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ON A QUADRATIC WARING’S PROBLEM WITH
CONGRUENCE CONDITIONS
DAEJUN KIM
Abstract. For each positive integer n, let g∆(n) be the smallest positive
integer g such that every complete quadratic polynomial in n variables which
can be represented by a sum of odd squares is represented by a sum of at most
g odd squares. In this paper, we analyze g∆(n) by studying representations of
integral quadratic forms by sums of squares with certain congruence condition.
We prove that the growth of g∆(n) is at most an exponential of
√
n, which is
the same as the best known upper bound on the g-invariants of the original
quadratic Waring’s problem. We also determine the exact value of g∆(n) for
each positive integer less than or equal to 4.
1. Introduction
In 1770, Lagrange proved the Four-Square Theorem, which states that every
positive integer is a sum of at most four squares of integers. This result has been
generalized in many directions. In 1930’s, a higher dimensional generalization, the
so-called new (or quadratic)Waring’s Problem, was initiated and studied by Mordell
[12] and Ko [10]. In those papers, they proved that for any integer 1 ≤ n ≤ 5, every
positive definite integral quadratic form in n variables is represented by a sum of
n+ 3 squares, and n+ 3 is the smallest number with this property. Later, Mordell
[13] proved that the quadratic form corresponding to the root lattice E6 cannot be
represented by any sum of squares.
This result of Mordell lead us to consider the number gZ(n) defined as the small-
est positive integer g such that every quadratic form in n variables which can be
represented by a sum of squares is represented by a sum of at most g squares. The
numbers gZ(n) are called the “g-invariants" of Z. Then the results of Lagrange’s,
Mordell’s and Ko’s mentioned above can now be rewritten as gZ(n) = n + 3 for
1 ≤ n ≤ 5. In [7], Kim and Oh proved that gZ(6) = 10, which disproves the earlier
conjecture made by Ko [11] that gZ(6) = 9. This is the last known value of gZ(n).
On the other hand, it has been studied to find an upper bound of gZ(n) as
a function of n. Icaza [5] gave the first explicit but astronomical upper bound
by computing the so called HKK-constant in [4]. Later, Kim-Oh [8] proved that
gZ(n) = O(3
n/2n logn), which improves Icaza’s bound. Recently, Beli-Chan-Icaza-
Liu [1] obtained a better upper bound gZ(n) = O(e
(4+2
√
2+ε)
√
n) for any ε > 0.
In this paper, we consider a quadratic Waring’s problem with a congruence
condition modulo 2 as a generalization of the original problem. One may naturally
generalize the Lagrange’s four square theorem by considering the smallest number
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r such that every positive integer is a sum of at most r squares of odd integers. In
fact, this number is 10 and
42 = 52 + 32 + 12 + 12 + 12 + 12 + 12 + 12 + 12 + 12
is the smallest positive integer which is a sum of 10 squares of odd integers but is
not a sum of less than 10 squares of odd integers (cf. Proposition 3.4, see also [6]).
As a higher dimensional generalization of this problem, we introduce new g-
invariants g∆(n) in the following paragraphs.
Let f(x) = f(x1, ..., xn) be a quadratic polynomial such that
f(x) = Q(x) + L(x) + c,
where Q(x) is a quadratic form, L(x) is a linear form, and c is a constant. We
always assume that Q is positive definite. Hence, there exists a unique vector
wf ∈ Qn such that L(x) = 2B(x,wf ), where B is the bilinear form such that
B(x,x) = Q(x). The quadratic polynomial f(x) is called complete if c = Q(wf ),
that is,
f(x) = Q(x) + 2B(x,wf ) +Q(wf ) = Q(x+wf ).
We say that a quadratic polynomial f(x) = f(x1, ..., xn) is represented by a qua-
dratic polynomial g(y) = g(y1, ..., ym) (m ≥ n) if there exists T ∈ Mn×m(Z) and
c ∈ Zn such that
f(x) = g(xT + c).
Now let∆r(y) be the following quadratic polynomial in variables y = (y1, ..., yr):
∆r(y1, ..., yr) := (2y1 + 1)
2 + · · ·+ (2yr + 1)2.
A quadratic polynomial f(x) is said to be represented by a sum of r odd squares
if it is represented by ∆r(y). For each positive integer n, we define the set Fn of
all complete quadratic polynomials f(x) in variables x = (x1, ..., xn) which can be
represented by a sum of odd squares. For a quadratic polynomial f(x) in Fn, we
define
r(f) := min {r ∈ N : f(x) can be represented by ∆r(y)} ,
and we define the following new g-invariant of ∆r:
g∆(n) := max {r(f) : f(x) ∈ Fn} .
One may deduce that the problem of determining g∆(1) is equivalent to the problem
of representing positive integers by sums of odd squares explained above, so that
g∆(1) = 10. Furthermore, we will see in Section 3 that g∆(n) can be analyzed
by studying representation of integral quadratic forms by sums of squares with a
congruence condition modulo 2. Our main results can be stated as
Theorem 1.1. Let n be a positive integer. For any ε > 0 we have
g∆(n) = O
(
e(4+2
√
2+ε)
√
n
)
.
Theorem 1.2. We have g∆(1) = 10 and g∆(n) = n+ 10 for n = 2, 3, 4.
Note that our result presents the same growth as the best known upper bound
on gZ(n). More precisely, the upper bound on g∆(n) we obtain is approximately n
2
times the upper bound on gZ(n) obtained in [1]. We will adopt geometric language
of quadratic spaces, lattices and Z-cosets in studying g∆(n) so that we shall use
the geometric theory of those.
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The rest of the paper is organized as follows. In Section 2, we introduce the
geometric language and theory of quadratic spaces, lattices and Z-cosets, especially
the concept of representations of Z-cosets. In Section 3, we consider the problem
geometrically by translating representations of quadratic polynomials into repre-
sentations of Z-cosets explicitly. The exact value of g∆(1) will also be determined.
Section 4 contains some technical lemmas which will essentially be used in the
following sections. The proof of Theorem 1.1 will be presented in Section 5. In
Section 6, we will determine the exact values of g∆(n) for n = 2, 3, 4 through some
extensive computation.
For any unexplained notations, terminologies, and basic facts about Z-lattices,
we refer the readers to [15].
2. Representation of cosets
In this section, we introduce the geometric theory of quadratic Z-lattices. We
refer the readers to [3, Section 4] for the theory under more general setting. For
simplicity, the quadratic map and its associated bilinear form on any quadratic
space will be denoted by Q and B, respectively. The set of all places on Q including
the infinite place ∞ will be denoted by Ω.
A Z-lattice is a finitely generated Z-module (hence a free Z-module) L on an
m-dimensional quadratic space V over Q. A Z-coset is a set L+v, where L is a Z-
lattice on V and v is a vector in V . A Z-coset K+w on an n-dimensional quadratic
space W is said to be represented by another Z-coset L + v on an m-dimensional
space V , which is denoted by
K +w→L+ v,
if there exists an isometry σ : W→V such that σ(K + w) ⊆ L + v, which is
equivalent to
σ(K) ⊆ L and σ(w) − v ∈ L.
Two Z-cosets K + w and L + v are said to be isometric, which is denoted by
K + w ∼= L + v, if one is represented by another one and vice versa. For each
p ∈ Ω− {∞}, Zp-cosets and representations of Zp-cosets are defined analogously.
As in the case of quadratic forms and lattices, there is a one-to-one correspon-
dence between the set of equivalence classes of complete quadratic polynomials in
n variables and the set of isometry classes of Z-cosets on n-dimensional quadratic
spaces. We will describe this correspondence concretely in Proposition 3.1.
Definition 2.1. Let L + v be a Z-coset on a quadratic space V . The genus of
L+ v is the set
gen(L+ v) = {K +w on V : Kp +w ∼= Lp + v for any p ∈ Ω}.
Lemma 2.2. Let L + v be a Z-coset on a quadratic space V and let S be a finite
subset of Ω. Suppose that Zp-coset L(p) + xp on Vp is given for each p ∈ S. Then
there exists a Z-coset M + z on V such that
Mp + z =
{
L(p) + xp if p ∈ S,
Lp + v if p ∈ Ω− S.
Proof. See Lemma 4.2 of [3]. 
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Let OA(V ) be the adelization of the orthogonal group of V . By Lemma 2.2,
OA(V ) naturally acts transitively on gen(L+ v) and hence
gen(L+ v) = OA(V ) · (L + v).
Let OA(L + v) be the stabilizer of L + v in OA(V ). Then the isometry classes in
gen(L+ v) can be identified with
O(V )\OA(V )/OA(L+ v).
The class number of L + v, denoted by h(L + v), is the number of classes in
gen(L+v), which is also the number of elements in O(V )\OA(V )/OA(L+v). The
class number h(L+v) is finite and h(L+v) ≥ h(L), where h(L) is the class number
of L (see Corollary 4.4 of [3]). Note that h(L) is equal to the number of elements
in O(V )\OA(V )/OA(L). For each p ∈ Ω, we have
O(Lp + v) = {σ ∈ O(Vp) : σ(Lp) = Lp and σ(v) ≡ v mod Lp} ⊆ O(Lp).
From now on, let In = Z[e1, ..., en] be the Z-lattice whose Gram matrix with
respect to {e1, ..., en} is the identity matrix. For the sake of convenience, the vector
e1 + · · · + en will be denoted by vn and the Z-coset In + 12vn will be denoted by
Σn.
Proposition 2.3. For any 1 ≤ n ≤ 8, we have h(Σn) = 1.
Proof. If we can prove for any prime p that
O((Σn)p) = O((In)p),
then OA(Σn) = OA(In) so that we have h(Σn) = h(In) = 1, which proves the
proposition.
When p 6= 2, we have (Σn)p = (In)p+ 12vn = (In)p so that O((Σn)p) = O((In)p).
Now, it suffices to show that O((In)2) ⊆ O((Σn)2). Let σ ∈ O((In)2) and for each
1 ≤ i ≤ n, we put σ(ei) =
∑n
k=1 tikek for some tik ∈ Z2. Note that
n∑
k=1
t2ik = Q(σ(ei)) = 1 and
n∑
k=1
tiktjk = B(σ(ei), σ(ej)) = 0,
for any 1 ≤ i 6= j ≤ n, since σ ∈ O((In)2). We claim that
∑n
i=1 tik ∈ 1 + 2Z2 for
any 1 ≤ k ≤ n if the following two conditions hold:
(1)
∑n
k=1 t
2
ik ∈ 1 + 4Z2 for any 1 ≤ i ≤ n,
(2)
∑n
k=1 tiktjk ∈ 2Z2 for any 1 ≤ i 6= j ≤ n.
If we show this claim, then we have
σ
(
1
2
vn
)
=
n∑
i=1
1
2
σ(ei) =
n∑
k=1
(
1
2
·
n∑
i=1
tik
)
ek ∈ (Σn)2,
which implies σ ∈ O((Σn)2) and therefore we prove the proposition.
We prove the claim using an induction argument on n. When n = 1, we have
t11 = ±1 ∈ 1 + 2Z2. Now, assume that n > 1 and the above two conditions hold.
From the first condition, for each 1 ≤ i ≤ n, exactly one or five of {ti1, ..., tin}
belong to 1 + 2Z2 and all the other elements are in 2Z2. Assume, without loss of
generality, that tnn ∈ 1 + 2Z2 and tnk ∈ 2Z2 for all k < n. Then, from the second
condition, tin ∈ 2Z2 for any i < n. Hence, we have
∑n
i=1 tin ∈ 1 + 2Z2. Also, we
have
∑n−1
k=1 t
2
ik ∈ 1 + 4Z2 and
∑n−1
k=1 tiktjk ∈ 2Z2 for any 1 ≤ i 6= j ≤ n − 1 so
that we have
∑n
i=1 tik ∈ 1 + 2Z2 by the induction hypothesis. Therefore, we are
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left with the case when n ≥ 5 and exactly five of {ti1, ..., tin} belong to 1 + 2Z2 for
any 1 ≤ i ≤ n. One may easily show from the second condition that this can only
happen when n = 6, 8 as well as
∑n
i=1 tik ∈ 1 + 2Z2 for any 1 ≤ k ≤ n in those
cases. 
Proposition 2.4. Let K +w be a Z-coset on a quadratic space W , and let L+ v
be a Z-coset on a quadratic space V . Suppose that for each p ∈ Ω, there exists a
representation σp : Wp→Vp such that σp(Kp + w) ⊆ Lp + v. Then there exists a
Z-coset M + z ∈ gen(L + v) which represents K +w.
Proof. By virtue of the Hasse Principle, we may assume that W ⊆ V . By Witt’s
extension theorem, we may further assume that σp ∈ O(Vp). Let S be the set of
p ∈ Ω such that Kp +w 6⊆ Lp + v. Then S is a finite set since Kp +w = Kp ⊆
Lp = Lp+v for almost all p. For each p ∈ S, let L(p) = σ−1p (Lp) and xp = σ−1p (v).
By Lemma 2.2, there exist M + z ∈ gen(L+ v) such that
Mp + z =
{
σ−1p (Lp + v) if p ∈ S,
Lp + v if p ∈ Ω− S.
Therefore K +w ⊆M + z, which proves the proposition. 
Corollary 2.5. Let K +w be a Z-coset and let n be a positive integer less than or
equal to 8. If K +w is locally represented by Σn, then K+w is represented by Σn.
Proof. This is a direct consequence of Propositions 2.3 and 2.4. 
3. Geometric approach of the problem
In this section, we introduce some geometric approach of the problem via repre-
sentations of Z-cosets. For any r ∈ N, let Ir = Z[e1, ..., er] be the Z-lattice whose
Gram matrix with respect to {e1, ..., er} is the identity matrix. As in Section 2, the
vector e1+ · · ·+ er will be denoted by vr and the Z-coset Ir + 12vr will be denoted
by Σr. For any positive integer n, we define
Kn := {K +w | rank(K) = n, w ∈ QK, ∃σ : K +w→Σr} .
For any K +w ∈ Kn, we define
g(K +w) := min {r ∈ N | ∃σ : K +w→Σr} ,
and we also define
g′∆(n) := max {g(K +w) | K +w ∈ Kn} .
Proposition 3.1. For any positive integer n, we have g∆(n) = g
′
∆(n)
Proof. Let f(x) = Q(x + wf ) = (x + wf )4M(x + wf )
t be a complete quadratic
polynomial in Fn, where wf = (w1, ..., wn) ∈ Qn, and 4M is the Gram matrix of
the quadratic part Q of f . Hence, there exists a positive integer r := r(f), a matrix
T = (tij) ∈Mn×r(Z), and a vector c = (c1, ..., cn) ∈ Zn such that
(x+wf )(4M)(x+wf )
t = f(x) = ∆r(xT + c).
By comparing the coefficients of both sides and by putting x = −wf , one may
easily show that
(3.1) M = T · T t and −wfT + c+ 1
2
(1, ..., 1) = 0 ∈ Qr.
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Now let us consider a Z-coset K +w of a Z-lattice K = Z[d1, ...,dn] ∼= M , where
w = w1d1 + · · ·+ wndn and define a linear map σ : K→Ir by
σ(di) =
r∑
j=1
tijej .
By (3.1), the map σ is a representation of Z-lattices satisfying σ(w) − 12vr ∈ Ir,
which implies that σ : K +w→Σr is a representation of Z-cosets. Thus, we have
constructed a Z-coset K +w in Kn with g(K +w) ≤ r = r(f).
Conversely, let K + w be a Z-coset in Kn, where K = Z[d1, ...,dn] and w =
w1d1 + · · · + wndn. Then there exist g := g(K +w) ∈ N and a representation of
Z-cosets σ : K +w→Σg. Since σ(w) − 12vg ∈ Ig, there are integers c1, ..., cg such
that σ(w) = 12vg + c1e1 + · · ·+ cgeg. Also, let T = (tij) ∈Mn×g(Z) be the matrix
such that σ(di) =
∑g
j=1 tijej for each 1 ≤ i ≤ n. Then we have
(3.2) f(x) := 4 ·Q(x1d1 + · · ·+ xndn +w)
= 4 ·Q(σ(x1d1 + · · ·+ xndn +w))
= 4 ·Q
(
[(x1, ..., xn)T + (c1, ..., cg)] · (e1, ..., eg)t + 1
2
vg
)
= ∆g ((x1, ..., xn)T + (c1, ..., cg)) ,
where x = (x1, ..., xn). Hence the complete quadratic polynomial f(x) is repre-
sented by ∆g(y). Therefore, we have constructed a quadratic polynomial f(x) in
Fn with r(f) ≤ g = g(K +w). The proposition follows as a consequence. 
Proposition 3.2. For any positive integer n, let
K∗n :=
{
K +w ∈ Kn | w = 1
2
k, k is a primitive vector of K
}
.
Then we have
g∆(n) = max {g(K +w) | K +w ∈ K∗n} .
Proof. Let K +w be a Z-coset in Kn and let σ : K +w→Σg be a representation of
Z-cosets, where g = g(K +w). Note that one can write w = dmk, where d,m are
relatively prime positive integers and k is a primitive vector of K. Since σ(K) ⊆ Ig,
there are integers a1, ..., ag such that σ(k) = a1e1 + · · ·+ ageg. Moreover, we have
σ
(
d
m
k
)
− 1
2
vg =
g∑
j=1
(
d
m
aj − 1
2
)
ej ∈ Ig.
Therefore, we have dmaj − 12 ∈ Z, that is, daj − m2 ∈ mZ for any 1 ≤ j ≤ g. Hence,
there is an positive integer m0 such that m = 2m0 and we have
d ≡ 1 (mod 2) and aj ≡ 0 (mod m0) for any 1 ≤ j ≤ g.
Thus, Q(k) ∈ m20Z and B(k,K) ⊆ m0Z.
Since k is a primitive vector of K, we may assume that K = Z[k,k2, ...,kn] and
consider the Z-lattice K˜ = Z[ km0 ,k2, ...,kn] in the same quadratic space QK. Note
that km0 is a primitive vector of K˜. One may easily check that
σ(K˜) ⊆ Ig and σ
(
d
2
· k
m0
)
− 1
2
vg ∈ Ig,
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which implies that σ : K˜ + d2
(
k
m0
)
→Σg is a representation of Z-cosets. Therefore,
we have
K˜ +
d
2
· k
m0
= K˜ +
1
2
· k
m0
∈ K∗n and g ≥ g˜ := g
(
K˜ +
1
2
· k
m0
)
.
On the other hand, if we let σ˜ : K˜ + 12
(
k
m0
)
→Σg˜ be a representation of Z-cosets,
then by restricting σ˜ on K +w we obtain a representation of K +w by Σg˜. Thus
we may conclude g ≤ g˜. Hence g = g˜, which proves the proposition. 
Remark 3.3. (a) LetK+ 12w be a Z-coset inK∗n, whereK = Z[d1, ...,dn] and letM
be the Gram matrix corresponding toK with respect to the basis {d1, ...,dn}. Then
we may assume that w = di1 + · · ·+dit , where 1 ≤ i1 < · · · < it ≤ n and t ≥ 1. Let
R be either Z or Z2 and let us considerK+
1
2w as an R-coset. Let σ : K+
1
2w→Σr be
a representation of R-cosets, that is, σ : K→Ir and σ(12w)− 12vr ∈ Ir. Let T = (tij)
be the n× r matrix over R such that σ(di) =
∑r
j=1 tijej for any 1 ≤ i ≤ n. Then
the assumption that σ is a representation of R-cosets is equivalent to the following
conditions:
(3.3) M = TT t and
∑
i∈{i1,...,it}
tij ≡ 1 (mod 2) for each 1 ≤ j ≤ r.
Conversely, a matrix T ∈ Mn×r(R) satisfying (3.3) induces the representation of
R-cosets σ : K + 12w→Σr defined by σ(di) =
∑r
j=1 tijej for each 1 ≤ i ≤ n.
Therefore, we shall identify the above σ with T .
(b) Let M be an n × n symmetric matrix over R, which is not necessarily non-
degenerate. We will sometimes say M + 12w is represented by Σr, denoted by
M + 12w→Σr, which means that there exists an n × r integral matrix T which
satisfies (3.3). Suppose that there are two symmetric matrices M1,M2 over R such
that
Mi +
1
2
w→Σri for each i = 1, 2.
If we let Ti be the corresponding n×ri integral matrix for each i, then the n×(r1+r2)
matrix T = (T1 T2) together with the n× n matrix M = M1 +M2 satisfies (3.3),
hence we have M + 12w→Σr1+r2 .
We can simply analyze the problem in the case when n = 1.
Proposition 3.4. We have g∆(1) = 10.
Proof. Let K + 12w ∈ K∗n. As described in Remark 3.3 (a), we may assume that
w = d, where K = Z[d] ∼= 〈M〉 for some positive integer M . Furthermore, finding
a representation of Z-cosets σ : K + 12d→Σr is equivalent to writing M as a sum
of r squares of odd integers.
We shall prove that every positive integer M is a sum of at most 10 squares of
odd integers. Clearly, 1 and 2 are sum of 1 and 2 odd squares, respectively. Now,
let us assume thatM ≡ k (mod 8) with 3 ≤ k ≤ 10. Then,M−(k−3) ≡ 3 (mod 8)
so that Legendre’s three-square theorem implies that M − (k− 3) = t21+ t22+ t23 for
some odd integers t1, t2, t3. Since k − 3 is a sum of k − 3 squares of 1, M is a sum
of k odd squares. Thus g∆(1) ≤ 10. On the other hand, every positive integers
M ≡ 2 (mod 8) which are not a sum of two squares, for example, the integer 42, is
a sum of 10 odd squares. This proves the proposition. 
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4. Lemmas
In this section, we will introduce several lemmas. We use the notations described
in Remark 3.3 (a), so for a Z-coset K + 12w ∈ K∗n, we put K = Z[d1, ...,dn] and
w = di1 + · · ·+ dit , where 1 ≤ i1 < · · · < it ≤ n and t ≥ 1. We begin with finding
some necessary condition of a Z-coset K + 12w ∈ K∗n to be represented by Σr.
Lemma 4.1. Let K + 12w be a Z-coset in K∗n. If K + 12w is represented by Σr for
some positive integer r, then the following holds.
(i) Q(k) ≡ B(w,k) (mod 2) for any k ∈ K.
(ii) r ≡ Q(w) (mod 8) and r ≤ Q(w).
(iii) r ≤ rK,w, where rK,w is the greatest positive integer satisfying
rK,w ≤ Q(di1) + · · ·+Q(dit) and rK,w ≡ Q(w) (mod 8).
Proof. Let σ : K + 12w→Σr be a representation of Z-cosets and T = (tij) be the
n× r integral matrix satisfying σ(di) =
∑r
j=1 tijej. Then,
Q(di) = Q(σ(di)) =
r∑
j=1
t2ij ≡
r∑
j=1
tij = B(vr , σ(di)) ≡ B(w,di) (mod 2),
for each 1 ≤ i ≤ n. Hence, for any k =∑ni=1 kidi ∈ K, we have
Q(k) ≡
n∑
i=1
k2iQ(di) ≡
n∑
i=1
kiB(w,di) = B(w,k) (mod 2).
Now, we note that σ(w) =
∑r
j=1 tw,jej, where tw,j =
∑
i∈{i1,...,it} tij is an odd
integer by the second condition of (3.3), for each 1 ≤ j ≤ r. Thus, we have
Q(w) = Q(σ(w)) =
r∑
j=1
t2w,j ,
so that Q(w) ≡ r (mod 8) and r ≤ Q(w). On the other hand, since not all elements
in {ti1j , ..., titj} are zero for each 1 ≤ j ≤ r, we have
r ≤
r∑
j=1

 ∑
i∈{i1,...,it}
t2ij

 = ∑
i∈{i1,...,it}

 r∑
j=1
t2ij

 = Q(di1) + · · ·+Q(dit).
Then, r ≤ rK,w follows from this with r ≡ Q(w) (mod 8). 
Lemma 4.2. Let K be a Z2-lattice of rank n and w be a primitive vector of K.
Suppose that K + 12w is represented by Σg′ over Z2 for some positive integer g
′.
Then we have g′ ≡ Q(w) (mod 8). Furthermore, we have
K +
1
2
w→Σg
for any positive integer g ≡ Q(w) (mod 8) satisfying
g ≥
{
n+ 3 if Q(w) 6≡ 0 (mod 4),
n+ 4 if Q(w) ≡ 0 (mod 4).
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Proof. For the sake of simplicity of notation, all the lattices, cosets, representations
and matrices in the proof of this lemma are considered to be defined over Z2.
Moreover, the Z2-lattice Ir + Z2[
1
2vr] associate with Σr will be denoted by Lr for
any positive integer r during the proof of this lemma.
Assume that there is a representation σ′ : K + 12w→Σg′ of Z2-cosets. One may
show that Q(w) ≡ g′ (mod 8) holds by a similar argument used in the proof of (ii)
of Lemma 4.1.
Now, we prove the second assertion. Since σ′(12w) ∈ Lg′ , the representation σ′
can be extended to a representation of Z2-lattices
σ′ : K + Z2[
1
2
w]→Lg′ .
We shall divide the proof into three cases.
First, suppose that Q(w) ≡ 1 (mod 2). One may easily verify that
2
(
K + Z2[
1
2
w]
)
∼= 〈Q(w)〉 ⊥ 2N,
for some integral Z2-lattice N and
2Lg ∼=
{
〈g〉 ⊥ 4 (H ⊥ ... ⊥ H) if g ≡ ±1 (mod 8),
〈g〉 ⊥ 4 (H ⊥ ... ⊥ H ⊥ A) if g ≡ ±3 (mod 8),
where H ∼=
(
0 1
1 0
)
and A ∼=
(
2 1
1 2
)
. It follows from Theorem 3 of [14] that N has no
proper unimodular Jordan component since 2
(
K + Z2[
1
2w]
)→2Lg′ . On the other
hand, the same theorem also implies that if N has no proper unimodular Jordan
component, then we have 2
(
K + Z2[
1
2w]
)→2Lg for any integer g ≡ Q(w) (mod 8)
with g ≥ n+ 3. Therefore, there is a representation
σ : K + Z2[
1
2
w]→Lg.
Let σ(12w) = a1
vg
2 + a2e2 + · · ·+ ageg, where the ai’s are 2-adic integers. Since
Q(σ(w)) = a21g + 4(a
2
2 + · · ·+ a2g + a1(a2 + · · ·+ ag)) ≡ a21g (mod 4),
we have g ≡ Q(w) = Q(σ(w)) ≡ a21g (mod 4). Hence, we have
a1 ≡ 1 (mod 2) and σ(w) ≡ vg (mod 2Ig).
Similarly, for any vector k ∈ K, let σ(k) = b1 vg2 + b2e2 + · · ·+ bgeg, where the bi’s
are 2-adic integers. Since Q(K) ⊆ Z2 and
Q(k) = Q(σ(k)) ≡ 1
4
b21g (mod 1),
we have b1 ≡ 0 (mod 2) so σ(k) ∈ Ig. Hence, we have σ(K) ⊂ Ig which implies
that σ : K + 12w→Σg is a representation of Z2-cosets.
Next, suppose that Q(w) ≡ 2 (mod 4). One can verify that
2
(
K + Z2[
1
2
w]
)
∼= 〈Q(w)〉 ⊥ 2N or 〈Q(w)〉 ⊥ 〈2ε〉 ⊥ 2N,
where ε ∈ Z×2 , N is an integral Z2-lattice and
2Lg ∼=
{
〈2, 2〉 ⊥ 4 (H ⊥ ... ⊥ H) if g ≡ 2 (mod 8),
〈6, 14〉 ⊥ 4 (H ⊥ ... ⊥ H ⊥ A) if g ≡ 6 (mod 8).
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In this case, 2
(
K + Z2[
1
2w]
)→2Lg′ implies that N has no proper unimodular Jor-
dan component and
ε ∈
{
1 + 4Z2 if Q(w) ≡ 2 (mod 8),
3 + 4Z2 if Q(w) ≡ 6 (mod 8).
On the other hand, if the above conditions for both N and ε are satisfied, then we
have 2
(
K + Z2[
1
2w]
)→2Lg for any g ≡ Q(w) (mod 8) with g ≥ n+ 3. Therefore,
we have a representation of cosets σ : K + 12w→Σg by a similar reasoning to the
case when Q(w) ≡ 1 (mod 2).
Finally, suppose that Q(w) ≡ 0 (mod 4). Since w is a primitive vector of K, we
may take {w,d2, ...,dn} as a basis for K. Let T ′ = (t′ij) be the n× g′ matrix over
Z2 corresponding to the representation σ
′, that is,
(σ′(w), σ′(d2), ..., σ′(dn))t = T ′ · (e1, ..., eg′)t.
Then t′1j ∈ 1 + 2Z2 for any 1 ≤ j ≤ g′ (see Remark 3.3 (a)). Now, we consider
another Z2-lattice K˜ = Z2[w˜, d˜2, ..., d˜n] whose Gram matrix with respect to the
basis {w˜, d˜2, ..., d˜n} is T ′ · (T ′)t + aE11, where E11 is the n × n matrix with 1 in
the (1, 1) position and 0 elsewhere and an integer a ∈ {7, 15} is chosen to satisfy
dK˜2 6= 0. Then the n× (g′ + a) matrix T˜ defined by
T˜ =


1 · · · 1
0 · · · 0
T ′ ...
. . .
...
0 · · · 0


induces a representation of cosets σ˜ : K˜ + 12w˜→Σg′+a (see Remark 3.3 (b)). Since
Q(w˜) ≡ 1 (mod 2), we may apply the result of the first case to conclude that there
exists a representation of Z2-cosets σ0 : K˜ +
1
2w˜→Σg for any integer g ≥ n + 3
satisfying g ≡ Q(w)+7 (mod 8). Let T0 be the n×g integral matrix corresponding
to σ0, and define the n× (g + 1) matrix T as
T =


εa
0
T0 ...
0

 ,
where εa ∈ Z×2 such that −a = ε2a. Then T induces a representation of Z2-cosets
σ : K +
1
2
w→Σg+1.
This proves the lemma since g + 1 ≥ n+ 4 and g + 1 ≡ Q(w) (mod 8). 
Lemma 4.3. (1) Let K = Z[w,w′] be a positive definite integral Z-lattice such that
Q(w) ≡ 5 (mod 8) and B(w,w′) ≡ Q(w′) (mod 2). Then the Z-coset K + 12w is
represented by Σ5.
(2) Let K = Z[w] ⊥ K ′ be a Z-lattice such that Q(w) = 6 and K ′ is a positive
definite even integral Z-lattice of rank 2. Then K + 12w is represented by Σ6.
Proof. Since the proofs for (1) and (2) are quite similar to each other, we only
provide the proof of (1). For the sake of convenience, put a = Q(w), b = B(w,w′)
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and c = Q(w′). By Corollary 2.5, it is enough to show, for any prime p, that
Kp +
1
2
w→(Σ5)p.
In case when p 6= 2, Kp + 12w = Kp is represented by (I5)p = (Σ5)p by Theorem 2
of [14]. When p = 2, we have, by hypothesis, that
2(K2 + Z2[
1
2
w]) ∼= 〈a〉 ⊥ 〈4a(ac− b2)〉 and 4a(ac− b2) ∈ 8Z2.
Therefore, by following the argument of the first case of the proof of Lemma 4.2
similarly, one may conclude 2(K2+Z2[
1
2w]) is represented by 2((I5)2+Z2[
1
2v5]) so
that K2 +
1
2w is represented by (Σ5)2. 
Let n be a positive integer and let i, j be integers such that 1 ≤ i, j ≤ n, let Eij
be the n× n matrix with 1 in the (i, j) position and 0 elsewhere.
Lemma 4.4. Let n ≥ 3 be a positive integer and let n0 be an integer such that
1 ≤ n0 ≤ n. Let A = diag(a1, ..., an) be a diagonal matrix in Mn(Z) and S = (sij)
be a symmetric matrix in Mn(Z). Suppose that A,S and n0 satisfy the following
conditions:
(i) ai + sii ≡ sin0 (mod 2) for any i 6= n0,
(ii) ai > 2n(n− 1)(3n+ 2) for any i,
(iii) aiaj ≥ 4n2|sij |2 for any 1 ≤ i ≤ j ≤ n.
Then, A+ S is a positive definite symmetric matrix and we have
K +
1
2
w→Σ
6· (n−1)(n−2)2 +5(n−1)+k0
for some integer 0 ≤ k0 ≤ 10, where K = Z[d1, ...,dn] whose Gram matrix with
respect to {d1, ...,dn} is A+ S and w = dn0 .
Proof. By condition (i), we can write, for each i 6= n0, ai + sii =
∑
1≤j≤n, j 6=i tij
such that
tij ≡
{
0 (mod 2) if j 6= n0,
sin0 (mod 2) if j = n0,
and tij ≥ 2
⌊
ai + sii − 1
2(n− 1)
⌋
.
Since ai ≥ 2n|sii| by condition (ii), we have
ai + sii ≥ 2n− 1
2n
ai =
n− 1
n
ai +
1
2n
ai.
Hence, by condition (iii), one may verify that
tij ≥ 2
⌊
ai + sii − 1
2(n− 1)
⌋
>
ai + sii − 1
n− 1 − 2 ≥
ai
n
+
ai − 2n(2n− 1)
2n(n− 1) >
ai
n
.
Similarly, we can write an0 + sn0n0 = 6 · (n−1)(n−2)2 +
∑
1≤j≤n, j 6=n0 tn0j + r0, where
tn0j ≡ 5 (mod 8), tn0j ≥
⌊
an0 + sn0n0
n− 1 − 3(n− 2)
⌋
− 7,
and 0 ≤ r0 ≤ 7(n−1). One may also show that tn0j > an0n . Therefore, by condition
(iii), we have tijtji >
aiaj
n2 ≥ 4|sij |2 ≥ |sij |2 for any i 6= j.
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Now, we can decompose A+ S as follows:
A+ S =
∑
i
(ai + sii)Eii +
∑
1≤i,j≤n
sijEij
=
∑
i<j
i,j 6=n0
(6En0n0 + tijEii + tjiEjj + sijEij + sjiEji)
+
∑
j 6=n0
(tn0jEn0n0 + tjn0Ejj + sn0jEn0j + sjn0Ejn0) + r0En0n0 .
Hence, one may easily observe that A + S is positive definite. Moreover, since
tijtji − |sij |2 > 0 for any i 6= j, we can apply Lemma 4.3 so that each
(6En0n0 + tijEii + tjiEjj + sijEij + sjiEji) +
1
2
w
is represented by Σ6 for any i < j with i, j 6= it, and for each j 6= n0,
(tn0jEn0n0 + tjn0Ejj + sn0jEn0j + sjn0Ejn0 ) +
1
2
w
is represented by Σ5. Furthermore, r0En0n0 +
1
2w can be represented by Σk0 for
some 0 ≤ k0 ≤ 10, for g∆(1) = 10. Thus,
(A+ S) +
1
2
w→Σ
6· (n−1)(n−2)2 +5(n−1)+k0
for some 0 ≤ k0 ≤ 10, which proves the lemma (see Remark 3.3 (b)). 
5. Upper bound for g∆(n)
In this section, we will derive an upper bound for g∆(n) and complete the proof
of Theorem 1.1. We begin by describing the “balanced HKZ reduction” introduced
in Section 4 of [1] in terms of Z-lattices. Let U(n) be the group of upper triangular
unipotent matrices in Mn(R). Let K be a positive definite Z-lattices of rank n and
let {d1, ...,dn} be a basis for K. We say that a basis {d1, ...,dn} for K is balanced
HKZ-reduced if its corresponding Gram matrix M is of the form H [X ] := XtHX ,
where X = (xij) ∈ U(n) and H = diag(h1, ..., hn) satisfy the following two proper-
ties:
(1) h1 = µ(K) and hih
−1
j ≤ α(j − i) for any 1 ≤ i < j ≤ n;
(2) |xij |, |yij | ≤ c(j − i) for any 1 ≤ i ≤ j ≤ n, where X−1 = (yij).
Here, α(m) := σm+1
∏m+1
k=2 σ
1
k−1
k , σk = 4pi
−1Γ
(
k
2 + 1
) 2
k and c(m) is the coefficient
of xm in the Maclaurin series of e
x/2
1−x . Note that every positive definite Z-lattice
has a “balanced HKZ-reduced” basis (see [1, Section 4]). On the other hand, we
can bound the values α(j − i) ([17, Corollary 2.5]) as
(5.1) α(j − i) ≤ α(n) := eln(n+1)+(ln(n+1))2 .
Furthermore, there exists an absolute constant D ≥ 1 such that
(5.2) 2c(j − i) ≤ c(j − i) := De
√
2(j−i),
for any 1 ≤ i ≤ j ≤ n ([16], see also [9, p.547]). Note that c(m) is an increasing
function of m.
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Proposition 5.1. Let n ≥ 3 be an integer and let
G(n) := 144D6n12e4(ln(n+1)+(ln(n+1))
2)e(4+4
√
2)
√
n/2,
where D is the absolute constant in (5.2). Then every Z-coset K + 12w satisfying
condition (i) of Lemma 4.1 can be represented by Σ
6· (n−1)(n−2)2 +5(n−1)+n+k0
for some
integer 0 ≤ k0 ≤ 10, provided that µ(K) ≥ G(n).
Proof. The proof of this proposition is motivated by Section 6 of [1] and a modifica-
tion of the arguments in there. The strategy of the proof is outlined as follows. We
will take a specific basis for K whose Gram matrix will be denoted by M . Then we
will take a diagonal matrix A = diag(a1, ..., an), with all the ai’s as large as possible,
such that M −A remains positive semidefinite. Then we will take P ∈Mn(Z) such
that P tP approximates M − A well and P tP + 12w is represented by Σn. Write
M −A as P tP + S, or equivalently, M = P tP +A+ S. We will show that A and
S satisfy all conditions in Lemma 4.4. As a result, (A + S) + 12w will be repre-
sented by Σ
6· (n−1)(n−2)2 +5(n−1)+k0
for some 0 ≤ k0 ≤ 10. Hence we will conclude
thatM+ 12w can be represented by Σ6· (n−1)(n−2)2 +5(n−1)+n+k0
for some 1 ≤ k0 ≤ 10.
Let {d1, ...,dn} be a balanced HKZ-reduced basis for K whose corresponding
Gram matrix is H [X ], where H is a diagonal matrix diag(h1, ..., hn), h1 = µ(K),
and X ∈ U(n) which satisfy (1) and (2). Let w = di1 + · · · + dit for some 1 ≤
i1 < · · · < it ≤ n and t ≥ 1. With respect to the basis obtained by replacing
dit with w, K
∼= M := H [X ′] where X ′ := XT and T ∈ U(n) is defined as
T := In + Ei1it + · · · + Eit−1it . We note that T−1 = In − (Ei1it + · · · + Eit−1it).
If we put X ′ = (x′ij) and (X
′)−1 = T−1X−1 = (y′ij), then by a straight forward
computation using (5.2) we obtain
(5.3) |x′ij | ≤ nc¯(j − i), |y′ij | ≤ c(j − i) for any 1 ≤ i < j ≤ n.
Now, for any 1 ≤ k ≤ n, we let
ak :=
⌊
1
n2
α(n)−1c(n− k)−2hk
⌋
,
and let A := diag(a1, ..., an). Following the same argument used in the proof of
Proposition 6.3 of [1], we can find an upper triangular matrix N = (nij) such that
In −A[X ′−1
√
H
−1
] = N tN.
Note that |nij | ≤ 1 for any i ≤ j, since 1 −
∑
i≤j |nij |2 is the (j, j) entry of
In −N tN = A[X ′−1
√
H
−1
] which is positive semidefinite.
LetW = (wij) be the upper triangular matrixN
√
HX ′ inMn(R). ThenW tW =
M −A. We can take an integral matrix P = (pij) satisfying
|wij − pij | ≤ 1 and piit ≡ 1 (mod 2)
for any 1 ≤ i, j ≤ n. Let Q = (qij) :=W − P . Then
P tP = (W −Q)t(W −Q) = M −A−QtW −W tQ+QtQ,
henceM = P tP+A+S, where S = (sij) := Q
tW+W tQ−QtQ which is an integral
symmetric matrix. We note that P tP + 12w is represented by Σn. Therefore, as
outlined at the beginning of the proof, it is enough to show that A and S satisfy
the conditions in Lemma 4.4 with n0 = it.
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To verify the first condition, let M = (mij) and note that mii ≡ miit (mod 2)
for any i, by the hypothesis of this proposition. Also, the (i, i) and the (i, it)
entries of P tP have the same parity for any i, by the construction of P . Since
A+ S = M − P tP , the first condition in Lemma 4.4 is satisfied.
Now we estimate the lower bound of ai. By the hypothesis, we have
α(n)hi ≥ h1 = µ(K) ≥ G(n) = 144D6n12e4(ln(n+1)+(ln(n+1))
2)e(4+4
√
2)
√
n/2.
Combining this with the fact that c(n− j)2c(j)2 = D4e2
√
2(
√
n−j+√j) is maximized
at j = n2 , we have
(5.4) α(n)hi ≥ 144n12α(n)4c(n)2c(n− j)2c(j)2,
for any 1 ≤ j ≤ n. Hence, we have 1n2α(n)−1c(n− i)−2hi ≥ n10 ≥ 1, so that
(5.5) ai =
⌊
1
n2
α(n)−1c(n− i)−2hi
⌋
≥ 1
2n2
α(n)−1c(n− i)−2hi,
and, especially ai ≥ n10 > 2n(n− 1)(3n+2) for any i. This proves that the second
condition in Lemma 4.4 is satisfied.
On the other hand, using (5.1), (5.3), and the fact that |nij | ≤ 1, one may
obtain that |wij | ≤ n2c(j)(α(n)hj) 12 for any 1 ≤ i ≤ j ≤ n. Furthermore, since
S = QtW +W tQ −QtQ and |qij | ≤ 1, one may show for each 1 ≤ i ≤ j ≤ n that
(5.6) |sij | ≤ 2n3c(j)(α(n)hj) 12 + n ≤ 3n3c(j)(α(n)hj) 12 .
Thus, by (5.4), (5.5), and (5.6), for any 1 ≤ i ≤ j ≤ n, we have
aiaj
n2
≥ 1
4n6
α(n)−2c(n− i)−2c(n− j)−2hihj
≥ 4|sij |2 α(n)hi
144n12c(j)2c(n− j)2c(n− i)2α(n)4
≥ 4|sij |2.
This implies that the third condition in Lemma 4.4 is satisfied, hence we complete
the proof. 
Proposition 5.2. For any positive integer n ≥ 3,
g∆(n) ≤ max
{
g∆(n− 1) +G(n), 3n2 − 3n+ 11
}
,
where G(n) is the function defined in Proposition 5.1.
Proof. Let K + 12w be a Z-coset in Kn. If µ(K) ≥ G(n), then by Proposition 5.1,
K + 12w is represented by Σg for some integer less than or equal to
6 · (n− 1)(n− 2)
2
+ 5(n− 1) + n+ 10 = 3n2 − 3n+ 11.
Suppose that µ(K) < G(n). We may assume that K + 12w is represented by Σr
for some r. Furthermore we may also assume that r ≥ G(n). Let K = Z[d1, ...,dn],
1
2w = w1d1 + · · ·+ wndn and define
f(x1, ..., xn) := 4 ·Q(x1d1 + · · ·+ xndn + 1
2
w).
ON A QUADRATIC WARING’S PROBLEM WITH CONGRUENCE CONDITIONS 15
We may further assume that {d1, ...,dn} is a balanced HKZ reduced basis for
K so that Q(d1) = µ(K). As is described in (3.2), there are r linear forms
L1(x1, ..., xn), ..., Lr(x1, ..., xn) over Z and integers c1, ..., cr such that
f(x1, ..., xn) =
r∑
j=1
4 ·
(
Lj(x1, ..., xn) + cj +
1
2
)2
.
Since f(−w1, ...,−wn) = 0, we have −Lj(w1, ..., wn)+ cj + 12 = 0 for any 1 ≤ j ≤ r.
Hence, for any 1 ≤ j ≤ r, we have
Lj(x1, ..., xn) + cj +
1
2
= L(x1 + w1, ..., xn + wn).
If b1, ..., br are the coefficients of x1 in L1, ..., Lr respectively, then at most ⌊G(n)⌋
of them are nonzero. Thus, without loss of generality, we can write
f(x1, ..., xn) =
⌊G(n)⌋∑
j=1
4 ·
(
Lj(x1, ..., xn) + cj +
1
2
)2
+
r∑
j=⌊G(n)⌋+1
4 ·
(
Lj(0, x2, ..., xn) + cj +
1
2
)2
.
Note that (Lj(0, x2, ..., xn)+cj+
1
2 )
2 = Lj(0, x2+w2, ..., xn+wn)
2. Thus, the second
sum is zero or a complete quadratic polynomial in n − 1 variables represented by
∆r−⌊G(n)⌋. Hence it is represented by ∆g for some integer g ≤ g∆(n − 1). Hence,
the proposition follows immediately from this. 
Proof of Theorem 1.1. Clearly, G(n) > 3n2 − 3n+ 11. Hence, by Proposition 5.2,
g∆(n) ≤
n∑
j=3
G(j) + g∆(2), for n ≥ 3.
We will show that g∆(2) = 12 in Section 6. Therefore, we have
g∆(n) ≤ nG(n) = 144D6n13e4(ln(n+1)+(ln(n+1))
2)e(4+4
√
2)
√
n/2.
Since 144D6n13e4(ln(n+1)+(ln(n+1))
2) = O
(
eε
√
n
)
for any ε > 0, we may conclude
that
g∆(n) = O
(
e(4+2
√
2+ε)
√
n
)
.

6. Exact value of g∆(n) for 2 ≤ n ≤ 4
In this section, we always assume that n is an integer such that 2 ≤ n ≤ 4
and we will determine the exact value of g∆(n). Let K +
1
2w be a Z-coset in
K∗n. From now on, we fix the following notations. We write K = Z[d1, ...,dn] and
w = di1 + · · · + dit for some t ≥ 1 and 1 ≤ i1 < · · · < it ≤ n. We denote the
corresponding Gram matrix of K with respect to {d1, ...,dn} by M = (mij) and
we assume that M is a Minkowski reduced symmetric matrix. By [2] (see Lemma
1.2 of page 257), we have
(6.1) 0 < m11 ≤ m22 ≤ ... ≤ mnn and |2mij | ≤ mii ∀ 1 ≤ i < j ≤ n.
We shall state two more technical lemmas, which will be used in the proof of
Theorem 1.2.
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Lemma 6.1. Let Q(x) = Q(x1d1 + · · · + xndn) be a positive definite quadratic
form whose Gram matrix is a Minkowski reduced symmetric matrix M = (mij).
Then, for any 1 ≤ i ≤ n, we have
Q(x) ≥ C(n)miix2i ,
where C(2) = 34 , C(3) =
1
2 and C(4) =
1
5 .
Proof. We only provide a proof in the case when n = 4. Other cases can be proved
similarly (cf. see Lemma 2.3 of [3]). Fix an integer i in {1, 2, 3, 4} and let j < k < l
be the remaining three integers listed in increasing order. Let
Djkl = mjjmkkmll −mjjm2kl −mkkm2jk −mllm2jk + 2mjkmklmjl,
which is the determinant a 3 × 3 submatrix of M . Hence, Djkl is positive, since
Q(x) is positive definite. From the fact that γ44 = 4, where γ4 is the 4-dimensional
Hermite constant, we have m11m22m33m44 ≤ 4D, where D is the discriminant of
Q. We refer readers to [2, Theorem 2.2, 3.1 of Chapter 12] and [18, Satz 7] for more
details. By (6.1), we have
Djklmii ≤
(
5
4
mjjmkkmll
)
mii ≤ 5D.
Now, by completing the squares, we have
Q(x1d1 + · · ·+ x4d4) ≥ mjj(xj + · · · )2 + · · ·+ D
Djkl
x2i ≥
1
5
miix
2
i .
Hence, we prove the lemma. 
Lemma 6.2. Let K + 12w ∈ K∗n and Q(w) ≡ k (mod 8) with 1 ≤ k ≤ 8. Further-
more, let S2 = {5, 6, 7, 8}, S3 = {6, 7, 8} and S4 = {7, 8}.
(1) If Q(w) ≤ 8 or k ∈ Sn, then K + 12w→Σk.
(2) Suppose that Q(w) > 8 and k 6∈ Sn. If there are non-negative integers ki1 , ..., kit
such that
ki1 + · · ·+ kit = k and Q(x1d1 + · · ·+ xndn)− (ki1x2i1 + · · ·+ kitx2it)
is a positive definite quadratic form. Then K + 12w→Σk+8.
Proof. (1) If Q(w) ≤ 8 then the result follows from Lemma 4.1. Now we assume
that k ∈ Sn. Since k ≥ n+ 3, Kp + 12w = Kp is represented by (Ik)p = (Σk)p for
any prime p 6= 2. Also, by Lemma 4.2, K2+ 12w is represented by (Σk)2. Thus, by
Corollary 2.5, K + 12w→Σk.
(2) Let σ0 : K+
1
2w→Σr be a representation of Z-cosets. Consider another Z-coset
K ′ + 12w
′, where K ′ = Z[d′1, ...,d
′
n] is a Z-lattice whose Gram matrix with respect
to {d′1, ...,d′n} is equal to
M ′ = M − (ki1Ei1i1 + · · ·+ kitEitit)
and w′ = d′i1+ · · ·+d′it . We note that K ′ is positive definite and Q(w′) = Q(w)−k
is a positive integer congruent to 0 modulo 8 by the hypothesis.
Let T0 be the n × r integral matrix corresponding to σ0 and let ε be a unit in
Z2 such that −1 = 7ε2. We consider the following n× (r+7k) matrix T ′ over Z2:
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T ′ :=

 ε · · · εT0 . . .
ε · · · ε

 ← i1-th row
← it-th row.︸ ︷︷ ︸
7ki1 -copies
︸ ︷︷ ︸
7kit -copies
Here, ε’s are all placed on ia-th row for each 1 ≤ a ≤ t, only one ε is placed
on each column and 0’s are placed elsewhere. Then T ′ induces a representation
σ′ : (K ′)2 + 12w
′→(Σr+7k)2 (see Remark 3.3 (a)), hence by Lemma 4.2, we have
(K ′)2 +
1
2
w′→(Σ8)2.
It is clear that K ′p+
1
2w = K
′
p is represented by (I8)p = (Σ8)p for any prime p 6= 2.
Thus, by Corollary 2.5, there is a representation of Z-cosets σ1 : K
′ + 12w
′→Σ8. If
we let T1 be the n× 8 matrix corresponding to σ1, then the following n × (k + 8)
matrix T over Z
T :=

 1 · · · 1T1 . . .
1 · · · 1

 ← i1-th row
← it-th row,︸ ︷︷ ︸
ki1 -copies
︸ ︷︷ ︸
kit -copies
induces a representation of Z-cosets σ : K + 12w→Σk+8. 
We are now ready to prove Theorem 1.2. First, we shall prove the following
Proposition.
Proposition 6.3. We have g∆(n) ≥ n+ 10 for any 2 ≤ n ≤ 4.
Proof. LetK = Z[d1,d2] be a Z-lattice whose Grammatrix with respect to {d1,d2}
is
(
8 2
2 12
)
and w = d2. If K +
1
2w is represented by Σr, then r ≡ 4 (mod 8) by
Lemma 4.1. Note that the following matrix
T :=
(
1 1 1 1 1 −1 −1 −1 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1
)
induces a representation of Z-cosets K + 12w→Σ12 (see Remark 3.3 (a)). However,
K + 12w cannot be represented by Σ4, since K cannot be represented by I4 over
Q2. Thus, we have g∆(2) ≥ 12.
For the case when n = 3 or 4, we consider a Z-lattice K = Z[d1, ...,dn] whose
Gram matrix with respect to {d1, ...,dn} is a diagonal matrix
diag(3, 3, 23) or diag(1, 3, 3, 23), respectively,
and w =
∑n
i=1 di. Then Q(w) ≡ 5 or 6 (mod 8), respectively, and one may find a
representation of Z-cosets from K + 12w to Σ13 or Σ14, respectively. However, K
cannot be represented by I5 or I6, respectively, over Q3. Hence, we have g∆(3) ≥ 13
and g∆(4) ≥ 14. 
Proof of Theorem 1.2. By Propositions 3.4 and 6.3, it is enough to prove that
g∆(n) ≤ n + 10 for each 2 ≤ n ≤ 4. The proof is a case-by-case analysis ac-
cording to n and the shape of w. For each case, the proof will show how we can
determine g∆(n) ≤ n+ 10.
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We assume that Q(w) ≡ k (mod 8) with 1 ≤ k ≤ 8 and let rK,w be the integer
defined in Lemma 4.1. Also, we assume that the Gram matrixM ofK is Minkowski
reduced so that M satisfies all conditions given in (6.1). Also, by replacing dj with
±dj suitably, we may further assume that
(6.2) m1j ≥ 0 for any 2 ≤ j ≤ n.
Under the conditions (6.1) and (6.2), the necessary and sufficient condition for M
to be a Minkowski reduced positive definite form is that
(6.3) mij ≥ −1
2
(m11 +mii) +m1i +m1j for any 2 ≤ i < j ≤ n,
and when n = 4,
(6.4)
− 12 (m22 +m33)−m23 −m24,
− 12 (m22 +m33) +m23 +m24,m34 ≥ − 12 (m11 +m22 +m33) +m12 +m13 +m14 −m23 −m24,
− 12 (m11 +m22 +m33)−m12 +m13 +m14 +m23 +m24,
(6.5)
1
2 (m22 +m33)−m23 +m24,
1
2 (m22 +m33) +m23 −m24,m34 ≤ 1
2 (m11 +m22 +m33)−m12 +m13 −m14 −m23 +m24,
1
2 (m11 +m22 +m33)−m12 −m13 +m14 +m23 −m24.
(Case 1) We shall prove g∆(2) ≤ 12 by showing K + 12w is represented by Σr
for some r ≤ 12. By Lemma 4.1 and part (1) of Lemma 6.2, we may assume that
condition (i) of Lemma 4.1 holds and
Q(w) > 12, rK,w > 12 and 1 ≤ k ≤ 4.
Case 1-(i) Assume that w = di for i = 1 or 2. From the assumption, we have
mii > 12. Hence, we have Q(x)− kx2i is positive definite, since by Lemma 6.1,
Q(x)− kx2i ≥
3
4
max(m11x
2
1,m22x
2
2)− 4x2i > 0,
for any x 6= 0. Therefore, by Lemma 6.2 (2), we conclude that K + 12w is repre-
sented by Σk+8, where k + 8 ≤ 12.
Case 1-(ii) Assume that w = d1 + d2. If m22 ≥ 6, then Q(x) − kx22 is positive
definite by Lemma 6.1, hence we are done by Lemma 6.2. For any M satisfying
1 ≤ m11 ≤ m22 ≤ 5 and 0 ≤ m12 ≤ 12m11, it does not satisfy the assumption of
(Case 1). This proves Case 1.
(Case 2) Now we shall prove g∆(3) ≤ 13 by showing K + 12w is represented by
Σr for some r ≤ 13. As in Case 1, we may assume that condition (i) of Lemma 4.1
holds and
Q(w) > 13, rK,w > 13 and 1 ≤ k ≤ 5.
Case 2-(i) Assume that w = di for i = 1, 2 or 3. From the assumption, we have
mii > 13. Hence, we have Q(x)− kx2i is positive definite, since by Lemma 6.1,
Q(x)− kx2i ≥
1
2
max(m11x
2
1,m22x
2
2,m33x
2
3)− 5x2i > 0,
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for any x 6= 0. Therefore, by Lemma 6.2 (2), we conclude that K + 12w is repre-
sented by Σk+8, where k + 8 ≤ 13.
Case 2-(ii) Assume that w = d1 + d2. If m22 ≥ 10 then Q(x) − kx22 is positive
definite by Lemma 6.1, hence we are done by Lemma 6.2 (2). Now, we may assume
that
1 ≤ m11 ≤ m22 ≤ 9 and 0 ≤ m12,m13 ≤ 1
2
m11.
We note that for each triple (m11,m22,m12) satisfying the assumption of Case 2,
there exist non-negative integers k1, k2 such that k1+k2 = k and Q(x1d1+x2d2)−
(k1x
2
1 + k2x
2
2) is positive definite. Once m11,m22,m12,m13 are decided, there are
only finitely many candidates of m23 by (6.2) and (6.3).
Now, for each fixed (m11,m22,m12,m13,m23), we do the following process. Let
m33 be the smallest integer greater than or equal to m22 satisfying condition (i) of
Lemma 4.1. We search for non-negative integers k1, k2 such that k1 + k2 = k and
Q(x) − (k1x21 + k2x22) is positive definite. Once we find such k1, k2, then we are
done by Lemma 6.2 (2). Otherwise, we put the matrix M in a list, raise m33 by 2
and then repeat searching for k1, k2. Note that this process ends in a finite number
of steps, since the discriminant of the form Q(x) − (k1x21 + k2x22) is an increasing
linear function of m33 for each possible pair (k1, k2). Running this process by a
computer program, the final list of matrices obtained is empty.
Case 2-(iii) For the remaining cases, we have it = 3. If m33 ≥ 10, then Q(x)− kx23
is positive definite by Lemma 6.1. Thus, we are done by Lemma 6.2 (2). Hence,
we are left with finitely many candidates of M all of which have m33 ≤ 9. For each
such M satisfying the assumption of Case 2, by a computer program, we can find
non-negative integers ki1 , ..., kit such that
ki1 + · · ·+ kit = k and Q(x)− (ki1x2i1 + · · ·+ kitx2it)
is positive definite. Thus, we are done by Lemma 6.2 (2).
(Case 3) Lastly, we shall prove g∆(4) ≤ 14 by showing K + 12w is represented by
Σr for some r ≤ 14. As before, we may assume that condition (i) of Lemma 4.1
holds and
Q(w) > 14, rK,w > 14 and 1 ≤ k ≤ 6.
Case 3-(i) Assume that it = 4, where there are 8 possible cases. If m44 ≥ 31, then
by Lemma 6.1, Q(x)− kx24 is positive definite, since
Q(x)− kx24 ≥
1
5
max(m11x
2
1,m22x
2
2,m33x
2
3,m44x
2
4)− 6x24 > 0,
for any x 6= 0. Thus, we are done by Lemma 6.2 (2). By (6.1)−(6.5), we are left
with finitely many candidates of M to check. For each of these M that satisfies the
assumption of Case 3, by a computer program, we can find non-negative integers
ki1 , ..., kit such that
ki1 + · · ·+ kit = k and Q(x)− (ki1x2i1 + · · ·+ kitx2it)
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is positive definite, except for the four Z-cosets M + 12w, where w = d1 + d4 and
M is one of the following matrices:

9 3 3 2
3 9 3 −4
3 3 9 −4
2 −4 −4 9

 ,


9 3 4 2
3 9 3 −4
4 3 9 −3
2 −4 −3 9

 ,


9 4 3 2
4 9 3 −3
3 3 9 −4
2 −3 −4 9

 ,


9 4 4 2
4 9 3 −3
4 3 9 −3
2 −3 −3 9

 .
Note that, two Z-cosets corresponding to the first matrix and the last one with
w = d1 + d4 are isometric to each other, and they are represented by Σ14. Also,
the other two matrices also give an equivalent Z-cosets, which are represented by
Σ14. This, together with Lemma 6.2 (2), implies the claim in this case.
Case 3-(ii) Assume that it = 3, where there are 4 possible cases. If m33 ≥ 31, then
Q(x) − kx23 is positive definite by Lemma 6.1. Thus, we are done by Lemma 6.2
(2). Now, we may assume that
1 ≤ m11 ≤ m22 ≤ m33 ≤ 30.
Then there are only finitely many candidates of matrixM−m44E44. Note that, for
each candidate that we should concern, there exist non-negative integers ki1 , ..., kit
such that
ki1 + · · ·+ kit = k and Q(x1d1 + x2d2 + x3d3)− (ki1x2i1 + · · ·+ kitx2it)
is positive definite. We can run a process similar to the one described in the Case
2-(ii). However this time we have four matrices on the final list and they appear
when w = d1 + d3. Each of the corresponding Z-cosets is isometric to one of the
Z-cosets described in Case 3-(i). Hence we proves the claim.
Case 3-(iii) Assume that it = 2. By a similar argument as before, we may assume
that 1 ≤ m11 ≤ m22 ≤ 30. Then there are only finitely many candidates of 7-tuple
(m11,m12,m13,m14,m22,m23,m24). For each of these 7-tuples that satisfies the
assumption of Case 3, we can check that Q(x1d1 + x2d2)− kx22 is positive definite
and C := m11 − 5m
2
12
2(m22−k) > 0. Let m
′
22 = m22 − k and put
C0 := max
(
10
3
· m23
m′22
+
m13(m13 +m14)
C ,
10
3
· m24
m′22
+
m14(m13 +m14)
C
)
.
If m33 >
8
3C0, then Q(x)− kx22 is greater than or equal to
2m′22
5
(
x2 +
5
2
m12
m′22
x1
)2
+
3m′22
10
(
x2 +
10
3
m13
m′22
x3
)2
+
3m′22
10
(
x2 +
10
3
m14
m′22
x4
)2
+C · m13
m13 +m14
(
x1 +
m13
C
x3
)2
+ C · m14
m13 +m14
(
x1 +
m14
C
x4
)2
+Q(x3d3 + x4d4)− C0(x23 + x24).
Since m44 ≥ m33 > 83C0 and Q(x3d3 + x4d4) ≥ 38 (m33x23 +m44x24) by Lemma 6.1,
we conclude that Q(x) − kx22 is positive definite. Hence, we are done by Lemma
6.2 (2).
Now, we may assume that m33 ≤ 83C0, so that there are only finitely many can-
didates of matrix M −m44E44. We note that the quadratic form Q(x1d1+ x2d2+
x3d3) − kx22 is positive definite for each of these candidates. We run the same
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process as described in the Case 3-(ii) and obtain a list of four matrices M which
appear only when w = d1+d2. Each of the corresponding Z-cosets is isometric to
one of the Z-cosets described in Case 3-(i). Hence we proves the claim.
Case 3-(iv) Finally, we assume that w = d1. One may check by Lemma 6.1 that
Q(x)− kx21 is positive definite except for m11 ∈ {20, 21, 22, 30}. Hence, by Lemma
6.2 (2), we may assume that m11 ∈ {20, 21, 22, 30}, so that there are only finitely
many candidates of 4-tuple (m11,m12,m13,m14).
Put m′11 = m11 − k and m234 = m12 + m13 + m14. If m234 = 0, that is,
m12 = m13 = m14 = 0, then Q(x) − kx21 is positive definite obviously. Otherwise,
we note that
Q(x)− kx21 =
4∑
j=2
m′11
m12
m234
(
x1 +
m234
m′11
x2
)2
+ Q(x2d2 + x3d3 + x4d4)− m234
m′11
·
4∑
j=2
m1jx
2
j .
Hence, if m22 > 2 · m
2
234
m′11
, then Q(x)− kx21 is positive definite, since
Q(x2d2 + x3d3 + x4d4) ≥
4∑
j=2
1
2
m1j
m234
mjjx
2
j >
m234
m′11
·
4∑
j=2
m1jx
2
j ,
by Lemma 6.1. Thus, we may assume that m22 ≤ 2 ·m
2
234
m′11
and there are only finitely
many candidates of 7-tuple (m11,m12,m13,m14,m22,m23,m24). By a similar ar-
gument used in Case 3-(iii), we may further assume that m33 is bounded and run
the process as described in the other cases. This time the final list is empty and so
we are done. 
Remark 6.4. One may naturally expect that g∆(5) = 15. However, if we consider
a Z-coset K + 12d5, where K = Z[d1, ...,d5] whose Gram matrix with respect to
{d1, ...,d5} is a diagonal matrix diag(2, 2, 2, 2, 16), then one may verify that
K +
1
2
d5→Σ16, but K + 1
2
d59Σ8,
which implies that g∆(5) ≥ 16.
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