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Abstract 
Let us consider an arbitrary hypergeometric polynomial qj(x) and a set of orthogonal hypergeometric polynomials 
{p,,(x)} in the domain of orthogonality F. Here the expansion coefficients of x" and xmqi(x), m C No, in series of the 
set {pn(x)} are found in terms of the polynomials a(x) and fix) characterizing the second-order differential equations 
satisfied by the involved hypergeometric polynomials. The resulting general expressions, which are given in an explicit 
and compact form, are used to produce known (for checking) and unknown expansions for various concrete classical 
orthogonal polynomials. @ 1997 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
The theoretical and numerical analysis of numerous physical and mathematical problems requires 
very often the expansion of an arbitrary polynomial into a set of orthogonal hypergeometric poly- 
nomials. This is specially true in the quantum-mechanical study of physical systems, where the 
equation-of-motion r Schr6dinger equation is a second-order differential equation with wavefunc- 
tions which, at times, include hypergeometric polynomials. This is the case not only for the harmonic 
oscillator and Coulomb cases but also for many other potentials, as shown for example in [6]. The 
orthogonal set is not necessarily a classical set (Jacobi, Laguerre, Hermite, Bessel), but it may 
also be an orthogonal set of non-conventional character (e.g., when the weight function and/or the 
support interval are not classical; see a specific case in [7]). 
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Up to now, however, the general expression of the coefficients of the expansion of x m in series of 
any set of orthogonal hypergeometric polynomials directly by means of its second-order differential 
equation [17] has not yet been published, to the best of our knowledge. The determination f these 
coefficients i , at times, known as the inversion problem in the field of special functions because it 
corresponds to inverting the explicit expression of a given polynomial. Moreover, this is a particular 
case of a more general problem; namely, the connection problem, which consists in the determination 
of the expansion coefficients of a given polynomial in terms of a set of orthogonal polynomials. 
The body of knowledge about the inversion problem of classical orthogonal polynomials and the 
connection problem of a classical orthogonal polynomial with the classical set of similar character 
is summarized in [16, 4] respectively, up to the middle of the seventies. Since then, few advances 
have been done in these problems until the recent recursive approach of Ronveaux et al. [10, 21, 
22]. These authors have designed a constructive algorithm which allows us to calculate recurrently 
the expansion coefficients of the aforementioned problems; the resulting recurrences can, at times, 
be analytically solved by use of a symbolic algorithm. This approach requires the knowledge of 
the differential equation of the polynomial to be expanded, and a recursion relation as well as a 
differential-difference relation for the polynomials which conform the orthogonal set. 
Here we obtain compact and simple expressions for the expansion coefficients of both x m and 
xmqj(x) in series of the orthogonal hypergeometric polynomials {pn(X)} by means of the polynomial 
coefficients characterizing their second-order differential equations, which are of the type (1.1) given 
below. The polynomial qj(x) is also hypergeometric but not necessarily of the same kind as the 
set {pn(x)}. Then, our method does not require any recurrence relation for the hypergeometric set 
{pn(x)} but only its second-order differential equation, nor it gives the coefficients recursively but 
provides its analytical, closed form. 
We begin by recalling that the hypergeometric-type equation is the second-order differential equa- 
tion 
a(x)y"(x) + "r(x)y'(x) + 2y(x) = 0, (1.1) 
where a(x) and z(x) are polynomials whose degree is not greater than 2 and 1, respectively, and 2 
is a constant. This equation can be written in self-adjoint form, 
(a(x)p(x)J(x)) '  + )op(x)y(x) = 0, (1.2) 
where p(x) is a function satisfying the so-called Pearson equation, 
( cr(x )p(x ) ) ' = z(x )p(x ). (1.3) 
The solutions of Eq. (1.1) with 
2 ---- 2, = -nz '  - ½n(n - 1 )a" (1.4) 
are polynomials of degree n, usually called hypergeometric-type polynomials y--y,(x). These poly- 
nomials are orthogonal in the interval [a, b] with respect o the weight function p(x), i.e., 
f b yn(X ) ym(x )p(x ) dx = h,6,,,m, (1.5) a 
provided that the following condition [17] 
a(x)p(x)x k -- 0 (1.6) 
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for x = a, b and k C N0 is satisfied; then, we write p. (x)  instead of y.(x). It can be shown that 
h. = ( -1)"n!a .B.  (~(x)) ~ p(x)dx, (1.7) 
where a. is the coefficient of the leading term in the power expansion of p.(x),  
p . (x)  = a.x ~ + bnx "-I + . . .  , (1.8) 
and B. is the normalization constant appearing in the Rodrigues formula 
B. d n 
p. (x)  - p(x~) dx ~ [(a(x))n p(x)]. (1.9) 
The constants an and B. are related by 
n--I 
a. = B. I-I [z' + ½(n + k - 1)a"]. (1.10) 
k=0 
An interesting eneralization of Rodrigues' formula (1.9) is [17] 
d m A,.nB. d n-m 
dxmPn(X) - (o.(x))mD(x) dxn_ m [(O'(X))np(x)], (1 .11)  
where 
m-1 
Am. = ( -1 )  m H ()~" - ) tk) -  - -  
k=0 
Ao. = 1. 
//! m--1 
(n ~-m)! H [z' + ½(n + k -1 )a" ] ,  l <. m <~ n, 
k=0 
(1.12) 
This work has the following structure. Firstly we have collected some basic knowledge about the 
hypergeometric-type polynomials which is used later on. Then, in Section 2, the general expression 
of the coefficients of the expansions of x m in series of the orthogonal set {p,(x)} is given in terms 
of the polynomial coefficients ~(x) and z(x) of the differential equation satisfied by the polynomials 
p,(x).  Also, for checking, the known expansions of x m in terms of Hermite, Laguerre, Jacobi, and 
Bessel polynomials are derived as particular cases of the general result given here. In Section 3, the 
general expression for the coefficients of the expansion of x 'q j (x) ,  where {qj(x)} denotes another set 
of (not necessarily orthogonal) hypergeometric-type polynomials, as a series of p,(x), is explicitly 
found in a similar way; some particular cases connecting products of powers and classical orthogonal 
polynomials with polynomials of similar nature are worked out in detail. Finally, in Section 4, some 
summarizing and concluding remarks are given. 
2. Expansions of powers 
In this section we give the explicit expression of the coefficients Cm. in the expansion 
x" = ~ Cm.p.(x) ,
n=O 
(2.1) 
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in terms of the polynomials a(x) and r(x) characterizing the differential equation (1.1) which is 
satisfied by the orthogonal hypergeometric polynomials {p,(x)}. Our results are summarized in the 
following theorems: 
Theorem 2.1. The explicit expression of the coefficients c,,, in expansion (2.1) is 
eb m-n 1 (m) aX 
-- xm-"(a(x))"p(x)dx = --  (2.2) 
b n c,,, (m -n ) !  h, a, f: (o'(x)) p(x)dx 
Proof. Multiplying both sides of Eq. (2.1) by p,(x)p(x), and integrating between a and b, orthog- 
onality relation (1.5) immediately gives 
Cm, = h~ xmpn(x)p(x)dx" (2.3) 
Using the Rodrigues representation (1.9) for p,(x), these integrals can be written as 
=--  x m -  dx .  Cmn hn dx n 
Integrating by parts n times, and taking into account he orthogonality condition (1.6), we get the 
first expression in the right-hand side of Eq. (2.2). The second expression is obtained from the first 
one by using Eq. (1.7). [] 
Theorem 2.2. An alternative xpression for the coefficients Cmn in (2.1) is 
( -1)n- lm! Bnfb  = X m-n+l (O'(X)) n-' ['C(X) + (n -- 1)O-'(X)] p(x)dx era, (m~- n + 1)! hn 
1 (m)  fbxm-"+'(a(X))n-'[Z(X)+(n--1)a'(x)]p(x)dx 
- -  nan  n - -  1 - ; -~-~g . . . .  (2.5) f~ (o-(x)) p(x)dx 
Proof. If we only integrate by parts n - 1 times in Eq. (2.4), we have 
( - l )n- 'm'  Bn fab mn+ld [(6(X))np(X)] dx, (2.6) 
cmn = (m r yr)  hn x -  
and the Pearson equation (1.3) then leads to the first expression in the right-hand side of Eq. (2.5). 
Again, the second expression is obtained from the first one by using Eq. (1.7). [] 
In the remaining of this section, we shall give the explicit expression of the coefficients Cm, when 
{pn(x)} is one of the four classical families of orthogonal hypergeometric polynomials, using Eq. 
(2.2). In fact, these coefficients can be found in the literature, but in a more or less spread way; 
see, e.g., Refs. [13, 16, 19]. We shall discuss in detail only the Jacobi case, because the associated 
expansion coefficients are not so well known, save for some specific cases as described later on. 
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2.1. Hermite polynomials 
For the Hermite polynomials H,(x), we have [9] 
a(x)= l, ~(x )=-2x ,  p (x )=e -x:, 
a=-~,  b=cx~, B ,=( -1 ) " ,  h~=2"n!v/-~. (2.7) 
From Eq. (2.2), we readily see that in this case Cm, = 0 when m-  n is an odd integer, while 
m! 
Cm, = 2mn! ((m -- n)/2)! ' m -- n even. (2.8) 
Therefore, if we write m = 2r + e, n = 2s + e, where r,s are integers and e = 0, 1 for m even and 
odd, respectively, expansion (2.1) for the Hermite case can be written as [16] 
(2r + ~)! @ H2s+,:(x) x2r+~: (2.9) 
22r+,: 2.-, (2S 7~- - -  S)!" 
s=O 
2.2. Laguerre polynomials' 
For the Laguerre polynomials of  index ~, LC,~)(x), we have [9] 
a(x) = x, z(x) = ~ + l -x ,  p(x) = x~e -x, 
1 F(n + ~ + 1 ) 
a=O, b=c~,  B~-n! ,  h~= n! ' 
so that Eq. (2.2) gives 
( -1 ) "m!F(m+~ + 1) 
Cmn 
(m-n) !F (n+~+ l)" 
(2.10) 
(2.11) 
It is interesting to note that this expression can be immediately generalized to non-integer values of  
m by replacing m! and (m - n)! by F(m + 1 ) and F(m - n + 1 ), respectively. Recalling the definition 
(2.12) 
of Pochhammer's ymbol [16], 
F(z ÷ n) F(1 - z) 
( z ) .  - - ( -1 ) "  
F(z) F(1 - z  - n)'  
the expression of  the coefficients can be written as [16] 
( -m) .  F(m + ~ + 1 ) 
Cmn 
F(n + ~ + 1) 
(2.13) 
2.3. Jacobi polynomials 
For the Jacobi polynomials P~'l~)(x), we have [9] 
c r (x )= l -x  2, z (x )=f l -~- (~+f l+2)x ,  p (x )=(1-x )~( l+x)  l~, 
( -1 ) "  2~+/~+~F(n + c~ + 1)F(n + fl + 1) 
a=- l ,  b=l ,  B~= hn= 
2"n! ' (2n+~+f i+ l )n !F (n+7+f l+ l ) "  
(2.14) 
160 J. Sdmchez-Ruiz, J.S. DehesalJournal of Computational nd Applied Mathematics 89 (1997) 155-170 
Eq. (2.2) then gives 
m! (2n+~+/~+ 1)F (n+~+f l+ 
1) f '  xm_,( 1 _ x),+~(1 +x),+/~dx. (2.15) 
Cm, = (m_n) !2 ,+~+~+lF(n+~+ 1)F (n+f l+ 1) 1 
Using the result [18] 
fb (x  -- ay'- l (b - x)V-l(cx + d)~' dx = (b - a)"+~-l(ac + d)  "l F( Iz)F(v) 
r(u + v) 
xF  -7, /~;/~+v; ~ccT ' (2.16) 
where F(a, b; c; z)  = zF1 (a, b; c; z)  is the Gauss hypergeometric function, Eq. (2.15) reads 
m!(-1)m-n2" F(n + ~ + ~ + 1) 
c,~,= F (n -m,n+f l+ 1;2n + 0¢+ fl +2;2) ,  (2.17) 
(m - n)! F(2n + ~ + fi + l ) 
as given by Luke [16]. These coefficients have also been given recursively by Zarzo et al. [22]. 
In the particular case ~ = fl, we have 
m!( -1)m-"2  nF(n +2~ + 1) 
cm, = F (n  - m,n + ~ + 1;2n + 2~ + 2; 2). (2.18) 
(m - n)! K(2n + 2~ + 1) 
Taking into account hat [16] 
0 for N odd, 
1 
F( -N ,c ;2c ;2 )  = (i) U/2 (2.19) 
(C + i) for N even, 
2 N/2 
for c ~ 0 , -1 , -2 , . . . ,  we see that Cmn =0 when m-  n is odd, while 
mIZ"F(n+Z~+l )F~(m-"+'2  J ~F(n+~+3)  (2.20) 
Cmn ~- m - n even, 
(m-n) !F (2n+ 2a + 1) F ('+"k 2 ~-(X-~ 23-)F (1) ' 
which using the duplication formula for the Gamma function, 
22z-' F (z + ½) F(z)  
F(2z) = F(½) (2.21) 
can be written in the form 
m! (n + ~ + ½) r(n + 2c¢ + 1) F (½) 
m -n  even. (2.22) Cm.= 2m+2=F(n + ~ + 1)V( m+"2 +~+ 3) ((m - n ) /2 ) ! '  
Finally, writing m = 2r + g, n = 2s + ~, where r,s are integers and e = 0, 1 for m even and odd 
respectively, expansion (2.1) reads in this case 
(~,~) 
x2r+ ~ = (2r + e)! r (½) (2s+e+a+±)F(2s+e+2~+l)P2s+~,(x)2 . (2 .23)  
22r+~+2~ ~=o (r--~FF(-2~+ e + a + 1)F ( r+s+e+~+3)  
J, Sdmchez-Ruiz, J.S. DehesalJournal of Computational nd Applied Mathematics 89 (1997) 155-170 161 
An alternative xpression for the coefficients Cmn can be obtained using the result [11, 18] 
f0' - x)~-~(1 + x)Vdx ( -v , )4  + ~t; - 1 ) (2.24) 
F()o)F(#) F X2-1(1 2 
+ 
instead of  (2.16) in Eq. (2.15). We thus have 
m!(2n + cc + fl + l )F(n + o~ + fl + l ) [F (m - n + l , -n  - fl; m + ~ + 2; -1 )  
Cm,= 2 "+~+/'+' [ + iTr-(m -d+-z; 
+(_l)m_ n F(m-  n + 1 , -n -o~;m + fl + 2 ; -1 ) ]  
r (n + + 1 q-- 5: 3 " (2.25) 
In the particular case ~ = r, we readily see that Cm, = 0 when m - n is odd, while 
m!(2n+2~+ 1)F (n+2~+ l ) F (m - n + 1 , -n  - ~;m + c~ + 2; -1 )  
Cmn~- 2 n+2~ F(m + ~ + 2)F(n + ~ + 1 ) ' 
m - n even . (2.26) 
The hypergeometric function in Eq. (2.26) can be simplified using the property [16] 
2-2a(c - a)a 
F(Za ,2a-c+ 1;c ; -1 ) -  (½), , (2.27) 
for c ¢ 0 , -1 , -2  . . . .  , which leads again to Eq. (2.22). 
The Jacobi polynomials with ~ = fi are essentially the Gegenbauer or ultraspherical polynomials 
C~,;~)(x), since [9] 
(2c¢ + 1), , ,~) ,  , 
C"~+1/2)(x)- ~-1~ r , "  ix). (2.28) 
Using this relation with n = 2s + e and :~ = 2 -  ½, and taking advantage of the duplication formula 
for the Gamma function, Eq. (2.21), we see that Eq. (2.23) can be written as 
x2,.+,: = (2r + e)! F(2)  (2s + e + 2) C2~+,:(x ) (2.29) 
22r+c (r - s)! F(r  + s + a + } + 1) 
S~0 
The expansions of x" in series of the Legendre polynomials P,(x),  Chebyshev polynomials of the 
first kind T~(x), and Chebyshev polynomials of  the second kind U~(x), which are all particular cases 
of  the Gegenbauer polynomials, follow from Eq. (2.23) using the known relations [ 16] 
P,(x)  = P~°'°)(x), T~(x) = n! p(_l/2,_l/2l(r ] (n + 1) (l~--n2)n , - , .  Un(x) ~- ~ "  P(1/2'1"2t(x)(_32), , . (2.30) 
Let us also mention here that the explicit values of the expansion coefficients for the monic Cheby- 
shev cases, namely when (~, r )  = (½, ±2., ~ t -  ±2, - !2 ), ( ½, - ½ ), and ( - ½, ½ ), have been recently tabulated 
in [22]. 
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2.4. Bessel polynomials 
For the Bessel polynomials Y,~)(z), where z ~ 0 and a ~ -2 , -3 , -4 , . . .  are complex numbers, 
we have If, 8, 12, 14, 15] 
 r(z) = z 2 , 
B~ = 2 -" , 
z(z) = (7 + 2)z + 2, p(z) : z~e -2/~, 
( -1 )  "+~+j 2~n! 
= )4~zi, 
h, (2n + ~t + 1)F(n + ~ + 1 
(2.31 ) 
while the domain of orthogonality F is not an interval of the real line, as in the previous cases, 
but the path c - ic~ to c + icx~ with c > 0, which if :¢ -- - 1,0, 1,2, 3,... (i.e., if ~ + 2 is a positive 
integer) can be replaced by a circle in the complex plane with its center at the origin [15]. Now 
the integrals appearing in Eq. (2.2) can be easily evaluated by means of the residue theorem when 
ct is an integer, and the analytical continuation of this result to arbitrary values of ~ finally yields 
m)  ( -1 )  m+'2 m (2n + ~ + 1) F(n + ~ + 1) 
Cmn = 
n F(m + n + ~ + 2) 
(2.32) 
It is interesting to note that the Bessel polynomials are also orthogonal in the unit circle for any 
provided that the weight function p(z) and the normalization constant h, in Eq. (2.31) are replaced 
by [12] 
p(z) : r ( r  + ~ + l ) - ' 
r :O 
( -  1 )~+l n!F(~ + 2) 
h,, = 4~zi. (2.33) 
(2n+~+l)F (n+~+l )  
Applying Eq. (2.2), and evaluating the integrals over the unit circle by means of the residue theorem, 
we recover Eq. (2.32). This expression for the coefficients Cm, was previously obtained in a different 
manner in [1] and more recently in [22] in the general case, and in [8, 12] in the particular case 
:t -- 0. One should be careful in doing this comparison because of some misprints in p. 73 of Ref. 
[12] and p. 538 of Ref. [1]. 
3. Products of powers and hypergeometric polynomials 
In this section we give the explicit expression of the coefficients Cjm~ in the expansion 
m+j 
xmqi(x) = ~ Cjm, pn(x), (3.1) 
n=0 
where the polynomials qj(x) are in general different from the pn(x), although they are assumed 
to be also of hypergeometric character; so they obey the equation ~(x)y"+ f (x )y '+ 2y = 0. The 
expansions considered in the previous section can be considered as the particular case j = 0 of the 
present ones. Our results are summarized in the following theorem: 
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Theorem 3.1. The explicit expression of the coefficients cj,,n in expansion (3.1) is 
( -  1)~BnBim! 
Cimn = hn 
k_ ( H ) mkj~ I b xm_n+ k (a(x))np(x) dJ-t [ ] 
× k=kZ k (m - n + k)! ,o (ff(x))k¢3(x) d# k (rY(x)) j/~(x) dx (3.2a) 
( -  1 )"+JBnB/m! 
hn 
k~ .b 
x Z k (m-n+k) !  k=h 
/ dJ-k 
(~(x)) ~(x)~ xm_n+ k (17(x))nD(x)  - 
(~(~))'~(~)_ 
dx, (3.2b) 
where 
k_ = max(0, n - m), k+ -- min(n,j). (3.3) 
Proof. The same method that led to Eq. (2.2) now gives 
Cjmn - h ,~ (a(x))nP(X) [xn'qj(x)] dx. (3.4) 
For the hypergeometric polynomials qj(x), Eq. (1.1 1) reads 
dk qj(x) -- . .-7S~-_Ak//~J dJ-' [(rY(x))J/3(x)], (3.5) 
d xk (~(x)) ~(x) dx~-k 
where the parameters/tj and ,4~j are defined in terms of if(x) and g(x) as in Eqs. (1.9) and (1.12), 
respectively. Furthermore, the Rodrigues parameter /~j is directly related to the leading coefficient 
~j of the polynomial qj(x) as in Eq. (1,10). Using the previous equation, together with Leibniz's 
rule for the nth derivative of the product xmqj(x), 
~-~( ) d ~ d n-k d" n "x" x m 
dx" [xmqj(x)l = k -~qA )~-y2~ , (3.6) 
k=0 
we find Eq. (3.2a). The alternative xpression (3.2b) is obtained from the previous one by integrating 
by parts j - k  times. [] 
Notice that Bn/h, and Ak//~/ can be expressed in terms of the leading coefficients an and lTj, 
respectively, of the polynomials pn(x) and qj(x) by means of Eqs. (1.7), (1.10) and (1.12). Finally, 
we quote two immediate consequences of Theorem 3.1" 
Corollary 3.2. For m = 0, the expression of the coefficients Cjm n reduces to 
c,o,, = h. \ -b~/  ~(x) dxJ-. (3.7a) 
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=(_l) JBn/~yi, j  b . j-n [(e(x),~, 
LkS(x)/ ~ J  dx. (3.7b) 
Corollary 3.3. In the case when ~(x)= ~r(x) and gt = a, D = b (i.e., both pn(X) and qj(x) are 
orthogonal polynomials in the same interval), 
Cjrt*,q 
( -  1 )"Bn/}jm! 
h, 
k=k_ , , ,~ ~ dx j-k 
(3.8a) 
( -  1 )"+JB,Bjm! 
h, 
k+ b 
k=k_ (mZnTk) !  f 
J" dJ-k Ix m-"+k a x "-~P(X) (<,(x)) ( ())  
For m = 0, the previous expressions implify to 
(-1)"B.BjA.j fb  p(x) d j-" 
cm" = h, J,, ~(x) dxJ-" dx 
dx. (3.8b) 
(3.9a) 
( -  1 )JB,/}jii,j b j-~ 
= dx-  k~-~J dx. (3.9b) 
In the remaining of this section, we shall find the explicit expression of the coefficients Cjmn when 
both p,(x) and qj(x) belong to the same family of orthogonal polynomials, using Eq. (3.8). The 
result for the particular case m = 0 (i.e., the so-called pure connection problem) can be found in 
the literature; see, e.g., Refs. [9, Chapter 10; 1,5, 13, 19]. This is the reason why this case is hardly 
pointed out in our work. 
3.1. Hermite polynomials 
We shall calculate the coefficients Cjmn in expansion (3.1), 
,n+j 
xmHj(x) = ~ ejm,Hn(x), (3.10) 
n=O 
using Eq. (3.8b). All the functions and constants we need may be found in Eq. (2.7), with the only 
exception of the constants Akj. From the defining equation (1.12), we readily find 
~ (--2)k J] (3.11) 
Akj = Akj -- ( j  _ k )~l., 
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so that Eq. (3.8b) gives 
Cjm, = 2,nix~ ( j - -  k )!(m - n + 2k - j)! 
k=k_ cx~ 
We notice that Cjmn = 0 when m-  n - j  is odd, while 
k=k 
x m -,+2k-je-; dx. ( 3.12 ) 
m - n - j  even. (3.13) 
Finally, using Eq. (2.12) and the identity 
n )  _ (--1)k(--n)k 
(3.15) 
k k! ' 
Eq. (3.14) can be written in terms of a Gauss hypergeometric function of argument 5, 
2J-mm! ( m- -n - - J  + l ~)  m n- - jeven .  (3.16) 
Cjm, n!((m -- n --j)/2)! F --n,--j; 2 ' ' 
In the particular case m =0,  we obtain (more easily from Eq. (3.14) than from (3.16)) cj0n = 6j,n, 
as must be expected from Eq. (3.10). Recalling Eq. (2.8), we see that c0mn = Cm,, as follows also 
from (3.10) taking into account hat Ho(x)= 1. Also, one should quote here that the coefficients 
Cjm, may be recursively derived as recently shown in [10]. 
3.2. Laguerre polynomials 
Let p,(x) and qj(x) be Laguerre polynomials of indices ~ and/~, respectively. We shall calculate 
the coefficients cj,,, in expansion (3.1), 
m+j 
xmL~l~)(x) = ~ (~) cj,,,L, (x), (3.17) 
n=0 
using Eq. (3.8b). From Eq. (1.12) we find 
( -1 )k  J! (3.18) 
2kj = Akj -- ( j  _ k)~' 
2J-mj!m! ~-~ (n )  1 
Cjm,-- n! k 2k( j -k ) ! (k  4 - (m-n- j ) /2 ) ! '  m-n- j  even. (3.14) 
k=k 
Taking advantage of the duplication formula for the Gamma function, Eq. (2.21), the previous 
expression can be simplified to 
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which together with (2.10) leads, after evaluating the integrals, to 
( -1  f+Jm! r(m + -/3 + 1) 
C;m, = F(n + ~ + 1 ) 
~+ (k )  F (m+~+k+l )  
x Z ( j - k ) ! (m-n+k) !F (m+~-f l - j+k+l ) "  
k=k_ 
(3.19) 
Using Eqs. (2.12) and (3.15), Eq. (3.19) can be written in terms of a 3F2 hypergeometric function 
of unit argument, 
( -1 ) "+Jm!F(m+~-[3+ 1)F(m + ~ + 1) 
Cjm. = j ! (m - n)! F(n + ~ + 1 )F(m + ~ - [3 - j + 1 ) 
x3F2( -n , - j ,m + ~x + l ) m-n+l ,m+~-f l - j+ l  1 . (3.20) 
The generalization of these results to non-integer values of m is immediate. In the particular case 
m = 0, we simply have (again more easily from Eq. (3.19) than from (3.20)), 
(-1)n+JF(~ - /~ + 1) (3.21) 
cj0,-- ( j _n ) !F (~_ f l _ j+n+l )  
(as a check of the validity of this equation, we readily see that cj0, = 6:,, when ~ = fl). We also 
find that c0m, coincides with Cm, in Eq. (2.11), as follows from Eq. (3.17) taking into account hat 
L~)(x) = 1. 
3.3. Jacobi polynomials 
Let p,(x) and qj(x) be Jacobi polynomials of indices ~, fl and 7, 6, respectively. We shall calculate 
the coefficients Cjm, in expansion (3.1), 
m+j 
xmp~ ''6)(x) Z (~,l~) = Cjm,P, (x), (3.22) 
n=0 
by means of Eq. (3.8a), which in this case turns out to be more convenient than (3.8b). From Eq. 
(1.12), 
Akj = ( -1 )k j !F ( J  + k + Y + 6 + 1) (3.23) 
( j  - k ) !F ( j  + 7 + 6 + l ) ' 
which together with the results in (2.14) yields 
( -1 ) Jm! (2n+~+]~+ 1)F (n+~+f l+ l )  
cj.,. = 2.+j+~+~+~F( n + ~ + 1)F(n + fl + 1)F(j + 7 + 6 + 1) 
k+ 
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F dj-k × • I xm--n+k(1 -- X)"-k+~-;'( 1+ X) "-k+/s-'~ dxJ_ k [(1 - x)J+;'(l + x) j+6] dx. (3.24) 
The derivative of order j - k  in the third line of this equation can be evaluated by means of Leibniz's 
rule, which leads to 
(-1) Jm!(2n + c( + [3 + l)F(n + ~ + [3 + 1)F(j + 7 + 1)F(j + 6 + 1) 
tim, = 2"+i+~+t~+~F(n + ~ + 1)F(n + [3 + 1)F(j  + ), + `5 + 1) 
× Z" (k)(- l) 'F(j+k_~__n+k), +7+`5+1)  
k=k_ 
j-k (_  1 )l J~l X'-"+k( 1 -- x) n+j k+~-l(1 + X) "+~+l dx (3.25) 
× Z ~]-_ ~-- o .~-77- -7¥  ~ + ` 5 + ~ + 1) l=0 
Using Eq. (2.16), the previous equation reads 
(-1)m+J-" 2" m!(2n + ~ + [3 + 1)F(n + ~ + [3 + 1)F(j  +) '+  1)F(j + ` 5 + l) 
Cjmn = F(n 4. ~ 4- 1 )F(n 4. [3 4. 1 )F(j + 7 + ` 5 4. 1 ) 
k. /H / F( j4 -k4 -~4-`54-  1) 
× ~ k 2k(m-n+k) !F (2n+j -k+, :~+[3+2)  k=k_ 
s-k (_  l )l F(n + j - k + ~ - l + 1)F(n 
× Z N j - - ; - -  ~?( j~  :; -_ t + 1)r(k /=0 
×F(n-m-k ,n+ [3+ l + l ;2n+j -k  
As in Section 2.3, an alternative xpression for the 
instead of (2.16) in Eq. (3.25). 
In the particular case m = 0, we get 
Cjon 
+[3+t+l) 
+`5+l+ J) 
+ ~ + [3 + 2; 2). (3.26) 
coefficients may be found by using Eq. (2.24) 
( -  1 )j-n (2n + ~ + [3 + 1)r(n + :¢ + [3 + 1 )FU + t' + 1)F( j  + ,5 + 1) 
F(n + ~ + 1)F(n + [3 + I )F(j + 7 + ` 5 + I ) 
F (n+j+7+`5+l )  < ( -1 ) ' r ( j+~- l+ l ) r (n+[3+t+l )  )' (3.27) 
× r(n + j + ~ + [3 + 2 ) l! O--n--- O!F(j-+ ~' ~ l + l )r(n + ` 5 + l + l 
which using Eq. (2.12) can be written in terms of a 3F2 hypergeometric function of unit argument, 
( -1 ) J -n (2n+~+f l+ l )F (n+7+f l+ l )F ( j+0~+l )F ( j+6+l )  
cJ°"= ( j -n ) !F (n+~+ l )F (n+b+ l )F ( j+  7+6+ l) 
F(n + J + 7 4- ` 5 +12)3F2 ( n - j , - J  - 7,n + [3 + l ) 
×F(n+j+~+[3+ ) - j -~ ,n+`5+l  1 . (3.28) 
Let us comment here that some particular cases of Eq. (3.28) are collected in Askey's monograph 
[4], particularly the connection formula between Gegenbauer polynomials. We readily see from 
168 J. S(mchez-Ruiz, J.S. DehesalJournal of Computational nd Applied Mathematics 89 (1997) 155-170 
Eq. (3.27) that c/0n = 6/.n when ~ = 7 and /~ = 6. We also find from Eq. (3.26) that COmn coincides 
with Cmn in (2.17), as follows from (3.22) taking into account hat P~0~'6)(x)= 1. 
3.4. Bessel polynomials 
Let p,(z) and @(z) be Bessel polynomials of indices ~ and /~, respectively. We shall calculate 
the coefficients CAm, in expansion (3.1), 
m+j 
ZmY) [J)(Z) = 2~ CJ mndct)(Z)' (3.29) 
n=0 
using Eq. (3.8b). From Eq. (1.12) we find 
j!F(j +k + ~ + 1) , (3.30) Lj  = i) 
which together with Eq. (2.31) leads to 
( -1) / -~- lm] j ]  (2n + c~ + 1)F(n + ~ + l)frzm+n+J+~e-2/~dz 
Cjmn= 2n+J+~n!F(j+[3+ 1)F (m+n- j+~-t~+ 1)4rci 
k+ × ~ (k )  ( -1 )kF ( J+k+f l+ l )F (m+n-~+~-~ +1) k=k_ (j---~.-.-.-~Z n-~ ~-) , (3.31) 
where F is the path defined in Section 2.4. Evaluating the integrals by means of the residue theorem, 
we obtain 
(--1)re+n2 m m!j! (2n + ~ + 1)F(n + ~ + 1) 
Cjmn n!F( j+f l+ l )F (m+n- j+~- f l+ l )F (m+n+j+~+2)  
x Zk+ (k)(-1)kF(J+k+fl+l)F(m+n-k+~-fl+(j-k)!(m-n+k), 1) (3.32) 
k=k_ 
Using Eqs. (2.12) and (3.15), Eq. (3.32) can be written in terms of a 3F2 hypergeometric function 
of unit argument, as in the Laguerre case, 
t/ m'~ ( -1 )m+n2m(2n+~+l)F (n+~+l )F (m+nW~-f l+ l )  
Cjmn ~- k)  
x3Fe ( --n,--/,/ + fl + l ) m--n+l,--m--n--c~+~ 1 . (3.33) 
In the case m = 0, from Eq. (3.32) we get, 
( j )  (2n+~ + l)F(n+~ + l)F(n+j + [3 + l)F(~- ~ + l) (3.34) 
C +o. = -r-O + -~ -+- i ~-Cn - - -) + ~ - # + 1) r ( n + j + -d T 2 ) 
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This particular case has been recently obtained in [10], who were able to solve symbolically the 
associated recurrence relation satisfied by the coefficients cj0,. Notice that cj0n--6~,, when ~ = ft. 
We also find, from Eq. (3.33), that COm, coincides with Cm, in (2.32), as follows from (3.29) taking 
into account hat Y~oa)(z)= 1. 
4. Summary and conclusions 
In summary, we have studied the expansions of the powers x m and the products of powers with 
an arbitrary hypergeometric polynomial, xmqj (X), in series of a general set of orthogonal hyper- 
geometric polynomials. The corresponding expansion coefficients are given in an integral, compact 
and closed form by means of the coefficients that characterize the second-order differential equation 
of hypergeometric type satisfied by the involved polynomials, and the coefficient of the leading 
term of its explicit expression. These formulas, which are the main contributions of this work, are 
given in Eqs. (2.2) or (2.5) and (3.2). They allow us to calculate the expansion coefficients both 
symbolically and analytically, which is highly appreciated when one is in the (often cumbersome) 
process of solving very involved problems in mathematical physics and quantum mechanics. 
The usefulness of these general expressions i illustrated by the explicit calculation of (i) the 
expansion coefficients c,,, of x m in series of all the canonical sets of classical orthogonal polynomials, 
which were previously found by other means and methods but have been included here for review 
and unification purposes, and (ii) the expansion coefficients Cjm n of xmqj in series of an orthogonal 
set {pn(x)}, where qf ix)  and pn(x)  are classical polynomials of similar character (i.e., both of 
Jacobi type, both of Laguerre type, both of Hermite type or both of Bessel type). The latter was a 
situation ot solved up to now in the literature save for some particular cases. 
Furthermore, our method may be readily used to connect not only classical polynomials of non- 
similar character (e.g., Laguerre polynomials and Hermite polynomials), a problem which deserves 
further work [20] because of its many applications in a variety of fields in mathematics and physics, 
but also to obtain connection formulas between classical and non-standard orthogonal polynomials 
of hypergeometric type as well as between hypergeometric polynomials, not necessarily orthogonal, 
and a classical or non-standard orthogonal set. 
Finally, let us mention that the method described here may be extended in a straightforward 
manner to polynomials with a discrete orthogonality [3] as well as to q-polynomials [2]. More- 
over, we believe that our method and the recursive approach of [10, 21, 22] are complementary, 
very useful tools to attack successfully the long-standing connection and linearization problems of 
polynomials. 
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