Designing dynamic memory allocators for GPUs is challenging because applications can issue allocation requests in a highly parallel fashion and memory access and the data layout must be optimized to achieve good memory bandwidth utilization. Despite recent advances in GPU computing, current memory allocators for SIMD architectures are still not suitable for structured data because they fail to incorporate well-known best practices for optimizing memory access. Therefore, we developed SoaAlloc, a new dynamic object allocator for GPUs. Besides delivering competitive raw (de)allocation performance, SoaAlloc improves the usage of allocated memory with a Structure of Arrays (SOA) data layout and achieves low memory fragmentation through efficient management of free and allocated memory blocks with lock-free, hierarchical bitmaps. The SOA layout alone results in a 2x speedup of application code over state-of-the-art allocators in our benchmarks. Furthermore, SoaAlloc is the first GPU object allocator that provides a do-all operation, which is an important recurring pattern in high-performance code where parallelism is expressed over a set of objects.
Introduction
General-purpose GPU computing has long been a tedious job, requiring programmers to write hand-optimized, low-level programs. In an attempt to make GPU computing available to a broader range of developers, our efforts are centered around bringing fast object-oriented programming (OOP) to lowlevel languages such as CUDA. OOP has a wide range of applications in high-performance computing [3, 6, 11, 14, 22] but is often avoided due to bad performance [30] . Dynamic memory management and the ability/flexibility of creating/deleting objects at any time is one of the corner stones of OOP. Due to the massive parallelism and data-parallel execution of GPUs, the number of simultaneous (de)allocations is significantly higher than in other parallel hardware architectures. In recent years, fast, dynamic memory allocators have been developed for GPUs [4, 21, 36, 38, 42, 45] and demanded by developers [25-27, 32, 33, 39, 46] , showing a growing interest in better programming models and abstractions that have long been available in other programming languages. However, while these allocators often provide good (de)allocation performance, they miss key optimizations for structured data, leading to poor data locality and memory bandwidth utilization when accessing allocated memory.
We present SoaAlloc, a new dynamic object allocator for CUDA. SoaAlloc was designed for Single-Method MultipleObjects (SMMO) applications, where one method is run in parallel on a set of objects. SMMO is OOP-speech for SIMD. Applications with SoaAlloc can be more than 2x faster compared to state-of-the-art memory allocators due to four main optimizations:
1. SoaAlloc stores objects in a Structure of Arrays (SOA) data layout, a best practice for structured data in SIMD programs, making usage of allocated memory more efficient. 2. SoaAlloc utilizes hierarchical bitmaps for fast and less fragmented allocations. Our hierarchical bitmaps support lock-free, concurrent access and are based on atomic operations and retry loops. 3. SoaAlloc combines allocation requests within SIMD thread groups (warps) to reduce the number of memory accesses during allocations. 4 . SoaAlloc takes advantage of efficient bit operations; e.g., bit manipulation intrinsics.
• The design and implementation of SoaAlloc, a dynamic object allocator for SIMD architectures such as CUDA; with fast (de)allocation and a do-all operation.
• A concurrent, lock-free, hierarchical bitmap data structure based on atomic operations and retry loops.
• A comparison of different GPU memory allocators.
The remainder of this paper is organized as follows. Section 2 gives an overview of the design goals of SoaAlloc, focusing on memory access considerations on GPUs. Section 3 describes the high-level architecture of SoaAlloc and Section 4 explains important optimizations such as hierarchical bitmaps. Section 5 argues the correctness of SoaAlloc in a concurrent environment. Section 6 compares the design of SoaAlloc with other allocators and Section 7 compares performance using microbenchmarks and a Wa-Tor (fish and shark) simulation. Finally, Section 8 concludes the paper.
Design Goals
Allocator Interface In contrast to general memory allocators, SoaAlloc is an object allocator. The types (classes/structs) that can be allocated must be specified at compile time. SoaAlloc should provide three basic operations.
• new<T>: Allocate a new object of type T and return a pointer to the object.
• delete<T>: Delete an existing object of type T . Trying to deallocate a non-allocated pointer is undefined.
• do-all<T>: Run a member function for all allocated objects of type T in parallel. The function may allocate new objects, but they are not enumerated by the same do-all call. A function processing an object o may deallocate any object of different type U T , but o is the only object of type T it may deallocate (delete itself).
Memory Access Performance For memory-bound GPU applications, accessing device memory (global memory) is the biggest bottleneck. First, global memory access instructions have a very high latency at around 400-800 clock cycles, compared to arithmetic instructions at around 6-24 cycles [43] . Programmers can hide latency by running a large number of threads and context switching between them, which is a cheap operation on GPUs. Second, the bandwidth of global memory access is a limiting factor. Peak memory transfer rates can be achieved only with memory coalescing: Up to 128 consecutive bytes (L1 cache line size) can be loaded with a single memory transaction within a warp. However, if threads access data on multiple cache lines (e.g., non-consecutive, spread-out addresses), more transactions are needed 1 , which reduces transfer rates significantly. The CUDA Best Practices Guides puts a high priority note on coalesced memory accesses [12] and one way to achieve good coalescing is a SOA layout [7, 20, 23, 35, 37, 40, 44] . Third, hits in the L1/L2 cache are served much faster (less latency, memory bandwidth pressure) than global memory loads. L1 cache lines are 128 bytes on modern Nvidia architectures and good data locality can improve memory performance through better cache utilization. A SOA layout can improve cache utilization if not all fields are read; they do not occupy cache lines. The main insight of our work is that optimizing only for good (de)allocation performance is not enough. Optimizing for efficient memory access in application code can result in much higher speedups. A SOA data layout is the principal way to achieve this goal in SoaAlloc.
Object Enumeration To benefit from memory coalescing with SOA-structured data during do-all operations, objects that are processed by a warp at the same time must be spatially local, because memory requests can be coalesced only within a warp. SoaAlloc's API does not guarantee a specific order in which objects are processed; but for performance, neighboring objects must be processed in the same warp.
Fragmentation and Memory Footprint
Fragmentation is a measurement for the amount of allocated memory in relation to the overall memory consumption. Traditional memory allocators can suffer from internal and external fragmentation. In the former case, the allocator returns a larger than requested memory segment; e.g., because it can only handle multiples of a certain byte size. In the latter case, the allocator has multiple chunks of free memory, each of which by itself may be too small to serve a large allocation request. Besides wasting memory, high fragmentation diminishes the benefit of a SOA layout (less coalescing) and affects cache utilization adversely [17, 18] , because data is more scattered across the memory. SoaAlloc must avoid it by all means! Memory allocators maintain internal data structures to keep track of allocations. This reduces the amount of available memory further and must be kept within bounds.
Scalability SoaAlloc should scale well with an increasing number of threads, (de)allocations and heap sizes. Both (de)allocation performance and the fragmentation level are important. The average (de)allocation time for an object and the fragmentation level should be independent of the total number of (de)allocations and the heap size.
Architecture Overview
SoaAlloc manages a single, large heap. The heap is divided into M blocks of equal number of bytes. Multiple objects of the same type (class/struct) are stored in a block in Structure of Arrays (SOA) data layout ( Figure 1 ). Once a block is initialized (allocated) for a certain type, only objects of that type can be stored in that block until the block is deallocated. The maximum number of objects in a block depends on the type, because types may have different sizes. When allocating new objects, SoaAlloc tries to find already existing, non-full blocks to reduce fragmentation and improve data Figure 1 . Example: Heap Layout for Wa-Tor. The heap is divided into M blocks of equal size. Every block has the same structure: an allocation bitmap, an iteration bitmap, and a type identifier, followed by a data section storing objects in SOA layout. Figure 2 . Block States. At first, blocks are in an uninitialized state. During object allocation, new active blocks may be initialized (allocated). Active blocks become inactive when their last slot is allocated. Inactive blocks become active when a slot becomes available due to deallocation. Active blocks are invalidated when their last object is deallocated. Invalidated blocks can be reinitialized (to any type) and are handled the same as uninitialized blocks. locality. We call such blocks active, because they participate in object allocation. If no active block could be found, a new block is allocated and becomes active (Figure 2 ).
Block Structure Every block has two 64-bit object bitmaps: An object allocation bitmap and an object iteration bitmap. The allocation bitmap tracks allocated slots in the block. The iteration bitmap is reinitialized to match the allocation bitmap before a do-all operation (iteration). Its purpose is to ensure that objects created in an iteration are not being enumerated in the same iteration. The bitmaps are followed by a type identifier, a unique ID for the type T of a block. The remainder of the block is occupied by the data segment, storing 1 ≤ N T ≤ 64 objects in SOA layout. Slots are (de)allocated with atomic AND/OR operations on the allocation bitmap. Based on their return value 2 , we know if a particular request filled up a block (i.e., allocated the last slot; Alg. 6) or emptied a block (i.e., deallocated the last slot); i.e., if it is the current 2 An atomic operation returns the value in memory before modification.
thread's responsibility to update other internal data structures. This is a common pattern in lock-free designs [28] .
Block Size All blocks have the same size in bytes, but the number of objects differs depending on the size of the object type of the block. If SoaAlloc manages objects of types T 1 , T 2 , ..., T n and s = argmin i ∈1...n size(T i ) is the index of the smallest type, then the number of objects N T ′ stored in a block of type T ′ is determined as follows.
With this formula, a block of the smallest type T s can contain 64 objects. SoaAlloc cannot handle cases in which a type is more than 64 times bigger than the smallest type.
Block Bitmaps To find blocks or free memory quickly during object allocation and object enumeration, SoaAlloc maintains three bitmaps of size M (number of block slots).
• The free block bitmap indexes (i.e., bit set to 1) block locations that are not yet allocated. This bitmap is used to determine where new blocks are allocated. Initially, every bit in this bitmap is set to 1.
• There is one block allocation bitmap for every type T .
That bitmap indexes blocks of type T and is used for enumeration of all objects. Initially, every bit in this bitmap is set to 0.
• Finally, there is one active block bitmap for every type T , indexing allocated, non-full (i.e., has space for at least one more object) blocks. This bitmap is used to find a block in which a new object can be allocated.
Object Allocation
On a high level, a new object of type T is allocated as follows: Find an existing block of type T in the active block bitmap (Alg. 1, Line 2). If no active block could be found, use the free block bitmap to find and clear an unused block location (Line 4) and create a new block of type T (Line 5). Set the same bit in the block allocation bitmap and the active block bitmap (Lines 6, 7). Try to allocate the object in the block (Line 9, details in Alg. 6); if this fails (Line 10; e.g., because the block is full now), start over from the beginning. Otherwise, if this allocation filled up the block entirely, clear its bit in the active bitmap (Line 13). Note that object allocation is a completely lock-free algorithm. Section 5.2 describes how concurrency is handled in this algorithm (Lines 14-18) and why it is thread-safe.
Object Deallocation On a high level, an existing object of type T is deallocated as follows: Determine the block and slot in which the object is located. Deallocate the object in the block (Alg. 2, Line 3). If the block was full and this request freed the first slot, set the block's bit in the active block bitmap (Line 4). Otherwise, if this request emptied the block entirely, clear its bit in the block allocation bitmap and the active block bitmap and set its bit in the free block bitmap (Lines 7-9). Details are described in Section 5.2. Object Enumeration For do-all operations, SoaAlloc finds blocks in the block allocation bitmap and then assigns N T consecutive threads to each block of type T , regardless of the fill level. We expect blocks to have a high fill level on average, because new blocks are initialized only when running out of active blocks. A thread may process an object slot in multiple blocks, strided by the number of threads [19] . Since all threads of a block have consecutive IDs (i.e., part of the same warps), they can benefit from memory coalescing.
The challenging part is the assignment of threads to blocks: How does a thread know in which blocks to process an object? To that end, SoaAlloc generates an index array of bits that are set in the block allocation bitmap. This is an application of stream compaction [5] and usually implemented with a prefix sum [10, 34] : Given a bitmap of size M, generate an ...
n/a n/a n/a 4 5 n/a 7 n/a n/a n/a n/a 12 n/a 14 n/a n/a n/a array of size M containing i at position i if the i-th bit is set. Otherwise, store an invalid marker. Now filter/compact the array to retain only valid values, resulting in an array R of size r . Note that we do not care if the original ordering of indices is retained. If the kernel was launched with n threads for enumerating objects of type T , then a thread i processes object slot i%N T of blocks (R[ Figure 3 ). Section 4.1 describes how this algorithm is further optimized with hierarchical bitmaps to avoid scanning empty bitmap parts.
Optimizations
This section describes performance optimizations that SoaAlloc applies in addition to the SOA data layout to achieve good (de)allocation performance.
Hierarchical Bitmaps
SoaAlloc uses bitmaps for finding blocks or free space for blocks. Since, with growing heap sizes, bitmaps can reach several megabytes in size, we use a hierarchy of bitmaps, such that set bits (ones) can be found with a logarithmic order of memory accesses. Our hierarchical bitmaps are structurally recursive (i.e., bitmaps nested in each other) and hide their hierarchy as an implementation detail from their interface. Such bitmaps are used in database systems [29] and garbage collectors [41] , but we do not know of any hierarchical bitmaps that support concurrent modifications.
Data Structure A hierarchical bitmap of size N consists of ⌈N /64⌉ containers of 64 bits (uint64_t), and a nested bitmap
in the nested (higher-level) bitmap, which is set if at least one bit is set in the container.
Bits in a container are changed with atomic operations. Higher-level bits (and thus bitmaps) are eventually consistent with their containers. Keeping both consistent all the time is impossible because two different memory locations cannot be changed together atomically. However, when all bitmap operations (of all threads) are completed, the bitmap is guaranteed to be in a consistent state. Bitmap operations retry or give up (FAIL) to handle temporary inconsistencies.
Operations All bitmap operations except for indices() can be used inside GPU kernels and are atomic.
• try_clear(pos) sets the bit at position pos to 0. Returns true if the bit was 1 before and false otherwise.
• clear(pos) "switches" the bit at position pos from 1 to 0. Retries until the bit was modified. This is identical to running try_clear(pos) in loop until it returns true.
• set(pos) switches the bit at position pos from 0 to 1.
Retries until the bit was modified.
• try_find_set() returns the position of some bit that is set to 1 or FAIL if none was found. Must be used with caution, because the returned bit position might already have changed when using the result.
• clear() clears and returns the position of some set bit. This is identical to i ← try_find_set() and try_clear(i) in a loop until both succeed (return a position/true).
• get(pos) returns the value of the bit at position pos.
• indices() returns an array of indices of all set bits. This is a host function and cannot be used in a kernel.
Clear and Set with Atomic Operations As many other lock-free algorithms, our hierarchical bitmaps are based on a combination of atomic operations and retries [13] . An atomic operation returns the original value in memory before modification. This value indicates if a bit was actually modified and if the higher-level bitmap must be updated ( Figure 4) . As an example, Alg. 3 shows how to clear a specific bit. In Line 4, the container holding the respective bit is atomically bit-ANDed with a mask containing ones everywhere except for that position. The switch was successful if that bit was set in prev (Line 5). If this operation cleared the last bit (Line 7), then the higher-level bitmap is updated.
Finding Arbitrary Set Bits Bits that are set can be found with a top-down traversal of the bitmap hierarchy, as shown in Alg. 4. A request is first delegated to the higher-level bitmap (Line 2) to select a container. When that call returns, a set bit is chosen in the selected container (Line 7). This operation can fail if there are no set bits or if the bitmap is in an inconsistent state and a container without a set bit is chosen by the recursive call.
Enumerating Set Bit Indices Before launching a do-all kernel, SoaAlloc uses the indices() operation to generate a compact array of allocated block indices. No application code is running during this operation, so the bitmap is guaranteed to be in a consistent state. To ensure good scaling with increasing heap sizes, SoaAlloc utilizes the bitmap hierarchy to quickly skip containers without any set bits (Alg. 5). First, an index array is generated for the higher-level bitmap (Line 1). This array is then processed in parallel; the for loop in Line 4 is a GPU kernel and every thread processes one or multiple containers selected by the recursive call. Containers without set bits are cleared in the higher-level bitmap and were not selected. Every thread reserves space in the result array R with an atomic operation (Line 6) and fills its portion with bit indices (Line 8). This algorithm proved to be faster and requires less memory than a prefix sum, which needs multiple array copies/buffers per bitmap.
Allocation Request Coalescing
Originally proposed by XMalloc [21] , SoaAlloc combines multiple memory allocation requests of the same type within a warp. A leader thread allocates multiple object slots in a block on behalf of all participating threads (optimized version of Alg. 6). If the selected active block does not have enough free object slots, SoaAlloc allocates as many slots as possible and then chooses another active block for the remaining allocation requests. This reduces atomic memory operations, because multiple bits in an object allocation bitmap are set in one operation. Furthermore, newly allocated objects can be initialized and used more efficiently in the current kernel, because allocations within a warp are likely within the same block, allowing for coalesced memory access.
Representation of Object Pointers
In a SOA layout, objects are no longer stored contiguously and SoaAlloc refers to objects with object identifiers instead of pointers, similar to global references in Shapes [18] . An object identifier is a 64-bit integer consisting of four parts.
• Bits 0-5: Object slot index id O within a block.
• Bits 6-47: Block index id B . Based on heap address (heap), block size in bytes (size Block ) and block index, the address of a block can be computed.
• Bits 48-55: Block size N O . The max. number of objects in the block. This number is statically known for all types but useful for inheritance (out of scope), where a pointer of a subclass can masquerade as a pointer of a superclass (which may have different block size).
• Bits 56-63: Type identifier id T . This is useful for fast instance-of checks and possibly for virtual functions. Given an object identifier, the address of a field F is then computed as follows, where offset F is the size of all fields before F and size F is the size of F 's data type in bytes.
This computation, along with bit-shifting and bit-AND operations for extracting all components from an object identifier, is performed on every field access. This overhead may seem large, but arithmetic operations are much faster than memory access, even in case of a L2 cache hit. Overall, the performance benefit of SOA is much larger than the address computation overhead. Previous work has shown how such computations can be implemented transparently in C++ with type punning and operator overloading [20, 37, 40] .
Efficient Bit Operations
SoaAlloc is taking advantage of efficient bitwise operations such as ffs ("find first set") and popc ("population count").
Most modern CPU and GPU architectures have dedicated instructions for such operations. As an example, Alg. 6 shows how a single slot is allocated in a block of size 64. Instead of checking all bits in a loop, ffs is used to find a free slot (index of a set bit) and popc counts the number of previously allocated slots (number of set bits) to decide if the block must be removed from the active block bitmap (Line 8).
As another example, every thread must extract its allocated object slot from a set of allocations performed by a leader thread on behalf of an entire warp (w.r.t. allocation request coalescing). This boils down to finding the i-th set bit in a bitmap b (type uint64_t) of newly allocated object slots, where i is the rank of a thread among all allocating threads in the warp. Instead of checking every bit in b one-by-one (loop with 64 iterations in the worst case) and keeping track of the number of set bits, we apply b ← b & (b -1) in a loop i times (to clear the first i bits) and then calculate ffs(b). We omit the details of this optimization here, as it is only one example for a variety of similar low-level optimizations.
Reducing Allocation Contention
In Alg. 4 and 6, threads try to find set (or cleared) bits, to find an active block or to reserve an object slot for allocation (i.e., set the bit). In these places, threads are competing with each other: Only one thread can reserve an object slot and only a limited number of threads can succeed with allocations in a block. Correctness is guaranteed with atomic operations, but performance suffers when too many threads choose the same bit, because they have to retry if allocation fails.
SoaAlloc applies two optimizations to reduce allocation contention: First, multiple allocation requests in a warp can be coalesced (Section 4.2). Second, different threads select different bits in bitmaps. Instead of a plain find first set (ffs) in Alg. 4 and 6, bitmaps are first rotating-shifted by a value depending on the warp ID and a seed that is changed with every retry. This increases the probability of threads choosing different active blocks for allocation and reduces the probability of threads trying to reserve the same object slots.
Regardless of the number of threads and allocation contention, SoaAlloc does the same number of traversals through the active block bitmap hierarchy (3 times at most in Alg. 1) to find an active block, before allocating a new block. In case of high contention, there is a higher chance of not finding an active block, upon which a new block is initialized, potentially increasing fragmentation. Therefore, SoaAlloc trades increased fragmentation for near-perfect scaling w.r.t. the number of concurrent allocations during allocation spikes.
Correctness and Concurrency
Section 3 and 4.1 described the algorithms and data structures of SoaAlloc on a high level. In this section, we argue their correctness in a multithreaded environment such as GPUs. CUDA has a weak consistency model for global memory access [2] . Writes to memory performed by one thread are not guaranteed to become visible to other threads in the same order. However, atomic writes have that property (sequential consistency). Furthermore, thread fences can be used between two memory writes to enforce sequential consistency, if necessary. All bitmap operations are sequentially consistent because they are based on atomic memory operations.
Hierarchical Bitmaps
Bitmap operations (set/clear) are performed with atomic operations on containers. The return value of an atomic operation indicates (a) if a particular operation actually changed a bit and (b) if a container received its first set bit (set-first) or lost its last set bit (clear-last) through that operation.
Assuming that a container C l i is consistent with its corresponding bit b l +1 is an alternation of set-bit and clear-bit operations.
Object Allocation/Deallocation
Object allocations are tracked inside blocks with object allocation bitmaps. Every object allocation bitmap has 64 bits, regardless of the number of objects a block can hold; if a block can hold less than 64 objects, some bits are set during block initialization to avoid allocations in those slots. (De)allocations are performed with atomic operations; these are thread-safe and, based on their return value, we know if this thread or another thread reserved or freed a slot.
Allocation The critical parts during allocations (Alg. 1) are block selection (Line 2) and object allocation (Line 9). Both operations by themselves are atomic, but not together. Here we have to consider the following situations.
• A block was selected by try_find_set() but filled up by another thread before making an allocation. This is harmless; allocation will be retried from the beginning.
• A block becomes active shortly after try_find_set() fails. This is harmless; a new block will be initialized, which merely increases fragmentation.
• A block was selected by try_find_set() but deallocated before Line 9. In this case, object allocation will fail because the block is in an invalidated state (see below).
• A block was selected by try_find_set() but deallocated and reinitialized 3 to the same type T . This is harmless.
• A block was selected by try_find_set() but deallocated and reinitialized to another type t T . In this case, the allocation must be rolled back (Line 17). Object allocation bitmaps are always located at the same position within a block and have the same size, regardless of the block type, so no data can be overwritten accidentally during bitmap updates. Note that the rollback may trigger additional block bitmap updates.
Deallocation The critical part during deallocations (Alg. 2) is consistency between object deallocation (Line 3) and block state updates. A block may become empty, upon which the allocator will deallocate the block. However, since object deallocation and block deallocation together are not atomic, new objects could be allocated in between. To handle this case, blocks are invalidated (Alg. 7) before deallocation: All bits in the object allocation bitmap are atomically set, as if the block were entirely full. If this atomic update successfully acquired (locked) all object slots (Line 2), no new allocations can occur in the block until reinitialization, and the block can be deleted safely. Otherwise, invalidation is rolled back and the block is not deleted. Rolling back invalidation can make a block empty again (Line 8). Futhermore, the block must be deactivated if another thread deallocated an object between invalidation and rollback (Line 6). Note that a block cannot be already deleted when activating it (Alg. 2, Line 4), because deactivation (Line 7) blocks until a block is active.
Related Work
XMalloc [21] is one of the first custom memory allocators for CUDA. Its main idea is memory request coalescing. Coalesced requests are served from basicblocks, which are organized in one of multiple lock-free free lists depending on their size. Many other memory allocators, including SoaAlloc, adopted XMalloc's idea of request coalescing. FDGMalloc maintains a private heap for every warp [45] , similar to Hoard [8] . It does not have a general free operation and can only deallocate entire heaps, so it is not suitable for the kind of object-oriented applications we are considering.
CircularMalloc (CMalloc) [42] allocates memory in a ring buffer. Every allocation has a pointer to the next allocation or free chunk, wrapping around at the end of the buffer. CMalloc traverses the linked list for free chunks during allocations. To reduce allocation contention, every multiprocessor starts its traversal at a different location.
The main idea of ScatterAlloc [38] is hashing. Allocation requests are hashed to memory pages depending on their allocation size and the multiprocessor ID. Pages are like blocks in SoaAlloc: They hold allocations of the same size, but slightly smaller requests can be accommodated, leading to internal fragmentation. One main difference between ScatterAlloc and SoaAlloc is the lookup mechanism for pages. While SoaAlloc uses hierarchical bitmaps, ScatterAlloc uses hashing with linear probing and maintains fill level counters for regions (group of pages) to quickly skip congested areas. For benchmarks, we use mallocMC [16] , a reimplementation of ScatterAlloc that is still maintained.
Halloc [1] is a slab allocator. It maintains regions (slabs) of equally sized objects for object sizes from 16 bytes to 3 KB. Larger objects are allocated with the CUDA allocator. Slabs are similar to blocks in SoaAlloc, but larger. Each slab has a bitmap for tracking allocations (similar to object allocation bitmaps). To avoid scanning large bitmaps, Halloc uses a hash function that determines which bits to check. Only one slab of a certain size can be active and if a slab reaches a certain fill level, it is replaced with another one (using another bitmap). This technique is similar to SoaAlloc's block management, but in SoaAlloc more than one block can be active (per type) and blocks are filled up entirely before they become inactive. The fill level threshold in Halloc (and ScatterAlloc) is necessary because the performance of any hashing technique degrades with an increasing number of collisions. In SoaAlloc, temporary inconsistencies in bitmap hierarchies increase with the number of concurrent allocations, but SoaAlloc can dynamically adapt to such cases by limiting the number of retries for finding active blocks.
Benchmarks
All benchmarks were run on a computer with an Intel Core i7-5960X CPU, 32 GB main memory and an Nvidia Titan Xp GPU (12 GB device memory). The compiler is nvcc (-O3) from the CUDA Toolkit 9.1 on Ubuntu 16.04.4.
Example: Wa-Tor Simulation
Wa-Tor (Fish and Shark) is a 2D cellular automaton simulating a predator-prey ecosystem. A cell can be either empty or occupied by a fish or a shark (agents). Wa-Tor is an iterative algorithm. In every iteration an agent can move to a neighboring cell. Fish can only move to empty cells and sharks move to cells that are free or, preferably, to cells that are occupied by fish. When a shark eats a fish, it receives an energy boost of p B = 4. In every iteration, a shark's energy level decreases by 1; a shark dies when its energy reaches 0. Both fish and sharks spawn offspring after p S = 4 iterations. p B and p S control the rate of fish/shark object creation/destruction. Figure 5 gives a high-level overview of Wa-Tor. Cells maintain a boolean array neighbor_requests_ with one value for every neighboring cell and one for the cell itself. This value is set to true if an agent from the corresponding cell wants to enter (or stay on) this cell. At the beginning of an iteration, this array is reset to false (Cell::prepare()). Fish select a free neighboring cell at random and request access by setting the corresponding request slot (Fish::prepare()). After all fish made a request, every cell selects a request at random and decides which fish may enter the cell (if multiple; Cell::decide()). Finally, fish enter the new cell and may create a new fish at their previous position (Fish::update()). Afterwards, sharks are processed the same way. In total, a Wa-Tor iteration consists of 8 do-all operations. Figure 6 (CUDA block size 256). The simulation was initialized randomly with 25% fish, 25% sharks and 50% empty cells. Fish and sharks appear in waves, until an equilibrium is reached; thus, there are two large (de)allocations spikes (one for fish, one for sharks) in the first 100 iterations (Figure 8 ). Allocators were given a heap of 512 MB; the size of all allocated objects peaks at iteration 50 at about 170 MB (33% max. heap usage). MallocMC is running in the default configuration (page size 4096). This benchmark (and all other benchmarks, unless stated otherwise) does not include the time required for enumerating all Fish/Shark/Cell objects (perfect enumeration). SoaAlloc provides better performance than the other allocators ( Figure 6 ), even during allocation spikes. All custom allocators clearly outperform the standard CUDA allocator.
Perfect Enumeration
Scaling: Increasing Problem Size Figure 7 shows how allocators scale with increasing problem sizes, while keeping the number of threads constant at 262,144 and the heap size constant at 512 MB. SoaAlloc, the CUDA allocator and Halloc scale linearly with the problem size. The CUDA allocator is known to be unreliable [38] and cannot handle problem sizes greater than 2048x1720 (56% heap utilization). Halloc can handle problem sizes of up to 2048x2165 (70% heap utilization). mallocMC performs well until 2048x1500 (49% heap utilization), after which its running time grows rapidly until it reaches its maximum problem size of 2048x2016 (65% heap utilization). SoaAlloc's maximum problem size is 2048x3000 (73% heap utilization), which is significantly higher than all other allocators. Note that less memory is wasted on object padding in an SOA layout; only arrays in blocks are padded, not objects, which also increases the max. problem size.
Fragmentation Fragmentation in SoaAlloc is different from other allocators: SoaAlloc does not have internal or external fragmentation by design, but some memory (within initialized blocks) is only available for a certain type. We define fragmentation F as the relative number of unused (but allocated) object slots. In the following formula, A is the set of all allocated blocks (of all types), num_used(b) is the number of used object slots in a block b and N t is the number of objects a block of type t can hold.
In Figure 8 , the gray area shows the difference between allocated and used object slots. At iterations 60-80, SoaAlloc has high fragmentation because many fish objects are deallocated, but a block can only be deallocated when all of its objects are deallocated. The fragmentation level decreases gradually (i.e., SoaAlloc does not suffer from unbounded blowup [8] ) because new allocations are performed in existing (active) blocks; therefore, new blocks are rarely allocated (only during allocation spikes), while there is a chance that an active block will run empty eventually. Figure 7 shows that fragmentation is independent of the problem size and constant at around 18% after 500 iterations in Wa-Tor.
Source of Speedup
We implemented multiple SoaAlloc baselines to pinpoint the source of SoaAlloc's speedup over other allocators (Table 1, Figure 9 ). All SoaAlloc versions allocate objects in blocks, improving cache utilization through better data locality, even if objects are stored in AOS layout (SoaAlloc-Aos). In contrast, AosAlloc uses hierarchical bitmaps to allocate objects directly, causing objects to be widely scattered in the heap. mallocMC achieves better data locality for cells through request coalescing; these are allocated in mostly consecutive chunks. The main speedup of SoaAlloc is due to memory coalescing in a SOA layout. Figure 10 shows the performance of various allocators for the Linux Scalability microbenchmark [24] . This benchmark allocates and then deallocates a growing number of equally-sized objects in each thread but does not access the allocated memory. Halloc outperforms all allocators, but it fails after 535 objects per thread. mallocMC performs better than in Wa-Tor and can allocate 1024 objects. This is likely since only objects of the same size are allocated. However, after 350 objects, its performance suddenly drops rapidly. SoaAlloc and AosAlloc scale nearly perfect with the number of allocations.
Scaling: Allocation Contention
Object Enumeration As can be seen from Figure 7 , the overhead of object enumeration (do-all) is negible compared to perfect enumeration. Figure 11 compares two variants for object enumeration: One with hierarchical bitmap traversal (bitmap indices() operation) and one with a prefix sum pass on the bitmap (as described in Section 3) using CUB 1.8.0 [15] . The dramatic slowdown of the prefix sum variant cannot be attributed to a higher number of memory accesses alone. We believe the additional buffers required for the prefix sum cause more cache misses, leading to worse performance. 
Conclusion
We presented SoaAlloc, a new dynamic object allocator for SIMD architectures. The main insight of our work is that memory allocators should not only aim for good (de)allocation performance, but also optimize the usage of allocated memory. SoaAlloc achieves this goal with a combination of a Structure of Arrays data layout, block-based allocation, and hierarchical bitmaps for fast and compact allocations with low fragmentation. Our benchchmarks show that SoaAlloc can achieve significant speedups of more than 2x in application code with structured data, due to better memory bandwidth utilization (memory coalescing). SoaAlloc was designed for GPUs, but its basic ideas are also applicable to other architectures and systems with good or guaranteed vectorization such as the Intel SPMD compiler [31] . Future work will investigate how SoaAlloc's design can be extended to a more general memory allocator for unstructured data.
