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Abstract
We study the Partition into H problem from the parameterized complexity point of view.
In the Partition into H problem the task is to partition vertices of a graph G into sets
V1, V2, . . . , Vn such that the graph H is isomorphic to the subgraph of G induced by each set Vi
for i = 1, 2, . . . , n. The pattern graph H is fixed.
For the parametrization we consider three distinct structural parameters of the graph G—
namely the tree-width, the neighborhood diversity, and the modular-width. For the paramet-
rization by the neighborhood diversity we obtain an FPT algorithm for every graph H. For the
parametrization by the tree-width we obtain an FPT algorithm for every connected graph H.
Finally, for the parametrization by the modular-width we derive an FPT algorithm for every
prime graph H.
1998 ACM Subject Classification G.2.2 Graph Theory
Keywords and phrases induced path partition, modular-width, parameterized algorithm
1 Introduction
We begin with the definition of the Partition into H problem. We will then present
the problem in the light of some well-known problems from computation complexity—for
example Perfect Matching or Equitable Coloring—thus demonstrating it as a natural
generalisation of these problems. Finally, we give the summary of our results presented in
this paper.
1.1 The Partition into H problem
For graphs G = (V,E), H = (W,F ) with |V | = |W | · n, we say that it is possible to partition
G into copies of H if there exist sets V1, V2, . . . , Vn such that
|Vi| = |W | for every i = 1, 2, . . . , n,⋃n
i=1 Vi = V, and
G[Vi] ' H for every i = 1, 2, . . . , n,
where by G[Vi] we mean the subgraph of G induced by the set of vertices Vi.
I Problem 1.1 (Partition into H).
FIXED: Template graph H.
INPUT: Graph G with |G| = n · |H| for an integer n.
QUESTION: Is there a partition of G into copies of H?
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2 Partition into induced subgraphs
The complexity of the Partition into H problem has been studied by Hell and Kirk-
patrick [18] and has been proven to be NP-complete for any fixed graph H with at least
3 vertices—they have studied the problem under a different name as the Generalized
Matching problem. There are applications in the printed wiring board design [16] and code
optimization [2].
Some variants of this problem are studied extensively in graph theory. For example when
H = K2 the problem Partition into K2 is the well-known Perfect Matching problem,
which can be solved in polynomial time due to Edmonds [8]—the algorithm works even for
the optimization version, when one tries to maximize the number of copies of K2 in G. The
characterisation theorem for H = K2, that is a characterisation of graphs admitting a prefect
matching is known due to Tutte [24].
Another frequently studied case of our problem is the Partition into K3 problem—also
known as the Triangle Partition problem. The Triangle Partition problem arises as
a special case of the Set Partition problem (also known to be NP-complete [13]). Gajarský
et al. [11] pointed out that the parametrized complexity of the Triangle Partition problem
parametrized by the tree-width of the input graph was not resolved so far.
The last, but not least, example of a well know problem which can be viewed as a special
case of the Partition into H problem is the Equitable Coloring problem. The task is
to color the vertices of an n vertex graph with exactly k colors, such that vertices connected
by an edge receive different colors and the resulting color classes have equal sizes. It is easy
to see that the Equitable Coloring problem is the Partition into H problem with the
edgeless graph on n/k vertices.
Very similar application can be found as the so called `-bounded vertex colorings, where
the task is to find a coloring of a graph G with prescribed number of colors such each color
is used at most `-times. This problem allows a straightforward reduction to the Equitable
Coloring by inserting a suitable number of isolated vertices. The connection between these
two problems was also studied from the parameterized complexity point of view [1]—an
XP algorithm is obtained for parametrization by the tree-width. Here a special case of this
problem is again equivalent to the Partition into H problem with H ' k ·K1. For this
problem a polynomial time algorithm is known for trees [17]. Upper and lower bounds on
the number of colors are known for general graphs [15].
1.1.1 Parameterized complexity results
When dealing with an NP-hard problem it is usual to study the problem in the framework of
parameterized complexity. While in the previous section we have introduced several problems
of the classical complexity, here we give references to parameterized results for these and
related problems.
A similar but more general problem (called the MSOL Partitioning problem) was
studied by Rao [21]. Here the task is to partition vertices of the graph G into several
sets A1, A2, . . . , Ar such that ϕ(Ai) holds for every i = 1, 2, . . . , r, where ϕ(·) is an MSO1
formula with one free set variable. If the number r and the clique-width cw are fixed then
the algorithm runs in polynomial time and hence the problem belongs to an XP class with
parametrization by the clique-width.
It was shown by Fellows et al. [9] that Equitable Coloring problem is W [1]-hard
parameterized by the tree-width of the input graph and the number of colors. This also
proves (together with the fact that clique-width of a complement of the graph G is the same
as of the graph G) that the Partition into H problem is W [1]-hard even for H = Kk and
parametrization by clique-width of a graph.
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1.2 Our contribution
Our first algorithm is based on the following theorem. Here we would like to point out, that
even though the result follows easily, the application is not straightforward. A usual first
step in the design of an FPT algorithm for the tree-width is to use the celebrated theorem
of Courcelle [3]. Fortunately, it is possible to use the theorem for the Partition into H
problem when H is a connected graph.
I Theorem 1.2. For any fixed connected graph H the Partition into H problem is
expressible as an MSO2 formula.
The proof of this theorem is rather technical and is contained in Section 5.
As the first algorithm is for graphs with bounded tree-width and though a sparse class of
graphs, we also analyze some variants of the Partition into H problem for a particular class
of dense graphs. Many parameters are suitable for dense graph classes, such as neighborhood
diversity and modular-width (we give formal definitions in Section 3).
I Theorem 1.3. For any fixed graph H with nd(H) = |H| and a graph G the Partition
into H problem belongs to class the FPT class when parametrized by mw(G).
We derive the result using integer linear programming in a fixed dimension, which can
be solved by a parameterized routine [14, 10]. It is worth to mention that even though the
condition nd(H) = |H| may seem very restrictive this class of graphs contains for example
paths Pk for k ≥ 4 and cycles Ck for k ≥ 5. Applications of the Partition into H problem
with H being a path may be found in code optimization [2].
We say that a graph H is a prime graph if H fulfills the condition nd(H) = |H|. The
class of primal graphs is thoroughly studied in the context of modular decompositions.
We prove that the Partition into H problem does not have polynomial kernel para-
meterized by modular-width for any reasonable graph H. More precisely, we prove the
following.
I Theorem 1.4. Let H be a graph for which (unparameterized version of) the Partition
into H problem is NP-hard. There is no polynomial kernel routine for the Partition into
H problem with parametrization mw(G) for input graph G unless NP ⊆ coNP/poly.
By using similar techniques we can prove that for every fixed H the Partition into H
problem can be solved efficiently on graphs with bounded neighborhood diversity. This is an
exhaustive extension of Theorem 1.3.
I Theorem 1.5. For a fixed graph H there is an FPT-algorithm for the Partition into H
problem parameterized by nd(G).
2 Preliminaries
For a graph G = (V,E) we denote by |G| the number of vertices of G, that is |G| = |V |. For a
set U we denote by
(
U
2
)
the set of all two element subsets of U, that is
(
U
2
)
= {{u, v} : u, v ∈
U, u 6= v}. Let G = (V,E) be a graph and let U ⊆ V the graph induced by U is denoted
by G[U ] and it is the graph (U,E ∩ (U2)). Let G = (V,E), H = (W,F ) be graphs, we say
that G is isomorphic to H, we denote this by G ' H, if there exists a bijective mapping
f : V → W such that {u, v} ∈ E if and only if {f(u), f(v)} ∈ F. For a graph G = (V,E)
and its two distinct vertices u, v we say that there exists an uv path in G if there exist
edges e1, e2, . . . , ek ∈ E and vertices v0 = u, v1, . . . , vk = v ∈ V such that ei = {vi−1, vi}.
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For a set of vertices U we denote the set of adjacent edges as δ(U) that is the set of edges
{{u, v} : u ∈ U, v ∈ V \U}. Finally a complement of a graph G = (V,E) is denoted by G¯ is a
on the same vertex set V with edge set
(
V
2
) \E. We say that a graph G is connected if there
is a uv path in G for every two distinct vertices of G. For more notation on graphs, we refer
reader to a monograph by Diestel [6].
2.1 Preliminaries on refuting polynomial kernels
Here we present simplified review of a framework used to refute existence of polynomial
kernel for a parameterized problem from Chapter 15 of a monograph by Cygan et al. [5].
In the following we denote by Σ a final alphabet, by Σ∗ we denote the set of all words
over Σ and by Σ≤n we denote the set of all words over Σ and length at most n.
I Definition 2.1 (Polynomial equivalence relation). An equivalence relation R on the set Σ∗
is called polynomial equivalence relation if the following conditions are satisfied:
1. There exists an algorithm such that, given strings x, y ∈ Σ∗, resolves whether x ≡R y in
time polynomial in |x|+ |y|.
2. Relation R restricted to the set Σ≤n has at most p(n) equivalence classes for some
polynomial p(·).
I Definition 2.2 (Cross-composition). Let L ⊆ Σ∗ be an unparameterized language and
Q ⊆ Σ∗ × N be a parametrized language. We say that L cross-composes into Q if there
exists a polynomial equivalence relation R and an algorithm A, called the cross-composition,
satisfying the following conditions. The algorithm A takes on input a sequence of strings
x1, x2, . . . , xt ∈ Σ∗ that are equivalent with respect to R, runs in polynomial time in∑t
i=1 |xi|, and outputs one instance (y, k) ∈ Σ∗ × N such that:
1. k ≤ p(maxti=1|xi|, log t) for some polynomial p(·, ·), and
2. (y, k) ∈ Q if and only if xi ∈ L for all i.
With this framework, it is possible to refute even stronger reduction techniques—namely
polynomial compression—according to the following definition:
I Definition 2.3 (Polynomial compression). A polynomial compression of a parameterized
language Q ⊆ Σ∗ × N into an unparameterized language R ⊆ Σ∗ is an algorithm that takes
as an input an instance (y, k) ∈ Σ∗ × N, works in polynomial time in |x|+ k, and returns a
string y such that:
1. |y| ≤ p(k) for some polynomial p(·), and
2. y ∈ R if and only if (x, k) ∈ Q.
It is possible to refute existence of polynomial kernel using Definitions 2.1,2.2 and 2.3
with the help of use of the following theorems and a complexity assumption that is unlikely
to hold—namely NP ⊆ coNP/poly.
I Theorem 2.4 ([7]). Let L,R ⊆ Σ∗ be two languages. Assume that there exists an AND-
distillation of L into R. Then L ∈ coNP/poly.
I Theorem 2.5. Assume that an NP-hard language L AND-cross-composes to a parameterized
language Q. Then Q does not admit a polynomial compression, unless NP ⊆ coNP/poly.
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Figure 1 A map of assumed parameters. Full arrow stands for
linear upper bounds, while dashed arrow stands for exponential upper
bounds.
3 Preliminaries on structural graph parameters
We give a formal definition of several graph parameters used in this work. For a better
acquaint with these parameters, we provide a map of assumed parameters in Figure 1.
One of the most restrictive graph parameters is called the vertex cover number and is
defined as follows.
I Definition 3.1 (Vertex cover). For a graph G = (V,E) the set U ⊂ V is called a vertex
cover of G if for every edge e ∈ E it holds that e ∩ U 6= ∅.
The vertex cover number of a graph, denoted as vc(G), is the least integer k for which
there exists a vertex cover of size k.
We say that the vertex cover number is very restrictive graph parameter, because for a
fixed positive integer k the class of graphs with vertex cover number bounded by k does not
contain large spectra of graphs (for example some whole classes of graphs).
As the vertex cover number is (usually) too restrictive, many authors focused on defining
other structural parameters (so as more graphs have small value of the parameter). Three
most well-known parameters of this kind are the path-width, the tree-width (introduced
by Robertson and Seymour [22]), and the clique-width (introduced by Courcelle et al. [4]).
Classes of graphs with bounded tree-width (respectively path-width) contain the so called
sparse graph classes (i.e. the graph cannot contain too many edges).
There are (more recent) structural graph parameters which also generalize the vertex
cover number but in contrary to the tree-width these parameters focus on dense graphs.
First, up to our knowledge, of these parameters is the neighborhood diversity defined by
Lampis [19]. We denote the neighborhood diversity of a graph G = (V,E) as nd(G).
We say that two (distinct) vertices u, v are of the same neighborhood type if N(u) \ {v} =
N(v) \ {u} (they share their respective neighborhoods).
I Definition 3.2 (Neighborhood diversity [19]). A graph G = (V,E) has neighborhood diversity
at most w (nd(G) ≤ w), if there exists a partition of V into at most w sets (we call these
sets types) such that all the vertices in each set have the same neighborhood type.
Usually, we use the notion of type graph—that is a graph TG representing the graph G
and its neighborhood diversity decomposition in the following way. The vertices of type
graph TG (also called the template graph) are the neighborhood types of the graph G and
two such vertices are joined by an edge if all the vertices of corresponding types are joined
by an edge. Note that any optimal type graph is a prime graph. We would like to point out
that it is possible to compute the neighborhood diversity of a graph in linear time [19].
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T
Figure 2 An illustration of the modular-width decomposition of a graph. A schema of a
decomposition is depicted in the left part of the picture. In the right part of the picture there is
the resulting graph—gray edges represent edges from the previous step of the decomposition (with
template graph T ). The resulting graph has nd = 5 and by the decomposition mw = 3.
More recently, Ganian [12] defined the twin-cover number. We begin with an auxiliary
definition. If two vertices u, v have the same neighborhood type and e = {u, v} is an edge of
the graph, we say that e is a twin-edge.
I Definition 3.3 (Twin-cover number [12]). A set of vertices X ⊆ V is a twin-cover of a
graph G = (V,E), if for every edge e ∈ E either
1. X ∩ e 6= ∅, or
2. e is a twin-edge.
We say that G has twin-cover number k (tc(G) = k) if the size of a minimum twin-cover of
G is k.
Note that the twin-cover can be upper-bounded by the vertex-cover number. As the
structure of graphs with bounded twin-cover is very similar to the structure of graphs with
bounded vertex-cover number, there is a hope that many of known algorithms for graphs
with bounded vertex-cover number can be easily turned into algorithms for graphs with
bounded twin-cover.
Both previous approaches are generalized by a modular-width, defined by Gajarský et
al. [11]. Here we deal with graphs created by an algebraic expression that uses the following
operations:
1. create an isolated vertex,
2. the disjoint union of two graphs, that is from graphs G = (V,E), H = (W,F ) create a
graph (V ∪W,E ∪ F ),
3. the complete join of two graphs, that is from graphs G = (V,E), H = (W,F ) create a
graph (V ∪W,E ∪ F ∪ {{v, w} : v ∈ V,w ∈W}), note that the edge set of the resulting
graph can be also written as E ∪ F ∪ V ×W.
4. The substitution operation with respect to some (arbitrary) graph T (for an example see
Figure 2) with vertex set {v1, v2, . . . , vn} and graphs G1, G2, . . . , Gn created by algebraic
expression. The substitution operation, denoted by T (G1, G2, . . . , Gn), results in the
graph on vertex set V = V1 ∪ V2 ∪ · · · ∪ Vn and edge set
E = E1 ∪ E2 ∪ · · · ∪ En ∪
⋃
{vi,vj}∈E(G)
Vi × Vj ,
where Gi = (Vi, Ei) for all i = 1, 2, . . . , n.
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I Definition 3.4 (Modular-width [11]). Let A be an algebraic expression that uses only
operations 1–4. The width of expression A is the maximum number of operands used by any
occurrence of operation 4 in an expression A.
The modular-width of a graph G, denoted as mw(G), is the least positive integer m such
that G can be obtained from such an algebraic expression of width at most m.
When a graph H is constructed by the fourth operation, that is G = T (G1, G2, . . . , Gn),
we call the graph T the template graph and graphs G1, G2, . . . , Gn are referred as blocks. An
algebraic expression of width mw(G) can be computed in linear time [23].
4 Partition into H on graphs with bounded modular-width
In this section we give a proof of the Theorem 1.3. We begin with a technical Lemma 4.1 that
demonstrate the limited possibilities of embedding the (fixed) graph H into the graph G with
bounded modular-width. This exploits a close connection of the parameters neighborhood
diversity and modular-width.
We then formulate the problem as a mixed integer linear problem where we can bound
the number of integer variables by a function in the modular-width mw(G) of the input
graph.
4.1 Embedding of H inside G
The following lemma shows that the restriction for the neighborhood diversity nd(H) = |H|
leads to only two possibilities of an embedding of H on a particular level of a modular
decomposition of the graph G.
I Lemma 4.1. Let G = T (G1, G2, . . . , Gn) be a graph and let H be a graph with |H| = nd(H).
For an induced subgraph H in G holds either
1. H ⊆ Gi for some i ∈ {1, 2, . . . , n}, or
2. H contains at most one vertex in every Gi for i = 1, 2, . . . , n.
Proof. Assume that H * Gi for any i. Now if there are at least two vertices of H in some
Gi, we claim that nd(H) < |H| but this finishes the proof as it contradicts assumptions of
the lemma.
Let us rearrange vertices of a template graph T (and corresponding graphs Gi) so
that H contains vertices of graphs G1, G2, . . . , Gk (with k < |H|). Let T ′ ⊆ T be the
restriction of T to vertices v1, v2, . . . , vk. It is easy to see that now T ′ is a template graph
for neighbourhood diversity decomposition of the graph H, but (as claimed) this shows that
nd(H) ≤ k < |H|. J
Now with Lemma 4.1 the most complex (an in particular, the only important) opera-
tion of a modular decomposition (operation 4) it follows that the structure inside graphs
G1, G2, . . . , Gn is not important when trying to find paths of the cover that contains vertices
from more than one graph Gi.
So as pointed out by Gajarský et al. [11] it suffices to design an algorithm for operation 4
only, as it is possible to express operations 2 and 3 using this operation.
Note that when deciding the Partition into H problem on graph G with mw(G) < |H|,
it follows from Lemma 4.1 that the answer is clearly No—thus this case is trivial. So the
task is to design an algorithm when |H| ≤ mw(G).
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G2
G1
G5
G3
G4 v1 v2
v3
v4
v5
The template graph
Figure 3 An example of a graph created by a modular decomposition. Template graph is given
on the right. Paths inside blocks (precomputed by an induction) are showed as dotted, while an
optimal solution for this graph is drawn with solid edges. The graph shows that it is essential to
allow unlinking of previously constructed paths.
4.2 Mixed integer linear program
In the following mixed integer linear program for the Partition into H problem on the
graph G = T (G1, G2, . . . , Gn) the set S is the set of all |H|-tuples of vertices of the graph
that form an induced copy of H in G. The set V is the vertex set of the graph G, moreover,
as graphs G1, G2, . . . , Gn correspond to vertices of G, we will denote these as Gv for v ∈ V.
The constants wv represent the number of vertices of the graph Gv that are not covered by a
copies of H found by the previous (recursive) solution. On the other hand, the constants
pv represent the number of copies of H in the recursive solution. It may be wise to unlink
some previously made H’s—this is why we introduce the variable yv, which expresses exactly
this. An example of a situation in which this is necessary is depicted in Figure 3. The
program tries to cover as many vertices as possible—this is done by minimizing the number
of uncovered vertices expressed by rv for a graph Gv.
Mixed integer linear program
minimize
∑
v∈V
ri
subject to rv = wv + t · yv −
∑
S∈S:S3v
xS ∀v ∈ V
yv ≤ pv ∀v ∈ V
where xS ∈ N ∀S ∈ S
yv ∈ N ∀v ∈ V
rv ≥ 0 ∀v ∈ V
The total number of integral variables may be upper-bounded by |T |+ |T ||H|, so if we
denote by n the size of the template graph (and thus the modular-width of an input graph)
the upper bound can be expressed as n+ nn. Now we can apply the result of Lenstra [14]
(with an enhancement due to Frank and Tardos [10]):
I Proposition 4.2. Let p be the number of integral variables in a Mixed integer linear program
and let L be the number of bits needed to encode the program. Then it is possible to find an
optimal solution in time O(p2.5p poly(L)) and a space polynomial in L.
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4.3 Refuting polynomial kernels
In this section we prove Theorem 1.4. First observe that it suffices to prove the theorem
only for connected graph H. This trivial as (as for clique-width) for every graph G it holds
that mw(G) = mw(G¯)—and thus we can ask the question in complement setting.
As a polynomial equivalence relation we take the following relation. Two instances
(G1, H1), (G2, H2) are equivalent if |G1| = |G2| (that is they have the same number of
vertices) and if H1 ' H2. It is easy to see that this defines a polynomial equivalence relation
(together with the class of malformed instances—instances that do not encode graph).
Now observe that if we take a disjoint union of two graphs G,H then mw(G ∪˙ H) ≤
max{|G|, |H|}. This is not hard to see as we can take G to be a type graph for G and similarly
H to be a type graph for H. Then the disjoint union does not change the modular-width as the
second operation of modular decomposition is exactly the disjoint union and does not change
the width of the decomposition. So by an inductive argument for graphs G1, G2, . . . , Gn it
holds that mw(G1 ∪˙G2 ∪˙ · · · ∪˙Gt) ≤ max1≤i≤t{|Gi|}.
As the designed polynomial equivalence relation assures that for all i and j the graphs
Hi ' Hj we write H to be the common graph for all instances. A cross-composition of
equivalent instances (G1, H), (G2, H), . . . , (Gt, H) we take as an instance G simply the disjoin
union of all these graphs. Now this new instance (G,H) has partition into copies of H if
and only if all instances (Gi, H) have this partition. And the previous paragraph shows
that mw(G) ≤ max1≤i≤t{|Gi|}. And thus this finishes the design of AND-distillation and
the proof of Theorem 1.4 for all graphs H for which the Partition into H problem is
NP-hard.
4.4 Partition into H on graphs with bounded neighborhood diversity
In this section we will present a proof of Theorem 1.5. We begin by with a lemma that allows
us to focus on simpler and highly structured instances. The rest of the proof is by bounding
the number of possibilities of embedding a graph H into G and finally using a integer linear
programming for finding the solution for the Partition into H problem.
Note that here it is possible that the embedding of a graph H into a graph G does not
have to obey the neighborhood diversity decomposition—it is possible that for example a
clique type of H may be embedded among several clique (or even independent) types of G.
For an example of such a situation see Figure 4.
The proof is very similar to the proof of Lemma 4.1.
I Lemma 4.3. Let G,H be graphs such that it is possible to partition G into copies of H.
Then nd(H) ≤ nd(G).
Proof of Lemma 4.3. It suffices to prove that the partition embedding has to obey the
neighborhood diversity decomposition of the graph H. For the rest of the proof we fix one
copy of H and G.
To see this take the type graphs TG, TH and assume an embedding of H into G. This is
no more a function as now it is possible that for a single vertex of TH there are more vertices
of TG—we may choose arbitrarily among these vertices, so that we obtain an embedding of
TH into TG as a function—we denote this embedding as ϕ : V (TH)→ V (TG).
Now assume that the function ϕ is not injective. This is absurd as this would prove that
the graph TH is not a prime graph. J
Now it is easy to see that the algorithm for the Partition into H problem we may
assume that nd(H) ≤ nd(G) and that H is a connected graph. This allows us to simply
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5
Figure 4 An example of embedding of a graph H into a graph G—vertices are labeled 1, 2, . . . , 5
in both to show an embedding. The types in graphs are indicated by dashed circles around a group
of vertices. Bold edges between types represent a complete bipartite graph.
build an integer linear program for this problem.
As the graph H is fixed in our setting the number of vertices nH of H is not a part of
the input. And so one particular embedding of H into G can be described by specifying a
type to which a particular vertex of H is mapped. So there are at most nd(G)nH possibilities
of embedding H into G. Thus the straightforward integer linear program has bounded
dimension—this finishes the proof of Theorem 1.5.
5 Connected graph partition problem is MSO2 definable
In this section we show that for a fixed connected graph H can be described by a MSO2
formula. Even though this is not obvious at the first sight. The straightforward expression by
a formula seems to operate with copies of H inside G—but this number cannot be bounded
in terms of tw(G) and |H|.
We will proceed as follows. We will describe the solution to the Partition into H
problem as a property of a set of edges which are in the solution. This approach is not
expressible in MSO1. We describe the property of being solution as “every connected part
of the solution is isomorphic to H”. This we express by discovering the copy of H from a
particular (fixed in advance) vertex in H. So we have to start with identifying this vertex.
In the following the set of edges F (of a graph G) is the desired solution of the Partition
into H problem.
First of all we would like to give an evidence that it is not possible to express the Partition
into H problem by an MSO1 formula. Roughly speaking about the expressive power of MSO1
logic it is impossible to distinguish between two large cliques [20]—namely for every MSO1
formula ϕ there is a positive integer N such that it is impossible to distinguish two cliques
KN and KN+1. If we build two graphs G1, G2 as G1 = KN−1 ∪KN+1 and G2 = KN ∪KN
for large enough N that is divisible by 3 the framework of Ehrenfeucht–Fraïssé games graphs
G1 and G2 give that the Triangle Partition problem is not expressible in MSO1 logic. It
is possible to generalize this ideal to other graphs as well.
5.1 Identifying a vertex in H
For two distinct vertices u, v in a graph H, the distance dH(u, v) denotes the least length of
an u− v-path in the graph H. By a diameter of a graph H = (V,E) we denote the number
diam(H) = maxu,v∈V dH(u, v).
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Let F be the assumed solution. For a fixed graph H given a vertex u of a graph G it is
possible to find a particular vertex v in some connected component of F by an MSO2 formula
ϕu,v := (∀u ∈ V, ∃v ∈ V )(∃e1, e2, . . . , ed ∈ F )(u ∈ e1 ∧ ei ∩ ei+1 6= ∅ ∧ v ∈ ed),
where d = diam(H). Note that our (sub)formula allows us do repeat edges and that we need
at most diam(H) edges to find a desired vertex from any vertex inside the graph H.
5.2 Recognition of a copy of H from a particular vertex v
We now may assume that v is a vertex of H that was chosen in advance and fixed. We will
proceed by identifying all vertices of a copy of H that contains v. Then we may inscribe that
all edges and non-edges describing a copy of H are present.
ϕv,H := (∃u1, u2, . . . u|H|)(u1 = v ∧
∧
{ui,uj}∈E(H)
{ui, uj} ∈ F
∧
{ui,uj}/∈E(H)
{ui, uj} /∈ F )
Here the trick is that we may assume a particular enumeration of vertices of H chosen in
advance. We identify the set of vertices of a copy of H as (∃U := ⋃|H|i=1 ui) in the following.
The last thing is to show that no other vertex is connected to those forming this particular
copy of H inside the solution F.
ϕF,H := (∀e ∈ F : (∃x, y ∈ U : x ∈ e& y ∈ e) ∨ ∀x ∈ Ux /∈ e)
The final formula may be written as
ϕH := (∃F )(ϕu,v ∧ ϕv,H ∧ ϕF,H).
This finishes the proof, as ϕH is an MSO2 formula and so is testable in FPT time (for a
fixed connected graph H) on graph with bounded treewidth by Courcelle’s theorem [3]. This
finishes the proof of Theorem 1.2.
6 Conclusions
In this section we enclose our paper. We have studied the Partition into H problem from
the parametrized point of view, but there are some open problems to which we would like to
give a brief description. We divide the section according to parameters having the leading
role in the posted open problems.
A first and the most natural question is to give a definition of other well-known problems
as the Partition into H problem for a fixed graph H (or for tuples of H’s or even for
some classes of graphs).
6.1 General graphs
Another very interesting question is what is the complexity of a similar problem to the
Partition into H problem—we can drop the induced condition. We call it the Partition
into subgraphs of H problem. We would like to ask the question about the (parameterized)
complexity of this problem.
For graphs G = (V,E), H = (W,F ) with |V | = |W | · n, we say that it is possible to
partition G into non-induced copies of H if there exist sets V1, V2, . . . , Vn such that
|Vi| = |W | for every i = 1, 2, . . . , n,
12 Partition into induced subgraphs
⋃n
i=1 Vi = V, and
H ' G′i ⊆ G[Vi] for every i = 1, 2, . . . , n.
I Problem 6.1 (Partition into subgraphs of H).
FIXED: Template graph H.
INPUT: Graph G with |G| = n · |H| for an integer n.
QUESTION: Is there a partition of G into non-induced copies of H?
Note for example that the Partition into subgraphs of H problem is trivial for
graphs without edges—that is in the case H ' k ·K1 for some positive integer k—i.e. the
answer is always “Yes”. On the contrary in the case of H ' Kk both problems coincides and
thus in this case the Partition into subgraphs of H problem is NP-complete. What is
the overall picture—that is it possible to identify a property (all properties) a graph H has
to fulfill so that the Partition into subgraphs of H problem admits a polynomial-time
algorithm?
6.2 Sparse graphs
We have shown in Section 5 that it is possible to express the solution to the Partition into
H problem (for a connected graph H) by an MSO2 formula. We conjecture that
I Conjecture 6.2. For every disconnected graph H the Partition into H problem is
W[1]-hard when parameterized by the tree-width of the input graph G.
As we have mentioned the Equitable Coloring problem fits well in our setting of
partitioning of a graph. This problem was shown to be W [1]-hard by Fellows et al. [9]
when parameterized by the tree-width of the input graph. A strengthening of this fact—the
Equitable Coloring problem is W [1]-hard with respect to tree-depth was proven by
Gajarský et al. [11]. We would like to ask a question concerning these graph models, namely
the tree-depth. Is there a disconnected graph H such that the Partition into H problem
is FPT with respect to the tree-depth of these parametrizations (different from 2 ·K1)?
6.3 Dense graphs
We have presented in Section 4 an algorithm for a fixed graph H from a certain class of
graphs. Is it possible to extend this result to a broader class of graphs H? Most important
form this point of view seem graphs on 3 vertices—a path P3 and a triangle K3 (the rest of
3 vertex graphs would be resolved using complements).
For all these graphs H = P3 or H = K3 the neighbourhood diversity is lesser than the
number of vertices—so the structure of smaller solutions seems to be very important (is it
possible to keep all/important solutions?).
Another important task in this area is to understand the boundary (viewed from the
parameterized complexity point of view) between modular-width and neighborhood diversity,
twin-cover and clique-width. We hope that our knowledge in this area can be extended in
the highlight of the Partition into H problem—namely we should identify graphs H with
the property that on one parameter the problem is fixed parameter tractable while on the
other hand it is W [1]-hard on some other parameter (higher in the parameter hierarchy).
Finally, our techniques from Lemma 4.3 showed that the Partition into H problem
admits an FPT algorithm when the graph H is a prime graph even when the graph H is a
part of the (restricted) input. More generally, there is an FPT algorithm if we extend the
graph class by allowing constant number of vertices inside every type of the graph H. A is it
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possible to show an FPT algorithm parametrized by neighborhood diversity of graph G that
takes the graph H as input?
Unlike neighborhood diversity, for which we have proven the Partition into H problem
has an FPT algorithm, nothing besides H being a prime graph (which is implied by the
Theorem 1.3) is known with parametrization by the twin-cover. It is an interesting question
(similar as for modular-width) whether there is a graph H that distinguishes neighborhood
diversity from twin-cover from the perspective of the Partition into H problem.
Our results give possibilities for parametrized algorithms with respect to clique-width—
namely for the class of prime graphs. Here we would like to propose a concrete question
for the Partition into P5—is there an FPT algorithm for this problem with respect to
clique-width?
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