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LIEUX DE DE´GE´NE´RESCENCE
O. Debarre
Soient X une varie´te´ complexe projective lisse connexe et Y le lieu des ze´ros d’une
section d’un fibre´ en droites ample sur X . Le the´ore`me de Lefschetz e´nonce que la restriction
Hp(X,Z)→ Hp(Y,Z) est bijective pour p < dimX− 1 , injective pour p = dimX− 1 . Cela
entraˆıne le the´ore`me de Bertini : Y est connexe si sa dimension est au moins 1 . Dans le
meˆme ordre d’ide´es, Grothendieck a montre´ que les groupes de Picard de X et de Y sont
isomorphes (quelles que soient les singularite´s de Y !) si dimY ≥ 3 .
Etant donne´s des fibre´s vectoriels E et F sur X de rangs respectifs e et f , et un mor-
phisme u : E→ F , on conside`re les lieux de de´ge´ne´rescence Dr = {x ∈ X | rg(ux) ≤ r} . Ful-
ton et Lazarsfeld ont de´montre´ dans [FL] l’analogue du the´ore`me de Bertini : si Hom(E,F)
est ample, Dr est connexe si sa dimension attendue δ(r) = dim(X)− (f − r)(e− r) est au
moins 1 . Nous poursuivons leurs me´thodes pour obtenir des extensions des the´ore`mes de
Lefschetz et Grothendieck mentionne´s plus haut. Il y a plusieurs cas de figure :
• si Dr−1 est vide, on peut comple`tement de´crire (cf. (1.1)) la cohomologie entie`re
de Dr jusqu’en degre´ δ(r)− 1 . Si Dr est normal, que 0 < r < min{e, f} et δ(r) ≥ 3 , le
groupe de Picard de Dr est isomorphe a` Pic(X)⊕ Z .
• Si au contraire suffisament des lieux Ds , pour s ≤ r , sont non vides, la restriction
Hp(X,Z)→ Hp(Dr,Z) est un isomorphisme pour p assez petit (cf. th. 2.2 pour un e´nonce´
pre´cis). Par exemple, si Dr est normal, que Dr−1 n’est pas vide ou que r = 0 , et que
δ(r) ≥ 3 , les groupes de Picard de X et de Dr sont isomorphes (cor. 3.4).
Dans [E], Ein montre ces re´sultats sur le groupe de Picard dans le cas ou` E est
trivial, en supposant seulement δ(r) = 2 mais aussi F 〈〈 suffisamment ample 〉〉 et u ge´ne´ral
(c’est une extension du the´ore`me de Noether-Lefschetz sur le groupe de Picard d’une surface
ge´ne´rale dans P3 ).
D’autre part, pour r = min{e, f} − 1 et Dr−1 vide, toujours sous les hypothe`ses
F 〈〈 suffisamment ample 〉〉 et u ge´ne´ral, Spandaw de´termine dans sa the`se les classes
alge´briques de Hδ(r)(Dr,Z) .
Nous nous inte´ressons ensuite au cas d’un morphisme u : E→ E∗ ⊗ L antisyme´trique.
Tu a de´montre´ que si ∧2E∗ ⊗ L est ample, le lieu de de´ge´ne´rescence Ar = {x ∈ X | rg(ux) ≤ 2r}
est connexe si sa dimension attendue α(r) = dim(X)−
(
e−2r
2
)
est au moins 1 . Nous
obtenons des extensions des the´ore`mes de Grothendieck et Lefschetz dans ce cadre : la
restriction Pic(X)→ Pic(Ar) est bijective si Ar est normale et α(r) ≥ 3 , et
• si Ar−1 est vide, on peut de´crire (th. 4.1) la cohomologie entie`re de Ar jusqu’en
degre´ α(r)− 1 ;
• si au contraire suffisament des lieux As , pour s ≤ r , sont non vides (cf. th. 5.1
1
pour un e´nonce´ pre´cis), la restriction Hp(X,Z)→ Hp(Ar,Z) est un isomorphisme pour p
assez petit.
Nous terminons par l’e´tude du cas des fibre´s orthogonaux (dont le cas des morphismes
antisyme´triques est un cas particulier) : on se donne un fibre´ vectoriel V de rang pair sur
X muni d’une forme quadratique non de´ge´ne´re´e a` valeurs dans un fibre´ en droites L et
des sous-fibre´s E et F totalement isotropes maximaux de V . On montre un the´ore`me de
Bertini pour les lieux de de´ge´ne´rescence
Or = { x ∈ X | dim(Ex ∩ Fx) ≥ r et dim(Ex ∩ Fx) ≡ r (mod 2) } ;
si E∗ ⊗ F∗ ⊗ L est ample, Or est connexe si sa dimension attendue α(r) = dim(X)−
(
r
2
)
est au moins 1 . Les re´sultats de type Lefschetz obtenus dans le cas antisyme´trique devraient
subsister, mais nous n’en obtenons qu’une maigre confirmation (prop. 6.4).
Dans cet article, tous les sche´mas sont de type fini sur le corps des nombres complexes.
On de´signe par F un corps fini ou e´gal a` Q .
Je remercie R. Laterveer et W. Fulton pour leur aide pour les prop. 3.1 et 6.2
respectivement.
I. Lieux de de´ge´ne´rescence
1. Le re´sultat de Fulton et Lazarsfeld
Soient X une varie´te´ complexe projective irre´ductible et E et F des fibre´s vectoriels
sur X de rangs respectifs e et f . Soit u : E→ F un morphisme ; on note
Dr = {x ∈ X | rg(ux) ≤ r}
et on pose δ(r) = dim(X)− (f − r)(e− r) . Par la suite, nous supposerons toujours e ≤ f
(ce que l’on peut toujours faire quitte a` remplacer u par son dual).
(1.1) Soient π : G = G(e− r,E)→ X le fibre´ en grassmanniennes et S le fibre´ tautologique
de rang e− r sur G . Soit Y le lieu des ze´ros de la compose´e
S →֒ π∗E
π∗u
−→ π∗F .
Le morphisme π induit par restriction un morphisme π′ : Y → Dr propre surjec-
tif, birationnel au-dessus de Dr Dr−1 , de fibre G(e− r, e− l) au-dessus de Dl Dl−1 .
Fulton et Lazarsfeld montrent que si Hom(E,F) est ample, Hq(G Y,F) s’annule pour
q ≥ dim(X) + (f + r)(e− r) . Par dualite´ de Lefschetz, on en de´duit, si X est lisse,
Hp(G,Y;F) = 0 pour p ≤ δ(r) .
La dualite´ de Lefschetz n’est valable que lorsque G Y est lisse. Elle est remplace´e
dans le cas ge´ne´ral par une suite spectrale
Epq2 = H
p(G Y,H−q(G,F))⇒ H−p−q(G,Y;F) ,
2
ou` Hq(G,F) est le faisceau de fibre Hq(G,G {x};F) en un point x de G ([H1], p. 548).
Lorsque G Y est localement intersection comple`te, le support de Hdim(G)+i(G,F) est de
dimension au plus i , pour tout i ∈ Z ([H1], lemma 4, p. 550). Or la de´monstration de
Fulton et Lazarsfeld montre que pour tout ferme´ Z de X , la dimension cohomologique de
π−1(Z) Y est au plus dim(π−1(Z)) + f(e− r)− 1 . On en de´duit 1
E2pq = 0 pour p > −q − dim(G) + f(e− r)− 1 ,
d’ou` de nouveau
(1.2) Hp(G,Y;F) = 0 pour p ≤ dim(G)− f(e− r) = δ(r) ,
sous l’hypothe`se que X D0 est localement intersection comple`te
2 .
(1.3) Notons ιr l’inclusion Dr →֒ X et c l’inverse dans H
•(Dr,Z) de la classe de Chern
totale du fibre´ vectoriel Ker(u)|Dr . Lorsque Dr−1 est vide, la discussion ci-dessus entraˆıne
que l’application
⊕
λ=(λ1,...,λe−r)
r≥λ1≥···≥λe−r≥0
Hp−2|λ|(X,F) −→ Hp(Dr,F)
∑
λ αλ 7−→
∑
λ∆λ(c) · ι
∗
rαλ
est injective pour p ≤ δ(r) , bijective pour p < δ(r) . On a employe´ les notations standard
|λ| = λ1 + · · ·+ λe−r , ∆λ(c) = det(cλi+j−i)1≤i,j≤e−r .
Exemples. 1.4. 1)Varie´te´s de Segre. Soient V et W des espaces vectoriels. On conside`re
dans PHom(V,W) le lieu D1 associe´ au morphisme tautologique u : V ⊗O →W ⊗O(1) .
C’est l’image du plongement de Segre P = PV∗ ×PW →֒ PHom(V,W), ou encore le lieu
des homomorphismes de rang 1 , et il a la dimension attendue δ(1) . Posons h1 = c1(p
∗
1OPV∗(1))
et h2 = c1(p
∗
2OPW(1)) ; le fibre´ K = Ker(u) sur P s’inse`re dans une suite exacte
0→ K→ OP ⊗V→ p
∗
2OPW(1)→ 0 ,
de sorte que 1/c(K) = 1 + h2 ; puisque D0 est vide, (1.3) entraˆıne que pour p < δ(1) , le
groupe Hp(P,Z) est nul pour p impair et a pour base (hs2(h1 + h2)
p/2−s)0≤s≤p/2 pour p
pair, ou encore (hs1h
p/2−s
2 )0≤s≤p/2 .
1 Les faisceaux Hq ne sont localement constant que sur chaque strate d’une stratification de Whitney
de G , et il faut en fait raisonner strate par strate comme dans [H2], Lemma 3, p. 134.
2 On a une autre suite spectrale
Epq2 = H
p(G,Y;H
−q(G,F)) ⇒ H−p−q(G Y,F) ,
qui permet de montrer que l’on a une inclusion H1(G,Y;Q) →֒ H2 dim(G)−1(G Y,Q) sous la seule
hypothe`se que G est normale ([FL], lemma 1.3). Il en re´sulte que Dr est connexe de`s que δ(r) > 0 ,
sans hypothe`se sur les singularite´s de X . Cela laisse a` penser que l’on doit pouvoir ame´liorer
l’hypothe`se 〈〈 X localement intersection comple`te 〉〉 .
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2) Soit C une courbe projective lisse de genre g . La varie´te´ Wsd(C) peut s’interpre´ter
comme le lieu Dr pour un morphisme u : E→ F de fibre´s vectoriels sur la jacobienne de
C , avec r = e− s− 1 et f = e+ g − 1− d . Supposons W1d(C) vide, de sorte que Wd(C)
est isomorphe au produit syme´trique Cd ; on de´duit de (1.3) un isomorphisme
Hp(Cd,Z) ≃
⊕
0≤2j≤p
xj · ι∗Hp−2j(JC,Z)
pour p < d , avec x = [Cd−1] . C’est un cas particulier des formules de MacDonald ([M]). De
la meˆme fac¸on, le the´ore`me permet de calculer Hp(Wsd(C),Z) pour p < g − (s+ 1)(g − d+ s)
lorsque C n’a pas de gs+1d .
Nous aurons besoin d’une ge´ne´ralisation (base´e sur les ide´es de [S]) du re´sultat de
connexite´ de Fulton et Lazarsfeld, qui fait intervenir la notion de d -connexite´. Rappelons
qu’un sche´ma X est dit d-connexe s’il est de dimension > d et si, pour tout sous-sche´ma
ferme´ Z de X de dimension < d , le sche´ma X Z est connexe. Les proprie´te´s suivantes
sont classiques :
1) un sche´ma est (−1)-connexe si et seulement s’il est non vide ; il est 0-connexe si
et seulement s’il est connexe.
2) Un sche´ma irre´ductible de dimension d est (d− 1)-connexe. Toute composante
irre´ductible d’un sche´ma d-connexe est de dimension > d .
3) Si X est re´union de sous-sche´mas ferme´s d-connexes X1, . . . ,Xm , il est d-connexe
si et seulement si, pour tous i et j , il existe des indices i0, i1, . . . , im avec i0 = i et im = j
tels que dim(Xiν ∩Xiν+1) ≥ d pour tout ν = 0, . . . , m− 1 .
Proposition 1.5.– Soient X un sche´ma projectif d-connexe, et E et F des fibre´s vectoriels
sur X de rangs respectifs e et f , avec Hom(E,F) ample. Soit u : E→ F un morphisme
partout de rang ≤ k ; pour tout r ≤ k , le lieu Dr est (d− (f − r)(e− r) + (e− k)(f − k))-
connexe. En particulier, si X est irre´ductible de dimension > (f − r)(e− r)− (e− k)(f − k) ,
le lieu Dr est connexe.
De´monstration. Il suffit de traiter le cas k = r + 1 ; posons
d′ = d− (f − r)(e− r) + (e− k)(f − k) = d− e− f + 2r + 1 .
Notons X1, . . . ,Xm les composantes irre´ductibles de X ; elles sont toutes de dimension
> d par 2). Par [S] Lemma 4.1.3 (qui se de´montre aussi a` partir de [ACGH], prop. (1.3), p.
307, en prenant des sections hyperplanes), chaque intersection Xj ∩Dr est d
′-connexe. Pour
tous i et j , il existe par 3) des indices i0 = i, i1, . . . , im = j tels que dim(Xiν ∩Xiν+1) ≥ d
pour tout ν = 0, . . . , m− 1 . On a par loc.cit.
dim(Xiν ∩Xiν+1 ∩Dr) ≥ d
′ ,
pour tout ν , de sorte que Dr = ∪j(Xj ∩Dr) est d
′-connexe par 3).
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2. Un the´ore`me de Lefschetz
(2.1) Restons dans la situation du §1, dont nous gardons les notations. Comme remarque´
dans [FL], l’application Hp(ιr,F) est injective pour p ≤ δ(r) . On posera ε(0) = 1 , ε(1) = 2
et, pour tout entier k strictement positif, ε(2k) = 0 et ε(2k + 1) = 1 .
The´ore`me 2.2.– Soit X une varie´te´ projective irre´ductible localement intersection comple`te.
Soient E et F des fibre´s vectoriels sur X , avec Hom(E,F) ample, et u : E→ F un mor-
phisme. Supposons [m
2
] ≤ r et δ(r − [m
2
]) ≥ ε(m) ; l’application Hp(ιr,Z) est bijective pour
p ≤ m .
De´monstration. Elle consiste a` comparer les suites spectrales de Leray pour l’application
π : G→ X et sa restriction π′ : Y → Dr . Les fibres de ces deux applications e´tant des
grassmanniennes, les faisceaux Rqπ∗Z et R
qπ′∗Z sont nuls pour q impair, de sorte que
πEp,q2 =
πEp,q3 et
π′Ep,q2 =
π′Ep,q3 . D’autre part, la suite spectrale
πEpq2 = H
p(X,Rqπ∗Z) ⇒ H
p+q(G,Z)
de´ge´ne`re. Soit x un point de X , on a
(R2qπ∗Z)x ≃ H
2q(G(e− r, e),Z) ≃
⊕
r≥λ1≥···≥λe−r≥0
λ1+···+λe−r=q
Z
et, si x ∈ Dl Dl−1 ,
(R2qπ′∗Z)x ≃ H
2q(G(e− r, e− l),Z) ≃
⊕
r−l≥λ1≥···≥λe−r≥0
λ1+···+λe−r=q
Z .
En particulier, la restriction R2qπ∗Z→ R
2qπ′∗Z est surjective pour tout q . Son noyau
K2q est nul sur Dr−q et constant sur chaque Dl Dl−1 . Plus pre´cise´ment, il existe une
filtration
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fq ⊂ Fq+1 = K2q ,
ve´rifiant Fi+1/Fi ≃ Z
ri
X Dr−q+i
pour 0 ≤ i ≤ q , ou` les ri sont des entiers.
L’assertion a` de´montrer de´coule de (1.2) pour m = 0 ; supposons-la vraie pour tout
entier < m . On supposera aussi r < e ; on ve´rifie que dans ce cas, on a pour tous entiers
t ≥ s ≥ 0 les ine´galite´s
(2.3) δ(t) ≥ δ(t− s) + s(s+ 2)
(2.4) ε(t) + [
t
2
]([
t
2
] + 2) > t .
Premier pas. Supposons 0 ≤ p < m et q + [ p
2
] ≤ r . On a
H0(K2q) = 0 si δ(r − q) ≥ 0 ;
Hp+1(K2q) = 0 si δ(r − q − [
p
2
]) ≥ ε(p) .
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Conside´rons la suite de cohomologie associe´e a` la suite exacte
0→ ZX Dr−q+i → ZX → ZDr−q+i → 0 .
Le the´ore`me de Fulton et Lazarsfeld (cf. (1.2)) entraˆıne que H0(ZX Dr−q+i) est nul
lorsque δ(r − q + i) ≥ 0 . Comme la fonction δ est croissante, on en de´duit H0(K2q) = 0
lorsque δ(r − q) ≥ 0 .
D’autre part, on a par (2.1) des suites exactes
0→ Hp(ZX)→ H
p(ZDr−q+i)→ H
p+1(ZX Dr−q+i)→ 0
lorsque p < δ(r − q + i) ; l’hypothe`se de re´currence entraˆıne alors Hp+1(ZX Dr−q+i) = 0 si
l’on a de plus δ(r − q + i− [ p
2
]) ≥ ε(p) et p < m . Comme la fonction δ est croissante, on a
donc Hp+1(K2q) = 0 lorsque δ(r − q − [
p
2 ]) ≥ ε(p) et p < m , puisque l’on a alors, par (2.3)
et (2.4),
δ(r − q) ≥ δ(t− q − [
p
2
]) + [
p
2
]([
p
2
] + 2) ≥ ε(p) + [
p
2
]([
p
2
] + 2) > p .
Ceci montre le premier pas.
Deuxie`me pas. Supposons [m2 ] ≤ r et δ(r − [
m
2 ]) ≥ ε(m) . L’application naturelle
ιp,q∞ :
πEp,q∞ →
π′Ep,q∞ est injective pour p < m et p+ q ≤ m . D’autre part,
π′Em,0∞ ≃
π′Em,02 ≃ H
m(Dr,Z) .
Supposons p+ 2q ≤ m . L’hypothe`se δ(r − [m2 ]) ≥ ε(m) entraˆıne
δ(r − q) ≥ δ(r − [
m
2
]) ≥ ε(m) ≥ 0
et, si p+ 2q < m ,
δ(r − q − [
p
2
]) ≥ ε(p) ;
en effet, si q + [ p
2
] < [m
2
] , cela de´coule de (2.3), et si q + [ p
2
] = [m
2
] , on a ε(p) ≤ ε(m) . On
conside`re le diagramme commutatif :
Hp(K2q)y
Hp(X,R2qπ∗Z)
πdp,2q3−−−−−→ Hp+3(X,R2q−2π∗Z)y ιp,2q3 y ιp+3,2q−23
Hp(Dr,R
2qπ′∗Z)
π′dp,2q3−−−−−→ Hp+3(Dr,R
2q−2π′∗Z)y
Hp+1(K2q) ;
6
il re´sulte du premier pas que l’application ιp,2q3 est injective, et bijective si p+ 2q < m .
Supposons maintenant p+ q ≤ m ; comme πdp,q3 = 0 , on a
π′dp,q3 = 0 pour p+ q < m .
En particulier, π
′
Ep,q4 est un sous-groupe de
π′Ep,q3 qui lui est e´gal pour p = m et, le meˆme
raisonnement s’appliquant a` chaque cran de la suite spectrale, π
′
Ep,q∞ est un sous-groupe de
π′Ep,q3 qui lui est e´gal pour p = m , de sorte que ι
p,q
∞ est injective.
Conclusion. Supposons p+ q ≤ m et δ(r − [m2 ]) ≥ ε(m) ; on en de´duit δ(r) > m par (2.3)
et (2.4), de sorte que la restriction ρ : Hp+q(G,Z)→ Hp+q(Y,Z) est bijective par (1.2).
Comme ιp,q∞ est injective (deuxie`me pas), il en re´sulte que Gr ρ est bijective, ainsi donc que
ιm,0∞ , qui, par le deuxie`me pas, n’est autre que H
m(ιr,Z) .
Remarque 2.5. On a R2π′∗Z ≃ ZDr−1 , d’ou` un diagramme commutatif a` lignes exactes,
ou` tous les groupes de cohomologie sont a` coefficients dans Z
0 → H2(X)
H2(π)
−−−→ H2(G) → H0(X)
0
−→ H3(X)
H3(π)
−−−→ H3(G) → H1(X)
yH2(ιr) y yH0(ιr−1) yH3(ιr) y yH1(ιr−1)
0 → H2(Dr)
H2(π′)
−−−→ H2(Y) → H0(Dr−1)
π′d023−−−→ H3(Dr)
H3(π′)
−−−→ H3(Y) → H1(Dr−1)
Supposons 0 < r < e et δ(r) ≥ 3 . Si Dr−1 n’est pas vide, on en de´duit le diagramme
0 → H3(X)
π∗
−→ H3(G) → H1(X)
y yH3(ιr) y yH1(ιr−1)
0 → Zc−1 → H3(Dr)
π′∗
−→ H3(Y) → H1(Dr−1) ,
ou` c est le nombre de composantes connexes de Dr−1 . En particulier, le conoyau de
l’injection H3(ιr,Z) contient Z
c−1 : il peut eˆtre arbitrairement grand et ne peut eˆtre controˆle´
seulement par une condition sur δ(r) .
3. Groupes de Picard et cohomologie du faisceau structural
Pour obtenir des informations sur la cohomologie de ODr connaissant celle du faisceau
CDr , il est ne´cessaire d’avoir des informations sur les applications naturelles
αpDr : H
p(Dr,CDr)→ H
p(Dr,ODr) .
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La the´orie de Hodge entraˆıne qu’elles sont surjectives si Dr est lisse, ce qui n’est
malheureusement que rarement le cas. Par les travaux de du Bois, Kolla´r et Steenbrink ([K],
cor. 12.9), cela reste vrai si Dr n’a que des singularite´s rationnelles, ce qui n’est le cas
que dans la situation ge´ne´rique (les singularite´s de´terminantielles sont rationnelles). Nous
de´montrons un re´sultat similaire avec des hypothe`ses plus faibles ; nous dirons qu’un sche´ma
X ve´rifie la proprie´te´ (Pp) s’il est re´gulier en codimension p et de profondeur > p en ses
points ferme´s. Un sche´ma normal de dimension ≥ 2 ve´rifie (P1) .
Proposition 3.1.– Soit X une varie´te´ projective ve´rifiant la proprie´te´ (Pp) . L’application
αpX est surjective et
Hp(X,OX) ≃ Gr
0
FGr
W
p H
p(X,C) .
De´monstration. Soit L un faisceau ample sur X . Comme X est de profondeur > p en ses
points ferme´s, il existe par [G2], Exp. XII, cor. 1.4, un entier m0 tel que H
i(X,L−m) = 0
pour i ≤ p et m ≥ m0 . Le sous-sche´ma Y de X de´fini par l’annulation de p sections
ge´ne´rales de Lm0 est re´gulier et, si ι est l’inclusion de Y dans X , la restriction Hp(ι,O)
est injective.
Conside´rons les complexes Ω0X et Ω
0
Y construits par du Bois dans [dB]. On a un
diagramme commutatif
Hp(X,C)
αp
X−→ Hp(X,OX)
βp
X−→ Hp(X,Ω0X)y y Hp(ι,O) y
Hp(Y,C)
αp
Y−→ Hp(Y,OY)
βp
Y−→ Hp(Y,Ω0Y) ,
ou` βpY est bijective car Y est lisse, et H
p(ι,O) est injective comme on vient de le voir,
de sorte que βpX est injective. Mais β
p
X ◦ α
p
X est surjective car X est propre, donc β
p
X est
surjective, donc bijective, et αpX est surjective.
Soit π : X˜→ X une de´singularisation de X . Comme ι se factorise a` travers π , on a
un diagramme commutatif
Hp(X,C)
Hp(π,C)
−−−−→ Hp(X˜,C)
αp
X
y αp
X˜
y
Hp(ι,O) : Hp(X,OX)
Hp(π,O)
−−−−→ Hp(X˜,O
X˜
) −→ Hp(Y,OY) ,
qui entraˆıne que Hp(π,O) est injective. Le noyau de Hp(π,C) est Wp−1H
p(X,C) ([De],
prop. 8.2.5) ; on en de´duit αpX(Wp−1H
p(X,C)) = 0 et un diagramme
GrWp H
p(X,C) →֒ Hp(X˜,C)
α¯p
X
y αp
X˜
y
Hp(X,OX)
Hp(π,O)
−−−−→ Hp(X˜,O
X˜
) .
Le noyau de α¯pX est donc
GrWp H
p(X,C) ∩Kerαp
X˜
= GrWp H
p(X,C) ∩ F1Hp(X˜,C) .
Comme les morphismes de structures de Hodge sont stricts, le membre de droite est
F1GrWp H
p(X,C) , ce qui prouve la proposition.
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Corollaire 3.2.– Soient X et Y des varie´te´s projectives et f : Y → X un morphisme. On
suppose que X ve´rifie la proprie´te´ (Pp) .
a) Si Hp(f,C) est injective, il en est de meˆme de Hp(f,O) .
b) Si Y ve´rifie la proprie´te´ (Pp) et que H
p(f,C) est bijective, il en est de meˆme de
Hp(f,O) .
De´monstration. Soit π : Y˜ → Y une de´singularisation de Y . La compose´e
GrWp H
p(X,C) −→ GrWp H
p(Y,C) −→ Hp(Y˜,C)
est injective car le morphisme de droite l’est par [De], prop. 8.2.5.2 et le morphisme de
gauche par hypothe`se, puisque les morphismes de structures de Hodge mixtes sont stricts.
On en de´duit que l’application induite
Gr0FGr
W
p H
p(X,C) −→ Gr0FH
p(Y˜,C) ,
qui par la proposition s’identifie a` Hp(π ◦ f,O) , est aussi injective, d’ou` a). Le b) re´sulte du
fait que les morphismes de structures de Hodge mixtes sont stricts.
On veut maintenant montrer un re´sultat analogue pour les groupes de Picard. Si X
est une varie´te´ projective, on note Pic(X) son groupe de Picard, Pic0(X) la composante
connexe de l’e´le´ment neutre, et NS(X) le quotient Pic(X)/Pic0(X) ; c’est un sous-groupe
de H2(X,Z) , il est abe´lien de type fini. Si X est normale, Pic0(X) est une varie´te´ abe´lienne
([G1], cor. 3.2) dont l’espace tangent a` l’origine est H1(X,OX) et le groupe Pic(X) est
isomorphe a` Pic0(X)⊕NS(X) .
Proposition 3.3.– Soient X et Y des varie´te´s projectives irre´ductibles, avec X normale,
et f : Y → X un morphisme.
a) Si H1(f,Z/ℓZ) est injective pour tout entier ℓ premier, Pic0(f) est injective.
b) Si H1(f,Z) est bijective et que H2(f,Z/ℓZ) est injective pour tout entier ℓ
premier, Pic(f) est injective et son conoyau est sans torsion ; si de plus Y est normale,
Pic0(f) est bijective.
c) Si X ve´rifie (P2) , que Y est normale et que H
1(f,Z) et H2(f,Z) sont bijectives,
Pic(f) est bijective.
De´monstration. Pour tout entier premier ℓ , on a un diagramme commutatif issu des suites
exactes 0→ µℓ → Gm
(·)ℓ
−→ Gm → 0 pour X et Y :
H0(X,O∗X) → H
1(X,Z/ℓZ) → Pic(X)
×ℓ
−→ Pic(X) → H2(X,Z/ℓZ)yH0(f,O∗) yH1(f,Z/ℓZ) yPic(f) yPic(f) yH2(f,Z/ℓZ)
H0(Y,O∗Y) → H
1(Y,Z/ℓZ) → Pic(Y)
×ℓ
−→ Pic(Y) → H2(Y,Z/ℓZ)
Les hypothe`ses de a) entraˆınent que la multiplication par ℓ est injective sur le noyau
de Pic(f) , donc sur celui de Pic0(f) , qui est ainsi sans torsion. Comme c’est un sous-groupe
d’une varie´te´ abe´lienne, il est nul, d’ou` a).
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Sous les hypothe`ses de b), NS(f) est injective, donc aussi Pic(f) par a). Le
diagramme ci-dessus montre que la multiplication par ℓ est injective sur le conoyau de
Pic(f) , qui est donc sans torsion. Si Y est normale, le cor. 3.2 montre que l’application
tangente a` Pic0(f) est bijective, d’ou` b).
Sous les hypothe`ses de c), le cor. 3.2 entraˆıne que H1(f,O) est bijective et
H2(f,O) injective. Une chasse au diagramme issu des suites exactes exponentielles
0→ Z→ O → O∗ → 0 pour X et Y permet de conclure.
Plac¸ons-nous dans la situation du §1, en supposant pour simplifier X lisse. Le cor. 3.2
et (2.1) entraˆınent que Hp(ιr,O) est injective pour p ≤ δ(r) . Si Dr est normal et δ(r) ≥ 2 ,
l’application H1(ιr,O) est bijective par le th. 2.2 et le cor. 3.2. Plus ge´ne´ralement, si
δ(r − [p/2]) ≥ ε(p) et que Dr est non singulier en codimension p et a la dimension attendue
(donc qu’il est de Cohen-Macaulay), Hp(ιr,O) est bijective. C’est aussi le cas pour p < δ(r)
lorsque Dr est lisse et Dr−1 vide par (1.3).
Il est tentant de conjecturer (comme dans [Ma], p. 415) que Hp(ιr,O) est bijective
pour p < δ(r) . Laytimi a obtenu dans [L] des re´sultats dans ce sens en utilisant des the´ore`mes
d’annulation ; sous l’hypothe`se que Dr a la dimension attendue, ils entraˆınent la conjecture
lorsque X est une varie´te´ torique ou abe´lienne, ou lorsque r = min{e, f} − 1 , ou lorsque
e = f = r + 2 (cf. aussi [Ma], ou`, sous des hypothe`ses plus restrictives sur E et F , la
conjecture est montre´e avec les meˆmes me´thodes).
Corollaire 3.4.– On se place dans la situation du §1, avec X localement intersection
comple`te normale.
a) Si δ(r) ≥ 1 , l’application Pic0(ιr) est injective.
b) Si δ(r) ≥ 2 , l’application Pic(ιr) est injective et son conoyau est sans torsion ; si
de plus Dr est normale, Pic
0(ιr) est bijective.
c) Si Dr est normale, X non singulie`re en codimension 2 , et δ(r) ≥ 3 ,
• si Dr−1 est vide et 0 < r < e , on a Pic(Dr) ≃ Pic(X)⊕ Z[det(K)] ;
• si Dr−1 n’est pas vide ou si r = 0 , l’application Pic(ιr) est bijective.
De´monstration. Les points a) et b), ainsi que le deuxie`me cas du point c), de´coulent de
la proposition, du th. 2.2 et de la rem. 2.5. Pour le premier cas du point c), on applique
le raisonnement de la de´monstration de la proposition au diagramme commutatif a` lignes
exactes
H1(X,Z) → H1(X,OX) → Pic(X)⊕ Z → H
2(X,Z)⊕ Z → H2(X,OX)y H1(ιr ,Z) y H1(ιr ,O) y y y H2(ιr ,O)
H1(Dr,Z) → H
1(Dr,ODr) → Pic(Dr) → H
2(Dr,Z) → H
2(Dr,ODr)
Ceci de´montre le corollaire.
Ce re´sultat est bien suˆr a` rapprocher du the´ore`me de Lefschetz de Grothendieck
([G2], Exp. XII, cor. 3.6) qui de´montre le point c) dans le cas e = f = 1 et r = 0 , en toute
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caracte´ristique (moyennant une hypothe`se d’annulation de certains groupes de cohomologie
qui de´coule du the´ore`me de Kodaira en caracte´ristique 0 et pour X lisse) et sans hypothe`se
sur les singularite´s de D0 . La me´thode de Grothendieck semble difficile a` ge´ne´raliser,
meˆme dans le cas E trivial (et F ample) ; on aurait en effet besoin de l’annulation des
groupes de cohomologie Hi(X, SkF∗) pour i = 1, 2 et k > 0 , alors que seuls les groupes
Hi(X, SkF∗ ⊗ det(F∗)) sont nuls en ge´ne´ral.
Exemple 3.5. Soient C une courbe projective lisse de genre g et d un entier ve´rifiant
3 ≤ d ≤ g − 1 . Si C n’a pas de g1d , on a Pic(Wd(C)) ≃ Pic(JC)⊕ Z[Wd−1(C)] . Si C a
un g1d , la restriction Pic(JC)→ Pic(Wd(C)) est bijective par le cor. 3.4. Si C n’est pas
hyperelliptique, cela entraˆıne que pour tout point x de C , le diviseur de Weil Wd−1(C) + x
de Wd(C) n’est pas Q -Cartier : en effet, si π : C
(d) →Wd(C) est l’application d’Abel-
Jacobi, aucun multiple non nul de π−1(Wd−1(C) + x) = C
d−1 + x n’est dans π∗ Pic(JC) .
En revanche, si C est hyperelliptique d’involution associe´e τ , que Θ est un diviseur theˆta
convenable sur JC , et que τ(x) 6= x , on a
(Θ + x− τx) ·Wd(C) = (g − d+ 1)
(
Wd−1(C) + x
)
.
En particulier, Wd−1(C) + x n’est pas de Cartier dans Wd(C) (puisque Θ n’est pas
divisible dans Pic(JC) ), mais est Q -Cartier.
II. Lieux de de´ge´ne´rescence antisyme´triques
4. Le re´sultat de Tu
Soit X une varie´te´ complexe projective irre´ductible. Soient L un fibre´ en droites et E
un fibre´ vectoriel de rang e sur X muni d’une forme antisyme´trique u : E⊗ E→ L , c’est-a`-
dire d’une section de ∧2E∗ ⊗ L , ou encore d’un morphisme antisyme´trique v : E→ E∗ ⊗ L .
On note
Ar = {x ∈ X | rg(ux) ≤ 2r}
et on pose α(r) = dim(X)−
(
e−2r
2
)
. La forme antisyme´trique ux est de rang ≤ 2r si et
seulement s’il existe un sous-espace isotrope de Ex de dimension e− r . On introduit donc
de nouveau le fibre´ en grassmanniennes π : G = G(e− r,E)→ X et le lieu de ses ze´ros Y de
la restriction ∧2E∗ ⊗ L→ ∧2S∗ ⊗ L . Le morphisme π induit par restriction un morphisme
π′ : Y→ Ar propre surjectif. En suivant la me´thode de [FL], Tu de´montre dans [T], p. 391 (il
fait l’hypothe`se que L est trivial, mais sa de´monstration marche en ge´ne´ral) que si ∧2E∗ ⊗ L
est ample, Hq(G Y,F) s’annule pour q ≥ dim(X) +
(
e
2
)
+ r . On en de´duit, comme dans le
§1, si X est localement intersection comple`te, Hp(G,Y;F) = 0 pour p ≤ α(r) . Notons ιr
l’injection de Ar dans X et ι celle de Y dans G . Dans le diagramme commutatif (ou` les
groupes de cohomologie sont a` coefficients dans F )
Hp(X)
Hp(π)
−−−→ Hp(G)
Hp(ιr)
y y Hp(ι)
Hp(Ar)
Hp(π′)
−−−→ Hp(Y) ,
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Hp(π) est injective ; pour p ≤ α(r) , le re´sultat de Tu montre que Hp(ι) l’est aussi, et il en
donc de meˆme de Hp(ιr) .
On suppose Ar−1 vide. On note c l’inverse dans H
•(Ar,Z) de la classe de Chern
totale du fibre´ vectoriel Ker(v)|Ar (on montrera dans la prop. 6.2 que c1, c3, c5, . . . sont dans
le sous-anneau ι∗rH
•(X,Z)[c2, c4, . . .] de H
•(Ar,Z) ). Puisque Ker(v) est de rang e− 2r , on
a ∆λ(c) = 0 si λe−2r+1 6= 0 . Enfin, si λ et µ sont des partitions, on notera λµ la partition
obtenue en re´arrangeant les parts de λ et de µ en ordre de´croissant.
The´ore`me 4.1.– Soit X une varie´te´ projective irre´ductible localement intersection comple`te.
Soient E un fibre´ vectoriel et L un fibre´ en droites sur X , avec ∧2E∗ ⊗ L ample, et
E→ E∗ ⊗ L un morphisme antisyme´trique. Supposons Ar−1 = ∅ ; l’application⊕
λ=(λ1,λ2,...)
r≥λ1≥λ2≥···≥0
Hp−4|λ|(X,F) −→ Hp(Ar,F)
∑
λ αλ 7−→
∑
λ∆λλ(c) · ι
∗
rαλ
est injective pour p ≤ α(r) , bijective pour p < α(r) .
De´monstration. On a
π′∗(
∑
λ
∆λλ(c) · ι
∗
rαλ) = ι
∗
(∑
λ
∆λλ(c) · π
∗αλ
)
;
l’application
∑
λ αλ 7→
∑
λ∆λλ(c) · π
∗αλ , a` valeurs dans H
•(G,F) , est injective, ι∗ est
injective pour p ≤ α(r) , donc aussi l’application du the´ore`me. On conclut avec le lemme
suivant, ou` les groupes de cohomologie sont a` valeurs dans F .
Lemme 4.2.– On a pour p < α(r)
∑
r≥λ1≥λ2≥···≥0
hp−4|λ|(X) = hp(Ar) .
De´monstration. Puisque Ar−1 est vide, π
′ : Y → Ar est le fibre´ en grassmanniennes
isotropes G0(r, ι∗rE/Ker(v)) . Notons
P(q) = {λ = (λ1, λ2, . . .) | r ≥ λ1 ≥ λ2 ≥ · · · ≥ 0 , |λ| = q}
et
S(q) = {µ = (µ1, . . . , µs) | r ≥ µ1 > · · · > µs > 0 , |µ| = q , s ≥ 0} .
On a l’e´galite´ (cf. (9.1))
hp(Y) =
∑
q≥0
hp−2q(Ar) Card(S(q)) .
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Proce´dant par re´currence sur p , on obtient
hp(Ar) = h
p(Y)−
∑
q>0
hp−2q(Ar) Card(S(q))
= hp(Y)−
∑
q>0, q′≥0
hp−2q−4q
′
(X)Card(S(q)) Card(P(q′)) .
On construit une bijection entre
⋃
q+2q′=q′′ S(q) ×P(q
′) et P(q′′) en associant a` un
couple (µ, λ) la partition λλµ , la bijection re´ciproque envoyant une partition de P(q′′) qui
s’e´crit (α1)
a1 · · · (αt)
at , avec r ≥ α1 > · · · > αt > 0 sur la partition stricte compose´e des αi
pour lesquels ai est impair et la partition (α1)
[a1/2] · · · (αt)
[at/2] . On en de´duit
hp(Ar) = h
p(Y)−
∑
q′′≥0
hp−2q
′′
(X)Card(P(q′′)) +
∑
q′≥0
hp−4q
′
(X)Card(P(q′))
= hp(Y)− hp(G) +
∑
q′≥0
hp−4q
′
(X)Card(P(q′))
ce qui, avec le re´sultat de Tu selon lequel hp(G) = hp(Y) , prouve le lemme.
Exemple. 4.3. Grassmanniennes de droites. Soient V un espace vectoriel de dimension
m et u : ∧2V∗ ⊗O → O(1) la forme antisyme´trique tautologique sur P ∧2 V ; le lieu A1
est l’image du plongement de Plu¨cker G = G(2,V) →֒ P ∧2 V (comparer avec 1.4) et il a la
dimension attendue. Le the´ore`me donne
Hp(G,Z) ≃
m−1⊕
s=0
∆(1)2s(c) ·H
p−4s(P ∧2 V,Z)
pour p < dim(G) . Le fibre´ vectoriel K = Ker(v) sur G s’inse`re dans une suite exacte
0→ K→ OG ⊗V
∗ → S(1)→ 0 ,
de sorte que c = 1/c(K) = c(S(1)) = 1 + σ1 + σ2 , avec σ1 = c1(OG(1)) et ∆(1)2s(c) ≡ σ
s
2
modulo σ21 . On obtient H
p(G,Z) = 0 pour p impair et
H2q(G,Z) ≃
⊕
0≤s≤q/2
σq−2s1 σ
4s
2 Z
pour 2q < dim(G) .
5. Un the´ore`me de Lefschetz
On a de nouveau un the´ore`me analogue au th. 2.2. Soit m un entier ; on de´finit
ε′(m) comme le reste de la division de m par 4 si m ≥ 4 , et comme m+ 1 si 0 ≤ m < 4 .
Rappelons que ιr de´signe l’injection de Ar dans X .
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The´ore`me 5.1.– Soit X une varie´te´ projective irre´ductible localement intersection comple`te.
Soient E un fibre´ vectoriel et L un fibre´ en droites sur X , avec ∧2E∗ ⊗ L ample, et
E→ E∗ ⊗ L un morphisme antisyme´trique. Supposons [m4 ] ≤ r et α(r − [
m
4 ]) ≥ ε
′(m) ;
l’application Hp(ιr,Z) est bijective pour p ≤ m .
De´monstration. Elle suit celle du th. 2.2 : on compare de nouveau les suites spectrales pour
π : G→ X et sa restriction π′ : Y → Ar . La fibre de π
′ au-dessus d’un point de Al Al−1
est la Grassmannienne LG des sous-espaces isotropes de dimension e− r d’un espace
vectoriel de dimension e muni d’une forme antisyme´trique de rang 2l , dont la cohomologie
est e´tudie´e dans le §8. Elle est en particulier nulle en degre´ impair. Les faisceaux Rqπ∗Z et
Rqπ′∗Z sont donc nuls pour q impair. De plus, il de´coule de la prop. 8.2 que la restriction
R2qπ∗Z→ R
2qπ′∗Z est surjective et que son noyau K2q est nul sur Ar−[ q2 ] . La de´monstration
proce`de par re´currence sur m ; on peut supposer e ≥ 2r + 2 , auquel cas on a les ine´galite´s
(5.2) α(t) ≥ α(t− s) + s(2s+ 3)
(5.3) ε′(t) + [
t
4
](2[
t
4
] + 3) > t .
Les e´tapes de la de´monstration sont les meˆmes que celles du th. 2.2.
Premier pas. Supposons 0 ≤ p < m et [ q2 ]− [
p
4 ] ≤ r . On a
H0(K2q) = 0 si α(r − [
q
2
]) ≥ 0 ;
Hp+1(K2q) = 0 si α(r − [
q
2
]− [
p
4
]) ≥ ε′(p) .
On proce`de comme dans la de´monstration du th. 2.2. La seule chose a` ve´rifier est que
α(r − [ q2 ]− [
p
4 ]) ≥ ε
′(p) entraˆıne α(r − [ q2 ]) > p , mais cela de´coule de (5.2) et (5.3).
Deuxie`me pas. Supposons [m4 ] ≤ r et α(r − [
m
4 ]) ≥ ε
′(m) . L’application naturelle
ιp,q∞ :
πEp,q∞ →
π′Ep,q∞ est injective lorsque p < m et p+ q ≤ m . D’autre part,
π′Em,0∞ ≃
π′Em,02 ≃ H
m(Ar,Z) .
On proce`de comme dans la de´monstration du th. 2.2. La seule chose a` ve´rifier est que
si p+ 2q ≤ m , l’hypothe`se α(r − [m4 ]) ≥ ε
′(m) entraˆıne α(r − [ q2 ]) ≥ 0 et, si p+ 2q < m ,
α(r − [
q
2
]− [
p
4
]) ≥ ε′(p) ;
si [ q
2
] + [ p
4
] < [m
4
] , cela de´coule de (5.2), et si [ q
2
] + [ p
4
] = [m
4
] , on a ε′(p) ≤ ε′(m) .
Conclusion. On conclut comme dans la de´monstration du th. 2.2, en ve´rifiant que si
p+ q ≤ m et α(r − [m4 ]) ≥ ε
′(m) , on a α(r) > m , ce qui re´sulte de (5.2) et (5.3).
Comme dans I, le cor. 3.2 entraˆıne que Hp(ιr,O) est injective pour p ≤ α(r) . Si
α(r − [ p
4
]) ≥ ε′(p) et que Ar est non singulier en codimension p et a la dimension attendue,
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Hp(ιr,O) est bijective. C’est aussi le cas pour p < α(r) lorsque Dr est lisse et Dr−1 vide par
le th. 4.1. On peut conjecturer (comme dans [Ma], p. 415) que Hp(ιr,O) est bijective pour
p < α(r) (cf. [Ma], ou` cette conjecture est montre´e sous des hypothe`ses plus restrictives).
Corollaire 5.4.– On conserve les hypothe`ses du the´ore`me, et on suppose en outre X
normale.
a) Si α(r) ≥ 1 , l’application Pic0(ιr) est injective.
b) Si α(r) ≥ 2 , l’application Pic(ιr) est injective et son conoyau est sans torsion ; si
de plus Ar est normale, Pic
0(ιr) est bijective.
c) Si Ar est normale et X non singulie`re en codimension 2 , et si α(r) ≥ 3 ,
l’application Pic(ιr) est bijective.
III. Lieux de de´ge´ne´rescence orthogonaux
6. Un the´ore`me de Bertini
Soient X un sche´ma connexe et V un fibre´ vectoriel de rang 2n sur X muni d’une
forme quadratique non de´ge´ne´re´e a` valeurs dans un fibre´ en droites L . Soient E et F des
sous-fibre´s totalement isotropes maximaux de V . On conside`re les lieux
Or = { x ∈ X | dim(Ex ∩ Fx) ≥ r et dim(Ex ∩ Fx) ≡ r (mod 2) } .
On notera que la parite´ de dim(Ex ∩ Fx) reste constante ; en particulier, soit X = O
0
et O2r+1 = ∅ pour tout r , soit X = O1 et O2r = ∅ pour tout r . Le cas des lieux de
de´ge´ne´rescence antisyme´triques est un cas particulier de celui-ci : si v : E→ E∗ ⊗ L est un
morphisme antisyme´trique, on munit le fibre´ V = E⊕ (E∗ ⊗ L) de la forme quadratique de
matrice
(
0 1
1 0
)
a` valeurs dans L . Les sous-fibre´s E⊕ {0} et Im(IdE, v) sont totalement
isotropes maximaux et Ar = O
e−2r .
La 〈〈 codimension attendue 〉〉 de Or est
(
r
2
)
. On aimerait obtenir des re´sultats ana-
logues a` ceux du § 4. Commenc¸ons par la connexite´ (dans le cas des lieux de de´ge´ne´rescence
antisyme´triques, on notera que l’hypothe`se 〈〈 E∗ ⊗ E∗ ⊗ L ample 〉〉 de la proposition ci-
dessous est plus forte que l’hypothe`se 〈〈 ∧2E∗ ⊗ L ample 〉〉 du re´sultat de Tu).
Proposition 6.1.– Dans la situation ci-dessus, on suppose de plus que X est d-connexe,
que E∗ ⊗ F∗ ⊗ L est ample, et que X = Ok . Pour tout r ≥ k avec r − k pair, Or est
(d−
(
r
2
)
+
(
k
2
)
)-connexe.
En particulier, si X est irre´ductible de dimension >
(
r
2
)
, le lieu Or est connexe.
De´monstration. La de´monstration est inspire´e de [B]. Il suffit de traiter le cas r = k + 2 .
Comme Ex ∩ Fx est le noyau en x de la compose´e u : E ⊂ V→ V/F ≃ F
∗ ⊗ L , on a
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Or = Dn−r(u) = Dn−r+1(u) , puisque la parite´ de dim(Ex ∩ Fx) est celle de r . On a
X = Dn−r+2(u) ; la proposition 1.5 entraˆıne alors que O
r est
d− (r − 1)2 + (r − 2)2 = d− 2r + 3 = d−
(
r
2
)
+
(
r − 2
2
)
connexe.
Dans tout ce qui suit, on suppose Or+2 = ∅ et on note ιr l’injection de O
r dans X ;
sur Or , on a une suite exacte de fibre´s vectoriels
0 −→ K −→ ι∗rE −→ ι
∗
rF
∗ ⊗ ι∗rL −→ K
∗ ⊗ ι∗rL −→ 0 ,
ou` K est de rang r . En particulier, det(K)⊗2 est isomorphe a` ι∗r(det(E)⊗ det(F)⊗ (L
∗)⊗r) .
Nous allons voir que det(K) est en fait de´ja` dans ι∗r Pic(X) en e´tudiant plus ge´ne´ralement
la classe 1/c(K) =
∑
ci ∈ H
•(Or,Z) qui apparaˆıt dans (1.3).
Proposition 6.2.– Tous les ci sont dans le sous-anneau ι
∗
rA
•(X)[c2, c4, . . .] de A
•(Or) .
De´monstration. On peut supposer, par le principe de scindage de [F], §2, que tous les fibre´s
en pre´sence sont sommes directes de fibre´s en droites, et enfin, en raisonnant comme dans
loc.cit. p. 257, que X est un produit d’espaces projectifs. On a
cm(E/K) =
m∑
i=0
ci(E)cm−i , cm(F/K) =
m∑
i=0
ci(F)cm−i et F/K ≃ (E/K)
∗ ⊗ L .
Si m est un entier impair, on a les congruences suivantes modulo A•(X)[c1, . . . , cm−1] :
cm ≡ cm(F/K) = cm((E/K)
∗ ⊗ L) ≡ cm((E/K)
∗) = −cm(E/K) ≡ −cm ,
c’est-a`-dire cm ≡ 0 puisque A
•(X) est sans torsion. La proposition s’en de´duit par
re´currence.
Remarques 6.3. 1) Si L est trivial, on peut montrer que pour tout entier m impair, on
a dans Am(Or) l’e´galite´
∑m
i=0 ι
∗
rdi · cm−i = 0 , ou` les di ∈ A
i(X) (avec d0 = 1) sont les
classes introduites dans [EG].
2) Supposons X = O0 . Localement, on peut repre´senter le morphisme associe´
u : E →֒ V→ V/F ≃ F∗ ⊗ L par une matrice antisyme´trique dont le pfaffien de´finit le di-
viseur de Cartier O2 . Sur O2s , on a det(K) ≃ L⊗s ⊗OO2s(−O
2) .
Toujours sous l’hypothe`se E∗ ⊗ F∗ ⊗ L ample, on aimerait savoir de´terminer Hp(Or,Z)
pour p < dim(X)−
(
r
2
)
par une formule analogue a` celle du th. 4.1 lorsque X est locale-
ment intersection comple`te. Je ne sais montrer qu’un cas tre`s particulier, sous des hypothe`ses
plus fortes (on aimerait remplacer l’hypothe`se de 1) par p < dim(X)− 6 et celle de 2) par
p < dim(X)− 3 ).
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Proposition 6.4.– Soient X un sche´ma connexe localement intersection comple`te et V un
fibre´ vectoriel de rang 2n sur X muni d’une forme quadratique non de´ge´ne´re´e a` valeurs
dans un fibre´ en droites L . Soient E et F des sous-fibre´s totalement isotropes maximaux
de V . On suppose E∗ ⊗ F∗ ⊗ L ample.
1) Supposons X = O0 et O6 = ∅ . Soit p un entier < dim(X)− 9 ; on a
Hp(O4,Z) ≃ ι∗4H
p(X,Z) si p ≤ 3 ;
Hp(O4,Z) ≃ ι∗4H
p(X,Z)⊕ Zc2 si p = 4 .
2) Supposons X = O1 et O5 = ∅ . Soit p un entier < dim(X)− 4 ; on a
Hp(O3,Z) ≃ ι∗3H
p(X,Z) si p ≤ 3 ;
Hp(O3,Z) ≃ ι∗3H
p(X,Z)⊕ Zc2 si p = 4 .
De´monstration. Pour montrer 1), faisons la construction (1.1) avec le morphisme E →֒ V→ V/F ≃ F∗ ⊗ L
et r = n− 3 . Notant S le fibre´ tautologique de rang 3 sur G et σ = 1/c(S) , on a
Hp(G,Z) ≃ π∗Hp(X,Z)⊕ σ1π
∗Hp−2(X,Z) si p ≤ 3 ;
H4(G,Z) ≃ π∗H4(X,Z)⊕ σ1π
∗H2(X,Z)⊕ σ2π
∗H0(X,Z)⊕ (σ21 − σ2)π
∗H0(X,Z) .
Puisque Dn−5 est vide, le sche´ma Y est un fibre´ en P
3 au-dessus de O4 = Dn−4 ,
d’ou`
Hp(Y,Z) ≃ π′∗Hp(O4,Z)⊕ hπ′∗Hp−2(O4,Z) si p ≤ 3 ;
H4(Y,Z) ≃ π′∗H4(O4,Z)⊕ hπ′∗H2(O4,Z)⊕ h2π′∗H0(O4,Z) ,
ou` h = c1(OY(1)) . On a sur Y une suite exacte
0 −→ S|Y −→ π
′∗K −→ OY(1) −→ 0
d’ou` σ|Y = (1 + h)π
′∗c et, par la prop. 6.2, σ1|Y ≡ h et σ2|Y ≡ π
′∗c2 modulo π
′∗ι∗4H
•(X,Z) .
Lorsque p < δ(n− 3) = dim(X)− 9 , le re´sultat de Fulton et Lazarsfeld du § 1 entraˆıne
Hp(G,Z) ≃ Hp(Y,Z) . On en de´duit 1), et 2) se montre de fac¸on analogue.
IV. Cohomologie des grassmanniennes isotropes
Soit V un espace vectoriel complexe de dimension n muni d’une forme antisyme´trique
de rang 2r . On note LG(d,V; 2r) , ou simplement LG , la grassmannienne des sous-espaces
vectoriels isotropes de V de dimension d et S le sous-fibre´ tautologique de rang d sur LG .
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7. Cas ou` la forme antisyme´trique est non de´ge´ne´re´e (n = 2r )
L’anneau de cohomologie de LG est de´crit dans [PR1], th. 1.4 : si x1, . . . , xd sont
les racines de Chern de S et h0, h1, h2, . . . les fonctions syme´triques homoge`nes comple`tes
de´finies par la se´rie ge´ne´ratrice
∑
j≥0
hjt
j =
d∏
i=1
(1− txi)
−1 ,
on a
H2•(LG(d,V),Z) ≃ Z[x1, . . . , xd]
Sd/(hj(x
2
1, . . . , x
2
d), j > r − d) .
Cela signifie que H2•(LG(d,V),Z) est l’alge`bre engendre´e par c1(S), . . . , cd(S) , avec
la relation
1
c(S)c(S∗)
= 0 en degre´ ≥ 2(r − d+ 1) ,
qui provient du fait que le fibre´ S⊥/S est de rang 2(r − d) .
(7.1) On a d’autre part
H2•(G(d,V),Z) ≃ Z[x1, . . . , xd]
Sd/(hj(x1, . . . , xd), j > 2r − d) ,
de sorte que la restriction
H2p(G(d,V),Z)→ H2p(LG(d,V),Z)
est surjective pour tout p et bijective pour p ≤ 2(r − d) + 1 (et pour tout p si d ≤ 1 !),
tandis que les groupes de cohomologie d’ordre impair sont tous nuls.
8. Cas ge´ne´ral
On note k = n− 2r la dimension du noyau K de la forme antisyme´trique. On choisit
un drapeau
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = V
de fac¸on que Vk = K et Vn−j = V
⊥
k+j pour 0 ≤ j ≤ r , auquel est associe´ un groupe
unipotent Γ qui agit sur LG de fac¸on que les orbites soient ceux des sous-ensembles suivants
qui ne sont pas vides :
Oc = {Λ ∈ LG | dim(Λ ∩Vj) = cj pour j = 1, . . . , n}
ou` c = (c1, . . . , cn) est une suite croissante d’entiers positifs. On a une surjection
πc : Oc1,...,cn −→ Ock+1−ck,...,cn−ck
Λ 7−→ (Λ + K)/K
ou` l’orbite de droite est dans LG(d− ck,V/K) , et de nouveau une surjection de π
−1
c
(Λ0)
sur l’orbite Oc1,...,ck dans la grassmannienne usuelle G(ck,K) , dont la fibre en Λ1 s’identifie
a` Hom(K/Λ1,Λ0) . On en de´duit
(8.1) dimOc = dimOck+1−ck,...,cn−ck + dimOc1,...,ck + (k − ck)(d− ck) .
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Posons, pour tout entier p ≥ 0 ,
LGp =
⋃
dimOc≤p
Oc .
Chaque Oc est stable par Γ ; c’est donc une re´union d’orbites qui est contenue dans
Oc ∪ LGdimOc−1 . Il s’ensuit que chaque LGp est ferme´ ; d’autre part, le groupe Γ e´tant
unipotent, les orbites sont des espaces affines. On obtient ainsi une de´composition cellulaire
de LG au sens de [RX], p. 223. Les groupes d’homologie de LG d’ordre impair sont donc
nuls, l’application classe de cycles A•(LG)→ H2•(LG,Z) est un isomorphisme et le groupe
de Chow de LG est abe´lien libre engendre´ par les classes des adhe´rences des orbites (loc.cit.,
cor., p. 223). Cela entraˆıne, graˆce a` la formule (8.1),
Ap(LG) =
c=min(d,k)⊕
c=max(0,d−r)
⊕
p′+p′′=p−(k−c)(d−c)
(
Ap′(G(c,K))⊕Ap′′(LG(d− c,V/K))
)
.
On peut de´crire le groupe de Chow de G = G(d,V) de fac¸on analogue. Il de´coule de
(7.1) que l’application
ρ : A•(LG) −→ A•(G)
est surjective ; elle est injective en degre´ p si
Ap′′(LG(d− c,V/K; 2r))→ Ap′′(G(d− c,V/K))
l’est pour tout c compris entre max(0, d− r) et min(d, k) et tout p′′ ≤ p− (k − c)(d− c)
c’est-a`-dire, par loc.cit., pour
p ≤ min
max(0,d−r)≤c≤min(d−2,k)
((k − c)(d− c) + 2(r − d+ c) + 1)
c’est-a`-dire, apre`s un petit calcul :
Proposition 8.2.– La restriction H2p(G(d,V),Z)→ H2p(LG(d,V; 2r),Z) est surjective
pour tout p , injective pour p ≤ 2(dimV − d− r) + 1 .
9. Cas relatif
On a vu que la cohomologie de LG(d,V; 2r) est le groupe abe´lien libre dont les
ge´ne´rateurs sont les adhe´rences des orbites non vides de Γ . Pour chaque suite c , posons
λj = min{i | ci = j} . Par [P], pp. 173–175, l’orbite Oc n’est pas vide si et seulement si
1 ≤ λ1 < λ2 < · · · < λck ≤ k < λck+1 < · · · < λd ≤ n
et λi − k + λj − k 6= 2r + 1 pour ck < i ≤ j ≤ d .
Dans le cas d = r = n/2 , on obtient une bijection en associant a` chaque ge´ne´rateur
[Oc] la suite 0 < λ1 < λ2 < · · · < λs ≤ r (ou` s = max{j | λj ≤ r} ), ou encore la partition
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stricte µ = (µ1, . . . , µs) de r , ou` µj = r + 1− λj ; la codimension de Oc dans LG est |µ|
([P], p. 177). Lorsque s = 1 , on obtient la varie´te´ de Schubert spe´ciale
{Λ ∈ LG | Λ ∩ V2r+1−µ1 6= 0}
dont la classe est cµ1(S
∗) . Pour chaque partition stricte µ de r , il existe un polynoˆme Q˜µ
a` coefficients entiers (de´fini p. 21 de [PR2]), tel que [Oc] = Q˜µ(c(S
∗)) .
(9.1) On se donne maintenant un sche´ma X , un fibre´ en droites L sur X et un fibre´
vectoriel E de rang 2r sur X muni une forme antisyme´trique non de´ge´ne´re´e sur E a`
valeurs dans L . On note LG(r,E) la grassmannienne relative des sous-espaces vectoriels
isotropes maximaux des fibres de E et S le sous-fibre´ tautologique de rang r sur LG(r,E) .
L’application
⊕
µ=(µ1,...,µs)
m≥µ1>···>µs>0
Hp−2|µ|(X,Z) −→ Hp(LG(r,E),Z)
∑
µ αµ 7−→
∑
µ Q˜µ(c(S
∗)) · π∗αµ
est bijective ([PR2], dernier paragraphe de la p. 22, ou [F], pp. 255–256).
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