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El presente proyecto consiste en diseñar e implementar una infraestructura 
Hiperconvergente en una institución Hospitalaria publica del Perú de sede en Lima 
utilizando equipos de tecnología de última generación, superando los problemas 
encontrados y alcanzando los objetivos trazados. Se diseñó una arquitectura 
hiperconvergente con alta disponibilidad y tolerancia a fallos.  
En el capítulo 1,se aborda la infraestructura actual con la que cuenta la institución, se 
evalúa los problemas encontrados para dar paso al marco problemático que ha 
incentivado la ejecución de este proyecto, objetivos que se desean alcanzar al final del 
proyecto, alcances, limitaciones del proyecto, justificación, los antecedentes de las 
infraestructuras hyperconvergentes y trabajos relacionados. 
El capitulo 2 esta conformado por el marco teórico en el cual describiremos los diversos 
conceptos necesarios y un pequeño estudio de metodologias para proyectos de redes 
donde se buscara dar solución al marco problemático encontrado en el primer capitulo. 
Entre estas tecnologías tenemos la hiperconvergencia, entre otros. 
El capitulo 3 se procedera a desarrollar e implemnetar el proyecto  mediante la 
metodologia DEPM2 de Dell y sus diferentes fases, esta metodologia se ajusta  a la 
necesidades del proyecto.  
En el capítulo 4, se culmina demostrando los resultados adquiridos, validando que los 
objetivos se cumplieron, la inversión del proyecto, el análisis de los costos y beneficios 
del  
En las conclusiones, se observa que la infraesttructura hiperconvergente cumple con los 
objetivos planteados, permitiendo mejorar satisfactoriamente el rendimiento, 
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El presente proyecto propone la implementación de una infraestructura hiperconvergente 
para mejorar la infraestructura de TI actual del centro de datos de un hospital público. Este 
hospital público presenta problemas en la disponibilidad de los servicios  informáticos, 
donde estos problemas se generan por la antigüedad del equipamiento informático que los 
aloja; este tipo de equipamiento  genera altos costos de operación y complejidad de 
administración. 
En este proyecto se realizará la implementación de esta infraestructura hiperconvergente 
que permitirá mejorar el rendimiento y la disponibilidad de todos los servicios informático. 
Además, reducirá los costos de operación del centro de datos al reducir la cantidad de 
equipamiento tecnológico. 
Para el desarrollo e implementación del proyecto se tomó como referencia las etapas 
brindadas por la metodología DEPM2 de DELL. Adicionalmente se utilizarán Withe Paper 
publicados por la Corporación Internacional de Datos (IDC) para ver el estado del  arte de  
las soluciones hiperconvergentes en el mercado actual y como estas brindaros resultados 






















1.1. Definición del Problema 
 
En el hospital público existe problemas de caídas en la infraestructura de hardware 
tradicional y convergente  en su centro de datos implementado en el año 2012.Esta 
infraestructura está comprendida por servidores dedicados, switches de networking, 
switches de fibra canal, unidades de almacenamiento dedicado y backup de  cinta.  Las 
fallas de los diversos componentes de hardware y software de la infraestructura se 
presentan de manera aleatoria y constante, esto ocasiona la interrupción del trabajo del 
personal administrativo y hospitalario, que se ve reflejado luego en el incremento del tiempo 
de atención al paciente y usuario final. 
La falta de implementación de nuevos proyectos informáticos se debe a la carencia de 
recursos de hardware y software en el procesamiento y almacenamiento de información. 
No  se realizó compra de equipamiento  informático del centro de datos desde el año 2012  
y la compra de componentes de hardware de la infraestructura actual no es la adecuada al 
ser una tecnología dada de baja por el propio fabricante, esto genera costos demasiado 
elevados en la adquisición, puesta en marcha y operatividad del centro de datos. 
Se observa mediante elaboración del árbol de problemas, las causa y efectos que se 





Figura 1.1 Árbol de problemas 
 
Fuente: Elaboración propia 


















Fuente:  elaboración propia 
PROBLEMA 
Caídas de la infraestructura tecnológica del centro de datos que alberga los servicios 
informáticos de un hospital público. 
CAUSAS EFECTOS 
1. Infraestructura tecnológica desfasada, 
agotamiento de recursos de hardware y la 
falta de mantenimientos preventivos y 
correctivos. 
1. Inestabilidad en el funcionamiento y 
disponibilidad de la infraestructura tecnológica 
de hardware y software. 
2. Uso de diferentes herramientas y 
plataformas de administración de toda la 
infraestructura tecnológica de hardware y 
software 
 
2. Silos de infraestructura tecnología  que 
elevan la complejidad y el tiempo 
implementación y administración. 
3. Adquisición de equipamiento, 
mantenimientos, soporte de fabricante, 
consumo de energía,  enfriamiento  a precisión 
y espacios físicos del centro de datos. 
3. Costos elevados de operación  de 
infraestructura tradicional y convergente en el 





1.1.1. Descripción del Problema 
 
La problemática gira en torno a la infraestructura tecnológica que alberga los servicios 
informáticos de un hospital público, los mismos que se describen a continuación: 
 Una infraestructura tecnológica desfasada por el constante desarrollo  tecnológico 
de los  equipamientos informáticos que  se encargan del procesamiento y 
almacenamiento de información; el agotamiento de los recursos de hardware al no 
realizarse adquisición de equipamiento informático para el centro de datos y la falta 
de mantenimientos preventivos y correctivos anuales causan inestabilidad en la 
disponibilidad y rendimiento de la infraestructura tecnológica de servidores del 
centro de datos. 
Problema específico: baja disponibilidad y rendimiento de la infraestructura de 
 
servidores del centro de datos. 
 
 
 El uso de diferente hardware en la infraestructura tradicional y convergente, genera 
el uso de muchas herramientas y plataformas  de administración de toda la 
infraestructura tecnológica creando silos de infraestructura tecnología  que  elevan 
la complejidad, tiempo de implementación y administración de las máquinas 
virtuales, espacios de almacenamiento, networking y otros. 




 Para seguir trabajando con la infraestructura tradicional y convergente requiere la 
adquisición de accesorios (repuestos y piezas), planes de mantenimientos, soporte 
de fabricante, consumos de energía, enfriamiento a precisión y amplios espacios 
físicos que generan costos elevados de operación del equipamiento informático del 
centro de datos. 
Problema Específico: Costos elevados de operación de equipamiento informático 
 




Concluimos con la siguiente pregunta relacionada al problema general 
 
¿Qué efecto tendrá la implementación de una infraestructura hiperconvergente  en relación 
a las caídas de los servicios informáticos de un Hospital Público? 
1.2. Definición de objetivos 
 
1.2.1. Objetivo general 
 
Implementar una infraestructura Hiperconvergente que permita evitar la caída de los 
servicios informáticos. 
1.2.2. Objetivos específicos 
 
Desplegar una solución hiperconvergente permitirá a la institución llegar a los siguientes 
objetivos específicos: 
 Conseguir alta disponibilidad y mejor rendimiento de los servicios informáticos 
mediante la migración de toda la infraestructura tradicional y convergente a una 
infraestructura hiperconvergente. 
 Eliminar los silos de infraestructura unificando  todo en un único entorno 
hiperconvergente que permitirá un despliegue inicial más rápido y fácil. 
 Reducir los costos de los  gastos de operación al reducir la cantidad de 
 
equipamiento tecnológico del centro de datos. 
 
1.3. Alcances y limitaciones 
 
A continuación, se detallará cuáles son los alcances y limitaciones del proyecto, es decir, 
hasta donde va ser la frontera del proyecto. 
1.3.1. Alcances 
 
Este proyecto tiene como alcance la puesta en marcha de una infraestructura que 
mantenga un centro de datos ágil y eficiente. Los aspectos puntuales que comprende este 




infraestructura hiperconvergente que albergara todos los servicios informáticos del Instituto 
Nacional de Salud del niño. 
 El proyecto solo contempla la migración de 07 servidores dedicados y 33 máquinas 
virtuales, dando solo de baja a la infraestructura tradicional  y convergente  que 
comprenden servidores dedicados, equipos de almacenamiento, equipo de backup de 
cintas y switches de fibra canal. 
 Este proyecto solo eliminara los silos infraestructura tradicional y convergente que 
comprenden servidores dedicados, equipos de almacenamiento, equipo de backup de 
cintas y switches de fibra canal del centro de datos. 
 Este proyecto solo reducirá costos operativos de la infraestructura tradicional  y 
convergente que  comprenden espacios físicos, energía, enfriamiento,  servidores 
dedicados, equipos de almacenamiento, equipo de backup de cintas y switches de fibra 
canal del centro de datos. 
1.3.2. Limitaciones 
 
 Por falta de presupuesto, el proyecto no incluye el diseño e implementación de un 
sistema hiperconvergente redundante o hibrido que permita alojar servicios en otro 
centro de datos de contingencia o la nube. 
 El centro de datos con cuenta con ningún TIER. 
 
 Por falta de presupuesto no se trabajó con hipervisor VMware. 
 
 No se cuenta con documentación de las conexiones del centro de datos 
 




El Hospital tiene muchos problemas en sus servicios informáticos, para poder solucionar 
todos esos problemas debemos adaptar su centro de datos con la tecnología actual para 




Un centro de datos bien estructurado, beneficiara a los usuarios y trabajadores de la 
Institución brindándoles mayor disponibilidad, confiabilidad, flexibilidad, velocidad  y 
productividad. 
El diseño e implementación propuesta para esta solución está de acuerdo a las 
necesidades de crecimiento tecnológico de la institución, con la oportunidad de incorporar 
en el futuro nuevos servicios que la tecnología ofrece. 
1.4.1. Económica 
 
Al implementar el proyecto de infraestructura hiperconvergente se busca reducir los gastos 
realizados en: 
Costos de la electricidad y la refrigeración: Se eliminará equipamiento del centro de 
datos, causando una grande reducción en los costos. Menos equipo se traduce en menos 
potencia, menos calor generado, lo que conduce a menores costos directos en el lado 
operativo del presupuesto. 
Costos de mantenimiento reducidos: Se cuenta con pedidos de mantenimientos anuales 
en todo el centro de datos y por lo costoso que resulta ejecutarlos, la institución no brinda  
el presupuesto necesario. La infraestructura hiperconvergente  tiene  el potencial  de 
transformar las operaciones de TI, incluido el presupuesto operativo. 
Esfuerzos del personal redirigido: Menos equipamiento tecnológico en el centro de datos 
para administrar significa que el mismo o incluso menos personal puede administrarlo. En 
una infraestructura hiperconvergente se necesitan un menor conjunto  de habilidades 
discretas. 
Capacitación: La reducción de carga de trabajo de la administración de la infraestructura 







La implementación de una solución hiperconvergente permite reducir la huella de carbono 
del centro de datos al realizar menos consumo de energía eléctrica, uso de espacios y 
menos uso del sistema de refrigeración. 
1.4.3. Tecnológica 
 
La implementación de la solución hiperconvergente causa un impacto tecnológico ya que 
se llega a un mejoramiento de la infraestructura del centro de datos del hospital público y 
esto conlleva a que los servicios informáticos estén siempre disponibles al usuario final y 
personal administrativo. 
1.5. Estado del Arte 
 
 
La hiperconvergencia ha entrado con fuerza en el mercado tecnológico, según estudios 
realizados, el 20%  de aplicaciones  de misión crítica, actualmente desplegadas en 
estructuras tradicionales o convergentes, para el año 2020 estarán ejecutándose sobre 
alguna arquitectura hiperconvergente existente en el mercado. 
 
Se revisaron antecedentes de los proveedores de hiperconvergencia que aparecen en el 
cuadrante mágico de Gartner. Gartner es una empresa consultora que una de las funciones 
más reconocidas es estudiar las soluciones de varios fabricantes y compararlas, estas son 










Se plantea a continuación revisar Withe Paper publicados por la Corporación Internacional 
de Datos (IDC) que es el primer proveedor mundial de inteligencia  de mercados, servicios 
de asesoría y eventos con más de 1100 analistas en todo el mundo. 
1.5.1. Dell 
 
Según IDC (octubre, 2018), indica en su Withe paper publicado “Ofreciendo una expansión 
comercial eficiente con HCI basada en VMware de Dell EMC”. 
IDC converso con organizaciones que tienen diversas cargas de trabajo con dispositivos 
hiperconvergentes definidos por el software de EMC de Dell, incluidos VxRail y VxRack 
SDDC (HCI basado en VMware de Dell EMC). Los que participaron del estudio informaron 
que la implementación de hiperconvergencia basada en VMware de Dell EMC ofrece una 
base de infraestructura rentable  y de alto  rendimiento para ejecutar  aplicaciones 




El análisis de IDC muestra que a través de su inversión en hiperconvergencia, estas 
organizaciones obtienen un valor significativo que IDC cuantifica a un valor promedio anual 
total de $ 5.33 millones por organización ($ 370,700 por cada 100 usuarios) en los 
siguientes enunciados: 
 Mejora en el rendimiento de las aplicaciones y ganar nuevos negocios 
 
 Hacer que la infraestructura de TI y los equipos de desarrollo de aplicaciones sean 
más eficientes y productivos con Infraestructuras informáticas más fiables y ágiles. 
 Reducir el impacto de las interrupciones relacionadas con la infraestructura en las 
operaciones comerciales 
 Optimización del hardware y otros costos asociados con la ejecución de 
aplicaciones en oficinas y sucursales 
1.5.2. HPE 
 
Según IDC (junio, 2017), indica en su Withe paper publicado “La hiperconvergencia de HPE 
SimpliVity impulsa la eficiencia operativa para beneficio de los clientes”. 
A principios de 2017, HPE adquirió SimpliVity y ahora ofrece sistemas hiperconvergentes 
HPE SimpliVity: soluciones completas de hardware y software que están diseñadas, 
construidas y respaldadas  por HPE. HPE SimpliVity 380  es una  plataforma de 
infraestructura hiperconvergente lista para ser usada. Las entrevistas a los clientes y la 
encuesta que realizo IDC fueron  antes de la adquisición de SimpliVity y antes del 
lanzamiento de HPE SimpliVity  380. La tecnología hiperconvergente HPE  SimpliVity 
permite a las organizaciones simplificar sus recursos de TI. (HPE, 2017) 
En las siguientes secciones se brinda información sobre una muestra de clientes de HPE 
SimpliVity que proviene de dos fuentes: 
 Una encuesta de IDC en Internet a 135 usuarios finales que han comprado e 




encuesta fueron completados durante  los dos primeros meses de 2016 por 
empresas ubicadas en las principales regiones del mundo. 
 Exhaustivas entrevistas telefónicas a tres clientes que están usando HPE SimpliVity 
en entornos de producción. Cada entrevista, de una hora de duración, fue realizada 
por IDC en febrero de 2016. 





En la figura 1.3 se indica cuán generalizado es el uso de las soluciones hiperconvergentes 
HPE SimpliVity entre las cargas de trabajo de producción. En promedio, los encuestados 
(clientes de HPE SimpliVity) están ejecutando el 66% de sus cargas de trabajo de 
producción en sistemas HPE SimpliVity. Esto supera al porcentaje mucho menor (25%) de 
las cargas de trabajo ejecutadas en los mismos sistemas tan solo 12 meses antes. El 25% 
del año anterior es lógico, dada la relativamente corta existencia de estos productos en el 
mercado. No obstante, el rápido salto a un 66% es una porción llamativa de cargas de 
trabajo de producción. Si observamos el tamaño de las empresas (no se muestra datos), 
vemos que los encuestados con menos empleados actualmente ejecutan una mayor parte 




de 500 empleados en este momento emplean sistemas HPE SimpliVity para el 81% de sus 
cargas de trabajo de producción, mientras que, en promedio, los encuestados con más de 
500 empleados ejecutan el 49% de sus cargas de trabajo de producción en estos sistemas. 
Se estima que el porcentaje medio de cargas de trabajo de producción de los clientes en 
sistemas HPE SimpliVity va a volver a aumentar en los próximos 12 meses, pero a un ritmo 
más moderado (el 73% del total): 
1.5.3. Nutanix 
 
Según IDC (agosto, 2017), indica en su Withe paper publicado “Nutanix ofrece un valor 
sólido como plataforma escalable, eficiente y rentable para aplicaciones empresariales ¨. 
IDC entrevistó a 11 organizaciones acerca de sus experiencias al ejecutar varias cargas 
de trabajo empresariales en las soluciones de la Plataforma empresarial de Nutanix. 
Estas entrevistas revelaron que los participantes del estudio se están dando cuenta de un 
valor significativo con Nutanix como una plataforma de TI rentable,  eficiente y habilitadora 
de negocios basada en infraestructura hiperconvergente. (NUTANIX, 2017) 
IDC calcula que los participantes del estudio obtendrán beneficios anuales promedio de $ 
4,24 millones por organización ($ 51,077 por cada 100 usuarios), lo que daría como 
resultado el retorno de inversión (ROI) al quinto año de 534%, porque Nutanix: 
 Sirve como una plataforma de TI rentable. 
 Requiere menos tiempo del personal de TI para implementar, administrar y dar 
soporte. 
 Proporciona una plataforma de TI ágil, escalable y de alto rendimiento. 
 






Según IDC (agosto, 2017), indica en su Withe paper publicado “Valor empresarial de 
rendimiento y agilidad mejorados con Cisco HyperFlex.” 
HyperFlex de Cisco, evoluciono a una plataforma crítica para modernizar la infraestructura 
tecnológica del centro de datos, gracias a su capacidad para: 
 Contraer los silos de los sistemas de  almacenamiento, cómputo y administración 
en un grupo de servidores x86 que  pueden implementarse, administrarse y 
admitirse como un solo sistema. 
 Apoyar la transformación de la organización de TI mediante la consolidación de  
roles que se centran en la virtualización, el cómputo y el almacenamiento a nivel 
general. 
 Reduzca la necesidad de implementar diferentes tipos de  infraestructura en silos 
de infraestructura dentro del centro de datos, donde también se incluye la eficiencia 
de los datos y las soluciones de protección de datos. 
IDC habló con las organizaciones sobre sus experiencias al ejecutar varias cargas de 
trabajo empresariales en la plataforma hiperconvergente Cisco HyperFlex. Estas 
organizaciones informaron que Cisco HyperFlex proporciona el rendimiento  y la  agilidad 
que necesitan para satisfacer mejor la demanda empresarial al tiempo que ofrece una 
plataforma de infraestructura escalable y rentable. (CISCO, 2017) 
Estos beneficios operativos y de costos se traducen en un valor sólido para los participantes 
del estudio, cuyos proyectos IDC tendrán un valor de $ 58,600 por cada 100 usuarios ($ 
1.98 millones por organización) por año, a través de lo siguiente: 
 
 El sólido desempeño y la escalabilidad impulsan una mayor productividad de los 




 Se reducirá en las interrupciones no planificadas su frecuencia y durabilidad, esto 
significa menos interrupciones de negocios que afectan a los usuarios de las 
aplicaciones y las operaciones comerciales. 
 La facilidad  de administración y la agilidad proporcionan eficiencias para la 
infraestructura de TI, el soporte de TI y los equipos de desarrollo de aplicaciones. 
 La consolidación de la infraestructura, el alto  rendimiento  y la facilidad  de 





























2.1. Fundamento teórico 
 
2.1.1. Metodologías para proyectos de redes 
 
La ejecución de proyectos de redes y en general se basa en una metodología  para reducir 
el nivel de problemas y riesgos que se presentan cuando se busca alcanzar un objetivo 
determinado. Al usar una  metodología se busca minimizar la aparición de posibles 
impactos; pero no se podrá garantizar el éxito del proyecto, ya que es imposible  cubrir 
todos los factores y variables que se presentan cuando se ejecuta un proyecto. Bajo esta 
premisa durante la ejecución de proyectos de redes se deben brindar diversos pasos y 
herramientas que aporten  a garantizar que se alcancen los  objetivos planteados y 
garantizar que cumplan los siguientes requisitos: 
 Ofrecer escalabilidad 
 
 Cumplir con diversas normativas y estándares. 
 




Realizaremos un estudio comparativo de las diversas metodologías para proyectos  de 
redes y analizaremos lo que posee cada una de estas que nos permitirá definir y establecer 
los alcances y objetivos que formarán parte de la metodología propuesta. 
2.1.1.1. Metodología TOP DOWN DE CISCO 
 
Esta metodología que se implementa cuan se empieza a diseñar el proyecto, esto permite 
cumplir con los objetivos del proyecto sin importar el nivel de dificultad con las que cuentan 
las aplicaciones y tecnologías existentes. La metodología se basa en comenzar sus 
acciones iniciando en la capa de aplicaciones del modelo OSI hasta la capa física, también 
busca adaptar toda la infraestructura tecnológica hacia los  requerimientos  de las 
aplicaciones actuales. 
 Analizar los requisitos: en esta fase, el analista de la red entrevista a los 
usuarios y al personal técnico para comprender los objetivos comerciales y 
técnicos de un sistema nuevo o mejorado. A continuación, se detalla la tarea de 
caracterizar la red existente, incluida la topología lógica y física y el rendimiento 
de la red. El último paso en esta fase es analizar el tráfico actual y futuro de la 
red, incluidos los flujos de tráfico y la carga, el comportamiento del protocolo y 
los requisitos de calidad de servicio (QoS). (Cisco,2011,p.31) 
 Desarrollar el diseño lógico: esta fase trata con una topología lógica para la 
 
red nueva o mejorada, el direccionamiento de la capa de  red,  la denominación  
y los protocolos de conmutación y enrutamiento. El diseño lógico  también 
incluye la planificación de la seguridad,  el diseño de la administración de la red  
y la investigación inicial sobre qué proveedores de servicios pueden cumplir c on 
los requisitos de acceso remoto y WAN. (Cisco,2011,p.31) 
 Desarrollar el diseño físico: durante la fase de diseño físico, se seleccionan 




investigación de los proveedores de servicios, que comenzó durante la fase de 
diseño lógico, debe completarse durante esta fase. (Cisco,2011,p.31) 
 Pruebe, optimice y documente el diseño: los pasos finales en el diseño de  
red descendente son escribir e implementar un plan de prueba, crear un 
prototipo o piloto, optimizar el diseño de la red y documentar su trabajo con una 
propuesta de diseño de red. (Cisco,2011,p.31). 
Figura 2.1 Diseño de Red y ciclo de implementación 
 
Fuente: Top-Down Network Design 
 
2.1.1.2. Metodología PPDIOO de Cisco 
 
La metodología PPDIOO define actividades mínimas requeridas  en la etapa de 
implementación, por tecnología y complejidad de red, que permitan la mejor forma la 
instalación y operación exitosamente las tecnologías Cisco. Su origen está basado  en  
el ciclo de vida PPDIOO que utiliza Cisco en la administración de infraestructura de 
networking. Con esta metodología se cumple los objetivos trazados como la reducción 




su vez mejora en agilidad para la implementación de cambios en la estructura de la red. 
El ciclo de vida PPDIOO de cisco contiene las siguientes fases: 
 Plan: Los requisitos de red se identifican en esta fase. Esta fase también incluye 
un análisis de las áreas donde se instalará la red y una identificación de los 
usuarios que necesitarán servicios de red. (Cisco Systems,2011,p.32) 
 Diseño: En esta fase, los diseñadores de la red realizan la mayor parte del 
diseño lógico y físico, de acuerdo con los requisitos recopilados durante la fase 
del plan. (Cisco Systems,2011,p.32) 
 Implementar: Una vez que  el diseño ha sido aprobado, comienza la 
 
implementación. La red está construida según las especificaciones de diseño. 
La implementación también sirve para verificar el diseño. (Cisco,2011,p.32) 
 Operar: La operación es la prueba final de la efectividad del diseño. La red se 
monitorea durante esta fase para detectar problemas de rendimiento  y fallas 
para proporcionar información en la fase de optimización del ciclo de vida de la 
red.(Cisco,2011,p.32) 
 Optimizar: la fase de optimización se basa en la administración proactiva de la 
red que identifica y resuelve los problemas antes de que  surjan interrupciones  
en la red. La fase de optimización puede llevar a un rediseño de la red si surgen 
demasiados problemas debido a errores de diseño o a medida que  el 
rendimiento de la red se degrada con el tiempo a medida que el uso real y las 
capacidades divergen.El rediseño también puede ser requerido cuando los 
requisitos cambian significativamente. (Cisco,2011,p.32) 
 Retirarse: cuando la red, o una parte de la red, esté desactualizada, podría 
retirarse de la producción. Aunque Retire no está incorporado en el nombre del 
ciclo de vida (PDIOO), no obstante, es una fase importante. La fase de jubilación 
se ajusta a la fase del plan. El ciclo de vida de PDIOO se repite a medida que 











Fuente: Top-Down Network Design 
 
2.1.1.3. Metodología DEPM2 de DELL 
 
La metodología de Gestión de Proyectos Globales (DEPM2) de Dell EMC es un enfoque 
patentado para ofrecer compromisos complejos de manera consultiva, receptiva y eficiente. 
DEPM2 se ha basado en la amplia experiencia interna  en proyectos realizados  dentro  de 
la industria tecnológica. 
Una característica única de DEPM2 es que se ha construido con la flexibilidad como un 
requisito básico. DEPM2 impulsa la necesidad de coherencia, para garantizar que se sigan 
las mejores prácticas de Dell EMC en Gestión  de proyectos. Este es un equilibrio 
importante que requiere experiencia para ser correcto y es algo que Dell EMC ha podido 





Figura 2.3 Fases de la metodología DEPM2 
 
Fuente: Dell EMCGlobal Project and Program Management Methodologies 
 
2.1.2. Elección de metodología 
 
Según las metodologías de red expuestas anteriormente, podemos concluir que TOP- 
DOWN y PPDIOO tienen como objetivo principal  apoyar  y mantener  la infraestructura de 
la red de datos mediante fases de diseño e implementación. PPDIOO solo brinda  un 
modelo de implementación cuando se realiza un cambio en la infraestructura de red de 
datos existente, ya sea a nivel de hardware o software, a su vez Top-Down solo es usada 
para proyectos en la fase de diseño. 
En cuanto lineamientos de gestión de proyectos y no de un producto, PPDIOO y TOP- 
DOWN no son adecuados, se puede resaltar que  estas metodologías presentan 
entregables, pero ninguno orientado a la gestión de proyectos, esto conlleva que estas 




Para el efecto se ha citado anteriormente la metodología DEPM2 que en si cumple los 
requisitos para gestionar proyectos mediante el desarrollo de todas sus fases. No se 
pretende exponer que DEPM2 sea la única opción,  pero para ejecución correcta del 
proyecto que desarrollaremos es la más adecuada por la experiencia ya planteada en el 
mercado tecnológico de la marca DELL. 
2.2. Marco conceptual 
 
2.2.1. Centro de datos definido por software 
 
Existen diversos conceptos de un centro de datos definido por software (SDDC).  El 
principal concepto hace referencia a una automatización y agrupación de los recursos y 
servicios del centro de datos, logrando que todas las funcionalidades y tecnologías de la 
información (TI) sean presentadas como servicios (ITaaS, Information Technologies as a 
Service). En un centro de datos definido por software, los  recursos de TI, como 
procesamiento, red, almacenamiento y seguridades, se virtualizan y se entregan como un 
servicio que ha sido adoptado por muchos proveedores de servicios de TI en la nube, como 
Amazon, Google, Syncplicity, entre otros. (Jhingran, 2015) 






2.2.1.1. Redes definidas por software 
 
Las redes definidas por software (SDN) contribuyen a que las organizaciones aceleren sus 
implementaciones y la distribución de las aplicaciones que reducen significativamente los 
gastos de TI mediante la automatización la carga de trabajo basado en políticas. SDN 
permite las arquitecturas de la nube mediante movilidad  y distribución de las aplicaciones  
de forma automatizada, a escala y a pedido. (CISCO, s.f) 
SDN aumenta los beneficios de la virtualización en los centros de datos y ayuda en temas 
como: 
 Convergen la administración de los servicios de red y aplicaciones en plataformas 
de coordinación centralizadas y ampliables. 
 Disminuir la carga de trabajo de los administradores de infraestructura tecnológica. 
 
 Proporcionan velocidad y agilidad al implementar nuevas aplicaciones y servicios 
empresariales. 
 Reducción de gastos operativos y operacionales 
 
 Reducción de la complejidad y aumento de la seguridad. 
 
 Aumentar la disponibilidad de aplicaciones. 
 
2.2.1.2. Almacenamiento definido por software 
 
El almacenamiento definido por software (SDS), el SDS se refiere a una práctica que 
resuelve muchas de los actuales problemas causados por  el aprovisionamiento  y 
administración del equipamiento tecnológico destinado para los sistemas de 
almacenamiento. Todo este equipamiento físico es susceptible a fallas en el hardware y 
software. El SDS debe ser un sistema automatizado, organizado y controlable, y, sobre 
todo, debe ser una estructura autónoma, pudiendo funcionar de forma independiente de la 




Aquí se introduce otra denominación para un almacenamiento definido por   software: 
Virtual Storage Area Network  o vSAN, haciendo  referencia a la virtualización del 
almacenamiento por medio de herramientas de virtualización. 
2.2.2. Infraestructura tecnológica del Centro de datos 
 
Los centros de datos actuales están adaptándose a las nuevas exigencias por la evolución 
tecnológica de las aplicaciones y servicios. El mundo informático tiende a ser cada vez más 
compacto, debe estar siempre disponible y más eficiente. Es así que los centros de datos 
se van transformando, desde los  modelos tradicionales, pasando  por los  modelos 
convergentes, llegando hasta los modelos hiperconvergentes actuales. 
2.2.2.1. Silos de infraestructura tecnológica 
 
Un silo de infraestructura tecnológica es un término utilizado para describir cualquier 
sistema de Ti que no puede operar con ningún otro sistema de TI o utiliza herramientas y 
softwares intermedios para comunicarse entre ellos. Lo que significa que el sistema está 
cerrado de otros sistemas directamente al ser de diferente tecnología o fabricante. 
Administrar un silo de infraestructura tecnológica sin el uso herramientas o softwares 
intermedios ayuda a aumentar la eficiencia porque ya no tenemos un sistema completo 
separado de todos los demás. De esta manera, cuando el trabajo debe completarse o el 
sistema aislado necesita comunicarse, el proceso en el que se necesita para lograr este 
objetivo se reducirá significativamente. Eliminaremos equipamiento, herramientas y pasos 
adicionales necesarios para comunicarse o trabajar con el sistema aislado. 
2.2.2.2. Infraestructura tradicional centro de datos 
 
La infraestructura tradicional está basada en hardware tecnológico propietario que está 
diseñado para que sus componentes formen silos separados de administración con un 
software de administración de varios proveedores. Esto genera un aumento en espacios, 




en el mercado ya varios años. Esta infraestructura se compone de muchos gabinetes que 
ocupan varios metros cuadrados de espacio, dependiendo del tamaño del centro de datos. 
(VMWARE, 2018) 




2.2.2.3. Infraestructura convergente 
 
La infraestructura convergente es la mejora del modelo tradicional mediante la combinación 
del procesamiento, el almacenamiento, la administración y las redes en un solo unidad de 
Rack. La administración se integra y optimiza manteniendo los sistemas y las cargas de 
trabajo separados. El equipamiento de hardware se pre configura para que realice cargas  
de trabajo específicas y no se puedan alterar fácilmente, esto genera una pérdida en la 
flexibilidad. En esta infraestructura solo se elimina los límites físicos, pero los problemas 
operativos y de aprovisionamiento no se mitigan. (VMWARE, 2018) 
La arquitectura física de la infraestructura convergente se encuentra dividida en tres 
secciones: 
 Cómputo: Servidores que son generalmente son del tipo Blade donde la capa de 
cómputo es la base para la plataforma de virtualización donde se despliegan todos 




 Red: Switches con puertos del tipo convergentes (CNA), que permiten enviar al 
mismo tiempo redes datos y almacenamiento (LAN Y SAN). 
 Almacenamiento: En ésta se encuentran los almacenamientos del tipo SAN, que 
 
servirán para el alojamiento de datos y sistemas operativos de la capa de cómputo. 
Resulta que en esta infraestructura todo el equipamiento de hardware viene previamente 
integrado y configurado de fábrica. 




2.2.2.4. Infraestructura Hiperconvergente 
 
La infraestructura hiperconvergente combina los silos de infraestructura de  TI tradicional 
en servidores estándares y virtualiza toda la infraestructura física. Anteriormente la HCI 
incluía solo procesamiento y almacenamiento virtual, pero en la actualidad puede abarcar 
también soluciones de red totalmente virtualizadas donde se obtiene un centro de datos 




las principales funciones de los centros de datos como procesamiento, almacenamiento, 
redes de almacenamiento y administración se ejecutan en este mismo hipervisor como 
software, esto permite la ejecución de operaciones eficientes, aprovisionamiento veloz y 
optimizado, y un crecimiento rentable. La principal característica de las  soluciones 
hiperconvergentes es ser compactas y converger en un solo chasis todos los componentes 
de hardware necesarios para su operación y funcionamiento. (VMWARE, 2018) 




2.2.2.4.1. Arquitectura Hiperconvergente 
 
La arquitectura hiperconvergente  está compuesta por  la integración  de todos los 
componentes mencionados: cómputo, virtualización, almacenamiento y red definidos por 
software presentados como una sola estructura. Esta arquitectura cuenta con puertos de 




Existe otros componentes fundamentales dentro de esta arquitectura como la red definida 
por software y el almacenamiento definido  por  software, que se encuentran definidos  por 




La estructura HCI está compuesta por varios componentes que cambian de acuerdo al tipo 
de servicio para el cual diseña la infraestructura. 
Nodos de computo: El clúster HCI está conformado por servidores, donde cada uno de 
ellos contiene todo lo necesario para el aprovisionamiento y administración de la solución. 
 Procesamiento: Incluye de 1 o 2 procesadores x86 del fabricante Intel. 
 
 Almacenamiento: Compuesta por discos internos del chasis hiperconvergente, 
pueden ser del tipo SSD y/o SATA. 
 Red: Puertos físicos incluidos en cada uno de los nodos que interconectar la red 
 
LAN virtual interna (SDN) con la red externa del centro de datos. 
 
Software embebido: Software que consolida los recursos de hardware y los presenta 
como una solo estructura, entre ellos: 
 Software de administración de la estructura HCI física y virtual. 
 
 Hipervisor que pueden ser Vmware, Hyper-V, Linux, etc. 
 
 Gestor de vSAN, el cual esta embebido en la misma consola. 
 
 Herramientas de Backup 
 
 Herramientas de replicación 
 
 Herramientas de integración con servicios en la nube. 
 
2.2.3. Plataforma Nutanix 
 
Todos los nodos en el clúster de Nutanix se integran  para ofrecer un solo grupo de 




sin interrupciones. Esta arquitectura de sistema de datos global converge cada nuevo nodo 
en  el   clúster,  permitiendo  escalar  la   solución  para  satisfacer  las  necesidades  de su 
infraestructura. (NUTANIX, s.f) 
 
La unidad fundamental para el clúster Nutanix es un nodo y este ejecuta en el clúster un 
hipervisor estándar, adicionalmente se ejecuta una controladora en una máquina virtual 
Nutanix en cada nodo, lo que permite la agrupación de almacenamiento local de todos los 
nodos en el clúster. 
2.2.3.1. Gestión de datos de máquina virtual invitada 
 
Los hosts escriben y leen los datos en el almacenamiento de datos  compartidos como si  
se encontraran conectados a una SAN. Desde la perspectiva de un host hipervisor, la única 
diferencia es el rendimiento mejorado que resulta de los datos que no viajan  a través  de 
una red. Los datos de VM se almacenan localmente y se replican en otros nodos para 
protección contra fallas de hardware. Cuando la máquina virtual invitada envía una solicitud 
de escritura a través del  hipervisor, esa solicitud se envía a la máquina virtual  del 
controlador en el host. Para proporcionar  una  respuesta rápida  a la máquina  virtual 
invitada, estos datos se almacenan primero en la unidad de metadatos, dentro de un 
subconjunto de almacenamiento llamado oplog. Esta caché se distribuye rápidamente a 
través de la red de 10 GbE a otras unidades de metadatos en el clúster. Los datos de Oplog 
se transfieren periódicamente al almacenamiento persistente dentro del clúster. Los datos 
se escriben localmente para rendimiento y se replican en múltiples  nodos para alta 
disponibilidad. (NUTANIX, s.f) 
Cuando la máquina virtual invitada envía una solicitud de lectura a través del hipervisor, la 
máquina virtual del controlador lee primero de la copia local, si está presente. Si el host no 
contiene una copia local, entonces la VM del controlador lee a través de la red desde un  




remotos se migran a dispositivos de almacenamiento en el host actual, de modo que las 
futuras solicitudes de lectura pueden ser locales. 




Nivelación de MapReduce 
 
El clúster Nutanix administra dinámicamente los datos en función de la frecuencia con la 
que se accede. Cuando es posible, se guardan nuevos datos  en el  nivel  SSD. Los datos 
de acceso frecuente o "activos" se mantienen en este nivel, mientras que los datos 
"inactivos" se migran al nivel de HDD. Los datos a los que se accede con frecuencia 
vuelven a moverse al nivel SSD. (NUTANIX, s.f) 
Esta migración de datos automatizada también se aplica a las solicitudes de lectura en la 
red. Si una VM invitada accede repetidamente a un bloque de datos en un host remoto, la 
VM del controlador local migra esos datos al nivel SSD del host local. Esta migración no 
solo reduce la latencia de la red, sino que también garantiza que los datos de acceso 
frecuente se almacenen en el nivel de almacenamiento más rápido. 
Migración en vivo 
 
La migración en vivo de máquinas virtuales, ya sea que se inicie manualmente o mediante 




Enterprise Cloud Computing Platform. Todos los hosts dentro del clúster tienen visibilidad 
en los almacenes de datos compartidos de Nutanix a través de las VM del controlador. Los 
datos de la VM invitada se escriben localmente y también se replican en otros nodos para 
una alta disponibilidad. (NUTANIX, s.f) 
Si una máquina virtual se migra a otro host, las futuras solicitudes de lectura se envían a 
una copia local de los datos, si existe. De lo contrario, la solicitud se envía a través de la  
red a un host que contiene los datos solicitados. A medida que se accede a los datos 
remotos, los datos remotos se migran a dispositivos de almacenamiento en el host actual, 
de modo que las futuras solicitudes de lectura pueden ser locales. 






La redundancia de datos incorporada en un clúster de Nutanix admite la alta disponibilidad 
proporcionada por  el hipervisor.  Si un nodo falla, todas las máquinas virtuales con 




de administración del hipervisor, como vCenter,  selecciona un nuevo host para las 
máquinas  virtuales, que  puede contener o no una copia de los  datos  de la  máquina virtual. 
Estos datos se almacenarán en un nodo que no sea el nuevo host de la VM, las solicitudes 
de lectura se envían a través de la red. A medida que se accede a los datos remotos, los 
datos remotos se migran a dispositivos de almacenamiento en el host actual, de modo que 
las futuras solicitudes de lectura pueden ser locales. Las solicitudes de escritura se envían 
al almacenamiento local y también se replican en un host diferente.  Durante esta 
interacción, el software Nutanix también crea nuevas copias de datos preexistentes, para 
proteger contra futuras fallas de nodos o discos. (NUTANIX, s.f) 






Virtualization Management VM High Availability 
 
En la alta disponibilidad de VM de gestión de virtualización, cuando un nodo deja de estar 
disponible, las VM que se ejecutan en ese nodo se reinician en otro nodo en el mismo 
clúster. 
Típicamente, una falla de la entidad se detecta por su aislamiento de la red (la falla en 
responder a los latidos). La administración de virtualización garantiza que, como máximo, 
una instancia de la VM se esté ejecutando en cualquier punto  durante  una  conmutación 
por error. Esta propiedad evita la red concurrente y el almacenamiento de E / S que podrían 
provocar daños. (NUTANIX, s.f) 
La alta disponibilidad de la VM de administración de virtualización puede implementar el 
control de admisión para garantizar que, en caso de falla del nodo, el resto del clúster tenga 
suficientes recursos para acomodar las VM. 
Redundancia de ruta de datos 
 
El clúster de Nutanix selecciona automáticamente la ruta óptima entre un host de hipervisor 
y sus datos de máquina virtual invitada. Controller VM tiene varias rutas redundantes 
disponibles, lo que hace que el clúster sea más resistente a fallas. 
Cuando está disponible, la ruta óptima es a través de la VM del controlador local a los 
dispositivos de almacenamiento local. En algunas situaciones, los  datos no están 
disponibles en el almacenamiento local, como cuando una máquina  virtual  invitada  se 
migró recientemente a otro host. En esos casos, la VM del controlador dirige la solicitud de 
lectura a través de la red para almacenarla en otro host a través de la VM del controlador  
de ese host. (NUTANIX, s.f) 
La redundancia de ruta de datos también responde cuando una VM  del  controlador  local 




automáticamente el host a otra VM del controlador. Cuando la VM del controlador local 
vuelve a estar en línea, la ruta de datos se devuelve a esta VM. 




2.2.3.2. Componentes de clúster Nutanix 
 
El clúster de Nutanix tiene una arquitectura distribuida, lo que significa que cada nodo del 
clúster comparte la gestión de los recursos y las responsabilidades del clúster. Dentro de 
cada nodo, hay componentes de software que realizan tareas específicas durante la 
operación del clúster. 
Todos los componentes se ejecutan en múltiples nodos en el clúster y dependen de la 
conectividad entre sus pares que también ejecutan el componente. La mayoría de los 











Un elemento clave de un sistema distribuido es un método para que todos los nodos 
almacenen y actualicen la configuración del clúster. Esta configuración incluye detalles 
sobre los componentes físicos en el clúster, como hosts y discos, y componentes lógicos, 
como contenedores de almacenamiento. El estado de estos componentes, incluidas sus 
direcciones IP, capacidades y reglas de replicación de datos, también se almacenan en la 
configuración del clúster. 
Zeus es la  biblioteca de Nutanix  que todos  los demás componentes usan para acceder a  






Zookeeper se ejecuta en tres o cinco nodos, dependiendo  del factor de redundancia  que  
se aplica al clúster. El uso de múltiples nodos evita  que los  datos obsoletos se devuelvan  
a otros componentes, mientras que tener un número impar proporciona un método para 
romper los lazos si dos nodos tienen información diferente. 
De estos tres nodos, un nodo Zookeeper es elegido como el líder. El líder recibe todas las 
solicitudes de información y se comunica con los dos nodos seguidores. Si el líder deja de 
responder, se elige automáticamente un nuevo líder. 
Zookeeper no tiene dependencias, lo que significa que puede comenzar sin que se  
ejecuten otros componentes del clúster. 
Medusa 
 
Los sistemas distribuidos que almacenan datos para otros sistemas (por ejemplo, un 
hipervisor que aloja máquinas virtuales) deben tener una  forma de realizar un seguimiento 
de dónde están esos datos. En el caso de un clúster de Nutanix, también es importante 
rastrear dónde se almacenan las réplicas de esos datos. 
Medusa es una capa de abstracción de Nutanix que se encuentra frente a la base de datos 
que contiene estos metadatos. La base de datos se distribuye en todos los nodos del 
clúster, utilizando una forma modificada de Apache Cassandra. 
Cassandra 
 
Cassandra es una base de datos distribuida, de alto rendimiento y escalable que almacena 
todos los metadatos sobre los datos de VM invitados almacenados en un almacén de datos 
Nutanix. En el caso de los almacenes de datos NFS,  Cassandra también contiene 
pequeños archivos guardados en el almacén de datos. Cuando un archivo alcanza un 




Cassandra se ejecuta en todos los nodos del clúster. Estos nodos se comunican entre sí 
una vez por segundo utilizando el protocolo Gossip, asegurando que  el estado de la base 
de datos sea actual en todos los nodos. 




Un sistema distribuido que presenta almacenamiento a otros sistemas (como un hipervisor) 
necesita un componente unificado para recibir y procesar los datos que recibe. El clúster  
de Nutanix tiene un gran componente de software llamado Stargate que gestiona esta 
responsabilidad. 
Desde la perspectiva del hipervisor, Stargate es el principal punto de contacto para el grupo 
Nutanix. Todas las solicitudes de lectura y escritura se envían  a través de vSwitchNutanix  
al proceso Stargate que se ejecuta en ese nodo. 
Stargate depende de Medusa para recopilar metadatos y Zeus para recopilar datos de 
configuración del clúster. 
Consejo: Si Stargate no puede llegar a Medusa, los archivos de registro incluyen un tiempo 
de espera HTTP. Los problemas de comunicación de Zeus pueden incluir un tiempo de 
espera de Zookeeper. 
Curador 
 
En un sistema distribuido, es importante tener un componente que vigile todo  el proceso.  
De lo contrario, los metadatos que apuntan a bloques de datos no utilizados podrían 
acumularse, o los datos podrían desequilibrarse, ya sea a través de nodos o en niveles de 
disco. 
En el clúster de Nutanix, cada nodo ejecuta un proceso de Curator que maneja estas 




de metadatos e identifica las tareas de limpieza y optimización que Stargate u otros 
componentes deben realizar. El análisis  de los metadatos se comparte entre otros nodos  
de Curator, utilizando un algoritmo MapReduce. 
El curador depende de Zeus para saber qué nodos están disponibles, y Medusa para 
recopilar metadatos. Según ese análisis, envía comandos a Stargate. 
Prisma 
 
Un sistema distribuido no tiene valor si los usuarios no pueden acceder a él. Prisma 
proporciona una  puerta de enlace de administración para que  los  administradores 
configuren y supervisen el clúster Nutanix. Esto incluye el nCLI y la consola web. 
Prisma se ejecuta en cada nodo del clúster y, como algunos otros componentes, elige un 
líder. Todas las solicitudes se envían de los seguidores al líder utilizando iptables de Linux. 
Esto permite a los administradores acceder a Prisma usando cualquier dirección IP de VM 
del controlador. Si el líder del Prisma falla, se elige un nuevo líder. 
Prisma se comunica con Zeus para obtener datos de configuración del clúster y Cassandra 
para presentar estadísticas al usuario. También se comunica con los hosts ESXi para 





















3 CAPITULO lll 
 
 




La metodología DEPM2 que  se compone de cuatro fases; Iniciación,  Planificación, 
Ejecución y Control y Cierre. Cada etapa está respaldada por un conjunto estándar de 
herramientas y procesos de Dell EMC basado en el PMBOK quinta edición de PMI. Esta 
metodología patentada ofrecer un enfoque ágil que maximice la flexibilidad y reduzca el 
tiempo antes de que se migre toda la solución. 
3.1.1. Fase de Inicio 
 
La fase de inicio permite que un administrador de proyectos se sumerja en el proyecto para 
comprender y validar los fundamentos del proyecto, que incluyen el alcance del proyecto,  
los entregables necesarios y los beneficios esperados para el cliente. 
3.1.1.1. Actividades 
 
Definir la lista de requerimientos y Project chárter donde se define con los stakeholders los 
aspectos fundamentales del  proyecto: alcances del  proyecto, plazos de ejecución, 




significa que las partes interesadas están alineadas desde el inicio del compromiso, lo que 
reduce el riesgo, las sorpresas no deseadas y los controles de cambios inesperados que 





 Plan de trabajo 
 
 Project Charter (anexo N°3.1) 
 
3.1.2. Fase de Planificación 
 
La fase de planificación se basa en el trabajo de la fase de iniciación para proporcionar y 





 Redactar y validar con los stateholders el Project Workbook que captura y mantiene 
la siguiente información durante la duración del proyecto: 
o Definir limitaciones técnicas y de negocio 
 
o Identificar riesgos, problemas y suposiciones 
 
 Definir equipo del proyecto. 
 
 Reunión de kick-off con stakeholders para revisar la línea de base del proyecto. 
 
 Recopilación   de información   e   inventario de infraestructura   tradicional y 
convergente para definir el estado actual del dentro de datos: 
o Gabinetes 
 
o Servidores físicos y virtuales, 
 
o Recursos de almacenamiento, memoria y procesamiento 
 
o Consumo eléctrico 








 Se dimensionarán los procedimientos de migración que es la ejecución de pruebas 
mediante el uso de herramientas en un ambiente controlado y/o simulado, se busca 
un resultado de la migración en base a las especificaciones técnicas definidas. 
o Uso de la herramienta de dimensionamiento de la marca Nutanix para el 
diseño y mapeo de la infraestructura hiperconvergente. 
o Uso de herramienta de implementación de la marca Nutanix para realizar 
pruebas de funcionamiento de la nueva infraestructura hiperconvergente. 
3.1.2.2. Entregables 
 
 Acta de reunión de equipo del proyecto (anexo N°3.2) 
 
 Plan de gestión del proyecto (anexo N°3.3) 
 
 Plan de calidad (anexo N°3.4) 
 
 Plan de recursos humanos (anexo N°3.5) 
 
 Plan de comunicaciones (anexo N°3.6) 
 
 Plan de gestión de riesgos (anexo N°3.7) 
 
 Plantilla de migración de servidores 
 
3.1.3. Ejecución y control: 
 
La Fase de Ejecución y Control cumple con la línea de base acordada con las partes 
interesadas en la Fase de Planificación. 
3.1.3.1. Actividades 
 
 Pre migración donde se realizará la preparación y la instalación del servidor 
Hiperconvergente y sus componentes de hardware y software en el centro de datos. 
 Migración: Transferencia de servidores físicos y virtuales mediante las herramientas 




hiperconvergente con el hipervisor de la plataforma convergente (Vmware) para la 
migración mediante Vmotion para no perder la disponibilidad de los servicios. 




 Plan de  Migración  (anexo N°3.8) 
 
 Acta de  Migración  (anexo N°3.9) 
 








 Verifique con las partes interesadas del proyecto que el proyecto ha sido entregado 
según lo acordado 
 Identifique las lecciones aprendidas para mejorar los  compromisos futuros  y 
celebrar el éxito. 
3.1.4.2. Entregables 
 




3.2. Desarrollo de metodología DEPM2 
 
3.2.1. Fase de Inicio 
 
En la fase de inicio según la metodología de DELL DEPM2 conocer el nivel y alcance del 




Dell EMC tiene un proceso robusto diseñado para validar y mantener, con las principales 
partes interesadas, el alcance del proyecto y los aspectos fundamentales del proyecto de 
manera coherente y estándar. Se utiliza una estructura de desglose del trabajo (WBS) 
como herramienta para gestionar, controlar y comunicar el alcance del proyecto como lo 
muestra la figura 3.1. 
La WBS está vinculada a los hitos del proyecto, el plan del proyecto, los requisitos de 
entrega y los requisitos de calidad (criterios de aceptación) para garantizar una relación 
clara entre el alcance del proyecto y otros  componentes de la gestión del proyecto, como  
el plan del proyecto. 
Plan de trabajo 
 
En este diagrama de Gantt, se visualiza las actividades del proyecto con la duración de 36 
días  del proyecto, fechas de cada actividad en la sede principal del hospital público como  
lo muestra la figura 3.2. 
Project Charter 
 
Se utiliza para respaldar el proceso de validación de la comprensión de alto nivel del 
proyecto, requisitos y entre otros aspectos fundamentales del proyecto. Este proceso y esta 
plantilla que se presenta en el anexo 3.1, según la experiencia de Dell EMC, se generaran 






Figura 3.1 WBS Proyecto de Hiperconvergencia 
 






Figura 3.2 Plan de trabajo 
 




3.2.2. Fase de Planificación 
 
En esta fase definiremos equipo del proyecto y dividiremos esta fase en dos etapas: 
 
Análisis del proyecto y levantamiento de información: 
 
Se definirá el equipo del proyecto que coordinará la documentación de todo lo 
relacionado con el proyecto y se verificará la situación actual. 
Se elaborará el Project workbook donde se considera todo lo necesario para ejecutar 
el proyecto sin ninguna problemática y en los tiempos establecidos. 
Se verificará mediante el levantamiento de información todo el equipamiento 
informático del centro de datos comprometido 
Planificación: 
 
Dimensionaremos mediante herramientas y pruebas en ambientes controlados de la 
marca Nutanix el posible esquema de la nueva infraestructura hiperconvergente. 
Equipo del proyecto 
 
Este es usado para capturar los detalles de cada parte interesada que tenga interés en  
el proyecto. Esto incluye a las partes interesadas externas e internas y se utiliza para 
identificar el papel de cada parte interesada junto con su información de contacto / 
ubicación básica. El registro de partes  interesadas  permite que se definan las 
responsabilidades de cada parte interesada e indica si son miembros del Proyecto. 
De acuerdo con la experiencia de Dell EMC,  tener  una manera consistente de capturar 
y comunicar a las partes interesadas del proyecto y su papel en el proyecto, garantiza 
que las personas adecuadas que se necesitan para entregar el proyecto con éxito, se 
identifiquen y se reúnan como un equipo. Se elaboro un acta de reunión donde se 




 Bach. Luis Alfredo Cardenas Abarca (Ejecutor del proyecto) 
 
 Ing. Christian Omar Delgado Rivera (Gerente del Proyecto) 
 
 Tec. Antoni Álvarez Dongo (Soporte técnico/pruebas) 
 
 Tec. Rolando Meza Rosales (Soporte técnico/pruebas) 
 
 Ing. Christian Oswaldo Agreda Romero (Oficial de seguridad) 
 
 Ing. Nicolas Augusto Bran Nizama (jefe de la Unidad de Informática) 
 




También denominado Plan de gestión del proyecto, es fundamental para cualquier 
proyecto y es el único documento que se mantiene en el inicio del proyecto hasta el final. 
El libro de ejercicios incluye todos los componentes centrales de la gestión de proyectos, 
lo que incluye, por ejemplo, los riesgos, problemas y registros de cambios junto con los 
paquetes de trabajo, los requisitos y los criterios de aceptación del proyecto. El Project 
woorkbook captura y mantiene la siguiente información durante la duración del proyecto: 
 Plan de gestión del proyecto 
 
 Plan de calidad 
 
 Plan de recursos humanos 
 
 Plan de comunicaciones 
 
 Plan de gestión de riesgos 
 
Análisis de situación actual 
 
El centro de datos del hospital consta de una infraestructura tecnológica tradicional y 
convergente, compuesta por un grupo de servidores físicos y virtuales, un 
almacenamiento de propósito general y dispositivos de red LAN. Los servidores están 




En la tabla 3.1 se muestra la lista de equipamiento tradicional y convergente del centro 
de datos. 
Tabla 3.1 Equipamiento centro de datos 
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Fuente: Elaboración Propia 
 
Como ya se indicó, la infraestructura instalada es tradicional y convergente, en la cual, 
los servidores físicos y virtuales se conectan al almacenamiento por medio de la red 
SAN y LAN. Además de ello, existe una solución de respaldos Tivoli, en la cual se 
guardan copias de las máquinas virtuales, así como de las bases de datos  y 
aplicaciones críticas de negocio. 
Otro problema observado en las instalaciones del centro de  datos  principal es  el 
exceso de cableado de red UTP y Fibra Óptica. Como parte del  proceso de renovación 
y crecimiento, se busca eliminar, en la medida de lo posible la conectividad de los 
equipos. 
Como se observa en la figura 3.3, el centro de datos de la empresa se basa en una 
estructura tradicional con un gabinete con 5 servidores físicos, los cuales se describió 
en la Tabla 3.1, mismos que ocupan 10 unidades de rack. Existe un gabinete para la 




DELL POWER EDGE R610 
DELL POWER EDGE R610 
 
DELL POWER EDGE R610 
DELL POWER EDGE R710 
DELL POWER EDGE R710 
 
 
Figura 3.3 Gabinete de infraestructura tradicional 
 





























IBM SERVER SYSTEM x3550 - S/N:KQ3B1W1 




CONSOLA IBM – S/N: 23MA464 
  IBM SYSTEM STORAGE SAN48B-5 S/N: 10148YR 






IBM BLADE CENTER H – S/N: YK10LN2SN0DX 
CUCHILLA 1 - S/N: D6HPFW5 
CUCHILLA 2 - S/N: D6HPFW4 
CUCHILLA 3 - S/N: D6HPFW2 
CUCHILLA 4 - S/N: D6HPFW6 
CUCHILLA 5 - S/N: ------------- 
CUCHILLA 6 - S/N: D6HPFW7 
CUCHILLA 7 - S/N: D6HPFW3 
CUCHILLA 8 - S/N: D6HPFW1 
CUCHILLA 9 - S/N: D6TTCG7 




Fuente: Elaboración propia 
FRONTAL 
  
IBM STORWISE V7000 – S/N: 78REG3A 
  
IBM STORWISE V7000 – S/N: 78N2GH 
  





Es fácil deducir que esta estructura, aparte del espacio ocupado, tiene un gran 
consumo energético tal como los demuestran los datos registrados en las siguientes 
tablas: 
Tabla 3.2 Consumo Rack tradicional 
 
Rack Infraestructura tradicional 
Potencia de entrada 2034.9 watts 10000 btu/h 
Máximo consumo de potencia  3918 watts 
Corriente de entrada  30.2 amps 
Flujo de aire 389 CFM 197.8 I/S 
Temperatura del aire  169.7 °C 
Fuente de poder  425.4 Watts 
Nivel de sonido  5.9 bels 
Fuente: Elaboración propia 
 
 
Tabla 3.3 Consumo de Rack convergente 
 
Rack Infraestructura Convergente 
Potencia de entrada 5961.7 watts 19650 btu/h 
Máximo consumo de potencia  9918 watts 
Corriente de entrada  59.8 amps 
Flujo de aire 1098 CFM 480.5 I/S 
Temperatura del aire 
 
Fuente de poder 
  
380.3 °C 
Nivel de sonido  7.2 bels 
Fuente: Elaboración propia 
61  





Figura 3.5 Plantilla de servidores para Migración v1.0 
 
SERVIDOR SEVERIDAD HOST Vmware Versión Vmware tools SISTEMA OPERATIV #VCP MEMORIA R TAMAÑO VDIS DATASTOR 
SRVDOMINIO1 MEDIA esxi06 5.1.0 SI WS2012-ST 16 8 100 GB LUN07 
SRVDOMINIO2 MEDIA esx02 5.1.0 SI WS2012-ST 8 8 200 GB LUN06 
SRVAPLICACIONES1 MEDIA esx05 5.1.0 SI WS2012-ST 8 8 200 GB LUN06 
SRVDB04 MEDIA esx07 5.1.0 SI WS2012-ST 16 16 200 GB LUN10 
SRVFILESERVER MEDIA esx05 5.1.0 SI WS2012-ST 16 16 4 LUN07-12 
SRVAPLICACIONES2 CRITICA esx06 5.1.0 SI WS2012-ST 8 8 200 GB LUN04 
SRVCLUSTERDB CRITICA FISICO - - WS2012-DC - 160 GB 4 TB - 
SRVDB02 CRITICA FISICO - - WS2012-DC - 160 GB 4 TB - 
SRVWEB MEDIA esx03 5.1.0 SI WS2012-ST 12 8 100 GB LUN05 
SRVENDPOINT MEDIA esx02 5.1.0 SI WS2012-ST 8 8 100 GB  
intranet MEDIA esx05 5.1.0 SI WS2012-ST 8 8 200 GB LUN05 
SRVTFS MEDIA esx03 5.1.0 SI WS2012-ST 16 8 200 GB LUN01 
SRVDB03 MEDIA esx02 5.1.0 SI WS2012-ST 16 16 200 GB LUN05 
SRVSIGA CRITICA esx06 5.1.0 SI WS2012-ST 16 8 200 GB LUN08 
SRVSIAF2 MEDIA esx03 5.1.0 SI 180 16 8 100 GB LUN04 
SRVSIAF CRITICA esx06 5.1.0 SI WS2003-EN 16 8 100 GB LUN05 
mirella MEDIA esx07 5.1.0 SI Centos 6.7 4 8 400 GB LUN02 
SRVAPLICACIONES3 MEDIA esx05 5.1.0 SI WS2003-EN 2 4 200 GB LUN05 
camila (Proxy) MEDIA esx02 5.1.0 SI Centos 6.7 12 24 300 GB LUN05 
natalia(proxy) MEDIA esx05 5.1.0 SI Centos 6.7 12 24 300 GB LUN04 
SRVGLPI (helpdesk) MEDIA esx05 5.1.0 SI Ubuntu Linux 16 8 100 GB LUN04 
PACS CRITICA FISICO - - WS2012 12 16 3 TB - 
Biblioteca Virtual ALTA FISICO - - Ubuntu Linux 8 8 1 TB - 
Huelleros ALTA FISICO - - WS2012-ST 8 16 1 TB - 
CCTV MEDIA FISICO - - WS2012-ST 12 16 4 TB - 
PACS_HISTORICO ALTA FISICO - - WS2012_ST 8 16 2 TB - 
Drive MEDIA esx04 5.1.0 SI Centos 6.7 8 32 GB 2 TB LUN_Drive 
veronica MEDIA esx03 5.1.0 SI Centos 6.7 4 8 388.11 GB LUN06 
CORREO_3 (ACTIVE_SYNC) ALTA esx01 5.1.0 SI Centos 6.7 6 16 GB 300 GB LUN_MAIL_03 
CORREO_2 (MAILBOX) ALTA esx01 5.1.0 SI Centos 6.7 8 32 GB 4 TB LUN_MAIL_02 
CORREO_1 (MTA_LDAP) ALTA esx01 5.1.0 SI Centos 6.7 6 16 GB 1 TB LUN_MAIL_01 








Nutanix tiene una herramienta de dimensionamiento  que nos  permitirá tener  una idea 
de la cantidad de equipamiento de hardware necesario para alojar toda la infraestructura 
actual y futura. Se accede a la herramienta mediante  el acceso 
https://sizer.nutanix.com/#/home, donde se presenta un panel de los escenarios ya 
creados y la generación de nuevos escenarios de pruebas como se muestra en la figura 
3.6. 
En la etapa de generación de los nuevos escenarios de pruebas se seleccionará el tipo 
de hardware que se va utilizar, en nuestro caso usaremos hardware propietario de la 
misma marca Nutanix como se muestra en la figura 3.7. 
Figura  3.6 Sizer Nutanix 
 






Figura 3.7 Creación de nuevo escenario 
 






Una vez creado el escenario se comienza a ingresar los datos de la solucion actual de acuerdo a la plantilla de servidores para la migracion. 
 
Figura 3.8 Escenario Hospital-Test 
 






Se Ingresaran los datos promedio por maquina virtual como la cantidad de CPUs virtuales, memoria, etc. 
 
Figura 3.9 Ingreso de datos según plantilla 
 




Especificar la cantidad de maquinas virtuales que se migraran y el tipo de carga de trabajo. 
 
Figura 3.10 Ingresando carga de trabajo 
 




Definir la función principal de la carga de trabajo de las máquinas virtuales. 
 
Figura 3.11 Tipo de carga de trabajo de máquinas virtuales 
 




Resultado final del dimensionamiento donde se aprecia la cantidad de recursos consumidos en la nueva infraestructura. 
 
Figura 3.12 Resultado final del dimensionamiento 
 






Nutanix tiene una herramienta que nos permite realizar demostraciones del funcionamiento de la plataforma hiperconvergente. Esta 
herramienta se puede ejecutar con diferente hipervisor, en nuestro caso utilizaremos el propio hipervisor que tiene la marca que es el AHV 
(Acropolis Hyper Visor). 
Figura 3.13 Demo Nutanix 
 




En este demo podemos usar las diferentes herramientas de administración y monitoreo de toda la solución hiperconvergente. 
 
Figura 3.14 Consola de administración de infraestructura hiperconvergente 
 




Se observan todas las herramientas que se pueden ejecutar, desde ver el estado de salud de salud del equipo, creación de máquinas 
virtuales, administración de almacenamiento, configuraciones de red, etc. 
Figura 3.15 Herramientas de hipervisor 
 




En la plantila de maquinas virtuales podemos generar nuevas maquinas virtuales de prueba, clonacion y verificar el desempeño de cada 
maquina virtual. 
Figura 3.16 Visión general de máquinas virtuales 
 
 




Plantilla de creación de nueva máquina virtual. 
 
Figura 3.17 Creación de nueva máquina virtual. 
 




Vista principal de máquinas virtuales creadas  
 
































La herramienta permite configurar espacios de almacenamiento para que almacene toda la infraestructura hiperconvergente. 
 
Figura 3.19 Vista principal de almacenamiento basado en software 
 




En la herramienta de network permite configurar las conexiones virtuales internas. 
 
Figura 3.20 Herramienta Network 
 




La herramienta de hardware se puede verificar todo el comportamiento de la infraestructura hiperconvergente. 
 
Figura 3.21 Herramienta hardware 
 




3.2.3. Fase de ejecución de control 
 
3.2.3.1. Pre Migracion 
Instalación física del servidor nutanix. 
Se instaló el nodo C de nutanix y se procedió a rackear el equipo en las pocisiones 
12U y 11U. Se energizó y se procedió a validar que no tenga el equipo algún 
componente dañado. 
Figura 3.22 Instalación Física de Nodo 
 
Fuente:  Elaboracion propia 
Despliegue del software de nutanix y configuración de la platarforma  de 
virtualización. 
La infraestructura física y de almacenamiento sera completamente definida por 
software, se armará un clúster que presentará las siguientes características: 
1. Filesystem que se recuperara ante la falla de un disco o de un servidor/nodo 
completo que forma parte de la solución. 
2. La protección de datos se realizará mediante múltiples copias de los datos en 
 
los discos que están instalados en más de un nodo, donde se garantiza que los 
datos siguen disponibles luego que ocurra la falla de algún componente o  del 
nodo completo. 
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3. Generar la capacidad de compartir el almacenamiento usando discos de 
almacenamiento de conexión directa (DAS), ya sean SSD o HDD de cada uno  
de los nodos físicos generándose un almacenamiento virtual. 
4. Los recursos físicos de procesador, memoria y discos no deberán  estar 
compartidos físicamente entre los nodos. 
5. Cada nodo físico, cuenta con su propio controlador de almacenamiento. 
 
6. No existen limitaciones de la cantidad máxima de nodos físicos que puedan 
pertenecer a un mismo Clúster, estos nodos aumentaran los recursos físicos del 
Clúster 
7. La solución ofrecida soporta diversos hipervisores, ya sea que  estén 
desarrollados en base Linux o Microsoft. 
8. La solución deberá permitir la actualización de Software así toda la solución esté 
funcionando sin detener ningún servicio. 
Detalles de configuración 
 
Se levantó el aplicativo Foundation de Nutanix para escanear los nodos disponibles para 
el despliegue como se muestra en la figura 3.23. 
Figura 3.23 Foundation Launcher 
 
Fuente: Elaboración propia 
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Los nodos presentan una versión menor a la vigente estable. Se procedió a realizar un 
upgrade del foundation de todos los nodos como se muestra en la figura 3.24. 




























Se ejecutó el foundation y se procedió a hacer un Discovery de los nodos disponibles para el despliegue como se muestra en la figura 3.25. 
 
Figura 3.25 Descubrimiento de nodos 
 




Se configuraron los parámetros del Clúster como se muestra en la figura 3.26. 
 



























Fuente: Elaboración propia 
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Características del Software de Virtualización 
 
 El software de virtualización debe implantarse para todos los nodos propuestos  
en el presente proceso. 
 El hipervisor debe ser compatible con servidores tipo  x86 basados  en 
procesadores multinúcleo compatibles con la arquitectura x86 de 64 bits 
 El hipervisor será instalable  en forma directa sobre un servidor físico sin 
necesidad de un sistema operativo anfitrión. De esta manera se garantizan la 
mayor cantidad de los recursos disponibles a las máquinas virtuales hospedadas 
en la plataforma 
 Debe incluir el soporte para la migración de máquinas virtuales apagadas (Power 
off) de un servidor físico a otro tan solo indicando la acción de la máquina virtual 
seleccionada en la consola de administración. 
 Debe incluir el soporte para la migración de máquinas virtuales en ejecución o 
 
encendidas (Power On) desde un servidor físico a otro similar, sin interrupciones 
para los usuarios ni pérdidas de servicio, eliminando la necesidad de planificar 
tiempo fuera de servicio de aplicaciones  para realizar el mantenimiento 
planificado de los servidores. 
 La solución de virtualización debe incluir HA (Alta Disponibilidad) nativa sin costo 
adicional. Por “alta disponibilidad” se entiende la capacidad que debe tener la 
plataforma de iniciar una máquina virtual en cualquier servidor disponible, en el 
caso de que el servidor que la alberga falle. 
 La solución de virtualización debe tener la capacidad de creación y ejecución 
simultánea de múltiples máquinas virtuales sobre un mismo servidor físico. Con 
soporte de sistemas operativos como Windows, Linux (Suse, Redhat 6.x en 
adelante), entre otros. 
 La solución de virtualización deberá soportar las  tecnologías INTEL-VT 
(incluyendo Hyperthreading, VT-d, VT-x, EPT) y AMD-V. 
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 La solución de virtualización debe permitir la administración del rendimiento 
(ahorro de energía), en horas de bajo consumo de recursos. 
 La solución de virtualización debe contar con una  interface amigable  y 
configurable por el usuario en base a tipos de acceso y/o funciones. 
 La solución de virtualización debe permitir realizar el monitoreo de todos los 
 
componentes de la infraestructura y administración de las mismas o integrarse 
en una sola interface de gestión, bajo un entorno centralizado y mediante una 
interfaz Web. 
 Trafico máximo permitido por cada máquina virtual o bien por perfil de máquina 
 
virtual y que este par de controles acompañe automáticamente a cada máquina 
virtual hacia cualquier servidor físico dentro de la infraestructura de virtualización 
conforme se mueva. Adicionalmente, el control de ancho de banda máximo debe 
ser bidireccional, es decir para tráfico IP que egresa e ingresa a cada máquina 
virtual. 
 El software de virtualización debe permitir el reinicio de manera automatizada de 
todas las máquinas virtuales en forma inmediata en caso de un fallo de hardware 
o del sistema operativo. 
 El software de virtualización debe permitir el equilibrio de carga dinámico 
independiente del hardware y asignación de  recursos para máquinas  virtuales 
en clúster. Debe utilizar la automatización basada en políticas para reducir la 
complejidad de gestión y reforzar el cumplimiento de los acuerdos de nivel de 
servicio. 
 El software de virtualización debe establecer nuevas prioridades de 





Se configuraron los parámetros de cada nodo con cada componente como CVM e IPMI. 
 
Figura 3.27 Configuración de nodos 
 




Se seleccionó el hipervisor a instalar y el modo de instalación. Se seleccionó la última versión estable. 
 



























Fuente: Elaboración propia 
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Características de Análisis y Administración 
 
La solución hiperconvergente permitirá realizar las siguientes acciones: 
 
 El análisis grafico de un evento y el impacto que  tiene  ya sea con el 
comportamiento de toda la plataforma y/o el comportamiento de las máquinas 
virtual y sus recursos virtuales. 
 El análisis en tiempo real de todo el consumo de los recursos virtuales ya sea 
procesamiento, almacenamiento y memoria. 
 La entrega de estadísticas completas de las máquinas virtuales y sus recursos 
virtuales. 
 El análisis del ancho utilizado por toda la plataforma hiperconvergente, así como 
el ancho de banda utilizado por cada una de las máquinas virtuales. 
La consola de administración de la solución hiperconvergente deberá tener: 
 
 Acceso mediante un explorador de internet basado en HTML5. 
 
 Única vista para toda la consola de administración y se deberá contar con 
diversos puntos de acceso a los diferentes menús de toda la solución. 
 Administración y monitoreo de todos los nodos físicos que pertenecen al clúster. 
 
 Ejecución de la consola sobre todos los nodos del clúster que administra, está 
siempre debe estar disponible ante la falla de uno o más nodos. 
 Accesos alternativos como aplicativos de acceso remoto que utilicen SSH y/o 




Se completó la instalación del nuevo clúster y se desplego la nueva  imagen con la versión actualizada en todos los nodos  como se muestra en  
la figura 3.29: 
Figura 3.29 Finalización de instalación de hipervisor 
 




Los métodos para realizar la migración a través  del  hipervisor  pueden variar 
enormemente, y los administradores deben determinarlos según los requisitos de un 
entorno específico. Cada escenario de migración incluye  necesidades técnicas y 
comerciales únicas, se presentará un plan de migración en el anexo 3.12 para mitigar el 
impacto a la hora de ejecutar la migración. Algunos factores a considerar cuando se 
planifica una migración incluyen: 
 Requisitos de tiempo de inactividad para aplicaciones específicas. 
 
 Si el origen y el destino de una migración son sistemas operativos físicos o 
entornos virtualizados. 
 Si el origen y el destino de una migración se ejecutan en el mismo proveedor de 
infraestructura, donde puede usar herramientas de replicación nativas. 
 Si existen métodos nativos de nivel de aplicación, incluidas las tecnologías de 
replicación integradas utilizadas para alta  disponibilidad y recuperación de 
desastres o copia de seguridad y restauración. 
 Ya sea que necesite realizar cambios en una aplicación como parte de la 
migración, como pasar a una versión más reciente o modificar el diseño físico de 
una base de datos. 
 Si necesita cambiar la ubicación física del entorno, lo que podría afectar las 
 
configuraciones de red existentes y las consideraciones de replicación de datos. 
 
 Las compensaciones inherentes al uso de tecnologías de terceros que pueden 
simplificar las migraciones y limitar el tiempo de inactividad, pero también 
aumentan el costo total del proyecto. 
 Asegurar que el equipo tenga las habilidades y la experiencia para realizar la 
migración con un impacto mínimo en el negocio. 
La lista anterior  no es exhaustiva, pero describe algunas de las  complejidades 
involucradas en la ejecución de un proyecto de migración exitoso. No cubrimos en 
90  
profundidad todas estas consideraciones aquí; en su lugar,  esta guía proporciona 
orientación de alto nivel sobre los métodos recomendados para realizar  migraciones 
entre entornos ESXi y Nutanix AHV. Abordamos los métodos de migración nativos de 
Nutanix, desde plataformas de terceros o desde plataformas de Nutanix, así como el 
software de migración de terceros que puede ayudar a simplificar el proceso 
3.2.3.2.1. Migracion de Sistema  Operativo Windows 
Requisitos previos de migración de máquinas virtuales Windows ESXI a AHV 
1. Antes de migrar una máquina virtual de origen, asegúrese de que la máquina 
virtual de origen no tenga ninguna instancia de hipervisor asociada. 
2. Opcional: Clone cualquier VM ESXi que quiera conservar. 
 
3. Nutanix recomienda utilizar AOS  4.5.x  o posterior y AHV-20160217.2  o 
posterior. Consulte la página de Detalles del hipervisor en el  Portal  de  soporte 
de Nutanix para ver todas las versiones de AHV. 
4. Instale las herramientas de invitado de Nutanix (NGT) en la máquina virtual del 
 
servidor de Windows. NGT incluye los controladores de movilidad de Nutanix VM 
que ayudan a migrar máquinas virtuales de vSphere a AHV. Para obtener más 
información sobre la instalación de NGT, consulte las Herramientas  para 
invitados de Nutanix en la Guía de la consola web. 
5. Monte  el   contenedor  AHV   como   un   almacén   de   datos   NFS   en 
vSphere. Consulte Creación de un contenedor en la Guía de la consola web. 
Migración de discos Vm a AHV storage (Acropolis Distributed Storage Fabric) 
 
Antes de empezar: 
 
Instalar Nutanix VM Mobility habilitando y montando las herramientas de invitado de 
Nutanix en la máquina virtual de Linux. Use la consola web de Prism para hacer esto 
como se describe en las Herramientas para invitados de Nutanix en la Guía de la consola 
web de Prism. 
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1. En la consola web de Prism, agregue la dirección IP del host del hipervisor de 
origen a la lista blanca del sistema de archivos del clúster AHV de destino. 
Consulte Configuración de una lista blanca del sistema de archivos. 
2. Use Storage vMotion para migrar los discos de la VM a un almacén de datos de 
contenedores de Nutanix AHV. 
Para migrar máquinas virtuales, debe configurar el host ESXi para poder montar 
el contenedor Acrópolis como un almacén de datos NFS temporal o un recurso 
compartido SMB. Por ejemplo, al especificar un almacén de datos para Storage 
vMotion, puede ingresar la ruta del archivo nfs: //127.0.0.1/ container_name / 
vm_name / vm_name. vmdk . 
Reemplace container_name con el nombre del contenedor donde se coloca la 
imagen y reemplace vm_name con el nombre de la VM donde se coloca la 
imagen. 
3. Cuando Storage vMotion se haya completado, cierre la VM de origen. 
 
Creación de una máquina virtual de Windows en AHV después de la migración. 
 
A continuación, se describe cómo crear una máquina virtual de Windows después de 
que haya migrado la máquina virtual a AHV desde una fuente que no sea Nutanix. 
1. Inicie sesión en la consola web de Prism. 
 
2. En la esquina superior izquierda, haga clic en Inicio > VM. 
La página de VM aparece. 
3. Haga clic en + Crear VM en la esquina de la página. El Crear VM aparece el 
cuadro de diálogo. 
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Figura 3.30 Creación de VM 
 
Fuente: Elaboración propia 
4. Crea la VM completando los campos indicados. Coincidir con la configuración de 
la máquina virtual anterior. 
a. NOMBRE : Ingrese un nombre para la máquina virtual. 
 
b. vCPU (s) : ingrese el número de vCPUs 
 
c. Número de núcleos por vCPU : ingrese el número de núcleos asignados  
a cada CPU virtual. 
d. MEMORIA : Ingrese la cantidad de memoria para la VM (en GiBs). 
 
5. Cree un disco a partir de la imagen del disco haciendo clic en Agregar nuevo 
disco y completando los campos indicados. 
a. TIPO : DISCO 
 
b. OPERACION : CLONE DE IMAGEN 
 
c. TIPO DE BUS : SCSI 
93  
d. CLONE DESDE EL SERVICIO DE IMAGEN : Seleccione la imagen que 
creó anteriormente en el menú desplegable. 
e. Haga clic en Agregar para agregar el controlador de disco. 
 
El campo Ruta se muestra cuando se selecciona Clonar desde archivo ADSF en 
el campo Operación . Por ejemplo, puede especificar la ruta de la imagen para 
copiar como nfs: //127.0.0.1/ container_name / vm_name / vm_name .vmdk o 
nfs: //127.0.0.1/ container_name / vm_name / vm_name -flat.vmdk 
Figura 3.31 Creación de Imagen 
 
Fuente: Elaboración propia 
6. (Opcional) Agregue una tarjeta de interfaz de red (NIC) haciendo clic en Agregar 
nueva NIC y completando los campos indicados. 
a. Nombre de VLAN : seleccione la LAN virtual  de destino de la lista 
desplegable. 
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b. ID de VLAN, UUID de VLAN y Prefijo / Dirección de red : estos son 
campos de solo lectura. 
c. Haga clic en Agregar . 
 
7. Al terminar de ingresar la informacion en los campos indicados, haga clic en 
Guardar . 
3.2.3.2.2. Migracion de Sistema Operativo Linux 
Requisitos para Linux VM migration (ubuntu / suse) 
La siguiente tabla enumera los requisitos del sistema necesarios antes de migrar una 
máquina virtual de Linux a AHV (Ubuntu o SUSE). 
Figura 3.32 Requisitos del sistema de migración de VM 
 
Fuente: Elaboración propia 
 
 
Comprobación del estado del módulo Virtio 
 
Se requieren los siguientes requisitos previos para migrar con éxito una máquina virtual 
de SUSE a AHV. 
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Figura 3.33 Requisitos del sistema de migración de VM 
 
Fuente: Elaboración propia 










 Para CONFIG_VIRTIO_PCI y  CONFIG_SCI_VIRTIO,  la =msalida significa que  
el controlador VirtIO SCSI está integrado directamente en el kernel y es un 
módulo de kernel que se puede cargar. 
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Si no hay salida, cree un nuevo initrd o actualice el initrd.  Consulte el artículo  KB 3476 
de la Base de conocimientos de Nutanix. 
Requisitos previos para migrar discos de Ubuntu VM a AHV 
 
Se requieren los siguientes requisitos previos para migrar con éxito una máquina virtual 
de Ubuntu a AHV. 
Verifique la versión de Ubuntu y confirme los controladores virtIO instalados en  la 
máquina virtual de Ubuntu. 
1. En vSphere, inicie sesión en la VM de Ubuntu y abra una ventana de terminal 
 
(consulte Cómo abrir una consola web de VM de Linux en vSphere). 
 
2. Verifique que la versión mínima de Ubuntu sea al menos 12.04. 
 
 
La salida puede ser similar a la siguiente: 
 
 
3. Compruebe que los controladores de virtIO están instalados. 
 
$ grep -i virtio / boot / config-`uname -r` 
 
 
Compruebe la salida para verificar si los controladores están instalados. 
 
 
 Para CONFIG_VIRTIO_PCI, la =ysalida significa que el controlador PCI de 
VirtIO está integrado directamente en el kernel. 
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 Para CONFIG_SCSI_VIRTIO, la =msalida significa que el controlador SCSI de 
VirtIO está integrado directamente en el kernel  y es un  módulo de kernel  que 
se puede cargar. 
 
4. Confirme que el módulo virtio_scsi está integrado en la imagen initramsf. 
 
a. Copie la imagen initramsf en una ubicación temporal. 
 
nutanix @ ubuntu12045: ~ $ cp -p /boot/initrd.img-`uname -r` /tmp/initrd.img-`uname -r`.gz 
 
b. Compruebe que el módulo SCSI de virtIO está integrad 
nutanix @ ubuntu12045: ~ $ zcat /tmp/initrd.img-`uname -r`.gz | cpio -it | grep virtio 
Migración de discos VM a AHV Storage 
Migre los archivos del disco virtual desde el hipervisor de origen al contenedor montado 
temporalmente. Se recomienda crear uno o más subdirectorios en el contenedor en el 
clúster AHV de destino. La copia de los archivos del disco virtual a los subdirectorios 
ayuda a organizar los archivos del disco virtual migrados. Los archivos del disco virtual 
solo son necesarios hasta que los convierta Image Servic e y se pueden identificar y 
eliminar fácilmente cuando ya no se necesiten. 
Procedimiento 
 
 Si el hipervisor de origen es ESXi, realice una de las siguientes acciones: 
 
- Use Storage VMotion para mover los archivos de disco virtual de las 
máquinas virtuales en ejecución desde su ubicación original al almacén 
de datos NFS montado temporalmente en el clúster AHV de destino. al 
especificar un almacén de datos para Storage vMotion,  puede  ingresar 
la ruta del archivo nfs: 
//127.0.0.1/ container_name / vm_name / vm_name. vmdk. 
 
Reemplace container_name con el nombre del contenedor de 
almacenamiento donde se coloca la imagen y reemplace vm_name con 
el nombre de la VM donde se coloca la imagen. 
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~ # mkdir / vmfs / volume / container_name / subdirectory 
 
~ # vmkfstools -i / vmfs / volume / original_datastore / win7-vm / virt_disk_file. vmdk \ 
 
/ vmfs / volume / container_name / subdirectory /win7-vm. vmdk 
PS C: \> mkdir x: \ subdirectorio 
 
PS C: \> copy \\ cluster_name \ datastore \ win7-vm \ win7-vm. vhdx \ 
x: \ subdirectory \ win7-vm.vhdx 
Después de que Storage vMotion mueva los archivos del disco virtual, 
use Image Service para convertir los archivos al formato sin formato 
que AHV puede usar. Cuando Storage vMotion se haya completado, 
cierre la VM de origen. 
- Utilice Vmkfstools para copiar los archivos del disco virtual desde el 
almacén de datos en el host del hipervisor de origen. Los siguientes 
comandos crean un subdirectorio en el contenedor en el clúster AHV de 






Reemplace container_name con el nombre del contenedor en el clúster 
AHV de destino, subdirectorio con un nombre para el subdirectorio, y 
virt_disk_file con el nombre del archivo del disco virtual. 
 Si el hipervisor de origen es Hyper-V, en el símbolo del sistema, realice una de 
 
las siguientes acciones: 
 
-   Si el host de Hyper-V de origen es un host de Nutanix,  copie los archivos  
al recurso compartido SMB montado utilizando el nombre del grupo de 
Nutanix de origen. Los siguientes comandos crean un subdirectorio en el 
contenedor en el clúster AHV de destino y luego mueven los archivos del 
disco virtual al subdirectorio. 
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PS C: \> mkdir x: \ subdirectorio 
 
PS C: \> copia C: \ Mount-VM \ win7-vm \ win7-vm.vhdx x: \ subdirectory \ win7-vm.vhdx 
Reemplace x: con la letra de la unidad que usó anteriormente para montar 
el contenedor en el host y el subdirectorio del hipervisor de origen con un 
nombre para que lo use el subdirectorio. Reemplace cluster_name con el 
nombre del grupo fuente de Nutanix. 
- Si el host de Hyper-V de origen no es un host de Nutanix, use la ubicación 
del punto de montaje para el archivo de disco virtual de origen. Los 
siguientes comandos crean un subdirectorio en el contenedor en el 





Creación de una máquina virtual de Linux en AHV después de la migración 
(ubuntu / suse) 
A continuación, se describe cómo crear una VM de Linux después de que haya migrado 
la VM a AHV desde una fuente que no sea Nutanix. 
1. Inicie sesión en la consola web de Prism con sus credenciales de Nutanix. 
 
2. En la esquina superior izquierda, haga clic en Inicio > VM. 
La página de VM aparece. 
3. Haga clic en + Crear VM en la esquina de la página. 
 
El Crear VM aparece el cuadro de diálogo. 
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Figura 3.34 Creación de VM Linux 
 
Fuente: Elaboración propia 
4. Crea la VM completando los campos indicados. Coincidir con la configuración de 
la máquina virtual anterior. 
a. NOMBRE: Ingrese el nombre para la máquina virtual. 
 
b. vCPU (s): ingrese el número de vCPUs 
 
c. Núcleos por vCPU: ingrese el número de núcleos por vCPU. 
 
d. MEMORIA: Ingrese la cantidad de memoria para la VM (en GIB). 
 
5. Cree un disco a partir de la imagen del disco haciendo clic en el botón + Nuevo 
disco y completando los campos indicados. 




- Para Ubuntu VMs, seleccione CLONE FROM ADS FILE 
 
- Para las máquinas virtuales de SUSE, seleccione CLONE FROM 
NDFS FILE 
c. TIPO DE BUS: SCSI 
 
d. RUTA: Desde la lista desplegable, elija el nombre de la ruta. Escriba una 
barra diagonal y elija el nombre del  archivo, / container_name / 
vm_name / flat_vmdk_file. 
- Reemplace container_name con el nombre del contenedor de 
almacenamiento. 
- Reemplace vm_name con el nombre de la máquina virtual que 
migró. 
- Reemplazar flat_vmdk_file. 
 
Por ejemplo, una ruta de archivo puede parecer similar a /default- 
container-32395/Ubuntu12345VMW/Ubuntu12345VMW-flat.vmdk. 
e. Haga clic en Agregar para agregar el controlador de disco. 
 
6. (Opcional) Agregue una tarjeta de interfaz de red (NIC) haciendo clic en el botón 
 
+ Nueva NIC y complete los campos indicados. 
 
a. ID de VLAN:  elija  la ID  de VLAN  de acuerdo con los requisitos de la red  
e ingrese la dirección IP si es necesario. 
b. Haga clic en Agregar. 
 




Se realizó el despliegue de migración de las VM de la antigua infraestructura, a la nueva infraestructura hiperconvergente Nutanix. 
 
Figura 3.35 Migración Finalizada 
 






Realizaremos el control de la solución hiperconvergente  mediante el uso de las 
herramientas de Nutanix, generando de esta manera un acta de prueba de  migración 
que se encuentra en el anexo 3.9 y otra acta de prueba  de operatividad de la 
infraestructura en el anexo 3.10. 
3.2.4. Fase de cierre 
 
En la fase de cierre del proyecto realizaremos la entrega de un acta de conformidad en 























4.1.1. Resultado 01 
 
Los resultados obtenidos luego de la implementación de la infraestructura 
hiperconvergente dentro del centro de datos del Hospital, se evidencian una mejora 
notable en la disponibilidad de los sistemas informáticos. 
Los servicios informáticos antes de la implementación de la infraestructura 
hiperconvergente tenían una disponibilidad y rendimiento muy bajos causado por que el 
hardware y software que los administraba sufría caídas aleatorias como se muestran en 
las figuras 4.1 y 4.2. 
Figura 4.1 Caída de infraestructura convergente 
 
Fuente: Elaboración propia 
105  
Figura 4.2 Error de hardware 
 
Fuente: Elaboración propia 
Para verificar el correcto rendimiento de la infraestructura hiperconvergente se generó  
un reporte de performance en el panel de gestión de una de las máquinas virtuales 
críticas desde el 26 de febrero al 26 de mayo del  2018 en la infraestructura 
hiperconvergente y se muestra en resultado en la figura 4.4. 
Figura 4.3 Establecimiento de fechas de reporte 
 




Figura 4.4 Reporte de rendimiento 
 
Fuente: Elaboracion propia 
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El panel de gestión presenta herramientas  por el cual se verifica  el correcto 
rendimiento de la máquina, se puede verificar si se presentan errores críticos(rojo), 
alertas(amarillo) y eventos (plomo) mediante la simbología presentada en la figura 4.5. 
Figura 4.5 Simbología de errores, alertas y eventos 
 
 
Fuente: Elaboracion propia 
 
Se verifica al detalle en la figura 4.6 que esta máquina virtual durante el tiempo 
establecido ha generado cero alertas y dos eventos de autenticación por lo cual se 
verifica él correcto funcionamiento de toda la infraestructura hiperconvergente en el 
rango de tiempo establecido del reporte, las demás máquinas virtuales de toda la 
infraestructura presentan el mismo comportamiento. 
Figura 4.6 Alertas, eventos y errores 
 
 
Fuente: Elaboración Propia 
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Acta de alta disponibilidad 
 
Adicionalmente se generó un acta de pruebas de alta disponibilidad en caso de que falle 
algún componente del  equipamiento de hardware de la propia  infraestructura 
hiperconvergente y el impacto que  genera  en la disponibilidad de los  servicios 
informáticos. En este proyecto no se puede generar un nivel de disponibilidad TIER ya 
que el centro de datos del hospital no cumple con ningún TIER, se adjunta acta en el 
anexo 4.1. 
4.1.2. Resultado 02 
 
Los resultados obtenidos luego de la implementación de la infraestructura 
hiperconvergente dentro del centro de datos del Hospital, se evidencian una mejora 
notable en la eliminación de los silos de infraestructura. 
La eliminación de los silos de infraestructura se evidencia mediante la centralización y 
utilización de un mismo panel de administración y configuración de toda  la 
infraestructura de servidores hiperconvergentes. Como se muestra en la figura  4.7 
desde un mismo panel principal podemos acceder a administrar y configurar opciones 
de máquinas virtuales, Almacenamiento, Red, Hardware y estado de salud de todo el 
servidor hiperconvergente. 
Silo de máquinas virtuales 
 
Anteriormente se utilizaba una consola desktop de administración de Vmware 5.5 para 
administrar las máquinas virtuales como se muestra en la figura 4.8, la consola requería 
de conocimientos avanzados a la hora de gestionar las máquinas virtuales. 
Después de la implementación de la nueva infraestructura hiperconvergente este silo de 
infraestructura generado al gestionar las máquinas  virtuales de la infraestructura 
convergente y tradicional fue eliminado por Nutanix mediante la presentación de un 
submenú donde se generan máquinas virtuales en pocos segundos sin la necesidad de 




Figura 4.7 Panel Principal Nutanix 
 




Figura 4.8 Consola desktop Vmware 
 




Figura 4.9 Sub menú administración y creación de máquinas virtuales 
 
Fuente:  Elaboracion propia 
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Silo de Switches virtuales 
 
Anteriormente se utilizaba una consola web de administración de los switches virtuales 
del Blade center como se muestra en la figura 4.11 para crear las conexiones virtuales  
de la infraestructura convergente, adicionalmente se necesita acceder a la consola web 
de gestión del Blade center como se muestra en la figura 4.12 para terminar las 
configuraciones que requieren de conocimientos avanzados. 
Después de la implementación este silo de infraestructura generado al integrar la red de 
datos de swicthes fisicos y virtuales con el almacenamiento y la gestion de las maquinas 
virtuales es eliminado por Nutanix  mediante el sub menu Network como se muestra en  
la figura 4.13. 
Se puede generar diversas redes virtuales en pocos segundos y sin la complejidad que 
de la infraestructura convergente como se muestra en la figura 4.10. 
Figura 4.10 Creación de redes virtuales 
 




Figura 4.11 Consola de administración web de switch virtual 
 




Figura 4.12 Consola web de administración de Bladecenter 
 




Figura 4.13 Integración de red virtual y nodos de máquinas virtuales 
 
Fuente : Elaboracion propia 
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Silo de almacenamiento 
 
Anteriormente se utilizaba una consola web de administración del almacenamiento del 
equipo IBM storwize v7000 como se muestra en la figura 4.14  para crear los espacios  
de almacenamiento virtual, adicionalmente  se necesita acceder a la consola de 
administración de los switches de fibra mediante el aplicativo de  escritorio Putty como 
se muestra en la figura 4.15 para terminar interconectar los espacios de almacenamiento 
virtual con las máquinas virtuales mediante conexiones de fibra canal. 
Después de la implementación este Silo de infraestructura generado al integrar el 
almacenamiento con la red de datos y la gestión de máquinas virtuales es eliminado por 
Nutanix mediante el submenú de almacenamiento como se muestra en la  figura  4.16, 
se puede administrar y generar diversos tipos de almacenamiento sin la complejidad de 
la infraestructura convergente y la necesidad de usar hardware y software  
intermediarios. 
Figura 4.14 Consola web Storage IBM V7000 
 
Fuente: Elaboración propia 
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Figura 4.15 Consola de administración Putty de swicthes de fibra 
 
Fuente: Elaboración propia 
 
 
Figura 4.16 Sub menú de almacenamiento 
 




Reducción de tiempos 
 
 
Figura 4.17 Tiempos de ejecución de tareas 
 
Fuente: Elaboración propia 
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Gracias a la eliminación de los silos y el hardware intermediario se reducen los tiempos de 
gestión de toda la infraestructura, como se muestra en la figura 4.17 se realizaron las tareas 
en los siguientes tiempos: 
 Apagado de máquina virtual (5 segundos) 
 
 Encendido de máquina virtual (5 segundos) 
 
 Clonación de máquina virtual (5 segundos) 
 
 Creación de espacio de almacenamiento (5 segundos) 
 
 Creación de red virtual (5 segundos) 
 
 Creación de máquina virtual (5 segundos) 
 
 Reporte de estado de salud de todo el hardware (60 segundos) 
 
 Mantenimientos programados (39 segundos) 
 
 Encendido de un nodo (44 segundos) 
 
 Tareas de actualización de hardware y software (28 minutos) 
 
 
4.1.3. Resultado 03 
 
Los resultados obtenidos luego de la implementación  de  la  infraestructura 
hiperconvergente dentro del centro de datos del Hospital, se evidencian en la reducción de 
costos de operación en cuanto a recursos energéticos, enfriamiento y espacios físicos. 
En la tabla 4.1 se realizará un resumen comparativo de los consumos de energía de la 
infraestructura tradicional y convergente con la solución de infraestructura hiperconvegente 
desplegada. El ahorro de costos es muy notable en todas las métricas evaluadas  de 
acuerdo a un cálculo anual. Se destaca también la reducción de la cantidad de  unidades  
de rack utilizables a solo 1 el cual también nos garantiza consumo mínimo del enfriamiento 
del centro de datos. 
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Tabla 4.1 Costos de consumo energético 
 
CONSUMO DE INFRAESTRUCTURA TRADICIONAL Y CONVERGENTE 
Consumo de Potencia 7996.6 Watts 
Disipación de calor 29650 BTU/hora 
Costo de Kilowatt/hora S/. 0.55 Kw/h 
Unidades de rack 31 
Costo de energía anualizado S/. 32565 
CONSUMO DE INFRAESTRUCTURA HIPERCONVERGENTE 
Consumo de Potencia 907 watts 
Disipación de calor 3094 BTU/hora 
Costo de Kilowatt/hora S/. 0.55 Kw/h 
Unidades de rack 1 
Costo de energía anualizado S/. 4200 
Configuración Total para 110 Voltaje de entrada y 25°C 
Fuente: Elaboración Propia 
 
En la tabla 4.2 se realizará un resumen comparativo de los costos de mantenimiento y 
soporte de fabricante de la infraestructura convergente con la solución de infraestructura 
hiperconvegente desplegada. 
Tabla 4.2 Costos de mantenimiento y soporte 
 
INFRAESTRUCTURA CONVERGENTE 
Mantenimiento y soporte de hardware anualizado S/. 133,000.00 
Licenciamiento de hipervisor 03 años S/. 314,947.00 
INFRAESTRUCTURA HIPERCONVERGENTE 
Mantenimiento y soporte de hardware anualizado  
S/. 92,000.00 Licenciamiento de hipervisor 
Fuente:  Elaboración Propia 
 
Se plantea evaluar también los costos de adquisición de equipamiento, en el caso de la 
infraestructura convergente, solo consideramos ampliar el chasis de servidores y el sistema 
de almacenamiento. En el caso de la infraestructura hyperconvergente solo se plasma el 
precio de la adquisición del hardware sin los servicios de por medio. Se destaca en la tabla 
4.3  que  el  precio  de  adquisición  inicial  del  equipo  hiperconvergente  es  menor  a  la 
 
ampliación de la actual infraestructura convergente. 
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Tabla 4.3 Adquisición de equipamiento 
 
AMPLIACION DE INFRAESTRUCTURA CONVERGENTE 
Ampliación del sistema de almacenamiento S/.122,000.00 
Ampliación del chasis de servidores S/.471,000.00 
COMPRADE INFRAESTRUCTURA HICONVERGENTE 
Adquisición de Servidor Nutanix con 04 nodos S/. 500,000.00 




Coste total de propiedad (TCO) mide los costos del  ciclo de vida de dos (o más) 
alternativas. Popularizado por Gartner, el TCO es  una herramienta común en la  industria 
de la tecnología utilizada para comparar dos o más soluciones, por lo general dentro del 
contexto de un proyecto aprobado o tecnología existente. El TCO proyecta tanto el capital 
como los costos operativos de cada alternativa. 
La tabla  4.4 muestra las  proyecciones de TCO resumidas de seis años para la 
infraestructura tradicional y convergente donde podemos observar los ahorros de costos 
significativos de la infraestructura hiperconvergente frente a la infraestructura tradicional y 
convergente. 
Tabla 4.4 TCO 
 
TRADICIONAL Y CONVERGENTE HIPERCONVERGENCIA 
 CAPEX OPEX CAPEX OPEX 
AÑO 1 S/593,000.00 S/32,565.00 S/166,000.00 S/500,000.00 S/4,200.00 S/92,000.00 
AÑO 2 S/0.00 S/32,565.00 S/166,000.00 S/0.00 S/4,200.00 S/92,000.00 
AÑO 3 S/0.00 S/32,565.00 S/166,000.00 S/0.00 S/4,200.00 S/92,000.00 
AÑO 4 S/0.00 S/32,565.00 S/166,000.00 S/0.00 S/4,200.00 S/92,000.00 
AÑO 5 S/0.00 S/32,565.00 S/166,000.00 S/0.00 S/4,200.00 S/92,000.00 
AÑO 6 S/0.00 S/32,565.00 S/166,000.00 S/0.00 S/4,200.00 S/92,000.00 
TOTAL S/593,000.00 S/195,390.00 S/996,000.00 S/500,000.00 S/25,200.00 S/552,000.00 
 HARDWARE ENERGIA SOPORTE HARDWARE ENERGIA SOPORTE 





En esta sección, veremos la factibilidad, el presupuesto, inversión del equipamiento 
activo para la puesta en marcha del proyecto. 
Presupuesto (Flujo de caja) 
 
Se lista los insumos y equipos usados para el proyecto. 
 
Tabla 4.5 Presupuesto (Flujo de caja) 
 
Fuente:  Elaboración propia 
Equipamiento Activo del Proyecto 
 
Costo de los equipos de la solución de hiperconvergencia. 
 
Tabla 4.6  Equipamiento activo 
 
Fuente: Elaboración propia 
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Egreso del presupuesto 
 
Se lista los egresos del proyecto en el tiempo duración del mismo, gastos por mes. 
Tabla 4.7 Egresos del presupuesto 
 




Flujo de Caja –  Factor Humano 
 
Pago del  personal que participa en el proyecto por  parte de la institución que  va 
implementar la solución de hiperconvergencia.  Este pago está reflejado en las horas 
hombre invertidas en el proyecto. 
Tabla 4.8 Flujo de caja – Factor Humano 
 







Dias Monto por dias 
Montos por dias 
con Factor 
% Asig. 
Monto por dias % 
Asignado (S/.) 
 































Jefe Proyectos S/ 5.000,00 S/ 20,83 8 S/ 166,67 30 S/ 5.000,00 S/ 7.000,00 100% S/ 7.000,00 
Oficial de Seguridad S/ 4.000,00 S/ 33,33 4 S/ 133,33 30 S/ 4.000,00 S/ 5.600,00 50% S/ 2.800,00 
Jefe de Logistica S/ 3.000,00 S/ 33,33 3 S/ 100,00 30 S/ 3.000,00 S/ 4.200,00 10% S/ 420,00 
Operador de soporte tecnico S/ 2.000,00 S/ 13,33 5 S/ 66,67 30 S/ 2.000,00 S/ 2.800,00 50% S/ 1.400,00 
Especialista Infraestructura S/ 4.000,00 S/ 16,67 8 S/ 133,33 30 S/ 4.000,00 S/ 5.600,00 100% S/ 5.600,00 
DBA S/ 4.000,00 S/ 26,67 5 S/ 133,33 30 S/ 4.000,00 S/ 5.600,00 60% S/ 3.360,00 
Operadores en Redes S/ 2.000,00 S/ 13,33 5 S/ 66,67 30 S/ 2.000,00 S/ 2.800,00 60% S/ 1.680,00 
Patrimonio S/ 1.500,00 S/ 25,00 2 S/ 50,00 30 S/ 1.500,00 S/ 2.100,00 10% S/ 210,00 
Almacenero S/ 2.000,00 S/ 33,33 2 S/ 66,67 30 S/ 2.000,00 S/ 2.800,00 10% S/ 280,00 
          










Proyecto de Implementación ERP (VAN / TIR) 
 
Estas tablas nos muestran la inversión realizada y los ingresos netos reflejados en los 
ahorros de cada mes el mes 0 al 5 año. Según el VAN y TIR proyectados la ejecución del 
proyecto es factible. 
Tabla 4.9 VAN/TIR 
 
Mes Proyecto de Implementacion ERP 
  
Costo de Inversion 
 
Costo de inversion 
Costes de Operación energia 
y refrigeracion 




0 -S/ 500,000.00 
   
-S/ 500,000.00 
1   S/ 28,565.00 S/ 74,000.00 S/ 102,565.00 
2   S/ 28,565.00 S/ 74,000.00 S/ 102,565.00 
3   S/ 28,565.00 S/ 74,000.00 S/ 102,565.00 
4   S/ 28,565.00 S/ 74,000.00 S/ 102,565.00 
5   S/ 28,565.00 S/ 74,000.00 S/ 102,565.00 
      
      
TIR 1% 0.85%    
VAN S/. 249.57 
 
   
    
Tasa de Descuento Anual 10%    
Tasa de Descuento Mensual 0.833%    
 





















• Se concluye que al migrar toda la infraestructura tradicional y convergente a la 
infraestructura hiperconvergente permite la alta disponibilidad de los servicios 
informáticos en toda la institución, cuidando la productividad del negocio en caso un 
servicio falle. Esto permite un 99% de la operatividad de los servicios en relación a la 
infraestructura de servidores hiperconvergentes, no se puede llegar a un nivel de 
disponibilidad más alto ya que el centro de datos no cuenta con ningún TIER de centro 
de datos. 
• Se concluye que al eliminar los silos de infraestructura se reduce la cantidad de 
equipamiento, componentes y con software de administración tecnológica del centro de 
datos a un 90%, se verifica que también se reduce los tiempos de implementación 
gracias a la mitigación de conexiones y complejidad a un 80%. 
• Se concluye que se ahorra en costos de operación, espacios y energía del centro de 
datos cuidando el medio ambiente, adicionalmente  se genera  retorno de inversión  en  
el tiempo de 5 años solo considerando los gastos de operaciones de energía y servicios 
de soporte y mantenimiento, se puede aumentar el retorno de inversión si se consideran 
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11 de enero 2018 versión 1 
(Documento requiere  firmas de los stakeholders) 




La institución ha aprobado recientemente el proyecto de infraestructura hiperconvergente 
para dar continuidad a los servicios informáticos y reducir costos en los gastos operativos 
del centro de datos. El presente proyecto se centra en la implementación y migración de la 
infraestructura tradicional y convergente del centro de datos a una solución 




Se identifica problemas en la infraestructura de tecnología actual alojada en el centro de 
datos cuya causa raíz se debe en primera instancia a la caída  aleatoria  de los servicios y 
la falta aprovisionamiento de nuevos servicios informáticos. La problemática radica en la 
falta de renovación de equipamiento informático del centro de datos por más de  5 años; 
esto sumado la falta de presupuesto para realizar los mantenimientos  anuales que 
requieren todo el equipamiento  comprometido. Esta problemática brinda inicio a una 
necesidad del negocio de ofertar servicio de infraestructura hiperconvergente sumándose 
beneficios y nuevos servicios que parten  de este requerimiento inicial y que son requeridos 
a su vez por parte de la alta gerencia. 
3. Objetivos organizacionales 
 





4. Descripción del proyecto 
 
El proyecto se ha dividido en dos componentes: 
 
Componente 1: Infraestructura optimizada de la plataforma de servidores 
 
a. Instalación y configuración del equipo 
 
b. Configuración de equipos de networking para integración a la red institucional. 
 
c. Migración de servidores físicos o virtuales. 
 
Compornente2: Servicio de soporte gestionado para la infraestructura tecnológica. 
 
a. Funciones de servicio Gestionado para la infraestructura tecnológica. 
 
b. Servicios de mantenimientos 
 
High–level Proyecto y requerimiento del producto 
 
 La solución incluirá elementos de hardware y software licenciado. 
 
 La solución proveerá una arquitectura distribuida y escalable, esta crecerá de 
manera ilimitada en recursos de hardware como procesamiento, almacenamiento y 
memoria. 
 Tener la factibilidad de crecimientos a fututo de forma modular, esto evitara costos 
elevados por el sobre dimensionamiento de toda  la  infraestructura 
hiperconvergente del proyecto. 
 Los crecimientos del equipamiento físico se realizarán en forma simultánea, este 
crecimiento aumentara la capacidad de procesamiento, almacenamiento y memoria 
de todo el clúster. 
 El hardware está compuesto solamente por servidores basados en procesamiento 
Intel x86, cada nodo físico tiene almacenamiento local en los discos de  estado 
sólido y magnéticos. 
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 La solución permite integrar  nodos físicos con diferentes  características de 
hardware formando un clúster mixto. 
 Para el soporte técnico se deberá cumplir con SLAs o niveles de servicio descritos 
en los pliegos del proceso. 
 Para el servicio de mantenimiento deberá  permitir la verificación del correcto 
 
funcionamiento de toda la infraestructura, mediante una gestión  técnica 
permanente, ejecutando  pruebas normalizadas para prever posibles  fallos de 
funcionamiento, o proponer modificaciones en la configuración de la red  y 
seguridad. Estas pruebas deber efectuarse una vez por año. 
 El servicio de implementación del servicio debe finalizar como máximo 45 días 
calendarios. 




 Existencia de inventario y equipamiento del centro de datos de infraestructura 
tradicional y convergente 
 Contar con procedimientos, manuales  de configuración y administración de 
infraestructura. 
 El centro de datos debe estar acondicionado para instalar la nueva infraestructura 
 
hiperconvergente, la solución no contempla costos de aprovisionamiento de puntos 
de energización, cableado estructurado, entre otros. 
6. Riesgos Iniciales 
 
 Renuncia de algún integrante del equipo del proyecto 
 
 Problemas de salud de algún integrante del equipo del proyecto 
 
 Cambio de usuario clave de la institución 
 
 Demoras en la toma de decisiones 
 
 Demoras en levantamiento de información 
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 Personal no calificado 
 
 Cambios de las prioridades del INSN 
 
 Declaración de días no laborables 
 
 Trabajos no programados 
 
 Recortes en el presupuesto del proyecto 
 
 Utilización de tecnologías no compatibles. 
 
7. Criterios de aceptación 
 
 Que se cumpla los estándares de calidad. 
 
 El 28 de febrero del 2018 la solución debe estar implementada. 
 
 Proyecto gestionado dentro del horario 
 
 Plataforma o solución estabilizada en el ambiente de producción. 
 
 Personal del hospital capacitado para el uso de la plataforma. 
 
 Proyecto dentro del presupuesto. 
 
 Entregar documentación final. 
 
8. Restricciones organizacionales 
 
 Presupuesto limitado a S/. 500,000.00 
 
 Cumplir políticas internas de acceso y seguridad de la información. 
 
 Cumplir con la entrega del pedido original hasta el 28 de febrero 2018. 
 
 Cumplir normativas existentes 
 
9. Objetivos técnicos 
 
 Modernizar tecnologías obsoletas 
 
 Proveer escalabilidad y disponibilidad de la infraestructura. 
 
10. Restricciones técnicas 
 
 Cumplir políticas internas de seguridad 
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11. Solución propuesta 
 
Incorporar a la infraestructura de datos existente una infraestructura hiperconvergente con 
04 nodos de computo. La solución a ser implementada provee diferentes herramientas de 
gestión, monitoreo y control simplificado que elimina los silos de toda la infraestructura 
tecnológica del centro de datos. 
La solución a implementar será ejecutada de forma interna, es decir se define no ser 
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Acta No: 001 Fecha: Hora de Inicio: 10:00 AM Lugar: 
REUNIÓN VALIDACIÓN 
15/01/2018 Hora Final: 11:00 AM Breña 
 
 
Hospital y Grupo del Proyecto Proyecto de Hiperconvergencia 
 
Fecha: 15 enero 2018 
Nombre del Proyecto: Implementación de Infraestructura de Tecnología para 
renovar la Plataforma de Servidores del Data Center para el hospital. 
 
 









Acta Fecha Acta Fecha 
        
 
 
Desarrollo de la Reunión: 
 
 
La reunión se llevó a cabo el martes 15/01/2018 a las 10:00 am los participantes fueron: 
 
- Luis Alfredo Cardenas Abarca – Encargado infraestructura tecnológica del centro de datos. 
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- Christian Delgado – Gerente de Proyecto 
 
- Nicolás Bran Nizama – Jefe de Informática 
- Christian Agredo Romero – Oficial de seguridad de la información 
Durante la reunión se revisó lo siguiente: 
1. Se revisó el alcance del proyecto de acuerdo con lo definido en los pliegos del proceso. 
 
2. Se revisó el plan de trabajo, el plan de trabajo será enviado a todo el grupo del proyecto para 
que validen las actividades a su cargo, fechas, duración, recursos asignados. 
3. El equipo del proyecto indica que conoce el alcance del proyecto definido en los pliegos del 
proceso y confirman que asumirán y serán responsables de velar por el cumplimiento de todos 
los alcances considerados. 
4. El grupo del proyecto indica que conocen los entregables comprometidos en el alcance y 
velarán por el cumplimiento de la elaboración de estos entregables. 
5. El grupo del proyecto indica que velarán por el cumplimiento de los plazos de entrega. 
 
6. Se revisó que el alcance considera dos componentes: 
 
a. Componente 1: Infraestructura optimizada de la Plataforma de Servidores: El equipo 
técnico del hospital liderado por Nicolás Bran y Luis Cardenas cumplirán con todo el 
alcance involucrado en este componente. 
 
b. Componente 2: Servicio de Soporte Gestionado para la Infraestructura de 
Tecnología: 
i. Funciones de Servicio Gestionado para la Infraestructura de Tecnología: 
 
-Se confirma que se contará con un contacto único, que estará disponible las 24 
horas (24x7x365), los 365 días durante 2 años para la atención de reportes de 
incidentes y requerimientos tanto para soporte como para garantías 
- La persona que recibirá los incidentes es Luis Cardenas Abarca. 
 
-EL grupo del proyecto indican que darán cumplimiento a los SLA definidos. 
 





Actividades y/o Compromisos: 
Acciones Responsables Fecha 
 
DD/MM/AA 
Christian Delgado enviará el acta 
de la reunión para que sea 










Christian Delgado enviará el plan 
de trabajo actualizado  para la 










Luis Cardenas deberá validar el 
plan de trabajo, enviar sus 










8. El equipo del proyecto realizará el seguimiento y control de las actividades del plan de trabajo 
correspondiente a las que están asignados al equipo de especialistas. 
9. Luego de la aprobación del plan de trabajo se procederá a generar la línea base. 
 
10. El equipo técnico asignado al proyecto debe de ejecutar las actividades de acuerdo con el 
plan de trabajo aprobado y deberán reportar al jefe de la Unidad de Informática los avances , 
novedades, observaciones, Issues, etc. 
 
11. La asignación de los especialistas es de lunes a viernes (fin de semana en caso se requiera 
realizar actividades críticas) durante un periodo de 6 horas mínimas diariamente. 
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Firma de aceptación: 
Nombre Cargo/Entidad Firma 
 
 




















Christian Agreda Romero 
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1. Ciclo de vida del proyecto 
 
 










- Project Charter 
 
- Responsables de 
tecnología de la información. 













- Plan de gestión del proyecto 
aprobado 
- Plan de calidad aprobado 
 
- Plan de recursos humanos 
aprobado. 
- Plan de comunicaciones 
 
- Plan de administración de 
riesgos aprobado. 
Definir equipo de proyecto 
Kick-off 
2. Planificación 







- Plan de gestión del 
proyecto 
- Plan de calidad 
 
- Plan de recursos 
humanos 
- Plan de comunicaciones 
 
- Plan de administración de 
riesgos 
- Acta firmada por equipo 
 
de proyecto 














- Responsables de 
tecnología de la información. 
- Gerente de proyecto 
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- Acta de pruebas aprobado 







- Acta de pruebas 
 




- Responsables de 
tecnología de la información. 
- Gerente de proyecto 
 











- Acta de conform idad y 
cierre 
 
- Responsables de 
tecnología de la información. 
- Gerente de proyecto 
 
- Especialista Nutanix 
 
 
2. Gestión de variantes y líneas base 
 
 
Umbral de variación programada 
 
Retraso de los días del plan de trabajo 
Gestión de la línea base programada 
 
Programar una reunión  con Sponsor y grupo 
 
del proyecto para definir la razón del retraso 
y definir  si se modificara el plan del proyecto 
Umbral de variación del costo 
 
Una variación de S/. 20,000.00 
Gestión de la línea base de costos 
 
Escalamiento al PMO 
Umbral de la variación del alcance 
 
No serán tolerados requerimientos 
adicionales que no estén contemplados 
dentro del alcance definido en los pliegos 
del proceso 
Gestión de la línea base del alcance 
 




Umbral de la variación de la calidad 
 
La solución no debe consumir más del 
70% de recursos del servidor en picos de 
producción entre las  9 am y 12 del 
mediodía. 
Gestión de requisitos de rendimiento 
 
Programar una reunión con el sponsor y 
equipo del proyecto para definir y evaluar 
alternativas de solución. 
 
 
3. Revisiones del proyecto 
 
Revisión de los entregables de cada ciclo de vida del proyecto 
 
4. Consideraciones especificas del proyecto 
 
 Se considera que es factible trabajar los fines de semana o feriados. 
 
 Se considera que se realiza copias de respaldo de la solución en un ambiente de 
desarrollo y producción 
 Se considera que el horario de trabajo se alineara al horario de trabajo de la 
institución. 
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- responsable ejecutivo final por la 
calidad del proyecto. 
- revisar, aprobar y tomar acciones 





b. Gerente del proyecto 
 
 
- Gestionar el plan de calidad. 
 
- Revisar estándares, revisar 
entregables, aceptar entregables o 
disponer reproceso, deliberar para 


































2. Enfoque de aseguramiento de la calidad 
 
El presente Plan de Aseguramiento y control de la calidad describe la metodología, 
organización, medios y la secuencia de actividades que la empresa empleara para la 
gestión de la calidad del proyecto. 
Los objetivos son los siguientes: 
 
- Asegurar que el trabajo se ejecute de acuerdo con los requerimientos y 
especificaciones definidas y aprobadas. 
- Proporcionar registro de todas las pruebas, inspecciones, procedimientos, 
falta de cumplimiento de especificaciones, correcciones, que puedan someterse a 
auditorias. 





c. Responsabilidades de calidad 
- responsable final de la calidad de los 
entregables. 
- Revisar estándares, revisar 
entregables, aceptar entregables o 
disponer reproceso, generar acciones 
correctivas. Verificar los procedimientos 
corporativos en temas relacionados a la 









- Elaborar los entregables con calidad 
requerida y según estándares 




- Asegurar la aceptación de los entregables, mediante el alcance de los 
niveles de servicio solicitados por la institución. 
Las actividades de aseguramiento de la calidad son las que permiten verificar si los 
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1. Roles, Responsabilidades y Autoridad. 
 
 
Roles Autoridad Responsabilidades 
 
a. Gerente del proyecto 
 
Alta 
- Control del avance del proyecto. 
- Gestionar operativamente el alcance, 
comunicaciones, riesgos y cronograma. 
Planificar, organizar, administrar, 
ejecutar y controlar el proyecto. 
 
 




- Manejar las reuniones de relevamiento 
de información, levantamiento de 
información de situación actual. 
- Instalar y configurar la solución. 
- Realizar pruebas de operatividad de la 
solución. 
- Migración de los servidores virtuales y 
físicos a la nueva solución. 
 
 





- responsable final de la calidad de los 
entregables. 
- Revisar estándares, revisar 
entregables, aceptar entregables o 
disponer reproceso, generar acciones 
correctivas. Verificar los procedimientos 
corporativos en temas relacionados a la 
salud, seguridad,  medio ambiente y 
calidad. 
 
d.Responsable de Tecnología 




- Control del avance del proyecto. 
- Manejar las relaciones con el 
proveedor de equipamiento y gestionar 























3. Plan de Gestión de personal 
 
a. Adquisición de Personal 
 
La institución no contratara profesionales para la ejecución de este proyecto, los recursos 
asignados pertenecen a la organización y estos recursos cumplen los perfiles de los 
distintos roles antes mencionados. 
Cabe mencionar que la institución en caso de ser necesario realizara nuevas  
contrataciones de personal. 
En el caso que se necesite, durante la ejecución del proyecto, contratar con un profesional, 
el Gerente del proyecto enviara una solicitud de personal con el perfil deseado a la oficina  
de personal de la institución, quien lo evaluara, lo aprobara y posteriormente solicitara a 
autorización del sponsor. 
En este proceso de selección seguirá con los siguientes pasos: 
Reclutamiento 
 
 Sistema de referencias mediante envió de hojas de vida. 
 
 Contactos mediante convenios en universidades e institutos. 
 
 Contrataciones CAS y terceros mediante publicaciones. 
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Selección de personal 
 
 Recepción preliminar de candidatos 
 Entrevista de clasificación 
 Entrevista de selección 
 Entrevista con superior inmediato 
 Examen técnico escrito 
El resultado final se traduce en el nuevo  personal contratado.  Si los  elementos anteriores  
a la selección se consideran cuidadosamente y los pasos de selección se llevaron a cabo 
en forma adecuada, lo más probable es que el empleado sea el idóneo para el puesto y lo 
desempeñe productivamente. 
b. Liberación de personal 
 
En el caso que se contrate un nuevo  personal  para formar parte del equipo del proyecto, 
el ingreso de este, el área de tecnología de la información ejecutara un programa de 
inducción para solidificar los lineamientos de quienes ocupan y ocuparan los cargos en el 
proyecto. 
Los objetivos del plan de inducción es el siguiente; 
 Configurar y establecer las relaciones que mantendrá el nuevo trabajador con la 
institución. 































































19 de enero 2018 Versión 1 
(Documento requiere firmas de equipo del proyecto) 




1. Procedimientos para tratar las polémicas 
 
a. Se captan los problemas o polémicas a través de la observación y conversación, o 
de alguna persona o grupo que los exprese formalmente. 
b. Se codifican y registran las polémicas en el Log de Polémicas. 
 
c. El log se revisará en las reuniones semanales de coordinación con el fin de: 
 
 Determinarlas soluciones a aplicar a las polémicas pendientes por analizar, 
asignar al responsable de aplicar dicha solución, así como el plazo de la 
solucione, y registrar dichos datos en el log de control de polémicas. 
 Revisar si las soluciones han sido aplicadas en el plazo acordado, de no ser 
 
así se tomarán medidas correctivas. 
 
 Revisar si las soluciones aplicadas han sido efectivas en el plazo acordado, 
de no ser así se diseñará una nueva solución (se vuelve a empezar en el 
punto a). 
d. En el caso que una polémica no pueda ser resuelta y/o haya evolucionado hasta 
convertirse en un problema, debe ser tratado  con el siguiente  método de 
escalamiento. 
 En primera instancia será tratada de resolver por el Gerente del proyecto y 
 
equipo del proyecto, utilizando  el método estándar  de resolución de 
problemas. 
 En segunda instancia será tratada de resolver por el Sponsor y el equipo del 
 
proyecto, utilizando a negociación y/o la solución de conflictos. 
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2. Procedimientos para actualizar el plan de comunicaciones 
 
El plan de comunicaciones deberá ser revisado y/o actualizado cada vez que: 
 
 Hay una solicitud de cambio aprobada que impacte el plan de proyecto. 
 
 Hay una acción correctiva que impacte los requerimientos o necesidades de 
información de los interesados. 
 Hay personas que ingresan o salen del proyecto. 
 
 Hay cambios en las asignaciones de personas o roles del proyecto. 
 
 Hay solicitudes inusuales de informes o reportes adicionales. 
 
 Hay evidencias de resistencia al cambio. 
 
La actualización del Plan de Gestión de las comunicaciones deberá seguir los siguientes 
pasos: 
 Identificaciones  y  clasificación de los interesados 
 
 Determinación de requerimientos  de  información 
 
 Actualización del plan de gestión de comunicaciones 
 
 Aprobación del plan de gestión de comunicaciones 
 
 Difusión del nuevo plan de gestión de comunicaciones 
 
3. Guía para los eventos de comunicaciones 
 
Guías para reuniones 
 
 Empezar en el horario señalado 
 
 Fijar objetivos de la reunión 
 
 Se debe enviar agenda 
 




 Acta de reunión 
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Firma de acta de 
cierre 






Guías para correo electrónico 
 
Todos los correos electrónicos deberán seguir las siguientes pautas: 
 
 El correo electrónico entre el equipo del proyecto será enviado con copia al 
gerente del proyecto y sponsor. 
 Los correos internos entre el equipo del proyecto deben ser copiado a todos los 
miembros del equipo del proyecto. 
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1. Métodos y Enfoques 
 
El objetivo  de este plan  de riesgos es: 
 
Comunicar de forma clara y detallada como serán manejados los riesgos del proyecto. 
 
2. Herramientas y Técnicas 
 
 Reuniones de planificación y análisis 
 
 Revisión a la documentación 
 
 Técnicas de recopilación de información 
 
 Juicio de expertos 
 
 Matriz de probabilidad e impacto 
 




 Reuniones de avance 
 
3. Roles y responsabilidades 
 
Gerente del proyecto: Desarrolla y mantiene el Plan de Gestión de riesgos 
 
4. Categorías de Riesgos 
 
 Riesgos técnicos: Calidad y tecnología 
 
 Riesgos externos: Clima, proveedores, mercado 
 
 Riesgos de la institución: Presupuestos, recursos, equipos. 
 






























































































Tipo de Riesgo Probabilidad por impacto Color 
Critico >=0.5  
Alto >=0.3  
Moderado >=0.15  
Bajo >=0.001  
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6. Definición del impacto por objetivos 
 
 
 Alcance Calidad Tiempo Costo 
Muy Alto Afecta 
directamente, 
es irreversible. 
Impacto en  el 
resultado  del 
servicio, es 
irreversible. 
Retraso en el 
cronograma. 




Aumento del costo 
>50% 
Alto Se reduce el 
alcance, no 
debe dejarse 




sufrió un cambio, 
no se considera 
aceptable. 
Es candidato a 









Aumento del 30- 
50% 
Medio El área principal 
del alcance se 
afecta 
directamente. 








Aumento del 8%- 
15% 
Esta actividad se 
encuentra dentro 
del estimado. 











Aumento < 8% 
Esta actividad se 
encuentra dentro 
del estimado. 
Aumento < 15% 















7. Riesgo del capital 
 
Costo real del proyecto: S/. 500,000.00 
Reserva de gestión 3%:  - 
Reserva de contingencia 7%: - 
 
  _ 
 
S/. 500,000.00  (Incluido IGV) 
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8. Frecuencia y tiempo 
 
 




Gestión del riesgo 
Al inicio del proyecto Plan del proyecto Una vez 
Identificar riesgos Al inicio del proyecto, 
en cada reunión del 
equipo. 
Plan del proyecto 
Acta de reunión de 
equipo del proyecto 
Semanal 
Realizar el análisis 
cualitativo de 
riesgos 
Realizar el análisis 
cuantitativo de 
riesgos 
Elaborar el plan de 




En relación al avance 
y los hitos del 
proyecto. En cada 
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El Hospital Público, comprometido con el uso eficiente de las Tecnologías  de Información  
y Comunicaciones (TIC), en su plan de gestión estratégico de TI, contempla todo lo 
referente al proceso de migración de la infraestructura de TI que aloja los servicios 
tecnológicos. 
Este plan permite a la Entidad contar con un registro detallado de necesidades, falencias 
 
e intervalos de tiempo; variables con las cuales la unidad de informática conoce la 
naturaleza de la operación. 
La unidad de informática es la responsable de la implementación y seguimiento al avance 
 
del plan de migración, de definir las  cargas de trabajo,  las funciones, roles, mecanismos 
de seguimiento y control, la transferencia de conocimientos y divulgación necesarias para  





• Definir las fechas para la realización de la migración de los servicios tecnológicos. 
 
• Designar las actividades del personal competente de la Unidad de informática. 
 
• Identificar los riesgos técnicos. 
 
• Implementar las  recomendaciones del  Marco de Referencia de Arquitectura 
Empresarial de TI del  estado, para garantizar la calidad de los  servicios 





Jefe Oficina de Estadística e Informática: 
 
- Aprobar el plan de migración de la infraestructura tradicional y convergente del 
centro de datos. 
Jefe Unidad de Informática: 
 
- Coordinar y responder las consultas de las diferentes direcciones u áreas sobre el 
plan de migración de la infraestructura tradicional y convergente del centro de 
datos. 
- Monitoreo y control de todo el proceso migración de la infraestructura tradicional y 
convergente del centro de datos. 
- Planificar y convocar al recurso humano. 
 
Encargado de Infraestructura de TI: 
 
- Establecer y actualizar el listado de equipos comprometidos en la migración de la 
infraestructura tradicional y convergente del centro de datos. 
 
 
- Apagar y encender la infraestructura de TI del Centro de Datos mediante el 
procedimiento técnico establecido en el documento “Procedimiento 
Apagado/Encendido Infraestructura TIC” durante la migración. 
 
 
- Resolver incidencias durante la ejecución de la migración de la infraestructura 
tradicional y convergente del centro de datos. 
 
 
- Verificar la ejecución correcta de la migración de la infraestructura tradicional y 
convergente de todos los equipos comprometidos del centro de datos. 
 
 
- Elaboración y actualización del plan de migración de la infraestructura tradicional y 
convergente de todos los equipos comprometidos del centro de datos. 
166 
 
4. Riesgos técnicos 
 
Algunos de los riesgos que se pueden presentar en la ejecución de la migración son: 
 
- Mal dimensionamiento de los recursos de hardware. 
 
- Problemas de incompatibilidad  de sistema operativo de servidores virtuales 
Windows y Linux con plataforma hiperconvergente. 
- Problemas con los drivers de migración en caliente Vmotion de vmware. 
 
- Problemas al integrar los 04 nodos hiperconvergentes al clúster por errores de 
hardware. 
- Problemas al instalar y actualizar las controladoras y drivers en cada uno de los 
nodos hiperconvergentes. 
- Problemas al migrar los discos virtuales. 
 
5. Acciones de contingencia 
 
En el caso exista algún tipo de incidencia durante la migración o puesta en marcha de toda la 
solución se considerará un proceso de roll back con los siguientes procedimientos: 
- Apagar los componentes de software, como controladoras y máquinas virtuales 
alojadas en la solución hiperconvergente de manera correcta y programada. 
- Apagara los componentes de hardware de toda la solución hiperconvergente. 
 
- Encender la solución convergente y tradicional con todo el equipamiento. 
 
- Prender las maquinas virtuales en la consola de administración de máquinas 
virtuales de la infraestructura convergente y tradicional. 
- Verificar el encendido de todas las máquinas virtuales y la correcta sincronización 
con los espacios de almacenamiento virtuales. 
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CRITERIO DE ACEPTACIÓN: 
FIRMA DE ACEPTACION DE LOS SERVIDORES VIRTUALES MIGRADOS A LA 
NUEVA INFRAESTRUCTURA HYPERCONVERGENTE DE NUTANIX. 
RESPONSABLE TECNICO DE LAS PRUEBAS: 






















IP / Máscara 
SRVAPLICACIONES2 WS2012-ST 172.30.31.25/24 
SRVSIAF WS2003-EN 172.30.31.22/24 
SRVDOMINIO1 WS2012-ST 172.30.31.10/24 
SRVSIGA WS2012-ST 172.30.31.27/24 
mirella.insn.gob.pe Centos 6.7 172.30.31.39/24 
SRVDOMINIO2 WS2012-ST 172.30.31.11/24 
SRVWEB WS2012-ST 172.30.31.27/24 
SRVAPLICACIONES1 WS2012-ST 172.30.31.24/24 
SRVAPLICACIONES3 WS2003-EN 172.30.31.28/24 
SRVDB03.insn.gob.pe WS2012-ST 172.30.31.20/24 
SRVDB04.insn.gob.pe WS2012-ST 172.30.31.35/24 
SRVENDPOINT.insn.gob.pe WS2012-ST 172.30.31.42/24 
SRVFILESERVER WS2012-ST 172.30.31.12/24 
SRVSIAF2.insn.gob.pe WS2012-ST 172.30.31.23/24 
camila.insn.gob.pe Centos 6.7 172.30.31.44/24 
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  natalia.insn.gob.pe Centos 6.7 172.30.31.46/24 
SRVGLPI (helpdesk) Ubuntu Linux 172.30.31.29/24 
intranet.insn.gob.pe WS2012-ST 172.30.31.13/24 
veronica.insn.gob.pe Centos 6.7 172.30.31.40/24 
SRVTFS.insn.gob.pe WS2012-ST 172.30.31.36/24 
SRVCLUSTERDB WS2012-DC 172.30.31.15/24 
SRVDB02 WS2012-DC 172.30.31.16/24 
CORREO Centos 6.7 172.16.32.24 
FECHA/HORA INICIO: 
23/02/2018 – 09:00 am 
FECHA/HORA FINALIZACIÓN: 
23/02/2018 – 06:00 pm 
EVALUADOR Y CONFORMIDAD TECNICA: 
NICOLAS BRAN NIZAMA 
OBSERVACIONES NO SE PRESENTA OBSERVACIONES 
VERIFICACION DE ASIGNACION VCPU A 
CADA SERVIDOR VIRTUAL 
SI ☒ NO☐ 
VERIFICACION DE ASIGNACION DE 
MEMORIA A CADA SERVIDOR VIRTUAL 
SI ☒ NO☐ 
VERIFICACION DEL SISTEMA 
ALMACENAMIENTO A CADA SERVIDOR 
VIRTUAL 
SI ☒ NO☐ 
PRUEBA DE ALTA REDUNDANCIA CON 
LOS SERVIDORES VIRTUALES. 
SI ☒ NO☐ 
VERIFICACION DE CONECTIVIDAD POR 
CADA SERVIDOR VIRTUAL MIGRADO CON 
LA RED LAN E INTERNET. 
SI ☒ NO☐ 
ALGUNA INCIDENCIA VERIFICADA EN EL 
PROCESO DE MIGRACION 
SI ☐ NO☒ 
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Acta de Cierre 
Proyecto_infraestructura_hiperconvergente 
28 de febrero 2018 Versión 1.0 
(Documento requiere firmas de jefe de la unidad de informática) 
 
Aplica restricción interna 
 
Hospital Infraestructura Hiperconvergente 
Nombre del Proyecto: 
Infraestructura de Tecnología para renovar la Plataforma de Servidores del Data Center 
para el Instituto Nacional de Salud del Niño 
Elaboró el Acta: Christian Delgado 




Agenda o Propósito: 





1. Los trabajos fueron realizados por los siguientes especialistas: 
 
a. Christian Delgado  Rivera - Gerente  de Proyecto 
 
b. Luis Cardenas Abarca - Especialista 
 
c. Iván Garcilazo Ambuka - Especialista 
 
d. Nicolás Bran Nizama – Jefe  de la Unidad  de Informática 
 
e. Christian Agreda  Romero – Seguridad  de la información 
 
2. Durante el desarrollo del  servicio se entregó  al hospital  los siguientes 
documentos: 
a. Plan de trabajo o cronograma 
 
b. Presentación del Kick-Off 
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c. Project Charter 
 
d. Plan de Gestión del Proyecto 
 
e. Plan de Calidad 
 
f. Plan de Recursos Humanos 
 
g. Plan de Comunicaciones 
 
h. Plan de Administración de Riesgos 
 
i. Reportes de Performance 
 
j. Acta de Cierre del Proyecto 
 
Durante el desarrollo del proyecto se ha cumplido con la entrega e implementación del 
servidor Hiperconvergente Marca NUTANIX, de acuerdo con lo establecido en  el 
contrato de la referencia, el alcance desarrollado es el siguiente: 
ADQUISICIÓN DE EQUIPAMIENTO 
 




 Instalación y configuración NUTANIX 
 Instalación física de todos los componentes del nodo Nutanix. 
 Rackeo del nodo Nutanix en un rack compatible para servidores. 
 Upgrade del firmware y drivers (si lo requiere). 
 Generación de los agrupamientos Nutanix. 
 Configuración del sistema Acrópolis y del Administrador Prism de la solución 
Nutanix. 
 Instalación de Acrópolis Hypervisor. 
 Configuración de Prism. 
 Generación del Clúster Nutanix. 
 Configuración del Switch de Core Institucional 
 Migración de servidores físicos o virtuales hacia ambientes virtuales en la nueva 
solución. 
A través del presente Acta de Cierre (Cumplimiento del Proyecto), se da por cerrado o 
terminado el proyecto “Contratación de Recursos de Infraestructura de Tecnología para 







MEDICIÓN DEL GRADO DE SATISFACCIÓN  POR EL CUMPLIMIENTO DE LOS 
OBJETIVOS DEL SERVICIO (Marque con un aspa) 
¿Cuán 
satisfecho 
































Firma de aceptación: 
 
Firma de aceptacion: 
Nombre /Cargo/Entidad Fecha Firma 
 
Christian Delgado Rivera - Gerente de 







Nicolás Bran Nizama – Jefe de la 





de Informática dará la conformidad sobre la ejecución del presente proyecto, cabe 
 
indicar que no existe ninguna actividad pendiente por ejecutar. 
 
Nota: Todo documento compartido vía correo electrónico se considerará aprobado si 
ninguna de las partes manifiesta observaciones durante  los siguientes 3 días  hábiles  a 



































23 de febrero 2018 Versión 1 
(Documento requiere firmas de jefe de la unidad  de  informática) 










CRITERIO DE ACEPTACIÓN: 
PRUEBAS DE ALTA DISPONIBILIDAD Y TOLERANCIA  A  FALLOS 
DE LAS CARACTERISTICAS DE LA SOLUCION  DE 
INFRAESTRUCTURA DE SERVIDORES HYPERONVERGENTES 
IMPLEMENTADA 
RESPONSABLE TECNICO DE LAS PRUEBAS: 














1. Prueba de Falla de nodo 
 Prueba de Fallo de VM del controlador del nodo: 
- Se procedió a apagar la máquina  virtual  que es 
controladora de uno de los nodos de la infraestructura 
Hiperconvergente. 
- Se verifica que al apagar la controladora se redirige la 
ruta de almacenamiento en  el  host  relacionado   a otro 
controlador en otro nodo. 
- Se verifica que durante el proceso de conmutación el 
nodo que tiene el controlador con falla informa que el 
almacenamiento compartido no está disponible. 
- Se verifica que al encender la máquina virtual que es 
controladora, la ruta de almacenamiento vuelve a esta 
controladora. 
 Prueba de Fallo de Nodo físico 
- Se procedió a apagar un nodo físico. 
- Se verifica que al apagar el nodo todas las máquinas 
virtuales protegidas con alta disponibilidad se reinician 
automáticamente en otro nodo del clúster. 
- Se verifica que los usuarios no tienen acceso a las 
máquinas virtuales hasta que  estas terminen de 
reiniciarse en el nuevo nodo. 
- Se verifica el correcto inicio de las máquinas virtuales y 
el acceso a estas. 
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 2. Prueba de Fallo de la Unidad de almacenamiento 
 Se procedió a desconectar una unidad de disco duro 
solido de uno de los nodos. 
 Se verifica una alerta de hardware del nodo que indica 
que una unidad de datos ha fallado. 
 Se verifica errores en la unidad de arranque  y 
metadatos de ese nodo causando problemas en la 
controladora de este. 
 Se verifica que el clúster separa el nodo con problemas 
de su base de datos para que los metadatos no 
disponibles se repliquen en otros nodos. 
 Durante el proceso de conmutación, el nodo con el 
Disco fallido informa que el almacenamiento compartido 
no está disponible. 
 Se verifica que las máquinas virtuales de este nodo 
aparecen como “colgadas” hasta que se restauró la 
ruta de almacenamiento. 
 Se verifica que al restaurar la ruta de almacenamiento 
en un nuevo controlador en otro nodo las máquinas 
virtuales reanudan su lectura y escritura. 
3. Prueba de fallo en enlace de red 
 Se procede a desconectar los cables de red de uno de 
los nodos. 
 Se verifica que al desconectar el nodo todas las 
máquinas virtuales protegidas con  alta  disponibilidad 
se reinician automáticamente en otro nodo del clúster. 
 Se verifica que los usuarios no tienen acceso a las 
máquinas virtuales hasta que  estas terminen de 
reiniciarse en el nuevo nodo. 
 Se verifica el correcto inicio de las máquinas virtuales y 
el acceso a estas. 
FECHA/HORA INICIO: 
23/02/2018  – 09:00 am 
FECHA/HORA FINALIZACIÓN: 
23/02/2018 – 06:00 pm 
 
EVALUADOR Y CONFORMIDAD TECNICADE LA ENTIDAD: 
LUIS CARDENAS ABARCA 
OBSERVACIONES NO SE PRESENTAOBSERVACIONES 





ACCIONES A TOMAR 
VERIFICACION DE LA OPERATIVIDAD DE LA SOLUCION 
POSTERIOR A LA IMPLEMENTACION COMO PARTE DEL 
SOPORTE. 
MONITOREO DE ALERTAS E INCIDENCIAS. 




























Christian Omar Delgado Rivera Christian Oswaldo Agreda Romero 
