Abstract. The weighted inertial piloting of processes presented in this paper is a break-away in terms of the quality of machined mechanical workpieces compared to the traditional piloting carried out by machine setters. However, sometimes one has a stability problem during the piloting phase due to over adjustment. We propose to study the causes of this instability and to develop an approach in order to correct the problems. Once we have reminded ourselves of the basics of weighted inertial tolerancing, we will propose an approach to identify the most probable decentring. The applications of the concepts discussed in this article were tested over a period of two months. The results are very convincing, especially with the elimination of the phenomenon previously observed in identical conditions.
Introduction

Inertial tolerancing
1 [1] [2] [3] [4] [5] offers a new way to tackle the issue of product conformity. The objective is no longer to obtain the products within a given specification interval, but to minimise the variance around the target.
In order to meet this requirement in the case of the machining of mechanical workpiece, it is often necessary to look closely at the way the machines are set. Many adjusting approaches have been proposed using inertial control charts [6, 7] , but the limits to these approaches are exposed in the case of multi-criteria processes when the characteristics are inter-dependent.
The use of adjusting matrices [8] [9] [10] and of weighted inertial adjusting [7] offers solutions which have brought a real breakthrough in terms of the quality of the products.
However despite these approaches, instability can still sometimes be observed and this results in the stratified distribution of products. This stratification comes from over-adjusting the production means. The objective of this article is to propose an approach which completes weighted inertial tolerancing by looking for the most probable decentring in order to avoid getting this phenomenon of stratification.
After having recalled the basic concepts of inertial tolerancing and of weighted inertial adjusting, we will now show that the most probable adjusting is not the decen- tring observed and we will offer a solution to calculate it. An example of weighted inertial adjusting using the most probable adjusting is given at the end of the article.
Multi-criteria inertial adjusting
The objective of multi-criteria inertial adjusting is to minimise the inertia on the set of dependent characteristics in a process. It is particularly easy to use when machining using numerical control.
Let us recall that the inertia is calculated using the following equation (1):
with σ: the standard deviation of the population; δ: the decentring in relation to the target.
The inertial conformity is defined by the XP E04 008 standard. A characteristic marked as 10 0.01 STI means that the maximum inertia is equal to 0.01. We illustrate this in the example given in Figure 1 . We must guarantee the inertia on the characteristics a to e on this workpiece. Table 1 gives the target values and the different inertia of these characteristics.
The example in Figure 1 illustrates the mechanical problem well when several characteristics on the workpiece depend on different adjusting criteria. In the example, we Article published by EDP Sciences Table 2 . Matrix A.
can easily find the matrix relation E = AC which links the vector of the deviation vector to the target value of the characteristics (E) to the vector of the length correctors and the radius of the 3 tools (C). Table 1 indicates the  inertial tolerances on the workpiece and Table 2 the transition matrix (A) and the correctors towards the deviation of the characteristics. For example, a modification of 1 on the length corrector for tool 1 (CT1L), will increase c, d and e characteristics by 1, too. The problem with weighted inertial adjusting is to find the adjusting operations which -once set -will minimise the inertia. In the example proposed, matrix A is not squared, so an infinite number of adjustments are possible.
Inertia is nothing more than the square root of the deviation from the target. The solution to minimise these deviations is, of course, to minimise the least squares. The vector of the corrections is found by calculating:
The approach consisting in directly applying this relation to the set of measured deviations would, in the case of a stable process, lead to doubling the variance because one would systematically correct any random variance. The use of an inertial control chart [6, 7, 11] is adapted in order to filter the deviations. This means that only the deviations identified as critical in relation to the inertia or which could be considered as a non-random variation are taken into account.
The example in Table 3 shows some of the values measured on a machining process studied (first workpiece in the series). The deviation on the a characteristic is considered as under control from an inertial point of view; the deviation is therefore considered as equal to 0.
Then the correction is calculated by equation (2) on the filtered deviations and one finds the values given in Table 4 .
Weighted multi-criteria inertial adjusting
Multi-Criteria Inertial Adjusting gives good results when the tolerances are close to each other in value. When certain tolerances are very limited whereas others are much wider in range, an optimisation problem occurs. By minimising the square deviations on the set of characteristics, the adjustment on the most limited tolerances is not optimum.
To overcome this problem, this paper suggests using weighted, multi-criteria inertial adjusting [12] , which simply consists in attributing a weighting to matrix A depending on the tolerances of the characteristics concerned. Thus, we bring the set of characteristics to an inertia which is equal to the unit. The optimisation is thus proportional to the inertial tolerance concerned. We minimise the least squares in the unit of standard tolerance. Table 5 shows the weighted values which will favour the adjusting of the most accurate characteristic (a and d).
The problem of optimum adjusting in the case of a small sample lot size
Weighted Multi-Criteria Inertial Adjusting such as we have just presented it here, is currently being used in many mechanical and aeronautic companies. The results show that a real difference in terms of the quality obtained compared to the traditional adjusting methods. The longterm capabilities obtained are often multiplied by three or four. This improvement in the subtlety of the quality of the adjusting operations associated with the automation of the feedback of the measure to the correction of the machine brings other possible points of improvement to the surface. In this article, we will talk about the problem of determining the probable decentring of the process beforehand. Figure 2 applies to small samples from 1 to x measures. The Gaussian curves represent the average distribution law.
In the first approach, we will consider that the decentring deviation is equal to the measured decentring. This hypothesis sometimes leads to having extra adjusting. Let us illustrate this point with the following example (Fig. 2 , hypothesis: the process is stable but off-centre in relation to the target value which is equal to 2/3rds of the filter used).
The decentring is inferior to the limit used to filter the deviation from the target. This limit can be either a limit to the alpha risk, or the limit to the beta risk. However, in the case of small sample sizes, a value can be outside the filtering limits.
In Figure 2 , the Gauss bell curve represents either the dispersion of the process in the case of the sample is a unit, or the distribution of the average of n workpieces measured in the case where a sample is used.
The real decentring is equal to δ 0 . When a measure is detected outside of the filter, it is introduced into the calculation of the inertial correction with a decentring equal to δ 1 > δ 0 .
The correction made will then decentre the process to the other side of the target, with the major risk of detecting a new situation out of limits which will lead to another correction in the direction from whence it came. This phenomenon of instability (which is not a major issue in the cases of traditional adjusting) appears a lot more when we carry out multi-criteria inertial adjusting. It prevents one from obtaining process stability such as the long-term capabilities that should be equal to the short term capabilities (process in control).
Even in the case of a perfectly centred process, this phenomenon appears simply because of the false alarms on the α risk on control chart.
Since this risk is multiplied by the number of characteristics monitored, it becomes very big when there are more than ten characteristics. By taking other adjusting rules such as seven points on one side of the average, two points near the limits increase the alpha risk and therefore increase the number of adjusting operations. However, it is not always possible to use the seven-point rule which requires a high frequency of sampling and therefore a prohibitive cost.
Proposition of an adapted adjusting approach 4.1 Determining an optimal adjusting
To put it informally, machine setters often have a tendency to not set the processes from the deviation to the target, but rather a proportion of the deviation. In order to introduce this rule into the algorithms of automatic inertial adjusting, one must be able to determine what the most probable decentring is. Lill [13] proposed an adjusting rule for the first workpiece manufactured. However, this rule has been shown to be too fixed to be adapted to the different situations encountered during the adjusting of a series. Lill's demonstration considers the following hypotheses. Let us consider the random variable of the measured deviation. This variable is the results from two different elements: a certain disturbance of the adjustment made (unknown) and the dispersion of the population. We consider σ ST as the short term standard deviation of the distribution of the population. We also consider that the adjustment is distributed symmetrically around the target with σ R as the standard deviation of the distribution of the adjustment errors. If one takes the target value as equal to 0, the two distribution functions are written as follows:
With:
-X R the adjustment deviation; -X P the deviation due to random dispersion.
The total error (represented by E), that is to say the deviation measured by the machine setter, is equal to the sum of the two errors. Therefore, we have:
In fact, we are looking for the decentring error (X R ), therefore we can write:
The measured decentring is a combination of a true decentring and a dispersion. The density of the probability of the measured decentring is calculated by combining two probability laws. This gives us:
If we write:
The maximum density of the probability of the function Y R Y P is obtained when the Z function is at its minimum. Indeed, the lowest risk of adjusting error will be proportional to the maximum of the density of the probability of the law obtained. By differentiating Z in relation to X R , we find:
The distribution function is at its maximum for:
the best adjustment will be obtained -in the hypotheses that we have retained for our calculations -by an adjustment of the deviation between the dimension measured and the target value (E) multiplied by coefficient
In the case where the measure is done using a sample, the short-term dispersion is such that:
In the general case, the optimal adjustment is thus obtained by the relation:
Determination of the c ratio
In the previous equation, the deviation (E) is known. It is the measured deviation, but to determine the optimal adjustment, we must determine the coefficient c. The following hypothesis is put forward for all SPC adjustment: the short-term standard deviation is constant and known. The situation of the decentring is a lot more random and the standard deviation of the adjustment can vary from one situation to another. A given deviation measured is a consequence of a major dispersion in the adjustment.
Therefore we suggest estimating the c coefficient in relation to the ratio between the measured deviation and the short-term standard deviation of the process. Here, the estimation is rather random by taking the rule as being that the ratio is equal to the unit when the deviation is equal to half the dispersion of the process, which represents three short-term standard deviations.
This arbitrary rule is based on the adjusters' common practice which is to adjust to half the measured deviation using the first manufactured workpiece. In the case where n = 1, the optimal adjustment results in Ad = E/2. Then we consider that the c coefficient increases in proportion to the deviation. Indeed, the further we are from the short-term dispersion, the greater the dispersion of adjustment is in relation to the short-term dispersion.
Therefore c is calculated by:
Adjustment Ad is written as:
With
Term K = nr 2 (9+nr 2 ) represents the proportion of the machines that have put themselves out, and that it is necessary to compensate for depending on the decentring: (rσ ST ). This gives the results show Figure 3. 
Application using the example in Figure 2
We will illustrate this approach by basing our application in Figure 2 which used the first manufactured workpiece in the batch (white circle). Let us suppose that the filter in Figure 2 is placed at the three standard deviations alpha risk. The deviation measured is such that: E = 3.2σ ST . 
Depending on the size of the sample, we would find the K coefficient (Tab. 6).
As we are dealing with the first workpiece in the batch, we apply the following formulae: K = 0.53. In all the cases in the figure, the adjustment converges towards the perfect centring and subsequently avoids generating a decentring on the other side of the target.
Validation by monte carlo simulation
In order to validate this approach, this part of the paper presents a simulation of a production with a target value of 15 and a short-term standard deviation σ ST = 1. The maximum inertia tolerated will be I Max = 2. This allows us to calculate:
The data are simulated using 10 6 simulations with the data coming from the Mersenne Twister algorithm [14] which generates two random variables (a and b) which have a uniform distribution between 0 and 1. The Gaussian transformation is done using the following formulae: y = 15 + −2 ln(a) cos(2πb).
Out of 1 000 000 simulations, we obtained the distribution given in Figure 4 . The average is 15, and the standard deviation is 1.
The p-value of the Anderson Darling test (see Fig. 5 ) is 0.59, so the normality is accepted. We can notice the excellent distribution on the graph, given by the Mersenne Twister algorithm.
Using this generator of normal law, 8 simulations were carried out, and the following settings were varied:
-the type of process: a stable process or one that has drifted; -the sample size: n = 1 and n = 5; -the optimisation of the correction : correction of the value of the deviation or optimised correction.
The simulation consists in launching 10 6 simulations. At the beginning, the process is set at the target of: δ 0 = 0. If a value goes out of the Shewhart control limits (z = 3), the process is recentred -either by using the deviation between the value measured and the target value -or by the deviation calculated on the most probable decentring -(R = KE).
In this simulation, we suppose that the correction is perfect and that the process moves away from the corrected value.
We have checked that there is no initial decentring that will modify the results. The first decentring is compensated by a false alarm in the 1000 first simulations. In the end, the result on 10 6 simulations is the same.
On the one hand, the results of the simulation give us the number of setups and, on the other hand, the longterm performance P p, P pi. The capability indicators are 
in quality calculated using the relations:
The objective is to obtain a high capability by minimising the number of interventions. The most relevant parameter for quality is the capability index P pi. Table 7 gives the results of the 8 simulations. Figures 6 and 7 show the control charts (limited to the first 1000 samples in order for the results on the graphs to be clearly visible).
If we observe the results, we can notice that in all cases, the optimised correction reduced the number of setups (with improvements of up to 70%) whilst, at the same time, improving the capability levels obtained. The biggest improvement is obtained when we work with n = 1 and have a stable production. In the cases with drift, the loss is instant. Table 8 gives the results obtained with z = 4. We can notice the deterioration of the capability.
The application of the "7 values on the same side of the average" rule generally improves the capability whilst increasing the number of setups. Table 8 shows the results obtained using the "7 values rule". We can see the deterioration of the capability as well as the improvement reached compared to Table 7 in terms of capability, but with a sharp increase in the number of setups. It is possible to observe that even by applying the "7 values rule", the use of the most probable adjustment remains the most interesting, especially when the process is stable.
Application on a case of setup using an inertial matrix
In order to illustrate the application of the calculation of the filtering of the adjustment using the coefficient proposed, we will take the example used in Figure 1 . The weighted inertial control matrix is given in Table 9 .
From the matrix A (Tab. 2) the weighted matrix A is calculated (Tab. 10) (each row is divided by 6 × I Max ). Then the control matrix C is calculated by equation (2) (Tab. 9).
By using the previous decentring, the approach proposed leads to the calculation of the probable deviation using the measured deviations and filtered by the inertial chart. The following table (Tab. 11) gives the details of the calculations. If the deviation is lower than 3σ ST , it is filtered. c is calculated by equation (8), r by equation (10), Ad by relation (11) .
The calculation of the correction is made using the matrix product of the probable deviation divided by the 
The weighted vector Ad is calculated from the vector Ad (each row is multiplied by 6 × I Max ). This then gives us the desired adjustments (WFC) that are in Table 12 . This example illustrates the proposed calculation well. It reduces the importance of the adjustments to do in proportion to the importance of the decentring. It also reduces the number of adjustments significantly.
Today, the experiment carried out over a one year period of batch production has shown that this moderation is very effective. It rarely leads to the necessity of a setup in two stages which would result in an insufficient recentring in order to obtain a perfect centring on the target. Having said that, it eliminates the phenomenon of stratified distribution of products that we emphasised at the beginning of this article. The empirical part of this approach is based on the determining of the situation where the coefficient is fixed at c = 1. The results obtained seem to show that the choice made here is a suitable one. More hindsight is necessary in order to validate this choice permanently.
Conclusion
The adjustment of machine-tools in companies in the mechanical industry is still largely carried out in an empirical way by machine setters. The weighted, multi-criteria inertial piloting that we looked at briefly at the beginning of the article, already offers a considerable improvement in terms of the quality of the products manufactured. However, a phenomenon of stratified distribution remained within the weighted inertial approach, due to over-adjustment and unsuitable settings. This leads to a severe drop in capability between the short-term and the long-term. In this article, we have proposed an approach which allows the calculation of a probable decentring depending on the decentring observed and the short-term dispersion of the process. This theoretical demonstration has been validated by a Monte-Carlo simulation which shows the gains obtained by the approach as much in terms of the number of adjustments necessary as in the quality of the production obtained.
Future research will allow us to more precisely determine the c coefficient especially using the feedback on experiences that we could have in real piloting situations.
Looking back over 6 months of its application in industry, we can show that by using this probable decentering instead of estimated decentering by the measure of a sample, we obtain results which eliminate the phenomenon of stratified distribution. In addition, the quality obtained using the machine-tools piloted in this way also meets the level of quality required today.
