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1Introduction
Context
Due to the growth in air traffic during the last decades, the regulation on aircraft environmental
impact has become increasingly stringent, and bodies such as ACARE set high goals for future
noise reductions. At the certification level, the European Aviation Safety Agency issues noise
level requirements, but, even a certified airliner can see its commercial viability threatened by
the demands of individual airports. A typical example is Heathrow, which restricts aircraft
operations through a score system, regularly backed by monitoring. From the point of view of
an aircraft or engine maker, it is of paramount importance to deal with these current operational
threats, as well as improve future designs. Given the cost of testing, a lot of effort is being put
into improving the reliability of computational aeroacoustics (CAA), to enable better noise level
predictions.
Figure 1 – Inlet duct of a Trent 900 (A380). The black area is the lined part of the duct. By Julian
Herzog, used under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/deed.
en). Cropped from original.
Problem statement
A wide class of sound absorbing materials (which includes the acoustic liners used in the aero-
nautical industry, and shown in figure 1) can be considered locally reacting, and, as such, their
effect on the acoustic flow can be modelled through a quantity called acoustic impedance, which
is naturally expressed in the frequency-domain. Physical impedance models are therefore typic-
ally only known as a Fourier transform, Zˆ (ω). As a result, numerical aeroacoustic simulations
are commonly carried out directly in the frequency-domain, where this expression can readily
be used. However, there are cases where such an approach is not possible (e.g. because of
non-linearities or couplings).
Unfortunately, a time-domain impedance boundary condition entails the computation of
a costly convolution: it is notoriously more arduous than the classical Neumann or Dirichlet
ones. Current numerical strategies for the time-domain simulation of an impedance boundary
condition do not directly use the physical models, but rather rely on “numerical” models, spe-
cifically designed to have a simple time-domain formulation Z (t). The issue with those models
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is that they can prove difficult to tune to the experimental data at hand, and their behaviour
at frequencies not covered by the data set may be non-physical.
Proposal
Our proposal is to use the so-called diffusive representation of pseudo-differential operators to
perform time-domain simulations of physical impedance models. In a nutshell, the diffusive
representation is a theoretically exact yet computation-friendly decomposition of an operator.
Scope of the work
This work is limited to linear acoustics. This implies that the frequency-domain and time-
domain formulations are theoretically equivalent; however, dealing with time-domain simulation
in linear acoustics is a first step towards the treatment of (non)-linear dependencies upon the
basic flow and acoustic field. The work summarised in this report can be divided into two main
parts:
1. (Physical modelling of an acoustic liner.) Available models are reviewed, compared and
fitted to experimental data.
2. (Numerical simulation of a fractional impedance.) The chosen physical model is the high
Stokes number approximation of the Crandall model (3.8), which is of the form:
Zˆ (ω) =
proportional︷︸︸︷
a0 +a1
√
jω︸︷︷︸
fractional derivative
+a2
derivative︷︸︸︷
jω ,
where ω is the pulsation. Simulations are carried out through a discontinuous Galerkin
(DG) method, where the diffusive representation of the fractional term
√
jω is employed.
The impact of the fractional term on the overall dynamic and the corresponding integration
cost are investigated.
Content of the present document
We give below an overview of the content of the present document. A more complete summary
can be found at the beginning of each chapter.
Part I (chapters 1 & 2) This part focuses on acoustics. It briefly introduces the key concepts
and equations needed for the rest of the document.
I Chapter 1 provides a succinct introduction to acoustics, viewed as a simplification from the
more general laws of aeroacoustics. The approach chosen is deliberately general, with an
emphasis being put on the assumptions leading to linear acoustics, which is the framework
of this study.
I Chapter 2 is a general introduction to acoustic impedance, and mainly provides the
definitions of impedance used in this work to model locally reacting absorbing materi-
als (LRAMs). Elementary systems are discussed, as an introduction to the more advanced
modelling found in chapter 3. Experimental measurement of impedance is also briefly
covered, in anticipation of chapter 5.
3Part II (chapters 3, 4 & 5) It covers the ”modelling” part of the present work. One of its
purpose is to clarify the position of the fractional term
√
jω within the model hierarchy.
I Chapter 3 describes the physical modelling of two kinds of acoustic liners, namely ceramic
tubular (CT) and micro-perforated (MP). Impedance models and their corrections are
compared.
I Chapter 4 briefly discusses the most common techniques in time-domain impedance mod-
elling. A comparison of a physical model to the extended Helmholtz resonator (EHR)
model is provided.
I Chapter 4 applies the models seen in chapter 3 to fit two experimental data sets, which
cover a CT and a MP liner. For the latter, the pertinence of a fractional term
√
jω is shown
only partly, as the experimental data do not cover a wide enough range of frequencies.
Part III (chapters 6, 7, 8 & 9) The focus of this part is on the theoretical analysis and
temporal simulation of a fractional term such as
√
jω. It is considered in the wider context of
the diffusive representation of pseudo-differential operators. The first two chapters are mostly
theoretical, while the last two ones focus on the numerical aspects.
I Chapter 6 covers some elementary facts from the theory of fractional calculus, and intro-
duces the impulse response associated with
√
jω. The analytical solution of a fractional
toy model is derived, for use by chapter 9.
I Chapter 7 introduces the concept of diffusive representation of pseudo-differential operat-
ors. The diffusive representations of the fractional differential operators defined in chapter
6 are given.
I Chapter 8 gives a hands-on walk-through of the use of diffusive representation to perform
a temporal simulation of a fractional derivative. The representation is optimized using
standard techniques.
I Chapter 9 deals with the temporal simulation of a fractional toy model derived from the
DG formulation of an impedance tube with the Crandall high Stokes model (3.8) (derived
and validated in chapter 11). On the contrary to chapter 8, the focus here is on performing
an efficient time-domain simulation: two methods are proposed.
Part IV (chapters 10, 11) This purely numerical part covers the acoustical simulations
carried out with the DG method.
I Chapter 10 describes the used DG formulation, and presents the two validation cases.
I Chapter 11 deals with the use of the DG method to perform a time-domain simulation of a
fractional impedance model such as the Crandall high Stokes model (3.8). The fractional
term
√
jω is simulated through the use of a discrete diffusive representation, which is
shown, on the case of the impedance tube, not to incur any additional cost compared to
a non-fractional model.
Conclusion & Appendices A summary of the results and outlook for future work is proposed
in the conclusion. It is followed by three appendices:
I Appendix A elaborates on the derivation of the second order expansion of the energy
equation, mentioned in chapter 1.
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I Appendix B covers the modelling of acoustic propagation in an infinite cylinder, and
provides physical background for the models discussed and used in chapters 3 and 5,
respectively.
I Appendix C deals with the various approximations of the Crandall impedance model,
used throughout the document. In particular, the high Stokes approximation is rigorously
derived to yield its exact order of accuracy, not found in the original derivation by Crandall.
I Appendix D furthers chapter 5, by covering additional experimental data.
5Part I
Introduction to acoustics &
impedance

7Chapter 1
Overview of Acoustics & Aeroacoustics
Purpose To provide a general introduction to acoustics and introduce the notations used
throughout the document.
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This chapter opens on a brief mention of the history and current challenges of aeroacous-tics. Section 1.1 provides a succinct formal introduction to aeroacoustics, its highlight
being the hydrodynamic/acoustic splitting (1.3). In the closing section, the laws which govern
linear acoustics, known as the linearised Euler equations (LEEs), are generally introduced as
an approximation of the Navier-Stokes equations. We also mention two basic results of para-
mount importance for impedance modelling: the expressions of plane progressive harmonic waves
(PPHWs) (def. 1.4) and duct cut-off frequency (1.19).
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1.1 Generalities
Acoustics Acoustics is concerned with the study of the absorption, generation and propaga-
tion of pressure waves1 in a quiescent medium.
The beginning of empirical acoustics is traditionally traced back to Pythagoras (-IV BC), for
its study of the sound generated by a vibrating string [Per08, p. 22]. Although acoustics, in-
cluding its physiological implications, has been widely studied since then, the establishment of a
compulsive theory started only after the tremendous advances in the mechanical sciences made
during the 17th century. For the sake of brevity, we will only mention two major actors, whose
works are cornerstones of modern acoustics.
H. von Helmholtz (1821-1894) His interests in physiological acoustics lead him to design an
acoustic resonator (now celebrated as the “Helmholtz resonator”), which today’s modern
acoustic liners (such as those typically used in aero-engines) are founded on. The Helmholtz
resonator is covered in section 2.2.2.
J.W. Strutt (1842-1919) Usually known under his nobility title “Lord Rayleigh”, he has
authored a book which has proven to be a milestone in the development of acoustics: The
Theory of sound (1877) [Str77]. If Helmholtz first laid out the theory of resonators, Lord
Rayleigh made a significant contribution to it as well [Lam10, p. 261].
Aeroacoustics Aeroacoustics fills in the gaps of acoustics, as it embraces cases in which the
propagation medium is not quiescent. The advent of jet engines, during the second world war,
has led to an extra focus being put on understanding noise generation mechanisms; nowadays,
jet engine’s flows remain one of the main drive for researches in aeroacoustics. The beginning
of the field is commonly traced back to the famous 1952 paper by Lighthill, on noise generation
[Lig52].
Numerical simulation in aeroacoustics is commonly known under the acronym CAA. One of
the feature that sets CAA apart from traditional computational fluid dynamics (CFD) is the
common use of high-order numerical methods (such as DG, spectral difference (SD) or spectral
volume (SV)), while the current industry standard for CFD is a second-order finite volume (FV)
scheme. Reasons to pick higher-order schemes include lower dispersion and dissipation charac-
teristics, as well as a smaller minimum number of points per wavelength (PPW) (consider that
a typical aeroacoustical simulation entails wavelengths as small as 10 mm). Current challenges
in CAA includes:
I Sound generation from turbulence.
I Non-reflective boundary conditions.
I Sound absorbing boundary conditions, such as acoustic liners. This is the focus of the
present work.
1.2 Aeroacoustics
The purpose of this section is to state the most general physical laws considered in the document.
As our scope is acoustics, we shall not elaborate on aeroacoustics; however, we felt that acoustics
is best introduced through simplifications of the more general equations of fluid dynamics. An
introduction to aeroacoustics is provided by [RH15].
1Sound designates only those whose frequency is within the range [20Hz, 20 kHz].
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Remark 1.1. In this document, “Navier-Stokes” will be used to designate the full set of equations
(1.1), and not only, as is sometimes the case, the conservation of momentum (1.1b).
1.2.1 Navier-Stokes equations
The core equations of fluid dynamics are commonly known as the Navier-Stokes equations; they
express Newtons’ laws of motion, as well as the two principles of thermodynamics. Therefore,
they stem from fairly elementary principles and can easily be derived using balance equations
(see chapter 1 of [BL89], or chapter 2 of [GB09]). Remarkably, the Navier-Stokes equations
can also be viewed as a hydrodynamic approximation of the Boltzmann equation [Deg04]; one
benefit of such an approach is that it gives great theoretical insights into their validity conditions.
Although the point of this section is not to elaborate on this complex topic, we recall below the
key hypotheses behind the given equations (1.1).
Key hypothesis: thermodynamic equilibrium
I The fluid can be viewed as a continuum: there exists a mesoscopic length lmeso such
that lmicro  lmeso  lmacro, where lmicro is a microscopic length scale (typically the
mean free path length) and lmacro is a macroscopic length scale. At this mesoscopic scale,
local thermodynamic equilibrium is assumed (1.1e and 1.1f). Assessing the validity of this
hypothesis (which can be relevant in only part of the flow) typically relies on dimensionless
number, the most well-known one being the Knudsen number. It is commonly defined as
Kn = lmicro/lmacro, although its exact definition depends on the type of flow considered
[Bir94].
I Departure from the thermodynamic equilibrium is considered small, and is modelled
through the stress viscous tensor τ and the thermal conductivity vector jth. These two
quantities can be derived from the other macroscopic quantities of the fluid through the so-
called “Chapman-Enskog expansion”, which consists in expanding the distribution function
around its equilibrium value f0 (the Maxwell–Boltzmann distribution of thermodynamic
equilibrium) up to the first order f = f0 + f1 +O
(
2
)
.
Ancillary hypotheses
I Only one species and phase is considered; this excludes, for instance, chemical processes.
On that respect, a more general formulation of the Navier-Stokes equations can be found
in the first chapter of the reference [PV05].
I The body forces f˚ are assumed to only depends on the flow conditions, and not, for
instance, on electromagnetic fields.
Definition 1.2 (Navier-Stokes equations).
∂ t ρ˚+ div ρ˚u˚ = 0 Continuity (1.1a)
∂ t ρ˚u˚+ div [ρ˚u˚ u˚] = − grad p˚+ div τ + f˚ Momentum (1.1b)
∂ t ρ˚ei + div [(ρ˚ei + p˚) u˚] = div τ · u˚− div jth + f˚ · u˚+ φ 1st principle (1.1c)
ρ˚
ds
dt =
1
T˚
[
τ : grad u˚+ φ− div jth
]
2nd principle (1.1d)
p˚ = p˚ (ρ˚, s) Pressure law (1.1e)
e = e (ρ˚, s) Energy law (1.1f)
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1.2.2 Lighthill equation
As seen in 1.1, the work of Lighthill [Lig52] has been an important milestone in the development
of aeroacoustics. The purpose of this section is to derive the so-called “Lighthill equation” from
the Navier-Stokes equation (the Lighthill analogy is out of scope).
Original derivation There are two main steps to derive the Lighthill equation from (1.1).
1. Add α2 grad ρ˚ to both sides of the momentum equation (1.1b), α ∈ R being an arbitrary
speed. Physically, α is best taken to be the speed of sound in some quiescent flow region
(such as the one which surrounds (say) the listener’s ears).
2. Combine the divergence of the momentum equation (1.1b) with the temporal derivative
of the continuity equation (1.1a).
This leads to:
∂2t ρ˚− α2 ∆ ρ˚ = div div
ρ˚ u˚ u˚+ (p˚− α2ρ˚) I − τ︸ ︷︷ ︸
:=T
− div f˚ , (1.2)
in which T is called the Lighthill stress tensor .
Hydrodynamic/Acoustic splitting A key technique in studying acoustical phenomena is
to split the flow variables into an acoustical (or perturbed) and hydrodynamic (or basic or
unperturbed) part. This simply reads:
p˚ (x, t) = p0 (x, t) + p (x, t) (1.3)
ρ˚ (x, t) = ρ0 (x, t) + ρ (x, t)
T˚ (x, t) = T0 (x, t) + T (x, t)
u˚ (x, t) = u0 (x, t) + u (x, t) .
Particular case: steady basic flow Directly using the splitting (1.3), without any additional
assumptions into the Lighting equation (1.2) leads to an arduous expression of little use. If we
assume that the basic flow is steady (but not quiescent), the Lighthill equation becomes:
∂2t ρ− α2 ∆ ρ︸ ︷︷ ︸
Acoustical wave equation
= div div
ρ˚ u˚ u˚+ p0I + (p− α2ρ) I − τ︸ ︷︷ ︸
:=T
− div f˚ ,
in which the Lighthill stress tensor is easier to interpret ([RH15, 2.6.3]): it represents the sources
of sound (i.e. the sources of acoustical perturbations).
I ρ˚u˚ u˚ captures the effect of non-linear convection phenomena.
I τ captures the effect of viscous phenomena.
I The term
(
p− α2ρ) is slightly trickier to interpret, as its physical meaning depends on
the physical meaning of the chosen speed α. Using the thermodynamic law (1.1e), the
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definition of the speed of sound (1.5), and assuming the perturbations are small, we have
p = c20ρ+ δds, hence (
p− α2ρ
)
=
(
c20 − α2
)
ρ+ δds,
from which we can give the following interpretation: in a region where α is the local speed
of sound (α = c0),
(
p− α2ρ) is the deviation from an isentropic behaviour.
1.3 Linear acoustics
After the elementary aeroacoustical considerations given in 1.2, we shall now review the basics
of linear acoustics, which is the physical framework of this work. Our intent in this section is to
give a very synthetic summary, whilst remaining as rigorous as possible. A clear introduction
to acoustics is provided by [KF62].
1.3.1 Hypotheses
In order to derive, from the Navier-Stokes equations (1.1), the wave equation which governs
linear acoustics, a number of supplementary assumptions have to be made:
I The fluid is assumed to be inviscid (in particular, the fluid is akin to an elastic medium,
with no losses due to viscosity or heat conduction) [KF62, 5.2].
I There are no body sources of heat (such as radiation): φ = 0.
I The propagation medium is assumed to be quiescent: u0 = 0, p0 = p0 (x), ρ0 = ρ0 (x) and
T0 = T0 (x).
I The acoustics fields are assumed to have a magnitude small enough to legitimate a 1st
order approximation in ρ/ρ0, p/p0 and T/T0.
I The propagation of the pressure waves is assumed to be an adiabatic and reversible pro-
cess2. As a result, the 2nd principle (1.1d) is decoupled from the continuity (1.1a) and
momentum (1.1b) equations. Using the thermodynamic law (1.1e), this yields
p=c20ρ , (1.4)
(i.e. p and ρ are always in phase).
I The macroscopic characteristics of the fluid (λ, µ and ρ) are independent of temperature.
This decouples the 1st principle (1.1c) from the continuity (1.1a) and momentum (1.1b)
equation.
Remark on absorption It is interesting to note that any phenomenon which causes a depar-
ture from the relation (1.4) introduces a loss [KF62, 9]. The three main absorption mechanism
for a sound wave are, by increasing order of prevalence: heat conduction, viscosity and molecular
absorption. This last mechanism is associated with the inertia of the rotational (and vibrational)
modes of the molecules of a poly-atomic gas.
The first two absorption effects are typically accounted for through the thermal conductivity
vector jth and the viscous tensor τ , which, as we have seen when discussing the hypothesis behind
Navier-Stokes, are the results of a small departure from the local thermodynamic equilibrium. A
2It is interesting to note that assuming the propagation to be an isothermal process leads, for a thermally
perfect gas, to a lower speed of sound
√
RspT ; historically, this is the value that Newton derived [Bar02, 1.2].
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similar modelling of molecular absorption is also possible; however, this is subject to discussion.
One possibility is to translate the effect of rotational (and vibrational) non-equilibrium into a
non-null bulk viscosity [VK86, 10.8], thus dropping the Stokes hypothesis (which is strictly valid
only for a mono-atomic gas).
Remark on the speed of sound Consistently with the assumption made on the nature of
the propagation of pressure waves, the speed of sound is defined as
c0 :=
(
∂p˚
∂ρ˚
)1/2
s
. (1.5)
For a thermally perfect gas, using the first principle, one can derive an expression for this
speed: c0 =
√
γRspT0, which, for air at 20 ◦C gives c0 ' 343.3 m.s−1.
1.3.2 Linearised Euler Equations
The first order approximation of the Navier-Stokes equations (1.1), under the hypotheses listed
in 1.3.1, is given below.
Definition 1.3 (Linearised Euler Equations).
∂ t ρ+ div ρ0u = 0 Continuity (1.6a)
ρ0 ∂ t u = − grad p+ f0 + f Momentum (1.6b)
0 = f0 · u 1st principle (1.6c)
s = cst 2nd principle (homentropicity) (1.6d)
p = c02ρ Pressure law (1.6e)
e = e (ρ˚) Energy law (1.6f)
As could have been expected, it is not appropriate to perform a 1st order approximation of
a quadratic quantity such as the specific energy; at this level of approximation, we must enforce
the nullity of f0 (this is done in [RH15, 2.7]). Second order approximation of Navier-Stokes is
briefly discussed in 1.3.3.
1.3.2.1 Wave equation (Helmholtz equation)
By combining the linearised continuity equation (1.6a), momentum equation (1.6b) and pressure
law (1.6e), one can derive the so-called wave equations:
∂2t p = c20 ∆ p (1.7)
∂2t ρ = c20 ∆ ρ
∂2t u = c20 ∆u.
An equivalent formulation of the LEEs (1.6) is
∂2t p = c20 ∆ p Wave equation
ρ0 ∂ t u = − grad p Momentum
s = cst 2nd principle (homentropicity)
p = c02ρ Pressure law
e = e (ρ˚) . Energy law
In theoretical considerations (especially when dealing with progressive harmonic waves), it
is common to explicit only p; u can be deduced from p through the momentum equation (1.6b),
and ρ through the local speed of sound (1.6e).
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1.3.3 Acoustic energy (Kirchhoff’s equation)
Kirchhoff’s equation We have seen in 1.3.2 that a first order approximation of the Navier-
Stokes equations (1.1) is not satisfactory. However, the 1st principle is of paramount importance
to perform physical analyses, especially when one deals with absorbing materials.
A second-order approximation of the continuity (1.1a) and energy equations (1.1c) leads to the
so-called Kirchhoff’s equation [RH15, 2.7.2].
∂ t
Acoustic energy density︷ ︸︸ ︷[
p2
2ρ0c20
+ ρ0u
2
2
]
+ div pu︸︷︷︸
Acoustic energy flux
= u ·
[
f0 + f
]
. Kirchhoff’s equation (1.8)
In this work, this equation will be used as the energy equation for our acoustical processes; more
details on its derivation are provided in appendix A. The remaining of this section will focus on
exploiting this equation.
Acoustic energy quantities Using the Ostrogradsky–Gauss theorem, the energy equation
can be written under an integral form:
d
dt
ˆ [
p2
2ρ0c20
+ ρ0u
2
2
]
dv = −
ˆ
pu · n ds+
ˆ
u ·
[
f0 + f
]
dv,
from which we can readily define two energetic quantities:
E (x, t) := p
2
2ρ0c20
+ ρ0u
2
2 Acoustic energy density
(
J.m−3
)
(1.9)
I (x,∆t, n) := 〈 pu (x, ·) · n 〉∆t Acoustic intensity
(
W.m−2
)
(1.10)
For a periodic field, the acoustic intensity is typically computed over a time period (∆t = T ); if
omitted, n is assumed to point towards the positive direction.
Sound & Intensity level To characterize the intensity of a sound wave, two quantities are
commonly used:
IL := 10 log I
Iref
SPL := 20 log p
pref
. (1.11)
These quantities can be used interchangeably for progressive plane wave (as, for such waves,
I ∝ p2); that is however not the case for more complex sound waves. As measurements are
often carried out on the acoustic pressure, the sound pressure level (SPL) is most commonly
used [KF62, 5.10].
Aeroacoustics In a general aeroacoustics framework, the definition of an acoustic energy
(which requires a definition of the acoustic part of a flow), is still subject to debate [RH15,
2.7.1]; hence our choice to cover only the acoustic case herein.
1.3.4 Particular solutions of the LEEs
This section has so far been dedicated to the derivation of the LEEs, and the definition of various
quantities of interest for the present work; one important aspect (e.g. for validation purposes)
that remains to be covered is the solving of the LEEs.
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1.3.4.1 Monodimensional case (unbounded domain)
Governing equations In the monodimensional case, the wave (1.7) and momentum (1.6b)
equations reduce to
∂2t p (x, t) = c20∂2x p (x, t)
ρ0 ∂ t u (x, t) = −∂xp (x, t) .
Pressure field Using the Fourier transform, with the ejωt convention, leads to the Helmholtz
equation:
∂2x pˆ (x, ω) = −k20 pˆ (x, ω) ω ∈ R
uˆ (x, ω) = j
ρ0ω
∂xpˆ (x, ω) ,
the solution of which is
pˆ (x, ω) =
forward wave︷ ︸︸ ︷
A+p (ω) e−jk0x︸ ︷︷ ︸
:= pˆ+(x,ω)
+
backward wave︷ ︸︸ ︷
A−p (ω) ejk0x︸ ︷︷ ︸
:= pˆ−(x,ω)
with k0 :=
ω
c0
, (1.12)
where the complex functions A+p and A−p exhibit hermitian symmetry, to ensure the reality of
p; using this property, an expression of p is
p (x, t) = 12pi
ˆ
R
pˆ (x, ω) ejωtdω
=
ˆ
R
∣∣∣∣∣A+ppi
∣∣∣∣∣ (ω) cos [ωt− k0x+ φ+p ] dω︸ ︷︷ ︸
:= p+(x,t)
(1.13)
+
ˆ
R
∣∣∣∣∣A−ppi
∣∣∣∣∣ (ω) cos [ωt+ k0x+ φ−p ]dω︸ ︷︷ ︸
:= p−(x,t)
.
Velocity field The expression of u can be readily deduced from the momentum equation:
uˆ± (x, ω) = ±
1
z0
pˆ± (x, ω) or, equivalently,A±u (ω) = ±
1
z0
A±p (ω) , (1.14)
where z0 := ρ0c0 ∈ R is the characteristic impedance of the medium, ref. definition 2.1.
Plane progressive harmonic wave The considerations above lead us to define an elementary
solution to the wave equation.
Definition 1.4 (Plane progressive harmonic wave). The PPHW is defined as
pω
′
± (x, t) := <
[
A±p e
j
(
ω
′
t∓k′0x
)]
in the time-domain, and as
pˆω
′
± (x, ω) := pi
[
A±p δω′ (ω) +
(
A±p
)∗
δω′ (−ω)
]
e∓jk
′
0x
in the Fourier space.
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Acoustic intensity of PPHW Applying the definition of the acoustic intensity (1.10), we
can evaluate it for our harmonic waves (def. 1.4):
Iω :=
〈
pωuω · ex
〉
=
〈
pω+u
ω
+
〉
+
〈
pω−u
ω
−
〉
+
〈
pω+u
ω
−
〉
+
〈
pω−u
ω
+
〉
=
〈
pω+u
ω
+
〉︸ ︷︷ ︸
:= I+ω
+
〈
pω−u
ω
−
〉︸ ︷︷ ︸
:= I−ω
,
which shows that we can restrict ourselves to the intensity of a backward or forward wave. A
straightforward calculation gives:
I±ω =
1
2<
[
A±p
(
A±u
)∗] = ±12 1z0
∣∣∣A±p ∣∣∣2 . (1.15)
1.3.4.2 Spherical case (unbounded domain)
Governing equations In the spherical case, the wave (1.7) and momentum (1.6b) equations
become
∂2t p (r, t) = c20
1
r
∂2r rp (r, t)
ρ0 ∂ t u (r, t) = −∂rp (r, t) .
Pressure field Using the Fourier transform leads to
∂2r rˆp (r, ω) = −k20 rˆp (r, ω) ω ∈ R
uˆ (r, ω) = j
ρ0ω
∂rpˆ (r, ω) ,
the solution of which is fully analogous to the monodimensional case:
pˆ (r, ω) =
convergent wave︷ ︸︸ ︷
A+p (ω)
r
e−jk0r︸ ︷︷ ︸
:=pˆ+(r,ω)
+
divergent wave︷ ︸︸ ︷
A−p (ω)
r
ejk0r︸ ︷︷ ︸
:=pˆ−(r,ω)
. (1.16)
Velocity field Due to the fact that p decreases with r, the specific impedance (ref. def. 2.3)
is different from z0:
uˆ± (r, ω) = ±
1
z0
[
1± 1jkr
]
pˆ± (r, ω) or, equivalentlyA±u (ω) = ±
1
z0
[
1± 1jkr
]
A±p (ω) . (1.17)
Definition 1.5 (Plane progressive spherical wave). The spherical progressive harmonic wave
(SPHW) is defined as
pω
′
± (r, t) := <
[
A±p
r
e
j
(
ω
′
t∓k′0r
)]
in the time-domain, and as
pˆω
′
± (r, ω) := pi
[
A±p
r
δω′ (ω) +
(
A±p
r
)∗
δω′ (−ω)
]
e∓jk
′
0r
in the Fourier space.
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Acoustic intensity The spherical intensity of spherical wave is dependent on the radius r:
I±ω =
1
2r2<
[
A±p
(
A±u
)∗] = ± 12r2 1z0
∣∣∣A±p ∣∣∣2 . (1.18)
1.3.4.3 Duct acoustics (bounded domain)
When considering the 2D wave equation in a duct, there are other solutions than PPHWs; these
additional solutions are typically referred to as high-order modes. To each mode is associated
a so-called cut-off pulsation, ωc, under which they cannot propagate (they are cut-off ). The
cut-off frequency of a PPHW is 0, which implies that such waves can always propagate in a duct.
By considering the cut-off frequencies of high-order modes, the PPHW is the only progressive
wave in a circular duct of diameter d as long as [RH15, 7.2]:
k0 ≤ 1.8412d/2 . (1.19)
This inequality gives an upper bound to the frequency range within which a monodimensional
approximation is valid; there exist similar formulae for non-circular ducts. In this work, we will
typically encounter two very different cut-off frequencies:
I The cut-off frequency of the duct in which the acoustic flow is studied. For instance, an
experimental duct of diameter 5 cm would have a cut-off frequency around 4 kHz.
I The cut-off frequency associated with each perforation of the acoustic liner (ref. chapter
3), which is extremely large for common materials. A diameter of 0.3 mm gives a cut-off
frequency of 664 kHz.
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Chapter 2
The concept of impedance: introduction &
applications to acoustics
Purpose To provide the definitions of impedance used in this work to model locally reacting
materials.
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The first section of this chapter introduces four definitions for the acoustic impedance, namelythe characteristic impedance z0 (def. 2.1), hole impedance (def. 2.5), surface impedance
(def. 2.6) and normalized impedance (def. 2.9). The distinction between the last three defin-
itions is quite important to properly use the expressions discussed in chapter 3. Throughout
the section, emphasis is put on the fact that acoustic impedance is relevant for the modelling of
locally reacting material. Next, section 2.2 gives an intuitive approach to the acoustic impedance
of elementary systems:
I The impedance tube, which is a key element of impedance modelling (section 2.2.1).
I The acoustic (or Helmholtz) resonator, from which modern acoustic liners are inspired
(section 2.2.2).
The last section briefly introduces the concept of impedance eduction, upon which the impedance
data used in chapter 5 relies.
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2.1 Definitions and applications in acoustics
Impedance is a widely used concept, which is at the core of the many analogies that can be
established between acoustics and the mechanical and electrical sciences. In order to keep this
chapter as concise as possible, we shall not elaborate on these analogies here (however insightful
they might be, especially to fathom the acoustic resonator).
The purpose of this section is to define acoustic impedance as it will be used in this work.
Once introduced, the relevance of impedance for the modelling of absorbing material, as well as
acoustic liners will be illustrated.
2.1.1 Definitions
The relationship between u and p for a PPHW (1.14) leads us to define the characteristic
impedance (def. 2.1).
Definition 2.1 (Characteristic impedance [KF62, 5.8]). The characteristic impedance of a me-
dium is defined as
z0 := c0ρ0 (2.1)
and is expressed in kg.m−2.s−1 or rayl (in honour of Lord Rayleigh).
Remark 2.2. For air at 20 ◦C and under standard atmospheric pressure, z0 ' 415 kg.m−2.s−1.
The next definition will not be of great use in this work. However, due to the varying
conventions one is likely to stumble upon when reading the literature, we felt it was necessary
to dissipate any ambiguity that may exists between specific (def. 2.3) and normalized (def. 2.9).
Definition 2.3 (Specific acoustic impedance [KF62, 5.8]). The specific acoustic impedance of a
medium is defined as
zˆ (x, ω, n) := pˆ
uˆ · n (x, ω, n) ,
and is expressed in kg.m−2.s−1. n is a unit vector.
Example 2.4. This quantity can be expressed for simple harmonic waves, where n is naturally
chosen in the propagating direction. For a PPHW, following (1.14), we have
zˆ = ±z0,
depending on the propagation direction and/or the chosen unit vector n. In this simple case,
there is no dependency on the position in space.
For a SPHW, we have from (1.17)
zˆ (r, ω, n) = ±z0
[
1± 1jk0r
]−1
,
which does depend on the radial position, with a peak value for the reactance at k0r = 1.
The impedance quantities defined so far are related to the propagation medium; their defin-
ition is quite straightforward, as there are no ambiguity in defining an acoustic pressure or
velocity within the medium. At the domain boundaries, definitions are equally simple as long
as we stay inside the realm of linear acoustics: we give below two definitions (def. 2.5 and
2.6) that suit our later developments. However, outside of linear acoustics, the picture can get
considerably more arduous.
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Definition 2.5 (Hole acoustic impedance). Let us consider a hole, such as the one depicted
figure 2.1. The acoustic impedance of the hole is defined by
zˆhole (ω) :=
〈 pˆ 〉S
〈 uˆ · n 〉S
(ω) ,
where the averaging is done on the hole outer surface, and n is the inward unit normal. The
acoustic fields are the ones obtained without any interaction effects (including diffraction and
radiation).
n
S
Figure 2.1 – A cavity. Illustration for the definition of the hole impedance (def. 2.5).
As we shall see, the hole impedance zˆhole is typically corrected to account for various inter-
actions. However, in practical applications (such as CAA), the hole impedance, even corrected,
cannot be used as is. It indeed models only the cavity, whereas what we are interested in is the
effect on the acoustic fields of a whole surface: this is the purpose of the next definition.
Definition 2.6 (Surface acoustic impedance). The acoustic impedance of a surface is defined
as:
zˆsurf (x, ω) :=
pˆ
uˆ · n (x, ω) , (2.2)
where x is a point on the surface, and n is the inward unit normal.
Remark 2.7. This is the impedance actually used in CAA, and the one that will be used in
this work. However, this definition is extremely unspecific, and does not provide any physical
insights:
I How to derive zˆsurf from zˆhole in order to ensure a physical meaning (whatever it may be)
to zˆsurf? This is a difficult topic.
I If we do use zˆsurf, how “valid” are our corresponding acoustic fields, compared to the real
ones?
These are difficult questions, which we shall discuss when studying the modelling of a micro-
perforated panel acoustic absorber. In order to illustrate our point, a simple example of a
derivation of zˆsurf from zˆhole is given at the example 2.8.
Example 2.8 (Introduction to porosity). Let us consider a perforated plate. A simple reasoning
to derive the surface impedance from the hole impedance is to consider that the continuity
equation gives
Stotal × u · n = n× Sperf × 〈u · n 〉Sperf .

Sperf Outer hole surface
Stotal Plate surface
n No. of hole per plate
From this simple equation, we get an expression of the normal acoustic velocity as
u · n = σ 〈u · n 〉Sperf < 〈u · n 〉Sperf ,
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which gives us
zˆsurf =
zˆhole
σ
> zˆhole,
where σ is called the porosity of the perforated plate.
Out last definition in this section relates to the nondimensionalization of impedance, which
is of great practical interest.
Definition 2.9 (Normalized acoustic impedance). A normalized impedance is a dimensionless
impedance. The reference impedance used is the characteristic impedance of the propagation
medium, z0 (ref. def. 2.1). This simply translates as
Zˆ := zˆ
z0
.
Remark 2.10. The terminology employed herein is not universal. For instance, the normalized
impedance Zˆ (ref. def. 2.9) is sometimes called the specific impedance.
2.1.2 Application to the modelling of a locally reacting material
Although linear acoustics neglect absorption within the propagation medium, absorption can oc-
cur at the domain boundaries: the purpose of this section is to illustrate how acoustic impedance
can be used to model this absorption for the ideal case of a locally reacting surface.
Reflection, transmission and absorption of an acoustic wave: general discussion In
this section, we consider the case of a PPHW reaching a surface (which materialize some dis-
continuity in acoustic properties between two media). Following [KF62, 6.7] we can distinguish
between three scenarios (ref. figure 2.2):
1. Only the normal component of the incident wave can effectively propagate into the second
medium (fig 2.2a). Such a surface is said to be locally reacting.
2. Both components of the incident wave can propagate into the second medium. Two cases
can be distinguished, depending on the propagation speed of the longitudinal and trans-
verse transmitted waves.
(a) They both propagate at the same speed. For instance, this happens in the case of a
discontinuity in the characteristic impedance of the two media (fig 2.2b). According
to Snell’s law, this case is close to the locally reacting case when the propagation
speed in the second medium is much lower than that in the first one.
(b) They propagate at different speed (fig 2.2c). This case is close to the locally reacting
case when the transverse waves are strongly attenuated compared to the longitudinal
waves.
In light of the above discussion, we can now introduce the definition of a locally reacting surface.
Definition 2.11 (Locally reacting surface). A locally reacting (also normally reacting) surface
is a surface which reacts only to the normal component of the incidence wave, following the
pattern shown in figure 2.2a. Such a surface can be modelled using the concept of surface
acoustic impedance, as defined in def. 2.6.
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Figure 2.2 – Oblique incidence of a PPHW on a surface which separates two media. The three depicted
waves are the incident (i), absorbed (b) and reflected (r) waves.
Transmission/Absorption coefficients at an interface To characterize the frequency be-
haviour of an interface, two coefficients are commonly introduced:
αb (ω) :=
∣∣∣∣∣Iω,bIω,i
∣∣∣∣∣ (ω) Absorption coefficient
αr (ω) :=
∣∣∣∣∣Iω,rIω,i
∣∣∣∣∣ (ω) , Reflexion coefficient
where the various Iω are the acoustic intensities associated with the absorbed (b), incident (i)
and reflected (r) harmonic waves. These quantities have already been calculated for PPHW and
SPHW in 1.3.4, see formulae (1.15) and (1.18).
For a passive and linear (no spurious frequencies are created) surface, the conservation of acoustic
energy gives
αb (ω) = 1− αr (ω) . (2.3)
For a locally reacting surface (c.f. fig 2.2a), using the definition of surface impedance (2.2)
straightforwardly yields:
αr (ω) =
|Zˆ (ω) cos θi − 1|2
|Zˆ (ω) cos θi + 1|2
, (2.4)
and, using the conservation of energy condition (2.3)
αb (ω) = 4×
<
[
Zˆ (ω)
]
cos θi
|Zˆ (ω) cos θi + 1|2
. (2.5)
These formulae will be used when reviewing elementary impedance expression in section (2.2).
An obvious comment, although this is something that can be deduced from chapter 1, is that,
if <
[
Zˆ
]
= 0, then the material is purely reactive, and no energy is absorbed over a period.
2.1.3 Application to the modelling of an acoustic liner
Simple modelling A common way to perform sound absorption in a duct is to line it with
an absorbing material with a surface impedance Zˆb; this situation is depicted in figure 1, and
sketched in figure 2.3a. A rough approximation of the absorption coefficient αb of such a con-
figuration can be obtained from the study of the monodimensional system shown in figure 2.3b,
where the absorbing material is considered as a side branch, with an inlet flow Sbub.
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(a) Sketch of a lined duct.
Zˆb
i
r
tb
(b) Monodimensional model-
ling.
Figure 2.3 – Lined duct. The four depicted waves are the incident (i), absorbed (b), reflected (r) and
transmitted (t) waves.
Considering the propagation of PPHW in the duct, discarding any impedance discontinuity
effect, and assuming the liner short enough so that pt = pb, yields ([Mal00, B], [KF62, 8.8]):
αr (ω) =
1
|1 + 2 SSb Zˆb (ω) |2
αt (ω) =
|2 SSb Zˆb (ω) |2
|1 + 2 SSb Zˆb (ω) |2
, (2.6)
and the conservation of energy gives us the absorption coefficient of the liner as
αb (ω) = 2×
<
[
2 SSb Zˆb (ω)
]
|1 + 2 SSb Zˆb (ω) |2
. (2.7)
Remark 2.12. For a duct of diameter d, lined over a length l, the surface ratio S/Sb is
2 S
Sb
= 2× pi (d/2)
2
pid× l =
d/2
l
.
Remark 2.13. Under the simple model which leads to (2.7), the absorption coefficient αb is
maximum when the impedance satisfies
=
[
Zˆb
]
(ω) = 0.
The frequencies at which the reactance is null are called the resonant frequencies. By contrast,
the frequencies which lead to a minimum absorption coefficient are called the anti-resonant
frequencies.
However, when considering more realistic models for a lined duct, (2.7) does not hold true,
and the impedance at which the absorption is maximum is called the optimal impedance. It is
important to note that, in general, the reactance of the optimal impedance is not null [Esc14,
1.2.2].
2.2 A look into some elementary acoustic systems
The purpose of this section is to derive various elementary formulae for the hole impedance (def.
2.5); the benefits are twofold:
I Simple hole impedance formulae will ease the introduction of more complex modelling
when dealing with the micro-perforated plate.
I These simple acoustic systems give insights into the design of modern acoustic liners.
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2.2.1 Impedance tube
Let us consider the elementary case of a pipe terminated by an impedance Zˆ (ref. figure 2.4),
this configuration is commonly referred to as a “Kundt tube” or “impedance tube”. A discussion
of this case can be found in [KF62, 8.7].
x = 0 x = lc
Zˆ
(
uin
pin
)
(t)
Figure 2.4 – Impedance tube (also “Kundt tube”).
To compute the acoustic fields within the tube, we use the LEEs (1.6), and assume the fields
to be mono-dimensional. As seen in 1.3.4.3, this implies that our fields are below the cut-off
frequency of the tube:
ω ≤ ωc.
This physical condition should be kept in mind, especially when computing series expansions of
impedance models Zˆ (ω): mathematically valid developments could lead to an ill-posed and/or
physically irrelevant formulation.
2.2.1.1 Mathematical formulation and general solution
Mathematically, the problem differs from the unbounded case seen in (1.3.4.1) only in that we
now have boundary conditions; the generic formulation of the fields (1.12 and 1.13) can be kept
identical. Although the problem is quite simple, we herein emphasize its formulation, as it is an
interesting example of the time-domain/frequency-domain duality that linear problems exhibit.
Time-domain Frequency domain
Wave equation p (x, t) = p+ (x, t) + p− (x, t) pˆ (x, ω) = pˆ+ (x, ω) + pˆ− (x, ω)
Momentum (x < l) ρ0 ∂ t u = −∂x p (x, t) ±z0uˆ± (x, ω) = pˆ± (x, ω)
Source p+ (0, t) = pin (t) pˆ+ (0, ω) = pˆin (ω)
z0u+ (0, t) = pin (t) z0uˆ+ (0, ω) = pˆin (ω)
End impedance p (lc, t) = (z ? u (lc, ·)) (t) pˆ (lc, ω) = zˆ (ω) uˆ (lc, ω)
Tube impedance p (0, t) = (ztube ? u (0, ·)) (t) pˆ (0, ω) = zˆtube (ω) uˆ (0, ω)
In the frequency domain, the expression of the impedance of the impedance tube, denoted
zˆtube, can be obtained through simple algebraic calculations; it reads
Zˆtube (ω) = Zˆ (ω) cos k0lc + j sin k0lccos k0lc + jZˆ (ω) sin k0lc
. (2.8)
Remark 2.14. In (2.8), a lossless propagation has been assumed: the propagation wave number
is the free space wave number k0 ∈ R. However, the formula (2.8) can also be used with a non
real-valued propagation wave number k, to model the viscous and thermal losses in the tube.
This possibility is discussed further in chapter 3.
2.2.1.2 Closed pipe (Cavity, Quarter-wave resonator)
Lossless model In the case of a closed pipe, we have the following condition for the end
impedance
1
|Zˆ (ω) |  1,
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and the expression of the tube impedance (2.8) reduces to
Zˆtube (ω) = −j cotan (k0lc). (2.9)
As our dispersion relation gives a real wavenumber k0, the pipe induces no losses and its imped-
ance is thus purely reactive. Its resonant frequency is
=
[
Zˆtube
]
(ω0,tube) = 0 ⇔ λ0,tube = 42n− 1 lc ⇔ ω0,tube =
2pi
4
c0
lc
(2n− 1) (n ∈ N∗) ,
(2.10)
hence the denomination that is sometimes encountered: “Quarter-wave resonator”. The reflec-
tion spectrum, for use as a side-branch is depicted in figure 2.5.
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Figure 2.5 – Reflexion spectrum αr for a closed pipe used as a side branch. Two peaks can be seen, at
4 and 4/3. The absorption is broader as the ratio S/Sb decreases. See formulae 2.6 and 2.9.
Low-frequency approximation The quarter-wave resonator can be viewed as an oscillator
at lower frequencies; an expansion of (2.9) for k0lc  1 yields
Zˆtube (ω) =0
1
jω
c0
lc︸︷︷︸
stiffness
+jω
mass︷︸︸︷
lc
3c0
+O
(
|k0lc|3
)
, (2.11)
which implies that the closed pipe behaves as a frictionless oscillator with the following resonant
pulsation:
ω0,tube =
√
3c0
lc
. (2.12)
In the audio community, this system is known as a “bass trap” [Eve01, 9]: coupled with a
porous material (so that < ˆ[Z] 6= 0) it can be used to attenuate select frequencies, such as the
one associated with the standing waves in a studio. The practical issue is that the length lc
required to attenuate low frequency is tremendous (1 m for 85 Hz, for instance). Given (2.12),
one way to reduce the required lc would be to increase the inertiam. We shall see, when covering
the Helmholtz resonator in 2.2.2, that this is can be achieved with adding a small neck in front
of the cavity.
2.2.2 Acoustic (Helmholtz) resonator
Although the use of acoustic resonators can be traced back to ancient Greece, they are tra-
ditionally named in honour of Helmholtz who used them to identify the spectrum of various
sounds [Eve01, p.317]. The theory of acoustic resonator was originally laid out by Helmholtz
in 1860, and later simplified by Rayleigh [Lam10, p.260]. An acoustic resonator is comprised of
two simple elements:
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I A neck of small diameter (although, in practice, it can merely be an orifice).
I A “shallow” cavity (only its volume is important).
Before we consider the physical analysis of the Helmholtz resonator, it is important to notice
that the simplest of resonators is a bottle!
2.2.2.1 Intuitive (and historical) approach
The resonant frequency of the device can be evaluated through a simple physical reasoning,
which can be found in, for instance, [Lam10, p.260].
Hypotheses
I Linear acoustics. In particular, there are no losses due to viscous or thermal effects.
I The working frequency is low enough so that the neck and the cavity are homogeneous (a
fortior i, we operate below the cut-off frequencies). The acoustic speed and pressure of the
neck are equivalent to the surface-averaged ones:
u = 〈u 〉S and p = 〈 p 〉S .
This hypothesis enables to designate the mass of air in the neck as the “mass” of the
oscillator.
I Radiation effects are neglected.
ξ > 0
S
l
V
Figure 2.6 – Sketch of a Helmholtz resonator. The length of the neck is denoted l, while its cross section
area is denoted S; V is the volume of the cavity.
Derivation of the resonant frequency Thanks to the (strong) homogeneity hypothesis, we
can study the position of the mass of air in the neck through its acoustic displacement ξ (c.f.
figure 2.6). At this level of approximation, it can readily be seen that three parameters dictates
the movement of this mass of air:
I Its mass, which is simply
mH = ρ0Sl.
I The acoustic pressure on its outer side, which is an input pressure 〈 p 〉S .
I The acoustic pressure on its inner side, which results from the compression of air in the
cavity as the mass penetrates it. Assuming an isentropic compression yields a restoring
force of
f = −c
2
0ρ0S
2
V
ξ,
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hence a stiffness of
kH =
c20ρ0S
2
V
.
The air in the cavity effectively acts as a spring on the mass of air in the neck.
With this simple modelling, we get an undamped oscillator:
ρ0Sl ξ¨ (t) +
c20ρ0S
2
V
ξ (t) = Sp (t)
Since we have S 〈u 〉S = S∂tξ, the acoustic speed of the mass of air in the neck obeys
ρ0Sl u˙ (t) +
c20ρ0S
2
V
ˆ t
0
u (τ) dτ = Sp (t) .
A Fourier transform yields the following expression for the normalized impedance of the Helm-
holtz resonator:
ZˆH (ω) = 1jω
c0S
V︸︷︷︸
stiffness
+jω
mass︷︸︸︷
l
c0
, (2.13)
whose resonant pulsation is
ω0,H =
c0√
V/S × l . (2.14)
2.2.2.2 Behaviour at higher frequencies
In practice, Helmholtz resonators exhibit additional, higher resonant frequencies than ω0. Those
are driven by the higher order modes of the cavity, and therefore do depend on its shape.
Generally, they are not harmonically related to ω0 [KF62, 8.4]. The modes in the cavity of the
Helmholtz resonator are considered in [Bru13, 6.3.2.8].
2.2.2.3 Correction of the hole impedance
However straightforward the reasoning exposed in 2.2.2.1 may be, it does not yield satisfying
results without a bit of tweaking. The first blatant flaw in the model derived so far is that it
lacks any resistance: we have not modelled any sound absorption yet! However, as we shall
briefly cover in this section, even the reactive part of the impedance is to be corrected.
The two main phenomena that must be accounted for are:
I Radiation at the open end.
I Viscous and thermal losses in the neck.
As previously said, we shall discuss more impedance corrections when dealing with micro-
perforated plates in section 3.3.
2.2.2.4 Comparison with the quarter-wave resonator
The purpose of this section is to compare the Helmholtz resonator with the quarter-wave reson-
ator (ref. 2.2.1.2), see figure 2.7. We highlight that the addition of a short neck in front of the
cavity enables to build a more compact acoustic resonator at low frequency: for a given length,
the Helmholtz resonator can reach lower resonant frequencies than the quarter-wave resonator.
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(a) Quarter-wave resonator.
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d dc,H
(b) Helmholtz resonator.
Figure 2.7 – Comparison of two acoustic resonators: the quarter-wave resonator (ref. 2.2.1.2) and the
Helmholtz resonator (ref. 2.2.2). The effect of the neck is studied in 2.2.2.4.
Crandall model In order to perform a fair comparison between the two resonators, we cannot
rely on the simple model discussed in 2.2.2.1: we must use a model introduced in chapter
3, namely the low frequency approximation of the Crandall model (3.7). For the Helmholtz
resonator, it leads to the impedance
ZˆH (ω) =0
neck︷ ︸︸ ︷
32ν
c0d2
l + j43k0l+
(
d
dc,H
)2  cavity︷ ︸︸ ︷−j cotan (k0lc,H)
+O (ω2)
=
0
32ν
c0d2
l + 1jω
(
d
dc,H
)2
c0
lc,H︸ ︷︷ ︸
stiffness
+jω

mass︷ ︸︸ ︷
4
3
l
c0
+
(
d
dc,H
)2
lc,H
3c0
+O
(
ω2
)
,
whose resonant pulsation is
ω0,H =
√
3 c0
lc,H
[
1 + 4
(
dc,H
d
)2 l
lc,H
]−1/2
. (2.15)
It is interesting to contrast (2.15) with (2.14), using V/S = lc × (dc/d)2.
Comparison The ratio of the resonant frequencies (2.12) and (2.15) can be readily expressed:
ω0,H
ω0,tube
= lc
lc,H
[
1 + 4
(
dc,H
d
)2 l
lc,H
]−1/2
,
from which we can quantify the impact of the neck. We consider three different cases below.
I Without a neck, l = 0, and the two resonant frequencies are (rightfully) identical.
I With a neck, l 6= 0.
 If the two resonators have the same cavity length, lc = lc,H, the Helmholtz resonator
has a lower resonant frequency:
ω0,H < ω0,tube.
 If the two resonators have the same overall length, lc = lc,H + l, the ratio depends
upon the two dimensionless parameters d/dc,H and l/lc,H:
ω0,H
ω0,tube
=
(
1 + l
lc,H
)[
1 + 4
(
dc,H
d
)2 l
lc,H
]−1/2
. (2.16)
30 Chapter 2. Introduction to impedance
A plot is given figure 2.8, from which we can conclude that, for a given overall length,
the Helmholtz resonator achieves a lower resonant frequency than the quarter-wave
resonator.
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Figure 2.8 – Comparison of the resonant frequencies of the quarter-wave and Helmholtz resonators,
using equation (2.16). This plot shows that, for the same overall length, the Helmholtz
resonator achieves a lower resonant frequency than the quarter-wave resonator.
2.3 Experimental considerations
Reviews of experimental techniques can be found in [Pri12, 1.3] and [Ric10, 1.3]. In acoustics, the
impedance of an absorbing material can easily be deduced from two measurements of acoustic
pressure in a so-called impedance tube (ref. figure 2.4). However, in the presence of a basic
flow, impedance measurement is a much more involved process; the existing methods can be
split into two categories:
Direct The impedance is deduced from local measurements, typically of acoustic velocity and
pressure around or inside the liner. For instance, the in-situ method uses two measure-
ments of acoustic pressure in the liner. Another technique relies on measurements of both
acoustic pressure and velocity, using laser Doppler velocimetry (LDV) above the liner. It
is interesting to note that the impedance of a perforation can be assessed using a direct
numerical simulation (DNS); such a method is obviously costly, but gives valuable physical
insights, especially into non-linear effects (Mach, SPL).
Inverse The impedance is deduced using an inverse method, which typically tries to match
acoustic velocity and pressure measurements using a parametrized numerical model. In
aeroacoustics, this method is referred to as impedance eduction. The impedance data we
will be working with in chapter 5 have been educed that way.
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Chapter 3
Physical modelling
Purpose To provide a description and comparison of physical models available for an acoustic
liner.
3.1 Description of two LRAMs . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Physical models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2 Modelling of a cavity (CT liner) . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.3 Modelling of a perforation and a cavity (MP liner) . . . . . . . . . . . . . . 41
3.3 Impedance model corrections . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 Radiation correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Viscosity correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.3 Interaction correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.4 Surface impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
The first section gives a brief description of the two LRAMs considered in this work: CTand MP liners. Various models are introduced and compared in section 3.2, with a general
overview provided in 3.2.1. Impedance corrections are discussed in the last section, 3.3.
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3.1 Description of two LRAMs
The two types of locally reacting absorbing material considered in this work are CT and MP
liners. A picture of those two types of liners is available in figure 3.1; a sketch which gives the
chosen nomenclature is shown in figure 3.2. We give below a short summary of the differences
between those liners.
CT liners essentially consist in a narrow and long cavity. They tend to behave linearly with
respect to u0 and sound intensity [JWP05], which makes them good candidates for code
validation. However, their use is not widespread in the aeronautical industry.
MP liners are the acoustic treatment commonly found in jet engines. They consist in a hon-
eycomb structure covered by a perforated plate. They are based on the principle of the
Helmholtz resonator, seen in 2.2.2. The honeycomb structure is the large cavity (stiffness),
and the perforation in the plate acts as the small neck (mass). The smaller the perforation
diameter, the higher the resistance (damping). However, as perforating a plate with sub-
millimetre holes is a technical challenge, it is common to distinguish between perforated
and micro-perforated plates, which have sub-millimetre perforations. The popularity of
micro-perforated plates in the aeronautical industry is likely to grow, due to their acoustic
absorption properties, and the fact that they are more linear with respect to SPL and
Mach number than their non micro-perforated counterparts.
(a) Ceramic tubular (CT)
[JWJ15, fig. 3a].
(b) Micro-perforated (MP)
[Pri+13, fig. 2].
Figure 3.1 – Picture of two kinds of acoustic liner.
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dc
(a) Ceramic tubular (CT).
l
lc
d dc
(b) Micro-perforated (MP).
Figure 3.2 – Sketch of two kinds of acoustic liner.
3.2 Physical models
3.2.1 Overview
From the sketches shown in figure 3.2, and table 5.1, it can be seen that only three different
physical situations are at stake; we summarize them below.
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I A narrow tube (sub-millimetre diameter), for which viscous losses are expected to be
significant, depending on the size of the viscous and thermal boundary layers. The only
differences between the CT and MP cases are the boundary conditions:
 Closed at one end: cavity (CT).
 Open at both ends: perforation (MP).
I A large tube, closed at one end (MP). For the MP liner, the major source of losses is the
perforation; therefore, it seems a priori reasonable to neglect the losses in the cavity.
To predict the flow in a cylinder, we shall rely on three different models1, all derived from
Navier-Stokes (1.1):
I A model for the viscous propagation in a cylinder. The wave number is complex C 3 k 6=
k0. More information on this model can be found in B; in the following, we shall refer
to this model as the “Bruneau model”. It requires both the length and diameter of the
cylinder.
I The Stokes equation in a cylinder opened at both ends (perforation), which leads to the
Crandall impedance model. Again, we refer to appendix B for the derivation of this
model. In particular, this model neglects propagation in the perforation, as it assumes
incompressibility. It requires both the length and diameter of the cylinder.
I The LEE (1.6) for lossless propagation. The wave number is real, and equal to the free
space one: k = k0 ∈ R. This model only requires the length of the cylinder (the diameter
is considered infinitely large compared to the thickness of the boundary layers).
The typical use of these models is summarized in the table below.
CT MP
Cavity Bruneau (lc, dc) LEE (lc)
Perforation ∅ Bruneau or Stokes (l, d)
3.2.2 Modelling of a cavity (CT liner)
This section covers the modelling of a cavity, as encountered in CT liners; the notations employed
are reported in figure 3.2a. Section 3.2.2.1 introduces the generic model, which is then plotted
in 3.2.2.2.
As seen in 2.2, a generic expression for the impedance of a cavity of length lc is
Zˆ (ω) = −j cotan [kclc], (3.1)
where kc is the propagation wave number in the cavity.
3.2.2.1 Available Models
The generic model for a CT liner is, considering (3.1) and example 2.8:
ZˆCT (ω) = −j 1
σ
cotan [kclc]. (3.2)
Therefore, a propagation wave number kc must now be chosen. Given the results of appendix
B on viscous propagation in a cylinder, we have four wave numbers to choose from:
1These three models only consider the propagation of PPHWs in the material. Consequently, they are subject
to a cut-off frequency, as explained in section 1.3.4.3.
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I The “Bruneau” one, given by (B.4).
I Its two approximations, at high Stokes number |kν |dc/2 (B.5) and low Stokes number (B.6).
It is interesting to note that the high Stokes approximation is the one used in [Esc14, p.19].
I The lossless wave number, given by the LEEs, kc = k0 ∈ R. As any loss is neglected, this
model is not appropriate for a long and narrow cavity such as the one of a CT liner.
Non-dimensional parameters The generic model (3.2) can be re-expressed as
ZˆCT (ω) = −j 1
σ
cotan
[
kc
k0
[kνdc/2]× k0lc
]
= −j 1
σ
cotan
[
kc
k0
[kνdc/2]× j (kνdc/2)2 ν
c0
lc
(dc/2)2
]
,
which highlights that it has two non-dimensional parameters:
I The Stokes number kνdc/2. As in all of this document, it is the variable of choice to plot
impedance data. Its physical meaning is given in appendix B.
I The ratio:
κ := ν
c0
lc
(dc/2)2
.
3.2.2.2 Comparison
Comparison case Our nominal case to compare the four models is the CT57 liner described
in chapter 5 (ref. table 5.1). The values of Pr, γ, ν, c0 given in the list of symbols have been
used. Unless otherwise stated, these values are always used. This leads to
κ = 0.0438.
Resonance and anti-resonance The results are plotted in figures 3.3 and 3.4.
I Only the LEE model, for which there are no losses in the cavity, exhibits an infinite
reactance and a periodic Fourier transform.
I For a Stokes number of |kν |dc/2 = 5.4, the absorption is maximal (in this case, null reactance
and minimum resistance). This is called a resonance.
I For a Stokes number of |kν |dc/2 = 7.8, the absorption has a local minimum. The lossless
model has an infinite reactance and behaves as a rigid wall. The others have a null
reactance, while the resistance is maximal. This is called an anti-resonance.
High frequency behaviour Figure 3.5 shows the same comparison as figure 3.3, but on a
wider range of Stokes number |kν |dc/2; the lossless model has been removed, since its many anti-
resonances would clutter the graph. We can see patterns identical to those just discussed, with
an overall decreasing amplitude as the Stokes number increases.
Impact of the diameter If the diameter dc of the cavity is increased, the absorption dimin-
ishes. This can be seen in figure 3.6, where the diameter has been multiplied by 3.
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Figure 3.3 – Comparison of impedance models for a CT liner. The model used is 3.2, and this plot
compares four wave numbers. The values used come from the CT57 liner, described in
table 5.1.
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Figure 3.4 – Identical to figure 3.3, but the absorption coefficient (2.5) is plotted instead.
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Figure 3.5 – Identical to figure 3.3, but on a wider range of Stokes number. The lossless model has
been removed from the comparison for the sake of readability.
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Figure 3.6 – Identical to figure 3.4, but with a diameter dc multiplied by 3. The losses in the CT liner
greatly diminish as a result, compared to the nominal case.
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3.2.3 Modelling of a perforation and a cavity (MP liner)
This section covers the modelling of a perforation and a cavity, as encountered in MP liners;
the notations employed are reported in figure 3.2b. In contrast to the case of a simple cavity,
there are more modelling possibilities. Section 3.2.3.1 introduces the two main models, namely
the generic and Crandall ones, which are then compared in 3.2.3.2. The last section, 3.2.3.3, is
dedicated to the various approximations of the Crandall model.
3.2.3.1 Available models
We describe herein two models for a perforation and a cavity: the generic and “Crandall +
cavity” ones.
Generic (monodimensional) model The feature of this model is to be directly derived
from the monodimensional wave equation, covered in chapter 2. A simple approach is to use
(2.8) divided by the porosity σ (ref. exa. 2.8) with the cavity impedance (3.1) at the end. This
leads to the following (hermitian) model for the MP liner:
ZˆMP (ω) = −j 1
σ
cotan (kclc + kl),
where k and kc are the propagation wavenumbers in the perforation and the cavity, respectively.
The available choices for these wavenumbers have already been discussed in section 3.2.2. How-
ever, this “naive” approach has proven to yield rather poor fits; hence, the cavity impedance
−j cotan kclc cannot be directly plugged into (2.8).
The appropriate choice is actually −jσ cotan kclc. When substituted into (2.8), it yields:
ZˆMP (ω) = 1
σ
j tan kl − jσ cotan kclc
1 + σ tan kl cotan kclc
. Generic MP model (k, kc) (3.3)
This is the model that we shall refer to as the generic one.
Crandall model An approximate model can be derived by assuming a constant surface-
averaged normal velocity along the perforation; this yields the so-called Crandall model (ref.
appendix B):
ZˆCr (ω) := 〈 pˆ (0, ω) 〉S − 〈 pˆ (l, ω) 〉S
z0 〈 uˆ (0, ω) · n 〉S
= jk0l [1− Λ (kνd/2)]−1 . (3.4)
A full model for the hole can be derived by noticing that, under our hypothesis,
Zˆ (ω) := 〈 pˆ (0, ω) 〉S
z0 〈 uˆ (0, ω) · n 〉S
= 〈 pˆ (0, ω) 〉S − 〈 pˆ (l, ω) 〉S
z0 〈 uˆ (0, ω) · n 〉S︸ ︷︷ ︸
Crandall model
+ 〈 pˆ (l, ω) 〉S
z0 〈 uˆ (0, ω) · n 〉S︸ ︷︷ ︸
σ×Closed cavity
, (3.5)
and the corresponding hole impedance model is
Zˆ (ω) = jk0l [1− Λ (kνd/2)]−1 − jσ cotan [kclc].
Taking into account the liner porosity σ, this yields the “Crandall + cavity” model:
ZˆMP (ω) = j 1
σ
k0l [1− Λ (kνd/2)]−1 − j cotan [kclc]. "Crandall + cavity kc" MP model
(3.6)
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Non-dimensional parameters To get the non-dimensional parameters of (3.3) and (3.6),
we follow the same approach than for the CT model. Given that:
k0l = j (kνd/2)2
ν
c0
l
(d/2)2
, k0lc = j (kνd/2)2
ν
c0
l
(d/2)2
× lc
l
and
k
k0
[kνd/2] ,
kc
k0
[kνdc/2] =
kc
k0
[
kνd/2× dc
d
]
,
for both the generic and Crandall models, the four non-dimensional parameters are
(kνd/2) ,
ν
c0
l
(d/2)2
,
lc
l
, and dc
d
.
Remark 3.1. When dealing with MP models, a common abuse of language is to refer to (3.6) as
the Crandall model. We shall do so when it is clear from the context whether or not a cavity
term is included in the model.
3.2.3.2 Comparison
In this section, we compare the two models covered in 3.2.3.1, namely (3.3) and (3.6).
Nominal case The nominal case for comparison is the MP liner studied in chapter 5 (ref.
table 5.1). Four impedance models are compared: the terminology is given in table 3.1.
Model name Formula
k Br. kc Br. (3.3) with k Bruneau (B.4) and kc Bruneau (B.4)
k Br. kc LEE (3.3) with k Bruneau (B.4) and kc = k0
Cr. + kc Br. (3.6) with kc Bruneau (B.4)
Cr. + kc LEE (3.6) with kc = k0
Table 3.1 – Impedance models for a MP liner. The purpose of this table is to define the terminology
used throughout the document.
Comparison on the nominal case The results are shown in figures 3.7 (resistance and
reactance) and 3.8 (absorption coefficient). We give below some comments.
I (Resistance) When the Bruneau wavenumber (B.4) is used in the cavity:
 There is a resistance peak at very low frequency. This can easily be justified by
considering the asymptotic expansions reported in appendix B.
 There is a resistance peak at anti-resonance. It is also present in the “k Br. kc LEE”
model, but the peak is much more narrow and has a far greater amplitude. Note that
none of the four models have an infinite resistance peak.
I (Reactance) There are no major differences between the three models that use the Bruneau
wavenumber, except for the fact that, when it is used in the cavity, the peak value at anti-
resonance is reduced. Note that only the Crandall model with a lossless cavity exhibits an
infinite reactance at anti-resonance.
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I (Absorption) The absorption coefficient, given its bounded nature, enables an easier read.
 At resonance, the generic model predicts a lower absorption than Crandall.
 At resonance, the Bruneau wavenumber in the cavity leads to a higher absorption.
 At anti-resonance, the Bruneau wavenumber in the cavity leads to a non-null absorp-
tion.
 For the four models, the frequencies of resonance and anti-resonance do not differ
significantly.
Impact of the cavity diameter If we multiply the diameter ratio dc/d by a factor of 4, we
obtain figure 3.9. As the losses in the cavity are overall less important, each model is closer to
its lossless counterpart.
Impact of the cavity length If, instead, we multiply the length ratio lc/l by a factor of 100,
we obtain figure 3.10. As the losses in the perforation are less important than the ones which
occur in the cavity, each Crandall model is closer to its Bruneau counterpart, with a significant
difference at anti-resonance.
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Figure 3.7 – Comparison of impedance models for a perforation and a cavity (MP liner). The impedance
models being compared are defined in table 3.1. The values used come from the MP liner
described in table 5.1.
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Figure 3.8 – Identical to figure 3.7, but the absorption coefficient (2.5) is plotted instead.
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Figure 3.9 – Comparison of impedance models for a perforation and a cavity (MP liner). Compared to
figure 3.8, the cavity diameter dc has been multiplied by 4, all other things being equal.
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Figure 3.10 – Comparison of impedance models for a perforation and a cavity (MP liner). Compared
to figure 3.8, the cavity length lc has been multiplied by 100, all other things being equal.
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3.2.3.3 Approximation of the Crandall model
The fact that the Crandall model (3.4) contains Bessel functions may make it unsuitable for
time-domain simulation. It can be beneficial to approximate it by a fractional polynomial; we
give below the two most common approximations that one may encounter in the literature.
For a more detailed discussion, which requires some insights into Bessel functions, we refer the
reader to appendix C.
Low-Stokes approximation (Poiseuille flow) For |kν |d/2 1, the viscous boundary is so
thick compared to the radius that the flow in the tube can be approximated by a Poiseuille flow.
The impedance expression becomes
Zˆ (ω) =
0
32ν
c0d2
l + j43k0l +O
(
|kνd/2|4
)
. (3.7)
High-Stokes approximation (Helmholtz flow) For kνd/2  1, in contrast, the viscous
boundary is so thin compared to the radius that the flow in the tube can be approximated by
a Helmholtz flow. The impedance expression becomes
Zˆ (ω) =∞
16ν
c0d2
l +
√
8νω
c0
l
d
+ jk0l
[
1 + 1
d
√
8ν
ω
]
+O (1) (3.8)
=∞
16ν
c0d2
l + 4
√
ν
c0
l
d
√
jω + jk0l +O (1) ,
where the first term, obviously not necessary as we are in O (1), is chosen to improve the
agreement with the full Crandall model (3.4) at lower Stokes numbers (ref. appendix C for more
details).
Outlier: Maa model Unfortunately, on today’s micro-perforated plates, kνd/2 is commonly
in the interval between 1 and 10. To compensate for the lack of model in this interval, Maa
[Maa98] has proposed a new one, which is a combination of the low (3.7) and high (3.8) Stokes
models. It reads:
ZˆMaa (ω) := 8ν
c0
l
(d/2)2
(
1 + jk
2
ν (d/2)2
32
)1/2
+ jk0l
1 + [9 + jk2ν (d/2)22
]−1/2 . (3.9)
However, this model is not hermitian: the corresponding impulse response Z (t) is therefore not
real valued, which means that it does not describes a physical process. This is explained by the
fact that this model has been derived from algebraic tweaks on the real and imaginary parts of
the impedance to improve a given fit in the frequency-domain only; the author evidently did
not have time-domain simulation in mind when deriving it. More details on the Maa model can
be found in appendix C.
Comparison A comparison of the four models is shown in figure 3.11, for the perforation
of the MP liner tested in the NASA grazing flow incidence tube (GFIT) (ref. tab. 5.1). As
far as the resistance is concerned, there are no significant differences between the models: the
maximum difference is indeed below 0.01. On the reactance side, the low Stokes model is over-
predicting at high Stokes, but otherwise, the agreement between Crandall, high Stokes Crandall
and Maa is, again, within 0.01. This shows that, for a perforation, a fractional model of the kind
proportional, fractional derivative and derivative, such as the high Stokes Crandall, is perfectly
adequate.
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Figure 3.11 – Comparison of hole impedance models for a perforation (i.e. no porosity). The models
being compared are (3.4), (3.7), (3.8) and (3.9). The values used come from the MP liner
described in table 5.1.
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3.3 Impedance model corrections
All the impedance models seen in 3.2 discard any effect due to finite length. Therefore, they
must be corrected to account for those effects; in linear acoustics, the three phenomena to model
are:
Radiation At each discontinuity, the sound waves are radiated and diffracted.
Viscosity Although viscosity is present in the Crandall model (3.4), additional viscous effects
should be considered, such as the ones at the entrance of the perforation.
Interaction In reality, the perforation modelled in 3.2 is likely not to be alone in an infinite
space, but rather one amongst many others on a surface.
The purpose of this section is not to give a complete review of the available model correc-
tions; we shall rely on the work by Melling [Mel73], which has proven effective when modelling
micro-perforated plate. Meeling proposed expressions to correct the Crandall model (3.4). Ad-
ditionally, an interesting review of corrections (including non-linear effects) suitable to micro-
perforated plates can be found in the first two chapters of [Mal00].
Remark 3.2. The corrections ∆Zˆ given in this section are additive: if the original impedance
model is Zˆ, the corrected version is Zˆ + ∆Zˆ.
Remark 3.3. When expressing an impedance correction, it is common to write, for instance,
2× l/2 instead of simply l. This is due to the fact that we are actually applying two corrections,
one for each end of the perforation.
Remark 3.4. Expressing ∆Zˆ is not the only way to describe an impedance correction: it is
common in the literature to encounter impedance corrections described as length corrections.
We give an example below.
Let us consider the (say) High Stokes approximation of the Crandall model (3.8). It can be
written as
Zˆ (ω) = a0l + a 1
2
l
√
jω + a1l jω,
which emphasises the linear dependency of each coefficient a upon the perforation length l. If
we apply to this model the correction
l→ l + ∆l0 (resistance: 1)
l→ l + ∆l 1
2
(
fractional damping:
√
jω
)
l→ l + ∆l1 (mass: jω) ,
it leads to the corrected model:
Zˆ (ω) = a0 (l + ∆l0) + a 1
2
(
l + ∆l 1
2
)√
jω + a1 (l + ∆l1) jω.
Remark 3.5. All the corrections described in this section are to be applied to hole impedances
(def. 2.5), and not directly to surface impedances (def. 2.6). For instance, (3.4), (3.7), (3.8)
and (3.9) are all hole impedance models.
3.3.1 Radiation correction
Radiation effects can be approximated by the study of a circular piston, mounted on an infinite
baﬄe; the expression of the reacting force fx on a rigid piston of surface S and diameter d
moving with speed u (t) is [KF62, 7.9]
fx =− z0 × S × u (t) [R1 (k0d) + jX1 (k0d)] ,
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where R1 and X1 are defined in the aforementioned reference. The corresponding impedance
correction for the hole is typically taken to be
∆Zˆ (ω) = R1 (k0d) + 2× jX1 (k0d) .
Given that, for k0d 1, we have
R1 (k0d) =
(k0d)2
8 +O
(
(k0d)4
)
andX1 (k0d) =
4k0d
3pi +O
(
(k0d)3
)
,
the corresponding impedance correction is
∆Zˆ (ω) = 18 (k0d)
2 + jk0
[
2× 4d3pi
]
. (3.10)
As k0d  1, the resistance term is considered negligible by Melling [Mel73, p.13]. It is also
worth noting that this resistance, proportional to (jω)2, may lead to an ill-posed problem when
coupled with the LEE (1.6).
The imaginary part of the radiation correction (3.10) is equivalent to the length correction
l→ l + 2× d
pi
(mass: jω)
in the low-Stokes approximation of the Crandall model (3.7), and to
l→ l + 2× 4d3pi (mass: jω)
in the high-Stokes approximation of the Crandall model (3.8).
3.3.2 Viscosity correction
Following Melling [Mel73, p.13], the viscous correction is to be accounted for by a correction on
the resistance only; he uses the formula
∆Zˆ (ω) = <
[
jk0
(
2× d2
)
[1− Λ (kνd/2)]−1
]
.
which effectively means that an additional length d is added to the resistance of the Crandall
model (3.4). We consider below the high and low Stokes number approximation of this correction.
Low-Stokes approximation The correction to be applied to the approximate model (3.7) is
∆Zˆ (ω) = 32ν
c0d2
d,
which is equivalent to the length correction
l→ l + 2× d2
for the resistance term of (3.7).
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High-Stokes approximation If we follow Melling, the correction to be applied to the high-
Stokes model (3.8) is
∆Zˆ (ω) = 16ν
c0d2
d+
√
8νω
c0
d
d
,
which would mean that the same length correction is to performed for the low-Stokes and high-
Stokes approximation. However, it should be borne born in mind that Zˆ (ω) must be hermitian,
and this correction obviously is not. To correct the correction (!), an imaginary part j
√
8νω/c0
must be added. This leads to the following hermitian correction
∆Zˆ (ω) = 16ν
c0d2
d+ (1 + j)
√
8νω
c0
d
d
,
which can be re-written in a more explicit way as
∆Zˆ (ω) = 16ν
c0d2
d+ 4
√
ν
c0
d
d
√
jω,
in which one can clearly see that the corresponding length corrections are
l→ l + 2× d2 (resistance: 1)
l→ l + 2× d2
(
fractional damping:
√
jω
)
.
It is interesting to notice that this hermitian correction is actually the one used by Malmary
[Mal00, p.28-29].
Maa correction (mid Stokes) Maa [Maa98] proposes an alternative correction term for the
viscous effects:
∆Zˆ (ω) = 1√
2
√
ν
c0
√
ω.
In a fashion similar as that seen above, this correction is not hermitian; a corrected version is
∆Zˆ (ω) =
√
ν
c0
√
jω.
3.3.3 Interaction correction
Interaction between the perforations has been studied by Fok for an infinitely thin plate; it leads
to a correction of the radiation correction (3.10):
∆Zˆ (ω) = jk0
[
2× 4d3pi × ψ (σ)
]
,
where ψ is the so-called Fok function [Mel73, p.16]. However, better agreement with experiments
is obtained with the following empirical formula [Mal00, p.39]
∆Zˆ (ω) = jk0
[
2× 4d3pi ×
(
1− 0.7√σ)] ,
which is equivalent to the length correction
l→ l + 2× 4d3pi ×
(
1− 0.7√σ) (mass: jω)
for the high-Stokes approximation of the Crandall model (3.8), and to
l→ l + 2× d
pi
× (1− 0.7√σ) (mass: jω)
for the low-Stokes approximation of the Crandall model (3.7).
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3.3.4 Surface impedance
As already said in the example 2.8, the surface impedance (ref. def. 2.6) is derived from the
hole impedance (ref. def. 2.5) through a division by the porosity σ.
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Purpose To elaborate on the challenges of time-domain impedance boundary condition, and
discuss existing methods.
4.1 Generalities on time-domain impedance boundary condition . . . . . . 54
4.2 Some existing techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1 EHR Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.2 Sbardella method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.3 Some non-physical models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Generalities on time-domain impedance boundary condition are presented in the first sectionof this chapter, 4.1. The next (and last) section, 4.2, succinctly lists the most popular
techniques; a discussion of the EHR model is provided in 4.2.1.
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4.1 Generalities on time-domain impedance boundary condition
Frequency or time domain ? The concept of impedance has been defined in the frequency
domain: see, for instance, definition 2.5. Subsequently, when expressing impedance models, we
also have always employed the Fourier transform of the impedance, Zˆ, and not the corresponding
impulse response, Z. Consider, for instance, the treatment of the impedance tube done in section
2.2.1: both the time and frequency domain formulations have been written, and, eventually,
the frequency domain has been chosen to express Zˆ. One can also look at the derivation of
the Crandall model from the Stokes equation, covered in appendix B; here, again, the Fourier
transform has proven to be a handy way to derive the impedance expression. In these two cases,
frequency and time domain formulations are essentially equivalent, as the governing equations
(monodimensional wave equation (1.7) and Stokes equation (B.2), respectively) are indeed linear.
Problem statement However, it is well known that, of the wide range of phenomena that
are within the realm of fluid mechanics, most of them are not linear: the time-domain approach
is then the only available method. Typically, in computational aeroacoustics, there is a need to
perform temporal simulations using an impedance boundary condition of the kind :
∀ (x, t) ∈ ∂Ω× R+, p (x, t) = [z ? u (x, ·) · n (x)] (t) .
Such boundary conditions are notoriously more arduous than the more classical Neumann or
Dirichlet conditions. Obviously, a direct computation of this convolution is not computationally
efficient, as it requires to store the whole history of the normal velocity: the convolution operator
is said to be hereditary, or non time-local. Therefore, it is essential to find more clever ways of
dealing with impedance boundary conditions.
The two main approaches As with any problem of computational physics, it can be tackled
with a computational or physical mindset. These two approaches can here be summarized as:
Physics→Numerics The starting point is the knowledge of a physical model (and its as-
sociated hypotheses), known in the frequency space, Zˆphy. The method is to study the
operator to obtain a more “computation-friendly” one. For instance, this can be achieved
through a decomposition, a change of representation, or a physical simplification.
Numerics→Physics Two cases can be distinguished:
I The physical model Zˆphy is simplified based on computational arguments. Effectively,
a numerical model Zˆnum is deduced from a physical one.
I A numerical model Zˆnum is chosen a priori, based on its computational properties.
The idea is then to tune it based on the existing physical knowledge. Formally,
it consists in the minimisation of d
(
Zˆnum , Zˆphys
)
, where d is a distance to be
determined. If the physical model is not known, but experimental data is available,
this method entails a fit of experimental data.
Remark 4.1. In both approaches, there is an important caveat: the operator Zˆ must meet a
minimum set of criteria to be suitable for time-domain simulation of a physical phenomenon
[Rie06, 3]: the impulse response Z must remain causal and real-valued (a necessary condition
for which is hermitian symmetry).
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4.2 Some existing techniques
In this section we (very) briefly discuss some methods to deal with impedance boundary condi-
tions in the time domain. We refer to [Esc14, chap. 2] and [Ric10, chap. 4] for more in-depth
reviews.
4.2.1 EHR Model
The EHR model is presented in [Rie06]; it reads:
ZˆEHR (ω) = r + jωm− jβ cotan
[
ω
ν∆t
2 − j

2
] {
ν ∈ N∗
(r, , β) ∈ (R∗)3 . (4.1)
We shall not elaborate on how Rienstra derives the impulse response, but rather give a brief
physical analysis: such an analysis can help dramatically simplify the numerical optimisation
from which the parameters r, m, β, ν∆t and  are typically computed. This section ends on an
application to a ceramic tubular liner; more experimental data fitting is available in appendix
D.
Physical analysis This model can be broken down into two parts:
I The resistance and mass terms, r + jωm can be interpreted as modelling the perforation.
On that respect, (4.1) is akin to the low Stokes approximation of the Crandall model
(3.7), or its high Stokes approximation (3.8) without the fractional term
√
jω. Obviously,
neglecting this term implies a poor modelling of the viscous losses in the perforation at
high frequency.
I The expression inside the cotangent, ω ν∆t2 − j 2 , is to be compared to kclc, where kc is
the viscous propagation wavenumber in the cavity, covered in appendix B. Its expression
is given in (B.4) and a plot of kc/k0 is shown in figure B.1. The impedance of the cavity
reads:
Zˆ (ω) = −j cotan [kclc].
This expression can be used to compute the parameters ν, ∆t and : a tuning pulsation,
ωEHR, is chosen, at which we enforce:
ν∆t
2 = lc
< [kc (ωEHR)]
ωEHR
and 2 = −lc= [kc (ωEHR)] . (4.2)
Application to the CT57 To showcase the use of (4.2), we choose the ceramic tubular liner
CT57, described in 5.2. Plots of the EHR (4.1) and physical model (3.2) are given at figures 4.1,
4.2, 4.3 and 4.4. The parameters have been evaluated physically: r and m are null, as there is
no perforation, β = σ−1 and (4.2) is used for ν, ∆t and . Therefore, the only degree of freedom
(DoF) left is the tuning pulsation ωEHR.
In figures 4.1 and 4.2, the tuning pulsation is chosen to be the first resonant pulsation. In
figures 4.3 and 4.4, it is the first anti-resonant pulsation. The following comments can be made:
I The latter choice is clearly superior.
I As  > 0, the EHR model is able to capture the resistance peaks at anti-resonance.
I As  is a constant, the EHR model is periodic, and does not dampen at high frequency, in
contrast to the physical model.
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Figure 4.1 – Plot of the EHR model, compared to experimental data (liner CT57, described in 5.2)
and a physical model (3.2), in which kc is the Bruneau wavenumber (B.4). (As in 5.2, the
length lc has been reduced by 10 %). The EHR parameters are: r = m = 0, β = σ−1 and
(4.2) is used for ν, ∆t and . ωEHR is chosen to be the first resonant pulsation (dashed
line).
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Figure 4.2 – Same as figure 4.1, but with the absorption coefficient (2.5).
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Figure 4.3 – Plot of the EHR model, compared to experimental data (liner CT57, described in 5.2)
and a physical model (3.2), in which kc is the Bruneau wavenumber (B.4). (As in 5.2, the
length lc has been reduced by 10 %). The EHR parameters are: r = m = 0, β = σ−1
and (4.2) is used for ν, ∆t and . ωEHR is chosen to be the first anti-resonant pulsation
(dashed line).
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Figure 4.4 – Same as figure 4.3, but with the absorption coefficient (2.5).
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4.2.2 Sbardella method
As seen in section 2.2.1, the impedance of a cavity, when neglecting the losses, is:
Zˆ (ω) = −j cotan [k0lc].
The idea of the Sbardella method is to solve, in the time-domain, the monodimensional
LEE, from which this impedance expression stems. This approach has first been proposed by
Sbardella [STI01] , and then extended by Pascal [PPC15] to the EHR model.
4.2.3 Some non-physical models
Both the EHR model and Sbardella method are based on physical considerations. In this section,
we mention some impedance models which are solely numerical: they are designed to have simple
time-domain formulation, but require a fit to experimental data whose complexity grows with
the genericity of the model. The derivation and study of such models typically draws from
controls theory or signal processing.
Tam and Auriault This model is an elementary numerical model, which has been widely
used; its first study can be found in [TA96]. It consists in modelling the impedance as:
Zˆ (ω) = a0 + jωa1 + 1jωa-1.
In controls theory, this system is known as a “proportional-integral-derivative”; the correspond-
ing impulse response is obvious. Formally, we have
∀t > 0, (Z ? u) (t) = a0u (t) + a1 d1 u (t) + a-1
ˆ t
0
u (τ) dτ.
As the main advantage of this model is its simplicity, it is also its major drawback: several
resonances cannot be fitted. More complex transfer functions have therefore been studied to
yield a model valid on a wider range : they are called “broadband model”.
Broadband model This model furthers the approach initiated by Tam and Auriault; the
impedance is modelled by a combination of filters [ÖLJ98]:
Zˆ (ω) = a1 + a2 − a11 + jωa3 +
jωa4
(1− ω2/a26) + jωa5
+ jωa7.
Obviously, the high flexibility of such a model entails a rather complex fitting process (see, for
instance, [Esc14, chap. 5]).
Multi-pole broadband model In this model, the approach is slightly different, in that it is
the poles of the impedance transfer function which are directly chosen. It reads as a combination
of first and second order systems [FJT00; RBD06]:
Zˆ (ω) =
∑
k
Ak
jω + λk
+
∑
k
Bk
jω + λk
+ Bkjω + λ∗k
.
Improved multi-pole broadband model It reads [LLW12]:
Zˆ (ω) = a0 + jωa1 + 1jωa-1 +
∑
k
Bk
ω − λk −
B∗k
ω + λ∗k
.
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Chapter 5
Experimental data fitting
Purpose To assess the suitability of the physical models discussed in chapter 3 for experimental
data fitting.
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This chapter covers experimental data for two liners: a CT, namely the CT57, and a MP,similar to those used by the aeronautical industry. The first section essentially provides
a description of these two liners in table 5.1. Next, section 5.2 demonstrates that the generic
impedance model (3.2) yields excellent fits for the CT57. For the MP liner, covered in 5.3, both
the generic (3.3) and “Crandall+cavity” (3.6) models perform well, but it is more daunting to
draw definitive conclusions, given that the experimental data only covers relatively low Stokes
numbers.
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5.1 Experimental data
A summary of the dimensions of the two liners covered in this chapter is recorded in table 5.1.
CT57 [JWP05] MP [Pri+13]
Porosity σ 57 % 5 %
Perforation l ∅ 0.8 mm
d 0.3 mm (77)
Cavity lc 85.6 mm 38.1 mm
dc 0.6 mm (109) 9.5 mm (435)
Ratios
lc/dc 142.7 4.0
dc/d ∅ 15.8
l/d 2.7
Table 5.1 – Description of the two liners considered. The nomenclature is defined in figure 3.2. The
number given in bracket is the Stokes number |kνd/2| associated with the cut-off frequency
given by (1.19).
5.2 CT liner
5.2.1 Description of the data
The set of experimental data comes from [JWP05]. The analysed liner is a CT liner, named
“CT57”; the properties of such liners have been discussed in section 3.1. It has been tested
under various grazing flow conditions in the NASA grazing incidence tube (GIT), the cut-off
frequency of which is around 3.3 kHz (Stokes number of 10.9). The physical description of the
liner is recorded in table 5.1.
The liner impedance has been educed through the use of two in-house aeroacoustics codes:
for this experiment, they are expected to give the same results. The two corresponding sets of
educed values are shown in figure 5.1. The discrepancies between these two sets have been used
to compute a third set, with error bars. It is against this set that we shall perform our fitting.
The agreement between the two sets of data is within 0.1 over the whole frequency range,
except at low frequency (near 500 Hz). The origin of this increase has not been precisely pinned
down by the authors. Therefore, the focus for the fitting is mostly on capturing the anti-
resonance, which occurs for a Stokes number around 8.5.
5.2.2 Data fitting
The anti-resonance shape that can be seen in figure 5.1 is qualitatively identical to what has
been seen when comparing the various models for a cavity in section 3.2.2; consider, for instance,
figure 3.3. We are therefore going to use the same generic model (3.2) with the different wave
numbers considered in section 3.2.2.1. The result is shown figure 5.2.
The agreement between the models and the data is quite good, especially given that lc and
dc have been used as is. Though, it could be argued that the anti-resonance is predicted too
early (Stokes number of 7.93 instead of 8.50, which is a shift of 99 Hz). If one is willing to fiddle
about with the length of the cavity lc, this shift can be reduced by reducing lc by 10 %: the
results are shown figure 5.3. Assuming ν ' cst, this is equivalent to a 5 % increase in static
temperature.
5.2. CT liner 63
4 6 8 100
2
4
Stokes number |kν dc/2| (rad)
Ù[
Zˆ]
(r
ad
)
Educed (Q3D-FEM)
Educed (2D-FEM)
Mean
4 6 8 10
−2
0
2
|kν dc/2| (rad)
Ú[
Zˆ]
(r
ad
)
Figure 5.1 – Educed (surface) impedance data for the liner CT57, under a no flow condition [JWP05].
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Figure 5.2 – Comparison between the (surface) educed impedance values [JWP05] and models. The
model used is given by (3.2).
5.2.3 Impedance corrections
So far, we have not discussed the impedance corrections covered in section 3.3. On this case,
they do not have any significant impact. For instance, the radiation and interaction correction
(see 3.3.1 and 3.3.3) is:
k0
[4dc
3pi
(
1− 0.7√σ)] ≤ 0.0138 and 18 (k0dc)2 ≤ 5.9× 10−4,
while the viscous corrections (ref. 3.3.2) is
<
[
16ν
c0dc
+ 4
√
ν
c0d
√
jω
]
≤ 0.0077 and =
[
16ν
c0dc
+ 4
√
ν
c0d
√
jω
]
≤ 0.0065.
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Figure 5.3 – Comparison between the (surface) educed impedance values [JWP05] and models. The
model used is given by (3.2). Compared to figure 5.2, the length of the cavity lc has been
artificially reduced by 10 %, to capture more sharply the anti-resonance.
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5.3 MP liner
5.3.1 Description of the data
Our experimental test case of reference is documented in [Pri+13], in which two MP liners have
come under scrutiny:
I The first one, which consists of a wire-mesh sheet on top of a honeycomb core, has been
designed to behave linearly with respect to the SPL and basic flow (grazing) velocity u0.
I The second one is of the kind commonly encountered in the aeronautical industry, made
from a micro-perforated plate and a honeycomb core.
Even though the scope of this work is restricted to acoustics, we shall focus on the second one,
whose dimensions are provided in table 5.1. A joint experimental campaign has been conducted
by NASA and ONERA, which led to the comparison of their respective impedance eduction
techniques. The impedance values we will be using come from measurements made in the GFIT
and have been educed by NASA: they are shown in [Pri+13, fig. 12].
One issue with this data is that NASA has not provided any error estimate for their impedance
eduction technique. Given that the NASA and ONERA techniques are in fair agreement when
compared on the same data [Pri+13, fig. 10], we shall use instead the error estimates which
correspond to the ONERA technique; they are shown in [Pri+13, fig. 14].
Finally, the data used and the estimated errors are shown in table 5.2, and plotted in figure 5.4.
f (kHz) |kν |d/2 (rad) <
[
Zˆ
]
(rad) Error
(
% of<
[
Zˆ
])
=
[
Zˆ
]
(rad) Error
(
% of=
[
Zˆ
])
0.4 1.9 0.49 190 -3.77 30
0.6 2.3 0.31 190 -2.38 30
0.8 2.7 0.23 190 -1.55 30
1 3.0 0.21 90 -1.07 30
1.2 3.3 0.23 90 -0.68 30
1.4 3.5 0.28 40 -0.26 20
1.6 3.8 0.20 40 -0.11 20
1.8 4.0 0.19 20 0.10 15
2.0 4.2 0.20 20 0.32 20
2.2 4.4 0.25 20 0.56 20
2.4 4.6 0.27 20 0.74 20
2.6 4.8 0.32 20 0.95 30
Table 5.2 – (Surface) Impedance data educed by NASA from measurements made in the GFIT, for a
MP liner described in table 5.1. Quiescent medium (u0 = 0) and total sound pressure level
of 120 dB. The data is shown in [Pri+13, fig. 12] (case where the liner covers the whole
width of the duct). The errors have been estimated from the ones provided by ONERA for
its own eduction technique in [Pri+13, fig. 14]. A plot is available in figure 5.4.
The frequency range covered by the experiment (0.5 kHz to 2.5 kHz) is quite close to that
seen in 5.2 (0.5 kHz to 3 kHz). However, as the diameter d of the perforation is much lower than
the diameter of the CT57 cavity (ref. table 5.1), the corresponding ranges of Stokes number
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Figure 5.4 – Plot of the (surface) impedance data recorded in 5.2.
are quite different: 1.9 to 4.8, compared to 4.2 to 10.4 for the CT57; the experimental data set
covers therefore only relatively low Stokes numbers. Physically, figure 5.4 shows a resonance,
which occurs around a Stokes number of 3.9 (1.7 kHz); the subsequent increase in resistance can
be interpreted as a build-up towards anti-resonance. This implies that the fitting shall focus
mainly on capturing the resonant frequency.
5.3.2 Data fitting - Generic model
In this section, we consider both the generic (3.3) and “Crandall+cavity” (3.6) models for the
MP liner: two wavenumbers are therefore to be chosen, one for the perforation, k, and one for
the cavity, kc. We consider the four models already compared in section 3.2.3.2. The results are
plotted in figures 5.5 and 5.6. Note that no error bars are given for the absorption coefficient, as
a conservative assessment leads to grossly large uncertainties. We give below some comments.
I At very low frequency, the resistance peak seen on the models which use the Bruneau
wavenumber in the cavity seems to be in line with the experimental data.
I The relevance of the resistance peak at anti-resonance cannot really be assessed, as the
experimental data does not cover Stokes numbers above 4.8.
I On the absorption coefficient, using the Bruneau wavenumber in both the perforation and
the cavity yields the best fit. However, again, given the limitation of the experimental
data set, it would be a long shot to draw definitive conclusions.
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Figure 5.5 – Comparison between the experimental values (ref. table 5.2) for the MP liner and both
the generic (3.3) and “Crandall + cavity” (3.6) models. The impedance models being
compared are defined in table 3.1. The l2 distance from the experimental data, as well as
the maximum value, are given in brackets.
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Figure 5.6 – Identical to figure 5.5, but with the absorption coefficient (2.5) plotted instead.
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5.3.3 Data fitting - Crandall model
In this section, we consider only the Crandall model with a generic cavity impedance (3.6), in
which the cavity wave number is either the traditional k0 (lossless) or the Bruneau one (B.4).
Figure 5.7 compares this model against various approximation of the Crandall model, seen
in 3.2.3.3; overall, the fits are quite satisfactory. The model used for the cavity uses the Bruneau
wave number (B.4): hence the peak in resistance at anti-resonance. On the resistance, the low
Stokes model (constant resistance) yields a better fit on the experimental data than the other
models for the perforation: but this model will lead to an under-estimation of the resistance at
higher frequencies. On the reactance, the impact of the perforation model is rather negligible.
In figure 5.8 is plotted the same comparison, but without accounting for the losses in the
cavity. As far as comparing the perforation model is concerned, the hierarchy deduced from
figure 5.7 remains unchanged. Compared with the experimental data, the fit is not significantly
worse.
In figure 5.9, we plot the same models, except that the impedance of a lossless cavity,
−j cotan k0lc, has been subtracted from the experimental data. This enables to see more clearly
the impact of the perforation model on the reactance: the perforation models are leading to an
over-prediction of the reactance. As the reactance of the perforation models is always positive,
the simple fix to this discrepancy is to slightly shorten the length of the cavity by 5 % (or increase
the static temperature by 2.5 %), the result is shown in figure 5.10.
To conclude, it is difficult to discriminate between the perforation models on this case, as the
experimental data stops at a Stokes number of 5. Similarly, use of the Bruneau wave number
(B.4) in the cavity, while not significantly impacting the reactance (except for the fact that is not
infinite), leads to rather important resistance peaks at higher frequencies. Experimental data in
this frequency range would be needed to conclude on the physical meaning of these peaks.
2 4 6 8 10
0
2
4
Stokes number |kν d/2| (rad)
Ù[
Zˆ]
(r
ad
)
GFIT, M = 0, 120 dB
Crandall + kc Br. (3.2e-01)
Crandall High. + kc Br. (3.6e-01)
Crandall Low + kc Br. (2.4e-01)
Maa + kc Br. (3.5e-01)
2 4 6 8 10
−4
−2
0
2
4
|kν d/2| (rad)
Ú[
Zˆ]
(r
ad
)
GFIT, M = 0, 120 dB
Crandall + kc Br. (1.1e+00)
Crandall High. + kc Br. (1.2e+00)
Crandall Low + kc Br. (1.2e+00)
Maa + kc Br. (1.0e+00)
Figure 5.7 – Comparison between the experimental values (ref. table 5.2) for the MP liner and the
model (3.6). The Bruneau wave number (B.4) is used in the cavity, and accounts for
losses. The l2 distance from the experimental data is given in brackets.
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Figure 5.8 – Comparison between the experimental values (ref. table 5.2) for the MP liner and the
model (3.6). The wave number used in the cavity is k0, and does not account for losses in
the cavity. The l2 distance from the experimental data is given in brackets.
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Figure 5.9 – Comparison between the experimental values (ref. table 5.2) for the MP liner and the
model (3.6). The wave number used in the cavity is k0, and does not account for losses in
the cavity: the cavity impedance −j cotan k0lc has been subtracted from the experimental
data. The l2 distance from the experimental data is given in brackets.
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Figure 5.10 – Identical to figure 5.9, but with a cavity length shortened by 5 % (i.e. lc → 0.95 lc).
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5.3.4 Data fitting - Corrections
None of the perforation impedance corrections discussed in 3.3 have been used so far. To get an
idea of their orders of magnitude, we begin by reviewing the values of the various corrections;
then, we assess their impact on the fit of experimental data.
5.3.4.1 Viscosity correction
They have been discussed in section 3.3.2. There are three corrections to review, each aimed at
a particular range of Stokes number. For low Stokes number, the correction is
1
σ
[ 32ν
c0d2
d
]
= 0.0983,
which does not have any significant impact on the perforation impedance whatsoever. The same
conclusion can be drawn for the viscosity correction proposed by Maa, and aimed at Stokes
numbers between 1 and 10; for this this range, the lower and upper bounds of the correction
are:
<
(
1
σ
[√
ν
c0
√
jω
])
= =
(
1
σ
[√
ν
c0
√
jω
])
∈ [0.0043, 0.0434] .
So, its impact is relatively small for Stokes number below 10. As for the high Stokes number
viscosity correction, its bounds are (again, for Stokes numbers between 1 and 10):
1
σ
[
16ν
c0d2
d+ 4
√
ν
c0
d
d
√
jω
]
∈ [0.0665 + j0.0174, 0.2229 + j0.17] .
Although the constant resistance correction is negligible (it is half of the one of the low Stokes
correction, which has already been deemed imperceptible), the reactance correction is 4 times
greater than that of the Maa correction: this enables it to have a significant impact around a
Stokes number of 10.
Therefore, of the three viscosity corrections, only the high Stokes number one has a significant
impact on the perforation impedance.
5.3.4.2 Radiation & Interaction correction
Those corrections have been discussed in section 3.3.1 and 3.3.3. The resistance correction is
1
σ
[1
8 (k0d)
2
]
∈
[
4.7183× 10−7, 0.0094
]
,
for Stokes number between 1 and 10, which is insignificant. This has already been noticed when
introducing this correction. For the reactance, correction, the magnitude is far greater:
1
σ
[
k0
[
2× 4d3pi
]]
∈ [0.0104, 1.0430] .
This correction does raise the reactance significantly, even for low Stokes numbers. If the in-
teraction between the perforation is accounted for, the reactance correction is to be multiplied
by (
1− 0.7√σ) = 0.8435,
which yields
1
σ
[
k0
[
2× 4d3pi
]
× (1− 0.7√σ)] ∈ [0.0088, 0.8797] .
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5.3.4.3 Summary: impact on the data fit
Another way to compare these various corrections is to assess their impact on the data fit. The
result of this assessment is reported in table 5.3. On this experimental data set, no correction
has a positive impact on the fit. Two explanations can be thought of:
I The experimental data stops at a Stokes number below 5. Therefore, the potential benefits
of the Maa and high Stokes corrections cannot be assessed.
I The length of the cavity lc has a significant impact on the reactance. Compare, for instance,
figure 5.9 and 5.10. As our uncorrected case is the one depicted in figure 5.9, the corrections
can do nothing but harm the quality of the fit (as they all contribute positively to both
resistance and reactance).
Therefore, no firm conclusions can be drawn as to the appropriateness of any of these corrections.
However, table 5.3 is still insightful to assess the overall effect of the various corrections on the
impedance of the perforation.
∅ Radiation Rad. & Int.
Viscosity 68 + j18 68 + j60 68 + j53
∅ 0 + j0 0.1 + j41 0.1 + j34
(a) Crandall High Stokes.
∅ Radiation Rad. & Int.
Viscosity 55 + j0 55 + j45 55 + j38
∅ 0 + j0 0 + j45 0 + j38
(b) Crandall Low Stokes.
∅ Radiation Rad. & Int.
Viscosity 10 + j5.1 10 + j54 10 + j46
∅ 0 + j0 0.1 + j49 0.1 + j41
(c) Maa.
Table 5.3 – Impact of the various corrections on the data fit. The cavity is modelled as lossless. The
given number is the relative variation (in %) of the l2 error, compared to the error yielded
by the uncorrected case (which can be seen in figure 5.9). For instance: using both the
viscous and radiation corrections with the high Stokes Crandall model leads to a 68 % and
60 % increase of the resistance and reactance error, respectively. As all the variations are
positive, each correction worsens the fit.
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The first three sections of this chapter each introduce a fractional operator: fractional integralin 6.1, fractional derivative in 6.2, and Caputo derivative in 6.3. The last section, 6.4,
introduces the eigenfunctions of the Caputo derivative, expressed using the Mittag-Leﬄer func-
tion, which can be seen as a generalised exponential. With these functions, a scalar fractional
differential equation (FDE) is solved, to support the 1 DoF toy model introduced in the section
9.2.3 of chapter 9.
78 Chapter 6. Fractional calculus
Overview The history of fractional calculus is rather tortuous, and, as a result, several frame-
works coexist. This work uses the definitions from [Mat09], and exclusively focuses on causal
functions. While the last section of this chapter, 6.4, briefly covers FDEs, each of the first three
introduces a fractional operator. Namely:
I Section 6.1 defines the fractional integral Iβ of a causal locally integrable function f ∈
L1loc(R+) through the so-called Riemann-Liouville integral.
I Section 6.2 defines the fractional derivative Dα in the framework of causal distributions,
D′+.
I Section 6.3 introduces a “strong” fractional derivative (by opposition to the “weak” frac-
tional derivative Dα ) called the Caputo derivative, and denoted dα . However, it is worth
noting that it is only defined for α ∈ ]0, 1[. In chapter 11, it is this definition that is being
used for the temporal interpretation of the fractional term
√
jω.
6.1 Fractional integral (function)
In this section, we introduce a simple definition for the fractional integral, based on the Riemann-
Liouville integral. It is defined using so-called fractional kernels, that are introduced in section
6.1.1. Section 6.1.2 presents the definition, highlights key properties and emphasises that an
extension to fractional derivative cannot be readily defined within the framework of locally
integrable functions.
6.1.1 Fractional kernels
We begin this section by a definition of the fractional kernels, in the locally integrable case.
Definition 6.1 (Fractional kernels (locally integrable)). The fractional kernel Yα is defined as
∀α ∈ R+, Yα := t
α−1
+
Γ (α) ,
where t+ is defined over R as:
t+ := t 7→ t 1t>0 (t) .
Example 6.2. Apart from Y1 = 1R+ , a kernel of interest for us is
∀t ∈ R∗+, Y 12 (t) =
1√
pit
.
A plot of various fractional kernels is proposed in figure 6.1. We can infer, that, formally,
Yα
α→0−−−→
α>0
δ,
where δ is the Dirac distribution. This can readily be checked with a simple calculation. Let ψ
be a test function, in D(R+). We have:
∀α ∈ ]0, 1[ ,
ˆ
R+
Yα (t)ψ (t) dt = −
ˆ
R+
tα
Γ (α+ 1)ψ
′ (t) dt
α→0−−−→
α>0
ψ (0) .
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Figure 6.1 – Plot of various fractional kernels Yα.
From this definition, we readily have the following properties.
Proposition 6.3 (Functional spaces). Let Yα be a fractional kernel (def. 6.1).
∀α ∈ R+, Yα ∈ L1loc(R+) ∩ C0(R∗+)
and, more specifically
∀α > 1, Yα ∈ C0(R+).
Proposition 6.4 (Convolution). From the definition of the convolution product, we readily have
∀ (α, β) ∈ R∗+ × R∗+, Yα ? Yβ = Yα+β.
Proposition 6.5 (Laplace transform). The Laplace transform of a fractional kernel is
∀α ∈ R∗+, ∀s ∈ C : < [s] > 0, LYα (s) = s−α.
LYα is a multivalued analytic function: it has one branching point in 0, and is only defined in
the right half-plane. Therefore, to define an analytic continuation, a branch cut must be chosen
in the left half-plane. The natural choice to preserve hermitian symmetry is the negative real
axis, which leads to the definition of the following analytic continuation:
∀α ∈ R∗+, ∀s ∈ C\R−, s 7−→
{
LYα (s) < [s] > 0
s−α < [s] ≤ 0 .
It will be used in section 7.2.2 to compute the diffusive representation of the fractional integrator.
6.1.2 Fractional integral
From the definition of the fractional kernels, we can define the fractional integral of any causal,
locally integrable function.
Definition 6.6 (Riemann-Liouville integral). Let f ∈ L1loc(R+) be a causal, locally integrable
function. Its fractional integral of order α > 0 is defined as
Iα f := Yα ? f.
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In particular, from proposition 6.4, we have
∀ (α, β) ∈ (R∗+)2 , Iα Yβ = Yα+β.
Remark 6.7. If f ∈ C0(R+), then Iα f ∈ C0(R+), and Iα f (0) = 0.
Proposition 6.8 (Composition). From the associativity of the convolution in L1loc(R+), we get
∀ (α, β) ∈ (R∗+)2 , Iα ◦ Iβ = Iα+β .
Proposition 6.9 (Laplace transform). Property 6.5 yields:
For f ∈ L1loc(R+) which has a Laplace transform whose abscissa of convergence is af :
∀s ∈ C : < [s] > max (0, af ) , L [Iα f ] (s) = s−α L f (s)
Remark 6.10. So far, as α > 0, we do not have a definition for the fractional derivative. If we
formally denote it Dα , a desirable property is, in some functional space,
Dα ◦ Iα = id .
Therefore, a natural definition would be
Dα := I-α ,
whence
Dα f := Y−α ? f,
where
Y−α ? Yα = δ.
Unfortunately, there are no locally integrable function g which verifies
∀α > 0, g ? Yα = δ.
Indeed, the natural framework for Y−α is that of causal distributions, D′+, which includes
L1loc(R+). This is covered in the next section, 6.2; the fractional derivative of functions is
covered in section 6.3.
6.2 Fractional derivative (distribution)
In this section we introduce the fractional derivative, whose natural framework is that of causal
distributions, as pointed out in the remark 6.10. We begin by introducing the fractional kernels
Y−α in 6.2.1, and then introduce the fractional derivative Dα in 6.2.2.
Notation 6.11 (Regular distribution). A regular distribution is a distribution defined from a
locally integrable function [GW00, 27.4.1]. We denote T the mapping such that, if f ∈ L1loc(R),
then T f ∈ D′(R) is the associated regular distribution. It is a common abuse of notation to
write f instead of T f ; however, in this chapter, T is used when it has been deemed to improve
clarity.
Proposition 6.12 (Convolution of causal distribution). In the space of causal distribution
[GW00, 28.2.4], denoted D′+, a convolution can be defined [GW00, 32.4.3], such that D
′
+ is a
convolution algebra, which implies that the convolution is internal, associative, commutative,
and that, given Y ∈ D′+, the equation
X ? Y = δ
has at most one solution in D′+ [GW00, 32.5.2].
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6.2.1 Fractional kernels
Definition 6.13 (Fractional kernel (distribution)). For α > 0, Y−α is defined as the convolutive
inverse of Yα in the convolution algebra D′+:
∀α > 0, Y−α ? T [Yα] = δ. (6.1)
Moreover, Y0 is defined as the Dirac distribution, so that:
Y0 ? Y0 = δ.
Formally, we simply write
∀α ∈ R, Yα ? Y−α = δ.
Remark 6.14. For n ∈ N, the fractional kernels Y−n are the successive weak derivatives of the
Dirac distribution:
Y−n = Dn δ.
For α ∈ R+\N, the fractional kernels Y−α can be expressed in a compact manner through the
concept of Hadamard’s finite part:
Y−α = pf
 t−(α+1)+
Γ (−α)
 .
These expressions make clear that, for α ≥ 0, Y−α lies in D′+ and is not a locally integrable
function.
Proposition 6.15 (Convolution). From the properties of the convolution in D′+:
∀ (α, β) ∈ R+ × R+, Y−α ? Y−β = Y−α−β.
Proposition 6.16 (Laplace transform). From (6.1) and the properties of the Laplace transform
in D′+, we have
∀α ≥ 0, ∀s ∈ C : < [s] > 0, LY−α (s) = sα.
6.2.2 Fractional derivative
Definition 6.17 (Fractional derivative). The fractional derivative of a causal distribution is
defined as:
∀φ ∈ D′+, ∀α ∈ R, Dα φ := Y−α ? φ.
Similarly,
∀α ∈ R, Iα := D-α ,
which coincide with the definition 6.6 when α > 0, due to the properties of the convolution in
D′+.
Remark 6.18. In particular, for the fractional kernels,
∀ (α, β) ∈ R2, Dα Yβ = Yβ−α.
Remark 6.19. Due to the commutativity of the convolution in D′+, we readily get
Dα [φ ? ψ] = Dα [φ] ? ψ = φ ?Dα ψ.
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Proposition 6.20 (Composition). By associativity of the convolution in D′+, we get
∀ (α, β) ∈ R2, Dα ◦Dβ = Dα+β .
Proposition 6.21 (Laplace transform). For α ≥ 0, the definitions of Dα and LY−α yields:
For φ ∈ D′+, whose Laplace transform has an abscissa of convergence aφ:
∀s ∈ C : < [s] > max (0, af ) , LDα φ (s) = sα Lφ (s) .
In order to define a fractional derivative in a functional space, the following proposition is
of paramount importance: it will lead to the definition introduced in the next section 6.3.
Proposition 6.22. Let f ∈ C0(R+) be a continuous causal function, such that its (strong)
derivative f ′ ∈ L1loc(R+) is locally integrable.
∀α ∈ ]0, 1[ , Dα [T f ] = T [Y1−α ? f ′]︸ ︷︷ ︸
∈T (C0(R+))
+f (0)
∈T (L1loc(R+))︷ ︸︸ ︷
T [Y1−α] .
Proof. The definition of the fractional derivative yields:
D1 [T f ] = T f ′ + f (0) δ,
which is the well-known link between the weak derivative (or derivative in the sense of distribu-
tion) and the strong derivative. Therefore,
∀α ∈ ]0, 1[ , Dα [T f ] := Y−α ? T f
= Y1−α ? Y−1 ? T f
= Y1−α ?D1 [T f ].
6.3 Fractional derivative (function)
In this section, we define the fractional derivative in the sense of Caputo.
Definition 6.23 (Caputo derivative). Let f ∈ C0(R+) be a continuous causal function, such
that its (strong) derivative f ′ ∈ L1loc(R+) is locally integrable. The Caputo derivative of f is
defined as
∀α ∈ ]0, 1[ , dα f := Y1−α ? f ′,
is in C0(R+). For α = 1, it reduces to the strong derivative
d1 f := f ′.
Remark 6.24. The Caputo derivative can be intuitively understood by considering its link with
the fractional integral (ref. def. 6.6):
∀α ∈ ]0, 1[ , dα f := I1-α
[
f
′]
.
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Remark 6.25. This definition can also be understood by considering proposition 6.22: the Caputo
derivative consists in discarding the “unregular” part of Dα , expressed as
f (0) T [Y1−α].
This enables to recover a continuous function. However, as we shall see below, some features of
Dα are lost.
Remark 6.26. If f ∈ C1(R+), then dα f is null in t = 0. Beware that this property does not
always hold true: consider, for instance,
d
1
2 Y 5
4
= Y 3
4
,
which is only in L1loc(R+) and not in C0(R+) (ref. fig. 6.1).
Remark 6.27. In stark contrast to the strong derivative d1 , the Caputo derivative (as well as
the fractional derivative defined in section 6.2) is not a local notion: it is a hereditary operator.
The numerical computation of the Caputo derivative will be covered in chapter 8.
Example 6.28. We give below some examples of Caputo derivatives. For f ∈ C0(R+) and
f ′ ∈ L1loc(R+):
d0 f (t) = f (t)− f (0)
d
1
2 f (t) =
ˆ t
0
1√
piτ
f ′ (t− τ) dτ
I
1
2
[
d
1
2 f
]
= d0 f (t) .
Notation 6.29. For the composition, we denote the sequential Caputo derivative:
∀α ∈ ]0, 1[ , ∀k ∈ N, dα◦k f := dα ◦ · · · ◦ dα︸ ︷︷ ︸
k times
f.
Definition 6.30. We define the following space
∀α ∈ ]0, 1[ , ∀n ∈ N, f ∈ Cnα(R+)⇐⇒ dα◦k f exists and is continuous for k ≤ n.
Remark 6.31. Over the definition 6.17, the Caputo derivative has the advantage of being directly
applicable to a function. However, it lacks some properties that one may expect from a fractional
derivative. For instance,
dα◦2 6= d2α .
This implies that one must be cautious when manipulating this derivative.
Proposition 6.32 (Link with fractional derivative). The link between the Caputo (def. 6.23)
and fractional (def. 6.17) derivative is (ref. prop. 6.22):
∀α ∈ ]0, 1[ , Dα [T f ] = T [dα f ]︸ ︷︷ ︸
∈T (C0(R+))
+f (0)
∈T (L1loc(R+))︷ ︸︸ ︷
T [Y1−α] .
Proposition 6.33 (Laplace Transform). Two useful properties are, for α ∈ ]0, 1[ ,
L [dα f ] (s) = sα L f (s)− f (0) sα−1
and
L
[
dα◦2 f
]
(s) = s2α L f (s)− f (0) s2α−1 − dα f (0) sα−1.
Remark. For α = 1, these relations are well-known.
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6.4 Fractional differential equation
For a complex number λ, the exponential function t 7→ eλt is an eigenfunction of d1 ; similarly,
eigenfunctions can be defined for the two fractional derivative operators introduced in this
chapter, Dα and dα [Mat09, 1.2.2, 1.2.3.3]. These eigenfunctions serve as a basis for the theory
of FDEs [Mat09, 1.3]. In this section, no attempt is made to cover this lengthy topic; our
ambition is merely to derive an analytical solution for the one DoF model covered in section
9.2.3. To achieve this, we introduce the eigenfunctions of the Caputo derivative, which are linked
to the Mittag-Leﬄer function.
Definition 6.34 (Mittag-Leﬄer function). The Mittag-Leﬄer function is defined as
∀s ∈ C, ∀α ∈ R, Eα (s) :=
∑
k≥0
sk
Γ (1 + αk) .
For α > 0, Eα is holomorphic on the whole complex plane.
Remark 6.35. For α = 1, the Mittag-Leﬄer function is the exponential function.
Proposition 6.36 (Eigenfunctions of the Caputo derivative). The eigenfunctions of the Caputo
derivative can be expressed using the Mittag-Leﬄer function. More precisely:
∀α ∈ ]0, 1[ , ∀λ ∈ C,
f ∈ C1α(R+) :
{
dα f = λf
f (0) = 1
⇐⇒ f (t) = Eα (λtα) 1t>0.
Its Laplace transform reads
∀s ∈ C : < [s] > 0, LEα (λtα) = sα−1 (sα − λ)−1 .
Remark 6.37. The (internal) stability condition is simply [Mat09, 1.3.4.2]
|arg λ| > αpi2 ,
which, for α = 1, yields the well-known
< [λ] < 0.
Remark 6.38. For α = 12 , the Mittag-Leﬄer function can be expressed as
E 1
2
(s) = es2 [1 + erf s] ,
which enables easy computations, provided that one is able to evaluate the error function on
the whole complex plane.
Proposition 6.39 (Scalar FDE). Let P be the polynomial function
P (σ) = (σ − λ1) (σ − λ2) = σ2 − (λ1 + λ2)σ + λ1λ2.
We consider the scalar FDE
y ∈ C21
2
(R+), u ∈ L1loc(R+)
{
d 12◦2 y − (λ1 + λ2) d 12 y + λ1λ2y = u
y (0) = y0 d
1
2 y (0) = y1
. (6.2)
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Its solution is
∀t > 0, y (t) = y0
λ1 − λ2
C1(R+)︷ ︸︸ ︷[
λ1E 1
2
(
λ2
√
t
)
− λ2E 1
2
(
λ1
√
t
)]
+ · · ·
· · ·+ y1
λ1 − λ2
[
E 1
2
(
λ1
√
t
)
− E 1
2
(
λ2
√
t
)]
︸ ︷︷ ︸
C1(R∗+)
+ (h ? u) (t)
where
h (t) = 1
λ1 − λ2
[
λ1E 1
2
(
λ1
√
t
)
− λ2E 1
2
(
λ2
√
t
)]
∈ C1(R∗+).
Proof. Using proposition 6.33, the Laplace transform of (6.2) readily yields
P
(
s
1
2
)
Y (s) = y0 + [y1 − (λ1 + λ2) y0] s− 12 + U (s) ,
and the result follows from a partial fraction decomposition of P , and a careful use of proposition
6.36.
Remark 6.40. In particular, if y1 = 0, the solution lies in C1(R+), and can be easily computed.
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considerations
Purpose To introduce the diffusive representation of the Caputo derivative defined in chapter
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The first section, 7.1, introduces linear convolution operators (def. 7.3) as part of the widerclass of pseudo-differential operators (def. 7.2). Next, 7.2 defines the concept of diffusive
representation; application to the fractional differential operators seen in chapter 6 is covered in
7.2.3.
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7.1 Generalities on operators
This section introduces linear convolution operators (def. 7.3) as part of the wider class of
pseudo-differential operators (def. 7.2).
Example 7.1 (Differential operator). To intuitively introduce pseudo-differential operators, it
is best to begin with differential operators. They are defined as
A :=
∑
k≤m
λk dk , (7.1)
and map Ci+m(R) to Ci(R) for any i ∈ N. We now derive another expression of (7.1), which will
be readily generalisable.
Assuming u ∈ S (R), which is one space of choice for the Fourier transform, we have
F [Au] (ω) =
C∞(R) and slowly increasing︷ ︸︸ ︷∑
k≤m
[
λk (jω)k
]
︸ ︷︷ ︸
:= a(ω)
uˆ (ω) .
As F [Au] belongs to S (R) as well, we effortlessly get another expression for A:
∀u ∈ S (R), ∀t ∈ R, Au (t) = F -1 [auˆ] (t)
= 12pi
ˆ
R
a (ω) uˆ (ω) ejωt dω
For a non-constant differential operator
B (t) :=
∑
k≤m
λk (t) dk ,
the exact same process yields
∀u ∈ S (R), ∀t ∈ R, Bu (t) = F -1 [b (t, ·) uˆ] (t)
= 12pi
ˆ
R
b (t, ω) uˆ (ω) ejωt dω (7.2)
with
b (t, ω) =
∑
k≤m
λk (t) (jω)k .
A natural generalisation of differential operators is then to use (7.2) as a definition, but
with b belonging to a wider space than polynomial functions. This leads to the definition of
pseudo-differential operators given below.
Definition 7.2 (Pseudo-differential operator [AG12, 3.1]). Let a be a symbol of order m ∈ R,
as defined in [AG12, 2.1] (in particular, a is C∞(R × R) and slowly increasing). The pseudo-
differential operator of symbol a is defined as
∀u ∈ S (R), ∀t ∈ R, Au (t) := F -1 [a (t, ·) uˆ].
We shall not elaborate on the properties of such operators. Instead, we give below an example
of pseudo-differential operator that will be our main focus.
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Definition 7.3 (Linear convolution operator). A linear convolution operator is defined as
Hu := h ? u,
where h is called the impulse response.
Proposition 7.4. For (say) h ∈ L1loc(R), the linear convolution operator H is a pseudo-
differential operator, whose symbol is simply the Fourier transform of its impulse response:
∀u ∈ S (R), H := F −1
[
hˆuˆ
]
.
7.2 Diffusive representation
Scope In this section, we introduce the diffusive representation of a linear causal convolution
operator, defined as
Hu := h ? u, (7.3)
where the impulse response h and the input signal are causal, i.e. null for t < 0. We remind the
reader, that, in this case, the expression of the convolution reduces to
∀t > 0, Hu (t) =
ˆ t
0
h (t− τ)u (τ) dτ.
For a causal function, the Laplace transform is most commonly used. It is formally linked to
the Fourier transform via
∀ω ∈ R, F h (ω) = Lh (s)|s=jω ,
provided that the region of convergence of Lh contains the imaginary axis.
Similarly to what has been seen in the previous section, this operator H is a pseudo-differential
operator of symbol Lh.
Outline After a general introduction to diffusive representation in 7.2.1, section 7.2.2 gives a
key result of complex analysis to express the diffusive representation of a linear causal convolution
operator. This result is then applied to fractional differential operators in 7.2.3, thus making
the link with chapter 6.
7.2.1 Generalities
Intuitive introduction The computational difficulty with an operator like H is that it is
hereditary: to compute Hu (t), the whole history of u is needed. The diffusive representation (of
the first kind) of H consists in defining a weight R : ξ 7→ µ (ξ) 3 R, called the diffusive symbol
of H, such that the convolution kernel h can be expressed as
∀t > 0, h (t) =
ˆ
R+
µ (ξ) e−ξt dξ, (7.4)
which readily gives
∀t > 0, [Hu] (t) := h ? u (t) =
ˆ
R+
µ (ξ)
(
e−ξ· ? u
)
(t) dξ (7.5)
and
∀s ∈ C : < [s] > aH , H (s) := Lh (s) =
ˆ
R+
µ (ξ)
s+ ξ dξ.
Various interpretations can be given of these formulae; two are given below.
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I The transfer function Lh is expressed as a “continuous” sum of first-order (here, low-pass)
systems. The diffusive symbol µ sets the gain of each of those system, while the value of
ξ sets the dynamic:
ξ  1⇔ fast dynamic (short memory)
ξ  1⇔ slow dynamic (long memory).
I For a given input u, the function Hu is expressed as a state observer of an infinite-
dimensional state-space realisation.{
ϕ˙ξ (t) = −ξϕξ (t) + u (t) with ϕξ (0) = 0 (∀ξ ∈ R+)
[Hu] (t) = ´R µ (ξ)ϕξ (t) dξ
.
The state variables
∀ξ ∈ R+, ϕξ := e−ξ· ? u
are called the diffusive variables. It is worth noting that they do not depend upon the
diffusive symbol µ; therefore, different diffusive operators are state observers of the same
state-space realisation.
Remark 7.5. An operator which has a diffusive symbol is called a diffusive operator. A diffusive
operator is a pseudo-differential operator, but the converse is not true.
Numerical interest Obviously, the operator u 7→ e−ξ·?u is, as H, hereditary. But, as it obeys
a trivial first order dynamic, its value is simple to advance in time, and need not store past values
of u. The downside is that there is an infinity of such dynamics: ξ ∈ R. To numerically compute
Hu, a discretisation must be introduced. The interest of the diffusive representation is that (7.5)
is much more natural to discretise than (7.3). The discretisation of the diffusive representation
is covered in chapter 8.
References The first mention of the decomposition (7.4) is traditionally traced back to [Sta94,
5,6]. An overview of diffusive representation and its applications can be found in [Mat13], while
more exhaustive theoretical statements are given in [Mon98], [CM10] and [Hel00]. References
on well-posedness are provided in [MZ04]. Many examples of diffusive representations can be
found in [HM06b].
7.2.2 Expression
In practice, the Laplace transform of the impulse response, denoted H, is analytically known.
If it exists, the diffusive symbol µ associated with H can be computed by inverting the Laplace
transform:
h = L -1H.
Section 7.2.2.1 details the derivation of the diffusive representation in the case of the fractional
integrator. A more general result is then given in 7.2.2.2.
7.2.2.1 Example on the fractional integrator
Scope This section focuses on the computation of the diffusive symbol µβ associated with the
fractional integrator (ref. def. 6.6):
∀β ∈ [0, 1[ , Hβ := u 7→ Iβ u.
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It is a linear causal convolution operator, whose impulse response is
h = Yβ.
The Laplace transform of h is
∀s ∈ C : < [s] > 0, H (s) := L [h] (s) = s−β. (7.6)
Choice of a cut H is a multivalued analytic function: it has one branching point in 0, and
is only defined in the right half-plane. Therefore, to define an analytic continuation of H, a
branch cut must be chosen in the left half-plane. The common choice is R−, which leads to the
definition of the following analytic continuation:
∀s ∈ C\R−, H˚ (s) = s−β.
Diffusive representation To derive the diffusive symbol µβ, we compute the inverse of the
Laplace transform H using classical results of complex analysis. We refer the reader to [Duf04,
2.1 and 4.1] for more details on the inversion of Laplace transforms, in both the single-valued
and multivalued case.
The starting point is to express the impulse response h as the Bromwich’s line integral:
∀c ∈ R : c > 0, h (t) = 12jpi
ˆ
c+jR
H (s) est ds.
To compute this line integral, we define a closed path Γ in the complex plane, as shown in
figure 7.1. This path, which does not include the branching point 0, has been chosen so that
the residue theorem [Hen74, th. 4.7a] yields
˛
Γ
H˚ (s) est ds = 0.
cut
0
R
Ô
Γ+R
Γ−R
Γ+Ô
Γ−Ô
CÔ
Figure 7.1 – Closed path used to compute the diffusive representation of the fractional integrator (7.6).
This closed curve line integral can be split in a way that highlights the dependency on the
two constants R and :
∀ > 0, ∀R > ,
ˆ
Γ+R
+
ˆ
Γ−R
+
ˆ
Γ+
+
ˆ
Γ−
+
ˆ
C
+
ˆ c+jR
c−jR
H˚ (s) est ds = 0. (7.7)
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As β > 0, the Jordan’s lemma [Hen74, lem. 4.8b] can be used to remove the line integrals on
ΓR: taking the limit R→∞ in (7.7) yields
∀ > 0,
ˆ
Γ+
+
ˆ
Γ−
+
ˆ
C
+2jpih (t) = 0,
from which we deduce
h (t) = − 12jpi lim→0+
[ˆ
Γ+
+
ˆ
Γ−
+
ˆ
C
]
.
Let us examine these three line integrals separately:
I The line integral on the half-circle C vanishes:
ˆ
C
H˚ (s) est ds =
ˆ θ=0
θ=pi2
H˚
(
ejθ
)
ee
jθt ds >0−−→
→0 0.
I The two others line integrals do not cancel each other out: this is a consequence of the
discontinuity of the multivalued function H˚ across the branch cut R−.
ˆ
Γ+
H˚ (s) est ds =
ˆ ∞
0
H˚ (−ξ + j) e(−ξ+j)t dξ
ˆ
Γ−
H˚ (s) est ds =
ˆ 0
∞
H˚ (−ξ − j) e(−ξ−j)t dξ
(The integrability of ξ 7→ H˚ (−ξ) near zero holds true as long as β ∈ [0, 1[.) They can be
merged to yield
ˆ
Γ+
+
ˆ
Γ−
=
ˆ ∞
0
[
H˚ (−ξ + j) ejt − H˚ (−ξ − j) e−jt
]
e−ξt dξ
>0−−→
→0
ˆ ∞
0
lim
→0+
[
H˚ (−ξ + j)− H˚ (−ξ − j)
]
e−ξt dξ.
The diffusive representation is therefore [HM06a, eq. 16]:
h (t) =
ˆ
R+
1
2jpi lim→0+
[
H˚ (−ξ − j)− H˚ (−ξ + j)
]
︸ ︷︷ ︸
:=µβ(ξ)
e−ξt dξ. (7.8)
The diffusive symbol µβ is simply deduced from the jump across the branch cut R−:
∀β ∈ [0, 1[ , ∀ξ > 0, µβ (ξ) := 12jpi lim→0
[
(−ξ − j)−β − (−ξ + j)−β
]
= 12jpi
[(
ξe−jpi
)−β − (ξe+jpi)−β]
= 12jpiξ
−β
[(
e−jpi
)−β − (e+jpi)−β] ,
which finally yields
∀β ∈ [0, 1[ , ∀ξ > 0, µβ (ξ) = ξ−β sin (βpi)
pi
.
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Well-posedness condition Fubini’s theorem can be used to compute the Laplace transform
of (7.8). More specifically, under the well-posedness condition
∀s ∈ C : < [s] > 0, ξ 7→ |µβ (ξ)||s+ ξ| ∈ L
1(R+),
Fubini’s theorem yields
∀s ∈ C : < [s] > 0, (ξ, t) 7→ µβ (ξ) e−(s+ξ)t ∈ L1(R+ × R+),
and the expression of the Laplace transform of (7.8):
∀s ∈ C : < [s] > 0, H (s) =
ˆ
R+×R+
µβ (ξ) e−(s+ξ)t d (ξ, t) =
ˆ
R+
µβ (ξ)
s+ ξ dξ.
7.2.2.2 A more general result
We give below a more general result that can be directly used to express the diffusive symbol of
many operators.
Theorem 7.6 (Simplified from [CM10, th. 2]). Let h ∈ L1loc(R+) be a causal, locally integrable
impulse response, whose Laplace transform H = Lh is analytically known. If:
1. H is decreasing at infinity in C−, i.e.
H (s) |s|→∞−−−−→
<(s)<0
0.
2. There exists a closed contour (possibly at infinity) in C−, denoted
R : ξ 7→ γ (ξ) 3 C−,
such that
(a) H is holomorphic “outside” of it.
(b) H has a finite number of branching points λi on γ (R), and they obey
∀i,∀t > 0, lim
→0
ˆ
C(λi,)
H (s) est ds = 0,
where C (λi, ) is the circle of centre λi and radius .
Then, from results of complex analysis, the impulse response h can be written as
∀t > 0, h (t) =
ˆ
R
µ (ξ) eγ(ξ)t dξ, (7.9)
where the diffusive symbol µ is given by
µ (ξ) = γ
′ (ξ)
2jpi H (γ (ξ)) ∈ C. (7.10)
Remark 7.7. When H is a multivalued function, the choice of the path γ in theorem 7.6 can be
arbitrary; different diffusive symbols can thus be derived. Criteria such as the conservation of
the hermitian symmetry and stability can be used to exclude some paths. This is investigated
in [MHM09].
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Remark 7.8. When the impulse response can be expressed as (7.9), we have
∀t > 0, Hu (t) =
ˆ
R
µ (ξ)
(
eγ(ξ)· ? u
)
(t) dξ,
which is
∀t > 0, Hu (t) =
ˆ
R
µ (ξ)ϕξ (t) dξ,
with
∀ξ ∈ R,
{
ϕ˙ξ (t) = γ (ξ)ϕξ (t) + u (t)
ϕξ (0) = 0
.
Example 7.9 (Diffusive representation of the first kind [CM10, 9.3]). For some transfer func-
tions, such as the fractional integrator (ref. 7.2.2.1), the simple contour γ (ξ) = − |ξ| prove
sufficient. The corresponding diffusive representation is then called of the first kind, and we
have:
∀t > 0, h (t) =
ˆ
R+
µ (ξ) e−ξt dξ,
with [HM06a, eq. 16]
∀ξ > 0, µ (ξ) := 12jpi lim→0 [H (−ξ − j)−H (−ξ + j)] .
7.2.3 Application to fractional operators
Let u ∈ C0(R+) be a continuous input signal. The diffusive system is defined as the following
infinite-dimensional state equation:
∀ξ > 0,
{
ϕ˙ξ (t) = −ξϕξ (t) + u (t)
ϕξ (0) = ϕ0 (ξ)
⇔ ϕξ (t) = ϕ0 (ξ) e−ξt +
(
u ? e−ξ·
)
(t) .
In this section, we apply the results of section 7.2.2 to the fractional differential operators seen
in chapter 6: our goal is to express them as observers of the diffusive system.
Remark 7.10. A fractional differential operator is a diffusive operator [Hel00].
7.2.3.1 Fractional integral
This case has been covered in 7.2.2.1. We readily have:
∀β ∈ [0, 1[ , Iβ u (t) =
ˆ
R+
µβ (ξ)ϕξ (t) dξ with ϕξ (0) = 0.
7.2.3.2 Fractional derivative (Extended diffusive representation)
Following the definition of the fractional derivative (ref. def. 6.17), we can write:
∀α ∈ ]0, 1[ , Dα u = D1
[
Dα-1 u
]
= D1
[
I1-α u
]
,
and, as I1-α u is null in 0 (u is continuous), the strong and weak derivatives coincide, whence
∀α ∈ ]0, 1[ , Dα u = d1
[
I1-α u
]
.
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Considering the diffusive representation of the fractional integral, this leads us to the so-
called “extended” diffusive representation
Dα u (t) =
ˆ
R+
µ1−α (ξ) ϕ˙ξ (t) dξ with ϕξ (0) = 0,
which can also be written
∀α ∈ ]0, 1[ , Dα u (t) =
ˆ
R+
µ1−α (ξ) [−ξϕξ (t) + u (t)] dξ with ϕξ (0) = 0.
Remark 7.11. This integral cannot be broken down into two terms, as
´
R+ µ1−α (ξ) dξ is not
defined. In particular, for t = 0, we have
Dα u (t = 0) = u (0)
ˆ
R+
µ1−α (ξ) dξ = +∞ !
7.2.3.3 Caputo derivative (Extended diffusive representation)
The Caputo derivative dα is a regularisation of the fractional derivative Dα (ref. def. 6.23). It
reads
∀α ∈ ]0, 1[ , dα u := I1-α [u′].
We choose u ∈ C1(R+), which implies u ∈ C11−α(R+): therefore, dα u ∈ C0(R+). A straightfor-
ward calculation gives
dα u =
ˆ
R+
µ1−α (ξ)
[
−u (0) e−ξt − ξ
(
u ? e−ξ·
)
(t) + u (t)
]
,
which can be written using the diffusive system:
∀α ∈ ]0, 1[ , dα u (t) =
ˆ
R+
µ1−α (ξ) [−ξϕξ (t) + u (t)] dξ with ϕ0 (ξ) = ξ−1u (0) .
Therefore, computing the Caputo derivative dα is identical to computing the fractional derivative
Dα : the only change to be made is to modify the initial condition on the diffusive variables ϕξ.
As expected, we have
dα u (0) = 0.
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After a problem statement, the first section of this chapter, 8.1, provides some formal remind-ers on the concepts of fractional integral, Caputo derivative and diffusive representation of
the first kind. These notions are covered in more depth in chapters 6 and 7. The next section,
8.2, introduces the discretisation of the diffusive representation, and provides the expressions
needed for time-domain simulations. Lastly, section 8.3 describes two methods to compute the
parameters of the discrete diffusive representation, and shows examples.
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Problem statement Let u ∈ C1(R+) be a causal and real-valued input signal (in chapter
11, it is the normal acoustic speed). In this chapter, we are concerned with the time-domain
simulation of its fractional integral, denoted x, and Caputo derivative, denoted z. Formally,
x := Iβ u and z := dα u, with (α, β) ∈ ]0, 1[2 .
Let us also introduce the impulse responses hx and hz:
x = hx ? u and z = hz ? u,
whose Laplace transform are denoted s 7→ Hx (s) and s 7→ Hz (s). Their abscissa of convergence
are denoted ax and az, respectively.
Chapter Outline In section 8.1, we provide formal reminders on the definitions of Iβ and
dα (ref. chapter 6), and their diffusive representations (ref. chapter 7). Section 8.2 introduces
the discrete diffusive representation, and expresses the set of ODEs suited for time-domain
simulation. Lastly, in section 8.3, two methods to compute the discrete diffusive representation
are discussed.
8.1 Continuous diffusive representation
Reminder on the definitions These concepts have already been defined in chapter 6, but
we recall their definitions here for the sake of clarity. The fractional integrator is defined as (ref.
def. 6.6)
∀β > 0, ∀t > 0, Iβ u (t) := (Yβ ? u) (t) ,
and we have the property:
u ∈ C0(R+)⇒ Iα f ∈ C0(R+).
The Caputo derivative is defined as (ref. def. 6.23)
∀α ∈ ]0, 1[ , dα u := I1-α
[
u
′]
,
and we have the property
u ∈ C1(R+)⇒ dα u ∈ C0(R+).
(Continuous) Diffusive representation The diffusive representation of the 1st kind has
been covered in chapter 7; it consists in expressing x and z as observers of an infinite-dimensional
dynamical system (the so-called diffusive system):
∀ξ ∈ R+,
{
ϕ˙ξ (t) = −ξϕξ (t) + u (t)
ϕξ (0) = ϕ0 (ξ)
.
For the fractional integrator, we have:
x (t) =
ˆ
R+
µβ (ξ)
(
u ? e−ξ·
)
(t) dξ
=
ˆ
R+
µβ (ξ)ϕξ (t) dξ with ϕξ (0) = 0, (8.1)
which can also be expressed on the Laplace transform of the impulse response as
∀s ∈ C : < [s] > 0, Hx (s) =
ˆ
R+
1
s+ ξµβ (ξ) dξ.
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For the Caputo derivative, the representation is quite similar:
z (t) =
ˆ
R+
µ1−α (ξ) [−ξϕξ (t) + u (t)] dξ with ϕξ (0) = ξ−1u (0) , (8.2)
∀s ∈ C : < [s] > 0, Hz (s) =
ˆ
R+
s
s+ ξµ1−α (ξ) dξ.
As already emphasised in chapter 7, the major interest of the diffusive representation lies in the
fact that a hereditary operator is expressed as an observer of an infinite-dimensional state-space
representation, which is time-local. One can also say that the (pseudo-differential) operators Hx
and Hz are expressed as a continuous sum of first-order systems.
8.2 Discrete diffusive representation
A discrete approximation of the diffusive representation consists in choosing a sequence of Nξ
weights µ˜i and poles ξi, so that, formally, we write
ˆ
R+
f (ξ)µ (ξ) dξ →
∑
i
f (ξi) µ˜i.
It is important to note that, so far, no assumptions have been made as to the origin of these
poles and weights: they can of course be deduced from the continuous diffusive representation,
but other possibilities are available; this is discussed in section 8.3. The discretisation of (8.1)
and (8.2) readily yields
x˜ (t) =
∑
i
µ˜iϕξi (t) with ϕξi (0) = 0
z˜ (t) =
∑
i
µ˜i [−ξiϕξi (t) + u (t)] with ϕξi (0) = ξ−1i u (0) ,
where the superscript ~ is used to emphasise the approximate nature of the quantities. It can
be re-written in a more compact manner as{
ϕ˙ (t) = −Λ · ϕ (t) + 1Nξu (t) with ϕ (0) = 0
x˜ (t) = µ˜ · ϕ (t) , (8.3)
for the approximation of the fractional integral x˜, andϕ˙ (t) = −Λ · ϕ (t) + 1Nξu (t) with ϕξ (0) = ξ
−1u (0)
z˜ (t) = −µ˜ · Λ · ϕ (t) +
(∑Nξ
i=1 µ˜i
)
u (t)
, (8.4)
for the approximation of the Caputo derivative, z˜, where the matrix Λ is defined as diag ξ. Three
remarks can be made from (8.3) and (8.4):
I Performing a time-domain simulation of x and z is as simple as integrating a set of in-
dependent and trivial ODEs, which are local in time. The integration of this system is
discussed in more depth in chapter 9, section 9.1.
I The range of validity of the approximations x˜ and z˜ obviously depends upon the quality
of the chosen weights µ˜ and poles ξ. If we denote the maximum and minimum poles
ξmax = max ξ and ξmin = min ξ,
the pole ξmax sets the short memory (high frequency), while ξmin sets the long memory
(low frequency) of the approximation. A frequency-domain view is proposed in section
8.3.
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I Regardless of whether we compute a fractional integrator or a Caputo derivative, the
state space realisation is identical, and differs only in the initial condition on the diffusive
variables ϕ.
For the Laplace transforms, the discretisation simply gives:
H˜x (s) =
Nξ∑
i=1
µ˜i
1
s+ ξi
and H˜z (s) =
Nξ∑
i=1
µ˜i
s
s+ ξi
, (8.5)
which makes apparent that the discrete approximation consists in a finite sum of first order
system (low-pass or high-pass). It is also worth noting that, as long as the poles and weights
are real, this approximation has hermitian symmetry.
Remark 8.1. The terminology discrete approximation of the diffusive representation is rather
cumbersome. In this document, we will rather refer to this approximation as a discrete diffusive
representation, or discrete diffusive approximation.
8.3 Computation of the discrete diffusive representation
As seen in section 8.2, to simulate x˜ and z˜, two sequences of Nξ weights and poles, µ˜ and ξ, are
needed. This section deals with practical ways of computing these parameters; two methods are
covered:
I The so-called interpolation method, where the discrete representation µ˜ is deduced from
the continuous one µ (ξ).
I An optimisation technique, based on a frequency-domain criterion.
8.3.1 Interpolation
The interpolation technique consists in deducing the discrete weights µ˜i from the continuous
density ξ 7→ µ (ξ); formally,
µ˜i :=
ˆ
R+
µβ (ξ) Λi (ξ) dξ,
where the poles ξi have been chosen a priori. The interpolating functions Λi are typically chosen
continuous piecewise linear, such as the hat functions associated with each of the poles ξi.
8.3.2 Optimisation in the frequency-domain
We first derive an expression for the cost function, and then describe an optimisation method.
8.3.2.1 Cost function expression
The starting point is to use the discrete approximation of the Laplace transform (8.5). In this
section, we re-write it as
H˜
(
µ˜, ξ, ω
)
=
Nξ∑
j=1
µ˜j
jω + ξj
,
where the dependency upon the sought weights µ˜ and poles ξ has been emphasised. As already
highlighted in section 8.2, the same weights can be used for both the fractional integral and
Caputo derivative. We cover below the optimisation technique only for the fractional integral,
as the underlying mathematical framework is easier.
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The chosen optimisation criterion is expressed in the frequency domain as
J
(
µ˜, ξ
)
=
ˆ
R+
w (ω)︸ ︷︷ ︸
>0
∣∣∣H˜ (µ˜, ξ, ω)−H (ω)∣∣∣2 dω, (8.6)
where the function w is a weight that is to be tuned to the application needs: common examples
are given in [HM06b, 4.3]. The integration is restricted to R+ thanks to the hermitian symmetry
of both the exact transfer function H and its sought approximation H˜. In the following, we
approximate this cost function; for the sake of not introducing unnecessary notations, we will
keep using J to describe these approximations.
The expression of the cost function (8.6) is discretised with the choice of Nω pulsations. To
ensure the best results, this number is typically chosen to be very large; as this optimisation is
done off-line, this does not have any impact on the cost of the final simulation. We have:
J
(
µ˜, ξ
)
=
Nω∑
i=1
(ˆ ωi+1
ωi
w (ω) dω
)
︸ ︷︷ ︸
:= |wi|2>0
∣∣∣H˜ (µ˜, ξ, ωi)−H (ωi)∣∣∣2 ,
which can be compactly re-written as
J
(
µ˜, ξ
)
=
∥∥∥H˜ (µ˜, ξ, ω)−H (ω)∥∥∥2
W
,
where ‖·‖W is a norm on CNω defined from the positive definite Hermitian matrix W :
‖α‖W :=
∥∥∥W · α∥∥∥
2
=
[(
W · α
)∗ · (W · α)]1/2 = [∑
i
|wi|2 |αi|2
]1/2
.
Given that
H˜
(
µ˜, ξ, ω
)
= M
(
ξ, ω
)
· µ˜ withM
i,j
:= (jωi + ξj)−1 ,
the cost function can be expressed in a more explicit manner as
J
(
µ˜, ξ
)
=
∥∥∥M (ξ, ω) · µ˜−H (ω)∥∥∥2
W
.
So far, µ˜ lies in CNξ . The reality of µ˜ can be enforced by explicitly formulating the criterion in
R2Nω :
J
(
µ˜, ξ
)
=
∥∥∥∥∥∥∥∥∥∥∥∥
 < (W ·M (ξ, ω))
=
(
W ·M
(
ξ, ω
)) 
︸ ︷︷ ︸
:=C
·µ˜−
 < (W ·H (ω))
=
(
W ·H (ω)
) 
︸ ︷︷ ︸
:= d
∥∥∥∥∥∥∥∥∥∥∥∥
2
2
. (8.7)
In the next section, we describe one possible use of this cost function.
8.3.3 Standard method
We describe here the method used in [HM06b]; in this document, we shall refer to this method
as the standard method. We give below the three steps thereof:
1. A sequence of Nξ poles is chosen. A common choice is to set only the minimum and
maximum poles, ξmin and ξmax, and use a logarithmic distribution for the other poles in
the interval [ξmin, ξmax].
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2. A weight function w is chosen. In the following, we simply opt for w = 1.
3. The cost function (8.7) is used. The optimisation variables are only the weights, and the
optimisation problem reads
Find µ˜ ∈ RNξ to minimize J
(
µ˜, ξ
)
.
This is a simple quadratic programming (QP) (overdetermined) problem. As the depend-
ency upon the weights µ˜ is linear, it can be readily solved through a pseudo-inverse:
µ˜opt =
(
Cᵀ · C
)−1
Cᵀ · d.
In figure 8.1, plots of various discrete diffusive representations of the fractional integrator I1/2
are given. The approximations are computed using the standard method.
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Figure 8.1 – Bode diagrams of various approximate discrete diffusive realisations of the fractional in-
tegrator I1/2 . The exact transfer function,
√
jω is in blue, while the approximation is in
green.
104 Chapter 8. Diffusive representation: numerics
Bibliography
[HM06b] Thomas Hélie and Denis Matignon. ‘Representations with poles and cuts for the
time-domain simulation of fractional systems and irrational transfer functions’. In:
Signal Processing 86.10 (2006), pp. 2516–2528. doi: 10.1016/j.sigpro.2006.02.
017 (cit. on pp. 90, 101).
105
Chapter 9
Diffusive representation: efficient time
integration
Purpose To introduce and compare time-integration methods for a fractional toy model similar
to the fractional DG formulation covered in chapter 11.
9.1 Integration of the discrete diffusive system . . . . . . . . . . . . . . . . . 106
9.1.1 Runge-Kutta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
9.1.2 Numerical quadrature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
9.1.3 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
9.2 Presentation of the fractional model . . . . . . . . . . . . . . . . . . . . . 109
9.2.1 Discrete diffusive representation . . . . . . . . . . . . . . . . . . . . . . . . 109
9.2.2 2DoF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
9.2.3 1DoF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
9.3 Efficient integration of a fractional model . . . . . . . . . . . . . . . . . . 111
9.3.1 LSERK4-quad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
9.3.2 Operator splitting (or local time stepping) . . . . . . . . . . . . . . . . . . . 113
9.3.3 Results on the 2DoF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
The opening section of this chapter compares two methods to integrate the discrete diffusivesystem seen in chapter 8: a low storage explicit Runge-Kutta 4 (LSERK4) and a direct
use of Gauss-Lobatto quadratures. Next, in section 9.2, a fractional toy model is introduced,
similar to the global DG formulation which arises when solving the LEEs with a fractional
impedance (ref. section 11.2). In the last section, 9.3, two cheaper alternatives to the LSERK4
method are discussed and compared on a 2DoF case: the first one combines LSERK4 with first-
order quadratures for the diffusive variables, while the second one is the traditional splitting
technique. Each technique is shown to be able to operate with larger time steps than allowed
by the LSERK4 method, at the cost of a lower accuracy.
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9.1 Integration of the discrete diffusive system
In this section, we consider two different means of integrating the discrete diffusive system
introduced in chapter 8, and recalled below for convenience.
∀i ∈ J1, NξK , {ϕ˙ξi (t) = −ξiϕξi (t) + u (t)
ϕξi (0)
. (9.1)
In section 9.1.1, we introduce a low storage variation of the traditional Runge-Kutta (RK)
method, namely the LSERK4 method. However, given the simplicity of the system (9.1), nu-
merical quadratures can be directly used: in section 9.1.2, we introduce the use of Gauss-Lobatto
quadratures. These two methods are compared in the last section, 9.1.3.
9.1.1 Runge-Kutta
In this work, the time-integration scheme of choice is the so-called low storage explicit Runge-
Kutta 4 method. It originates from [CK94], and a simple description can be found in [HW08,
3.4]. We recall the definition of the scheme below.
Definition 9.1 (Low Storage Explicit Runge-Kutta 4). For a set of ordinary differential equa-
tions (ODEs) denoted q˙ = L
(
q, t
)
, the LSERK4 method reads:
p(0)   qn
∀i ∈ J1, 5K ,
k
(i)   aik(i−1) + ∆tL (p(i−1), tn + ci∆t)
p(i)   p(i−1) + bik(i)
qn+1   p(5),
where the three sequences of coefficients a, b and c can be found in [HW08, tab. 3.2] or [CK94,
p.13]. As a1 = 0, only one storage variable is indeed needed. The coefficients ci are plotted in
figure 9.1.
0 1
c1 c2 c3 c4 c5
Figure 9.1 – Coefficient of the LSERK4 time-integration method.
Compared to a traditional explicit RK4 method, it is slightly more costly (five evaluations
of L instead of four), but has a greater stability domain and uses only one additional storage
variable (versus four). However, it should be noted that this scheme is neither total variation
diminishing (TVD) nor total variation bounded (TVB), and is therefore not suited for non-linear
hyperbolic conservation laws. This is not of concern herein, as we only deal with linear laws.
A plot of the linear stability domain is given in figure 9.2. In practice, we shall approximate it
as a half-disc of radius C = 4.4, such that the maximum allowable time step for a given operator
A reads:
∆tmax =
C
max
λ∈spA
|λ| .
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Figure 9.2 – Linear stability domain of the LSERK4 method, compared to a traditional explicit RK4.
Adapted from [HW08, fig. 4.4].
9.1.2 Numerical quadrature
To use numerical quadratures to solve the discrete diffusive system (9.1), one must first realise
that it can be readily integrated to yield
∀i ∈ J1, NξK , ϕξi (t) = ϕξi (0) e−ξi∆t + (u ? e−ξi·) (t) ,
where the properties of the convolution kernel e−ξi· easily gives the recurrence relation:
∀∆t > 0, ϕξi (t+ ∆t) = ϕξi (t) e−ξi∆t +
ˆ t+∆t
t
u (τ) e−ξi[t+∆t−τ ] dτ.
Through a numerical quadrature of order NQ, this expression can be approximated as
∀∆t > 0, ϕ (t+ ∆t) ' e−∆tΛ · ϕ (t) +Q (∆t) · [u (τi)wi]i∈J1,NQK , (9.2)
where Λ = diag [ξ] and w and τ are the sequences of quadrature weights and points, respectively.
One of the advantage of using (9.2) is the absence of stability limit. We give below two examples
for the quadrature matrix Q.
9.1.2.1 First order quadrature
A first order quadrature simply reads:
ˆ t+∆t
t
u (τ) e−ξi[t+∆t−τ ]dτ '
(ˆ t+∆t
t
e−ξi[t+∆t−τ ] dτ
)
u (τj)
=
[
1− e−ξi∆t
ξi
]
u (τj) ,
where τj is arbitrarily chosen within [t, t+ ∆t]. If τj = t, this method is sometimes referred to
as “sample and hold”. The corresponding quadrature matrix is:
Q (∆t) = diag
(1− e−ξi∆t
ξi
)
i∈J1,NξK
. (9.3)
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9.1.2.2 N-th order quadrature
For a generic function f , a quadrature of order NQ reads
ˆ b
a
f (x) dx = b− a2
ˆ 1
−1
f (x (v)) dv
' b− a2
[
f (x (vj))
]
j∈J1,NQK · w,
where
I vj are the NQ quadrature points, in [−1, 1].
I wj are the NQ quadrature weights.
I x = a+ b−a2 (v + 1) with v ∈ [−1, 1] .
In our case, this yields:
ˆ t+∆t
t
u (τ) e−ξi[t+∆t−τ ]dτ ' ∆t2
[
e−
∆t
2 ξi(1−vj)
]
i,j
· [u (τi)wi]i∈J1,NQK ,
whence the corresponding quadrature matrix:
Q (∆t) = ∆t2
[
e−
∆t
2 ξi(1−vj)
]
(i,j)∈J1,NξK×J1,NQK ,
with
∀i ∈ J1, NQK , τi = t+ ∆t2 (vi + 1) .
For the so-called Gauss-Lobatto quadratures, −1 and 1 are always included in the quadrature
points: values for the weights and points are given in table 9.1.
N w v
2 [1, 1] [−1, 1]
3 [1/3, 4/3, 1/3] [−1, 0, 1]
4 [1/6, 5/6, 5/6, 1/6] [−1,−5−1/2, 5−1/2, 1]
5 [1/10, 49/90, 32/45, 49/90, 1/10] [−1,−7−1211/2, 0, 7−1211/2, 1]
Table 9.1 – Gauss-Lobatto quadrature points and weights up to the order N = 6 [AS65, 25.4.32].
9.1.3 Comparison
In this section, we compare the two methods on a (exceedingly) simple test case: (9.1) with only
one diffusive variable and a step entry. The results are plotted in figure 9.3. Two observations
can be made:
I The LSERK4 method cannot be used for a time step above its linear stability limit ∆tmax,
while the numerical quadratures are free from such restriction.
I The LSERK4 method yields the same order as a three point numerical quadrature.
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Figure 9.3 – Comparison between the LSERK4 method and various Gauss-Lobatto quadratures to in-
tegrate the discrete diffusive system (9.1), with one diffusive variable (ξ1 = 1) initially null
and a step entry u = 1t>0. The l2 distance is computed over [0, 50]. The order in the
asymptotic region is given in brackets.
9.2 Presentation of the fractional model
In this section, we introduce the N DoF fractional “toy” model:
q˙ = A · q +B d1/2
(
c · q
)
+ u (t) , (9.4)
where d1/2 is the Caputo derivative. The main reason for our interest in this model is its analogy
with the global DG formulation (11.12), which arises when solving the LEEs with a fractional
impedance such as the high Stokes approximation of the Crandall model (3.8). An interpretation
of the two vectors B and c of (9.4) is given below.
I The vector B defines which variables are directly affected by the fractional derivative. In
(11.12) it is a flux vector : only the DoF on the cell next to the impedance wall can be
directly impacted.
I The vector c defines the variable which is fed into the Caputo derivative d1/2. In (11.12),
it is the DoF at the domain boundary.
In section 9.2.1, we derive the discrete diffusive representation of (9.4). The last two sections
are dedicated to the two and single DoF cases, for which analytical considerations can be made.
9.2.1 Discrete diffusive representation
Exact diffusive representation As introduced in chapter 7, the diffusive representation of
the Caputo derivative yields the exact equality
d1/2t
[
c · q
]
=
ˆ
R+
µ 1
2
(ξ)
[
−ξϕξ (t) + c · q (t)
]
dξ,
where each of the diffusive variables obeys
∀i ∈ J1, NξK , {ϕ˙ξi (t) = −ξiϕξi (t) + c · q (t)
ϕξi (0) = ξ−1i c · q (0)
,
which can be written in a more compact manner as
ϕ˙ (t) = −Λ · ϕ (t) + 1Nξc · q (t) .
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Discretisation The discrete diffusive representation reads (ref. chapter 8)
d1/2t
[
c · q
]
(t) ' −µ · Λ · ϕ (t) +
Nξ∑
i=1
µi
 c · q (t) .
When combining with the model (9.4), it leads to the following extended system:
dt
[
q
ϕ
]
(t) =
˙
sizeN×N︷ ︸︸ ︷
A+ (∑i µi)B  c
sizeN×Nξ︷ ︸︸ ︷
−B  (µ · Λ)
1Nξ  c
︸ ︷︷ ︸
sizeNξ×N
−Λ
︸ ︷︷ ︸
sizeNξ×Nξ

︸ ︷︷ ︸
:=A
coupled
·
[
q
ϕ
]
(t) + · · ·
· · ·+
[
u (t)
0Nξ
]
, (9.5)
where the highlighted blocks will be discussed in section 9.3.
9.2.2 2DoF model
The 2 DoF version of (9.4) reads
q˙ (t) =
[
−k1 f12
f21 −k2
]
· q (t) +
[
0
b
]
d1/2t q2 (t) +
[
f0
0
]
u (t) , (9.6)
and the corresponding discrete diffusive representation is
q1
q2
ϕ1
...
ϕNξ
 =

−k1 f12 0 · · · 0
f21 −k2 + b∑i µi −bµ1ξ1 · · · −bµNξξNξ
0 1 −ξ1
...
... . . .
0 1 −ξNξ
 ·

q1
q2
ϕ1
...
ϕNξ
+

f0
0
0
...
0
u (t) . (9.7)
Exact solution One interest of the 2 DoF case is that the exact solution of (9.7) can be
analytically expressed: [
q
ϕ
]
(t) = P · etdiag [λ] · P−1 ·
[
q
ϕ
]
(0) , (9.8)
where λ is the vector of eigenvalues of Acoupled, and the change-of-basis matrix is
P =
 · · · f12 (λj + k1)
−1 · · ·
1 · · · 1
· · · (λj + ξi)−1 · · ·
 with (i, j) ∈ J1, NξK× J1, Nξ + 2K .
In practice, to use this expression, we numerically compute the eigenvalues λ.
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9.2.3 1DoF model
The 1 DoF version of (9.4) reads
q˙ (t) = a q (t) + bd1/2t q (t) + f0 u (t) ,
the exact solution of which has been derived in chapter 6, see the proposition 6.39. When
using a discrete diffusive representation of the Caputo derivative, we get
˙
q
ϕ1
...
ϕNξ
 =

a+ b∑i µi −bµ1ξ1 · · · −bµNξξNξ
1 −ξ1
... . . .
1 −ξNξ
 ·

q
ϕ1
...
ϕNξ
+

f0
0
...
0
u (t) .,
whose solution can be analytically expressed as well:[
q
ϕ
]
(t) = P · et diag [λ] · P−1 ·
[
q
ϕ
]
(0) ,
where λ is the vector of eigenvalues of Acoupled, and the change-of-basis matrix is
P =
[
1 · · · 1
· · · (λj + ξi)−1 · · ·
]
with (i, j) ∈ J1, NξK× J1, Nξ + 1K .
9.3 Efficient integration of a fractional model
The first and obvious strategy to integrate (9.5) is to directly use the LSERK4 method. The cost
of the integration is then set by the spectrum of Acoupled, which is heavily reliant on the value
of the maximum pole ξmax of the diffusive representation: the greater the pole, the greater the
cost. In this section, we discuss cheaper alternatives to the direct use of the LSERK4 method.
Obviously, these alternatives do introduce additional approximations: they should only be used
when it is too costly to do otherwise (i.e. when the discrete diffusive representation cannot be
changed).
In this section, we consider two alternative methods:
I A combination of the LSERK4 with first-order quadratures for the diffusive variables. We
name this method LSERK4-quad1. It is described in section 9.3.1.
I A traditional operator splitting technique, also known as local time stepping. In this doc-
ument, it will be referred to as LSERK4-split. It is described in section 9.3.2.
A comparison is proposed in section 9.3.3.
Operators at stake Before we describe these two techniques further, it is of interest to
distinguish between three different operators, defined from the blocks highlighted in (9.5). The
reason for these definitions will become clear when comparing the time-integration methods, in
section 9.3.3.
I The original operator, given by A.
I The coupled operator, given Acoupled, which describes the dynamic of the extended system,
and sets the cost of a direct integration of (9.5).
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I The split operator, given by Asplit := A + (
∑
i µi)B  c. It can be seen as the impact of
the diffusive representation on the original dynamic.
To each of these operators is associated the time-step of their own linear stability limit, denoted
∆tormax, ∆tcoupledmax and ∆tsplitmax, respectively.
9.3.1 LSERK4-quad
The idea of the LSERK4-quad1 method is to use the fact that the diffusive system can be
integrated separately, due to the simplicity of its dynamic. Indeed, (9.5) can be exactly re-
written as q˙ (t) = Asplit · q (t)−B 
(
µ · Λ
)
· ϕ (t) + u (t)
ϕξi (t) = ϕξi (0) e−ξi∆t +
(
u ? e−ξi·
)
(t) i ∈ J1, NξK .
The first equation can be expressed more generally as
q˙ (t) = L1
(
q, t
)
+ L2
(
ϕ (t)
)
,
which emphasises the separation between the main variables q, and the diffusive variables ϕ.
Although the LSERK4 method can be readily used with L1 (here, Asplit), this is not the case
with the second term, L2
(
ϕ (t)
)
, which is hereditary. To obtain a more computation-friendly
expression, one possibility is to use a first-order numerical quadrature, as described in section
9.1.2; it enables us to express
ϕ (t+ ∆t) ' Q
(
ϕ (t) , q (t) ,∆t
)
,
where Q is readily deduced from combining (9.2) and (9.3). This leads us to the definition of
our approximated scheme.
Definition 9.2 (LSERK4-quad1). For a model written as q˙ (t) = L1
(
q, t
)
+ L2
(
ϕ (t)
)
, where
ϕ is the vector of diffusive variables which obeys (9.1), the LSERK4-quad1 method reads:
p(0)   qn, ϕ(1)   ϕn
∀i ∈ J1, 5K ,

ϕ(i)   Q (ϕ(i−1), p(i−1), (ci − ci−1) ∆t) (i ≥ 2)
k(i)   aik(i−1) + ∆tL1 (p(i−1), tn + ci∆t)+ ∆tL2 (ϕ(i))
p(i)   p(i−1) + bik(i)
qn+1   p(5), ϕn+1   Q (ϕ(5), p(5), (1− c5) ∆t) ,
where the sequence of coefficients a, b and c are identical to those of the LSERK4 method (def.
9.1).
The order on the diffusive variables can be expected to be around 1, given that we are using
first-order quadratures; for variables in q not impacted by the diffusive variables, the order
should be identical to that of the original LSERK4 method. The operator L1 can be predicted
to set the linear stability limit. This will be confirmed in section 9.3.3.
For the (sole) sake of comparison with the LSERK4-split method, we introduce the concept
of number of operations. If Nit iterations are performed with a LSERK-quad1 scheme, the
number of operations is simply defined as
Nop := Nit × (N +Nξ) . (9.9)
This simple number is enough when comparing with methods which also rely on the LSERK4
scheme.
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9.3.2 Operator splitting (or local time stepping)
This technique, which is quite classical, consists in splitting the full vector
[
q, ϕ
]
into two parts,
denoted q1 and q2:
I q1, of size N1, is associated with a “large” time step, ∆t1. Typically, the variables in q1
make up the majority of the computational domain.
I q2, of size N2 = N −N1, is associated with a much lower time step, ∆t2. In our case, q2
could consist of, for instance, the diffusive variables associated with short memory (large
pole ξi), or all the diffusive variables.
The system (9.5) is then written in a split format:q˙1 = L1
(
q1, t
)
+M1
(
q2
)
q˙2 = L2
(
q2, t
)
+M2
(
q1
) ,
and the time integration goes as follows:
I q1 and q2 known at tn.
I q2 is integrated with the time step ∆t2 until tn+1 = tn + ∆t1. q1 is hold constant during
this integration.
I q1 is advanced to tn+1, using q2 at tn.
For Nit iterations, the number of operations is defined as
Nop :=
number of iterations made with the time step ∆t1︷︸︸︷
Nit ×N1 +Nit,2︸ ︷︷ ︸
number of iterations made with the time step ∆t2
×N2.
When the LSERK4 method is used to perform the integrations of both q1 and q2, we will refer
to the method as LSERK4-split.
9.3.3 Results on the 2DoF
In this section, we compare the methods discussed above on the 2DoF fractional model (9.7).
For the sake of readability, we limit ourselves to a discrete diffusive representation with two
poles. The four variables are described below.
I q1 is only indirectly impacted by the diffusive variables, through its coupling with q2, driven
by f12. For f12 = −10−2, the coupling will be qualified as strong, and for f12 = −10−12,
weak. Its internal dynamic is set by k1 = 0.1.
I q2 is directly impacted by the diffusive variables (we set b = 1). Its internal dynamic is
set by k2 = 0.1. It is also linked to q1 through f21 = −1.
I ϕ1 is the “slow” diffusive variable., associated with the minimum pole of the discrete
diffusive representation, ξmin = 1.
I ϕ2 is the “fast” diffusive variable, associated with the maximum pole of the discrete dif-
fusive representation, ξmax.
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Case Description Our case is simply the return to steady state, starting from q1 and q2 set
to one. This enables us to compare the computed solution to the exact one (9.8).
Impact of the maximum pole Before we compare the two integration methods, it is inter-
esting to review the impact of the maximum pole ξmax on the maximum allowable time-step, for
the three dynamics described in the beginning of this section. The results are reported in table
9.2. Two remarks can be made:
I The larger ξmax, the smaller the maximum allowable time step, for all three operators.
I The hierarchy between the operators is ∆tcoupledmax < ∆tsplitmax < ∆tormax.
ξmax ∆tormax ∆t
split
max/∆tormax ∆t
coupled
max /∆tormax ∆t
split
max/∆tcoupledmax
10
44.0
2.29% 0.74% 3.1
100 0.58% 0.08% 7.2
1000 0.17% 0.009% 19
(a) Weak coupling f12 = −10−12.
ξmax ∆tormax ∆t
split
max/∆tormax ∆t
coupled
max /∆tormax ∆t
split
max/∆tcoupledmax
10
22.0
4.57% 1.47% 3.1
100 1.17% 0.17% 6.8
1000 0.33% 0.02% 15
(b) Strong coupling f12 = −10−2.
Table 9.2 – Impact of the maximum pole of the discrete diffusive representation, ξmax on the max-
imum allowable time-step (2DoF fractional model (9.7), with two diffusive variables). The
minimum pole is at 1. The three dynamics introduced in section 9.3 are compared.
Results for one diffusive rep. We choose a diffusive representation with ξmin = 1 and
ξmax = 10. An example of temporal solution, computed through the various methods, is plotted
in figure 9.4.
The results of the order comparison are shown in figures 9.5 and 9.6, where the error is
computed until t = 500, to ensure that there are enough points even at the greatest time-steps.
In addition to the errors, both plots show the three maximum allowable time steps ∆tmax. Figure
9.5 shows the result for the strong coupling, where the order on all the variables is around 1 for
the two alternative methods. Figure 9.6 shows the result for the weak coupling between q1 and
q2, where the order on q1 is recovered. We give below the main conclusions that can be drawn
from these two figures.
I The LSERK4 is, as expected, of order 4 on all the variables. The smaller order seen for
two variables in figure 9.6 is due to a numerical quirk (saturation of the error): the order
in the small asymptotic region is indeed four.
I For the LSERK4 method, the order varies from 1 to 4 for q1, depending on the value of
the coupling: for a weak coupling, the order on q1 approaches four, as it is less impacted
by the poor order on the diffusive variables.
I The LSERK4-quad1 roughly works until the linear stability limit of the split dynamic,
∆tsplitmax.
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Figure 9.4 – Comparison of LSERK4, LSERK4-quad1 and LSERK4-split to integrate the 2DoF frac-
tional model (9.7), with two diffusive variable (ξmin = 1 and ξmax = 10). The case is no
input with q1 and q2 set to 1, with a strong coupling f12 = −10−2.
I The LSERK4-split roughly works until the linear stability limit of the original dynamic,
∆tormax.
It should be borne in mind that these plots compare the methods at iso time-step, but not at iso
cost. In this case, given that that N1 = N2, for the same time-step, the LSERK4-split method is
much more costly than the LSERK4-quad1 .This can be seen in the legend of figure 9.4, where
the number of operations has been given.
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Figure 9.5 – Comparison of LSERK4, LSERK4-quad1 and LSERK4-split to integrate the 2DoF frac-
tional model (9.7), with two diffusive variable (ξmin = 1 and ξmax = 10). The case is
no input with q1 and q2 set to 1, with a strong coupling f12 = −10−2. The l2 error is
computed over t ∈ [1, 500], to ensure that they are enough points even at the larger time
steps. The order in the asymptotic region is given in bracket. Each of the tick bar indicates
∆tcoupledmax , ∆tsplitmax and ∆tormax.
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Figure 9.6 – Comparison of LSERK4, LSERK4-quad1 and LSERK4-split to integrate the 2DoF frac-
tional model (9.7), with two diffusive variable (ξmin = 1 and ξmax = 10). The case is no
input with q1 and q2 set to 1, with a weak coupling f12 = −10−12. The l2 error is computed
over t ∈ [1, 500], to ensure that they are enough points even at the larger time steps. The
order in the asymptotic region is given in bracket. Each of the tick bar indicates ∆tcoupledmax ,
∆tsplitmax and ∆tormax.
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A general description of the DG method opens this chapter, which uses analogies with boththe FV and finite element (FE) methods, through the concepts of numerical flux function
and weak formulation, respectively. The used implementation is described in section 10.2, and
validated up to the 7-th order on a transport equation in 10.3, and up to 8-th order on the
harmonic formulation of the impedance tube in 10.4. This second case will be used in chapter
11.
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10.1 Presentation of the DG method
10.1.1 Generalities
The DG method is a high-order method with a compact stencil, first introduced in 1973 by
Reed and Hill for a linear hyperbolic equation, which became popular at the end of the 1990s
[DE12, fig. 1]. Its scalability and accuracy (low dissipation and dispersion errors) has made it
widely used in the CFD & CAA communities. A thorough review of the development of the DG
method can be found in [CKS00, part 1]. We give below a (very) crude overview. A rigorous
discussion of the method can be found in [DE12, chap. 1].
Assume we have a partial differential equation (PDE) defined on a bounded (polyhedral)
domain Ω ⊂ Rd. The first step to solve it through the DG method is to derive its weak
formulation.
Weak formulation We begin by defining two functional spaces, X and Y ; X is the trial
space, to which the solution of the PDE belongs, and Y is the test space, whose elements are
called test functions. Norms should be available such that both the trial (X, || · ||X) and test
(Y, || · ||Y ) spaces are (at least) Banach spaces. Note that these two spaces need not be identical;
typically, they are Sobolev spaces Wm,p(Ω), with m ∈ N∗ and p ∈ [1,∞].
To derive the weak formulation, the common method is to multiply the PDE by a test function
and integrate over the domain Ω. For a steady linear problem, after some manipulations, it
yields:
Findu ∈ X : ∀w ∈ Y, a (u,w) = f (w) ,
where a is a bilinear form and f a linear form.
Domain discretisation To discretise the weak formulation above, a mesh of NK disjoint
simplices Th is defined, such that
Ω =
⋃
T∈Th
T =
⋃
k∈J1,NKK Ωk,
where h is the mesh size. Using this mesh, we consider below two methods to discretise the
weak formulation: the Galerkin approximation, and its discontinuous counterpart.
Galerkin approximation The so-called Galerkin approximation of the weak formulation is
obtained when the discrete trial and test spaces, Xh and Yh, are identical; it reads
Finduh ∈ Vh : ∀wh ∈ Vh, a (uh, wh) = f (wh) ,
where the subscript h is used to emphasise dependency on the mesh. The discrete functional
space Vh satisfies Vh ⊂ V : the Galerkin approximation is said to be conforming. Typically, the
space Vh is chosen to be the space of polynomials of d variables and total degree at most k, Pkd.
If ψ denotes a basis of Vh, the approximation yields
Finduh := (uh,i)i ∈ RN : ∀i ∈ J1, NK, ∑
j∈J1,NK a (ψj , ψi)uh,j = f (ψi) ,
which can be written in a more compact manner as
Finduh := (uh,i)i ∈ RN : Ah · uh = fh,
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which can readily be solved using a linear algebra solver. The problem dimension is, when using
the discrete space Pkd,
N = dimPkd =
(
k + d
k
)
.
If ψ is the Lagrange basis, the unknowns uh,i are actually nodal values of the numerical
solution uh, and the method is referred to as a nodal Galerkin method; otherwise, it is a modal
Galerkin method. Note that the numerical solution uh is at least continuous over the domain:
we cover below the discontinuous variant of this approximation.
Discontinuous Galerkin approximation In this method, the discrete functional space V DGh
is a “broken” space, which is typically defined from Vh as
V DGh :=
{
u ∈ Lp (Ω) | ∀k ∈ J1, NKK , u|Ωk ∈ Vh} .
This definition makes it clear that there are a priori no links between the solution on two different
cells. However, such a link is essential from a physical point of view. In fluid mechanics, for
instance, it would be responsible for the conservation of mass: the matter which “leaves” an
element must “enter” another one. In practice, this link is enforced through the definition of
a so-called numerical flux function, similarly to the FV scheme. Its exact expression depends
on the PDE at stake, and it heavily impacts the numerical properties of the resulting scheme
(stability, consistency and cost). In the following, we shall merely highlight its presence through
an additional term in the equations. Examples of numerical flux functions are given in section
10.1.2.
Mathematically, the consequence of working with broken spaces, is that, in general, V DGh is
included in the broken Sobolev space Wm,p (Th), but not in Wm,p (Ω). This implies that
V DGh 6⊂ V,
and the discontinuous Galerkin approximation is said to be non-conforming.
Eventually, the DG formulation reads
Finduh ∈ V DGh : ∀wh ∈ V DGh , ah (uh, wh) = fh (wh) ,
where the dependency of a and f to the mesh has been highlighted. Typically, V DGh is chosen
to be the broken polynomial space, Pkd (Th): on each cell is defined a polynomial which belongs
to Pkd. By choosing the same basis ψ for each cell Ωk, we have:
Finduh :=
(
ukh,i
)
(i,k)
∈ RN×NK : ∀ (i, k) ∈ J1, NK× J1, NKK :∑
j∈J1,NK a
k
h (ψj , ψi)ukh,j = fkh (ψi) + Fh
(
ψi, u|∂Ωk
)
,
where Fh highlights the need to define the dependency on the neighbouring elements through
a flux function. This can be re-written as NK inter-dependent N ×N linear systems:
Finduh :=
(
ukh,i
)
(i,k)
∈ RN×NK : ∀k ∈ J1, NKK, Akh · ukh = fkh + Fh (u|∂Ωk) ,
or, globally, once the numerical flux function as been chosen, as:
Finduh :=
(
ukh,i
)
(i,k)
∈ RN×NK : Ah · uh = fh,
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which is also readily solvable. When the discrete space V DGh is picked as the broken polynomial
space Pkd (Th), the dimension of the problem is:
dimPkd (Th) = NK ×
(
k + d
k
)
= NK ×N.
Remark 10.1. This overview of the DG method has introduced it as a discontinuous finite element
method, which uses numerical flux functions from the FV method. However, it can also be seen
as a generalisation of the Finite volume method, introducing higher-order polynomial functions
on each cell, and with a compact stencil.
10.1.2 Numerical flux function
The purpose of this section is to illustrate the concept of numerical flux function (generally
discussed in section 10.1.1) and to introduce the expressions that will be used in this work. For
the sake of generality, we consider a nonlinear hyperbolic conservation law
∀ (x, t) ∈ Ω× R+, ∂ t q (x, t) + div
[
f ◦ q
]
(x, t) = 0, (10.1)
where q is the vector of the Nq conservative variables, and f is the (physical) flux function. In
the Cartesian coordinate system, we have
∀ (x, t) ∈ Ω× R+, ∂ t q (x, t) + ∂ i
[
fi
(
q
)]
(x, t) = 0 with fi
(
q
)
:= f
(
q
)
· ei,
where the Einstein notation has been used. It can also be written as
∀ (x, t) ∈ Ω× R+, ∂ t q (x, t) + grad fi
(
q
)
· ∂ i q (x, t) = 0,
from which it can be seen that the flux Jacobians have the dimension of a speed. For a linear
conservation law, these Jacobians do not depend on the local state q, and the flux functions can
be expressed in a more simple manner as
fi
(
q
)
= Ai · q.
This leads to the expression of a linear hyperbolic conservation law:
∀ (x, t) ∈ Ω× R+, ∂ t q (x, t) +Ai · ∂ i q (x, t) = 0. (10.2)
In the following, we assume that we have a mesh Th, as described in 10.1.1. We shall begin by
deriving the FV formulation, as it is the framework within which the concept of numerical flux
function is the most natural.
n
q
L
q
R
Ωk Ωk+1
Figure 10.1 – Sketch of a (monodimensonal) mesh which illustrates the notations used to define the
numerical flux functions.
10.1. Presentation of the DG method 125
10.1.2.1 Finite volume
In the finite volume method, the numerical solution qh is assumed to be constant over each cell.
Integration over the element Ωk (outward unitary normal n) of the conservation law (10.1) yields
dt
ˆ
Ωk
qh dΩ = −
ˆ
∂Ωk
f
(
q
)
· n dΓ
= −
ˆ
∂Ωk
ni fi
(
q
)
dΓ,
which makes clear the need to arbitrarily approximate the normal flux f
(
q
)
·n at the boundary
of the cell k; this leads to the definition of a numerical flux function, f∗, such that the FV
scheme is actually written
dt
ˆ
Ωk
qh dΩ = −
ˆ
∂Ωk
f∗
[
qkh,
(
qih
)
i∈S(k) , n
]
dΓ.
The value of qh on the cell k, denoted qkh then depends on cardS (k) other values; this number is
called the stencil of the scheme. As the FV method has only one DoF per cell, the stencil must
be increased to attain high order of accuracy. The stencil is said to be compact if it is reduced
to the neighbouring cell(s). The numerical flux function must satisfy two properties:
Consistency This property ensures that no spurious fluxes are created when the there are no
gradients. For any admissible state α, we must have:
f∗ (α, (α)i , n) = f (α) · n.
Conservativity This property ensures that there are no loss of “mass” between the cells. In
the case of two neighbouring cells and a compact stencil, this condition reads:
f∗
(
q
L
, q
R
, n
)
= −f∗
(
q
R
, q
L
,−n
)
,
where the notations are defined in figure 10.1.
10.1.2.2 DG
To derive the DG formulation, we begin by expressing the weak formulation of the conservation
law (10.1) over one element Ωk:
dt
ˆ
Ωk
ψqh dΩ−
ˆ
Ωk
f
(
qh
)
· gradψ dΩ = −
ˆ
∂Ωk
ψ f
(
q
)
· n dΓ
= −
ˆ
∂Ωk
ψ nifi
(
q
)
dΓ,
in which we recover a “weak” form of the FV flux integral. It leads us to define the numerical
flux function, in the exact same way. The only difference is that, as the DG method allows
for multiple DoF per cell, the stencil is kept compact: to increase the order of the method, we
increase the DoF per cell, and not the stencil of the flux function. The DG method eventually
reads
dt
ˆ
Ωk
ψqh dΩ−
ˆ
Ωk
f
(
qh
)
· gradψ dΩ = −
ˆ
∂Ωk
ψf∗
[
qkh,
(
qih
)
i∈S(k) , n
]
dΓ,
where S (k) gives the indexes of the neighbour(s) of the cell k, at the face of normal n. In the
next section, we give examples of numerical flux functions.
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10.1.2.3 Example of numerical flux functions
In this section, we introduce the numerical flux functions that we will be using to solve the
LEEs. As explained above, in the DG method, the stencil is always compact. The notations are
summarized in figure 10.1.
Centred flux This numerical flux is derived from assuming that the state at the border
between two neighbouring cells is the average of the value given by each. It reads:
f∗
(
q
L
, q
R
, n
)
:= ni fi
(
q
L
+ q
R
2
)
,
which reduces to, in the linear case:
f∗
(
q
L
, q
R
, n
)
:= niAi
(
q
L
+ q
R
2
)
. (10.3)
Using this flux within the domain leads to an unstable scheme. Therefore, we shall only use it
at the domain boundaries, to enforce a value: the (say) right trace qR is then expressed as a
function of the left trace:
q
R
= q
R
(
q
L
)
.
Flux Vector Splitting The flux vector splitting (FVS) consists in a decomposition of the flux
Jacobian in a positive part (positive eigenvalues), and a negative part (negative eigenvalues). In
the linear case, it reads:
niAi =
[
niAi
]+
︸ ︷︷ ︸
outward normal speed
+
inward normal speed︷ ︸︸ ︷[
niAi
]−
.
As the flux Jacobians have the dimension of a speed, this can be readily interpreted as an
outward and inward split. The FVS numerical flux function is defined as
f∗
(
q
L
, q
R
, n
)
:=
[
niAi
]+ · q
L
+
[
niAi
]− · q
R
. (10.4)
The consistency of the flux is obvious, and the conservativity follows from
f∗
(
q
L
, q
R
,−n
)
:=
[
−niAi
]+ · q
L
+
[
−niAi
]− · q
R
= −
[
niAi
]− · q
L
−
[
niAi
]+ · q
R
= −f∗
(
q
R
, q
L
, n
)
.
For a linear system, the FVS is an exact Riemann solver (also called a Godunov or flux
difference splitting (FDS) scheme). Therefore, we shall use this numerical flux:
I Within the domain, between neighbouring cells.
I At the domain boundaries for a non-reflecting boundary condition. For an input condition,
(say) q
L
is imposed, and q
R
is untouched. For an output condition, (say) q
L
is untouched
and q
R
is imposed as null.
I For a periodicity condition, the domain boundaries are treated as neighbours of each other.
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10.1.3 Wave propagation properties
An analysis of the wave propagation properties of the 1D and 2D wave equation can be found
in [HHR99], from which we have extracted table 10.1 . This table will be used as a guidance to
define our mesh.
N k0∆x PPW
2 0.8 15.7
3 1.8 10.5
4 3.2 7.9
5 4.6 6.8
6 6.15 6.2
8 9.4 5.3
Table 10.1 – Estimation of the minimum number of PPW for the 1D wave equation. The method used
is a modal DG with an upwind numerical flux function. The criteria is a dissipation and
dispersion error of 0.5 %. This table is an extract from [HHR99, table 1].
10.2 DG Implementation
In this section, we present the DG formulation used to perform the time-domain simulations.
We consider the following linear system:
∀ (x, t) ∈ [0, L]× R+, ∂ t q + ∂x
[
Ax · q
]
+B · q = 0. (10.5)
Weak formulation We choose for the test space the space of polynomials of total degree at
most N − 1. The weak formulation of (10.5) is
∀ψ ∈ PN−11 , 〈
ψ, ∂ t q
〉
Ω
−
〈
dxψ,Ax · q
〉
Ω
+
〈
ψ,B · q
〉
Ω
= −
ˆ
∂Ω
ψ nxAx · q dx,
where the unitary normal reduces to nx = ±1. Whence, by using a basis of PN−11 :
∀k ∈ J1, NKK , ∀ ∈ i ∈ J1, NK ,〈
ψi, ∂ t q
〉
Ωk
−
〈
dxψi, Ax · q
〉
Ωk
+
〈
ψi, B · q
〉
Ωk
= −
ˆ
∂Ωk
ψi f
∗ dx.
Local DG formulation For our implementation, we opt for a nodal formulation: we use the
Lagrange polynomial basis ψ := l, which readily yields:
∀k ∈ J1, NKK , ∀ ∈ i ∈ J1, NK ,
N∑
j=1
〈
li, ljI
〉
Ωk︸ ︷︷ ︸
block (i,j), sizeNq×Nq
q˙k
j
−
N∑
j=1
block (i,j), sizeNq×Nq︷ ︸︸ ︷〈
dxli, ljAx
〉
Ωk
qk
j
+
N∑
j=1
〈
li, ljB
〉
Ωk︸ ︷︷ ︸
block (i,j), sizeNq×Nq
qk
j
= −
ˆ
∂Ωk
li f
∗ dx,
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where qk
j
is the value of q on the j-th point of the k-th element. Details on how to compute
these quadratures can be found in [HW08, 3.1]. We therefore have the local formulation:
∀k ∈ J1, NKK , Mk · q˙k +Kk · ˙qk = − [ˆ
∂Ωk
ψi f
∗ dx
]
i∈J1,NK,
where
I Mk and Kk are NNq ×NNq made of N2 blocks of size Nq ×Nq.
I
[´
∂Ωk ψif
∗ dx
]
i∈J1,NK is a vector of NNq elements, and, as explained in section 10.1.1
introduces a dependency upon the neighbouring elements k − 1 and k + 1.
Global DG formulation The global formulation can be easily obtained through a concaten-
ation of the NK local formulations:
M · q˙ +K ·
˙
q = −
[ˆ
∂Ωk
ψif
∗ dx
]
i∈J1,NK

k∈J1,NKK
,
where M and K are NKNNq × NKNNq block-diagonal matrices, equal to diag
[
Mk
]
and
diag
[
Kk
]
, respectively.
Choice of the flux functions To obtain the final formulation, one must choose the numerical
flux functions. For the cases considered in this chapter, the flux is either the FVS (10.4) or the
centred flux (10.9), and we formally have, for an input source qin (t):
M · q˙ +K · q = F 0 · q + F in · qin (t) , (10.6)
where F 0 is NKNNq ×NKNNq and F in is NKNNq ×Nq.
Time integration For time integration, we use the LSERK4 method [HW08, table 3.2].
10.3 Validation: 1D transport equation
In this section we validate our DG implementation on the monodimensional transport equation.
10.3.1 Validation case
This validation case is the traditional 1D transport equation:
∂ t q (x, t) + ∂x q (x, t) = 0 (10.7)
with

(x, t) ∈ [0, 1]2
Initial condition q (x, 0) = sin [2pix]
Periodicity q (0, t) = q (1, t)
,
whose exact solution is denoted by qex.
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10.3.2 Numerical results
We use the DG method described in section 10.2. The FVS numerical flux function (10.4) is
used within the domain, as well as at the domain boundaries to enforce the periodic boundary
conditions.
The validation results are recorded in table 10.2. The error behaviour is in O
(
∆xN
)
, as
expected for this optimal case, for a number of points per cell up to 7. For N ≥ 8, the spatial
order could not be validated, as the required Courant Friedrichs Lewy (CFL) number was
unacceptably low for the available computing resources.
N DoF=N ×NK ‖q − qex‖2 (t = 1) Order
2 50 3.83 10
−3
500 3.72 10−5 2.01
3 48 4.22 10
−4
480 4.25 10−7 3.00
4 48 3.35 10
−5
480 3.35 10−9 4.00
5 50 2.13 10
−6
500 2.21 10−11 4.98
6 48 2.28 10
−7
480 2.40 10−13 5.98
7 21 5.87 10
−6
210 6.22 10−13 6.97
Table 10.2 – Validation of the spatial order of the DG method for the 1D transport equation (10.7). For
each case, the independence of the error from the CFL number has been verified. Spatial
orders up to 7 are validated.
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10.4 Validation: Impedance tube
In this section, we use the harmonic formulation of the LEEs to validate our DG implementation.
One key advantage of this validation case is that it does not depend on time; therefore the CFL
condition is not a constraint, and we can validate arbitrary high orders (though, in practice, we
are limited by the used double precision floating point arithmetic, the machine epsilon being
2.2× 10−16). This validation case will be frequently used in chapter 11.
Using the variables q = [u, p/z0]ᵀ, which both have the dimension of a speed, the LEEs (1.6)
can be re-written as:
∂ t q + c0
[
grad [p/z0]
div u
]
= 0,
or
∂ t q +Ai · ∂ i
[
q
]
= 0,
where
Ai = c0

0
...
1
...
· · · 1 · · ·︸ ︷︷ ︸
i−th pos.
0

.
10.4.1 Validation case
Our validation case is the harmonic formulation of the monodimensional impedance tube (ref.
fig. 2.4, with L instead of lc), with an input source qin at x = 0 and an arbitrary impedance Zˆ
at x = L. We write below for reference both the harmonic and temporal formulations.
LEE ∂ t q (x, t) +Ax · ∂x q (x, t) = 0 (jω) qˆ (x, ω) +Ax ∂x qˆ (x, ω) = 0 (10.8)
Source qin (t) qˆ+ (0, ω) = qˆin (ω)
Impedance p
z0
(L, t) = [Z ? u (L, ·)] (t) pˆ
z0
(L, ω) = Zˆ (ω)u (L, ω)
The derivation of the exact solution qex has been discussed in chapter 1. In the frequency
domain, it can be expressed as a sum of a forward and backward (reflected) wave:
pˆex (ω) = pˆin (ω)
[
e−jk0x + βˆ (ω) e−jk02Lejk0x
]
uˆex (ω) =
pˆin
z0
(ω)
[
e−jk0x − βˆ (ω) e−jk02Lejk0x
]
,
where βˆ is the normalised reflexion coefficient, defined as
βˆ (ω) := Zˆ (ω)− 1Zˆ (ω) + 1 .
An interesting property (especially from a numerical standpoint) of βˆ is
<
[
Zˆ (ω)
]
≥ 0 ⇔
∣∣∣βˆ (ω)∣∣∣ ≤ 1.
The exact temporal solution can readily be expressed using an inverse Fourier transform.
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In this section (only), the impedance boundary condition is expressed as a centred flux (10.3)
[Pas13, 3.1.1.1], [Pri12, eq. II.28]:
f∗Z
(
q, nx
)
= c02
 (1 + βˆ (ω))n2x (1 + βˆ (ω))nx(
1− βˆ (ω)
)
nx
(
1− βˆ (ω)
)  · q, (10.9)
where the normalised reflexion coefficient βˆ is used instead of the impedance, as it leads to better
conditioning:
∣∣∣βˆ∣∣∣ lies between 0 and 1. Within the domain and at the input, the FVS numerical
flux function is used (10.4).
10.4.2 Numerical results (Harmonic)
The chosen pulsation for the validation is 10 rad.s−1, which is always below the maximum
resolvable pulsation for the considered schemes (ref. table 10.3). The results are reported in table
10.4, where two different impedance models have been used. This validates the implementation
up to the 8-th order.
N DoF=N ×NK ωmax
(
rad.s−1
)
2 50 20
3 48 28.7
4 48 38.2
5 50 46.2
6 48 48.6
7 49 48.6 (Not given)
8 16 56.9
Table 10.3 – Maximum resolvable pulsations for the considered DG schemes, based on the values given
in table 10.1. Note that the value for N = 7 is not given in the original table, and a
conservative estimation has been chosen. The case is the impedance tube (10.8), with
c0 = 1 m.s−1 and L = 1 m.
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N DoF=N ×NK
∥∥∥qˆ − qˆex∥∥∥2 (·, ω = 10) Order
2 50 1.50 10
−3
500 1.84 10−5 1.91
3 48 2.37 10
−4
480 2.40 10−7 2.99
4 48 3.03 10
−5
480 3.06 10−9 4.00
5 50 3.16 10
−6
500 3.16 10−11 5.00
6 48 5.09 10
−7
480 5.18 10−13 5.99
7 49 5.73 10
−8
490 6.30 10−15 6.96
8 16 4.82 10
−5
160 6.20 10−13 7.90
(a) βˆ = 1 (Rigid wall).
N DoF=N ×NK
∥∥∥qˆ − qˆex∥∥∥2 (·, ω = 10) Order
2 50 1.50 10
−3
500 1.84 10−5 1.91
3 48 2.37 10
−4
480 2.40 10−7 2.99
4 48 3.03 10
−5
480 3.06 10−9 4.00
5 50 3.16 10
−6
500 3.16 10−11 5.00
6 48 5.09 10
−7
480 5.18 10−13 5.99
7 49 5.73 10
−8
490 6.25 10−15 6.96
8 16 4.82 10
−5
160 6.02 10−13 7.90
(b) Crandall high Stokes (3.8) + Lossless cavity, using values for
the MP liner covered in 5.3.
Table 10.4 – Validation of the spatial order of the DG method. The case is the impedance tube (10.8),
with c0 = 1 m.s−1 and L = 1 m, with the harmonic impedance flux function (10.9). The
pulsation is ω = 10 rad.s−1, which is always below the maximum resolvable pulsation (ref.
table 10.3). Spatial orders up to 8 are validated.
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Chapter 11
Fractional impedance model in a DG
framework
Purpose To investigate the temporal simulation of a fractional impedance model, using the DG
method coupled with a discrete diffusive representation.
11.1 Non-fractional temporal model . . . . . . . . . . . . . . . . . . . . . . . . 136
11.1.1 Case description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
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The first section, 11.1, covers the temporal simulation of a non-fractional model, such as thelow Stokes Crandall (3.7): the time-derivative is unfiltered, and its impact on the cost of
the simulation is discussed. This provides a smooth transition to section 11.2 where the time-
domain simulation of a fractional impedance model, using a discrete diffusive representation, is
investigated. On the case of the impedance tube (10.8), the discrete diffusive representation,
when configured appropriately, is shown not to incur any additional cost compared to a non-
fractional model.
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11.1 Non-fractional temporal model
In this preliminary section, we describe and validate the temporal treatment of the impedance
tube (10.8) with a simple impedance boundary condition of the form
∀ω ∈ R, Zˆ (ω) =
proportional︷︸︸︷
a0 +a1 (jω)︸︷︷︸
derivative
, (11.1)
where the two coefficients a0 and a1 are real. This impedance model is completely trivial, but
will ease the discussion of the fractional model, covered in section 11.2.
11.1.1 Case description
This model is analogous to the low Stokes approximation of the Crandall model (3.7), its impulse
response is formally
Z = a0δ + a1Y−1. (11.2)
The impedance boundary condition thus reads
p
z0
(t) = a0nxu (t) + a1nxdtu (t) . (11.3)
A numerical flux function to enforce this boundary condition must now be defined.
Numerical flux function If a1 = 0, the numerical flux (10.9) can obviously be used. However,
when a1 6= 0, a new expression is needed: we use an approach analogous to that used for the
derivation of (10.9). We begin by defining the two reflection coefficients associated with a0 and
a1 through
βi :=
ai − 1
ai + 1
. (11.4)
The impedance boundary condition (11.3) can then be re-written, using the freshly defined
reflection coefficients, as
(1− β0) (1− β1) p
z0
= (1− β1) (1 + β0)nxu+ (1− β0) (1 + β1)nxdtu.
From which we can define a centred flux (10.3) by expressing the exterior trace q
R
as a function
of the interior trace q
L
, as explained in section 10.1.2:
q
R
:=
(
uR
pR/z0
)
=
(
uL
(β0 + β1 − β0β1) pL/z0 + (1− β1) (1 + β0)nxuL + (1− β0) (1 + β1)nxdtuL
)
.
This expression yields the following centred numerical flux:
f∗Z
(
q, nx
)
:= nx2 Ax
([
2 0
(1 + β0) (1− β1)nx 2− (1− β0) (1− β1)
]
· q (11.5)
· · ·+
[
0 0
(1− β0) (1 + β1)nx 0
]
· q˙
)
.
It is important to note that, a priori, nothing guarantees that this numerical flux will correctly
account for the impedance law Z: the validation of this flux is provided in the next sections.
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Global DG formulation Using this numerical flux, the corresponding global DG formulation
has an additional term compared to (10.6):
M · q˙ +K · q = F 0 · q + F 1 · q˙ + F in · qin (t) , (11.6)
where the same notations are used.
11.1.2 Validation
To validate the flux matrices in (11.6), we use the harmonic formulation. The coefficients a0
and a1 are calculated using the low Stokes approximation of the Crandall model (3.7) for the
MP liner covered in section 5.3. The validation up to the order 8 is reported in table 11.1.
N DoF=N ×NK
∥∥∥qˆ − qˆex∥∥∥2 (·, ω) Order
2 50 2.40 10
−3
500 3.11 10−5 1.89
3 48 4.23 10
−4
480 4.20 10−7 3.00
4 48 5.42 10
−5
480 5.56 10−9 3.99
5 50 6.25 10
−6
500 6.12 10−11 5.01
6 48 9.87 10
−7
480 1.02 10−12 5.99
7 49 1.24 10
−7
490 1.29 10−14 6.98
8 16 1.13 10
−4
160 1.26 10−12 7.95
Table 11.1 – Validation of the spatial order of the DG method. The case is the impedance tube (10.8),
with c0 = 1 m.s−1 and L = 1 m, with the impedance flux function (11.5). The pulsation is
ω = 10 rad.s−1, which is always below the maximum resolvable pulsation (ref. table 10.3).
Spatial orders up to 8 are validated.
11.1.3 Temporal simulation
Order (re)validation A time integration of (11.6) gives the expected result: convergence
towards the exact harmonic solution as t→∞, for a harmonic input. An illustration is plotted
in figure 11.1. Numerical results are shown in table 11.2; only the second and third orders have
been checked, as ensuring independence of the errors from the CFL number has proven too
costly for N ≥ 4.
Simulation cost The global DG formulation (11.6) reduces to a set of ODEs:
q˙ =
:=A︷ ︸︸ ︷(
M − F 1
)−1 (
F 0 −K
)
·q +
(
M − F 1
)−1 · F in · qin (t) . (11.7)
The key to predict the numerical cost of the simulation is the spectrum of A, samples of which
are shown in figure 11.2. It depends upon both a0 and a1, through the two flux matrices; an
interesting study would be to characterize this dependency. Practically, we found that the linear
stability of (11.7) can vary quite sharply: a more quantitative report is recorded in table 11.3.
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N DoF=N ×NK
∥∥∥q − qˆexejωt∥∥∥2 (·, t = 2.2) Order
2 50 2.44 10
−3
500 3.12 10−5 1.89
3 48 4.26 10
−4
480 4.20 10−7 3.01
Table 11.2 – Validation of the spatial order of the DG method. The case is the impedance tube (10.8),
with c0 = 1 m.s−1 and L = 1 m, with the impedance flux function (11.5). The pulsation
is ω = 10 rad.s−1, which is always below the maximum resolvable pulsation (ref. table
10.3). A temporal simulation is performed, and compared to the exact harmonic solution
at steady state, which is considered reached at t = 2.2 > 2 × L/c0. The errors have been
checked to be CFL independent.
a1\a0 0 0.5 1 5 10
0 0.494 0.589 0.823 0.288 0.258
10−2 0.592 0.593 0.592 0.432 0.330
122 0.581 0.582 0.583 0.582 0.586
Table 11.3 – LSERK4 linear stability limit (expressed as a CFL number) of (11.7) for various values of
the impedance boundary condition (11.2). The LSERK4 linear stability domain has been
approximated by a circle of radius 4.4 in the (<λ∆t,=λ∆t) plane. N = 3, NK = 16. The
case is the impedance tube (10.8), with c0 = 1 m.s−1 and L = 1 m, with the impedance
flux function (11.5).
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Figure 11.1 – Example of temporal response, using the proportional-derivative impedance model (11.1),
with a0 = 1.5 and a1 = 0.0213. These coefficients leads to an absorption coefficient
of
∣∣∣βˆ∣∣∣ (ω = 10 rad.s−1) = 0.22, which explains the significant acoustic speed at x =
L. The case is the impedance tube (10.8), with c0 = 1 m.s−1 and L = 1 m, with the
impedance flux function (11.5). The numerical scheme is a third-order DG, with 100
cells; the maximum resolvable pulsation is 180 rad.s−1, way above the source pulsation
of 10 rad.s−1.
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Figure 11.2 – Spectra of A (11.7) for various values of the impedance boundary condition (11.2). The
case is the impedance tube (10.8), with c0 = 1 m.s−1 and L = 1 m, with the impedance
flux function (11.5). For a0 = 5, there is an outlier at −244.6 rad.s−1.
140 Chapter 11. Fractional model in DG
11.2 Fractional temporal model
This section covers the time-domain simulation of the impedance tube (10.8) with an impedance
boundary condition:
∀ω ∈ R, Zˆ (ω) =
proportional︷︸︸︷
a0 + + a 1
2
√
jω︸︷︷︸
fractional derivative
+a1
derivative︷︸︸︷
(jω), (11.8)
where the three coefficients are real.
11.2.1 Case description
This model is analogous to the high Stokes approximation of the Crandall model (3.8), its
impulse response is formally
Z = a0δ + a 1
2
Y− 12 + a1Y−1, (11.9)
where the meaning of the fractional derivative has been discussed in chapter 6. As jω is trans-
formed into a strong derivative, the fractional term is to be understood in the sense of Caputo;
we recall that we have the property:
u ∈ C1 (R+)⇒ d1/2u ∈ C0 (R+) ,
and u need not be null at t = 0. The impedance boundary condition thus reads
p
z0
(t) = a0nxu (t) + a 1
2
nxd
1/2
t u (t) + a1nxdtu (t) . (11.10)
A numerical flux function to enforce this boundary condition must now be defined.
Numerical flux function To derive the numerical flux function, we follow the exact same
approach as in 11.1; we have
(1− β0)
(
1− β 1
2
)
(1− β1) p
z0
= (1 + β0)
(
1− β 1
2
)
(1− β1)nxu+ · · · .
· · ·+ (1− β0)
(
1− β 1
2
)
(1 + β1)nxdtu+ · · ·
· · ·+ (1− β0)
(
1 + β 1
2
)
(1− β1)nxd1/2t u (t) .
From which we can define a centred flux (10.3):
f∗Z
(
q, nx
)
:=
nx
2 Ax
([
2 0
(1 + β0)
(
1− β 1
2
)
(1− β1)nx 2− (1− β0)
(
1− β 1
2
)
(1− β1)
]
· q + · · ·
· · ·+
[
0 0
(1− β0)
(
1− β 1
2
)
(1 + β1)nx 0
]
· q˙ + · · ·
· · ·+
[
0
(1− β0)
(
1 + β 1
2
)
(1− β1)nx
]
d1/2t u
)
. (11.11)
Again, as in section 11.1, this numerical flux function must be validated: see section 11.2.2.
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Global DG formulation Using this numerical flux, the corresponding global DG formulation
has an additional term compared to (11.6):
M · q˙ +K · q = F 0 · q + F 1 · q˙ + F 12d
1/2
t
[
c · q
]
+ F in · qin (t) , (11.12)
where c is null except for the acoustic speed of qNK
N
(i.e. the N -th (last) point of the NK-th
(last) element).
Remark 11.1. It is important to note that the flux matrices F 1 and F 0 in the DG formula-
tion (11.12) are different from the ones in (11.6). This can be readily seen by comparing the
impedance flux function (11.11) with β 1
2
= −1 to (11.5).
Remark 11.2. Mathematically, we obviously have
sizeNKNNq︷︸︸︷
F 1
2
d1/2t
[
c · q
]
= F 1
2
 c︸ ︷︷ ︸
sizeNKNNq×NKNNq
· d1/2t
[
q
]
,
but these two expressions are completely different from a numerical point of view. In the
following, we shall choose the left-hand expression (as in (11.12)) to highlight that the fractional
derivative is only applied to one DoF of q.
If we were dealing with a multi-dimensional domain, the c vector would be a diagonal matrix
c, and a direct translation of the connectivity table: any node whose index is non-null lies in
the impedance surface ∂ΩZ , which can be written:
∀ (j, k) ∈ J1, NK× J1, NKK , ckj 6= 0 ⇐⇒ xkj ∈ ∂ΩZ .
We would then take the fractional derivative of a subset of q, and not just of one element, as in
the monodimensional case.
11.2.2 Validation of the fluxes
To validate the flux matrices in (11.12), we use, again, the harmonic formulation. The coefficients
a0, a1 and a 1
2
are calculated with the high Stokes approximation of the Crandall model (3.8) for
the MP liner covered in section 5.3. The validation up to the order 8 is reported in table 11.4.
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N DoF=N ×NK
∥∥∥qˆ − qˆex∥∥∥2 (·, ω) Order
2 50 2.17 10
−3
500 2.85 10−5 1.88
3 48 3.84 10
−4
480 3.81 10−7 3.00
4 48 4.88 10
−5
480 5.00 10−9 3.99
5 50 5.61 10
−6
500 5.48 10−11 5.01
6 48 8.79 10
−7
480 9.07 10−13 5.99
7 49 1.11 10
−7
490 1.16 10−14 6.98
8 16 1.01 10
−4
160 1.11 10−12 7.96
Table 11.4 – Validation of the spatial order of the DG method. The case is the impedance tube (10.8),
with c0 = 1 m.s−1 and L = 1 m, with the impedance flux function (11.11). The pulsation
is ω = 10 rad.s−1, which is always below the maximum resolvable pulsation (ref. table
10.3). Spatial orders up to 8 are validated.
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11.2.3 Validation of the discrete diffusive representation
In this section, we derive and validate the discrete diffusive representation of the DG formulation
(11.12). It is important to note that (11.12) is formally identical to the fractional toy model
introduced in chapter 6, and whose diffusive representations, both exact and discrete, have been
discussed in chapters 7 and 8, respectively. We therefore use the same notations as in the
aforementioned chapters; for the sake of convenience, they are recalled in section 11.2.3.1, along
with some elementary facts.
11.2.3.1 Bluffer’s guide
The diffusive representation (of the 1st kind) of a pseudo-differential operator (in our case,
the Caputo derivative d1/2) boils down to an approximation by a continuous sum of first order
systems, each characterized by its pole and gain. The discrete diffusive representation is an
approximation by a finite sum of Nξ first-order systems.
I The sequence of Nξ poles of the diffusive representation is denoted ξ. They are homogen-
eous to a pulsation ω. The matrix Λ is a diagonal Nξ ×Nξ matrix defined as diag [ξ].
I The sequence of Nξ weights of the diffusive representation is denoted µ. Their unit is
s1/2.rad−1. They are stored in the vector µ.
I The Nξ diffusive variables are denoted ϕξ (t). ϕξi is the output of the first order system
of pole ξi and gain µi for the input c · q. They are stored in the vector ϕ (t).
In practice, the finite approximation can either be deduced from the continuous decomposi-
tion, or be the result of an optimization process on a given frequency band. When using the
standard optimisation technique (pseudo-inverse), the discrete diffusive representation is fully
characterized by:
I The maximum and minimum pulsations, ξmax and ξmin. They set the short and long
memory of the approximation, respectively.
I The total number of poles, including ξmax and ξmin: Nξ.
In the rest of this chapter, unless explicitly stated, we shall use the standard optimisation
technique, and thus describe a discrete diffusive representation by the three parameters above.
11.2.3.2 Diffusive formulation
Exact diffusive representation As introduced in chapter 7, the diffusive representation of
the Caputo derivative yields the exact equality
d1/2t
[
c · q
]
=
ˆ
R+
µ 1
2
(ξ)
[
−ξϕξ (t) + c · q (t)
]
dξ,
where each of the diffusive variables obeys
∀i ∈ J1, NξK , {ϕ˙ξi (t) = −ξiϕξi (t) + c · q (t)
ϕξi (0) = ξ−1i c · q (0)
,
which can be written in a more compact manner
ϕ˙ (t) = −Λ · ϕ (t) + 1Nξc · q (t) .
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Discretisation The discrete diffusive representation reads (ref. chapter 8)
d1/2t
[
c · q
]
(t) ' −µ · Λ · ϕ (t) +
Nξ∑
i=1
µi
 c · q (t) .
When combining with the global DG formulation (11.12), it leads to the following extended
system:
dt
[
q
ϕ
]
(t) =
˙
sizeNNKNq×NNKNq︷ ︸︸ ︷
A+ (∑i µi)F 12  c
sizeNNKNq×Nξ︷ ︸︸ ︷
−F 1
2
 (µ · Λ)
1Nξ  c
︸ ︷︷ ︸
sizeNξ×NNKNq
−Λ
︸ ︷︷ ︸
sizeNξ×Nξ

︸ ︷︷ ︸
:=A
coupled
·
[
q
ϕ
]
(t) + · · ·
· · ·+
 (M − F 1)−1 · F in · qin (t)
0Nξ
 , (11.13)
where the Nξ diffusive variables have been added to the acoustic variables. A thorough scrutiny
of the four highlighted blocks is of paramount importance to assess the cost of a time-integration
of (11.13). This discussion is postponed to section 11.2.4, as we merely focus here on validating
the expression (11.13). However we can already anticipate that the value of the greatest pole,
ξmax, which sets the short memory of the diffusive representation, has a significant impact on
the spectrum of Acoupled.
11.2.3.3 Order validation
Case Our validation case is the impedance tube (10.8), with c0 and L set to 1. For the schemes
considered in this validation, the maximum resolvable pulsations are reported in table 10.3. We
compare the computed harmonic solution qˆdiff of (11.13) to the exact harmonic solution qˆex of
(10.8). It is important to note that the exact solution qˆdiff,ex of (11.13) is not identical to the
exact solution qˆex of (10.8), since the diffusive approximation of the impedance (11.10) exhibits
a certain fit error:
Zˆdiff (ω) =
√
jω10
∆G
20 (ω)ej∆Φ(ω),
where ∆G and ∆Φ are the gain and phase error, respectively. This implies that the error
between the numerical harmonic solution qˆdiff and the exact solution qˆex cannot be arbitrarily
low, given that ∆G and ∆Φ are not null.
Diffusive representation The considered diffusive representation, computed through the
standard optimization technique (pseudo-inverse), is given by:
ξmax = 13 rad.s−1, ξmin = 7 rad.s−1 and Nξ = 5,
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and is shown in figure 11.3. It can be seen that this approximation is relevant between ξmax and
ξmin, but poor outside. Obviously, one should not expect great results for a pulsation too far
above ξmax: this approximation has been chosen to illustrate this point.
Results For the validation, we consider two input pulsations:
I ω = 10 rad.s−1, which is within the interval [ξmin, ξmax]. At this pulsation, the phase error
is ∆Φ = −0.4 ° and the gain error is ∆G = −10−3 dB, which implies an error on the
amplitude of
1− 10∆G20 (ω) = −1.15 10−2 %.
Therefore, the agreement between
√
jω and its diffusive approximation can be considered
satisfactory.
I ω = 24 rad.s−1, which is more than twice ξmax, and for which the diffusive approximation
is poorer:
∆Φ = −49 °, ∆G = −0.9 dB, 1− 10∆G20 (ω) = −9.84 %.
The results of the validation are reported in table 11.5. As explained above, given that qˆex 6=
qˆex,diff there is a saturation of the error and the spatial order cannot rigorously be validated.
However, two facts can be drawn for these results:
1. The error
∥∥∥qˆex − qˆex,diff∥∥∥2 (·, ω) can be estimated as
1.23 10−7 rad.s−1 for ω = 10 rad.s−1, and 3.19 10−5 rad.s−1 for ω = 24 rad.s−1,
which is coherent with the quality of the fit: the greater ∆Φ and ∆G, the greater the error
between the two corresponding exact solutions.
2. As long as
∥∥∥qˆdiff − qˆex∥∥∥2 > ∥∥∥qˆex − qˆex,diff∥∥∥2, the behaviour of the error as respect to the
DoF is as expected. For instance, for 10 rad.s−1, the order 3 is validated.
Order greater than 3 can also be validated, by reducing the DoF to keep the error high enough.
However, the issue with such a strategy is that it entails a reduction in the maximum resolvable
pulsation, which also prevents from validating the order. In conclusion, we consider the results
of table 11.5 enough to validate (11.13), and our implementation thereof.
11.2.3.4 Temporal order (re)validation
The temporal integration of (11.13) gives the expected result: for a harmonic input, the temporal
solution converges towards qˆdiff,ex as t→∞. However, compared to the proportional-derivative
case seen in section 11.1.3, the steady state seems to take longer to be reached; this implies that
ensuring the error independence from the CFL number can be very costly. Therefore, we only
show in table 11.6 the results for an error computed at t = 2.2 > 2× L/c0. It is to be compared
to table 11.2, where the steady state was already reached by this instant.
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Figure 11.3 – Bode diagram of the diffusive approximation of the fractional term
√
jω. The approxim-
ation is computed through the standard optimisation technique (pseudo-inverse): 5 poles
in total (logarithmic placement), with ξmax = 13 rad.s−1 and ξmin = 7 rad.s−1.
N DoF=N ×NK
∥∥∥qˆdiff − qˆex∥∥∥2 (·, ω = 10) Order ∥∥∥qˆdiff − qˆex∥∥∥2 (·, ω = 24) Order
3 48 3.84 10
−4 4.26 10−3
480 3.20 10−7 3.08 3.22 10−5 2.11
4 48 4.87 10
−5 1.66 10−3
480 1.20 10−7 2.61 3.18 10−5 1.72
5 50 5.64 10
−6 3.63 10−4
500 1.23 10−7 1.66 3.19 10−5 1.06
6 48 9.81 10
−7 1.76 10−4
480 1.23 10−7 0.90 3.19 10−5 0.74
7 49 1.55 10
−7 7.69 10−5
490 1.23 10−7 0.10 3.19 10−5 0.38
8 16 1.01 10
−4 3.06 10−2
160 1.23 10−7 2.91 3.19 10−5 2.98
Table 11.5 – Validation of the spatial order of the DG method for the monodimensional impedance
tube (10.8), using the diffusive approximation for the fractional term of (11.10). c0 = 1
and L = 1. The two pulsations are ω = 10 rad.s−1, within [ξmin, ξmax], and ω = 24 rad.s−1,
above ξmax. A saturation of the error can be observed, and is due to the fact that qˆex 6=
qˆex,diff.
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N DoF=N ×NK
∥∥∥qdiff − qˆexejωt∥∥∥2 (·, t = 2.2) Order
3 48 3.87 10
−4
480 2.82 10−6 2.14
4 48 7.00 10
−5
480 2.85 10−6 1.39
(a) ω = 10 rad.s−1, within [ξmin, ξmax].
N DoF=N ×NK
∥∥∥qdiff − qˆexejωt∥∥∥2 (·, t = 2.2) Order
3 48 4.22 10
−3
480 3.32 10−5 2.10
4 48 1.60 10
−3
480 3.16 10−5 1.70
(b) ω = 24 rad.s−1, above ξmax.
Table 11.6 – Validation of the spatial order of the DG method. The case is the impedance tube (10.8),
with c0 = 1 m.s−1 and L = 1 m, with the impedance flux function (11.11). The pulsation is
ω = 10 rad.s−1, which is always below the maximum resolvable pulsation (ref. table 10.3).
A temporal simulation is performed, and compared to the exact harmonic solution at
t = 2.2 > 2×L/c0. This shows that the steady state is not yet reached at t = 2.2 > 2×L/c0.
The errors have been checked to be CFL independent.
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11.2.4 Temporal simulation cost
In this section, we investigate the impact the chosen discrete diffusive approximation has on the
cost of a time-integration of (11.13).
Metric for cost comparison As (11.13) is essentially a first-order ODE, the cost can be
readily assessed by considering the set of eigenvalues λ of the operator; however, this does not
allow for simple comparison between different schemes. In this section, we have rather chosen
to use the CFL number:
CFLmax =
c0
∆x∆tmax, (11.14)
where ∆tmax is the maximum allowable time step. The lower the CFL number, the more costly
the integration. We compute it using:
∆tmax =
C
max
i
|λi| ,
which means that we are approximating the domain of linear stability of the time-integration
scheme by a half-disc of radius C > 0 in the (<∆tλ,=∆tλ) plane (ref. fig. 9.2). For the LSERK4
scheme, we use C = 4.4, which has proven to yield slightly conservative estimates.
Compared operators We will compare four operators. The first three come from the blocks
highlighted in (11.13):
I The original operator, given by A. This is the dynamics that one gets if a 1
2
is set to zero
in the impedance flux function (11.5).
I The coupled operator, given by Acoupled, which is the dynamics of the extended system,
and sets the cost of a direct integration of (11.13).
I The split operator, given by A+(∑i µi)F 12 c. It can be seen as the impact of the diffusive
representation on the internal dynamics of the acoustic variables. It is of interest mainly
because one of the time-integration scheme discussed in chapter 9 enables us to integrate
the coupled system at the cost of the split dynamics.
I The last one is A, when only using a proportional-derivative impedance (11.6). Note that
it is not identical to the original dynamic: compare the impedance flux function (11.11)
with β 1
2
= −1 to (11.5). This operator is a relevant benchmark, as it is free from any
influence of the fractional term.
To study these four dynamics, we must have a relevant test case. Indeed, it is clear that, by
setting the maximum pole of the diffusive representation ξmax arbitrarily high, one can create
an arbitrarily costly coupled dynamic: an example is shown in figure 11.4, which plots the
spectra of the original, coupled and split operators. It can be seen that the spectra of the
coupled operator has an outlier, which considerably increases the cost of the time-integration;
this outlier is not present in the spectra of the other two operators. To make the diffusive
approximation affordable, this situation must be avoided. The objective of the rest of this
section is to quantitatively assess the impact of the discrete diffusive approximation on a real
case.
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Figure 11.4 – Spectra of the original, coupled and split operators. The case is the impedance tube
(10.8), with c0 = 340.29 m.s−1 and L = 1 m. The parameters of the DG scheme are
N = 2 and NK = 25; the corresponding maximum resolvable frequency is 1.08 kHz. The
diffusive representation is deliberately chosen to negatively impact the coupled dynamic,
with 15 poles in [1, 10] kHz: this gives an outlier at λ = −8.6 104 rad.s−1 = −13.6 kHz.
Test Case Our test is still the impedance tube (10.8), but with the real speed of sound,
c0 = 340.29 m.s−1. The impedance law is (11.8), where the three coefficients are expressed using
the High Stokes approximation of the Crandall model (3.8):
a0 =
1
σ
16ν
c0d2
l, a 1
2
= 1
σ
4
√
ν
c0
l
d
, a1 =
1
σ
l
c0
.
We use the values for the MP liner tested in the GFIT (ref. table 5.1), this leads to:
a0 = 0.13, a 1
2
= 2.5 10−3, a1 = 4.7 10−5.
The corresponding reflexion coefficient is plotted in figure 11.5.
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Figure 11.5 – Plot of the reflection coefficient associated with the impedance law (11.8), with a0 = 0.13,
a 1
2
= 2.5 10−3 and a1 = 4.7 10−5.
The target frequency band within which we would like to work is (say) [1.36, 13.6] kHz: for
a tube of length L = 1 m, this means that they are always at least four wavelengths in the tube.
To ensure the quality of the simulation, we set the maximum resolvable frequency at 20 kHz,
which leads us to the discretisation parameters reported in table 11.7.
The natural choice for the frequency band of the diffusive representation would be something akin
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to [1, 20] kHz. However, to accurately assess the impact of the discrete diffusive approximation,
we propose the following test:
I The minimum pole ξmin is set at 1 kHz. This value is coherent with the fact that we have
chosen to work with frequencies above 1 kHz. However, it is important to note that this
pole does not impact the cost of the simulation, and could have been set to a much lower
frequency.
I The maximum pole ξmax is initially set at a low value, and progressively increased until
the coupled dynamic is stiffer (i.e. its CFLmax is lower) than the original one : the limit
value for ξmax is denoted ξlimmax. The higher this value, the better.
I Two different number of poles, 5 and 15 are considered: two examples of diffusive repres-
entations are plotted in figure 11.6.
N PPW ∆x (m) NK
2 15.7 2.17 10−3 462
3 10.5 4.86 10−3 206
4 7.9 8.61 10−3 117
5 6.8 1.25 10−2 80
6 6.2 1.65 10−2 61
7 6.2 1.92 10−2 53
8 5.3 2.57 10−2 39
Table 11.7 – Discretisation parameters to get a maximum resolvable frequency of 20 kHz. It is based
on table 10.1. Note that the minimum PPW for N = 7 is not given in the original
table: a conservative guess has been chosen. The case is the impedance tube (10.8), with
c0 = 340.29 m.s−1 and L = 1 m.
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Figure 11.6 – Plot of the diffusive approximation of
√
jω over a frequency band of [1, 20] kHz. Two
approximations are shown: 5 and 15 poles.
152 Chapter 11. Fractional model in DG
Results The results are reported in table 11.8, which gives the various CFLmax and the cor-
responding ξlimmax. For the sake of completeness, we have covered four cases:
I A non-fractional case, where the impedance model is simply (11.1). Its CFLmax can be
seen as a benchmark: including a fractional term
√
jω must not lead to a lower CFLmax.
I For the fractional case (11.8), we give the CFLmax of the three operators introduced above:
original, coupled and split. The reason for including the split one is chapter 9, where we
have discussed alternative time-integration techniques for the diffusive system. However,
here, there are no significant differences between the split and coupled dynamic, due to
the fact that ξmax is relatively low.
The key message from table 11.8 is
∀N ∈ [2, 8] , ξlimmax  20 kHz.
From the second up to the eighth order, the ξmax value above which the diffusive representation
negatively impacts the cost of the simulation is way above 20 kHz (the maximum resolvable
frequency of the DG scheme). This means that, even though use of the discrete diffusive rep-
resentation can incur an additional cost, it does not necessarily, as long as ξmax is chosen taking
into account the maximum resolvable frequency of the DG scheme.
To phrase it another way: the diffusive representation (ξmax) is deduced from the mesh (the
maximum resolvable frequency), and does not lead to a lower CFL condition. Even though such
a statement seems physically intuitive, this chapter has only demonstrated it on the impedance
tube.
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Zˆ = a0 + a 1
2
√
jω + a1jω
N Zˆ = a0 + a1jω Original Coupled Split ξlimmax (kHz)
2 7.47 10−1 7.47 10−1 7.47 10−1 7.47 10−1 130
3 3.85 10−1 3.86 10−1 3.86 10−1 3.86 10−1 105
4 2.44 10−1 2.45 10−1 2.44 10−1 2.44 10−1 85
5 1.71 10−1 1.72 10−1 1.72 10−1 1.72 10−1 100
6 1.30 10−1 1.29 10−1 1.29 10−1 1.29 10−1 95
7 1.01 10−1 1.01 10−1 1.01 10−1 1.00 10−1 90
8 8.32 10−2 8.36 10−2 8.30 10−2 8.32 10−2 90
(a) CFLmax numbers, for ξmax = ξlimmax. 5 poles.
Zˆ = a0 + a 1
2
√
jω + a1jω
N Zˆ = a0 + a1jω Original Coupled Split ξlimmax (kHz)
2 7.47 10−1 7.47 10−1 7.47 10−1 7.47 10−1 100
3 3.85 10−1 3.86 10−1 3.86 10−1 3.85 10−1 80
4 2.44 10−1 2.45 10−1 2.44 10−1 2.44 10−1 70
5 1.71 10−1 1.72 10−1 1.72 10−1 1.72 10−1 70
6 1.30 10−1 1.29 10−1 1.29 10−1 1.29 10−1 80
7 1.01 10−1 1.00 10−1 1.00 10−1 1.00 10−1 80
8 8.32 10−2 8.36 10−2 7.06 10−2 8.30 10−2 70
(b) CFLmax numbers, for ξmax = ξlimmax. 15 poles.
Table 11.8 – Maximum value for ξmax, denoted ξlimmax, above which the diffusive representation negatively
impacts the cost of a time-integration of (11.13): for ξmax > ξlimmax, the CFLmax of the
coupled dynamic is lower than that of the original dynamic. The case is the impedance tube
(10.8) with c0 = 340.29 m.s−1 and L = 1 m. The mesh size is chosen so that, for each N ,
the maximum resolvable frequency is 20 kHz: the corresponding discretisation parameters
are shown in table 11.7. The poles of the diffusive representation are logarithmically placed
in [1, 20] kHz, and the weights µ are computed using the standard optimisation technique
(pseudo-inverse).
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Conclusion
Summary of the work
This work has focused on the direct use of physical impedance models for time-domain simula-
tions, and can be summarised in three main contributions:
1. Physical models for MP and CT liners have been reviewed, compared and fitted to exper-
imental data. The highlights are given below.
(a) In chapter 3, a physical model found in the literature, namely the Maa model, has
been found to lack hermitian symmetry; a fix has been proposed in appendix C.
(b) In chapter 5, the pertinence of a fractional term
√
jω has been shown only partly, as
the experimental data do not cover a wide enough range of frequencies.
(c) A thorough review of the approximation of the Crandall model has been carried out in
appendix C. In particular, the high Stokes approximation has been rigorously derived
to yield its exact order of accuracy, not found in the original derivation by Crandall.
2. Two strategies for the efficient numerical integration of a fractional “toy” model, analogous
to the global DG formulation, have been proposed in chapter 9.
3. A coupling between the DG method and the fractional derivative, through the use of a
centred numerical flux function, has been proposed in chapter 11. A time-domain simula-
tion of the high Stokes approximation of the Crandall model (3.8)
Zˆ (ω) =
proportional︷︸︸︷
a0 +a1
√
jω︸︷︷︸
fractional derivative
+a2
derivative︷︸︸︷
jω
has been carried out using a discrete diffusive representation for the fractional term
√
jω.
When set appropriately, the discrete diffusive representation has been shown, on the case
of the impedance tube, not to incur any additional cost compared to a non-fractional
model.
Outlook
We give below the main prospects for future work.
Acoustics (Theoretical) Experimental data for a micro-perforated liner which covers higher
Stokes numbers is needed to better compare the various models covered in chapter 5. Two
models are of particular interest:
I The generic model for MP liners (3.3), which predicts a resistance peak at anti-resonance,
not covered by the available experimental data.
I The fractional term √jω, which models the viscous losses in the perforation.
156 Conclusion
Acoustics (Numerical) Although the feasibility of using the discrete diffusive representation
to model the fractional term has been demonstrated, there remain many challenges.
I Filtering the time-derivative could help bring down the cost of the time-integration and/or
the sensitivity to the coefficients of the impedance model.
I Investigate the possibility of deriving a better numerical flux than (11.11).
I Formulation of the numerical flux function for schemes with a non-compact stencil, such
as the FV method.
I Understand more quantitatively the link between the discrete diffusive representation and
the spectrum of the coupled system.
I Draw analogies between the discrete diffusive representation and existing time-domain
techniques.
Applied Maths (Numerical) Numerically, there is room for improvement. The optimisation
process described in chapter 8 could be enhanced. We give below two proposals.
I Change the optimisation strategy to optimise both the poles ξ and the weight µ.
I Use a time-domain criterion. This could be made possible thanks to the discussion of the
fractional toy model made in chapters 6 (exact theoretical solution) and 9 (exact solution
of the model with a discrete diffusive representation).
Applied Maths (theoretical) Apart from some elementary considerations in chapters 6 and
7, the theoretical aspects have been mostly overlooked, even though they are essential to derive
efficient strategies. We list below some ideas for future investigations.
I The treatment of the fractional term √jω has been readily done within the diffusive rep-
resentation framework. However, such a term is mostly useful for the modelling of a
perforation: the cavity is still out of reach. A cavity with losses could have a diffusive
representation. Similarly, non-linear effects, that arise in aeroacoustics, have not been
covered.
I Investigate whether a (unfiltered) term such as Zˆ (ω) = ωα, with α > 1, leads to an
ill-posed problem when used as a boundary condition of the LEEs. Such terms arise, for
instance, in the real part of the radiation correction (ref. section 3.3.1). (However, the
ill-posedness may be only theoretical, as, physically, every impedance model is subject to
a frequency limit ω ≤ ωc.)
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Appendix A
Acoustic energy
As seen in 1.3.3, the definition of the acoustic energy requires a 2nd order development of the
energy equation. The purpose of this section is to elaborate on its derivation.
Starting point
We start from the Navier-Stokes equations (1.1), and we work under the LEE hypotheses laid
out in 1.3.1, with the exception that we shall allow ourselves to further our Taylor expansions
up to the second order in ρ/ρ0, p/p0 and T/T0.
We recall here the corresponding equations:
∂ t ρ˚+ div ρ˚u˚ = 0 Continuity
∂ t ρ˚ei + div [(ρ˚ei + p˚) u˚] = f˚ · u˚ 1st principle
s = cst 2nd principle (homentropicity)
p = c02ρ Pressure law
e = e (ρ˚) Energy law
Preliminary developments
Second order Taylor expansions for the quantity found in the energy equation are given below.
ρ˚e = ρ0e0 + α01ρ+
α
0
2
2 ρ
2 +O
(
ρ3
)
(ρ˚ei + p˚) u˚ =
[
ρ0e0 + α01ρ+ p0 + p
]
u+O
(
ρ2|u|
)
+O
(
p2|u|
)
where
α01 :=
(
∂ρ˚e
∂ρ˚
)
s
(ρ0)
α02 :=
(
∂2ρ˚e
∂ρ˚2
)
s
(ρ0) .
Expression of α01 and α02 can be found by using the energy law:
de = −p˚d
(1
ρ˚
)
= p˚
ρ˚2
dρ˚, whence
(
∂e
∂ρ˚
)
s
= p˚
ρ˚2
,
from which we can deduce
α01 = e0 +
p0
ρ0
, α02 =
c20
ρ0
.
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Derivation of Kirchhoff’s equation
We can now approximate the energy equation:
∂ t
[
ρ0e0 + α01ρ+
α
0
2
2 ρ
2 + ρ02 u
2
]
+ div

ρ0e0 + α01ρ+ p0 + p︸ ︷︷ ︸
=ρ0α01+α01ρ+p
u
 = u · [f0 + f]
α01 [∂ t ρ+ div ρ0u] + ∂ t
[
α02
2 ρ
2 + ρ02 u
2
]
+ div
[(
α01ρ+ p
)
u
]
= u ·
[
f0 + f
]
,
and the continuity equation
∂ t ρ+ div [ρ0u+ ρu] = 0.
Combining the two gives Kirchhoff’s equation (1.8):
∂ t
[
p2
2ρ0c20
+ ρ0u
2
2
]
+ div pu = u ·
[
f0 + f
]
.
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Appendix B
Propagation in an infinite cylinder
As seen in section 3.1, MP and CT liners are essentially tubes. Therefore, in the perspective of
studying the acoustical properties of a liner, it is of paramount importance to properly model
the flow therein. In this appendix, we review two models which are the cornerstones of all the
impedance formulae used in this document:
I The Crandall impedance model, which relies on the Stokes equation. It is used to model
the perforation of a MP liner in section 3.2.3.
I A propagation model which accounts for both viscous and thermal effects in a cylinder;
used for the cavities of CT as well as MP liners (ref. section 3.2.2 and 3.2.3).
B.1 Preliminary: the Stokes equation
In this section, we derive the Stokes equation from the Navier-Stokes equations (1.1). The first
step is to express the viscous stress tensor in its generic form for a Newtonian fluid:
τ = (λ div u˚) I + µ (grad u˚+ grad ᵀu˚) .
When injected into the momentum equation (1.1b), it yields (using some tricks of vector ana-
lysis):
∂ t ρ˚u˚+ div [ρ˚u˚ u˚] = − grad p˚+ µ∆ u˚+ (λ+ µ) grad div u˚, (B.1)
where we have dropped the body force f˚ , which is of no interest here.
Hypotheses To derive the Stokes equation, three hypotheses must be made.
1. The flow is incompressible: ρ˚ = cst. Obviously, it implies that there is no wave propagation
in the domain (c0 =∞).
2. The flow has a low Reynolds number: the effects of the inertial forces div [ρ˚u˚ u˚] are
negligible compared to those of the pressure gradient grad p˚ and viscosity µ∆ u˚.
3. The mechanical and thermal problems are decoupled: ρ˚ and µ do not depend on the
temperature.
Under these hypotheses, the continuity and momentum equations reduce to:

*0∂ t ρ˚+ div ρ˚u˚ = 0 Continuity
∂ t ρ˚u˚+
:0div [ρ˚u˚ u˚] = − grad p˚+ µ∆ u˚+ (λ+ µ):0grad div u˚. Momentum
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This readily gives the so-called Stokes equation:
ρ˚ ∂ t u˚ = − grad p˚+ µ∆ u˚. Stokes equation (B.2)
A flow which obeys the Stokes equation is commonly referred to as a Stokes flow.
B.2 Impedance model for a perforation: Crandall model
Hypotheses
I The perforation is modelled as an axisymmetric cylinder of length l and diameter d.
I Any effect due to the finite length of the cylinder is neglected.
I The pressure gradient is reduced to its longitudinal component, and is uniform over a
section:
grad p˚ = ∂z p˚ (z, t) ez.
I We use the hydrodynamic/acoustic splitting (1.3), and assume the basic flow to be quies-
cent.
I The flow (which reduces to the acoustic flow) inside the perforation is a Stokes flow. In
particular, the incompressibility hypothesis is justified if the maximum wavelength of the
acoustic field is small compared to the dimensions of the cylinder: λ l and λ d.
Equation Using the cylindrical coordinates r and z, the axial projection of the Stokes equation
yields:
∀ (r, z, t) ∈ [0, d/2]× [0 , l]× R+, ρ ∂ t u (r, z, t) = −∂z p (z, t) + µ∆u (r, z, t) ,
with a no-slip boundary condition at the wall of the cylinder r = d/2.
Computation of the surface-averaged velocity To solve this equation, we use the Fourier
transform1:
ρ (jω) uˆ (r, z) = −dz pˆ (z) + µ∆ uˆ (r, z) ,
which can be re-written using the wave number kν :
∆ uˆ (r, z) + k2ν uˆ (r, z) =
1
µ
dz pˆ (z) .
The generic solution of this equation can be expressed using the Bessel function of the first kind:
uˆ (r, z) = A (z) J0 (kνr) +
1
µk2ν
dz pˆ (z) ,
where the function A (z) is easily deduced from the no-slip boundary condition at the wall of
the cylinder:
A (z) = − 1
µk2ν J0 (kνd/2)
dz pˆ (z) ,
1We omit the dependence on the pulsation ω ∈ R for the sake of readability.
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whence the link between the velocity and the pressure gradient:
uˆ (r, z) = 1
µk2ν
[
1− J0 (kνr)
J0 (kνd/2)
]
dz pˆ (z) ,
whose surface-average on a section of the cylinder is
〈 uˆ 〉 (z) = 1
µk2ν
[1− Λ (kνd/2)]dz pˆ (z) , (B.3)
where the function Λ is defined at the end of this appendix. To derive this expression, the
following property of J0 is used:
ˆ a
0
xJ0 (x) dx = [xJ1 (x)]a0 ,
which stems from [AS65, 9.1.27, 9.1.28].
Derivation of the Crandall model The equation (B.3) can be simplified further by using
the integral form of the continuity equation: the divergence theorem gives, for any closed volume
V within the domain (outward normal n),
¨
∂V
u · n dS = 0.
Therefore, if we define a volume which includes the cylinder walls (at which there is a no-slip
condition), the section z = 0 and z = z, we get:
∀z ∈ ]0, l] − < u > (0) + < u > (z) = 0.
Hence, the surface-averaged velocity is invariant along the cylinder; we can now re-write equation
(B.3) as
〈 uˆ 〉 (0) = 1
µk2ν
[1− Λ (kνd/2)]dz pˆ (z) .
An integration over the length of the cylinder readily gives:
〈 uˆ 〉 (0)× l = 1
µk2ν
[1− Λ (kνd/2)] [pˆ (l)− pˆ (0)] ,
whence
[pˆ (l)− pˆ (0)] = µk2ν︸︷︷︸
=−jωρ0
l [1− Λ (kνd/2)]−1 〈 uˆ 〉 (0) ,
which is the so-called Crandall impedance model for a perforation of diameter d and length l, as
described in (3.4), and originally derived in [Cra26, A]. Beware that the formula derived here
is a dimensional impedance: a division by z0 is required to get the normalized impedance ZˆCr.
B.3 Impedance model for a cavity
The impedance of a cavity of diameter dc and length lc can be expressed by (3.1); this equation
holds true as long as the cavity is modelled by a monodimensional wave equation. The impedance
of the cavity therefore relies on the chosen propagation wave number, kc. One simple choice is
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the lossless cavity, for which kc is chosen as the propagation wave number given by the LEE :
kc = k0.
A more complete model, which accounts for both viscous and thermal effects is proposed by
Bruneau [Bru13, 3.7]. Based on different arguments than those exposed above, he also uses the
Stokes equation (B.2), but does not consider the fluid as incompressible; therefore, he establishes
(B.3), but cannot deduce the Crandall model from it. By considering the full Navier-Stokes, he
obtains the following propagation wave number:
k
k0
=
(1 + (γ − 1) Λ (kαd/2)
1− Λ (kνd/2)
)1/2{kα = √−j√ω/α = √Pr kν
kν =
√−j√ω/ν Bruneauwavenumber (B.4)
More details on the function Λ can be found at the end of this appendix; a plot of this wave
number is provided in figure B.1. It is function of two non-dimensional parameters:
I kνd/2 ' d/√2δv: ratio of the cylinder diameter to the thickness of the viscous boundary
layer [Bru98, p.117]. This nondimensional number is called the Stokes number, and is the
number typically used instead of the pulsation ω when plotting the impedance of a cavity.
I kαd/2 ' d/√2δth: ratio of the diameter to the thickness of the thermal boundary layer
[Bru98, p.117].
As these two numbers are related via the Prandtl number, we shall choose the Stokes number
as our primary variable herein.
High Stokes number approximation Using the (hermitian) asymptotic expansion of the
function Λ (C.6), we can derive a high Stokes number approximation of (B.4):
k
k0
= 1 + j sign [= (kνd/2)]
( 1
kνd/2
+ (γ − 1) 1
kαd/2
)
+O
(
|kνd/2|−2
)
. (B.5)
Therefore, at constant k0 , in the limit |kνd/2| → ∞, the losses in the cavity become negligible,
and we retrieve a lossless model k = k0. For ω > 0, sign [= (kνd/2)] = −1, and the expression
reduces to
k
k0
=
[
1 +
√−j
d/2
(√
ν + (γ − 1)√α)√ 1
ω
+O
(
ω−2
)]
.
It is worth noting that
k = k0 +
√−j
c0d/2
(√
ν + (γ − 1)√α)√ω︸ ︷︷ ︸
O(√ω)
+O
(
ω−1
)
.
Low Stokes number approximation At low Stokes numbers, the expansion is
k
k0
=
√
−8γ
(kνd/2)2
+O (|kνd/2|) . (B.6)
If we define a complex speed as c := ω/k, we get
c
c0
=
√
(kνd/2)2
−8γ +O
(
|kνd/2|2
)
.
Hence, the speed (< (c)) as well as the attenuation (= (c)) of the acoustic wave increase with
the Stokes number.
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Figure B.1 – Plot of the wavenumbers (B.4), (B.5) and (B.6). Pr = 0.707 and γ = 1.4.
B.4 Function Λ
The function Λ is defined as:
Λ (u) := 2
u
J1
J0
(u) , (B.7)
and appears in both the Bruneau wavenumber and the Crandall model. This function has
hermitian symmetry (ref. sec. C.4). A plot of the function Λ over the set {√−ju |u ∈ R} is
shown in figure B.2. An expansion near 0 yields:
Λ (s) =
0
1 + 18s
2 + 148s
4 + 113072s
6 +O
(
|s|8
)
.
The asymptotic expansion requires more involved computations, and is derived in appendix C,
see (C.6).
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Figure B.2 – Plot of Λ.
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Appendix C
Approximation of the Crandall model
The Crandall impedance model (3.4) for a perforation has already been encountered in section
3.2.3, where the modelling of a perforation and a cavity has been discussed. Its derivation is done
in appendix B. The present appendix focuses on approximating both the Crandall (3.4) and Maa
(3.9) models. As the functions at stake are hermitian, care should be taken when performing
approximations: more details on this particular aspect can be found in the last section of this
appendix, C.4.
C.1 Crandall model
C.1.1 Notations
We recall the (hermitian) Crandall model (3.4) for a perforation of length l and diameter d:
∀ω ∈ R, ZˆCr (ω) = jk0l [1− Λ (kνd/2)]−1 where Λ (s) := 2
s
J1
J0
(s) , (Revisited)
where kνd/2 is called the Stokes number, and is the key nondimensional parameter for the
acoustics of the perforation (ref. appendix B). More information on the function Λ can be found
in section B.4. To compute the various approximations of ZˆCr (ω), the first step is to define a
more convenient variable
∀ω ∈ R, u (ω) := kνd/2.
With this new variable, the Crandall model (3.4) can be expressed as
ZˆCr (ω) = ν
c0
l
(d/2)2
φCr (u (ω)) ,
where
∀s ∈ C, φCr (s) := −s2 [1− Λ (s)]−1 . (C.1)
The key is now to use properties of Bessel functions to approximate φCr on various regions of
the complex plane. In this appendix, we shall work with (C.1) rather than (3.4). To give an
order of magnitude:
∆φCr = 1⇐⇒ ∆ZˆCr = ν
c0
l
(d/2)2
' 1.16 10−3,
using the length l and diameter d of the perforation of the MP liner studied in section 5.3. This
value should be borne in mind when considering the plots in the following sections.
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C.1.2 Approximation at low Stokes number
To approximate φ near 0, we use the following Taylor series [AS65, p.360]:
J0 (s) =
∑
p≥0
(−1)p
(p!)2
(
s
2
)2p
J1 (s) =
∑
p≥0
(−1)p
(p+ 1) (p!)2
(
s
2
)2p+1
.
This enables to compute the first terms of the Taylor series expansion of φ:
φ (s) =
0
8− 43s
2 − 1144s
4 − 14320s
6 + · · · (C.2)
· · · − 7829440s
8 − 1134836480s
10 +O
(
|s|12
)
.
As φ is hermitian and 0 ∈ R, the series is hermitian as well. It readily gives the low Stokes
approximation of the Crandall model:
∀ω ∈ R, ZˆCr (ω) =0
8ν
c0
l
(d/2)2
+ 1144
l (d/2)2
c0ν
ω2 − 7829440
l (d/2)6
c0ν3
ω4
+j
[
4
3
l
c0
ω − 14320
l (d/2)4
c0ν2
ω3 + 1134836480
l (d/2)8
c0ν4
ω5
]
+O
(
|kνd/2|12
)
,
which is a more general form of the expression (3.7).
C.1.3 Approximation at an arbitrary Stokes number
Obviously, the Taylor series expansion of φCr can be computed around any point in the complex
plane. Thanks to properties of the Bessel functions derivatives, such as J ′0 = −J1 [AS65, p. 361],
its coefficients can be expressed analytically using only Jp (u), where p is the order of the series.
Still, the expressions are rather cumbersome: hence why we only give numerical approximations
in this section.
Note that, as φ is a hermitian function, care should be taken to ensure the hermitianity of the
approximation; we use the notation introduced in section C.4 (ref. equation (C.11)). Given that
our interest is in fractional models, we choose to approximate φ up to the second order. Our
approximation reads, in the lower plane:
∀= (s) < 0, φ− (s) = b0 + b1 (s− s-) + b2 (s− s-)2 .
The approximations considered are given in the table below.
s- b0 b1 b2
3
√−j 8.5 + j 12 −5.0 + j 5.9 −1.1 + j 0.24
4
√−j 9.4 + j 21 −6.2 + j 7.7 −0.96 + j 0.18
5
√−j 11 + j 31 −7.3 + j 9.2 −0.93 + j 5.8 10−2
6
√−j 12 + j 4.4 −8.6 + j 11 −0.96 + j 7.4 10−3
7
√−j 13 + j 58 −10 + j 12 −0.99 + j 3.9 10−3
8
√−j 15 + j 7.5 −11 + j 13 −0.99 + j 4.9 10−3
9
√−j 16 + j 9.3 −13 + j 15 −0.99 + j 3.8 10−3
10
√−j 17 + j 110 −14 + j 1.6 −1.0 + j 2.6 10−3
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C.1.4 Approximation at high Stokes number
Derivation Computing rigorously the asymptotic expansion of φCr is a bit more tricky. The
starting point is, as always, a property of Bessel functions [AS65, 9.2.1]:
∀s ∈ C : | arg s| < pi, Jν (s) =
√
2
pis
cos
[
s− ν pi2 −
pi
4
]
︸ ︷︷ ︸
=O
(
e|=(s)|
|s|1/2
) +O
(
e|=(s)|
|s|3/2
)
. (C.3)
This property can easily be verified numerically. Beware that, on our complex path ω 7→ u (ω),
we actually have ∣∣∣∣∣Jν (u)−
√
2
piu
cos
[
u− ν pi2 −
pi
4
]∣∣∣∣∣ −−−−−→ω→±∞ +∞,
which makes it rather clear that (C.3) is not going to be really useful went it comes to approx-
imating Jν in our case. However, this asymptotic expansion does prove helpful for the ratio of
Bessel functions:
J1
J0
(s) =∞
√
2
pis cos
[
s− pi2 − pi4
]
+O
(
e|=(s)|
|s|3/2
)
√
2
pis cos
[
s− pi4
]
+O
(
e|=(s)|
|s|3/2
)
=∞
cos
[
s− pi2 − pi4
]
cos
[
s− pi4
] × 1 +O
(
|s|−1
)
1 +O
(
|s|−1
)
=∞
cos
[
s− pi2 − pi4
]
cos
[
s− pi4
] +O (|s|−1) . (C.4)
This ratio of cosines can be readily expanded, as long as one is cautious with the sign of = (s):
cos
[
s− pi2 − pi4
]
cos
[
s− pi4
] =∞ e−=(s)ej[<(s)−(
pi/2+pi/4)] + e+=(s)e−j[<(s)−(pi/2+pi/4)]
e−=(s)ej[<(s)−pi/4] + e+=(s)e−j[<(s)−pi/4]
=∞ j× sign [= (s)] +O
(
e−2|=(s)|
)
. (C.5)
By combining (C.4) and (C.5), we can easily obtain the asymptotic expansion of the Λ
function:
Λ (s) =∞
2j
s
sign [= (s)] +O
(
|s|−2
)
, (C.6)
which finally enables us to perform the asymptotic expansion of φCr:
φCr (s) := −s2 [1− Λ (s)]−1
=∞ −s
2
[
1− 2j
s
sign [= (s)] +O
(
|s|−2
)]−1
=∞ −s
2
[
1 + 2j
s
sign [= (s)] +O
(
|s|−2
)]
=∞ −s
2 − j2 sign [= (s)] +O (1) ,
=∞ −s
2 − 2G1 (s) +O (1) ,
where we have used the function G1 defined in (C.12). Using (C.13), we finally get the (her-
mitian) asymptotic expansion
φCr (s) =∞ −s
2 + 2
(
−s2
)1/2
+O (1) . (C.7)
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Substituting s by our complex path u yields the high Stokes approximation of the Crandall
model:
ZˆCr (ω) =±∞
ν
c0
l
(d/2)2
[
−u (ω)2 + 2
(
−u (ω)2
)1/2
+O (1)
]
=±∞
ν
c0
l
(d/2)2
[
−
(
−jω
ν
(d/2)2
)
+ 2
(
+jω
ν
(d/2)2
)1/2
+O (1)
]
=±∞
ν
c0
l
(d/2)2
[
+jω
ν
(d/2)2 + 2
d/2√
ν
(jω)1/2 +O (1)
]
=±∞ jk0l +
2l
√
ν
c0d/2
(jω)1/2 +O (1) ,
which is to be compared with (3.8).
Tweak: additional constant As the accuracy of the expansion (C.7) is O (1), it is legit to
add a constant. A “natural” choice for this constant is 4, given that furthering the expansion of
φCr gives:
φCr (s) =∞ −s
2
[
1− 2j
s
sign [= (s)] +O
(
|s|−2
)]−1
=∞ −s
2
[
1 + 2j
s
sign [= (s)]− 4
s2
+O
(
|s|−2
)]
=∞ −s
2 − 2G1 (s) + 4 +O (1) . (C.8)
Using this additional constant yields the model given in section 3.2.3, (3.8). However, this
constant1 can also be determined through an optimization. For instance, one may want to
reduce the fit error compared to the full Crandall model (C.1), on a given range of Stokes
number; we give two examples of such an optimization below.
I For a Stokes number between 0 and 6, the optimal constant is found to be 4, within ±0.1.
This is the “natural value”, it reduces the fit error at low Stokes numbers.
I For a Stokes number between 0 and 15, the optimum is 3.5, within ±0.3.
These examples show that the optimal value of the additional constant depends on the selected
criterion: the wider the frequency range, the lower the constant. this is somewhat intuitive,
given that the high Stokes approximation is an asymptotic expansion: the “closer” we are to
infinity, the less we need to correct the expansion.
C.2 Maa model
The Maa model, without any correction, reads [Maa98]
ZˆMaa (ω) := 8ν
c0
l
(d/2)2
(
1 + jk
2
ν (d/2)2
32
)1/2
+ jk0l
1 + [9 + jk2ν (d/2)22
]−1/2 .
1Which can be complex, although, to preserve hermitian symmetry, this entails a discontinuity of = [φCr] when
crossing the real axis.
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To enables simple comparison with the various approximations of the Crandall model, it is more
convenient to re-write this model as
ZˆMaa (ω) = ν
c0
l
(d/2)2
φMaa (u (ω)) ,
where
∀s ∈ C, φMaa (s) := 8
(
1 + j s
2
32
)1/2
− s2
1 + [9 + js22
]−1/2 . (C.9)
In the remaining of this section, we approximate φMaa. As already mentioned in section 3.2.3, this
model does not have hermitian symmetry, which makes it unsuitable for time-domain simulation.
A correction is proposed at the end of this section.
Low-Stokes number approximation To obtain the low Stokes approximation of the Maa
model (C.9), we follow the exact same method as for the Crandall model. A Taylor series
expansion readily yields
φMaa (s) =0 8 +
(
−43 + j
1
8
)
s2 +O
(
|s|4
)
,
which is to be compared to (C.2): at low Stokes number, the Maa model approximates the
Crandall model up to O (|s|4) for the resistance, and up O (|s|2) for the reactance. Note that
one of the coefficient of this expansion is complex: this is due to the fact that, as already said,
the Maa model is not hermitian.
High-Stokes number approximation An asymptotic expansion gives
φMaa (s) =∞ −s
2 + 2js+O (1) ,
which coincides with (C.7) only on the lower plane = (s) < 0 (or, if s = u (ω), for positive
pulsations). Again, this is directly linked to the fact that the model is non-hermitian.
Hermitian correction A simple way to fix the Maa model is to realize that ju (ω)2 is equal to
|u (ω) |2 only in the lower plane (for positive pulsations). The corrected model therefore reads:
∀s ∈ C, φcorMaa (s) := 8
(
1 + |s|
2
32
)1/2
− s2
1 + [9 + |s|22
]−1/2 , (C.10)
which can also be written as
ZˆcorMaa (ω) :=
8ν
c0
l
(d/2)2
(
1 + |kν (d/2)|
2
32
)1/2
+ jk0l
1 + [9 + |kν (d/2)|22
]−1/2 .
The model does match with the uncorrected model in the lower plane, but has the advantage
of being hermitian, and, thus respect the physics. A comparison between the corrected and
uncorrected model is plotted in figure C.1.
172 Appendix C. Approximation of the Crandall model
−4 −2 0 2 4
7
8
9
Stokes number |u(ω)| signω (rad)
Ù[
φ
◦u
(ω
)]
(r
ad
)
Original Maa φMaa
Corrected Maa φcorMaa
−4 −2 0 2 4
−10
0
10
|u(ω)| signω (rad)
Ú[
φ
◦u
(ω
)]
(r
ad
)
Figure C.1 – Comparison between the original Maa model φMaa (C.9) and a corrected hermitian version
φcorMaa (C.10).
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C.3 Comparison
In this section, we compare the various approximations of the Crandall model that have been
derived above. Our criterion is to minimize the l2 fit error with the full Crandall model, where
the range for the Stokes number is chosen to be 0 to 15: for the MP liner covered in section 5.3,
this would translate as a frequency range of 0 Hz up to 24.9 kHz.
The results of the comparison are summarized in table C.1. Clearly, a Stokes number of 7 yields
the best approximation on this frequency range. A plot is proposed in figure C.2. While the
Maa model behaves well in low frequency, it exhibits a high frequency shift which penalises it. A
plot of the error is shown in figure C.3. After an error peak at the origin, the St-7 approximation
remains better than the Maa model until a Stokes number of 38 for the resistance and 15 for
the reactance.
Model Resistance error (%) Reactance error (%)
Cr. High Stokes. (C.8) (ref.) 0 0
Cr. High Stokes. w/o constant (C.7) 3.4 103 0
Maa (hermitian) (C.10) 56 55
Cr. Low Stokes. 2nd order (C.2) 1.3 103 5.7 103
Cr. at 3
√−j 1.6 103 2.1 103
Cr. at 4
√−j 1.1 103 50
Cr. at 5
√−j 2.1 102 4.3 102
Cr. at 6
√−j −51 95
Cr. at 7
√−j −52 −54
Cr. at 8
√−j −53 −71
Cr. at 9
√−j −52 −71
Cr. at 10
√−j −50 −67
Table C.1 – Comparison of various approximations of the Crandall model (C.1). For each model, the
l2 distance to the Crandall model is given. The range for the Stokes number is 0 to 15. To
improve the readability of the table, the l2 distance is expressed relatively to that of the
high Stokes approximation, with the additional constant 4 (C.8).
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Figure C.2 – Comparison between various approximations of the full Crandall model (C.1): second
order Low Stokes (C.2), high Stokes with additional constant 4 (C.8), second order at a
Stokes number of 7 and the Maa model (C.10). For each model, the l2 distance to the full
Crandall model is indicated in brackets, as in table C.1.
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Figure C.3 – Comparison between various approximations of the full Crandall model (C.1): second
order Low Stokes (C.2), high Stokes (C.8), second order at a Stokes number of 7 and the
Maa model (C.10). The relative l2 distance to the full Crandall model is plotted.
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C.4 Remarks on Hermitian functions and their approximations
In this section, we give some formal details about hermitian symmetry. The purpose is merely
to highlight that one must be cautious when approximating an hermitian function (such as the
one given by the Crandall model (C.1).
Definition C.1 (Hermitian symmetry). A function φ : C → C is said to have hermitian sym-
metry (or to be hermitian) if
∀s ∈ C, φ (s∗) = φ (s)∗ .
A function f : R→ C is said to have hermitian symmetry (or to be hermitian) if
∀ω ∈ R, f (−ω) = f (ω)∗ .
(< (f) is even, and = (f) is odd.)
Remark C.2. The link between these two definitions is obvious. If u : R → C is a parametric
representation of a path in the complex plane such that
∀ω ∈ R, u (−ω) = u (ω)∗ ,
then, we have the logical consequence
φ hermitian ⇒ φ ◦ u hermitian.
Examples of such paths include u : ω 7→ jω and u : ω 7→ √jω, ref. figure C.4.
0
u(ω) =
√−jω
ω → −∞
ω < 0
pi/4
ω → +∞
ω > 0
−pi/4
Figure C.4 – The domain C, defined as the image of R 3 ω 7→ u (ω).
Power series approximation of a hermitian function Let φ be a hermitian function,
such that its N first derivatives φ(p) are hermitian as well. Let s1 ∈ C be an arbitrary complex
number such that = (s1) > 0. Let φ+ be an approximation of φ around s1, defined as the
truncated Taylor series expansion of φ:
φ+ (s) = a0 +
N∑
p≥1
aps
p +O
(
|s− s1|N+1
)
.
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An issue with such an approximation is that, in general, it is not hermitian. (A sufficient condi-
tion for φ+ to be hermitian is s1 ∈ R.) Therefore, our aim is to build a hermitian approximation
of φ. One possibility is to consider the Taylor series expansion around the complex conjugate
s∗1, which yields, given that the derivatives
(
φ(p)
)
p∈J1,NK are hermitian:
φ− (s) =
∑
p≥0
a∗ps
p +O
(
|s− s∗1|N+1
)
,
with the obvious property:
φ+ (s)∗ = φ− (s∗) .
From the two approximations φ+ and φ−, a hermitian approximation of φ can be readily
built:
∀s ∈ C, ψ (s) =
{
φ+ (s) = (s) > 0
φ− (s) = (s) < 0
. (C.11)
Note that ψ is generally not holomorphic on C; in particular, it is discontinuous on the real axis
if = (a0) 6= 0, the jump being ±2×= (a0) . ψ can be written in a more explicit manner:
ψ (s) =
N∑
p≥0
< (ap) sp + = (ap)×Gp (s) ,
where
Gp (s) :=
{
jsp = (s) > 0
−jsp = (s) < 0 = j sign [= (s)]s
p (C.12)
Expressing Gp (s) for any p ∈ N seems tricky. However, for p = 1, we have
∀s ∈ C, G1 (s) = −
(
−s2
)1/2
, (C.13)
and for p = 2, we have:
∀ω ∈ R, G2
(√
jω
)
= −|ω|2.
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Appendix D
Additional Experimental Data Fitting
The purpose of this appendix is to fit new sets of experimental data. Compared to the lengthy
discussions proposed in chapter 5, the content herein will be kept short. We shall consider the
physical models discussed in chapter 5, as well as the EHR model introduced in section 4.2.1.
The covered locally reacting materials are:
I Ceramic tubular liner (CT57).
I Micro-perforated liner (MP GFIT).
I Micro-perforated liner (MA150307).
I Wire mesh-over-honeycomb liner (MA150305).
I Double DoF liner (ALIAS DDOF).
Remark D.1. In each of the comparisons given below, the impedance corrections discussed in
section 3.3 have not been used. Obviously, this implies that there is room for improvement.
D.1 Ceramic tubular liner (CT57)
Description This liner is described in table 5.1, and has already been modelled in section 5.2.
Modelling We compare two models:
I A physical model, (3.2), in which kc is the Bruneau wavenumber (B.4).
I The EHR model (4.1), with r = m = 0 (no perforation), β = σ−1 and tuned at the first
anti-resonance using (4.2).
In both cases, the cavity length lc is shortened by 10 % to match the first resonant frequency of
the experimental data.
Results The comparison is plotted in figures D.1 and D.2, which are identical to figures 4.3
and 4.4, respectively.
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Figure D.1 – Plot of the EHR model, compared to experimental data (liner CT57, described in 5.2)
and a physical model (3.2), in which kc is the Bruneau wavenumber (B.4). (As in 5.2,
the length lc has been reduced by 10 %). The EHR parameters are: r = m = 0, β = σ−1
and (4.2) is used for ν, ∆t and . ωEHR is chosen to be the first anti-resonant pulsation
(vertical line).
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Figure D.2 – Same as figure D.1, but with the absorption coefficient (2.5).
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D.2 Micro-perforated liner (MP GFIT)
Description This liner is described in table 5.1, and has already been modelled in section 5.3.
Modelling We consider two models:
I A physical model, (3.6), in which kc is the Bruneau wavenumber (B.4).
I The EHR model (4.1), with:
 r = 1σ
16ν
c0d2
l and m = 1σ
l
c0
, which are the values from the high Stokes approximation
of the Crandall model (3.8).
 β = 1.
 ωEHR is chosen to be the first anti-resonant pulsation, which is |kν (ωEHR) d/2| = 6.33.
See (4.2).
Results The comparison is plotted in figures D.3 and D.4.
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Figure D.3 – Plot of the EHR model, compared to experimental data (micro perforated liner described
in 5.3) and a physical model (3.6), in which kc is the Bruneau wavenumber (B.4). The
EHR parameters are from the high Stokes approximation of the Crandall model. ωEHR is
chosen to be the first anti-resonant pulsation (vertical line).
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Figure D.4 – Same as figure D.3, but with the absorption coefficient (2.5).
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D.3 Micro-perforated liner 2 (MA150307)
Description MA150307 is a micro-perforated liner made from:
I A micro-perforated plate σ = 5 %, l = 0.8 mm and d = 0.3 mm.
I A honeycomb lc = 20 mm and dc = 9 mm.
Modelling We consider two models:
I A physical model, (3.6), in which kc is the Bruneau wavenumber (B.4).
I The EHR model (4.1), with:
 r = 0.28 and m = 1σ
l
c0
. Using the values from the high Stokes approximation of the
Crandall model do not lead to a satisfying result (the lack of
√
jω is damaging).
 β = 1.
 ωEHR is chosen to be the first resonant pulsation, which is |kν (ωEHR) d/2| = 4.78.
(The first anti-resonant pulsation is not covered by the experimental data). See (4.2).
Two corrections must be made to properly fit the data :
I l is reduced by 17.5 %, which reduces the viscous losses in the perforation.
I lc is shortened by 2.5 %, which increases the resonant frequency.
Results The comparison is plotted in figures D.5 and D.6.
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Figure D.5 – Plot of the EHR model, compared to experimental data (micro perforated liner
MA150307) and a physical model (3.6), in which kc is the Bruneau wavenumber (B.4).
ωEHR is chosen to be the first resonant pulsation (vertical line).
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Figure D.6 – Same as figure D.5, but with the absorption coefficient (2.5).
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D.4 Wiremesh liner (MA150305)
Description MA150305 is a wire mesh-over-honeycomb liner made from:
I A wire-mesh face-sheet, which is expected to behave as a pure resistance of 0.5.
I A honeycomb lc = 38.1 mm and dc = 9.5 mm.
Modelling We consider two models:
I A physical model
Zˆ (ω) = R− j cotan [kclc],
in which kc is the Bruneau wavenumber (B.4).
I The EHR model (4.1), with:
 r = R and m = 0.
 β = 1.
 ωEHR is chosen to be the first anti-resonant pulsation, which is |kν (ωEHR) dc/2| =
207.12. See (4.2).
Two corrections must be made to properly fit the data :
I l is shortened by 6 %, which lower the viscous losses in the perforation.
I R = 0.46 instead of 0.5.
Result The comparison is plotted in figures D.5 and D.6.
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Figure D.7 – Plot of the EHR model, compared to experimental data (wire mesh-over-honeycomb liner
MA150305) and a physical model. ωEHR is chosen to be the first anti-resonant pulsation
(vertical line).
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Figure D.8 – Same as figure D.7, but with the absorption coefficient (2.5).
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D.5 DDOF liner
Description This liner (concept n°2 of the ALIAS project) is a double DoF liner made from:
I A first micro-perforated plate, characterised by a porosity σ1, a length l1 and a diameter
d1.
I A first honeycomb, characterised by a diameter dc1 and a length lc1 .
I A second micro-perforated plate, characterised by σ2, l2 and d2.
I A second honeycomb, characterised by dc2 and lc2 .
For reasons of confidentiality, the physical dimensions of the liner cannot be given.
Modelling Under the assumptions:
I Stokes flow within the two perforations (ref. appendix B),
I monodimensional LEEs in the two cavities, with wavenumbers k1 and k2,
the impedance model for the DDoF liner is
Zˆ (ω) = 1
σ1
Zˆp1 + Zˆ2 cos k1lc1 + j sin k1lc1cos k1lc1 + jZˆ2 sin k1lc1
with Zˆ2 (ω) = 1
σ2
Zˆp2 − j cotan k2lc2 ,
where Zˆp1 and Zˆp2 are the impedances of both perforations.
We consider two models:
I Zˆp1 and Zˆp2 are the Crandall model (3.4). k1 and k2 are the Bruneau wavenumber (B.4).
We name this model “Cr./Br. + Cr./Br.”.
I Zˆp1 and Zˆp2 are the Crandall model (3.4). k1 and k2 are the lossless propagation wavenum-
ber k0 ∈ R. We name this model “Cr./LEE + Cr./LEE”.
Results The comparison is plotted in figures D.9 and D.10. The fit can be improved by
doubling the porosity σ1, see figures D.11 and D.12.
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Figure D.9 – Comparison of two DDoF models against experimental data.
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Figure D.10 – Same as figure D.9, but with the absorption coefficient (2.5).
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Figure D.11 – Comparison of two DDoF models against experimental data. The porosity σ1 has been
doubled.
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Figure D.12 – Same as figure D.11, but with the absorption coefficient (2.5).
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