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Ideas underlying nonparametric regression and the parametric bootstrap are discussed. An overview is provided of their application to item response theory and, in particular, local dependence assessment. The resulting nonparametric item response theory parametric bootstrap can remove the need to specify a particular parametric form for the item response functions and correct for the statistical bias caused by conditioning on observed test scores. The method is applied to the problem of assessing local dependence that varies with examinee trait levels. This is done by using pointwise testing bands to examine the item pair conditional covariance at each examinee trait level. The pointwise bands are used to diagnose speededness in a testing situation in which unanswered items are scored as incorrect. Index terms: dimensionality assessment, item response theory, kernel smoothing, local item dependence, nonparametric item response theory, parametric bootstrap, speededness.
Many item response theory (IRT) procedures are based on the assumptions of unidimensionality and local independence (LI). Procedures that are common for testing these assumptions are limited, because they are biased due to conditioning on the observed responses or they assume a particular parametric form for the item response functions (IRFs). Practitioners are forced either to assume that the specified parametric form fits, or to use an ad-hoc bias correction. However, modern computer capabilities have made available a variety of new statistical methods. Two such methods-kernel smoothing nonparametric regression and the parametric bootstrap-are described in the context of dimensionality and local dependence assessment.
Local Dependence Assessment
The most commonly used IRT models are for dichotomous items (scored as "correct" or "incorrect"). These models are based on three assumptions: (1) unidimensionality, (2) monotonicity, and (3) LI. Unidimensionality is the assumption that examinee responses to items are explained by a single scalar latent trait, θ . Monotonicity is the assumption that the probability of a correct response on an item increases with θ . If U i represents the response to item i, where 1 is a correct response and 0 an incorrect response, monotonicity can be written as P [U i = 1| = θ ], increasing in θ . P [U i = 1| = θ ] is the IRF for item i, and is abbreviated below as P i (θ ) . LI is the condition that
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222 APPLIED PSYCHOLOGICAL MEASUREMENT for all sets of 1 ≤ L ≤ n items and all θ . That is, the probability of a particular response pattern for any set of items can be determined by knowing the probability of correctly answering each item individually-there is no interaction between items once θ is known for an examinee. The three-parameter logistic model (3PLM; Birnbaum, 1968) results from restricting the IRFs to a particular parametric form. In the 3PLM, the probability of a correct response to item i is
where a i is the slope (discrimination) parameter, b i is the location (difficulty) parameter, and c i is the lower asymptote (guessing) parameter. As long as a i is positive, the IRF will satisfy monotonicity. The Rasch (1960) model is a special case of the 3PLM, in which c i = 0 and a i = 1 for each item. This paper focuses on the monotonicity, LI, and unidimensionality of dichotomous IRT models; however, a variety of alternative models are available (see van der Linden & Hambleton, 1997) .
Methods for Testing LI and Unidimensionality
The usefulness of θ estimates, item parameter estimates, and estimated standard errors depends on specifying the correct parametric form of the IRF, as well as on assumptions of LI and unidimensionality. Similarly, common procedures for detecting differential item functioning, selecting items for computerized adaptive tests, and equating tests also depend on the unidimensionality of the underlying latent trait. Because of the importance of these assumptions, a variety of procedures have been proposed for testing LI and unidimensionality. Typically, a unidimensional model is fitted to the data, and then LI is tested between each item pair. If LI fails, a model with a multidimensional θ or one that allows for local item dependence is needed.
In Hattie's (1985) overview of methods for detecting local item dependence and multidimensionality, only four of over thirty methods surveyed "could consistently distinguish one-dimensional from more than one-dimensional data sets. The four indices were the sum of (absolute) residuals after fitting a two-or three-parameter latent trait model using NOHARM (Fraser, 1981; McDonald, 1982) or FADIV (Andersson, Christoffersson, & Muthén, 1974)" (p. 158) .
Since Hattie's (1985) overview, a variety of methods that fit a parametric IRT model to the data have been proposed. Yen's (1984) Q 3 is the correlation across examinees of the item pair residuals that result from fitting a 3PLM to the data. Chen & Thissen's (1997) X 2 and G 2 use the estimated marginal frequencies from a fitted 2PLM or 3PLM. Glas (1999) used Lagrange multipliers to compare a model with LI and unidimensionality to a locally dependent model. However, for all methods depending on a particular parametric form, Hattie noted, "if the incorrect model is used, then the resulting indices must fail" (p. 158).
Instead of using results from a fitted IRT model, Rosenbaum (1984) used a simple function of observed item responses and the property of conditional association. He proved that an IRT model with LI and unidimensionality must satisfy Cov[U i , U l |S (−il) = s] ≥ 0 for all item pairs, where S (−il) is the rest score (the examinee's score on all items except i and l). To test this condition, Rosenbaum proposed using the Mantel-Haenszel procedure for stratified 2 × 2 tables (e.g., Conover, 1999) . A separate 2 × 2 table is used for each rest score, with correct or incorrect for one item as the row categories, and correct or incorrect for the other item as the columns. Then the resulting statistic is compared to the lower tail of the standard normal distribution. Unidimensionality is rejected when the test statistic is below the reference value.
Unfortunately, the assumptions that result in use of the normal reference distribution for the Mantel-Haenszel statistic are violated in IRT by the very conditional association it seeks to test. Matching on the rest score instead of θ induces a positive bias in the statistic. This bias causes the procedure to have low power when used to test for negative local item dependence (Zwick, 1987) , and results in a Type I error rate approaching 40% when used to test for positive local item dependence (Habing & Donoghue, in press ). This bias also affects some parametric procedures: Q 3 suffers from a negative bias because its residuals are calculated using a θ estimate that relies on all of the responses (Yen, 1993) . Additional difficulties can arise from the choice of conditioning variable (see Junker & Sijtsma, 2000; Meredith & Millsap, 1992) .
DIMTEST (Stout, 1987 ) is a nonparametric method that assesses LI and unidimensionality. It attempts to directly estimate
which is the average of the item pair conditional covariance
across θ . Here, P il (θ) is the probability of answering both items i and l correctly. The reasoning behind focusing on the conditional covariance can be seen by setting the right-hand side of Equation 4 to zero. This is the condition of LI (Equation 1) for the single item pair i, l. When a test follows a generalized compensatory multidimensional model (a generalization of the multidimensional logistic IRT model; Reckase, 1997) , the integration of the conditional covariance is justified by geometric theory (Zhang & Stout, 1999a) . Consider a test with several dimensions in which the θ of interest is a composite of various dimensions (e.g., for the composite "reading about science," the three dimensions might be "reading about chemistry," "reading about physics," and "reading about biology"). For any fixed level of the composite, correctly answering a question based on one of the dimensions is indicative of a higher ability on that dimension. Because the composite θ level is fixed, the abilities must be lower on the other dimensions. Thus, an examinee correctly answering an item on the first dimension is more likely to correctly answer another item based on that dimension than would be predicted under LI. When conditioning on the composite θ in Equation 4, this causes the conditional covariance to be positive when both questions measure the same secondary dimension (e.g., if "reading about science" were the primary θ , "chemistry content," "physics content," and "biology content" could be considered secondary dimensions). Similarly, an examinee correctly answering an item depending on the first dimension is less likely to answer an item that depends on either of the other dimensions than would be predicted by LI. Thus, the conditional covariance will be negative for two items measuring different secondary dimensions.
This geometric theory of conditional covariances can be used to test for violations of LI and unidimensionality, and also to describe the nature of these violations (Bolt, 2001; Stout et al., 1996; Zhang & Stout, 1999b) . Unfortunately, DIMTEST approximates the integral of the conditional covariance using contingency tables similar to those in the Mantel-Haenszel procedure and requires some method for the removal of the resulting bias. Stout (1987) proposed correcting for this bias by removing a set of items from the conditioning score and using them to estimate the bias in the statistic. This has the side effect of reducing the precision of the θ estimate, which reduces the power for detecting local dependence.
Kernel Smoothing
Many alterative models (other than the 3PLM or Rasch model) exist for modeling dichotomous items with LI, monotonicity, and unidimensionality. Nonparametric alternatives to parametric functions can be found by adapting nonparametric regression methods. Ramsay (1991 Ramsay ( , 1993 used kernel smoothing (Nadaraya, 1964; Watson, 1964) to estimate IRFs. Instead of fitting a parametric function to the entire set of data using least squares or maximum likelihood, kernel smoothing takes a weighted average at each point; the weights are determined by the kernel function.
Given independent variable and the ith response variable, U i , the estimated regression function
where
is the kernel function, h is the bandwidth, and j indexes the N observations. Figure 1 demonstrates the basic method of kernel smoothing (and some of its complications). The function for predicting U from for five data points, A-E, was estimated. A bandwidth of 1.5 was used, and the triangular kernel, K(x), was 1 − |x| if |x| ≤ 1, and 0 otherwise. At θ = .5,
Example
forθ j between −1 and 2, and 0 otherwise. For Points A, B, and E, the weights were 0; for Points C and D, the weights were 2/3. Using Equation 5, the estimated value at θ = .5 was found to bê
The values of the other points on the regression line were determined similarly.
Some Problems With Kernel Smoothing
One of the difficulties in kernel smoothing is that the estimated function is jagged (nondifferentiable) in several places (Figure 1 ). This is due to the nondifferentiability of the triangular kernel, which is passed on to the estimated function through Equation 5.
Other kernel functions can be selected. Options include the Gaussian kernel (e.g., Härdle, 1991, p. 45) , 
for |x| ≤ 1, and 0 otherwise. Although the Epanechnikov kernel is also nondifferentiable, it has the advantage of being most efficient in terms of the mean integrated squared error (MISE),
Statistical efficiency between various kernel functions does not differ greatly. Choosing a kernel function often is based on computational-rather than statistical-efficiency (Silverman, 1986, pp. 41-43) . The Gaussian kernel insures differentiability of the estimated function and also facilitates the use of the Fourier transformation (Silverman, 1986, pp. 61-66) . Another difficulty is found at lower θ levels in Figure 1 . Instead of fully capturing the low u value at Point B, the function smooths out the differences between Points A, B, and C. This smoothness is controlled by the bandwidth. As the bandwidth decreases, each data point increasingly dominates the function in its area until the estimated function is a collection straight lines connecting the observed data points. As the bandwidth increases, the estimated function approaches a horizontal line passing through the mean,ū.
Asymptotically, a bandwidth of N −1/5 has been shown (Eubank, 1999) to have the minimum MISE for regression problems in which θ values are nonrandom and errors are homoscedastic. However, the exact value depends on error variance, kernel choice, and the properties of the unknown underlying function (Eubank, 1999, Theorem 4.1) . As a result, a variety of arbitrary rules and more complex iterative methods have been used to select the bandwidth (e.g., Eubank, 1999, Section 4.5; Härdle, 1990, Chapter 5; Silverman, 1986, Section 3.4) .
In contrast to the lower θ range, the underestimation for the higher θ range is due to a lack of observations to the right of Point E. The estimated value at θ = 1 is a weighted average of Points C, D, and E; however, the estimated value at θ = 2 is an average of only Points E and D. To correct for this boundary bias, Rice (1984) used a weighted difference of two smoothed functions near the boundaries. Müller (1991) suggested the use of a different kernel near the boundary, instead of that used in the interior.
Estimating IRFs and θ θ θ
Nonparametric IRF estimation using kernel smoothing can be implemented as above, whereθ j is an estimate of the examinee's θ , u i,j is the 0-1 response of examinee j to item i, andP i (θ ) is the IRF estimate. The implementation is complicated, however, becauseθ j is an estimate of θ and u i,j is binary. Standard proofs of the Epanechnikov kernel's optimality and using N −1/5 for the bandwidth are based on standard regression assumptions of homoscedastic errors and fixed independent variables. The examinee's rest score, S (−i) , is asymptotically consistent (Stout, 1990 ) as a θ estimate. It avoids the possible artifactual nonmonotonicity in the estimated IRF due to including the item being modeled (Junker & Sijtsma, 2000) . Douglas (1997) proved the consistency of jointly estimating IRFs and examinee θ by using a θ scale ranging from 0 to 1, withθ j as the examinee's percentile rank among all examinees based on S (−i) (with ties broken randomly).
Ramsay (1991) used a θ estimate that takes into account item discrimination differences. Ramsay's (1993) TESTGRAF uses a second smoothing with a variable bandwidth to control variation at the extremes. TESTGRAF also uses information from the examinees' choices of incorrect responses. Habing & Nitcheva (2001) examined the choice of boundary bias correction. However, much of the theoretical development for nonparametric regression is for simpler cases than the latent variable structure of IRT and has yet to be generalized. Similarly, the effectiveness of many of the commonly used methods in standard regression have not been thoroughly investigated for IRF estimation.
A variety of alternatives to kernel smoothing are available for nonparametric IRF estimation (for a survey of methods, see Eubank, 1999; Härdle, 1990; Hastie & Tibshirani, 1990) . Ramsay & Winsberg (1991) and Abrahamowicz & Ramsay (1992) investigated the use of regression splines for IRF estimation, the latter in the case of polytomous items. Ramsay (1997) discussed the use of generalized additive model approaches. Nonparametric regression methods are readily available as built-in functions, or in standard libraries, for SAS, S-PLUS, and other computer languages (e.g., Härdle, 1991) .
Applications of Nonparametric IRF Estimation
One use of nonparametrically estimated IRFs is the modification of local dependence assessment procedures originally constructed using parametric models. Habing & Donoghue (in press ) did this to form a nonparametric version of the Q 3 statistic. Another use is to take advantage of Equation 4, and use kernel smoothing to directly estimate Cov(U i , U l | = θ). This can be done, for example, by using S (−il) as the basis forθ j , and replacing u i,j with u i,j u l,j to estimate P il (θ ) . Kim (1994) used this method to construct an estimate of A CCov (Equation 3) by numerically integrating the kernel smoothing estimated function. She then proposed using this estimate to directly test LI and unidimensionality (using the parametric bootstrap to construct the test). Douglas, Kim, Habing, & Gao (1998) proposed using the estimate of Cov(U i , U l | = θ) to investigate factors that should cause the conditional covariance to vary across θ levels.
The use of nonparametrically estimated IRFs is not limited to detecting local item dependence and multidimensionality. Douglas, Stout, & DiBello (1996) used similar techniques to estimate how differential item functioning varies across θ . Ramsay (1993) used kernel smoothing to estimate the response functions for each response category, instead of estimating the probability of correct responses. Douglas & Cohen (2001) examined the lack of fit of the parametric form of IRFs by comparing the best-fitting parametric and nonparametric IRFs with a MISE-like measure. Like Kim (1994) , Douglas and Cohen used bootstrap methods to construct a hypothesis test.
Nonparametric and Parametric Bootstrap Nonparametric Bootstrap
Efron's (1979) nonparametric bootstrap estimates the sampling distribution of a random variable R(X, F ), where F is the population distribution, and X = (X 1 , X 2 , . . . , X N ) is the random sample drawn from F .
R(X, F ) often takes the form R(X, F ) = T (X)− (F ),
where T is a sample statistic and is a population parameter. The idea underlying the nonparametric bootstrap is that a function of the unknown population distribution F can be estimated using the empirical distribution,F , that gives weight 1/N to each observed value x 1 , x 2 , . . . , x N . The basic method consists of three steps: 1. Construct the empirical distributionF for the observed sample x = (x 1 , x 2 , . . . , x N ). 2. Determine the probability distribution for drawing samples of size N with replacement from F . That is, treat the observed sample as if it were a population from which samples of size N are drawn with replacement. Then, determine the set of all possible samples and useF to calculate the probability of each sample occurring.
Determine the distribution induced by applying R(X,F ) to the distribution found in
Step 2.
That is, calculate R for each of the samples in Step 2 andF from the original sample. These bootstrap-generated R values are often denoted R * to distinguish them from the true values.
The distribution constructed in Step 3 is the bootstrap distribution and is used to estimate the sampling distribution of R(X, F ). Selecting R(X, ) = T (X) − (F ) is useful because the bias in T equals E[T − ] = E[R]
and can be estimated by E * [R * ], the expected value of the bootstrap distribution. Similarly, the standard error of T is
and can be estimated by E * [R * 2 ] 1/2 . The bootstrap estimate of T − leads immediately to estimated confidence intervals. The difficulty in the above method is that the number of samples fromF in Step 2 grows very rapidly as N increases. For example, an original observed sample of size N = 30 from a continuous population would result in 30 30 possible samples in Step 2. The true usefulness of the nonparametric bootstrap comes from the manner in which this difficulty can be bypassed using a resampling approximation. Instead of determining the distribution of every possible sample of size N fromF in Step 2, this distribution is approximated by a large number B of random samples (called bootstrap samples) of size N generated by sampling with replacement fromF . The approximation to the distribution in Step 2 then consists of the set of bootstrap samples, each weighted 1/B for every time it occurred.
That R(X,F ) can be applied to the bootstrap samples immediately after each is generated in Step 2 often is computationally useful.
Step 3 involves only sorting these values to determine the structure of the bootstrap distribution. As B increases, the resampling approximation approaches the true bootstrap distribution. (For a variety of examples using the nonparametric bootstrap and suggestions for determining the appropriate number of generated samples that should be used, see Davison & Hinkley, 1997 , who conclude that B = 1,000 is sufficient in many circumstances.)
Parametric Bootstrap
Although the nonparametric bootstrap is useful for estimating the bias and standard error of sample statistics, it often is not useful for constructing hypothesis tests. This is because the nonparametric bootstrap distribution is constructed based on the properties of the actual underlying population, as they appear in the original sample. For a hypothesis test, the sampling distribution of the statistic under the null hypothesis-not the actual population-is needed.
To estimate the distribution of R(X, ), the use ofF in
Step 1 is replaced with a model that (1) satisfies the assumptions of the null hypothesis, and (2) fits the data. This is referred to as the parametric bootstrap, because the model generally is parametric. In many cases, using the parametric model complicates Step 2; thus, the parametric bootstrap is often conducted using the resampling procedure. The parametric bootstrap consists of three basic steps: 1. Fit an appropriate model to the observed data. 2. Use monte carlo methods to generate B sample datasets from the fitted model, calculating and recording R * (X,F ) for each. 3. Construct the bootstrap distribution by weighting each R * (X,F ) by 1/B for every time it occurred in Step 2. Because the parameter in question frequently equals zero under the null hypothesis (e.g., β in regression), testing the hypothesis using this method often is done by setting R(X,F ) equal to T (X). The p value then is estimated by using the percentile rank of T , calculated from the original data, among the bootstrap distribution, T * .
Because the nonparametric and parametric bootstrap involve the same procedures used in a monte carlo simulation, they are fairly easy to implement. However, various subtleties can arise. For example, many cases involving linear regression models with homoscedastic errors involve resampling from the distribution of residuals, not the original dataset (Davison & Hinkley, 1997, pp. 256-273) . For nonparametric regression with normal errors, the statistics generated using the nonparametric bootstrap also might be biased because of the manner in which the choice of smoothing parameters balances the variance and bias of the estimated regression line (for methods correcting this bias, see Eubank & Speckman, 1993; Neumann & Polzehl, 1998) . This has yet to be investigated within IRT. (For additional examples of the use of bootstrap methods, see Davison & Hinkley, 1997 ; for a thorough list of references, see Chernick, 1999 .)
The Nonparametric IRT (NIRT) Parametric Bootstrap
The NIRT parametric bootstrap for a test with N examinees and n items consists of three steps: 1. Nonparametrically estimate the IRFs for each item using, for example, kernel smoothing and the rest score. 2. Randomly selectθ j values with replacement from the original sample estimates, and use the estimated IRFs and assumption of LI to simulate a large number, B, of new datasets with N simulated examinees. As they are generated, calculate the desired statistic T for each bootstrap-simulated dataset. 3. Collect the simulated values from Step 2 to form the bootstrap distribution T * to approximate the sampling distribution of T under the null hypothesis of LI and unidimensionality. Kim (1994) constructed her area test of the hypothesis of LI and unidimensionality using the NIRT parametric bootstrap, where T was the kernel smoothing estimatedÂ CCov . She used the mean and standard deviation of the bootstrap distribution to standardize the observedÂ CCov and then compared it to a normal reference distribution. Habing & Donoghue (in press) used this process to remove the bias in the Mantel-Haenszel statistic. A similar method was used by Stout, Froelich, & Gao (2001) and Froelich (2000) to remove the bias from DIMTEST without reducing the size of the matching subtest. Habing and Donoghue used the estimated p value method to construct a nonparametric Q 3 statistic by finding the percentile rank of the original sample statistic among the bootstrap-generated sample. They applied this method to another statistic, but found it still demonstrated slightly inflated Type I error rates. A possible solution to this would be a bias correction by bootstrapping the original bootstrap procedure (e.g., Davison & Hinkley, 1997, Section 3.9) . Because of the various ways bias can enter bootstrapping methods, any new procedure used should be examined thoroughly in simulation before being applied operationally.
In addition to using the parametric bootstrap with nonparametric IRFs, it also has been used with parametric IRT models. Douglas & Cohen's (2001) procedure tests the null hypothesis that the specified parametric form of the IRF is correct. Liou & Yu (1991) used this method to investigate the properties of examinee θ estimates under the assumptions of a parametric model; Stone (2000) used it to construct a test of model fit.
Example Application: Evidence of Speededness Stout et al. (1996) examined the dimensionality of the October 1992 Law School Admissions Test (LSAT). The LSAT consisted of a 51-item logical reasoning test with two sections. It appeared to satisfy the conditions of LI and unidimensionality, with the exception of a cluster of items (the last few items in each section). Because the item content had no similarities, Stout et al. conjectured that local dependence was due to the examinees failing to answer all of the items because of time constraints (i.e., speededness) and the unanswered items were scored incorrect. Unfortunately, the descriptive and hypothesis-testing procedures used were based on A CCov and provided no method for distinguishing between speededness and other causes of local dependence. Douglas et al. (1998) further investigated this type of local dependence. They considered two types of speededness: 1. Nearly all high-θ examinees were able to finish the test, but many low-θ examinees ran out of time. In this case, Douglas et al. proved that the conditional covariance for item pairs near the end of the test should be near zero in the high θ range, but should be positive for low θ s. 2. Most high-θ examinees did not have time to finish, and nearly all low-θ examinees failed to finish. In this case, the conditional covariance for item pairs near the end of the test should be positive at high θ levels and near zero for low θ s. Examinees would receive a score of zero (incorrect) when they did not respond to the two items, causing all of the terms in Equation 4 to be zero. To evaluate these signs of speededness, Douglas et al. (1998) used kernel smoothing methods to estimate Cov(U i , U l | = θ) at each θ level. They then examined the resulting graph of the function, instead of integrating out examinee θ . Although the resulting plots were somewhat informative, the interpretation was not entirely clear. Kernel smoothing alone failed to account for bias in the estimated function due to the choice of θ estimate. Additionally, estimated functions did not provide any indication as to whether the apparent trends were due to a lack of LI or simply to random error.
Method. The NIRT parametric bootstrap was applied to the separate θ levels of the kernel smoothing estimated Cov(U i , U l | = θ) function to correct its bias and construct a 95% pointwise testing band for evaluating the hypothesis of LI and unidimensionality. The estimation program was written in FORTRAN, and is a modification of source code used in DIMTEST using resampling (Stout, 1987) and CONCOV. The plots were generated using standard S-PLUS functions. The NadarayaWatson form of kernel smoothing was used with the Epanechnikov kernel, a bandwidth of .5N −1/5 , Rice's (1984) boundary bias correction, and a sample of N = 5,000. For the estimation of the IRFs for generating the bootstrap samples,θ j were the examinees' S (−i) -based ranks; however, u i,j were the percentage of correct responses among all of the examinees sharing that S (−i) . This removed the randomness induced by the breaking of ties of examinees sharing the same score.
For the estimation of the conditional covariance function, S (−ij ) was used instead of S (−i) . In both cases, the estimation was conducted at the 40 θ values, 1/41 . . . 40/41, with linear interpolation used to connect the interior points and the nearest end point used for the extreme values. The number of bootstrap samples was set at B = 120, a value found effective for Kim's (1994) area test (Habing & Donoghue, in press ). The testing bands were constructed by taking the 2.5th percentile and 97.5th percentile of the bootstrap distribution at each of the 40 evaluation points. Finally, the mean of the bootstrap distribution at each point was subtracted both from the test bands and the original function as an estimate of the bias under the null hypothesis.
Results. Figure 2 shows results for Items 24 and 25 (Figure 2a ) from the end of the first LSAT logical-reasoning section. High-θ examinees apparently had time to finish, but many low-θ examinees did not. Figure 2b presents the same function for Items 50 and 51 from the second section. Most low-θ examinees failed to finish, and many high-θ examinees did not have sufficient time. In both cases, the observed change across θ levels predicted by Douglas et al. (1998) was statistically significant, providing support for the conjecture that the tests were speeded.
Although other methods exist for modeling speededness, if nonresponses are coded as such (e.g., Roskam, 1997; Verhelst, Verstralen, & Jansen, 1997) , this bootstrapping of the estimated conditional covariance function could also be applied to diagnosing other effects causing local item dependence to vary across θ levels. For example, in addition to investigating speededness, Douglas et al. (1998) examined the effect of guessing on multidimensional tests on conditional covariance functions. 
Conclusions
Nonparametric regression and the parametric bootstrap provide easily implemented solutions to some of the difficulties in testing LI and unidimensionality. Requiring little programming beyond standard monte carlo procedures, these methods have proven useful for correcting bias in a variety of procedures that condition on observed scores. They also form nonparametric variants of originally parametric procedures and allow for the investigation of properties that differ across examinee trait levels. Although refinement and further work are needed in applying simpler nonparametric regression and bootstrap cases to IRT, these methods should prove valuable for practitioners.
