Regulatory discharge standards stipulating a maximum allowable number of viable organisms in ballast water have led to a need for rapid, easy and accurate compliance assessment tools and protocols. Some potential tools presume that organisms present in ballast water samples display the same characteristics of life as the native community (e.g. rates of fluorescence). This presumption may not prove true, particularly when ships' ballast tanks present a harsh environment and long transit times, negatively impacting organism health. Here, we test the accuracy of a handheld pulse amplitude modulated (PAM) fluorometer, the Hach BW680, for detecting photosynthetic protists at concentrations above or below the discharge standard (b10 cells·ml ) in comparison to microscopic counts using fluorescein diacetate as a viability probe. Testing was conducted on serial dilutions of freshwater harbour samples in the lab and in situ untreated ballast water samples originating from marine, freshwater and brackish sources utilizing three preprocessing techniques to target organisms in the size range of ≥10 and b50 μm. The BW680 numeric estimates were in agreement with microscopic counts when analyzing freshly collected harbour water at all but the lowest concentrations (b38 cells·ml
Introduction
Currently, ballast water constitutes one of the main vectors for the interchange of aquatic organisms around the globe, from the smallest bacteria and microplankton to macroinvertebrates and fishes, transporting all life stages including eggs, larvae, adults and dormant cells Carlton, 1985 Carlton, , 1996 . To lessen the risk of shipborne transfer of harmful aquatic organisms, the International Maritime Organization has proposed maximum allowable concentrations of viable organisms in ballast water discharge, which will become regulation once the Convention enters into force on September 8, 2017. The discharge standard includes limits for different classes of organisms according to size as follows: b10 viable organisms·m − 3 ≥ 50 μm in minimum dimension; b 10 viable organisms·ml −1 ≥ 10 and b 50 μm in minimum dimension; and for indicator microbes: b1 colony forming unit·100 ml − 1 of Vibrio cholera; b 250 cfu·100 ml − 1 of Escherichia coli; and b 100 cfu·100 ml −1 of intestinal Enterococci (IMO, 2004) . For the purposes of this paper, we define viable organisms as organisms exhibiting one or more characteristics of life (e.g., metabolism, growth, reproduction, response to stimuli, etc.). In anticipation of the impending regulations, many compliance detection tools are in development with the aim to estimate the number of viable organisms in a sample based on parameters related to different characteristics of life such as fluorescence (fluorometry), enzymatic activity and membrane integrity (viability probes such as fluorescein diacetate, FDA; 5-chloromethylfluorescein diacetate, CMFDA), adenosine triphosphate (luciferase enzyme), intact DNA, and culture growth (pressure gradients) (Akram et al., 2015; Bradie et al., 2018; First and Drake, 2013; Gollasch et al., 2015; Reavie et al., 2010; Stehouwer et al., 2013; Steinberg et al., 2012; Veldhuis et al., 1997; . Many of the tools provide indicative estimates of organism concentration, meaning they measure a parameter indirectly related to the discharge standard (i.e. the number of viable organisms in a given volume), since direct counts using microscopy are time consuming and require bulky, expensive equipment and scientific expertise . In particular, fluorometers have been highlighted as promising tools for compliance detection, as they provide instantaneous data (raw fluorescence) that can be converted to numerical estimates while also being simple to operate by ships' crew and regulators alike; however, there is a need to determine the utility of such indirect methods for estimating viable organism abundance before they can be used in a regulatory context.
Under natural conditions, all photosynthetic protists contain chlorophyll a, which captures light energy for conversion into usable energy through photosynthesis. When photosynthetic activity ceases, energy essential for basic functioning is no longer produced and the organism dies (Veldhuis et al., 2001) . Fluorometers measure the raw fluorescence of active chlorophyll in plankton by exciting a sample with light energy (typically blue or red light, or both) and measuring the intensity of light re-emitted by the sample; raw fluorescence can be converted to an estimated number of viable organisms based on empirical relationships between raw fluorescence values and cell size. A PAM fluorometer delivers a series of light flashes to assess baseline fluorescence under dark adaptation (F 0 ) and maximal fluorescence (F m ) under saturating light ; the difference, F m − F 0 (variable fluorescence or F v ), represents the total active chlorophyll in the sample (linearity response in Welschmeyer, 2014) . These values also specify the quantum yield (e.g., F v / F m ), or the photosynthetic health of organisms, equivalent to the fraction of photons absorbed by the photosystem . The Hach BW680 (Hach Company, Loveland, Colorado, USA) is one example of a PAM fluorometer developed specifically for compliance testing; the raw output of the device is given as the Ballast Water Index (BWI), which is an averaged F v (Welschmeyer, 2014) . The BW680 was chosen for this investigation due to its compact size and ease of use, being one of the first commercially-available indicative ballast water compliance tools.
There are two sources of uncertainty that may influence estimates of viable organism concentration in a sample: sampling error and recovery error (Miller et al., 2011) . Sampling error arises from difficulty in detecting organisms at low densities and in small volumes, particularly due to spatial patchiness and the stochasticity of sampling. Recovery error may relate to equipment malfunction/calibration error and human error such as loss or damage to organisms during sample preparation and handling. Presumptions about the size-frequency distribution of cells in the sample, and the relationship of cell size to raw fluorescence used to convert the raw fluorescence measurement to an estimated number of viable organisms may also contribute to recovery error (Veldhuis et al., 1997) . The manufacturer of the BW680 handheld fluorometer instructs users to divide BWI by 14.98, the presumed raw fluorescence of a 15-μm photosynthetic cell (BWI·cell − 1 ), assuming an average cell size of 15 μm within the ≥10 and b50 μm size class based on studied natural coastal communities (Welschmeyer, 2014) . There is a need to confirm that the above relationship and average cell size hold true across a wide array of geographic locations (including fresh water) and climatic regions (arctic, temperate and tropical), for unfiltered samples (potentially containing individual or colonial cells having a broad range of sizes from 0.7 μm to N1 mm diameter; Veldhuis et al., 1997) , and ballast water samples that, through treatment or time in isolation, may have different community composition than their natural counterparts.
Communities entrained in ballast tanks may not resemble natural communities at the time of discharge given changes in abiotic conditions (such as light exposure, dissolved oxygen, temperature, pH, nutrients and salinity) and biotic interactions (such as predation/competition) during transport that may cause shifts in relative abundance (Briski et al., 2012a Gollasch et al., 2000) . In some instances, selective mortality has been observed for invertebrates and dinoflagellate taxa in ballast water whereas diatoms and microplankton have persisted (Briski et al., 2012b Chan et al., 2014; Villac and Kaczmarska, 2011) or even thrived Zaiko et al., 2015) . Reproduction, seasonal succession and production of dormant stages have occurred in ballast tanks Casas-Monroy et al., 2012; Veldhuis et al., 2006) , all of which may influence organism size (Vanden Byllaardt and Cyr, 2011) . As a result, the relative abundance of taxa representing a particular size range at initial uptake may change through time. Ballast water treatment may also change the size structure and composition of entrained communities (Briski et al., 2015; Cangelosi et al., 2007; Stehouwer et al., 2015) .
Here we (1) examine the utility of the BW680 using freshwater serial dilutions in controlled laboratory settings and (2) conduct proof-of-concept testing on operational commercial ships using ballast water sourced from marine, freshwater and brackish environments (sensu Drake et al., 2014 , such as 10, is proposed for ballast samples that might be dominated by smaller cells. To estimate numerical concentrations of viable organisms, we conducted parallel counts using epi-fluorescent microscopy with FDA as a viability probe, chosen because of its high accuracy for freshwater phytoplankton in this region (Adams et al., 2014; Reavie et al., 2010) . FDA is not a stain per se as it does not bind to cellular compounds; enzymes (non-specific esterases) present in viable cells cleave FDA to produce fluorescein, which temporarily fluoresces green when excited by blue light (EPA, 2010) . Organisms having no enzymatic activity will not transform the FDA to fluorescein, and will not fluoresce under epi-fluorescent microscopy, although there is some error and variation in the signal across species (MacIntyre and Cullen, 2016) .
We test the null hypothesis that the BW680 fluorometer correctly estimates the number of viable organisms as being above or below the discharge standard (b10 cells ml −1 ), in comparison to viability probe counts, independent of preprocessing techniques and BWI·cell −1 conversion factor. Ideally, a device would have low type 1 error (estimate exceeds discharge standard when the true concentration is compliant, e.g., false positives), and more importantly, low type 2 error (estimate meets discharge standard when the true concentration is in exceedance, e.g., false negatives), which is environmentally risky; we use both type 1 and type 2 errors to identify the compliance "grey" area, defined as the range of estimated organism concentrations where results between fluorometry and microscopy are mismatched. Importantly, the use of "error" in this study does not indicate that a particular method gives an incorrect result; rather, it indicates a mismatch in the compliance outcome given by the two methods.
Methods
We tested the BW680 in a controlled laboratory setting using serial dilutions of freshwater harbour water, and, separately, on board operational commercial ships using in situ untreated ballast water.
Controlled laboratory experiments -harbour water serial dilutions
Hamilton Harbour water (Lake Ontario, Canada) containing natural freshwater phytoplankton communities (primarily diatoms, green algae and dinoflagellates) was collected three times across fall and winter 2015 and pre-filtered using 295 μm Nitex mesh (Sefar Inc., Depew, New York, USA) in order to remove large predators. Resulting natural phytoplankton densities ranged between 23 and 123 viable cells·ml −1 , as estimated by microscopy using FDA. Six 100-ml serial dilutions at nominal densities of 1, 20, 40, 60, 80, and 100 cells·ml −1 were created using 0.2 μm filtered harbour water for analysis by the BW680 alongside epi-fluorescent microscopy utilizing FDA. When required, the sample series was prepared by concentration using 5 μm Nitex mesh and 0.2 μm filtered harbour water for rinsing. Each 100 ml sample was analyzed in three ways. First, three 2.5 ml subsamples were placed in polystyrene cuvettes and analyzed by the BW680 (hereafter 'unfiltered' samples). The remaining sample was then split into two fractions (45 ml each), one of which was filtered following the standard operating procedure for the BW680 (hereafter the 'filtrate' method; Welschmeyer, 2014) and the other with the capture method. Briefly, the filtrate method involves sequentially pouring the sample fraction through each 50 μm and 10 μm meshes by gravitational flow to separate cells sized b 50 and b 10 μm, respectively; the filtrate of each was subsampled and analyzed in triplicate as above. The raw output (Ballast Water Index or BWI) for the ≥10 and b 50 μm size class was then calculated as:
and the concentration of viable cells was estimated as:
Viable cells Á ml
where 14.98 represents the conversion factor of BWI per cell (assuming average equivalent spherical diameter (ESD) of cells in the sample is 15 μm) as described above. For the 'capture' method, the sample fraction was poured through 50 μm mesh and captured on 10 μm mesh; the material retained on the 10 μm mesh was rinsed into a container and reconstituted to the original volume of 45 ml (using 0.2 μm filtered water). Three 2.5 ml subsamples were then analyzed from the reconstituted water; raw output was substituted into Eq. (2); all device measurement outputs (BWI; Risk -fail, high or low; F 0 and F m ) were recorded for each subsample. To test alternative conversion factors of BWI·cell −1
, the above calculations were repeated after substituting 50 or 10 for 14.98 in the case of unfiltered or filtered (both capture and filtrate methods) water, assuming that unfiltered samples might contain larger organisms than filtered samples. Quantum yield could not be calculated because a blank control sample (0.2 μm filtered sample water) was not analyzed.
Finally, an additional 5-ml aliquot was removed from the reconstituted capture method water and viable cell concentrations within these aliquots were estimated by epi-fluorescent microscopy using FDA (Adams et al., 2014) . Essentially, 0.417 μl of FDA working solution (5 mg FDA dissolved in 1 ml dimethyl sulfoxide, of which 10 μl is added to 990 μl of double deionized water) was added to 5 ml of the subsample (10 μM final concentration) and incubated in the dark for 10 min. The sample was placed in a 1-ml Sedgewick-Rafter counting chamber (Wildlife Supply Company, Yulee, Florida, USA) and observed with a Nikon AZ100 compound epi-fluorescent microscope (fitted with a Fluorescein Isothiocyanate narrow pass filter cube; Nikon Canada Inc., Mississauga, Ontario, Canada). All fluorescing cells ≥10 and b 50 μm (using the gridded line thickness of 18 μm as a size reference) in the entire chamber were counted within 20 min.
Harbour water was processed and all serial dilutions analyzed in a randomized order within 2 h of collection. Each sample was thoroughly mixed prior to any subsampling or analyses (10 s of stirring in figureeight patterns or five inversions of the cuvette). Sample water was stored at a uniform temperature throughout processing, matching that of the in situ Harbour conditions (4 or 23°C ± 2°C).
Field verification -ballast water samples
Twenty-eight ballast samples from 14 operational commercial ships were obtained during spring and summer of 2013 and 2014. The majority of ships (15 samples) were chosen opportunistically from those transiting the Great Lakes-St. Lawrence Seaway and were boarded while in transit through the Welland Canal or upon arrival at Hamilton Harbour, Canada. For each sampling event, a single ballast tank was sampled through an opened manhole; the accessible tank depth was measured and water was collected with a 4.2-L van Dorn sampler (Halltech Environmental Inc., Guelph, Ontario, Canada) at four depths spread equally from top to lowest accessible depth. Samples were analyzed in two ways: using the unfiltered and capture methods (as above). Sampled water was gently mixed in a 20-L carboy and a 2.5 ml unfiltered subsample was immediately analyzed with the BW680 fluorometer. Three 5-L sample fractions were then processed by the capture method and reconstituted to 100-500 ml in a marked polypropylene bottle using the 10 μm filtrate. The first sample fraction was analyzed immediately using the BW680 as above, while the second fraction was transported to the laboratory for epi-fluorescent microscopy using FDA (as described for Laboratory Analyses, with the exception that a maximum of 100 fluorescing organisms were counted when cell concentration was very high). Sample water was kept cool and in the dark until observation, within 3 h of collection. The third fraction was preserved with 1% Lugol's Solution for taxonomic identification. The remaining ballast water samples (13 samples) were collected from multiple tanks of one ship during a 2014 transatlantic voyage through sampling ports installed on the ship's ballast system; detailed sampling methods are described in Briski et al. (2015) . Although collection techniques differed from earlier ships, the methods of analysis were standardized across sampling events. Temperature and salinity of ballast water was measured in tank or during in-line sampling using a YSI probe (YSI 556, YSI Inc., Yellow Springs, Ohio, USA).
Statistical analyses
Chi-square (χ 2 ) contingency tests were conducted to compare the results of the BW680 to viability probe counts (in terms of qualitative agreement of exceeding or meeting the discharge standard) and whether outcomes are independent of the preprocessing technique and two proposed BWI·cell −1 conversion factors (14.98 BWI·cell −1 and alternatively, 50/10 BWI·cell −1 for unfiltered/filtered samples). Analyses were conducted with JMP 12 and assumptions of statistical tests were verified beforehand (SAS Institute Inc., Cary, North Carolina, USA; Whitlock and Schluter, 2009; Zar, 2010) . Significance was determined at the 0.05 level.
Results

Controlled laboratory experiments -harbour water serial dilutions
Raw cell concentrations (cells·ml ) estimated by the BW680 and microscopy using FDA for Hamilton Harbour serial dilutions are provided in Supplementary Table S1 . It should be noted that in two instances, slightly negative values of BWI were obtained (both PAM filtrate samples) that were manually adjusted to zero before statistical analyses.
Chi-square contingency tests revealed that measurement outcomes were not independent of preprocessing method, regardless of the BWI·cell −1 used (for 14.98 BWI·cell −1 : χ 2 = 12.648, n = 162, df = 4, p = 0.0131, where n represents the total number of sample measurements; for 50/10 BWI·cell −1
: χ 2 = 7.995, n = 162, df = 2; p = 0.0184).
It should be noted that the assumptions of the χ 2 contingency test were almost violated for the 14.98 BWI·cell −1 analysis (20% of cells had an expected frequency b 5). In order to determine if this had an influence on the results, the χ 2 contingency test was repeated using a binomial response variable (agreement vs. mismatch -essentially type 1 and type 2 error were combined so ≤20% of cells' expected frequencies would be b5). The test was then (marginally) insignificant (χ 2 = 5.527, n = 162, df = 2, p = 0.0631). Fluorometer and microscope numerical estimates had the lowest error (in terms of qualitative agreement of exceeding or meeting the discharge standard) when water was preprocessed by the filtrate method (Table 1 ; Fig. 1A and B) . The optimal combination was the filtrate method and 10 BWI·cell −1 conversion factor, where 96% of outcomes were in agreement and 4% represented type 1 error (Table 1) . Using the filtrate method combined with 14.98 BWI·cell −1 conversion factor was nearly comparable as 92% of readings were in agreement; when a mismatch occurred, however, type 2 error was equally likely as type 1 error. The unfiltered method plus a 50 BWI·cell −1 conversion factor was the next best alternative, resulting in 85% agreement and 15% type 1 error. All other methods in the laboratory had a 22% Type I error rate.
Compliance grey area
A compliance grey area is defined here as the range of viable organism numerical estimates where outcomes are mismatched between the BW680 fluorometer and viability probe counts (in terms of qualitative agreement of exceeding or meeting discharge standard), where the upper boundary or the threshold of undoubted exceedance is equal to the greatest numerical estimate (by fluorometer) of a mismatched outcome (i.e., 0 -upper bound, in cells·ml ) and unfiltered samples (50 μm BWI·cell , respectively. Results are summarized in Table 2 . Importantly, because we had a second estimate (viability probe counts) of the true concentrations created in serial dilution, we were able to determine that mismatched estimates only occurred for concentrations below 38 cells·ml − 1 when employing 14.98 BWI·cell − 1 conversion factor (Fig. 1A) , and only occurred below 10 cells·ml −1 when using 50 and 10 BWI·cell −1 conversion factors (Fig. 1B) .
Field verification -ballast water samples
The majority of ships (17 samples) carried freshwater ballast (0-1.0 psu) sourced from ports in the Great Lakes, the St. Lawrence River and the Netherlands (see Table 3 ). Eight samples consisted of euhaline water (from mid-ocean exchange; N30 psu) and three were brackish (lower St. Lawrence River or international coasts; 21-29.8 psu). The samples generally contained phytoplankton concentrations b 100 cells·ml −1 , consisting of Chlorophyceae, Pennales and Centrales, as determined by epi-fluorescent microscopy using FDA (Fig. 2) . Of the 28 samples, fifteen included ballast older than four days. Raw cell concentrations (cells·ml ) estimated by the BW680 and microscopy using FDA for ballast water samples are provided in Supplementary Table S2. Many type 2 errors were obtained during field sampling. Even in the best case scenario, water preprocessed by the capture method with a conversion factor of 14.98 BWI·cell −1 resulted in 27% agreement between methods and 73% type 2 error (Table 1 ). The null hypothesis that the error is independent of the preprocessing technique was not rejected in this instance (χ 2 = 0.014, n = 43, df = 1; p = 0.9050 for 14.98 BWI·cell
−1
). Substituting a BWI·cell −1 conversion factor of 50 or 10 did not yield any improvements because most type 2 errors had a BWI of 0. Plots of viable organism concentration against ballast age indicate that comparison of the two measurement tools may be confounded by sample age since mismatch is observed below 10 days, but there is agreement that no viable organisms were present when ballast age reached 20+ days (Fig. 3) . Unfortunately, we had few observations for ballast older than 10 days, so the point of convergence of the two methods cannot be delineated further. No additional patterns were observed when parsing the data to visualize marine versus freshwater ballast or ballast sources.
Discussion
Our most prominent finding was that the BW680 and microscopy are in general agreement when analyzing freshly collected harbour water, but there is mismatch when used in the field on untreated ballast water samples. The BW680 was able to detect gross exceedance (N38 cells·ml ) of the ballast water discharge standard with certainty in the laboratory. The differences observed for field samples may have ; data points left of or below the dashed lines represent type 1 or type 2 error, respectively. arisen from organism size or ballast water age. Assuming both the BW680 and microscopy with FDA stain were measuring fluorescence and enzymatic activity/membrane integrity correctly, the observed discrepancy between methods may simply reflect that the two methods are measuring different characteristics of life. It is clear that with serial dilutions of Hamilton Harbour water, the fluorometer can detect gross exceedance of the discharge standard with certainty. Results improved when preprocessing samples with the filtrate method or when analyzing unfiltered water. In most cases, an adjustment to the 14.98 BWI·cell − 1 conversion factor improved agreement between methods at low cell concentrations and eliminated type 2 error, which suggests the size of the compliance grey area may be further reduced by refining initial presumptions (at least for the studied populations). Other studies examining freshly collected marine water also found results of the BW680 reasonably close to microscopy estimates (Bradie et al. 2018; Gollasch et al., 2015) ; however, we identified a grey area in which there is mismatch in compliance decision outcomes between fluorometry and microscopy results. This grey area delineates where the most mismatch or uncertainty occurs, where almost zero cells, as estimated by microscopy, is detected as twenty or more cells·ml −1 by fluorometry, irrespective of preprocessing methods. It is possible that humic substances naturally present in water could result in background fluorescence and false detection of organisms, but this needs further study. Beyond 38 cells·ml −1
, both methods have consistent agreement that the concentration of viable organisms is above the discharge standard.
The results of field testing showed much lower agreement between the two methods. Organism size may explain some of the type 2 error from the field analyses. There were nine occurrences where the fluorometer did not pick up signal from a bloom of Ankistrodesmus sp. that were scored viable by FDA (circled in grey, Fig. 2) ; as the cells were borderline 10 μm in minimum dimension, the raw fluorescence may have been below the detection limits of the fluorometer but, conversely, it was questionable if the cells should be included within the size range ≥ 10 and b50 μm. Although organism size may lend some explanation to the discrepancy between field and laboratory results, this still leaves over 50% of type 2 errors unaccounted for. Ballast water age may be a second explanation for the appearance of type 2 errors in this study. Given that the fluorometer only picked up signal from ballast one to three days old, but FDA fluoresced in ballast samples up to 10 days in age, our results suggest that FDA could have been incorrectly marking dead organisms as viable, or that photosynthesis depreciates below the fluorometer's detection limit before enzyme activity is degraded. Numerical estimates were in better agreement for the fresh harbour samples (presumably containing healthy organisms) and old ballast water samples (20 + days, presumably containing organisms that died many days or weeks earlier), although data are limited for this timeframe. Quantum yield measurements could have indicated the photosynthetic "health" of organisms with increasing age, but because a blank sample was not analyzed, quantum yield could not be quantified during this study. Additional research examining quantum yield may illuminate further potential of the BW680 device.
Previous studies using primarily marine species report significant error for FDA or combined FDA-CMFDA (25% in Garvey et al., 2007; 20-100% in MacIntyre and Cullen, 2016 ; up to 100% in Peperzak and ) for ballast water samples produced by the BW680 versus epi-fluorescent microscopy with FDA, using two sample preprocessing methods (unfiltered and capture), and 14.98 BWI·cell ; data points left of or below the dashed lines represent type 1 or type 2 error, respectively. Data points circled in grey are those for which the type 2 error could be explained by organism size. Brussard, 2011; 36% in Steinberg et al., 2011) . The authors attribute error to autofluorescence (Tang and Dobbs, 2007) as well as inter-and intra-species viability probe vibrancy, including some marine species that fail to fluoresce at all (MacIntyre and Cullen, 2016; Peperzak and Brussard, 2011) . Past experiments using freshwater phytoplankton have demonstrated lower error rates, but this has only been studied in a narrow geographic region (b 5% error in Adams et al., 2014 and b0.5% in Reavie et al., 2010) . Alternatively, the FDA could be correctly marking viable organisms that are in a dormant state, and not conducting photosynthesis. Laboratory studies have experimentally induced a reduced metabolic state under conditions of darkness: Jochem (1999) observed that while esterase content decreases, some taxa maintain detectable low-level esterase activity throughout 12 days of dark placement and resume reproduction 1-2 days following re-illumination; Jochem (1999) proposes this is a facultative dark-survival tactic employed by phytoplankton to prolong life. Such a tactic could be one mechanism by which phytoplankton score viable by enzymatic measurements, but appear otherwise dead. However, it is important to note that dark responses seem to be species-specific, as there are taxa lacking metabolic adjustments (Jochem, 1999) and, to the contrary, taxa exhibiting lowlevel photosynthesis lasting upwards of 100 days in darkness (esp. diatoms; Berges and Falkowski, 1998; Peters, 1996; Timmermans et al., 2007) . In addition to energy-saving strategies, it is possible for photosynthetic protists to switch to energy-scavenging strategies by changing their mode of nutrition in the absence of light (Jochem, 1999) ; typically, survival then becomes independent of photosynthesis. Some polar and deep euphotic-zone species that endure long periods of darkness/anoxia employ a mode of heterotrophy: osmotrophy, phagotrophy and bacterivory, triggered by the onset of darkness (Jochem, 1999) . It is currently unknown what proportion of freshwater phytoplankton can complete these switches, but one study estimates they constitute 15% of marine communities . Assuming both the BW680 and microscopy with FDA stain were measuring fluorescence and enzymatic activity/membrane integrity correctly, the observed discrepancy between methods may be due to differences in the characteristics of life displayed during the natural progression of death (automortality). A literature search supports the notion there are different stages of automortality. Veldhuis et al. (2001) propose that a reduction in photosynthetic activity/pigment degradation is the second of three stages in phytoplankton automortality, preceded by compromised cell membranes and followed by genomic DNA fragmentation. The entire process can span as little as one day (Veldhuis et al., 2001) , although the photosynthetic stage alone can span longer timeframes of one to four (or longer) days following dark placement or UV treatment (Berges and Falkowski, 1998; Liebich, 2013; Timmermans et al., 2007; Veldhuis et al., 2001 ). Our results suggest that cessation of enzyme activity (as measured with by FDA) might occur between stages 2 and 3. Other studies have similarly highlighted discrepancies in results of different methods estimating viable organism abundance owing to differences in the characteristics of life being measured. For example, disparity in results of viability probes and the most-probable-number (MPN) method can stem, at least in part, from the MPN method gauging cessation of reproduction rather than enzyme activity, giving the appearance of type 1 error for the viability probe .
Besides biological interferences, the disparity between field and laboratory results might be partly explained by the elapsed time between ballast water sample collection and microscope analysis. Although all personnel adhered to standardized protocols, including performing analyses within 6 h of collection as recommended by the U.S. E.P.A. (2010), we cannot rule out that the time that samples were transported off the ship and prepared for microscopy (~2 h), in which there may be re-exposure to light, oxygen and mixing during transportation, contributed to some inaccuracy. However, the relative contribution of this error would be small given that a longer timeframe is needed to reinstate photosynthesis, esterase activity or reproduction (1-2 days of illumination, Jochem, 1999; Okada et al., 1978) . Error due to changes in temperature has also been shown to be important previously. Drillet et al. (2013) describe the effects of temperature on the efficacy of type approval testing and, likewise, temperature can influence the error of fluorometric devices during sample analysis (1.4% per°C divergence from temperature at calibration, see Turner Designs (2016) ). The error measured in this study would include temperature effects, although it was not examined explicitly. Further research on temperature effects concerning analytic devices for the indicative analysis of ballast water may prove useful.
Concluding remarks
Following the entry into force of the International Maritime Organization Ballast Water Convention, compliance assessments may be conducted in hundreds, if not thousands of ports worldwide . In order to gather defensible estimates of numeric counts of organisms, analytical protocols need to be evaluated for sensitivity, especially at low densities near the discharge standard. This is the first study to conduct proof-of-concept testing for a rapid compliance detection tool using freshly collected harbour water concomitantly with in situ, untreated ballast water; our results demonstrate that it is important to challenge other devices with water samples spanning a range of biotic and abiotic conditions collected from a variety of natural sources and in situ ballast tanks. Conversion factors used to convert fluorescence measurements to numeric estimates should be examined across diverse geographic and climactic regions relevant to real-world application, as ballast water of all ages and locations will be encountered and devices should be reliable for all situations. We simply highlight that conversion factors are important for interpretation of the results, however, additional research is needed before a general conversion factor can be recommended (if one is possible).
Regulators have proposed that compliance assessments will have a tiered approach, in that analyses of viable organism concentration will be conducted only after a ship fails to show good record-keeping, maintenance of, or familiarity with their ballast water treatment system . When indicative analyses are conducted, regulators (and ship owners) will need to be aware of the grey area in which noncompliance detection is unreliable for their devices, and how this can be influenced by sample preprocessing and presumptions about the relationship between indicative parameters and viable organism concentration.
