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This report describes the results of a one-year contract to upgrade the computer facilities of 
the Digital Signal Processing Laboratory at the School of Electrical Engineering of the Geor-
gia Institute of Technology. A network of 30 SUN workstations was requested as the basis for 
upgrading the existing computer network used by the Digital Signal Processing Laboratory for 
experimental work in applications and implementations of DSP algorithms. The proposal was 
funded at roughly a third of the requested amount. This allowed us to purchase a network 
of 9 SUN workstations. The integration of the systems into our facility caused no unexpected 
problems. We have been able to continue using most of the original general purpose and special 
purpose computational and display equipment. The new network has placed extremely powerful 
graphics and local computational capability in the hands of individuals doing research in DSP 
algorithms, applications and implementations. Present research projects are benefiting enor-
mously from the improved computer resources and a better interactive graphics system. As a 
result, more sophisticated multidimensional DSP algorithms and applications are now within 
our reach. 
Another important component of the equipment upgrade is the companion program to con-
solidate and upgrade the design tools to support the DSP research and development environment. 
Part of this work is new research to develop a more sophisticated environment; part is on-going 
support to evolve and maintain the environment. One specific project with obvious benefit is the 
integration of the OSCAR-32 (a DSP supercomputer under construction in the DSP Labora-
tory) into this working environment. This will stimulate new research on ways to map high-level 
algorithm descriptions onto the OSCAR-32, as well as continued research and work on the tools 
needed for compilers, debuggers and other support tools for this multiprocessor machine. (See 
Appendix B for a list of faculty and research projects that use this network in their research.) 
Finally, this equipment and the companion design tools are helping to support a broader 
style of DSP research in which the whole design problem from theory, to algorithm testing, to 
implementation, to system testing and evaluation can be addressed in one environment. The 
new laboratory environment serves to "extend the reach" and improve the efficiency of the entire 
DSP research program. 
2 Original Network 
A block diagram of the computer facility in use at the beginning of the upgrade is shown in 









Data General Eclipse S250 
Data General MV10000 
DEC Vax 11/780 
DEC VaxStation II 
Multiflow Trace/7 
HP HP9000/320 
IBM PC or Compatible 
Table 1. Equipment Before the Upgrade 
3 EQUIPMENT UPGRADE 	 2 
The entire research system supported over 100 users through the PC systems connected to 
the Vax 11/780, the Data General systems, and the Multiflow system. The VaxStation systems 
were all used by the Faculty. The HP systems were the only high quality graphics workstations 
available to the general user community. These systems were all connected with a local ethernet. 
Access to the campus network was not available as there was no equipment for use as a network 
gateway. 
3 Equipment Upgrade 
A block diagram of the computer facility after the network upgrade is shown in Figure 2. A 
detailed listing of the equipment purchased is shown in Table 2 and Table 3. Table 2 describes 
the equipment purchased with sponsored funds and total costs. 















327Mb disk for SUN-3/60 (Perip. Designs) 
327Mb disk & 1/4" Tape for SUN-3/60 
SUN-4/260HM and Software 
6 SUN-3/60 workstations and Software 
1.1GB disk for SUN-4/260 
2 Multiport Transceivers 
14 1Mb SIMMs for Sun-3/60 (Clearpoint) 
16 1Mb SIMMs for Sun-4/60 (Clearpoint) 
Shipping for Sun Workstations 
Mathematica for Sun-4 
Matlab for Sun-4 
760Mb drives for Sun-4 systems 
2nd ethernet for Sun-4/260 
Total 123,313.52 
Table 2. Equipment Purchased with Sponsored Funds 
Table 3 describes the equipment purchased to date with matching funds and total costs. 
3 EQUIPMENT UPGRADE 	 3 









2 Sun-4/600-8, 3.5" floppy,Dos Windows 
1-Lisp Manuals - PPC 
Cables and Connectors 
SunOS for SPARCstations 
760Mb drives for Sun-4 systems 
Matlab for Sun-4 
All of our systems with the exception of the Data General MV10000 system are now running 
UNIX and using Sun Microsystem's NFS to provide network access to files on every system in 
the local network. The old Data General Eclipse S250 systems have both been retired because 
they did not fit in with the UNIX network. The Data General MV10000 system is still in use, 
but is also scheduled to be retired. 
Because of our limited experience with the use of diskless workstations, we decided to start 
by purchasing the Sun-4/260 file server and 6 Sun-3/60 workstations with several combinations 
of disk and memory. We discovered that all of the Sun-3/60 systems required a minimum of 
8Mb of memory to function most effectively. The use of local disks did not seem to give any 
significant performance improvement over the diskless systems. However, the diskless systems 
are all dependent on the Sun-4/260 system and cannot run when the server system is not 
working. In addition, we discovered that having all user files on a single file server was also a 
disadvantage. When the file server is unavailable, users are unable to access their files, making 
all systems unavailable. 
From the experience provided by our initial configuration, we decided that distributed disks 
would be better than a single server. The diskless workstations were still a good idea and 
could be served by the single Sun-4/260 system for booting, but the user files would have to be 
distributed throughout the network. Now a single system failure could not disable the entire 
network or prevent all users from working. Because of improvements in workstation and disk 
storage technology, we were able to purchase three Sun-4/60 workstations with 768Mb disk 
drives. (Two were purchased on this grant.) 
The final configuration has a single boot server for four diskless Sun-3/60 systems, two 
Sun-3/60 systems with local disks for booting, and three Sun-4/60 systems with local disks for 
booting. All of the Sun-4 systems also act as file servers for user files, also the pre-existing Vax 
11/780 and Multiflow Trace systems. The Multiflow Trace remains the primary compute server, 
but the Sun-4 systems have added significantly to the total compute power or our network 
in a distributed fashion that allows more users to conduct their research with sophisticated 
computational methods. 
In addition, we are now able to take advantage of the extensive computing resources available 
on the campus network. The systems on campus that are available to the Faculty and Students 
can now be used for access to our local network. The campus network also provides us with 
access to many wide-area networks such as the Internet, Bitnet, CSNet, and others. We now 
have direct access to Universities and other research groups throughout the world. The Vax is 
used for network news and electronic mail. 
4 CONCLUSIONS 
The Sun workstations are being used extensively for image processing, array processing, 
simulation, and the visualization of scientific data. Our use of the X window system from MIT 
has enabled us to combine our special purpose computational systems and the graphics abilities 
of the Sun workstations to provide an exceptionally powerful environment for research in Digital 
Signal Processing. The improvements have already exceeded our expectations. 
4 Conclusions 
The DSP laboratory computing network now provides a uniform environment to all users. All 
workstations present the same appearance. Users refer to the entire network as "the computer". 
No workstation appears better than any other so the computing load is naturally distributed 
over the entire network. 
We have discovered that dependence on a single server is not a good idea. The new Sun-4/60 
systems work fine as file servers but are not used as boot servers by any of the diskless systems. 
To improve accessibility, two main goals have been identified: reduce dependencies between 
systems so that failure of a single system will only affect that system; provide redundancy so 
that systems can provide the same service, ensuring that there will usually be a system providing 
that service. 
Though the equipment purchased fills many of our needs, we presently need more worksta-
tions and servers. Our network, which has 28 machines, must support over 100 users. There is 
heavy demand for access to the new workstations, which are being used 24 hours a day. The 
load has actually increased on the original systems. We feel this is due to increased productivity 
and capabilities provided by the improved user interface of the new workstations. 
While the primary purpose of this upgrade was to improve the hardware for computing, 
the importance of having software to take advantage of the new hardware cannot be stressed 
enough. Public domain software which runs under the UNIX operating system has provided 
many useful tools. The X window system from MIT has proved to be an excellent environment 
for developing software for accessing distributed resources. Software for text formatting on these 
new workstations is helping to get research publications ready faster than ever before. Two com-
mercial products, Mathematica and Matlab, provide exciting new possibilities for mathematical 
analysis and allow quick prototyping of new algorithms. Subroutine libraries which allow users 
to quickly take advantage of new resources are currently under development. 
Because of the success of our new network, we have become the model for the rest of the 
department. What we have learned about distributed networks for research is proving to be of 
great use to other groups in our department and at Georgia Tech. 
Advances in processor and disk storage technology will make it essential to continue to 
upgrade our environment in the future. Because of the possibilities the new workstations have 
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T. P. Barnwell (Georgia Tech - EE) 
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A. Current 	ARO 
	
3 	156,000 	10/88-10/89 
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