ABSTRACT I n t h i s work we p r e s e n t a waveform s p e e c h c o d i n g s y s t e m i n c l u d i n g v e c t o r q u a n t i z a t i o n . T h i s system can be seen as a v e c t o r v e r s i o n o f t h e s c al a r ADPCM s p e e c h c o d e r . I n s u c h s y s t e m t h e s p e e c h s a m p l e s a r e g r o u p e d i n v e c t o r s t h a t are coded by a v e c t o r q u a n t i z e r when i t s
l a r ADPCM s p e e c h c o d e r . I n s u c h s y s t e m t h e s p e e c h s a m p l e s a r e g r o u p e d i n v e c t o r s t h a t are coded by a v e c t o r q u a n t i z e r when i t s p r e d i c t i o n s u b t r a c t i o n has been made. T h i s p r e d i c t i o n i s o b t a i n e d i n t h e coder by a v e c t o r p r e d i c t o r .

Due t o t h e n o n -s t a t i g n a r i t y of t h e s p e e c h s i g n a l , t h e code must be cont i n u o u s l y a d a p t e d t o t h e l o c a l c h a r a c t e r i s t i c s o f t h e c u r r e n t i n p u t s i g n a l o f t h e s p e e c h . W e propose t h e u s e o f a n a d a p t i v e v e c t o r p r e d i c t o r t h a t , f o llows t h e s p e e c h s t a t i s t i c s v a r i a t i o n s so the,pred i c t i o n error t o b e c o d e d p r e s e n t s t h e minimum dynamic r a n g e . On t h e o t h e r s i d e it i s wellknown t h a t t h e p r e d i c t i o n e r r o r i s p r o p o r t i o n a l t o t h e
s i g n a l e n e r g y .
To compensate t h i s e f f e c t a v e c t o r
quantizer "gain-shape'' model has been proposed, so v e c t o r s g a i n a n d i t s shape are s e p a r a t e l y c o d e d .
The o b t a i n e d e m p i r i c a l r e s u l t s are very promising a n d e x h i b i t good c o m p e t i t i v i t y w i t h o t h e r s o l u t i o n s e x i s t i n g i n t h e l i t e r a t u r e .
INTRODUCTION
Although the application of Vector Quantizat i o n (VQ) i s only beginning to be used in speech e n o o d i n g s y s t e m s , t h e o b t a i n e d r e s u l t s up t o now shows good p o s s i b i l i t i e s and i n a n e a r f u t u r e t h o s e methods w i l l be of a g r e a t u s e i n t r a n s m i s s i o n systems with a low and medium b i t rate. A s a matt e r o f f a c t , a f t e r CCITT having adopted an APDCM standard system a t 32 Kbps, t h e i s s u e i s b e i n g focused a t 8-16 Kbps r a t e s . It may b e p o s s i b l e t h a t by u s i n g a VQ t o g e t h e r w i t h a v e c t o r p r e d i c t o r i n t h e f e e d b a c k l o o p o f a n ADPCM t h e b i t r a t e w i l l be reduced meanwhile t h e q u a l i t y i s maintained. The i n i t i a l works i n t h i s d i r e c t i o n h a v e shown h i g h c o m p e t i t i v i t y i n r e l a t i o n t o o t h e r e n c o d i n g methods as subband coding I 1,2 I .
These coding systems are named Vector Predig t i v e Coding (VPC) and i t s g e n e r a l scheme i s shown i n f i g u r e 1. B a s i c a l l y i s composed o f two main b l o c k s : t h e v e c t o r q u a n t i z e r and t h e v e c t o r p r ed i c t o r .
The way it works i s as f o l l o w s : t h e p r e d i ct i o n o f c u r r e n t i n p u t v e c t o r a v a i l a b l e from t h e o u t p u t o f v e c t o r p r e d i c t o r i s s u b t r a c t e d from t h e i n p u t v e c t o r .
The r e s u l t i n g e r r o r o f p r e d i c t i o n i s coded by t h e v e c t o r q u a n t i a e r .
The v e c t o r 56. p r e d i c t o r works t h e r e c o n s t r u t e d i n p u t s i g n a l rat h e r t h a n t h e e x a c t i n p u t s i g n a l , b e c a u s e o f t h e l a t t e r i s n o t a v a i l a b l e a t t h e r e c e i v e r .
Due t o t h e n o n -s t a t i o n a r y c h a r a c t e r o f t h e s p e e c h s i g n a l t h e u s e o f p e r m a n e n t b l o c k s f o r t h e v e c t o r q u a n t i z e r a n d t h e p r e d i c t o r g i v e a low p e r formance . The s o l u t i o n l i e s on adapting somehow t h e s e b l o c k s " t o t h e l o c a l c h a r a c t e r i s t i c s o f t h e current input speech". In the previously mentioned w o r k s , t h e a d a p t a t i o n p r o c e s s i s reduced t o t h e c l a s s i f i c a t i o n o f t h e i n p u t s p e e c h f r a m e s ( c o n t a ining a low number o f v e c t o r s ) among a small number o f classes by means o f a s s i g n i n g a p a r t i c u l a r i n v a r i a n t p r e d i c t o r and a codebook to each one of them. The main problems of u s i n g t h i s s t r u c t u r e a r e two:
1) t h e r e d u n d a n c e r e m o v a l c a p a c i t y o f t h e p r e d i c t o r i s n o t wholy used, because t h i s i s n o t f i t t e d i n a c o n t i n u o u s l y way t o t h e n o n -s t a t i o n a r y c h a r a c t e r i s t i c of the input speech; and 2 ) t h e dynamic range o f t h e v e c t o r q u a n t i z e r i s f i t t e d t o t h e dynamic r a n g e o r g a i n o f t h e e r r o r s i g n a l i n a r u d e way.
Moreover, a t h i r d drawback i s t h e s i d e i n f o r m a t i o n t h a t i s r e q u i r e d t o b e s e n t t o t h e . r e c e i v e r h a s t o b e r e l a t e d t o t h e codebook and t h e p r e d i c t o r s e l e g t e d by each frame. This i s a minor drawback
a s it r e p r e s e n t s a low i n c r e a s e o n t h e t r a n s m i s s i o n r a t e .
Our aim i s t o r e d u c e t h e e f f e c t s o f t h e s e d r a w b a c k s . I n o r d e r t o a c h i e v e t h i s w e use a serie of b l o c k s , c o n t i n u o u s l y a d a p t e d t o t h e s i g n a l f o r b o t h t h e
" v e c t o r q u a n t i z e r " a n d " v e c t o r p r e d i c t o r " . 
n t s o f t h e m a t r i c e s o f t h e V e c t o r P r e d i ct o r , u s i n g a minimizing approach, which w i l l be d i s c u s s e d i n t h e f o l l o w i n g s e c t i o n . T h i s AVP can b e t h o u g h t o f b e i n g t h e v e c t o r e q u i v a l e n t t o a n a d a p t i v e s c a l a r p r e d i c t o r .
The Adaptive Vector Quantizer (AVQ) can be s p l i t up i n t o two d i f f e r e n t b l o c k s : F P r s t l y , an e s t i m a t o r -q u a n t i z e r o f t h e g a i n ( t h e s q u a r e -r o o t o f t h e e n e r g y ) o f t h e p r e d i c t i o n e r r o r v e c t o r s ; and secondly, we have an i n v a r i a n t VQ t h a t c o d e s t h e s e e r r o r v e c t o r s p r e v i o u s l y n o r m a l i z e d by i t s g a i n -e s t i m a t i o n q u a n t i z e d .
The e s t i m a t o r -q u a n t i z e r and t h e s u b s e q u e n t e r r o r v e c t o r s n o r m a l i z a t i o n p r o v i d e t h e a d a p t a t i o n from t h e VQ dynamic r a n g e t o t h e e r r o r dynamic range. The VQ e s s e n t i a l l y c o n s i s t s o f a time-invariant codebook which codes t h e s h a p e o f t h e p r e d i c t i o n e r r o r v e c t o r s .
Both t h e AVP and AVQ a d a p t i v e c h a r a c t e r i s t i c s a l l o w f o r t h e u s e o f j u s t one i n v a r i a n t b l o c k f o r t h e i m p l e m e n t a t i o n o f e a c h o n e , i n s t e a d o f a s e r i e s o f i n v a r i a n t b l o c k s t o g e t h e r w i t h a speech s i n a l w e f t c l a r i f i c a t o r , a s d i s c u s s e d i n s o l u t i o n s
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W e s h a l l c a l l t h e whole system, containing
b o t h a d a p t e d b l o c k s , t h e A d a p t i v e V e c t o r P r e d i c t i v e Coder (AVPC) .
THE AVPC SYSTEM
The Adaptive Vector Predictor (AVP)
The p r e d i c t o r f u n c t i o n i s used t o o b t a i n t h e m o s t a c c u r a t e p r e d i c t i o n of t h e a c t u a l i n p u t v e c t o r so t h a t t h e p r e d i c t i o n e r r o r b e
a minimum. The dynamic range reduction of the signal to be quant i z e d , a l l o w s a more a c c u r a t e r e p r e s e n t a t i o n by t a k i n g t h e mean o f t h e VQ, and t h e r e f o r e , a smaller q u a n t i z e r e r r o r o c c u r s .
The p r e d i c t o r i s o f t h e backward t y p e , so
from t h e r e a l o n e s i n t h e q u a n t i z a t i o n e r r o r . The p r e d i c t i o n c o e f f i c i e n t s , { A ( n )
%
The c o e f f i c i e n t s A . ( n ) are c a l c u l a t e d so t h a t t h e p r e d i c t i o n e r r m l z ( n ) = x ( n ) -X ( n ) b e i n a c e r t a i n way minimized. The most used criterium i s t o m i n i m i z e t h e m a t r i x t r a c e o f t h e mean square e r r o r .
where the supraindex T means t r a n s p o s e d v e c t o r .
The minimization of ( 2 ) c o n v e y s t o t h e v e c t o r i a l v e r s i o n o f t h e wellknown normal e q u a t i o n s .
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P where R ( j ) a r e t h e c o r r e l a t e d s i g n a l m a t r i c e s z ( n ) . -? ( n ) -s i g n a l i s o n l y a v a l a i b l e o n c e t h e p r e d i c t o r c o e f f i c i e n t e s t i m a t i o n h a s been%done. The c o e f f ic i e n t s a r e c a l c u l a t e d from t h e & ( n ) . T h i s problem r e q u i r e s an i t e r a t i v e s o l u t i o n , i n wQich b o t h , t h e p r e d i c t o r e s t i m a t i o n a n d t h e s i g n a l
g(n) a r e a l t e r n a t e v e l y o b t a i n e d . T h i s s o l u t i o n w i l l be d i s c u s s e d f u r t h e r o n ; we w i l l now s i m p l i f y t h e problem by d e s i g n i n g t h e p r e d i c t o r from tQe real s p e e c h s i g n a l X ( n ) t h a t o n l y d i f f e r s from & ( n ) i n t h e q u a n t i z e r e r r o r b e i n g t h a t a small one.
I n t h i s c a s e t h e p r e d i c t o r c o e f f i c i e n t c a l c u l a t i o n from ( 3 ) r e q u i r e s t h e p r e v i o u s e s t i m a t i o n o f & ( n ) c o r r e l a t i o n m a t r i c e s . Due t o t h e n o n -s t a t i o n a r y c h a r a c t e r o f t h e s p e e c h s i g n a l t h e m a t r i c e s s h o u l d b e u p d a t e i n c e r t a i n p e r i o d s o f t i m e a n d b e i n g t h e p r e d i c t o r c o e f f i c i e n t r e -c a l c u l a t e d . The p r e d i c t o r c o e f f i c i e n t s m u s t b e t r a n s m i t t e d t o t h e r e c e i v e r ,
h i g h l y i n c r e a s i n g t h e t r a n s m i s s i o n rate.
% -
T h i s drawback can be avoided by u s i n g a n a d a p t i v e p r e d i c t o r , where t h e c o e f f i c i e n t s are c o n s t a n t l y r e n e w e d . D i f f e r e n t ways of minimizing e x p r e s s i o n ( 2 ) g i v e s e v e r a l a d a p t i v e p r e d i c t o r algorithms. Three algorithms have been considered: The t r a n s v e r s a l LMS ( L e a s t Mean Square), and two l a t t i c e a l g o r i t h m s i n which t h e s p e e c h s i g n a l h a s b e e n p r e v i o u s l y o r t o g o n a l i z e d by means of an a d a p t i v e l a t t i c e p r e d i c t o r w i t h a g r a d i e n t t y p e a l g o r i t h m GAL2 ( G r a d i e n t A d a p t i v e L a t t i c e ) o r by t h e ELSAL ( E x a c t L e a s t S q u a r e A d a p t i v e L a t t i c e ) .
Alaorithm Vector LMS I n t h i s c a s e , s i m i l a r l y t o t h e s c a l a r c a s e , t h e p r e d i c t o r c o e f f i c i e n t s a r e c a l c u l a t e d sample by sample and changing i n t h e d i r e c t i o n o f minus g r a d i e n t . where y ( n ) i s t h e g r a d i e n t o f
( 2 ) and p ( n ) i s a time v a r i a n t e s c a l a r p a r a m e t e r t o match t h e speech energy.
-
The g r a d i e n t a c c u r a t e e x p r e s s i o n r e q u i r e s t h e p r e v i o u s e s t i m a t i o n o f t h e s i g n a l c o r r e l a t i o n matrices. W e c a n a v o i d t h i s drawback by taking t h e i n s t a n t a n e o u s g r a d i e n t a s g r a d i e n t e s t i m a t i o n V . ( n )
. R e p l a c i n g t h e s t a t i s t i c f u n c t i o n by i n s t a n t a n e o u s v a l u e s i n e x p r e s s i o n ( 2 ) a n d d e r i v i n g t h e f u n c t i o n we o b t a i n :
To r e p r o d u c e t h e p r e d i c t o r c o e f f i c i e n t e s t imation i s n e c e s s a r y t o work w i t h a v a l a i b l e s i g n a l s once i n t h e r e c e i v e r .
The x ( n ) s i g n a l i s indeed t h e r e c o n s t r u c t e d 5 s i g n a l . The a v a i l a b l e e r r o r s i g n a l i s t h e q u a n t i z e d e r r o r e (n) b e i n g e q u i v a l e n t t o m i n i m i z e t h e e r r o r t r a c e r a a e r t h a n t h e g ( n ) . Replacing ( 5 ) i n ( 4 ) a n d t a k i n g i n t o a c c o u n t t h e g i ( n + l ) = e i ( n ) + v ( n ) e ( n ) z ( n -i )
The p ( n ) p a r a m e t e r i s t a k e n as time v a r i a n t t o f o l l o w t h e s i g n a l e n e r g y a s t h e g r a d i e n t t e r m i s p r o p o r t i o n a l t o t h i s v a l u e .
p ( n ) = -LL ; o <a<2
i s a n e s t i m a t i o n o f t h e i n p u t p r e d i c t o r s i g n a l energy.
Vector The new'process p r e s e n t s a d i a g o n a l c o r r e l a t i o n b l o c k -m a t r i x , -a n d , t h e r e f o r e , a n u l l e e i g e n v a l u e s -s p r e a d .
The X(n) p r e d i c t i o n i s o b t a i n e d a s t h e LMS c a s e by weighting t h e new v e c t o r s
The l a t t i c e p r e d i c t o r o r d e r is KxP. The equat i o n s o f t h e GAL algorithm can be s e e n i n r e f e r e n c e ( 3 1 . The u p d a t e r e c u r s i o n o f t h e e . ( n ) % c o e f f i c i e n t s is t h e same t h a t t h e LMS ( 6 ) r e p l a & g s ( n ) by r ( n ) . 
I n t h i s a l g o r i t h m t h e e v o l u t i o n o f t
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fore, a b e s t t r a c k i n g o f the speech s t a t i s t i c .
Vector ETSAL Algorithm
T h i s p r e d i c t o r i s similar t o t h e GAL2 one, b u t i n t h i s c a s e t h e l a t t i c e P a r c o r c o e f f i c i e n t s are c o n t r o l l e d by ELSAL a l g o r i t h m w h i c h h a s b e t t e r c o n v e r g e n c e p r o p e r t i e s t h a n GAL2. The e q u a t i o n s of t h i s a l g o r i t h m c a n b e s e e n i n r e f e r e n c e 13 1 .
To e v a l u a t e t h e a p p l i c a t i o n s o f t h e t h r e e proposed algorithms we s t a r t t o m e a s u r e t h e p r e d i g tion gain of every one of them.
A l e a r n i n g s e t w a s used as a s i g n a l t e s t of s i g n a l s p e e c h a n d t h e same one will be used for the complet dessign of AVPC system and it i s d e s c r i b e d o n the r e s u l t s s e c t i o n .
I n o r d e r t h a t t h e s e m e a s u r e m e n t s b e i n d e p e n d e n t from t h e VQ d e s i g n t h e p r e d i c t o r s worked i n a f o r w a r d s e n s e , o u t o f t h e AVPC feedback loop.
The experiments were carried out between 1 and 5 f o r t h e d i m e n s i o n v e c t o r s K . The c a s e K=5 w i l l be chosen for the complet AVPC system evaluat i o n . F o r t h i s d i m e n s i o n p r e d i c t o r s w i t h r a n g e up t o 1 d o n o t r e s u l t s u i t a b l e b e c a u s e t h e c o r r el a t i o n among s a m p l e s s p e e c h s i g n a l d e c r e a s e s f a s t w i t h t h e d i s t a n c e .
So we t a k e P = l a s a p r e d i c t o r Drder. The algorithm convergence parameter values were e m p i r i c a l l y o p t i m i z e d .
I n f i g u r e 3 t h e p r e d i c t i o n g a i n s are shown f o r both LMS and GAL2 p r e d i c t o r s . The p r e d i c t o r s g a i n s o b t a i n e d w i t h ELSAL a r e v e r y similar t o t h e o n e s o b t a i n e d i n
GAL2 and are not drawn. This approaching t o t h e r e s u l t s b e t w e e n t h e a l g o r i t h m s l a t t i c e g r a d i e n t p a t t e r n GAL a n d t h e ELSAL ones have been a l s o t e s t e d by t h e a u t h o r s o n t h e ADPCM s c a l a r c o n t e x t 13 I .
The p r e d i c t o r g a i n s i n the l a t t i c e cases are g r e a t e r t h a n i n t h e LMS one, as it was hoped. This i n c r e a s e i s about 10% (0.6dB) in the vector dimens i o n K=5 case, d e c r e a s i n g f o r smaller dimensions. T h i s i s due t o t h e o r t h o g o n a l i t y e f f e c t s t h a t are more i m p o r t a n t f o r h i g h e r r a n g e c o r r e l a t i o n m a t r i x ( e q u a l t o K.P 1. 
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