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Abstract
The MasPar MP-1 is a SIMD parall el computer wi th hi gh throughput on ne- grai n i r re-
gul ar i nterproces sor communi cat i on. Thi s report presents measurements of communi cat i on
on a MP- 1216A machi ne wi th 16384 proces sors . The t i mi ngs cover al l cl as ses of communi -
cat i on operat i ons provi ded i n the standard MPL l i brary pl us the router and xnet s tatements
wi th a var i ety of communi cat i on and proces sor act i vi ty patterns . Thi s report al so di scusses
the resul t s of these measurements , some of whi ch are rather surpr i s i ng.
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4 1 INTRODUCTION
1 Int r oduct i on
Thi s sect i on di scusses why the measurements have been perf ormed and f or whomthey are usef ul ,
what has been measured and what not, howthe measurements have been done and howval i d I
expect themto be, howto i nterpret the di agrams. I t ends wi th a short di scuss i on and summary
of resul ts .
1.1 Why measure
The dri vi ng f orce behi nd these measurements was the wi sh to have data on whi ch to base code
generat i on deci s i ons f or an opti mi zi ng compi l er we are bui l di ng f or the MasPar MP-1. There
are cases i n whi ch a compi l er can i mpl ement the same f unct i onal i ty i n more than one way
i t i s not cl ear whi ch way i s most eci ent . Thi s i s especi al l y true when usi ng l i brar
s i nce thei r runti me behavi or under di erent condi t i ons i s l ess transparen
communi cat i on operat i ons | the MasPar l i brary documentat i on doe
thi s matter . Such knowl edge i s not onl y usef ul f or a compi l e
appl i cat i on programmer.
1. 2 What was measured and how
The measurements cover onl y communi cat i on operat i ons , f o
1. the cost of other bas i c operat i ons can most l y be c
MasPar manual s .
2. of ten the most i mportant i mpl ementat i on a
ti on operat i ons .
For the rest of thi s report , I wi l l ass
l anguage and the MPL l i brary.
Al l exper i ments have been done
been determi ned wi th the d
8 ti mes wi th the same par
Excepti ons to t
gathered f
done onl
the
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Fi gure 1: router permutation sensitivity
each tr i al . The resul ts can be seen i n Fi gure 1; runti mes vary by l ess than 10 percen
behave very s i mi l arl y f or newl y generated as f or sel f - modi ed permutati ons .
1
1. 3 Howto read the diagrams
Most di agrams i ndi cate t i me on the ordi nate (y- axi s) , measured i n so- cal l ed
cycl e of the i nternal cl ock on the MasPar DPUand l asts 80ns ( i . e.
Note, al though many di agrams share the same scal e on the vert
The absci ssa (x- axi s) of most di agrams i s a l ogar i thmi c
exampl e a val ue of 12 means that 2
12
PEs are i n th
three out of f our processors are i nact i ve.
For each curve, there i s a name i n th
usual l y consi sts of three compon
OP i ndi cates the operat i on
name, f or raw route
\f etch" i ndi c
SZ me
a sh
6 1 INTRODUCTION
probabi l i st i c act i vi ty (each PEi s i ndi vi dual l y act i ve or i nact i ve wi th a certai n probabi l i ty) , or B
f or bl ock (exact l y the rst n PEs are act i ve) . Thi s rst l etter i s i rrel evant |and thus l ef t ou
|f or xnet communi cat i on.
The second l etter can be ei ther P f or a randompermutati on of dest i nat i on PEs (each PEo
exact l y once i n the pattern when al l PEs are act i ve) , R f or a randomdest i nat i on
by each PE i ndi vi dual l y) , C f or cycl i ng dest i nat i ons (PEs wi th numbers di 
dest i nat i ons wi th numbers di er i ng by n modul o the number of dest i na
(onl y n dest i nat i ons al l ocated i n a conti guous bl ock are use
dest i nat i on", or S f or shi f t (thi s l etter i s f ol l owed
shi f t : 1 or 100) .
There are a f ewexcepti ons to these rul es ,
gures . The communi cat i on patter
up thei r own communi cat i on
The exampl e fetch.4.PP t
act i vi ty pattern an
set l ooks appr
openfil
for (j
for (
de
if
}
}
where j co
mun
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Lef t-hand- si de usage (i . e. as l val ue) of a router statement i n assi gnments of char/integer/double, respecti vel y.
The acti vi ty pattern i s probabi l i st i c, i . e. each PE i s i ndi vi dual l y acti ve or i nacti ve wi th probabi l i ty 2
x 
communi cati on pattern i s a randompermutati on. Note that the hi ghest val ue on the x- axi s i s on th
Fi gur e 2 : router send
2 Raw router communicati on
In this sectionwe will examine the behavior of the router statement and the rsend and rfetch
library functions.
2. 1 The router statement
The only timingdata the MasPar manuals provide onthe cost of router communicationis that
bit communication will on the average take about 5000 ticks, if all PEs participate.
2
In
s a little smaller. This stems fromthe fact that a permutationis a
mpattern, because ina permutationeach
cationwith
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Ri g h t - h a n d - s i d e u s a g e o f a r o u t e r s t a t e me n t i n a s s i g nme n t s o f char/integer/double, r e s p e c t i
a c t i v i t y p a t t e r n a n d r a n d o m p e r mu t a t i o n c o mmu n i c a t i o n p a t
Figure 3: rout
Note that for both, sendandfetch, the cost of arouter statment
in the communication.
Adirect comparisonbetweensendand fetch, as ingure 4, reveals that bothoperations indeed
showthe same behavior incost reductionas a reactionof activity reduction. Trying to charac-
terize this quantitatively we nd the following rules of thumb in the diagram: communication
he PEs participating takes about 1=3 of the time that a communicationof all PEs
5 time andwith1=64 of the PEs it takes 1=8 time.
a little more expensive than
ns
2 . 1 Th e r o ut e r s t a t e me n t 9
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Ea c h d a t a p o i n t d i r e c t l y c o r r e s p o n d s t o o n e o f  g u r e
Figure 6: router s
Thus, fetch is indeedabit cheaper thansend, whichis nic
fetchtends to be usedmore often.
The above computations and the routerCount diagrams suggest an almost linear behavior of
router runtime with increasing absolute number of active PEs. By hand-tting a function to
the 4-byte send curve, I found x=5+10
p
x+300 to give a good approximation (see gures 7
e behavior is not completely linear (at full activitythe nonlinear part accounts
t is asymptotically linear.
terns
hdierence whether the patternof activity
dierence, if the
2 . 3 Us i n g o t h e r c o mmun i c a t i o n p a t t e r n s
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h i g h e s t v a l u e i s o n t h e r i g h t .
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4 - b y t e r o u t e r s e n d by PE
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 g u r e s a b o v e , R i s reg
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The results
1. fetching froma s
withthe number of active PEs.
2. Shifts (i.e. eachprocessor i communicates withp
for all processors andn is the number of processors) are particularl
on the MasPar router; for almost all PEs active their cost is only about 60 percent of
an average randompermutation. If all PEs are active the cost drops further to about 50
percent of the standardvalue.
3. Arandomcommunicationpatternis onlyslightlymore expensive thanapermutation. Ina
hPEpicks its partner independentlyof all other PEs, socollisions may
theMasPar router serializes intoapproximately40
dditional cost. However,
2 . 4 r s e n d a n d r fe t c h 13
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log2(#active_PEs)
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Ro u t e r f e t c h wi t h p r o b a b i l i s t i c a c t i v a t i o n p a t t e r n a n d t h e f o l l o wi n g c o mmu n i c
( P) , s h i f t b y 1 PE i n iproc o r d e r ( S1 ) , s
d u p l i c a
2. 4.
The timi
expect, communicationtime rises l
having fewer PEs active are similar to those of the bare r
2. 4. 2 rsend vs. rfetch
Comparing rsend and rfetch leads to a similar result as comparing send and fe
statements: Figure 13 indicates that bothoperations take about the same time, except whenall
PEs are active where rsend takes a fewpercent longer than rfetch. This is true for singular as
well as plural pointers.
2. 4. 3 rsend vs. router statement
d is more expensive than router on the same small amount of data. This is not surprising
t rsend (being the more general command) to need a longer setup
or two for 4-byte packets. The lessonwe
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Us i n g t h e r o u t e r s t a t e me n t f o r c o mmu n i c a t i n g a p e r mu t a t i o n o f 4 o r 8 b y t e s , a n d s s r s e n d f
p e r mu t a t i o n o f 32 o r 1 2 8 b y t e s , r e s p e c t i v e l y , wi t h r a n d
Figure 11:
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Us i n g t h e r o u t e r s t a t e me n t f o r
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log2(#active_PEs)
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s e n d i n g o r f e t c h i n g 4 b y t e s u s i n g a l l s i n g u l a r o r a l l p l u r a l p o i n t e r s , r a
p e r mu t a t i o n .
Figure 13: r
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Co r r e s p o n d s t o  g u r e 9.
Figure 15: rsendwi th probabi l i sti c vs. regul ar acti vi ty
Using dierent activation patterns on rsend (gure 15) has the same eect as for the router
atement (see gure 9 andthe discussion in section2.2).
ular vs. plural pointers
iants of the rsend and the rfetch library functions: all four combinations of
e anddestinationaddresses of the datatobe transmitted
antlydierent cost for asmall
s rsend,
2 . 4 r s e n d a n d r f e t c h 17
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log2(#active_PEs)
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r s e n d o f a 4 - b y t e p a c k e t wi t h s i n g u l a r s o u r c e a n d s i n g u l a r d e s t i n a t i o n d a t
p l u r a l d e s t i n a t i o n , wi t h p l u r a l s o u r
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r s e n d o f a 4 - b y t e p a c k e t f o r l a r g e r p a c k e t s wi t h s i n g u l a r s o u r c e a n d s i n g u l a r d e s t i n a
s i n g u l a r s o u r c e a n d p l u r a l d e s t i n a t i o n , wi t h p l u
p l u r a l d e
3 x
xnet
behavior is muchmore straightforw
The times for rawxnet communication can be
manuals. I did some experiments with it anyway, in order to visualize the b
the formulae.
The rst experiment is depicted ingure 19: xnet usage onthe left hand side of anassignment
uses time proportional to the size of the data object and proportional to the communication
distance. This is true except for a small additional constant time and independent of the
NE, N, NW, W, SW, S, or SE). The curves showalmost noaberrations and
though not perfectly: for the 4-byte send
ment gave 4206
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Le f t - h a n d - s i d e u s a g e o f a x n e t s t a t e me n t i n a s s i g nme n t s o f char/integer/double, r e s p e c t i
Figure 19: xnet send
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s e n d i n g v e r s u s f e t c h i n g v i a x n e t u s i n g t h e x n e t s t a t e me n t o
f o r a 4 - b y t e p a c k e t .
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x f e t c h i n s t a n d a r d a n d n o n s t a n d a r d d i r e c t i o n s : s s x f e t c h i n d i r e c t i o n ( x , 0 ) , s s x f e t c h
c o r r e s p o n d i n g t wo c u r v e s f o r p p x f e t c h .
Figure 21: xfetch
ss xfetchwere used, as showninthe upper twocurves of g
thanrawxnet sendbya constant of about 700 ticks; the next experiment gives an id
The xsend and xfetch functions allowto use arbitrary osets in x- and y-direction. While in
gure 20onlyone directionwas usedandthe other direction's distance was chosenas 0, we now
one direction constantly to distance 20 and graph the runtime (gure 21). The results are
for x< 20 but even sinks for growingx.
re steeper than those for standard directions (E,
darddirection
21
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x f e t c h a n d x s e n d wi t h s i n g u l a r s o u r c e a n d d e s t i n a t i o n a d d r e s s a n d wi t h p l u r a l s o u r c
Figure 22: ss xfetch/send vs. pp xfet
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p p x f e t c h a n d p p x s e n d f o r p a c k e t s o f 4 b y t e a n d 3 2 by t e , r e s p e c t i v e l y . Th e s e e mi n g
pp xfetch.32 a t x = 6 7 i s a n o t r e p r o d u c i b l e r u n a wa y wh i c h
t h e me a s u r e me n t p r o g r
Acomp
byte versus 32-byte packets (gure
showa dierence by factor 4 for the distance-dependen
constant eort for the larger packets. The constant time neededfor a32-byte pp x
7000 ticks. That means that it is faster to use the router (pp rsend) for the same operation,
evenfor distance 1, if the number of participatingPEs is less than2
9
andthe activationpattern
is random(or spread evenly). For distance 64 one can aordmore than 2
12
active PEs before
mes slower!
i on li br ar y f unct i ons
untime behavior of various reduction library functions depending onPE
be dependent on the actual data used in the
4 . 2 s c a n 23
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4. 2 scan
The scanlibraryfunctions, as the reduce functions, didnot showanyd
of PEactivity. The dominant inuence factor on the runtime of the scan functions is the size
of the segments that are scanned. In the experiment shown in gure 26, a varying number
of segment boundaries was thrownonto the PEarraywith even distributionand the resulting
I donot have anexplanationfor the quantumjumps inthe curves, whichcould
nt, but may stemfromproperties of the random
f magnitude of time
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4. 4 enumerate, selectOne, sel ectFi rst
The diagramfor the enumerate operationwouldshowa straight h
than7100ticks. The case of all PEs being active is optimizedanduses only80ticks. Sin
diagramis completelyboring, I left it out.
Asimilar statement is true for selectOne and selectFirst: both are independent of the activity
patternandshowlittle deviation. selectOne is usedfor performingacast fromplural tosingular
all values are knowntobe identical), whichwas allowedtobe writtendirectly inthe
ow. The operations canalsobe usedtoiterate sequentially
undened order (selectOne). selec-
hat there is
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5 Summar y of Res ul t s
The measurements hadsome surprising results andsome of themshowsignicant dierences in
a reactionto variations on innocent-looking parameters (especially the communica-
asurements for actual programming decisions will in-
mmunication
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A The t i mi ng pr ogr am
To provide exact documentation of the experiments done, I simply print the whole timing
rogramI used. It consists of twomodules: One of themcontains a small number of auxiliary
s the actual timing code.
for better parallel randomnumber generation, random
o(for randomactivity
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*/
return (p_random() % 1000003); /* use smallest prime greater 1e6 as modulus */
}
A. 2 measure. h
/*************************************************************************
Project : MasPar communication timing program
Author : Lutz Prechelt, Karlsruhe
Date : 03.11.92
**************************************************************************/
/* not present in any header file although in V3.0 library: */
int dpuTimerStart();
unsigned long dpuTimerTicks();
double dpuTimerElapsed();
int selectFirst();
int selectOne();
/* my own auxiliary routines: */
plural int ca_every_nth (int n);
void new_permutation (plural int *dest);
void openfile (FILE **fp, char *filename, char *mode);
plural int p_randm();
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/*************************************************************************
Project : MasPar test program for timings
Author : Lutz Prechelt, Karlsruhe
Date : 05.11.92
**************************************************************************/
#include <mpl.h>
#include <mp_libc.h>
#include <mp_libm.h>
#include <math.h>
#include <stdio.h>
#include "measure.h"
/* not present in any header file although in V3.0 library: */
int dpuTimerStart();
unsigned long dpuTimerTicks();
double dpuTimerElapsed();
int selectFirst();
int selectOne();
visible extern int time (int*);
visible int test_main ();
int communication_tests ();
#define n 6
char c1, c2;
short s1, s2;
int i1, i2;
float f1, f2;
double d1, d2;
plural char pc1, pc2, pc[1024], pc_[1024], seg;
plural short ps1, ps2, ps[n];
plural int pi1, pi2, pi[n], dest, dest2;
plural float pf1, pf2, pf[n];
plural double pd1, pd2, pd[n];
plural char *pcp1, *pcp2;
plural short *psp1, *psp2;
plural int *pip1, *pip2;
plural float *pfp1, *pfp2;
plural double *pdp1, *pdp2;
plural char *plural pcpp1, *plural pcpp2;
plural short *plural pspp1, *plural pspp2;
plural int *plural pipp1, *plural pipp2;
plural float *plural pfpp1, *plural pfpp2;
plural double *plural pdpp1, *plural pdpp2;
int time_nonempty;
/*------------------------------------------------------------------------*/
visible int test_main ()
{
/* this is the function that is called from the front-end program */
printf ("StartACU:\n");
srandom (callRequest (time, sizeof(int*), (int*)0));
A. 3 me a s u r e . m 31
communication_tests();
printf("EndACU ");
return (0);
}
/*------------------------------------------------------------------------*/
/* macros to perform a single measurement and write a protocol line */
#define measure_i(prg,lprob_act,size) \
{ int pecount = reduceMax32 (enumerate()) + 1; \
__routerCount = 0; \
dpuTimerStart (); \
prg; \
time_nonempty = dpuTimerTicks(); \
fprintf (fp, "%5d %5.2f %2d %3d %6d %2d\n", \
pecount, log10((double)pecount)/log10(2.0), \
lprob_act, size, time_nonempty-60, __routerCount); \
}
#define measure_f(prg,lprob_act,value) \
{ int pecount = reduceMax32 (enumerate()) + 1; \
__routerCount = 0; \
dpuTimerStart (); \
prg; \
time_nonempty = dpuTimerTicks(); \
fprintf (fp, "%5d %5.2f %2d %5.2f %6d %2d\n", \
pecount, log10((double)pecount)/log10(2.0), \
lprob_act, value, time_nonempty-60, __routerCount); \
}
/*------------------------------------------------------------------------*/
int communication_tests ()
{
/* Measure how long various communication operations take under various
conditions.
Each experiment is output into a different file.
File naming conventions for router measurements: "OP.SZ.AC"
OP is operation (send,fetch,ss_rsend, etc.)
SZ is communicated data size per processor in bytes
AC is Activity and Communication pattern
A is R : regular pattern of activity (every nth active)
P : probabilistic
B : block (only first n active)
C is P : random permutation of destinations
R : random destination
C : cycle: every nth
B : block: n neighbors
1 : all the same destination
S : shift (number gives length e.g. S100)
Similar naming conventions are used for other operations.
*/
FILE *fp = 0;
register int i, j, k, l;
dest = dest2 = iproc;
new_permutation (&dest); /* prepare permutation in dest variable */
pc1 = pc2 = (plural char)dest;
pc1 = router[dest].pc2; /* initialize router ?*/
pc1 = xnetE[1].pc1; /* initialize xnet ? */
pd1 = pd2 = (plural double)dest;
p_srandom (dest); /* init parallel random number generator */
/********** determine permutation sensitivity **********/
openfile (&fp, "send.4.AP1", "w");
fprintf (fp, "# 32 bit send, all, different permutations (shifted powers):\n");
for (k = 0; k < 100; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
measure_i ((router[dest].pi1 = pi2), lnproc, k);
}
openfile (&fp, "send.4.AP2", "w");
fprintf (fp, "# 32 bit send, all, different permutations (randomly new):\n");
for (k = 0; k < 100; k++) {
new_permutation (&dest);
measure_i ((router[dest].pi1 = pi2), lnproc, k);
}
/********** xnet communication **********/
/* no repetitions, since almost no deviations occur */
openfile (&fp, "xnetEsend.1", "w");
fprintf (fp, "# 8 bit xnet send:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((xnetE[j].pc1 = pc2), j, 1);
openfile (&fp, "xnetEsend.4", "w");
fprintf (fp, "# 32 bit xnet send:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((xnetE[j].pi1 = pi2), j, 4);
openfile (&fp, "xnetEsend.8", "w");
fprintf (fp, "# 64 bit xnet send:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((xnetE[j].pd1 = pd2), j, 8);
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openfile (&fp, "xnetEfetch.4", "w");
fprintf (fp, "# 32 bit xnet fetch:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((pi2 = xnetE[j].pi1), j, 4);
openfile (&fp, "ss_xfetch.4", "w");
fprintf (fp, "# 32 bit ss_xfetch:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((ss_xfetch (j, 0, pc, pc_, 4)), j, 4);
openfile (&fp, "ss_xfetch.4.Y20", "w");
fprintf (fp, "# 32 bit ss_xfetch:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((ss_xfetch (j, 20, pc, pc_, 4)), j, 4);
openfile (&fp, "ss_xsend.4", "w");
fprintf (fp, "# 32 bit ss_xsend:\n");
for (j = 0; j <= nxproc; j++)
measure_i ((ss_xsend (j, 0, pc, pc_, 4)), j, 4);
openfile (&fp, "sp_xsend.4", "w");
fprintf (fp, "# 32 bit sp_xsend:\n");
for (j = 0; j <= nxproc; j++) {
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((sp_xsend (j, 0, pc, pcpp2, 4)), j, 4);
}
openfile (&fp, "sp_xfetch.4", "w");
fprintf (fp, "# 32 bit sp_xfetch:\n");
for (j = 0; j <= nxproc; j++) {
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((sp_xfetch (j, 0, pc, pcpp2, 4)), j, 4);
}
openfile (&fp, "ps_xsend.4", "w");
fprintf (fp, "# 32 bit ps_xsend:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
measure_i ((ps_xsend (j, 0, pcpp1, pc, 4)), j, 4);
}
openfile (&fp, "ps_xfetch.4", "w");
fprintf (fp, "# 32 bit ps_xfetch:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
measure_i ((ps_xfetch (j, 0, pcpp1, pc, 4)), j, 4);
}
openfile (&fp, "pp_xsend.4", "w");
fprintf (fp, "# 32 bit pp_xsend:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((pp_xsend (j, 0, pcpp1, pcpp2, 4)), j, 4);
}
openfile (&fp, "pp_xfetch.4", "w");
fprintf (fp, "# 32 bit pp_xfetch:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((pp_xfetch (j, 0, pcpp1, pcpp2, 4)), j, 4);
}
openfile (&fp, "pp_xfetch.4.Y20", "w");
fprintf (fp, "# 32 bit pp_xfetch:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((pp_xfetch (j, 20, pcpp1, pcpp2, 4)), j, 4);
}
openfile (&fp, "pp_xsend.32", "w");
fprintf (fp, "# 32 byte pp_xsend:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((pp_xsend (j, 0, pcpp1, pcpp2, 32)), j, 32);
}
openfile (&fp, "pp_xfetch.32", "w");
fprintf (fp, "# 32 byte pp_xfetch:\n");
for (j = 0; j <= nxproc; j++) {
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
measure_i ((pp_xfetch (j, 0, pcpp1, pcpp2, 32)), j, 32);
}
/********** router with regular activity pattern **********/
openfile (&fp, "send.4.RP", "w");
fprintf (fp, "# 32 bit send, regular inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (iproc % (1<<j) == 0)
measure_i ((router[dest].pi1 = pi2), lnproc-j, 4);
}
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}
openfile (&fp, "send.4.BP", "w");
fprintf (fp, "# 32 bit router send, first 2**n active:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (iproc < (1<<j))
measure_i ((router[dest].pi1 = pi2), lnproc-j, 4);
}
new_permutation (&dest);
}
openfile (&fp, "ss_rsend.32.RP", "w");
fprintf (fp, "# 32 byte ss_rsend, regular inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (iproc % (1<<j) == 0)
measure_i ((ss_rsend(dest, pc, pc_, 32)), lnproc-j, 32);
}
}
openfile (&fp, "ss_rsend.32.BP", "w");
fprintf (fp, "# 32 byte ss_rsend, first 2**n active:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (iproc < (1<<j))
measure_i ((ss_rsend(dest, pc, pc_, 32)), lnproc-j, 32);
}
new_permutation (&dest);
}
/********** router with random activity pattern **********/
openfile (&fp, "send.1.PP", "w");
fprintf (fp, "# 8 bit send, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((router[dest].pc1 = pc2), lnproc-j, 1);
}
}
openfile (&fp, "send.2.PP", "w");
fprintf (fp, "# 16 bit send, random inactives:\n");
for (j = 0; j <+ lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((router[dest].ps1 = ps2), lnproc-j, 2);
}
}
openfile (&fp, "send.4.PP", "w");
fprintf (fp, "# 32 bit send, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((router[dest].pi1 = pi2), lnproc-j, 4);
}
}
openfile (&fp, "send.8.PP", "w");
fprintf (fp, "# 64 bit send, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((router[dest].pd1 = pd2), lnproc-j, 8);
}
}
openfile (&fp, "ss_rsend.4.PP", "w");
fprintf (fp, "# 4 byte ss_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((ss_rsend(dest, pc, pc_, 4)), lnproc-j, 4);
}
}
openfile (&fp, "sp_rsend.4.PP", "w");
fprintf (fp, "# 4 byte sp_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp2 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((sp_rsend(dest, pc, pcpp2, 4)), lnproc-j, 4);
}
}
openfile (&fp, "ps_rsend.4.PP", "w");
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fprintf (fp, "# 4 byte ps_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp1 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((ps_rsend(dest, pcpp1, pc, 4)), lnproc-j, 4);
}
}
openfile (&fp, "pp_rsend.4.PP", "w");
fprintf (fp, "# 4 byte pp_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((pp_rsend(dest, pcpp1, pcpp2, 4)), lnproc-j, 4);
}
}
openfile (&fp, "ss_rfetch.4.PP", "w");
fprintf (fp, "# 4 byte ss_rfetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((ss_rfetch(dest, pc, pc_, 4)), lnproc-j, 4);
}
}
openfile (&fp, "sp_rfetch.4.PP", "w");
fprintf (fp, "# 4 byte sp_rfetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp2 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((sp_rfetch(dest, pc, pcpp2, 4)), lnproc-j, 4);
}
}
openfile (&fp, "ps_rfetch.4.PP", "w");
fprintf (fp, "# 4 byte ps_rfetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp1 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((ps_rfetch(dest, pcpp1, pc, 4)), lnproc-j, 4);
}
}
openfile (&fp, "pp_rfetch.4.PP", "w");
fprintf (fp, "# 4 byte pp_rfetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((pp_rfetch(dest, pcpp1, pcpp2, 4)), lnproc-j, 4);
}
}
openfile (&fp, "ss_rsend.32.PP", "w");
fprintf (fp, "# 32 byte ss_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((ss_rsend(dest, pc, pc_, 32)), lnproc-j, 32);
}
}
openfile (&fp, "sp_rsend.32.PP", "w");
fprintf (fp, "# 32 byte sp_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp2 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((sp_rsend(dest, pc, pcpp2, 32)), lnproc-j, 32);
}
}
openfile (&fp, "ps_rsend.32.PP", "w");
fprintf (fp, "# 32 byte ps_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp1 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((ps_rsend(dest, pcpp1, pc, 32)), lnproc-j, 32);
}
}
A. 3 me a s u r e . m 35
openfile (&fp, "pp_rsend.32.PP", "w");
fprintf (fp, "# 32 byte pp_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
pcpp1 = pc + (p_randm() % (10*k+1));
pcpp2 = pc + (p_randm() % (10*k+1));
if (ca_every_nth (1<<j))
measure_i ((pp_rsend(dest, pcpp1, pcpp2, 32)), lnproc-j, 32);
}
}
openfile (&fp, "ss_rsend.128.PP", "w");
fprintf (fp, "# 128 byte ss_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((ss_rsend(dest, pc, pc_, 128)), lnproc-j, 128);
}
}
openfile (&fp, "ss_rsend.256.PP", "w");
fprintf (fp, "# 256 byte ss_rsend, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((ss_rsend(dest, pc, pc_, 256)), lnproc-j, 256);
}
}
openfile (&fp, "fetch.1.PP", "w");
fprintf (fp, "# 8 bit fetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((pc2 = router[dest].pc1), lnproc-j, 1);
}
}
openfile (&fp, "fetch.2.PP", "w");
fprintf (fp, "# 16 bit fetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((ps2 = router[dest].ps1), lnproc-j, 2);
}
}
openfile (&fp, "fetch.4.PP", "w");
fprintf (fp, "# 32 bit fetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((pi2 = router[dest].pi1), lnproc-j, 4);
}
}
openfile (&fp, "fetch.4.P1", "w");
fprintf (fp, "# 32 bit fetch from PE 1, random inactives:\n");
dest2 = (plural)1;
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((pi2 = router[dest2].pi1), lnproc-j, 4);
}
}
openfile (&fp, "fetch.4.PS1", "w");
fprintf (fp, "# 32 bit fetch shift 1, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = (iproc + 100) % nproc;
if (ca_every_nth (1<<j))
measure_i ((pi2 = router[dest2].pi1), lnproc-j, 4);
}
}
openfile (&fp, "fetch.4.PS100", "w");
fprintf (fp, "# 32 bit fetch shift 100, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = (iproc + 100) % nproc;
if (ca_every_nth (1<<j))
measure_i ((pi2 = router[dest2].pi1), lnproc-j, 4);
}
}
openfile (&fp, "fetch.4.PR", "w");
fprintf (fp, "# 32 bit fetch from random PEs, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = p_randm() % nproc;
36 A THE TI MI NG PROGRAM
if (ca_every_nth (1<<j))
measure_i ((pi2 = router[dest2].pi1), lnproc-j, 4);
}
}
openfile (&fp, "fetch.8.PP", "w");
fprintf (fp, "# 64 bit fetch, random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest = router[(dest+(plural)19) % nproc].dest;
if (ca_every_nth (1<<j))
measure_i ((pd2 = router[dest].pd1), lnproc-j, 8);
}
}
/********** enumerate() **********/
openfile (&fp, "enumerate.P", "w");
fprintf (fp, "# enumerate(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((pi1 = enumerate()), lnproc-j, 2);
}
}
/********** selectFirst(), selectOne() **********/
openfile (&fp, "selectFirst.P", "w");
fprintf (fp, "# selectFirst(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((i = selectFirst()), lnproc-j, 2);
}
}
openfile (&fp, "selectOne.P", "w");
fprintf (fp, "# selectOne(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((i = selectOne()), lnproc-j, 2);
}
}
/********** psort(), rank() **********/
openfile (&fp, "psort8.P", "w");
fprintf (fp, "# psort8(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((pc1 = psort8(pc2)), lnproc-j, 1);
}
}
openfile (&fp, "psortd.P", "w");
fprintf (fp, "# psortd(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)(p_random() % (plural)1000);
if (ca_every_nth (1<<j))
measure_i ((pd1 = psortd(pd2)), lnproc-j, 8);
}
}
openfile (&fp, "rank8.P", "w");
fprintf (fp, "# rank8(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((pi1 = rank8(pc1)), lnproc-j, 2);
}
}
openfile (&fp, "rankd.P", "w");
fprintf (fp, "# rankd(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)(p_random() % (plural)1000);
if (ca_every_nth (1<<j))
measure_i ((pi1 = rankd(pd1)), lnproc-j, 2);
}
}
/********** reduce() **********/
openfile (&fp, "reduceAdd8.P", "w");
fprintf (fp, "# reduceAdd8(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((c1 = reduceAdd8(pc2)), lnproc-j, 1);
}
}
openfile (&fp, "reduceMax8.P", "w");
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fprintf (fp, "# reduceMax8(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
if (ca_every_nth (1<<j))
measure_i ((c1 = reduceMax8(pc2)), lnproc-j, 1);
}
}
openfile (&fp, "reduceAddd.P", "w");
fprintf (fp, "# reduceAddd(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)(p_random() % (plural)1000);
if (ca_every_nth (1<<j))
measure_i ((d1 = reduceAddd(pd2)), lnproc-j, 8);
}
}
openfile (&fp, "reduceMaxd.P", "w");
fprintf (fp, "# reduceMaxd(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)p_random();
if (ca_every_nth (1<<j))
measure_i ((d1 = reduceMaxd(pd2)), lnproc-j, 8);
}
}
/********** scan() **********/
openfile (&fp, "scanAdd8.P", "w");
fprintf (fp, "# scanAdd8(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
seg = ca_every_nth (1<<j);
measure_f ((pc1 = scanAdd8(pc2, seg)), lnproc,
log((float)(1+reduceAdd16((plural short)seg)))/log(2.0));
}
}
openfile (&fp, "scanAddd.P", "w");
fprintf (fp, "# scanAddd(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
seg = ca_every_nth (1<<j);
measure_f ((pd1 = scanAddd(pd2, seg)), lnproc,
log((float)(1+reduceAdd16((plural short)seg)))/log(2.0));
}
}
openfile (&fp, "scanMax8.P", "w");
fprintf (fp, "# scanMax8(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
seg = ca_every_nth (1<<j);
measure_f ((pc1 = scanMax8(pc2, seg)), lnproc,
log((float)(1+reduceAdd16((plural short)seg)))/log(2.0));
}
}
openfile (&fp, "scanMaxd.P", "w");
fprintf (fp, "# scanMaxd(), random inactives:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)(p_random() % (plural)1000);
seg = ca_every_nth (1<<j);
measure_f ((pd1 = scanMaxd(pd2, seg)), lnproc,
log((float)(1+reduceAdd16((plural short)seg)))/log(2.0));
}
}
/********** sendwith() **********/
openfile (&fp, "sendwithAdd8.14R", "w");
fprintf (fp, "# sendwithAdd8(), all, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = p_randm() % (plural)(1<<j);
measure_i ((pc1 = sendwithAdd8(pc2, dest2)), lnproc, j);
}
}
openfile (&fp, "sendwithAdd8.14C", "w");
fprintf (fp, "# sendwithAdd8(), all, regular destinations cycle:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = iproc % (plural)(1<<j);
measure_i ((pc1 = sendwithAdd8(pc2, dest2)), lnproc, j);
}
}
openfile (&fp, "sendwithAdd8.14B", "w");
fprintf (fp, "# sendwithAdd8(), all, regular destinations block:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = iproc >> (plural)(lnproc-j);
measure_i ((pc1 = sendwithAdd8(pc2, dest2)), lnproc, j);
}
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}
openfile (&fp, "sendwithAdd8.8R", "w");
fprintf (fp, "# sendwithAdd8(), 256 random active, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = p_randm() % (plural)(1<<j);
if (ca_every_nth (1<<6))
measure_i ((pc1 = sendwithAdd8(pc2, dest2)), 8, j);
}
}
openfile (&fp, "sendwithAdd8.R8R", "w");
fprintf (fp, "# sendwithAdd8(), 256 regular active, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = p_randm() % (plural)(1<<j);
if (iproc % (1<<6) == 0)
measure_i ((pc1 = sendwithAdd8(pc2, dest2)), 8, j);
}
}
openfile (&fp, "sendwithAdd8.2R", "w");
fprintf (fp, "# sendwithAdd8(), 4 random active, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = p_randm() % (plural)(1<<j);
if (ca_every_nth (1<<12))
measure_i ((pc1 = sendwithAdd8(pc2, dest2)), 2, j);
}
}
openfile (&fp, "sendwithMax8.14R", "w");
fprintf (fp, "# sendwithMax8(), all, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
dest2 = p_randm() % (plural)(1<<j);
measure_i ((pc1 = sendwithMax8(pc2, dest2)), lnproc, j);
}
}
openfile (&fp, "sendwithAddd.14R", "w");
fprintf (fp, "# sendwithAddd(), all, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)(p_random() % (plural)1000);
dest2 = p_randm() % (plural)(1<<j);
measure_i ((pd1 = sendwithAddd(pd2, dest2)), lnproc, j);
}
}
openfile (&fp, "sendwithMaxd.14R", "w");
fprintf (fp, "# sendwithMaxd(), all, random destinations:\n");
for (j = 0; j <= lnproc; j++) {
for (k = 0; k < 8; k++) {
pd2 = (plural double)(p_random() % (plural)1000);
dest2 = p_randm() % (plural)(1<<j);
measure_i ((pd1 = sendwithMaxd(pd2, dest2)), lnproc, j);
}
}
return (0);
}
