associations in the full table, and suggests that this may produce misleading results. However, Gillespie (1978) and Goodman (1979) have countered that in a recursive system it is the collapsed table that more accurately describes the true causal structure. Thus, when looking at the effects of A and B on C, it is misleading to further cross-classify on a subsequent dependent variable D.
Let me emphasize at the outset that I completely agree with Goodman and Gillespie. There is simply no way to represent a recursive causal system by a single log-linear model for the full multiway table. The method of successive collapsings, on the other hand, seems entirely appropriate for such recursive systems.
Nevertheless, collapsing can be tedious, especially when the original table is large. Even when one has a computer program to do the collapsing, it can be inconvenient to shift back and forth between different collapsed tables. I will show here that, while the method of collapsing is a correct way to analyze recursive systems, it is not strictly necessary. One can obtain identical results by fitting a succession of models to the full multiway table. Not only does this reduce computation and increase flexibility, but it also offers important insights into the model itself. Further, this method-while especially useful for recursive systems-also has important implications for other situations in which collapsing seems desirable. The method is based on formal results obtained by Goodman (1971) and by Bishop et al. (1975) Table 2A , along with their respective degrees of freedom and the likelihood ratio chisquare statistic (denoted by G2).2 The models are specified by the minimal set of marginal tables fitted to the data; but each of these marginal tables also corresponds to a set of parameters in the log-linear model. As is usual when one of the variables is taken to be dependent on the others, I have fitted the marginal These results demonstrate that we can easily fit models to collapsed tables without actually collapsing, and still get the same chi-squares. What about parameter estimates? These are also the same, even without any sort of adjustment. Table 3 gives estimated coefficients and their standardized values for model 2-the simplest model which fits the datacomputed under both procedures.3 The estimates are all identical-with the exception of the grand mean (or intercept) which has no substantive interpretation, anyway.
To complete the example, let us examine the effect of variable A on variable B. Goodman says to collapse over both C and D and, then, to fit models to the Table 4 , I have fitted both the saturated model (which allows for an effect of A on B) and the model of independence, which asserts that A has no effect on B. The model of independence can be rejected at the .05 level, and the estimated log-linear parameter for the effect of A on B is .17. Table 4 also displays results from fitting the same models to the full four-way table. The chi-squares are enormous, but the difference in chi-square (between the "saturated" model and the model of independence) is 4.5, the same as that in the estimates were produced by the program GLIM. Readers whose experience with programs for estimating log-linear models is limited to ECTA may find these estimates somewhat puzzling. Unlike ECTA, GLIM uses an algorithm known as iteratively reweighted least-squares which produces maximum-likelihood estimates equivalent to those produced by ECTA. However, GLIM uses a different parametrization of the model; whereas ECTA constrains the sums of certain parameters to be equal to zero, GLIM arbitrarily constrains one of the same set of parameters to be equal to zero (Holt, 1979) . This difference is analogous to the difference between the parametrization of analysis of variance and the parametrization of multiple regression with a set of dummy variables as independent variables. Also, unlike ECTA, GLIM produces standard-error estimates for the parameters of unsaturated models which were used here to calculate standardized parameter values (each estimate is divided by its standard error). In spite of these differences, the point made by Table 3 The chi-square and the associated degrees of freedom will be higher; but differences in chi-square and degrees of freedom between models will be the same. To obtain the identical chi-square values, fit to the full table the "saturated" model for the collapsed table and then subtract its chisquare and degrees of freedom from those of the unsaturated models. Note that these results hold only for maximum likelihood estimates and for the likelihood ratio chisquare. For Pearson's goodness-of-fit chi-square, the equality will be only approximate.
Proof
At this point, the reader who is not interested in the mathematical detail may wish to skip ahead to the sections on additional applications. The equality of differences in chi-square is easily proved, using results in Goodman (1971). Consider models 1-5 in Table 2B . Goodman shows that the likelihood ratio chi-square for each of these models can be partitioned into two components: (a) the chi-square for testing the hypothesis that D is conditionally equiprobable, given variables A, B, and C; (b) the chi-square for a hypothesis about the ABC marginal table. The particular hypothesis tested in (b) corresponds to the fitted marginal tables. Since the component due to (a) is the same for all five models, it immediately follows that differences in chi-square must be equal to the differences in chi-square obtained by analyzing the ABC table directly. The generalization to higherdimensioned tables is straightforward.
The equality of the estimated parameters is slightly more difficult to prove. Consider a three-way Step 1. In the table of frequencies, mijk, C is independent of the variables A and B since we have explicitly set to zero all parameters linking C to A and B. We can therefore invoke the collapsibility theorem of Bishop et al. (1975:47) , which says that if one set of variables is independent of another set, we can collapse over the first set without affecting the parameters pertaining to the second set. This means that we get the same estimated parameters from the Mnj+ as from the fMijk.
Step 2. A basic property of maximumlikelihood estimation of log-linear models is that the estimated expected frequencies must sum to the fitted marginal tables (Bishop et al., 1975:69) . Since we are fitting the same marginal tables to both the three-way and the two-way tables, obviously both m and m ij must sum to the same marginal tables. It follows that mij+ and mi1j must also sum to the same margi- , 1978) . This is because they measure relationships that are conditional on the levels of the dependent variable and, thus, have no causal interpretation. Now, suppose that we want to estimate models which (among other things) assert that there is no effect of C on D. There are two ways to do this:
1. Set to zero all parameters which pertain to both C and D (equivalently, do not fit any marginal tables which include both C and D as variables) for any models fitted to the ABCD The reader may have noticed that what is being asserted here about the equivalence of collapsing over independent variables, and setting effect parameters equal to zero, differs somewhat from the earlier discussion about collapsing over dependent variables. In the earlier section, we set to zero all the parameters pertaining to a given variable, and we asserted that the estimates for all the remaining parameters would be identical to those obtained from the collapsed table. Here, however, we set to zero only those parameters describing the effect of a given variable on the dependent variable, and we assert that the parameters describing the effects of other variables on the dependent variable are the same as those obtained from the collapsed table. While this is a different claim, the proof is quite similar. The assertion that differences in chi-square are the same for models 1-4 and models 5-8 follows from Goodman's (1971) demonstration that the chi-squares in models 1-4 can be additively decomposed into two parts: (1) a chi-square for testing the hypothesis that D is conditionally independent of C, given A and B; and (2) Table 6 , models 1-4 impose such constraints on the parameters for the relationship between the independent variables and the dependent variable. (No such constraints were imposed on the parameters describing the relationships among independent variables, since these have no causal interpretation.)
A comparison of models 1-4 with the corresponding models 5-8 shows that these two methods are, again, essentially equivalent. The chi-squares and degrees of freedom for models 1-4 are higher than those for the corresponding models 5-8, but differences in chi-squares and degrees of freedom within the first group are identical to the corresponding differences within the second group. Although not shown here, the estimated effects of A, B, and C' on variable D are also the same 
