Wilsonian RG-flow approach to holographic transport with momentum
  dissipation by Tian, Yu et al.
Wilsonian RG flow approach to holographic transport
with momentum dissipation
Yu Tian1,4, Xian-Hui Ge2,3,4, Shao-Feng Wu2,4,5
1School of Physics, University of Chinese Academy of Sciences, Beijing, 100049, P.R. China
2Department of Physics, Shanghai University, Shanghai 200444, P.R. China
3Department of Physics, University of California at San Diego, CA92093, USA
4Shanghai Key Laboratory of High Temperature Superconductors, Shanghai 200444, P.R. China
5Shanghai Key Lab for Astrophysics, 100 Guilin Road, 200234 Shanghai, P.R. China
Abstract
We systematically present a new approach for studying the coupled linear transport
of holographic systems. In this approach, the set of equations for the linear perturba-
tions can be reduced to a first-order nonlinear ordinary differential equation expressed
as the radial (renormalization group) flow equation of the transport matrices. As an
important application, we use this approach to compute the DC and AC conductivities
of a holographic model with momentum dissipation, which can be easily read off from
the nonlinear flow equations. This method also works for transport in the presence of
an external magnetic field.
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1 Introduction
The AdS/CFT correspondence provides a powerful tool in studying strongly coupled systems
in condensed matter physics. Recently, great efforts have been devoted to exploring trans-
lational symmetry broken systems holographically, aimed to mimic real condensed systems
[1–26]. In the AdS/CFT correspondence one can move the boundary inwards by exploiting
a holographic version of the Wilsonian renormalization group (RG). The emergence of the
holographic direction is related to some coarse graining procedure. The essential idea of
holographic Wilsonian Renormalization Group approach is to integrate out the bulk field
from the boundary up to some intermediate radial distance. The radial direction in the bulk
marks the energy scale of the boundary theory and the radial flow in the bulk geometry can
be interpreted as the renormalization group flow of the boundary theory.
In translational symmetric systems, the holographic Wilsonian RG flow approach has
been widely studied. It was proved in [27] that several approaches to RG flow of trans-
port coefficients are equivalent: They are sliding membrane paradigm [28, 29], Wilsonian
fluid/gravity [30] and Holographic Wilsonian RG [31–33]. For charged black holes, metric
fluctuations and Maxwell fluctuations will mix. Such mixing effect of metric and Maxwell
fluctuations in charged black hole background is important in that it renders the transverse
vector modes of Maxwell field diffusive. In [34], the authors wrote down the coupled flow
equations for the “electric conductivity”, “momentum current conductivity” and mixing pa-
rameters defined there (see equations (71-73) in [34]), but have not obtained a neat flow
equation in matrix form and solved the flow equations. As another drawback, those quan-
tities defined in their way did not have the direct meaning of transport coefficients in the
sense of Onsager’s phenomenological relations. Actually, they in turn relied on the second
order master field differential equations. In this paper, we will systematically show that
this dilemma can be avoided by directly writing down the flow equation of the matrix of
transport coefficients, which has an elegant form and can be regarded as the RG flow of On-
sager’s phenomenological relations. This approach has been preliminarily used in [36, 37]. It
turns out that in the canonical case our flow equation takes the form of the matrix Riccati
equation, which also appears in optimization theory and other disciplines (see, for example,
[43]).
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On the other hand, up to now, there are few papers working on the translational symmetry
broken system by using the Wilsonian RG flow approach, except in [36, 37]. In this paper,
we provide a systematic scheme on how to generalize the Wilsonian RG flow approach to
coupled transport systems in the presence of momentum relaxation. We will show that one of
the advantages of this method is that it effectively transforms the equations of motion from
second order ordinary differential equations of linear perturbations to first order non-linear
ordinary differential equations of RG flows. This in turn will greatly simplify the numerical
computation of the AC conductivities.
The structure of this paper is organized as follows. In section 2, we present the general
formalism for the transport coefficients from Onsager’s theory. The RG flow equation from
an effective bulk action is also derived. We present the bulk theory and the black hole solu-
tion in the presence of momentum relaxation in section 3. The black hole solution utilized
here was previously derived by Andrade and Withers in [6] (see also [2, 3] for momentum
relaxation in massive gravity theory). As an illustration of the efficiency of the RG flow ap-
proach, we calculate the DC electrical conductivity, thermal conductivity and thermoelectric
conductivity in terms of the horizon data in section 3.1 and 3.2. The AC electric conductiv-
ity will be computed numerically in section 3.3. In section 3.4, we give DC transport in the
presence of finite magnetic field. Discussions and conclusions are presented in section 4. In
the Appendix, we provide a derivation of the flow equation in the Einstein-Maxwell theory
using our general formalism.
2 The general formalism of the coupled flow equations
In this section, we give the general arguments of the formalism for coupled flow equations of
transport. We mainly follow the ideas of Onsager’s phenomenological theory and extend it
to the holographic situations.
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2.1 Transport coefficients for coupled transport processes
According to Onsager, the coupled transport processes in the linear regime are described by
the following phenomenological relation:
J = τX, (1)
where X is the column vector formed by the sources, J that formed by the responses, and
τ the matrix of the transport coefficients. The entropy production rate is given by
Σ = XTJ = XT τX,
provided J is canonically conjugate to X.
In some cases, for example in the holographic calculation of τ , we need to express τ in
terms of X and J . Naively we can write
τ = J/X,
but that is only well-defined when X (and also J) is just a number, i.e. a column vector with
a single component. Nevertheless, a generalization of that expression for a multi-component
X, i.e. for a genuine coupled transport process, is still possible. Take the two-component
case as the simplest example. We have J1
J2
 = τ
 X1
X2
 ,
where τ is a 2× 2 matrix. In order to “divide” both sides of the above equation by X, the
only way out is to make X a square matrix. Actually, we may simply use the above equation
twice:  J (1)1
J
(1)
2
 = τ
 X(1)1
X
(1)
2
 ,
 J (2)1
J
(2)
2
 = τ
 X(2)1
X
(2)
2
 ,
with X(1) and X(2) two linearly independent source vectors, which immediately means J (1)1 J (2)1
J
(1)
2 J
(2)
2
 = τ
 X(1)1 X(2)1
X
(1)
2 X
(2)
2
 . (2)
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Due to the linear independence of X(1) and X(2), a direct consequence of the above form is
that the “extended” matrix X on the right hand side can be inverted now, which leads to
τ =
 J (1)1 J (2)1
J
(1)
2 J
(2)
2
 X(1)1 X(2)1
X
(1)
2 X
(2)
2
−1 . (3)
That is the key fact on which our whole discussion is based.
For notational briefness, hereafter we will denote (2) and (3) asuv J1
J2
}~ = τ
uv X1
X2
}~ ,
and
τ =
uv J1
J2
}~uv X1
X2
}~−1 ,
respectively, where the special notation J...K should be considered as a square matrix which
is introduced for convenience. An explicit example for the notation J...K is given as followsuv X1
X2
}~ ≡
 X(1)1 X(2)1
X
(1)
2 X
(2)
2
 , (4)
where the auxiliary notations X
(i)
1 and X
(i)
2 are linearly independent sources, introduced to
guarantee the source term invertible. After inverting the components in J...K, X(i)1 and X(i)2
will be not important in further calculations and it is better for us to hide them in J...K.
2.2 Matrix flow equation of transport coefficients in holography
Linear transport processes on the boundary are holographically described by linear pertur-
bations in the bulk. Suppose that we have an effective bulk action
I[Φ] =
∫
L[Φ]dr,
for linear perturbations around a background bulk solution, which corresponds to an equi-
librium state on the boundary. By definition, I is quadratic in the bulk perturbation fields,
which are collectively denoted as Φ. Here we assume that the background bulk solution is
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homogeneous in the time direction t, so that we can consider a single Fourier mode e−iωt of
Φ. The Euler-Lagrange equation is
d
dr
δL
δΦ′
=
δL
δΦ
. (5)
Here, as well as throughout this paper, the prime denotes the derivative with respect to r.
By holographic dictionary, we have
X = −∂tΦ¯ = iωΦ¯, J = δI
os[Φ¯]
δΦ¯
,
for the ω mode, where Φ¯ is the boundary value of Φ and Ios[Φ¯] is the on-shell counterpart of
the bulk action I[Φ]. So Onsager’s phenomenological relation (1) reads
δIos[Φ¯]
δΦ¯
= iωτΦ¯,
where we should bear in mind that Φ¯ (as well as δIos[Φ¯]/δΦ¯) is a multi-component column
vector. The flow equation of τ is obtained by derivative of the above equation with respect
to r, which reads
d
dr
δIos[Φ¯]
δΦ¯
= iωτ ′Φ¯+ iωτΦ¯′. (6)
The Hamilton-Jacobi equation tells us
δIos[Φ¯]
δΦ¯
=
δL
δΦ′
, (7)
so (6) can be turned into
d
dr
δL
δΦ′
= iωτ ′Φ¯+ iωτΦ¯′.
Upon using (5), we arrive at
δL
δΦ
= iωτ ′Φ¯+ iωτΦ¯′,
which leads to the following flow equation:
τ ′ =
s
δL
δΦ
{q
iωΦ¯
y−1 − τ qΦ¯′y qΦ¯y−1 . (8)
Note that from (7) we have
τ =
s
δL
δΦ′
{q
iωΦ¯
y−1
, (9)
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so generically both terms on the right hand side of (8) can be expressed in terms of τ and
some matrices independent of perturbations, which gives rise to the following form
τ ′ = M −Nτ − τN˜ − τOτ (10)
of the flow equation. Here M , N , N˜ and O are matrices independent of perturbations. In
this way, the flow equation of τ can be deduced without explicitly using the equation of
motion, although (5) does be implicitly used.
An explicit derivation of the flow equation for the RN-AdS bulk spacetime in the Einstein-
Maxwell theory using the above formalism is provided in the Appendix, where one can see
that Onsager’s reciprocal relation is reflected in this formalism. In practice, taking the
canonical definition (9) of τ is not necessary to calculate the transport coefficients that we
are interested in, which can be seen from the following discussion of the holographic model
with momentum dissipation. In this case, the matrix τ (denoted as τ˜ there) has no definite
symmetry and Onsager’s reciprocal relation is not explicitly reflected. Meanwhile, without
considering the effective bulk perturbation action there, we can directly deduce the flow
equation of τ˜ using the equations of motion for the linear perturbations.
Our flow equation (10) of τ can be regarded as a generalization of the flow equation in [28]
to the case of mixed (coupled) transportation. As we will see in the following sections, our
matrix flow equation provides a novel approach to compute the transport coefficients of the
boundary field theory in both the DC and AC cases, independent of the precise connection
between the r flow of transport coefficients and the real RG flow of the boundary field theory
[28].
3 Holographic transport with momentum dissipation
We consider a general class of Einstein-Maxwell-Dilaton theories with linear axion fields
S =
∫
d4x
√−g
[(
R− V (φ)− 1
2
∂φ2 − 1
2
Y (φ)
2∑
i=1
∂χ2i
)
− 1
4
Z(φ)F 2
]
. (11)
where R is the Ricci scalar and χi is a collection of 2−massless linear axions. The action
consists of the Einstein gravity, axion fields, a Maxwell field and a dilaton field.
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The action yields equations of motion as
0 = Rµν − 1
2
∂µφ∂νφ− Y (φ)
2
2∑
i
∂µχi∂νχi − V (φ)
2
gµν − Z(φ)
2
F ρµFνρ +
Z(φ)
8
F 2gµν ,(12)
0 = ∇µ
(
Z(φ)F µν
)
, (13)
0 = ∇µ
(
Y (φ)∇νχi
)
, (14)
0 = φ− V ′(φ)− 1
4
Z ′(φ)F 2 − 1
2
Y ′(φ)
2∑
i
(∂χi)
2. (15)
This model has been widely studied recently and several different types of black hole
solution has been obtained. In what follows, we mainly focus on the simple black hole
solution to the action (11) taking the form [6]
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dx2 + r2dy2, (16)
f(r) = r2 − β
2
2
− m
r
+
µ2r2H
4r2
, m = r3H
(
1 +
µ2
4r2H
− β
2
2r2H
)
, (17)
At = µ
(
1− rH
r
)
dt, χi = βxi, (18)
where µ is the chemical potential and rH is the event horizon radius. This is an asymptotic
AdS solution as r →∞. The temperature of the dual field theory is given by
T =
1
4pi
(
3rH − µ
2 + 2β2
4rH
)
. (19)
The entropy density reads s = 4pir2H. The black hole solution was first proposed and studied
in [6]. The AC conductivity with/without external magnetic field was carried out in [7, 35].
In this paper, we revisit this model and calculate the transport coefficients by using the
formalism proposed in section 2 as an explicit demonstration of the powerfulness of our
method.
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3.1 DC transport coefficients
For the purpose of calculating the response of this system, we consider linear perturbation
as follows
δAx(t, r) =
∫∞
−∞
dω
2pi
e−iωtax(ω, r) , (20)
δgtx(t, r) =
∫∞
−∞
dω
2pi
e−iωtr2htx(ω, r) , (21)
δχx(t, r) =
∫∞
−∞
dω
2pi
e−iωtχx(ω, r)/β . (22)
The equations of motion for these linear perturbations take the form
0 = a′′x +
f ′
f
a′x +
ω2
f 2
ax +
µrH
f
h′tx, (23)
0 = χ′′ +
(
f ′
f
+
2
r
)
χ′ +
ω2
f 2
χ− iωβ
2
f 2
htx, (24)
0 = h′′tx +
4
r
h′tx +
µrHa
′
x
r4
− ir
2
Hωχ
r2f
− β
2htx
r2f
, (25)
0 =
iωr2
f
h′tx +
iωµrH
r2f
ax − χ′. (26)
Imposing regularity condition on (25), we obtain
htx|r=rH =
(
µfa′x
β2rH
− iωr2Hχ
)∣∣∣∣
r=rH
. (27)
By eliminating htx and introducing φ = r
2fχ′/(iω), we are able to rewrite (23) and (24) as
(fa′x)
′ = Aax +Bφ, (28)
(r−2fφ′)′ = Cax +Dφ, (29)
where
A = µ2
r2H
r4
− ω
2
f
, B = −µrH
r4
,
C = −β2µrH
r4
, D =
β2
r4
− ω
2
r2f
.
Multiplying (29) with µrH/β
2 and combining with (28), we obtain
−
(
fa′x +
rHµ
r2β2
fφ′
)′
=
ω2
f
ax +
ω2rHµ
β2r2f
φ. (30)
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Therefore, to order O(ω), we can define a radially conserved electrical current
Jx = −fa′x −
rHµ
r2β2
fφ′. (31)
Up to order O(ω), we can see from (24) that (31) is equal to the radially conserved electrical
current from the Maxwell equation
Jx = −fa′x − µrHhtx. (32)
We then try to use the method described in the previous section to calculate the transport
coefficients. However, instead of using the canonical definition (9) of the transport matrix
τ , we define a matrix τ˜ from uv −fa′x
−r−2fφ′
}~ = τ˜
uv iωax
iωφ
}~ .
That is to say, τ˜ is defined as
τ˜ ≡
uv −rd−3fa′x
−r1−dfφ′
}~uv iωax
iωφ
}~−1 . (33)
Recall that the special notation J...K denotes that it is a matrix, not a vector. The radial
derivative of the matrix τ˜ can be expressed as
τ˜ ′ =
uv −fa′x
−r−2fφ′
}~′uv iωax
iωφ
}~−1 − iωτ˜
uv ax
φ
}~′uv iωax
iωφ
}~−1
=
uv −(Aax +Bφ)
−(Cax +Dφ)
}~uv iωax
iωφ
}~−1 − iωτ˜
uv a′x
φ′
}~uv iωax
iωφ
}~−1
= − 1
iω
 A B
C D
+ iωτ˜
 f−1 0
0 (r−2f)−1
 τ˜ . (34)
This is the main equation. Remarkably, we express the flow equation in terms of matrices
and this is very different from the RG flow method investigated in [33, 38, 39], where only
uncoupled flow equations are considered.
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Multiplying equation (34) with f , we obtain
f τ˜ ′ = − f
iω
 A B
C D
+ iωτ˜
 1 0
0 r2
 τ˜ .
At the event horizon, we have
0 =
 −iω 0
0 −ir−2H ω
+ iωτ˜H
 1 0
0 r2H
 τ˜H.
Regularity at the event horizon yields
τ˜H =
 1 0
0 r−2H
 .
Substituting the expression of τ˜H into the definition of τ˜ , one immediately obtain
−fa′x → iωax
∣∣
r=rH
, (35)
−fφ′ → iωφ∣∣
r=rH
, (36)
near the horizon. Together with the event horizon regularity condition from (28) or (29) in
the zero frequency limit
φ = µrHax. (37)
The conserved electrical current (31) can be recast as
Jx = −fa′x −
rHµ
r2β2
fφ′
= iωax + iω
µ2
β2
ax. (38)
Therefore, the DC conductivity can be evaluated at the event horizon
σDC =
∂Jx
∂Ex
= 1 +
µ2
β2
, (39)
where Ex = iωax.
1
1An alternative derivation of the DC electric conductivity can be achieved by using (32) and the in-going
boundary condition ax = (r− rH)−iω/4piTa0x with a0x a constant. Together with the regularity condition from
(25) at zero frequency: htx =
µfa′x
β2rH
, we can also obtain the DC conductivity. In this sense, here the use of
τ˜ is not necessary, but only for illustration of determining the horizon boundary condition τ˜H from the flow
equation (34). But as we will see later, the τ˜ matrix presented in (34) can greatly simplify the computation
of the AC conductivity, where no analytical methods are available.
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3.2 Thermoelectric and thermal conductivities
In this subsection, we consider electric conductivity at zero heat current as first input con-
dition and then evaluate thermoelectric and thermal conductivities via the general response
theory.
Considering (25) together with equations of motion of the Maxwell fields to the linear
order, we can write down a radially conserved heat current
Qx =
√
gtt
grr
(−gtthtx∂rgtt + h′tx)− AtJx. (40)
After imposing the regularity condition at the event horizon, we are able to evaluate the
heat current
Qx = i4piTµrH
β2
ωax, (41)
where we have used the fact At(rH) = 0 at the event horizon. The thermoelectric conductivity
can then be expressed as
α =
∂Qx
T∂Ex
=
4piµrH
β2
. (42)
The thermal conductivity satisfies the following ansatz
Jx = σEx − α∇xT, (43)
Qx = α¯TEx − κ¯∇xT. (44)
Note that zero heat current Qx = 0 gives us
∇xT = α¯T
κ¯
Ex. (45)
The electric current with vanishing heat current now is mainly contributed by the pair-
production of the boundary vacuum
Jx = σEx − αα¯T
κ¯
Ex. (46)
Therefore, we have
∂Jx
∂Ex
= σ − αα¯T
κ¯
= σ0, (47)
where σ0 = 1. The universal formula of electrical conductivity with vanishing heat current
for isotropic and anisotropic systems has been formulated in [26]∏
i
σ0ii|qi=0 = Ad−3
∏
i
Zd−1i (rH), (48)
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Figure 1: The radial flow of the optical conductivity for β/µ = 1/2 (red line) and β/µ = 1
(blue line). Here we set rH = 1 and ω = 0.001. On the boundary z → 0, the blue line tends
to Re(σ) ≈ 2 and the red line (not fully shown in the figure) tends to Re(σ) ≈ 5, which
agrees with the DC conductivity (39).
where A and Zi are area density per unit volume of the black hole horizon and gauge field
couplings, respectively. Here we consider σ0ii as an already known physical quantity. The
thermal conductivity then reads
κ¯ =
αα¯T
σ − σ0 =
16pi2Tr2H
β2
. (49)
We can see that once the conserved currents are obtained, the linear responses are easily
calculated.
3.3 DC conductivity flow and Optical conductivity
With the main flow equation (34) at hand, we are able to evaluate the conductivity at a finite
cutoff surface numerically. For the real part of the conductivity, we can see from Figure 1
that there is a non-trivial flow from the event horizon to the boundary. At the event horizon
σ(rH) = 1, while near the boundary r →∞ (z → 0) the DC conductivity is reduced to (39),
which can be viewed as a valuable check of the analytical calculation of the DC conductivity,
as well as a check of our matrix flow formalism (34) itself. In particular, it is noteworthy
that the imaginary part Im(σDC) of the DC conductivity goes through a non-trivial flow in
the radial direction, but always drops to zero at the conformal boundary.
Since the flow equation (34) is simply a first-order non-linear ordinary differential equa-
tion, one can compute the optical conductivity more easily. As shown in Figure 2, for small
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Figure 2: The optical conductivity as a function of frequency for β/µ = 1/5, 2/3, 4/5, 1 from
left to right. The red dots are data, and the blue lines are fit to the Drude formula.
β/µ, the numerical computation shows that the optical conductivity takes the form of the
Drude conductivity as
σ(ω) = σQ +
Kς
1− iως , (50)
where
σQ = (
Ts
Ts+ µq
)2, K =
q2
Ts+ µq
, ς =
σDC − σQ
K
(51)
with σDC given by (39).
Since the translational symmetry is broken, the 1/ω pole in the imaginary part disappears.
From Figure 2, we can see that as β/µ becomes bigger, the maximum value of the peak in the
real part goes down. The numerical results are in good agreement with the DC conductivity
given in (39). We also note that as β/µ increases deviations from the Drude model can be
observed and the conductivity become incoherent without a Drude peak. The numerical
results are totally in agreement with the numerical studies obtained in [7]. The advantages
of the RG flow method shown here are that it does not rely on the inconvenient shooting
method or the resource-consuming pseudo-spectral method, because the flow equation of τ¯
is simply a first order ordinary differential equation with a single boundary condition at the
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horizon, for which a simple and completely controllable Runge-Kutta marching from the
horizon to the boundary is sufficient.
3.4 DC transport at finite magnetic field
In this section, we will show explicitly how to calculate the conductivity analytically in the
presence of an external magnetic field by using the RG flow approach. After turning on the
magnetic field, the metric is given by
ds2 = −f(r)dt2 + 1
f(r)
dr2 + r2
(
dx2 + dy2
)
, (52)
f(r) = r2 − β
2
2
− m
r
+
µ2 + q2m
4
r2H
r2
, (53)
a(r) = µ
(
1− rH
r
)
, B = qmrH , (54)
χ1 = βx , χ2 = βy , (55)
where rH is the location of the the brane horizon and
m = r3H
(
1 +
µ2 + q2m
4r2H
− β
2
2r2H
)
. (56)
The Hawking temperature is given by
T =
1
4pi
(
3rH − µ
2 + q2m + 2β
2
4rH
)
, (57)
The linear perturbations δgti, δAi and δχi can be expressed in momentum space as
δAi(t, r) =
∫ ∞
−∞
dω
2pi
e−iωtai(ω, r) , (58)
δgti(t, r) =
∫ ∞
−∞
dω
2pi
e−iωtr2hti(ω, r) , (59)
δχi(t, r) =
∫ ∞
−∞
dω
2pi
e−iωtψi(ω, r) , (60)
where r2 in the metric fluctuation (59) is introduced to make an asymptotic solution of hti
constant at the boundary r →∞. The linearised equations for the Fourier components are
given as follows.
The linearized Einstein equations are given by
q2mhti
r4f
+ ij
iωqmaj
r4f
+
β2hti
r2f
+
iβωψi
r2f
− µa
′
i
r4
− 4h
′
ti
r
− h′′ti = 0 , (61)
ij
ifqma
′
j
r4ω
+
iβfψ′i
r2ω
+ ij
iµqmhtj
r4ω
+
µai
r4
+ h′ti = 0 , (62)
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where ij is the Levi-Civita symbol. The linearized Maxwell equation yields the form
f ′a′i
f
+ ij
iωqmhtj
f 2
+
µh′ti
f
+
ω2ai
f 2
+ a′′i = 0 . (63)
Similarly we can write down the linearized axion equation:
f ′ψ′i
f
− iβωhti
f 2
+
ω2ψi
f 2
+
2ψ′i
r
+ ψ′′i = 0 . (64)
It is difficult to solve equations (61)-(64) directly, although among these eight equations,
only six are independent. We notice that even in the presence of magnetic field, the spatial
SO(2) symmetry is unbroken and it is convenient to organize the fields as
az = (ax − iay)/2, htz = (htx − ihty)/2, ψz = (ψx − iψy)/2. (65)
The equations of motion can be rewritten as
(fa′z)
′ + µh′tz +
ω2az
f
− ωqmhtz
f
= 0, (66)
(r2fψ′z)
′ − iβωr
2htz
f
+
ω2r2ψz
f
= 0, (67)
− qmfa′z + iβr2fψ′z − µqmhtz + ωµaz + ωr4h′tz = 0, (68)
q2mhtz
f
− ωqmaz
f
+
β2r2htz
f
+
iβωr2ψz
f
− µa′z − (r4h′tz)′ = 0. (69)
Using the standard procedure by imposing boundary conditions at the boundary and the
horizon, we can solve equations (66-68) as it was done in [35]. However, for the purpose
of consistency and showing the power of the τ˜ matrix, we follow the analysis presented in
section (3.1) and derive first-order ordinary differential equations of motion in the presence
of magnetic field. 2 One can see that from (66), (67) and (69), one can naturally achieve
(68). So let us define uwwv
−fa′z
−r2fψ′z
−r4h′tz
}~ = τ˜
uwwv
iωaz
iωψz
iωhtz
}~ . (70)
2Using the same flow equation, one can also easily compute the AC transport coefficients in the presence
of magnetic field as in section 3.3, if needed.
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The flow equation of τ˜ can be expressed as
τ˜ ′ =
uwwv
−fa′z
−r2fψ′z
− qm
ω
fa′z +
iβ
ω
r2fψ′z − µqmω htz + µaz
}~
′uwwv
iωaz
iωψz
iωhtz
}~
−1
− τ˜
uwwv
iωaz
iωψz
iωhtz
}~
′uwwv
iωaz
iωψz
iωhtz
}~
−1
=
uwwv
µh′tz +
ω2az
f
− ωqmhtz
f
− iβωr2htz
f
+ ω
2r2ψz
f
qmωaz
f
− q2mhtz
f
− β2r2htz
f
− iβωr2ψz
f
+ µa′z
}~
uwwv
iωaz
iωψz
iωhtz
}~
−1
− τ˜

− iω
f
0 0
0 − iω
r2f
0
0 0 − iω
r4
 τ˜
=
uwwv
ω2az
f
− ωqmhtz
f
− iβωr2htz
f
+ ω
2r2ψz
f
qmω
f
az − q2m+β2r2f htz − iβωr
2
f
ψz
}~
uwwv
iωaz
iωψz
iωhtz
}~
−1
+
uwwv
µh′tz
0
µa′z
}~
uwwv
iωaz
iωψz
iωhtz
}~
−1
−τ˜

− iω
f
0 0
0 − iω
r2f
0
0 0 − iω
r4
 τ˜
=

− iω
f
0 iqm
f
0 − iωr2
f
−βr2
f
− iqm
f
−βr2
f
− q2m+β2r2
iωf
+

0 0 − µ
r4
0 0 0
−µ
f
0 0
 τ˜ − τ˜

− iω
f
0 0
0 − iω
r2f
0
0 0 − iω
r4
 τ˜ .(71)
Since equation (68) is a first order differential equation, the components of τ˜ are not inde-
pendent. We can recast equation (68) as a constrained equation
0 0 0
iqm β −iω
0 0 0
 τ˜ =

0 0 0
−µ 0 µqm
ω
0 0 0
 . (72)
The constrained equations then take the form
iqmτ˜11 + βτ˜21 − iωτ˜31 = −µ,
iqmτ˜12 + βτ˜22 − iωτ˜32 = 0,
iqmτ˜13 + βτ˜23 − iωτ˜33 = µqmω .
(73)
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Evaluating the flow equation (71) at the event horizon, we have
0 =

−iω 0 iqm
0 −iωr2H −βr2H
−iqm −βr2H − q
2
m+β
2r2H
iω
+

0 0 0
0 0 0
−µ 0 0
 τ˜H − τ˜H

−iω 0 0
0 −iω/r2H 0
0 0 0
 τ˜H.
Solving this equation, we achieve the horizon value of τ˜
τ˜H =

1 0 − qm
ω
0 r2H
βr2H
iω
µ+iqm
iω
βr2H
iω
σ˜33.
 . (74)
Note that τ˜33 cannot be derived from the flow equation. But from the third line of (73), we
obtain
τ˜33 =
1
iω
(iqmτ˜13 + βτ˜23 − µqm
ω
) = iqm
µ+ iqm
ω2
− β
2r2H
ω2
.
Finally we obtain the explicit form of τ˜0
τ˜H =

1 0 − qm
ω
0 r2H
βr2H
iω
µ+iqm
iω
βr2H
iω
iqm
µ+iqm
ω2
− β2r2H
ω2
 . (75)
As a consistency check, one can see that the first two lines of (73) are also satisfied by τ˜H.
Substituting the expression of τ˜H into (70), we obtain
−fa′z → iωaz − iqmhtz
∣∣
r=rH
, (76)
−fψ′z → iωr2Hψz + βr2Hhtz
∣∣
r=rH
, (77)
−r4Hh′tz → (µ+ iqm)az + βr2Hψz −
µqm + iq
2
m
ω
htz − β
2r2H
ω
htz
∣∣
r=rH
. (78)
Imposing the horizon regularity condition on equation (69) and the relation given in (76),
we find that
(q2m + β
2r2H)htz
∣∣∣∣
r=rH
= µfa′z + ωqmaz − iβωr2Hψz
∣∣∣∣
r=rH
= −iωµaz + iµqmhtz + ωqmaz − iβωr2Hψz
∣∣∣∣
r=rH
. (79)
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We then obtain
htz
∣∣∣∣
r=rH
= −iωaz µ+ iqm
q2m + β
2r2H − iqmµ
− iβωr
2
Hψz
q2m + β
2r2H − iqmµ
∣∣∣∣
r=rH
. (80)
Bearing in mind the relation htz = (htx − ihty)/2 and ψz = (ψx − iψy)/2, we obtain the
expression for htx and hty
htx = −iωµβ
2r2Hax + qm(q
2
m + β
2r2H + µ
2)ay
q4m + β
4r4H + q
2
m(µ
2 + 2β2r2H)
− iωβr
2
H[(q
2
m + β
2r2H)ψx − µqmψy]
q4m + β
4r4H + q
2
m(µ
2 + 2β2r2H)
, (81)
hty = −iωµβ
2r2Hay − qm(q2m + β2r2H + µ2)ax
q4m + β
4r4H + q
2
m(µ
2 + 2β2r2H)
− iωβr
2
H[(q
2
m + β
2r2H)ψy − µqmψx]
q4m + β
4r4H + q
2
m(µ
2 + 2β2r2H)
. (82)
We can drop out the second term in (81) and (82) in the following calculation since the ψx
and ψy do not contribute to the transport coefficients. The radially conserved currents can
be deduced from the Maxwell equation
Jx =
√
gtt
grr
Za′x − µrHhtx = iωZax − µrHhtx − ZBhty,
Jy =
√
gtt
grr
Za′y − µrHhty = iωZay − µrHhty + ZBhtx. (83)
The electric conductivity tensor can be evaluated via σij ≡ ∂Ji/∂Ej with Ej = iωaj, that is
to say
σxx = σyy = β
2r2H
B2 + r2H(µ
2 + β2)
r2Hµ
2B2 + (B2 + β2r2H)
2
, (84)
σxy = −σyx = BµrH B
2 + r2H(µ
2 + β2)
r2Hµ
2B2 + (B2 + β2r2H)
2
. (85)
The radially conserved heat current still takes the form (40), i.e. Qi = −4piTgxxhtxi . The
thermoelectric conductivity tensor calculated at the event horizon is then given by
αxx = αyy =
4pir5Hβ
2µ
B2µ2r2H + (B
2 + β2r2H)
2
, (86)
αxy = −αyx = 4piBr3H
B2 + r2H(µ
2 + β2)
B2µ2r2H + (B
2 + β2r2H)
2
. (87)
Having obtained σij and αij, one can utilize the equations below to calculate the thermal
conductivity  〈Ji〉
〈Qi〉
 =
 σij αijT
α¯ijT κ¯ijT
 Ej
−(∇jT )/T
 , (88)
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Considered the condition Qx = 0, ∇yT = 0 and Ey = 0, the thermal conductivity matrix
component κ¯xx is given by
κ¯xx =
Tα2xx
σxx − σ0xx
, (89)
where σ0xx is the electric conductivity with vanishing heat current that is considered as an
input [26]. Similarly, the case Qx = 0, ∇xT = 0 and Ey = 0 gives
κ¯xy =
Tαxxαxy
σxx
. (90)
Therefore, we finally obtain
κ¯xx = κ¯yy =
16pi2Tr4H(B
2 + β2r2H)
B2µ2r2H + (B
2 + β2r2H)
2
, (91)
κ¯xy = −κ¯yx = 16pi
2TBµr5H
B2µ2r2H + (B
2 + β2r2H)
2
. (92)
The above expressions exactly reproduce the results given in [35, 40, 41]. Carrying on the
numerical computation, we can also reproduce the optical conductivity same as [35]. In all,
our method works both for non-magnetic and magnetic systems.
4 Conclusions
In summary, we developed a new approach for the calculation of transport coefficients in
holographic systems, particularly with translational symmetry breaking. We first started
from Onsager’s theory and generalized the holographic flow of transport coefficients to the
case of coupled transportation. As a concrete example, we revisited the RN-AdS black hole
with linear axion fields and calculate the transport coefficients analytically and numerically.
Since the main equation is a first-order ordinary differential equation, the computation here
is somehow simplified compared to the method given in [7].
The advantages of this method can be summarized as follows. Firstly, it works for cou-
pled flow equations of transport. In [27], the authors have not obtained the explicit flow
equations when facing with coupled equations consisted of different modes of perturbations.
We have shown that by using the equation of motion repeatedly, we can finally obtain the
flow equation in an elegant matrix form, which can have the direct physical meaning of the
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RG flow equation of the transport coefficients. Secondly, the numerical calculation of the
AC conductivity could be greatly simplified by just solving the first-order nonlinear ordinary
differential equation. Thirdly, our approach can also be easily utilized for coupled linear
transport with finite momentum k, which provides a powerful tool (at least) for numerical
study of such kind of physics. For spatially inhomogeneous systems, our method with these
advantages should be particularly efficient, since it only needs a simple Runge-Kutta march-
ing instead of, say, the resource-consuming pseudo-spectral method. We expect to extend
our approach to those systems.
Finally, we notice that [44, 45] work on the holographic RG flow of the transport coeffi-
cients without momentum dissipation in the hydrodynamic regime. It would be interesting
to compare our work with theirs. But it is beyond the scope of this paper. It would also
be interesting to explore the possible correlation between holography and the optimization
theory (or other disciplines), since the same type of matrix Riccati equation appears.
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A The flow equation in the Einstein-Maxwell theory
The linear perturbations on top of the d + 1 dimensional RN-AdS bulk spacetime have the
following effective action [34]:
I =
∫
dd+1x
√−g
(
−1
4
FµνF
µν − 1
4e2
fµνf
µν + atA
′
xA¯
′
t − ar∂tAxA¯′t
)
, (93)
where aµ = h
x
µ is the vector mode of metric perturbations with the effective coupling
e2 ≡ 16piG
gxx
(94)
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and
fµν = ∂µaν − ∂νaµ. (95)
Hereafter, we take the radial gauge ar = 0 for convenience. We consider the case that all
the perturbations have no momentum, which means that the coupled perturbations are
Φ =
 Ax
at
 (96)
and the effective action (93) becomes
I =
∫
dd+1x
√−g
(
−1
2
grrgxxA′2x −
1
2
gttgxxA˙2x −
1
2e2
grrgtta′2t + atA
′
xA¯
′
t
)
. (97)
Here an over dot means derivative with respect to t. So we have Jx
jt
 = δL
δΦ′
=
√−g
 −grrgxxA′x + atA¯′t
−e−2grrgtta′t
 , (98)
and
δL
δΦ
=
√−g
 −ω2gttgxxAx
A′xA¯
′
t
 . (99)
Then the transport matrix has the form
τ =
√−g
uv −grrgxxA′x + atA¯′t
−e−2grrgtta′t
}~uv iωAx
iωat
}~−1
=
√−g
uv −grrgxxA′x
−e−2grrgtta′t
}~uv iωAx
iωat
}~−1 + √−g
iω
 0 A¯′t
0 0
 . (100)
The flow equation (8) becomes
τ ′ =
√−g
uv −ω2gttgxxAx
A′xA¯
′
t
}~uv iωAx
iωat
}~−1 − τ
uv A′x
a′t
}~uv Ax
at
}~−1
=
√−g
 iωgttgxx 0
0
A¯′2t
iωgrrgxx
−
 0 0
A¯′t
grrgxx
0
 τ − τ
 0 A¯′tgrrgxx
0 0

− iω√−g τ
 − 1grrgxx 0
0 − e2
grrgtt
 τ. (101)
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It can be seen that from this construction the flow equation is always invariant under the
transposition of τ , which obviously reflects Onsager’s reciprocal relation. The above flow
equation takes almost the same form of the matrix Riccati equation as in optimization
theory and other disciplines (see, for example, [43]), where the derivation is with respect to
the time t instead of the holographic direction r.
In all the cases considered here, the horizon is located at
gtt ∼ grr → 0, (102)
so multiplying both sides of (101) by gtt gives rise to
0 =
√−g
 iωgxx 0
0
gttA¯′2t
iωgrrgxx
−
 0 0
gttA¯′t
grrgxx
0
 τH − τH
 0 gttA¯′tgrrgxx
0 0

− iω√−g τH
 − gttgrrgxx 0
0 0
 τH, (103)
where τH is the horizon value of τ . In the RN-AdS case, gtt = −grr, so we have
0 =
√−g
 iωgxx 0
0 − A¯′2t
iωgxx
−
 0 0
− A¯′t
gxx
0
 τH − τH
 0 − A¯′tgxx
0 0

− iω√−g τH
 1gxx 0
0 0
 τH. (104)
The above matrix equation can be solved as
τH =
√−g
 gxx A¯′tiω
A¯′t
iω
0
 . (105)
Using this τH as the IR input of the flow equation (101), we can obtain τ(r) as a symmetric
matrix numerically for nonzero ω and analytically in the ω → 0 limit. Actually, the 1-1
component of τ(r →∞) is just the (AC or DC) electric conductivity of the boundary system,
while the thermal conductivity and thermoelectric conductivity are linear combinations of
the components of τ (see for example [42]).
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