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Abstract 
_________________________________________________________________
_
Background: Flux balance and network-based pathway analyses are theoretical 
tools aimed to find optimal steady state flux distributions in a metabolic network 
subject to additional constraints on the rates of the reaction steps. Although these 
methods  are  mathematically  accurate,  there  are  several  physicochemical  and 
computational  aspects  that  are  questionable and misleading.  In particular,  it  is 
well known that the flux balance analysis may result in multiple flux distributions 
for the same objective function.  
Results: The flux balance and network-based pathway analyses are reformulated 
in  terms  of  reaction  routes  (RRs),  a  theoretical  framework  that  has  been 
developed by Horiuti over 50 years ago. Not only does the theory of RRs provide 
the  most  general  and rigorous  definition of  a  pathway,  but  it  also relates  the 
steady state rates of the reaction steps with the rates along RRs or pathways. In 
this work,  we employ the simple relation between the steady state rates of the 
reaction steps and the rates along RRs (fluxes) established by Horiuti to eliminate 
the steady state constraints. 
Conclusion: The newly proposed RR approach represents a powerful tool for a 
deeper understanding of optimal flux distributions in metabolic reaction systems. 
Application of  the RR approach to  several  typical  systems from the literature 
surprisingly  reveals  that  an infinite  number of  flux  distributions  for the  same  
optimal objective function may be a rule rather than the exception. 
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Due to experimental difficulties in measuring the rates of production/consumption 
of metabolites, the flux balance analysis (FBA) [1,2] is now routinely used to estimate the 
flux  distributions  in  metabolic  reaction  systems.  Mathematically,  the  FBA is  usually 
formulated  as  a  linear  programming problem,  i.e.,  an objective function is  optimized 
subject to steady state conditions for the internal metabolites and additional constraints 
on the rates of reaction steps. Non-linear, thermodynamic constraints were also recently 
considered [3,4]. Another important theoretical tool that is routinely used to analyze the 
metabolic reaction systems is the so-called network-based pathway analysis [5,6]. The 
output of the network-based pathway analysis is a set of pathways, e.g., sequences of 
reaction steps that are capable of maintaining a steady state flux subject to additional 
constraints placed on the rates of the reaction steps. 
While  these  two  theoretical  methods  are  mathematically  accurate,  there  are 
several  interpretational  and  computational  problems  that  have  been  overlooked  or 
mistreated. First, there is a formal discrepancy between the flux balance and network-
based  pathway analyses  in  that  the  conventional  FBA associates  the  fluxes  with  the 
steady state  rates  of  individual  reaction  steps.  On the  other  hand,  the  network-based 
pathway  analysis  does  not  assign  any  rates  or  fluxes  to  pathways,  but  rather  each 
pathway is ascribed a “weight” in the overall flux distribution whose physicochemical 
meaning is obscure. 
Second,  associating  the  fluxes  with  the  rates  of  the  reaction  steps  may 
substantially  limit  the  number  of  feasible  pathways  in  systems  involving  irreversible 
reaction steps. The point is that for irreversible reaction steps it is assumed that the flux 
should  be  strictly  unidirectional.  This  interpretation  of  irreversible  reaction  steps  is 
excessively restrictive. Defining an irreversible reaction as one in which the rate of the 
forward reaction always exceed the rate of the backward reaction may be more practical. 
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Another  important  issue  that  raises  serious  concerns  when considering  the  constraint 
based methods is the so called “loop law”. Thus, it is often assumed that each reaction 
step proceeds in the direction dictated by the sign of its affinity. That is, if the reaction 
affinity is positive, the reaction should proceed from left to right, i.e., has a positive rate 
(flux). On contrary, if the affinity is negative, the reaction should proceed from right to 
left, i.e., has a negative rate. In case of loops or, cycles, thermodynamics requires that the 
sum of affinities of the reaction steps comprising the loop should be equal to zero. It is 
further concluded that the above two statements can be simultaneously satisfied only if 
the net rate around a loop is equal to zero [3]. These considerations referred to as the 
“loop law” [7] have no thermodynamic background. Finally, and most importantly, it is 
well known that the output of the conventional FBA is an optimal objective function that 
in many cases may be achieved via multiple flux distributions [8,9] that may be of the 
order  of  thousands.  Enumerating  all  of  these  flux  distributions  is  computationally 
demanding, especially for complex systems.  
Meanwhile,  the  interrelation  between  the  steady  state  kinetics  and  pathway 
analysis  has been established over  50 years  ago by Horiuti  [10].  He was the first  to 
observe that any solution of the steady state conditions may be associated with special 
linear combinations of reaction steps that have the remarkable property of eliminating the 
intermediate species (i.e., species that are subject to steady state conditions) thus resulting 
into  reactions  involving  only  terminal  species  (reactants  and  products),  or,  overall 
reactions  (ORs).  The coefficients  in  these linear  combinations of  reaction  steps  were 
called stoichiometric numbers while the linear combinations themselves were referred to 
as reaction routes (RRs) or pathways. Moreover, the steady state rates of the reaction 
steps may be partitioned into contributions associated with the rates of the ORs produced 
by the RRs or, what Horiuti called the rates along RRs. The concept of RRs has been 
further developed, popularized and applied to a large variety of systems by Temkin [11] 
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and Boudart [12]. In fact, the concept of stoichiometric number and RR evolved into a 
routine  way  of  treating  the  steady  state  kinetics  of  complex  reaction  mechanisms, 
especially in heterogeneous catalysis [13] and electrochemistry [14].  
The purpose of the present communication is to show that the conventional FBA 
may be equivalently reformulated in terms of RRs. More specifically, we employ the 
simple relation between the steady state rates of the reaction steps and the rates along 
RRs (fluxes) established by Horiuti [10] to eliminate the steady state constraints in the 
FBA.  This  new  formulation  possesses  certain  interpretational  and  computational 
advantages.   
Classical Theory of Reaction Routes 
The fundamentals  of  the  pathway analysis,  that  is,  the equivalence between a 
particular  solution  of  the  steady  state  conditions  and  a  set  of  pathways  has  been 
unequivocally formulated by Horiuti [10]. As known, the pathway analysis is based on 
the  steady  state  conditions  of  the  intermediate  species,  i.e.,  0rα =  where  α is  the 
stoichiometric matrix of the intermediate species, and r is the rate vector. As shown by 
Horiuti, a general solution of 0rα =  may be presented as    
Jσr = (1)
where σ is a p × w matrix, J is a vector J = (J1, J2, …, Jw)T, p is the number of reaction 
steps in the mechanism and w = p - rankα. As first noticed by Horiuti, this fundamental 
result has a remarkable interpretation. Namely, the product sσT , where s is the vector of 
reaction steps s = (s1, s2,…,sp)T , eliminates all of the intermediate species, thus resulting 
into a vector whose elements represent reactions involving only terminal species, i.e.,  the 
so called overall reactions (ORs). According to Horiuti, every column in σ represents a 
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reaction route (RR), Moreover, the vector J = (J1, J2, …, Jw)T represents the rates of the 
ORs or,  as Horiuti  suggested, the rates along RRs. Depending on the type of the OR 
produced by a RR, Horiuti further distinguishes between full RRs and empty RRs. A full 
RR is a RR that produces a balanced OR while an empty RR is a RR that produces a so-
called  “zero”  OR,  i.e.,  an  OR in  which  all  of  the  stoichiometric  coefficients  of  the 
terminal species are equal to zero. Alternatively, an empty RR is a cycle. 
The  set  of  w =  p -  rankα linearly  independent  RRs  in  σ can  be  selected 
arbitrarily and may be both full and empty RRs. Of course, at least one RR in any set of 
w RRs should be a full RR (otherwise,  the only steady state is the equilibrium state). 
Respectively, not all of the ORs produced by the set of linearly independent RRs may 
necessarily be stoichiometrically distinct. A somewhat unusual result of Horiuti’s theory 
is  that the rates  along the empty RRs  may be different from zero.  Another  source of 
confusion is that in some cases one or several rates along RRs may take negative values. 
A  detailed  rationalization  of  these  results  needs  a  special  discussion  and  will  be 
considered elsewhere. Here we only mention that different from zero rates along empty 
RRs as well as negative rates along RRs are thermodynamically viable options as long as 
an arbitrary set of linearly independent RRs is properly selected. Indeed, following Hasse 
[15], consider the dissipation function defined as 
 ∑
=
=Ψ
p
j
jj rA
1
 (2)
where A1,A2,…,Ap are the affinities of the reaction steps. According to the Second Law, 
the dissipation function is a monotonously decreasing function of time thus resulting into 
what  is  usually  known  as  the  De  Donder  inequality  0≥Ψ  [16]  or  0
1
≥∑
=
p
j
jjvA . 
Employing Eq. (1), the dissipation function at steady state may be presented as 
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∑
=
=Ψ
w
s
sOR JA s
1
(3) 
where 
wOROROR
AAA ,...,,
21 are the affinities of the ORs produced by the RRs. It is clear that 
the terms that are associated with empty RRs or cycles in the dissipation function are 
equal to zero because the affinities of empty RRs or cycles are equal to zero. That is, the 
de  Donder  inequality  0≥Ψ  is  always satisfied independently  on whether  the  fluxes 
along empty RRs or cycles are equal to zero or not. As well known, even at equilibrium 
thermodynamics does not require the fluxes along cycles to be equal to zero. Rather, the 
dissipation function at equilibrium is zero because all the affinities are equal to zero. For 
this reason, a non-thermodynamic postulate known as the principle of detailed balance 
[17] has been advanced that require the rate of every reaction at equilibrium to be equal 
to zero. As a consequence, the fluxes along empty RRs at equilibrium are equal to zero. 
Similarly, to satisfy the condition  0≥Ψ  it is not necessary to require every term in Eq. 
(3) to be positive. Rather, some terms may take negative values provided overall 0≥Ψ . 
The analogy with reaction stoichiometry and thermodynamics [18] is in place. Thus, a set 
of linearly independent reactions in chemical thermodynamics may be selected arbitrarily 
while their affinities are not required to be positive. However, the equilibrium position is 
(and should be!) independent on the choice of reactions as well as on the signs of their 
affinities.  This statement may be proved employing the response reactions  formalism 
[19]. Similarly, it may be proved that Eqs. (1) and (3) are independent on the choice of 
RRs and the signs of the rates along these RRs.  
Additional Constraints on the Rates of Reaction Steps
Often, the steady state conditions are supplemented with additional constraints on 
the rates of the reaction steps, e.g., certain reactions are assumed to be irreversible and, 
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hence,  their  rates  are  strictly  positive.  Clearly,  additional  constraints  will  limit  the 
number  of  viable  flux  distributions.  Several  new  definitions  of  pathways,  such  as 
elementary modes (EMs) [5] and extreme pathways (EPs) [6] have been proposed to 
accommodate various types of constraints. In view of the above discussion it is obvious 
that  both  EMs  and  EPs  are  essentially  RRs.  Interested  readers  are  referred  to  an 
instructive discussion between Masuda [20], who is a proponent of the theory of RRs, 
and Clarke [21], who was the first to formulate the pathway analysis in terms of convex 
analysis.  Clarke  appeared  quite  surprised  to  learn  that  “the  reaction  routes  are  the 
extreme currents used in stoichiometric network analysis”. The only difference between 
the extreme currents and RRs is that the stoichiometric network analysis requires the flux 
vector J to be nonnegative. Concerning the RR approach in general, Clarke recognized, 
however,  that  “if  all  we  want  is  a  basis  this  would  be  acceptable…” [21].  That  is 
precisely what is meant by the classical theory of RRs, i.e., an arbitrary set of  w =  p - 
rankα linearly independent RRs is nothing but a basis. 
Next,  both EMs and EPs employ the concept  of  stoichiometric  uniqueness  in 
exactly the same way as defined by Milner [22] and, hence, they  are direct RRs. As a 
reminder,  according to Milner a direct RR is one that involves a minimal number  of 
reaction steps in the sense that if one of the reaction steps in eliminated from a RR there 
is no way to linearly combine the remaining reaction steps so as to eliminate all of the 
intermediate  species.  We thus conclude that EMs and EPs  are subsets  of direct RRs. 
More  specifically,  the  EMs  simply  reject  the  direct  RRs  that  involve  negative 
stoichiometric numbers for irreversible reactions while the EPs additionally require the 
direct  RRs  to  be  systematically  independent,  i.e.,  no  EP  can  be  represented  as  a 
nonnegative linear combination of any other EPs. 
In principle, one can associate a rate (flux) along each direct RR and extend the 
basic results of the classical theory of RRs, e.g., Eq. (1), to a complete set of direct RRs. 
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This  has  been  done  for  EMs  and  EPs  [23]  without  recognizing,  however,  the  true 
physicochemical meaning of the vector  J.  Thus, the vector  J has been treated as the 
“weight” vector of the EMs and EPs. Only very recently it has been noticed [24] that J is 
actually a rate vector. The mathematical rationale behind this extension is the simple fact 
that any linear combination of two solutions of a system of homogenous equations is also 
a solution of this system. From a physicochemical point of view, however, this extension 
is of limited use since the number of direct RRs substantially exceeds the number of 
linearly independent RRs. As a consequence, the determination of the rates along the 
direct RRs is difficult and requires additional assumptions. 
The Main Result 
Consider the conventional FBA linear optimization problem 
rcTmax
subject to
0rα =
bra ≤≤
 
where 
( )T,...,,a paaa 21=  
( )T,...,,b pbbb 21=
( )T,...,,c pccc 21=
and  where  aj and  bj are  the  minimum  and  maximum  rates  of  the  reaction  steps 
respectively while cj (j = 1, 2, …, p) are weights of the rates. The constraints given by the 
steady  state  conditions,  i.e.,  0rα = ,  may  be  eliminated  by  substituting  the  set  of 
independent  variables  },...,,{ p2 rrr1  with  another  set  of  independent  variables 
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},...,,{ p2 JJJ1  via  Jσr = .  As  a  result,  the  FBA  optimization  problem  may  be 
equivalently reformulated as 
Jσc  max T
subject to
bJσa ≤≤
As already noted above, the classical theory of RRs does not provide a mean to select a 
particular set of linearly independent RRs, i.e., these may be selected arbitrarily. Yet, the 
FBA linear optimization problem is independent on the selection of the RRs or basis. 
Example 1
As a first example we consider a generic network [25] comprising six reaction 
steps (s1,  s2,  s3,  s4,  s5,  s6),  three intermediate (I1,  I2,  I3) and three terminal (T1,  T2,  T3) 
species 
s1: T1 = I1 
s2: I1 = I2 
s3: I2 = T2
s4: I1 = I3 
s5: I3 = T3 
s6: I3 = I2 
We are interested in finding a set  of steady state rates of the reaction steps that will 
maximize the sum of rates of production of T2 and T3, i.e.,  r3 + r5 (arbitrary rate units) 
Additionally, it is assumed that  r1  10 and  ≤ r5  3≥ r3 and all reactions are irreversible. 
Thus, the linear optimization problem may be formulated as 
Maximize r3 + r5 
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subject to  
r1 - r2 - r4 = 0 
r2 - r3 + r6 = 0 
r4 - r5 - r6 = 0 
r1  10 ≤
r5  3≥ r3 
r1, r2, r3, r4, r5, r6  0 ≥
Using the simplex method, the following solution of this linear optimization problem has 
been found [25] 
r1 = 10, r2 = 2.5, r3 = 2.5, r4 = 7.5, r5 = 7.5, r6 = 0 
Next,  let  us  solve  the  same  problem  employing  the  RR approach.  First,  we 
generate an arbitrary set of linearly independent RRs or basis. Mathematical details of the 
generation of a set of linearly independent RRs may be found in ref. [26]. The rank of the 
stoichiometric matrix of the intermediate species 
6
5
4
3
2
1
321
110
100
101
010
011
001
I    I     I              
s
s
s
s
s
s












−
−
−
−
−
=
Tα
 
is equal to three and, consequently, the number of linearly independent RRs w is equal to 
p - rankα = 6 - 3 = 3. An arbitrary set of these may be generated by selecting a subset of 
three reaction steps for which the determinant of order three from  α is different from 
zero  [26].  It  may  be  observed  that  the  subset  of  reaction  steps  s1,  s2 and  s4 is  an 
appropriate option since the respective determinant is different from zero 
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101
011
001
−
−=σ
 = 1
A viable set of linearly independent RRs may be thus generated by adding one at a time 
one more reaction step from the remaining list as follows [26]:
RR(s1, s2, s4, s3):
3
4
2
1
010
101
011
001
s
s
s
s
−
−
−
 = s1 + s2 + s3 
RR(s1, s2, s4,s5):
5
4
2
1
100
101
011
001
s
s
s
s
−
−
−
 = s1 + s4 + s5
RR(s1, s2, s4, s6):
6
4
2
1
110
101
011
001
s
s
s
s
−
−
−
 = -s2 + s4 + s6
The first two RRs are full RRs while the last one is an empty RR. Indeed,  
s1: T1 = I1 1
s2: I1 = I2 1
s3: I2 = T2 1
____________________
OR1; T1 = T2 
s1: T1 = I1 1
s4: I1 = I3 1
s5: I3 = T3 1
____________________
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OR2: T1 = T3 
s2: I1 = I2 -1
s4: I1 = I3 1 
s6: I3 = I2 1 
_______________________
OR3: 0 = 0 
If J1, J2 and J3 are the rates along these RRs, then, according to Eq. (1):




















−
=












3
2
1
6
5
4
3
2
1
100
010
110
001
101
011
J
J
J
r
r
r
r
r
r
or
r1 = J1 + J2 
r2 = J1 - J3 
r3 = J1 
r4 = J2 + J3 
r5 = J2 
r6 = J3 
Using these relations we can reformulate the linear optimization problem as 
Maximize J1 + J2 
subject to  
J1 + J2  10 ≤
J2  3≥ J1 
J1 + J2  0 ≥
12
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J1 - J3  0 ≥
J2 + J3  0≥
J1  0 ≥
J2  0 ≥
 J3  ≥ 0
Since J1 + J2  10, it is ≤ clear that the maximum value of the objective function is equal to 
J1 + J2 = 10. From the inequalities J2  3≥ J1, J1  0 and ≥ J2  0 we deduce that 0  ≥ ≤ J1  2.5≤  
and 7.5  ≤ J2  10. Now, because  ≤ J3 ≥ 0 the inequality  J2 +  J3  0 is always satisfied.≥  
Finally, from J1 - J3  0 we have ≥ J1  ≥ J3.  It is seen that the linear optimization problem 
does not result in a unique flux distribution. In particular, the optimal solution obtained 
above using the conventional method corresponds to J1 = 2.5, J2 = 7.5 and J3 = 0. Other 
solutions, e.g., J1 = 1, J2 = 9, J3 = 1, or, r1 = 10, r2 = 0, r3 = 1, r4 = 10, r5 = 9, r6 = 1, are, of 
course, also valid. 
Let us now illustrate the independence of the FBA solution on the choice of the 
set of linearly independent RRs or basis. That is, any other selection of a set of linearly 
independent RRs will result in the same solution. In doing this we enumerated a list of 
stoichiometrically distinct direct RRs [26] that are presented in Figure 1. Let us also use 
this  example  to  illustrate  the  difference  between  direct  RRs,  EMs  and  EPs.  Thus, 
requiring all the reaction steps to be irreversible imply that all of the direct RRs involving 
negative stoichiometric numbers should be rejected. As can be seen from Figure 1, only 
three direct  RRs, namely, the first  three ones,  satisfy this condition and, hence, these 
direct RRs are EMs. The first three direct RRs are also systematically independent and, 
therefore, are EPs. Next, simple calculations show that a total of sixteen possible sets of 
three linearly independent direct RRs from a total of seven may serve as a basis. These 
are presented in Figure 2. It may be checked that any of these sixteen sets of linearly 
independent RRs will result  in precisely the same solution for the linear optimization 
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problem. The approach is illustrated in Figure 3 where we show the equivalence of the 
solutions employing two different sets of linearly independent RRs. 
It is worth mentioning that the dissipation function is also independent on the 
choice of RRs. Thus according to Eq. (3), the dissipation functions for the two sets of 
RRs in Figure 3 are
 21
9 OROR AA +=Ψ
32
10 OROR AA +=Ψ
Since 321 OROROR AAA += , it follows that the above expressions are equivalent. 
Finally, In Figure 4 we illustrate the rationalization of the flux distribution for the 
case in which the rate along an empty RR or cycle is different from zero.  
Example 2
Consider a simplified version of in silico model of  Escherichia coli metabolism 
from the recent literature [27]. The list of reactions comprising the model is presented in 
Figure 5.  It  is assumed that glucose-6-phosphate, carbon dioxide,  ribose 5-phosphate, 
pyruvate, ATP, ADP, PI, NAD, NADH, NADP and NADPH are terminal species while 
the pyruvate production r10 is the objective function. The rate of glucose-6-phosphate is 
assumed fixed and equal to 115 mmol/gDCWh. Thus, the conventional FBA problem is 
formulated as follows 
Max r10
subject to
F6P: r1 - r2 + r3 + r17 + r18 = 0  
FDP: r2 - r3 - r4 = 0 
T3P1: r4 - r5 - r6 + r16 - r17 + r18 = 0 
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T3P2: r4 + r5 = 0 
13PDG: r6 - r7 = 0 
3PG: r7 - r8 = 0 
2PG: r8 - r9 = 0 
PEP: r9 - r10 = 0  
D6PGL: r11 - r12 = 0  
D6PGC: r12 - r13 = 0 
RL5P: r13 - r14 - r15 = 0 
R5P: r14 - r16 - r19 = 0 
X5P: r15 - r16 - r18 = 0 
S7P:  r16 - r17 = 0 
E4P: r17 - r18 = 0 
r1 + r11 = 115 mmol/gDCWh 
r2, r3, r6, r7, r11, r19 ≥ 0 
An optimal solution  r10 = 115 mmol/gDCWh was obtained using the LP optimization 
solver in General Algebraic Modeling System (GAMS)/BDMLP. We can show that this 
solution is wrong. An arbitrary set of w = 4 linearly independent RRs for this system is 
presented in Figure 5. Notice that in order to avoid non-integer stoichiometric numbers, 
RR1 and RR4 were multiplied by 2. According to Eq. (1), the rates along these for RRs J1, 
J2, J3 and J4 are related to the rates of the reaction steps via:
r1 = J2 - 5J3
r2 = 2J1+ J3 - J4
r3 = 2J1
r4 = J2 - J3 
r5 = -J2 + J3  
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r6 = 2J2 
r7 = 2J2 
r8 = 2J2 
r9 = 2J2 
r10 = 2J2 
r11 = 6J3 + 2J4 
r12 = 6J3 + 2J4 
r13 = 6J3 + 2J4 
r14 = 2J3 + 2J4 
r15 = 4J3 
r16 = 2J3 
r17 = 2J3 
r18 = 2J3 
r19 = 2J4 
Using these relations we can now formulate the FBA problem in terms J1, J2, J3 and J4 as 
follows 
Max 2J2   
Subject to
J2 + J3 + 2J4 = 115 
2J1 + J2 - J3 ≥ 0 
3J3 + J4 ≥ 0
J1 ≥ 0 
J2 ≥ 0  
J4 ≥ 0
The solution is 
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J1 ≥ 0 
J2 = 115
J3 = 0
J4 = 0 
Thus, the maximum value of r10 is 230 and not 115 as found in [27]. Observe that J1 can 
take any non-negative values and, in principle, the flux distributions are not unique. If J1 
= 0, then three out of four ORs are at equilibrium. Namely, the rates of the ORs 
OR1: 2ATP = 2ADP + 2PI
OR3: G6P + 12NADP + ADP = 12NADPH + ATP + 6CO2 
OR4: 2G6P + 4NADP = 4NADPH + 2R5Pex + 2CO2 
are equal to zero and, hence, the pyruvate is produced via OR2
OR2: G6P + 2NAD + 3ADP = 2PI = 2NADH + 3ATP + 2PYR
Example 3
As a third example we consider a simplified model of an E. coli mutant [8]. The 
network is presented in Figure 6. Employing a mixed-integer linear program the authors 
found  that  minimization  of  r18 as  the  objective  function  may  be  achieved  via  nine 
different flux distributions. We show that for this system the objective function may be 
achieved via an infinite number of flux distributions. The conventional formulation of the 
FBA problem for this system is [8]:  
Min r18 
subject to: 
r1 - r2 - r3 - r10 = 0 (4)
r10 - r12 - r11 + r7 + r8 = 0 (5) 
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r14 - r15 - r16 = 0 (6) 
-r1 + r16 - r18 - r17 - r31 = 0 (7)
r1 + r18 - r21 - r19 - r20 + r32 = 0 (8)
-r31 + r24 + r30 - r33 = 0 (9)
r21 - r24 - r23 - r22 = 0 (10)
r24 - r25 = 0 (11)
r25 - r27 - r26 = 0 (12)
-r29 + r27 - r28 = 0 (13) 
r2 - r4 - r5 = 0 (14) 
-r7 + r4 - r6 = 0 (15) 
-r7 - r8 + r5 = 0 (16)
r7 - r8 - r9 = 0 (17)
2r12 + r8 - r14 - r13 = 0 (18)
r29 - r33 - r32 = 0 (19)
2.5r3 = 0.205 (20)
2.5r11 = 0.0709 (21)
0.5r13 = 0.129 (22)
2.5r15 = 1.493 (23)
2.5r17 = 0.7191 (24)
2.5r6 = 0.897 (25)
2.5r9 = 0.361 (26)
2.5r20 = 2.833 (27)
2.5r22 = 2.928 (28)
2.5r26 = 1.078 (29)
2.5r30 = 1.786 (30)
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2r2 + r25 + r32 = 7.2 (31)
rATP + r12 - 3r14 - r18 - r23 - 3r27 - 2r21 - 2r33 - r29 - r31 + 2r19 = 0 (32)
rATP ≥ 13.3 (33) 
Based on the  steady state  conditions  for  intermediate  species,  Eqs.  (4)-(19),  we first 
generate an arbitrary set of w = 17 linearly independent RRs. These are: 
RR1: s2 - s3 + s4 + s6 
RR2: -2s2 + s3 - s4 - s5 - s7 - s9 + s10 
RR3: 2s2 - 2s3 + s4 + s5 + s7 + s9 + s11 
RR4: 4s2 - 4s3 + 3s4 + s5 + 3s7 - 2s8 + 5s9 + s12 
RR5: -s2 + s3 - s4 - s7 + s8 - 2s9 + s13 
RR6: -s2 + s3 - s4 - s7 + s8 - 2s9 + s14 + s15 
RR7: -s2 + s3 - s4 - s7 + s8 - 2s9 + s14 + s16 + s17 
RR8: -s1 - s3 + s18 
RR9: s1 - s2 + 2s3 - s4 - s7 + s8 - 2s9 + s14 + s16 + s19 
RR10: s1 - s2 + 2s3 - s4 - s7 + s8 - 2s9 + s14 + s16 + s20 
RR11: s1 - s2 + 2s3 - s4 - s7 + s8 - 2s9 + s14 + s16 + s21 + s22 
RR12: s1 - s2 + 2s3 - s4 - s7 + s8 - 2s9 + s14 + s16 + s21 + s23 
RR13: -s26 + s27 + s28 
RR14 -s1 + s2 - 2s3 + s4 + s7 - s8 + 2s9 - s14 - s16 - s21 - s24 - s25 - s26 + s30
RR15 s1 - 2s2 + 3s3 - 2s4 - 2s7 + 2s8 - 4s9 + 2s14 + 2s16 + s21 + s24 + s25 + s26 + s31
RR16 -s1 + s2 - 2s3 + s4 + s7 - s8 + 2s9 - s14 - s16 - s26 + s27 + s29 + s32
RR17: s1 - s2 + 2s3 - s4 - s7 + s8 - 2s9 + s14 + s16 + s21 + s24 + s25 + s27 + s29 + s33 
Notice that the ORs produced by these RRs are not given because the terminal species in 
the  original  model  were  not  specified.  Now,  according  to  Eq.  (1)  the  interrelation 
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between the seventeen fluxes associated with these RRs and the rates of the reaction steps 
is: 
r1 = -J8 + J9 + J10 + J11 + J12 – J14 + J15 - J16 + J17 
r2 = J1 - 2J2 + 2J3 + 4J4 - J5 - J6 - J7 - J9 - J10 - J11 - J12 + J14 - 2J15 + J16 - J17 
r3 = -J1 + J2 - 2J3 - 4J4 + J5 + J6 + J7 - J8 + 2J9 + 2J10 + 2J11 + 2J12 - 2J14 + 3J15 - 
2J16 + 2J17
r4 = J1 - J2 + J3 + 3J4 - J5 - J6 - J7 - J9 - J10 - J11 - J12 + J14 - 2J15 + J16 - J17 
r5 = -J2 + J3 + J4 
r6 = J1 
r7 = -J2 + J3 + 3J4 - J5 -J6 - J7 - J9 - J10 - J11 - J12 + J14 - 2J15 + J16 - J17 
r8 = -2J4 + J5 + J6 + J7 + J9 + J10 + J11 + J12 - J14 + 2J15 - J16 + J17 
r9 = -J2 + J3 + 5J4 - 2J5 - 2J6 - 2J7 - 2J9 - 2J10 - 2J11 - 2J12 + 2J14 - 4J15 + 2J16 - 2J17
r10 = J2 
r11 = J3 
r12 = J4 
r13 = J5 
r14 = J6 + J7 + J9 + J10 + J11 + J12 - J14 + 2J15 - J16 + J17 
r15 = J6 
r16 = J7 + J9 + J10 + J11 + J12 - J14 + 2J15 - J16 + J17 
r17 = J7 
r18 = J8 
r19 = J9 
r20 = J10
r21 = J11 + J12 - J14 + J15 + J17 
r22 = J11
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r23 = J12 
r24 = -J14 + J15 + J17 
r25 = -J14 + J15 + J17 
r26 = -J13 - J14 + J15 - J16 
r27 = J13 + J16 + J17 
r28 = J13 
r29 = J16 + J17 
r30 = J14 
r31 = J15 
r32 = J16 
r33 = J17 
Since  reaction  step  s18 is  assumed to  be  irreversible,  i.e.,  r18 ≥ 0  it  is  clear  that  the 
minimum value of  r18 is equal to zero, i.e.,  J8 = 0. Next, using the constraints among 
reaction  rates,  Eqs.  (20)-(31),  it  is  possible  to  eliminate twelve out  of  the remaining 
sixteen fluxes. Hence, the rates of the reaction steps may be expressed in terms of only 
four  independent  fluxes.  For  convenience,  we select  these as  J12,  J15,  J16 and  J17 and 
obtain:
r1 = 3.267 + 0.833 J15 - 0.167 J16 - 0.167 J17 
r2 = 3.957 - 0.5 J15 - 0.5 J16 - 0.5 J17  
r3 = 0.082  
r4 = 1.606 - 0.167 J15 - 0.167 J16 - 0.167 J17 
r5 = 2.351 - 0.333 J15 - 0.333 J16 - 0.333 J17 
r6 = 0.359 
r7 = 1.248 - 0.167 J15 - 0.167 J16 - 0.167 J17 
r8 = 1.103 - 0.167 J15 - 0.167 J16 - 0.167 J17 
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r9 = 0.144 
r10 = -0.772 + 1.333 J15 + 0.333 J16 + 0.333 J17 
r11 = 0.028 
r12 = 1.55 + J15 
r13 = 0.052 
r14 = 4.152 + 1.833 J15 - 0.167 J16 - 0.167 J17 
r15 = 0.597 
r16 = 3.554 + 1.833 J15 - 0.167 J16 - 0.167 J17 
r17 = 0.28764 
r18 = 0 
r19 = 1.677 - J12 - 0.167 J15 + 0.833 J16 - 1.167 J17 
r20 = 1.1332 
r21 = 0.457 + J12 + J15 + J17 
r22 = 1.171 
r23 = J12 
r24 = -0.714 + J15 + J17 
r25 = -0.714 + J15 + J17 
r26 = 0.431 
r27 = -1.146 + J15 + J17 
r28 = -1.146 + J15 - J16 
r29 = J16 + J17 
r30 = 0.714 
r31 = J15 
r32 = J16 
r33 = J17 
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rATP = 5.028  + 5J12 + 10.833J15 - 1.167J16 + 9.833J17
Finally,  employing  the irreversibility  conditions  imposed on the rates  of  the reaction 
steps  as  well  as  the  rate  of  ATP  production  rATP,  we  conclude  that  the  fluxes 
corresponding to the optimal objective function r18 = 0 are subject to the following set of 
inequalities:
J12 ≥ 0
J15 ≥ -1.15 
3.267 + 0.833J15 - 0.167J16 - 0.167J17 ≥ 0
3.957 - 0.5J15 - 0.5J16 - 0.5J17 ≥ 0
4.152 + 1.833 J15 - 0.167 J16 - 0.167 J17 ≥ 0
1.677 - J12 - 0.167 J15 + 0.833 J16 - 1.167 J17 ≥ 0
0.457 + J12 + J15 + J17 ≥ 0
-0.714 + J15 + J17 ≥ 0
-1.146 + J15 + J17 ≥ 0
-1.146 + J15 - J16 ≥ 0 
5.028 + 5J12 + 10.833J15 - 1.167J16 + 9.833J17 ≥ 13.3
It  is seen that this set  of inequalities  may be satisfied in an infinite number  of ways 
including those nine that were found previously [8]. For instance, if J12 = 0, J15 = 2.78, J16 
= 1.63 and J17 = 2.21 we obtain solution number four. However, if J12 = 0.5, J15 = 2, J16 = 
0.5 and J17 = 1 we obtain a solution that is not among the nine solutions found in [8]. 
Discussion and Concluding Remarks
As shown in this communication, the FBA may be equivalently reformulated in 
terms  of  RRs.  This  new  interpretation  is  a  powerful  tool  for  rationalizing  the  flux 
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distributions  in  complex  biochemical  reaction  systems.  The  RR  approach  not  only 
provides  a  deeper  insight  into  thermodynamics,  steady  state  kinetics,  structure  and 
function  of  metabolic  reaction  networks  but  may be  computationally  more  effective. 
Most importantly, as shown in this work, the RR approach can detect flux distributions 
that are otherwise missed by the conventional approach. Thus, we have found that even 
in relatively simple systems the optimal objective function may be satisfied by an infinite 
number of flux distributions.  In view of this new finding, it  is necessary to carefully 
reconsider all of the previous models that have been studied employing the conventional 
approach to the FBA.  
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Figure Captions
Figure 1 -  A complete list  of stoichiometrically  distinct direct  RRs for a generic 
reaction network considered in Example 1. If all of the reaction steps are assumed to 
be irreversible then the EMs formalism requires the stoichiometric numbers to be 
positive. This leaves us with three direct RRs that are EMs, namely, RR1, RR2, and 
RR3.  These  direct  RRs  are  also  systematically  independent  and,  therefore,  are 
concomitantly EPs. 
Figure 2 - Possible selections of linearly independent RRs for the system described 
in Example 1 
Figure 3 - Illustration of the independence of FBA on the choice of basis
Figure 4 – Rationalization of flux distribution for the case when an empty RR or 
cycle has a different from zero flux. (A) Conventional flux distribution. (B) Flux 
distribution in terms RRs
Figure 5 – An arbitrary set of linearly RRs for the network analyzed in Example 2
Figure 6 - The reaction network analyzed in Example 3
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RR1 RR2 RR3 RR4 RR5 RR6 RR7
s1: T1 = I1 1 1 1 1 0 0 0 
s2: I1 = I2 1 0 0 1 0 1 -1 
s3: I2 = T2 1 1 0 0 1 1 0 
s4: I1 = I3 0 1 1 0 0 -1 1 
s5: I3 = T3 0 0 1 1 -1 -1 0 
s6: I3 = I2 0 1 0 -1 1 0 1 
_________________________________________________________
OR1 OR1 OR2 OR2 OR3 OR3 OR4
OR1: T1 = T2
OR2: T1 = T3
OR3: T3 = T2
OR4: 0 = 0
Figure 1
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RR1: s1 + s2 + s3 = OR1
RR2: s1 + s3 + s4 + s6 = OR1
RR3: s1 + s4 + s5 = OR2
RR1: s1 + s2 + s3 = OR1
RR3: s1 + s4 + s5 = OR2
RR4: s1 + s2 + s5 - s6 = OR2
RR1: s1 + s2 + s3 = OR1
RR3: s1 + s4 + s5 = OR2
RR7: -s2 + s4 + s6 = 0 
RR1: s1 + s2 + s3 = OR1
RR4: s1 + s2 + s5 - s6 = OR2
RR7: -s2 + s4 + s6 = 0 
RR2: s1 + s3 + s4 + s6 = OR1
RR3: s1 + s4 + s5 = OR2
RR7: -s2 + s4 + s6 = 0 
RR1: s1 + s2 + s3 = OR1
RR2: s1 + s3 + s4 + s6 = OR1
RR5: s3 - s5 + s6 = OR3
RR1: s1 + s2 + s3 = OR1
RR3: s1 + s4 + s5 = OR2
RR5: s3 - s5 + s6 = OR3
RR1: s1 + s2 + s3 = OR1
RR5: s3 - s5 + s6 = OR3
RR6: s2 + s3 - s4 - s5 = OR3
RR1: s1 + s2 + s3 = OR1
RR5: s3 - s5 + s6 = OR3
RR7: -s2 + s4 + s6 = 0
RR1: s1 + s2 + s3 = OR1
RR6: s2 + s3 - s4 - s5 = OR3
RR7: -s2 + s4 + s6 = 0
RR2: s1 + s3 + s4 + s6 = OR1
RR5: s3 - s5 + s6 = OR3
RR7: -s2 + s4 + s6 = 0
RR3: s1 + s4 + s5 = OR2
RR4: s1 + s2 + s5 - s6 = OR2
RR5: s3 - s5 + s6 = OR3
RR3: s1 + s4 + s5 = OR2
RR5: s3 - s5 + s6 = OR3
RR6: s2 + s3 - s4 - s5 = OR3
RR3: s1 + s4 + s5 = OR2
RR5: s3 - s5 + s6 = OR3
RR7: -s2 + s4 + s6 = 0
RR3: s1 + s4 + s5 = OR2
RR6: s2 + s3 - s4 - s5 = OR3
RR7: -s2 + s4 + s6 = 0
RR4: s1 + s2 + s5 - s6 = OR2
RR5: s3 - s5 + s6 = OR3
RR7: -s2 + s4 + s6 = 0 
10
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RR3: s1 + s4 + s5 = OR2
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1 1
1
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OR1
OR2
1
J1 = 1
J2 = 9
J3 = 19
1
9
RR1: s1 + s2 + s3 = OR1
RR3: s1 + s4 + s5 = OR2
RR7: -s2 + s4 + s6 = 0 
r1 = J1 + J2
r2 = J1 - J3
r3 = J1
r4 = J2 + J3
r5 = J2
r6 = J3
J1 = 1, J2 = 9, J3 = 1 
Basis 4
r1 = 10, r2 = 0, r3 = 1, r4 = 10, r5 = 9, r6 = 1 
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RR1 RR2 RR3 RR4
s1: G6P = F6P 0 1 -5 0
s2: F6P + ATP = ADP + FDP 2 1 -1 0
s3: FDP = F6P + PI 2 0 0 0
s4: FDP = T3P1 + T3P2 0 1 -1 0
s5: T3P1 = T3P2 0 -1 1 0
s6: T3P1 + PI + NAD = NADH + 13PDG 0 2 0 0
s7: 13PDG + ADP = ATP + 3PG 0 2 0 0
s8: 3PG = 2PG 0 2 0 0
s9: 2PG = PEP 0 2 0 0
s10: PEP + ADP = ATP + PYR 0 2 0 0
s11: G6P + NADP = NADPH + D6PGL 0 0 6 2
s12: D6PGL = D6PGC 0 0 6 2
s13: D6PGC + NADP = NADPH + CO2 + RL5P 0 0 6 2
s14: RL5P = R5P 0 0 2 2
s15: RL5P = X5P 0 0 4 0
s16: X5P + R5P = T3P1 + S7P 0 0 2 0
s17: T3P1 + S7P = E4P + F6P 0 0 2 0
s18: X5P + E4P = F6P + T3P1 0 0 2 0
s19: R5P = R5Pex 0 0 0 2
__________________________________________________________________
OR1 OR2 OR3 OR4
OR1: 2ATP = 2ADP + 2PI
OR2: G6P + 2NAD + 3ADP = 2PI = 2NADH + 3ATP + 2PYR
OR3: G6P + 12NADP + ADP = 12NADPH + ATP + 6CO2
OR4: 2G6P + 4NADP = 4NADPH + 2R5Pex + 2CO2
Figure 5 
32
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
09
.2
78
8.
1 
: P
os
te
d 
14
 J
an
 2
00
9
Glucose
s1
s2G6P
Ribulose 5P
F6P
s10
s3
s11
Cell Envelope
TP
s12
Xylulose5P R5P
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