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Abstract— This paper introduces the deployment of a 
group of Wireless Sensor and Actuator Network (WSAN) 
part of Internet of Thing (IoT) systems in rural regions 
deployed by a drone dropping sensors and actuators at a 
certain position as a mesh of a hexagonal form. Nodes are 
heterogeneous in hardware and functionality thus not all 
nodes are able to transfer data directly to the base station. 
Primitive ones are only capable of collecting local data. 
However, ones that are more sophisticated are equipped 
with long-range radio telemetry and more computational 
power. Power optimization is one of the crucial factors in 
designing WSANs. Total power consumption must be 
minimized, as sensors are self-managed. It is not feasible to 
collect sensors on time bases and recharge the batteries. 
Therefore, energy consumption optimization and 
harvesting green energy are other factors that are 
considered. In this regard, protocols are designed in a way 
to support such requirements. The preprocessed data are 
first collected and combined by the leaders at each 
hexagonal cell. Then, the information packets are sent to the 
head clusters. Consequently, head clusters reprocess the 
received information and depict a better global view of the 
zone, using a variety of the received information. Finally, 
the processed information is sent to the nearest base station 
or a mobile drone.  
Keywords—Clustering, Distributed Leader Election, 
Heterogeneous Architecture, WSAN, Semantic Intelligence 
I. INTRODUCTION 
The Internet of Things (IoT) is a communication paradigm, 
which integrates numerous sensors, actuators, and data to 
provide valuable services [1]. Wireless Sensor and Actuator 
Networks (WSANs) are widely used in various civil and 
military related applications [2]. One of the most challenging 
issues is to manage nodes in environments that basically cannot 
be reached or when it is not possible to replace their power 
sources. Nowadays, many of the WSAN nodes are supplied 
with rechargeable lithium ion/polymer batteries and 
polycrystalline cells to charge them by ambient light [3]. They 
include a variety of sensors such as temperature, humidity, 
motion detection, light, ultraviolet (UV) or Infrared (IR) 
sensors. A pico-power microcontroller manages the node and a 
low power transceiver provides the communication layer. 
However, the most uncertain task is to recover the captured 
information from dead nodes and to guarantee the safe 
transmission of the captured data to the base station [4], [5]. 
Communication security is an important aspect of WSAN [4]. 
Frequency division multiple access (FDMA) and Code-division 
multiple access (CDMA) solutions are dominant ways to secure 
wide WSAN, where local zones are coded in CDMA and 
neighbors communicate over multiple frequencies in FDMA. 
This research presents design and implementation of an ultra-
fast dynamic distributed leader election algorithm based on the 
power and total energy consumption of the network, neighbor 
grade, and total routing length and signal strength of the 
neighboring the cells for limited power and computing resource 
WSAN nodes. The algorithm proposed by [6] uses a similar 
selection of the cluster heads to LEACH. Additionally, this 
algorithm uses the fuzzy logic to select the supercluster head 
(SCH). By the way, the collected data from the cluster heads 
are merged and then are sent to the base station by the SCH.   
Two different cluster levels have been defined in TSFL-
LEACH on the basis of a node’s distance from the CH by [7]. 
Qi Dong and Donggang Liu [8] described a new distributed 
cluster head leader selection algorithm based on symmetric key 
operations that have three main characteristics: cluster nodes 
are consistent in cluster leader selection, relatively resistant 
against attackers which mean attackers do not have any impact 
on secure nodes for cluster leader election decisions, and finally 
there exists a fault tolerant algorithm which recovers messages 
that may be lost or be changed via malicious attacks [9]. The 
fuzzy inference system (FIS) which was presented by [10] 
benefits from the cluster selection approach. Inputs such as 
future estimated efficiency, residual energy and proximity to 
BS for probability factor were used in this algorithm in order to 
define the Cluster Head (C). Puneet Azad and Vidushi Sharma 
[11] presented a new cluster head election algorithm that is 
based on fuzzy rule and also considered three main 
characteristics: remaining energy of nodes, number of 
neighbors, and distance from the base station or sink node and 
compare the proposed method with distributed hierarchical 
agglomerative clustering and shows it has better performance 
in network lifetime. [12] Presented a genetic algorithm based 
on HRP for node partitioning that benefits the fuzzy c means 
clustering. The point of using the CA is that the GA helps to 
have a better optimizer clustering by reduction of initial 
sensitivity value of the FCM. Dileep Kumar [13] introduce a 
new distributed stable algorithm that is used for cluster head 
election. The presented algorithm, DSCHE, is based on 
weighted probability, consider two aspects: remaining energy 
and the average energy of network, he showed that the 
algorithm is more stable and has better performance in 
comparison of conventional ones. One of the main drawbacks 
of this algorithm is the volume of data packets sent to the base 
station (BS) rather than some of the known algorithms. 
Considering the Base station location, the deployment area was 
divided into three regions including near, medium and far. In 
this approach, the nodes in the nearest region send its data to 
the base station without using intermediate. On the contrary, the 
medium and far regions use intermediate CH’s in nearest 
regions [14]. Sohail Jabbar [15] introduced a multilayer 
algorithm for clustering, which took three centralized and 
distributed algorithms in consideration to reduce the number of 
head cluster candidates [16]. This paper is organized as follows. 
In Section II, we propose a novel clustering algorithm for 
WSANs, which will develop the main part of IoT systems in 
near future. In Section III, we implement the proposed 
algorithm by development boards and various modules. Finally, 
we compare our proposed algorithm with the algorithms 
mentioned in Section I and establish how the future 
requirements are met and conclude this paper in Section IV. 
II. PROPOSED ALGORITHM 
        In the proposed heterogeneous network of wireless nodes, 
two main types of hardware, primitive ones, and ones that are 
more sophisticated are utilized. The primitive ones are those 
equipped with minimum required sensors and a low range 
radio, On the other hand, more sophisticated ones are not only 
equipped with aforementioned hardware but they also are 
benefited with long range data transceiver radio. The first step 
is distributing node unique identifiers. Nodes are 
preprogrammed to communicate on a specific frequency with a 
predefined code. Therefore, each one broadcasts its own unique 
ID without conflicting with others. All nodes in a cell 
communicate on the same frequency with different code. Each 
of them then is aware of all neighbors in the proximity. The next 
step is distributed leader election process. A table is created in 
the memory of each node presenting the list of all nodes in 
proximity. A random number is generated to propose the time 
delay in terms of milliseconds in announcing a leadership 
position. The scenario restarts between those nodes with the 
same proposed minimum number until one is elected. The 
leader then announces itself to the rest of the neighborhood and 
initializes the data collection table. Nodes communicate with 
the leader and transfer observed data directly as a simple data 
packet coded with the unique identifier of the leader. At each 
data collection round, the leader preprocesses the information 
and generates a new record. The generated record is propagated 
among all neighbors in a cell and a copy is kept at all nodes for 
recovery purposes. Such preprocessed information is the 
temperature average for instance. This helps in optimized 
memory utilization. Nodes receive acknowledge from leader 
per each transferred message. The leader is basically a node as 
well, and therefore, a data record is generated from the leader’s 
sensors too. In case the leader is out of charge, or leading time 
is over, then nodes announce a new round for leader election 
and the process restarts. The head cluster is a sophisticated node 
at the central cell surrounded by neighboring cells. The head 
cluster receives preprocessed information records from leaders 
of all related cells. The local process is done on received 
information and the head cluster creates a more meaningful 
record of information. The next step is discovering head 
clusters. A parallel thread takes care of this issue separately. 
Head clusters are fully aware of each other initially. Data 
collection may be done by a drone or from a base station. The 
problem occurs when a head cluster dies. Leaders of all cells in 
that cluster propagate a message to neighboring clusters on a 
different frequency. The closest leading cell is chosen as the 
communicator. Therefore, the leader of the cluster with 
deadhead is the successor of a leader of the closest neighbor at 
the proximity cluster. The communicator leader transfers not 
only the preprocessed information from its own clients but also 
from new refugee nodes. The information from head clusters is 
propagated through a route of minimum cost in power 
consumption and then it is transferred to the collecting zone. 
Other parameters that help to choose the right path are the 
neighbor grade (number of connections a head cluster have with 
other head clusters), distance to the node that is closest to the 
base station, and radio signal strength. These four parameters 
are presented as multiple input sets for final decision-making 
algorithm. Residual energy (Re) it is important to find a node 
that has enough energy in order to transmit data and do 
processing so the chance of a node with low energy is low to be 
elected as the leader [17]. Neighbors Grade(Ng) It is highly 
important for a leader to have plausible contact with every node 
because our leaders play the role of a bridge between sub-
clusters and head cluster so a leader must have all of the nodes 
in s-blocks under its cover. However, leaders are not going to 
be permanent. Elections occur periodically and leaders are 
elected with attention to factors mentioned above. Path Length 
(Pl) Head clusters help each other to find a route to the base 
station. Some of them are far away from the base station and 
therefore they must rely on other ones for data exchange. Signal 
Strength (Ss) the radio signal level is an important parameter 
that we must take into account while transferring the data 
packet. By these parameters, we define Premiership (PS) 
function (1) for electing leader (L) to send data to head cluster 
(H) to achieve a value, which makes election easy by choosing 
the highest.  
 𝑃𝑆𝐿−𝐻 ≡ 𝑓(𝑅𝑒, 𝑁𝑔, 𝑃𝑙, 𝑆𝑠)         (1) 
A. Arrangement of nodes 
         It is not necessary to have a homogeneous WSAN but we 
can have many of less expensive nodes managed by a more 
sophisticated node locally with higher transmission power and 
just a few main nodes to transmit the processed information to 
the satellite. This modularity offers a limitless coverage area, 
cost and energy efficiency, and better management while the 
number of nodes participating in local elections is much less 
than a total number of nodes. In other words, it is like a country 
with a president and then state governors underneath and finally 
municipalities. Clusters, despite all similar researches, are 
organized in rectangular form. Nodes at localities may be 
homogeneous or heterogeneous. In the case of 
homogeneousness, the central nodes having two neighbors are 
chosen. In the case of heterogeneousness, the more powerful 
node will be chosen without election among locality. The 
problem arises when the leader is out of service. In a 
homogeneous environment, the case is easier as those nodes in 
locality run the election among themselves, But in case of 
dealing with heterogeneous nodes, those having lost their leader 
have to swap to neighboring cells as a refugee. This requires 
either to increase the transmission power to a next level or to 
transfer the information to the closest leader through a daisy 
chain. Fig.1 and Fig.2 present the WSAN nodes distribution.  
                              
Fig.1. WSAN node distribution with local leaders 
      Theoretically, each local leader manages all 24 surrounding 
nodes. Leaders may act as repeaters for other leaders to transfer 
the collected data to main transmitter nodes. The main 
transceiver nodes are equipped with satellite Short Message 
Service (SMS) transmission module to transfer the processed 
information or the raw data to the base station. In this regard, 
local leaders elect a super leader to manage leaders’ 
community. The main node may transmit the information over 
the Global System for Mobile communication (GSM) network, 
long-range radio or satellite SMS. It may also receive 
commands through GSM or similar mediums if applicable in 
situations that BS needs to activate/deactivate or erase and 
discard memory information of nodes in an urgent military 
situation. The other step is the message propagation to reach the 
main transceiver. For this reason, we apply the modified Flood 
Fill algorithm as used in Robotics Maze Solving (Labyrinth 
Discovery). Then the shortest path for message transmission is 
calculated and being repeated to the main node. Propagation of 
receiving commands is done in just the same way. However, 
practically, nodes are dropped from deployment drone in a 
mesh of hexagonal form within approximately predefined 
distances. The density of nodes in a large hexagonal cell is 
uniformly distributed. Each FDMA cluster contains seven 
hexagonal cells where six of them surround the leading one. 
Each cell may contain several homogenous sensor nodes. The 
central cell in a cluster is responsible to act as head collecting 
preprocessed data from neighboring cell leaders. A node at a 
cell is elected through a distributed leader election algorithm to 
act as the leading node of that cell. As mentioned above nodes 
have their own encryption and to save energy in our nodes 
parallel processing is carried out by dividing every block to s-
blocks and electing leaders but every block have a range of 
frequencies and every node has its own frequency so leader 
detects its subsets by their frequencies and decrypts its data with 
the key that is for that node and the same happens in higher 
levels. For example, a node collects data from the environment 
and then encrypts it and send information to the leader. A leader 
recognizes the node by its frequency then decrypts data using 
the key, which is especially for the nodes that do processing and 
select important data, encrypt it again, and send it to the head 
cluster the same process happens in the head cluster and sends 
data to the base station. 
                       
Fig. 2.WSAN node distribution with local leaders 
B. Collectible data 
         It needed to preprocess locally discovered information 
rather than sending them all to the leader. This approach helps 
to reduce energy consumption. Transceivers then send only the 
information packet instead of sending the entire obtained 
sensory data. The entire network is hierarchical with the ability 
to expand and shrink. Local information is preprocessed at each 
successor level prior to being sent to its ancestor. Preprocessing 
stage is executed in parallel hence the total network is engaged 
with the task and they consume a similar level of energy rather 
than loading a single node while the rest of them are unoccupied. 
The protocol guarantees redundancy and mirroring of data and 
it provides a safe distributed leader election procedure. 
C. Nodes Data Structure 
        The highest complexity happens for nodes at the center of 
four clusters that basically, that node requires to keep the 
discovered information by all other 80 nodes. However, it 
requires a very small amount of memory to keep the 
information. Let’s imagine that each sensor is capable of 
capturing 10 different floating point variables including 
pressure, ambient light, amount of specific gas in the air, 
humidity, temperature etc. Suppose that the capturing cycle is 
one minute, therefore, 60×10×4=2400 bytes per hour. Instead 
of a 2 KB packet, a preprocessed record of information about ¼ 
of a KB is sent to the head cluster. A node might need to keep 
240 KB in the worst condition. Therefore, a 1MB RAM is more 
than enough for such a case. Head clusters might have extra 
features such as flash memory and therefore, they can record 
captured data for a longer period. Leaders communicate with 
each other, with the same logic. They process locally received 
data, process them, and generate new information such as an 
average value of a cluster. This process reduces the required 
memory size. The new data structure for each leader is 
propagated among all leaders at proximity for integrity 
purposes and a copy to the head cluster for transmission to the 
base station. In this section explained the detailed 
implementation of the clustering algorithm, “RSPR” protocol, 
for both low and high levels sensors. Four parallel threads are 
executed after the initialization of the nodes at a low level. The 
initialization step starts all connected sensory inputs and 
possible actuating outputs. The static IDs are set and power 
meter decides whether to continue further or shut down the 
node until the next charging cycle that might be possible based 
on the node hardware encapsulated with a Photovoltaics (PV) 
cell. 
D. Low-Level Layer 
         The first thread (Elector) searches for neighboring cells, 
defines local cluster and then elects a leader. The leader could 
be any of the nodes in that level. The second thread (Power 
Manager) is responsible for power consumption and 
monitoring. The watchdog timer controls the system health and 
restarts the node if any irrecoverable error occurs. Additionally, 
this thread pushes the sensor to sleep mode while the node has 
no active duty. As an instance, in TDMA, the only one-time slot 
is allocated for data transmission and during the waiting time 
for transmitting the next data round, the sensor may be pushed 
to sleep mode to reduce power consumption. The third thread 
(Sensor), manages local sensory inputs. Each node collects data 
from sensors. Collected data must be preprocessed prior to 
being sent to the leading node. The preprocessing stage puts 
data into a packet and adds up error correction information in 
addition to compressing the packet and encrypting it. The fourth 
thread (Communicator) checks if the node is the leader or 
follower. If it is the follower, the preprocessed packet is sent to 
the leader. Otherwise, it collects the transmitted packets from 
followers. Extracts the information after decrypting them and 
checks if there is any error while data being transmitted; then it 
processes the local data among all collected information. The 
new packet is generated based on processed information and 
then is sent to the head cluster after being compressed and 
encrypted. The Flowchart of this layer is drawn in Fig.3.  
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Fig.3. Low-Level Layer Flowchart  
E. High-Level Layer 
      Nodes at the high-level layer of wireless sensor and actuator 
network run four parallel threads likewise after the initial stage. 
At the beginning just like low-level layer, nodes must be 
initialized, their sensors must be started and their static unique 
identifier is broadcasted around. The first thread (elector) is 
responsible for head cluster discovery, and consequently, one 
of them is elected as the Master. The second thread (Power 
Manager) takes care of power management and watchdog. 
Similarly, the third thread (Sensor) reads data from its own 
sensors just like any other node at the network. The fourth 
thread (Communicator) check if it is elected as the Master. All 
other head clusters transmit preprocessed data to the master and 
then it is combined, processed, compressed and encrypted at the 
master cluster, ready to be transmitted to the base station.  The 
base station might be a mobile drone requesting information 
record to be transmitted. Sensors might have an actuating 
output such as a rotary actuator to mobilize nodes. The 
Flowchart of this layer is drawn in Fig.4. 
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Fig.4. High-Level Layer Flowchart 
F. Use of Semantic Intelligent Inference System in 
Clustering 
         Artificial Intelligence (AI) and on top of that, the 
Semantic Intelligence (SI) decision-making system, is currently 
the foremost choice in expert systems, without needing full 
information about the environment. A sophisticated decision 
making Semantic Intelligent algoFailure on whether to accept 
or reject a given query [18], [19]. On the other hand, the normal 
control mechanisms generally require accurate and complete 
information about the environment. Fuzzy logic can make 
decisions based on a variety of environmental parameters, 
combining them according to predefined rules are used. Some 
clustering algorithms are used fuzzy logic to overcome the 
problem of uncertainty in wireless sensor and actuator 
networks. The fuzzy clustering algorithm (FCA) is used fuzzy 
logic to combine different parameters to select a cluster head. 
In accordance with a de-fuzzy output of the system, they report 
the chances of cluster head that is achieved with IF-THEN 
rules. A node will be a cluster head if it has the most chance to 
their adjacent nodes [18]. Fuzzy logic methods can be 
distributed or centralized. In this research, we try to use the SI 
system to solve the problems of previous systems and present 
the optimal algorithm to select the cluster head [21]. The 
proposed clustering algorithm, “RSPR”, is compared with 
LEACH and FCA which functionality and reliability are 
improved by SI systems. LEACH Protocol is one of the first 
and most famous hierarchical protocols that is provided for 
WSANs.  
III. IMPLEMENTATION 
Sensors utilize Atmel Pico-power microcontroller powered 
by lithium polymer cells. Each node is equipped with poly-
crystalline cells for charging the battery.  Transceivers on 
different frequency bands (433MHZ, 315MHz, and 2.4GHz) are 
used for data communication. This is built to provide multiple 
clusters in the neighborhood. Nodes use a master-slave approach 
to communicate between lower and higher levels. Head clusters, 
utilize NRF radio with a longer range in order to communicate 
among themselves. Sensors that we used in this scenario were 
light, temperature, humidity, pressure, air pollution, motion 
detection, and ambient noise. 
A. Hardware 
       Two clusters were implemented. Each includes a head 
cluster node and seven low-level nodes that one of them is 
elected as the leader. One of the clusters communicates on 
315MHz and the other one on 433MHz. Radios are able to 
communicate up to 200 meters’ line of sight. The high-level 
nodes nrf24l01 modules are used with communication 
capability of the 1km line of sight. Additionally, they are 
equipped with esp8266 Wi-Fi module to transfer information to 
the base station. Collected information can be monitored 
anywhere in the world after the Esp8266 module receives an IP 
address and transmits packets over the network. Web services 
such as "Thingspeak" used in this scenario for instance. 
Moreover, an application called “Blynk” can be used to monitor 
all nodes on a mobile device. 
B. Software  
      Head cluster requests nodes for receiving data, after that 
nodes measure Received Signal Strength Induction (RSSI) to 
consider Signal Strength (Ss) and read battery power by voltage 
sensor to consider Residual energy (Re). Neighbors Grade (Ng) 
of all nodes considered equal to 1 and Path Length (Pl) of all 
nodes from the head cluster is same. After these processes for 
finding parameters, PS function (2) gives the premiership to 
elect a leader. Then, all of the nodes send their data to the 
leader, which does a simple process on data and send them to 
the head cluster. This program coded in C++ and Arduino IDE 
in Box.4. 
 𝑃𝑆𝐿−𝐻 ≡ 𝑓(𝑅𝑒, 𝑁𝑔, 𝑃𝑙, 𝑆𝑠) = 𝑅𝑒
3 + 2𝑆𝑠2 + 3𝑃𝑙 + 𝑁𝑔  (2)  
IV. COMPARISON AND RESULTS 
The low-energy adaptive clustering hierarchy (LEACH) is 
one of the most popular cluster-based structures, which has been 
widely proposed in wireless sensor and actuator networks. 
LEACH deploys randomized rotation of  Head Clusters to 
evenly distribute the energy load among all Nodes in a WSAN. 
LEACH is an elegant solution for energy efficiency. However, 
LEACH still has some issues such as 1-some very big and very 
small clusters would exist in the WSAN at the same time;              
2-undesired head cluster selection while the nodes have different 
energy; 3-cluster member nodes consume energy after cluster 
head was dead. In this research, the LEACH algorithm was 
introduced and was compared with Semantically Intelligent 
Distributed Leader Election algorithm [22]. 
A. LEACH Algorithm 
      LEACH Protocol is one of the first and most famous 
hierarchical protocols that is Provided for wireless sensor and 
actuators networks. In this protocol, Network activity is divided 
into time periods. At the beginning of each period, number of 
nodes are selected as a cluster head randomly. For this purpose, 
each node produces a random number between 0 and 1. If this 
number is less than the T (n) that is achieved using the equation, 
the node as cluster head is introduced. In relation, P is ratio of 
[Code] 
int premiership (int Re, int Ng, int Pl, int Ss) { 
 int P_value = (Re*Re*Re) +2*(Ss*Ss) +3*Pl +Ng;   
  return P_value;  
} 
Box.4. C++ code in Arduino IDE 
the number of clusters and the total number of network nodes, 
r is number of Course, and G is the numbers of nodes in the 1/P 
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       After defining the cluster head, other nodes decide to 
become a member of each cluster based on the received signal 
strength from each cluster head. Cluster head divides the range 
of communications with client nodes into several time slices. 
These time slices are shared based on TDMA mechanism 
between members of the cluster. At each time slice, cluster head 
communicates with one Cluster’s members and receives its 
information packets. In every time slice, Cluster head sends 
received Information from its members to the central node. In 
order to distribute the load on different nodes after a period, for 
the beginning of a new era, cluster head based on the 
mechanism described above are changed. The leader election 
phase in leach algorithm is based on random numbers. This is 
the most challenging vulnerability in LEACH. The reason is 
having no control over node localization. As an instance, a low-
level node might be connected to any neighboring node based 
on a normalized randomly distributed seed. This might lead to 
extra power consumption when data is transmitted from a low 
level to high-level nodes on a large distance rather than 
choosing the high-level one according to optimized proximity. 
More importantly, the network distribution topology is not 
considered in the selection of head cluster at the higher level. 
B. The fuzzy clustering algorithm  
      The fuzzy clustering algorithm (FCA) uses fuzzy logic to 
combine different parameters to select a cluster head. In 
accordance with a de-fuzzy output of the system, they report the 
chances of cluster head that is achieved with IF-THEN rules. A 
node will be a cluster head if it has the most chance to their 
adjacent nodes. Fuzzy logic methods can be distributed or 
centralized. 
C. Results 
     According to the simplicity in computation and equations, 
the algorithm proposed in this paper provides faster and safer 
election over crashing. Moreover, SI employment and emphasis 
on the most important parameter in this algorithm offer greater 
efficiency and reduce battery consumption, this deduction 
plotted in Fig.5. 
 
Fig.5. Comparison and Results of Residual Energy 
V. CONCLUSION 
          This paper presented the deployment of a group of 
WSAN part of IoT systems with SI distributed leader election 
algorithm, which its nodes were heterogeneous in hardware and 
functionality thus not all nodes were able to transfer data 
directly to the base station. Because of simplicity in 
computation and equations, the algorithm proposed in this 
paper provides faster and safer election over crashing. 
Moreover, SI employment and emphasis on the most important 
parameter in this algorithm offer greater efficiency and reduce 
battery consumption. Fig.5. showed that the algorithm, which 
proposed in this paper, was better than FCA and LEACH 
algorithms in residual energy, which is one of the most 
important aspect of each IoT systems.  
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