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Abstract
In a complete metric space that is equipped with a doubling measure and
supports a Poincare´ inequality, we study strict subsets, i.e. sets whose varia-
tional capacity with respect to a larger reference set is finite. Relying on the
concept of fine topology, we give a characterization of those strict subsets that
are also sets of finite perimeter, and then we apply this to the study of con-
densers as well as BV capacities. We also apply the theory to prove a pointwise
approximation result for functions of bounded variation.
1 Introduction
In potential theory, a set A is said to be a p-strict subset of a set D if the variational
capacity capp(A,D) is finite, or equivalently if there exists a Sobolev function u
with u = 1 in A and u = 0 outside D. In the case 1 < p < ∞, this concept has
been considered in Euclidean spaces in [25] and in the setting of more general metric
measure spaces in [7]. The typical assumptions on a metric space, which we make
also in the current paper, are that the space is complete, equipped with a doubling
measure, and supports a Poincare´ inequality.
In the case p = 1, 1-strict subsets were studied, analogously to [7], in [30].
However, these papers left largely open the question of how to detect which sets
are strict subsets. In the current paper we give a characterization of those 1-strict
subsets that are also sets of finite perimeter, that is, their characteristic functions
are of bounded variation (BV). The characterization involves the concepts of 1-fine
interior and closure, and the measure-theoretic interior IE of the set E; see Section
2 for definitions.
Theorem 1.1. Let D ⊂ X and let E ⊂ X be a bounded set of finite perimeter with
IE ⊂ D. Then cap1(IE ,D) <∞ if and only if
Cap1(IE
1
\ fine-intD) = 0.
Moreover, then cap1(IE ,D) ≤ CaP (E,X) for a constant Ca that depends only on
the doubling constant of the measure and the constants in the Poincare´ inequality.
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In Example 4.4 we demonstrate that without the assumption of finite perimeter,
the theorem is not true. After considering some preliminary results in Section 3,
we study 1-strict subsets in Section 4 and then we apply the theory to the study of
condensers as well as BV versions of the variational capacity in Section 5. These
concepts have been studied previously in e.g. [20]. Perhaps the most important
contribution of the current paper lies in our careful analysis of the 1-fine topology
and the closely related notion of quasiopen sets. These have recently proved to be
very useful concepts (see especially [34]) and we expect that a solid understanding
of their properties will contribute to future research as well.
As another application of our theory of 1-strict subsets, in Section 6 we prove
the following theorem on the approximation of BV functions by means of Sobolev
functions (often called Newton-Sobolev functions in the metric space setting).
Theorem 1.2. Let Ω ⊂ X be an open set with µ(Ω) <∞ and let u ∈ BV(Ω). Then
there exists a sequence (wi) ⊂ N
1,1(Ω) such that wi → u in L
1(Ω),
lim sup
i→∞
∫
Ω
gwi dµ ≤ ‖Du‖(Ω) + Ca‖Du‖
j(Ω),
where each gwi is the minimal 1-weak upper gradient of wi in Ω, and wi(x) ≥ u
∨(x)
and wi(x)→ u
∨(x) for every x ∈ Ω.
Here the constant Ca is the same as in Theorem 1.1. In Example 6.22 we show
that the term Ca‖Du‖
j(Ω) involving the jump part of the variation measure of u is
necessary. Very recently, essentially the same result was proved in Euclidean spaces
in [13, Proposition 7.3], based on an earlier result [12, Theorem 3.3]. In Euclidean
spaces the term Ca‖Du‖
j(Ω) is not needed, but for us the existence of this term
makes it necessary to use rather different techniques in the proof, as we will discuss
in Remark 6.23.
2 Notation and definitions
In this section we introduce the notation, definitions, and assumptions that are
employed in the paper.
Throughout this paper, (X, d, µ) is a complete metric space that is equipped
with a metric d and a Borel regular outer measure µ satisfying a doubling property,
meaning that there exists a constant Cd ≥ 1 such that
0 < µ(B(x, 2r)) ≤ Cdµ(B(x, r)) <∞
for every ball B(x, r) := {y ∈ X : d(y, x) < r}. We assume that X consists of
at least 2 points. Given a ball B = B(x, r) and β > 0, we sometimes abbreviate
βB := B(x, βr); note that in a metric space, a ball (as a set) does not necessarily
have a unique center point and radius, but these will be prescribed for all the
balls that we consider. When we want to state that a constant C depends on
the parameters a, b, . . ., we write C = C(a, b, . . .). When a property holds outside a
set of µ-measure zero, we say that it holds almost everywhere, abbreviated a.e.
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All functions defined on X or its subsets will take values in [−∞,∞]. As a
complete metric space equipped with a doubling measure, X is proper, that is,
closed and bounded sets are compact. Given a µ-measurable set A ⊂ X, we define
L1loc(A) to be the class of functions u on A such that for every x ∈ A there exists
r > 0 such that u ∈ L1(A ∩ B(x, r)). Other local spaces of functions are defined
analogously. For an open set Ω ⊂ X, a function is in the class L1loc(Ω) if and only
if it is in L1(Ω′) for every open Ω′ ⋐ Ω. Here Ω′ ⋐ Ω means that Ω′ is a compact
subset of Ω.
For any set A ⊂ X and 0 < R < ∞, the restricted Hausdorff content of codi-
mension one is defined by
HR(A) := inf

∞∑
j=1
µ(B(xj , rj))
rj
: A ⊂
∞⋃
j=1
B(xj, rj), rj ≤ R
 .
We also allow finite coverings by interpreting µ(B(x, 0))/0 = 0. The codimension
one Hausdorff measure of A ⊂ X is then defined by
H(A) := lim
R→0
HR(A).
By a curve we mean a rectifiable continuous mapping from a compact interval
of the real line into X. The length of a curve γ is denoted by ℓγ . We will assume
every curve to be parametrized by arc-length, which can always be done (see e.g.
[18, Theorem 3.2]). A nonnegative Borel function g on X is an upper gradient of a
function u on X if for all nonconstant curves γ, we have
|u(x)− u(y)| ≤
∫
γ
g ds :=
∫ ℓγ
0
g(γ(s)) ds, (2.1)
where x and y are the end points of γ. We interpret |u(x) − u(y)| = ∞ whenever
at least one of |u(x)|, |u(y)| is infinite. We also express inequality (2.1) by saying
that the pair (u, g) satisfies the upper gradient inequality on the curve γ. Upper
gradients were originally introduced in [23].
The 1-modulus of a family of curves Γ is defined by
Mod1(Γ) := inf
∫
X
ρ dµ
where the infimum is taken over all nonnegative Borel functions ρ such that
∫
γ ρ ds ≥
1 for every curve γ ∈ Γ. A property is said to hold for 1-almost every curve if it
fails only for a curve family with zero 1-modulus. If g is a nonnegative µ-measurable
function on X and (2.1) holds for 1-almost every curve, we say that g is a 1-weak
upper gradient of u. By only considering curves γ in a set A ⊂ X, we can talk about
a function g being a (1-weak) upper gradient of u in A.
Given a µ-measurable set H ⊂ X, we let
‖u‖N1,1(H) := ‖u‖L1(H) + inf ‖g‖L1(H),
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where the infimum is taken over all 1-weak upper gradients g of u in H. Then we
define the Newton-Sobolev space
N1,1(H) := {u : ‖u‖N1,1(H) <∞},
which was first introduced in [43]. When H is an open subset of Rn, then for any
u ∈ N1,1(H) the quantity ‖u‖N1,1(H) agrees with the classical Sobolev norm, see e.g.
[5, Corollary A.4]. For any µ-measurable function u on a µ-measurable set H, we
also let
‖u‖D1(H) := inf ‖g‖L1(H),
where the infimum is taken over all 1-weak upper gradients g of u in H, and then
we define the Dirichlet space
D1(H) := {u : ‖u‖D1(H) <∞}.
We understand Newton-Sobolev and Dirichlet functions to be defined at every x ∈ H
(even though ‖ · ‖N1,1(H) is then only a seminorm). It is known that for any u ∈
D1loc(H) there exists a minimal 1-weak upper gradient of u in H, always denoted by
gu, satisfying gu ≤ g a.e. in H for any 1-weak upper gradient g ∈ L
1
loc(H) of u in
H, see [5, Theorem 2.25].
For any D,H ⊂ X, withH µ-measurable, the space of Newton-Sobolev functions
with zero boundary values is defined as
N1,10 (D,H) := {u|D∩H : u ∈ N
1,1(H) and u = 0 in H \D}. (2.2)
This space is a subspace of N1,1(D∩H) when D is µ-measurable, and it can always
be understood to be a subspace of N1,1(H). If H = X, we omit it from the notation.
Similarly, the space of Dirichlet functions with zero boundary values is defined as
D10(D,H) := {u|D∩H : u ∈ D
1(H) and u = 0 in H \D}.
We will assume throughout the paper that X supports a (1, 1)-Poincare´ inequal-
ity, meaning that there exist constants CP > 0 and λ ≥ 1 such that for every ball
B(x, r), every u ∈ L1loc(X), and every upper gradient g of u, we have∫
B(x,r)
|u− uB(x,r)| dµ ≤ CP r
∫
B(x,λr)
g dµ, (2.3)
where
uB(x,r) :=
∫
B(x,r)
u dµ :=
1
µ(B(x, r))
∫
B(x,r)
u dµ.
The 1-capacity of a set A ⊂ X is defined by
Cap1(A) := inf ‖u‖N1,1(X),
where the infimum is taken over all functions u ∈ N1,1(X) satisfying u ≥ 1 in A.
We know that Cap1 is an outer capacity, meaning that
Cap1(A) = inf{Cap1(W ) : W ⊃ A, W is open}
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for any A ⊂ X, see e.g. [5, Theorem 5.31].
The variational 1-capacity of a set A ⊂ D with respect to a set D ⊂ X is defined
by
cap1(A,D) := inf
∫
X
gu dµ,
where the infimum is taken over functions u ∈ N1,10 (D) satisfying u ≥ 1 in A, and
gu is the minimal 1-weak upper gradient of u (in X). For basic properties satisfied
by capacities, such as monotonicity and countable subadditivity, see e.g. [5].
If a property holds outside a set A ⊂ X with Cap1(A) = 0, we say that it holds
1-quasieverywhere, or 1-q.e. If H ⊂ X is µ-measurable, then
v = 0 1-q.e. in H implies ‖v‖N1,1(H) = 0, (2.4)
see [5, Proposition 1.61]. In particular, in the definition (2.2) of the class N1,10 (D,H),
we can equivalently require u = 0 1-q.e. in H \ D, and in the definition of the
variational 1-capacity we can require u ≥ 1 1-q.e. in A.
By [19, Theorem 4.3, Theorem 5.1] we know that for any A ⊂ X,
Cap1(A) = 0 if and only if H(A) = 0. (2.5)
We will use this fact numerous times in the paper.
Definition 2.6. We say that a set U ⊂ X is 1-quasiopen if for every ε > 0 there
exists an open set G ⊂ X such that Cap1(G) < ε and U ∪G is open.
Given a set H ⊂ X, we say that a function u is 1-quasicontinuous on H if for
every ε > 0 there exists an open set G ⊂ X such that Cap1(G) < ε and u|H\G is
finite and continuous.
It is a well-known fact that Newton-Sobolev functions are quasicontinuous on
open sets, see [11, Theorem 1.1] or [5, Theorem 5.29]. The following more general
fact is a special case of [10, Theorem 1.3].
Theorem 2.7. Let U ⊂ X be 1-quasiopen and let u ∈ N1,1loc (U). Then u is 1-
quasicontinuous on U .
Next we present the definition and basic properties of functions of bounded
variation on metric spaces, following [41]. See also e.g. [3, 14, 15, 17, 44] for the
classical theory in the Euclidean setting. Given an open set Ω ⊂ X and a function
u ∈ L1loc(Ω), we define the total variation of u in Ω by
‖Du‖(Ω) := inf
{
lim inf
i→∞
∫
Ω
gui dµ : ui ∈ N
1,1
loc (Ω), ui → u in L
1
loc(Ω)
}
,
where each gui is the minimal 1-weak upper gradient of ui in Ω. (In [41], local
Lipschitz constants were used in place of upper gradients, but the theory can be
developed similarly with either definition.) We say that a function u ∈ L1(Ω) is of
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bounded variation, and denote u ∈ BV(Ω), if ‖Du‖(Ω) < ∞. For an arbitrary set
A ⊂ X, we define
‖Du‖(A) := inf{‖Du‖(W ) : A ⊂W, W ⊂ X is open}.
In general, we understand the expression ‖Du‖(A) < ∞ to mean that there exists
some open setW ⊃ A such that u is defined inW with u ∈ L1loc(W ) and ‖Du‖(W ) <
∞.
If u ∈ L1loc(Ω) and ‖Du‖(Ω) < ∞, then ‖Du‖(·) is a Radon measure on Ω by
[41, Theorem 3.4]. A µ-measurable set E ⊂ X is said to be of finite perimeter if
‖DχE‖(X) <∞, where χE is the characteristic function of E. The perimeter of E
in Ω is also denoted by
P (E,Ω) := ‖DχE‖(Ω).
The measure-theoretic interior of a set E ⊂ X is defined by
IE :=
{
x ∈ X : lim
r→0
µ(B(x, r) \E)
µ(B(x, r))
= 0
}
, (2.8)
and the measure-theoretic exterior by
OE :=
{
x ∈ X : lim
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
= 0
}
. (2.9)
The measure-theoretic boundary ∂∗E is defined as the set of points x ∈ X at which
both E and its complement have strictly positive upper density, i.e.
lim sup
r→0
µ(B(x, r) ∩ E)
µ(B(x, r))
> 0 and lim sup
r→0
µ(B(x, r) \E)
µ(B(x, r))
> 0.
Note that the space X is always partitioned into the disjoint sets IE , OE , and ∂
∗E.
For an open set Ω ⊂ X and a µ-measurable set E ⊂ X with P (E,Ω) <∞, we know
that for any Borel set A ⊂ Ω,
P (E,A) =
∫
∂∗E∩A
θE dH, (2.10)
where θE : Ω → [α,Cd] with α = α(Cd, CP , λ) > 0, see [2, Theorem 5.3] and [4,
Theorem 4.6]. It follows that for any set A ⊂ Ω,
αH(∂∗E ∩A) ≤ P (E,A) ≤ CdH(∂
∗E ∩A). (2.11)
The following coarea formula is given in [41, Proposition 4.2]: if Ω ⊂ X is an open
set and u ∈ L1loc(Ω), then
‖Du‖(Ω) =
∫ ∞
−∞
P ({u > t},Ω) dt, (2.12)
where we abbreviate {u > t} := {x ∈ Ω : u(x) > t}. If ‖Du‖(Ω) < ∞, the above
holds with Ω replaced by any Borel set A ⊂ Ω. By [35, Proposition 3.8] this is true
also for every 1-quasiopen set A ⊂ Ω.
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If Ω ⊂ X is open and u, v ∈ L1loc(Ω), then
‖Dmin{u, v}‖(Ω) + ‖Dmax{u, v}‖(Ω) ≤ ‖Du‖(Ω) + ‖Dv‖(Ω); (2.13)
for a proof see e.g. [41, Proposition 4.7].
The BV-capacity of a set A ⊂ X is defined by
CapBV(A) := inf
(
‖u‖L1(X) + ‖Du‖(X)
)
,
where the infimum is taken over all u ∈ BV(X) such that u ≥ 1 in a neighborhood
of A. As noted in [19, Theorem 4.3], for any A ⊂ X we have
CapBV(A) ≤ Cap1(A). (2.14)
The lower and upper approximate limits of a function u on an open set Ω are
defined respectively by
u∧(x) := sup
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u < t})
µ(B(x, r))
= 0
}
(2.15)
and
u∨(x) := inf
{
t ∈ R : lim
r→0
µ(B(x, r) ∩ {u > t})
µ(B(x, r))
= 0
}
(2.16)
for x ∈ Ω. The jump set of u is then defined by
Su := {u
∧ < u∨}.
Since we understand u∧ and u∨ to be defined only on Ω, also Su is understood to
be a subset of Ω. It is straightforward to check that u∧ and u∨ are always Borel
functions.
Unlike Newton-Sobolev functions, we understand BV functions to be µ-equivalence
classes. To consider fine properties, we need to consider the pointwise representatives
u∧ and u∨.
Recall that Newton-Sobolev functions are quasicontinuous; BV functions have
the following quasi-semicontinuity property, which follows from [36, Corollary 4.2],
which in turn is based on [38, Theorem 1.1]. The result was first proved in the
Euclidean setting in [12, Theorem 2.5].
Proposition 2.17. Let u ∈ BV(Ω) and let ε > 0. Then there exists an open set
G ⊂ Ω such that Cap1(G) < ε and u
∧|Ω\G is finite and lower semicontinuous and
u∨|Ω\G is finite and upper semicontinuous.
By [4, Theorem 5.3], the variation measure of a BV function can be decomposed
into the absolutely continuous and singular part, and the latter into the Cantor and
jump part, as follows. Given an open set Ω ⊂ X and u ∈ BV(Ω), we have for any
Borel set A ⊂ Ω
‖Du‖(A) = ‖Du‖a(A) + ‖Du‖s(A)
= ‖Du‖a(A) + ‖Du‖c(A) + ‖Du‖j(A)
=
∫
A
a dµ+ ‖Du‖c(A) +
∫
A∩Su
∫ u∨(x)
u∧(x)
θ{u>t}(x) dt dH(x),
(2.18)
7
where a ∈ L1(Ω) is the density of the absolutely continuous part and the functions
θ{u>t} ∈ [α,Cd] are as in (2.10). Moreover, ‖Du‖
c(A) = 0 for any set A of finite
H-measure.
Next we define the fine topology in the case p = 1. For the analogous definition
and theory in the case 1 < p < ∞, see e.g. the monographs [1, 22, 39] for the
Euclidean case, as well as [5, 7, 8, 9] for the metric space setting.
Definition 2.19. We say that A ⊂ X is 1-thin at the point x ∈ X if
lim
r→0
r
cap1(A ∩B(x, r), B(x, 2r))
µ(B(x, r))
= 0.
We also say that a set U ⊂ X is 1-finely open if X \ U is 1-thin at every x ∈ U .
Then we define the 1-fine topology as the collection of 1-finely open sets on X.
We denote the 1-fine interior of a set H ⊂ X, i.e. the largest 1-finely open set
contained in H, by fine-intH. We denote the 1-fine closure of a set H ⊂ X, i.e.
the smallest 1-finely closed set containing H, by H
1
. The 1-fine boundary of H is
∂1H := H
1
\ fine-intH. The 1-base b1H is defined as the set of points where H is
not 1-thin.
We say that a function u defined on a set U ⊂ X is 1-finely continuous at x ∈ U
if it is continuous at x when U is equipped with the induced 1-fine topology on U
and [−∞,∞] is equipped with the usual topology.
See [31, Section 4] for discussion on this definition, and for a proof of the fact
that the 1-fine topology is indeed a topology. Using [5, Proposition 6.16], we see
that a set A ⊂ X is 1-thin at x ∈ X if and only if
lim
r→0
cap1(A ∩B(x, r), B(x, 2r))
cap1(B(x, r), B(x, 2r))
= 0.
Now we list some known facts concerning the 1-fine topology. It is stated in [29,
Corollary 3.5] that for any A ⊂ X,
A
1
= A ∪ b1A. (2.20)
By [29, Lemma 3.1] we have for any set A ⊂ X
IA ∪ ∂
∗A ⊂ b1A ⊂ A
1
. (2.21)
Note that by Lebesgue’s differentiation theorem (see e.g. [21, Chapter 1]), for µ-
measurable E ⊂ X we have µ(IE∆E) = 0, where ∆ denotes the symmetric differ-
ence. Thus the above implies
IE ∪ ∂
∗E ⊂ b1IE ⊂ IE
1
. (2.22)
By [29, Proposition 3.3],
Cap1(A
1
) = Cap1(A) for any A ⊂ X. (2.23)
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Theorem 2.24 ([37, Corollary 6.12]). A set U ⊂ X is 1-quasiopen if and only if it
is the union of a 1-finely open set and a H-negligible set.
Theorem 2.25 ([30, Theorem 5.1]). A function u on a 1-quasiopen set U is 1-
quasicontinuous on U if and only if it is finite 1-q.e. and 1-finely continuous 1-q.e.
in U .
Throughout this paper we assume that (X, d, µ) is a complete metric space that
is equipped with the doubling measure µ and supports a (1, 1)-Poincare´ inequality.
3 Preliminary results
In this section we prove some preliminary results.
By [5, Corollary 2.21] we know that if H ⊂ X is a µ-measurable set and v,w ∈
N1,1(H), then
gv = gw a.e. in {x ∈ H : v(x) = w(x)}, (3.1)
where gv and gw are the minimal 1-weak upper gradients of v and w in H.
The following lemma is a special case of [5, Lemma 1.52].
Lemma 3.2. Let ui, i ∈ N, be functions on a µ-measurable set H ⊂ X with 1-
weak upper gradients gi. Let u := supi∈N ui and g := supi∈N gi, and suppose that
µ({u =∞}) = 0. Then g is a 1-weak upper gradient of u in H.
Lemma 3.3. Let G ⊂ X and let ε > 0. Then there exists an open set W ⊃ G
such that Cap1(W ) < C Cap1(G)+ ε and P (W,X) < C Cap1(G)+ ε, for a constant
C = C(Cd, CP , λ).
Recall that Cd, CP , and λ are the doubling constant of µ and the constants in
the Poincare´ inequality (2.3).
Proof. By (2.14) we have CapBV(G) ≤ Cap1(G). By [19, Lemma 3.2] (which is
simply an application of Cavalieri’s principle and the coarea formula (2.12)) we find
a set E ⊂ X containing a neighborhood of G such that
µ(E) + P (E,X) < CapBV(G) + ε ≤ Cap1(G) + ε. (3.4)
By a suitable boxing inequality, see [19, Lemma 4.2], we find balls {B(xj , rj)}
∞
j=1
with rj ≤ 1 covering the measure-theoretic interior IE, and thus also the set G, such
that
∞∑
j=1
µ(B(xj , rj))
rj
≤ CB(µ(E) + P (E,X))
for some constant CB = CB(Cd, CP , λ). For each j ∈ N, by applying the coarea
formula (2.12) to the function u(y) = d(xj , y), we find a number sj ∈ [rj , 2rj ] such
that
P (B(xj, sj),X) ≤ Cd
µ(B(xj , rj))
rj
. (3.5)
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Define 1/sj-Lipschitz functions
ηj(·) := max
{
0, 1−
dist(·, B(xj , sj))
sj
}
, j ∈ N,
so that 0 ≤ ηj ≤ 1 on X, ηj = 1 in B(xj, sj) and ηj = 0 in X \ B(xj , 2sj). Let
η := supj∈N ηj . By (3.1), χB(xj ,2sj)/sj is a 1-weak upper gradient of ηj . Hence by
Lemma 3.2 the minimal 1-weak upper gradient of η satisfies gη ≤
∑∞
i=1
χB(xj ,2sj)/sj.
Then ∫
X
gη dµ ≤
∞∑
j=1
µ(B(xj, 2sj))
sj
≤ C2d
∞∑
j=1
µ(B(xj, rj))
rj
≤ C2dCB(µ(E) + P (E,X))
< C2dCB(Cap1(G) + ε) by (3.4).
Similarly we show that ‖η‖L1(X) ≤ C
2
dCB(Cap1(G) + ε). Let W :=
⋃∞
j=1B(xj, sj).
Since η = 1 in W , we get the estimate
Cap1(W ) ≤ ‖η‖N1,1(X) ≤ 2C
2
dCB(Cap1(G) + ε).
Using the lower semicontinuity of perimeter with respect to L1-convergence, as well
as (2.13), we get
P (W,X) ≤
∞∑
j=1
P (B(xj , sj),X) ≤ Cd
∞∑
j=1
µ(B(x, rj))
rj
by (3.5)
≤ CdCB(µ(E) + P (E,X))
< CdCB(Cap1(G) + ε).
Next we note that Federer’s characterization of sets of finite perimeter holds also
in metric spaces.
Theorem 3.6 ([34, Theorem 1.1]). Let Ω ⊂ X be open, let E ⊂ X be µ-measurable,
and suppose that H(∂∗E ∩Ω) <∞. Then P (E,Ω) <∞.
The converse holds by (2.11).
Recall the definitions of the measure-theoretic interior and exterior from (2.8)
and (2.9).
Proposition 3.7 ([29, Proposition 4.2]). Let Ω ⊂ X be open and let E ⊂ X be
µ-measurable with P (E,Ω) <∞. Then IE ∩Ω and OE ∩ Ω are 1-quasiopen sets.
Now we generalize this proposition to quasiopen domains.
Proposition 3.8. Let U ⊂ X be 1-quasiopen and let E ⊂ X be µ-measurable with
H(∂∗E ∩ U) <∞. Then IE ∩ U and OE ∩ U are 1-quasiopen sets.
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Proof. We find a sequence of open sets Gj ⊂ X such that U ∪ Gj is open for each
j ∈ N and Cap1(Gj) → 0 as j → ∞. By Lemma 3.3 we can assume that also
P (Gj ,X) → 0, and so H(∂
∗Gj) → 0 by (2.11). It is straightforward to check that
for each j ∈ N
∂∗(E ∪Gj) ∩ (U ∪Gj) ⊂ (∂
∗E ∩ U) ∪ ∂∗Gj .
Then
H(∂∗(E ∪Gj) ∩ (U ∪Gj)) ≤ H(∂
∗E ∩ U) +H(∂∗Gj) <∞
for each j ∈ N. By Theorem 3.6 we conclude that P (E ∪ Gj , U ∪ Gj) < ∞. Thus
each IE∪Gj ∩ (U ∪ Gj) is 1-quasiopen by Proposition 3.7. By (2.23) and the fact
that Cap1 is an outer capacity, we can take open sets G
′
j ⊃ Gj
1
such that still
Cap1(G
′
j)→ 0. By (2.21) we have IGj ∪ ∂
∗Gj ⊂ Gj
1
⊂ G′j , and so
IE \G
′
j = IE∪Gj \G
′
j .
Using this, we get
(IE ∩ U) ∪G
′
j = (IE ∩ (U ∪Gj)) ∪G
′
j = (IE∪Gj ∩ (U ∪Gj)) ∪G
′
j ,
which is a union of a 1-quasiopen and an open set for each j ∈ N, and thus 1-
quasiopen. It follows that IE ∩ U is also 1-quasiopen. Similarly we show that
OE ∩ U is 1-quasiopen.
Recall the definitions concerning curves and 1-modulus from page 3.
Proposition 3.9. Let U ⊂ X be 1-quasiopen and let E ⊂ X be µ-measurable with
H(∂∗E ∩ U) < ∞. Then for 1-a.e. curve γ in U with γ(0) ∈ IE and γ(ℓγ) ∈ OE,
there exists t ∈ (0, ℓγ) such that γ(t) ∈ ∂
∗E.
Proof. By Proposition 3.8 we know that IE ∩ U and OE ∩ U are 1-quasiopen sets.
By [42, Remark 3.5] they are also 1-path open, meaning that for 1-a.e. curve γ,
γ−1(IE ∩ U) and γ
−1(OE ∩ U) are relatively open subsets of [0, ℓγ ]. Let γ be such
a curve in U , with γ(0) ∈ IE and γ(ℓγ) ∈ OE . Since γ
−1(IE ∩ U) and γ
−1(OE ∩
U) are nonempty disjoint relatively open subsets of the connected set [0, ℓγ ], there
necessarily exists a point t ∈ (0, ℓγ) with
t /∈ γ−1(IE ∩ U) ∪ γ
−1(OE ∩ U),
and so t ∈ γ−1(∂∗E).
In [34, Example 5.4] it is shown that the assumption H(∂∗E ∩ U) < ∞ cannot
be removed.
Lemma 3.10. Let E ⊂ X be µ-measurable. Then fine-int IcE = fine-intOE.
Proof. Note that OE ⊂ I
c
E and so fine-intOE ⊂ fine-int I
c
E . Conversely, we have
fine-int IcE = X \ IE
1
, and by (2.22) we have X \ IE
1
⊂ X \ (IE ∪ ∂
∗E) = OE . Thus
fine-int IcE ⊂ OE , and so fine-int I
c
E ⊂ fine-intOE .
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By using a Lipschitz cutoff function like in the proof of Lemma 3.3, it is easy to
show that for any ball B(x, r) with r ≤ 1,
Cap1(B(x, r)) ≤ 2
µ(B(x, 2r))
r
. (3.11)
It follows that for any A ⊂ X,
Cap1(A) ≤ 2CdH(A). (3.12)
Lemma 3.13. Let H ⊂ X be a Borel set with H(H) < ∞. Then X \ H is a
1-quasiopen set.
Proof. Let ε > 0. We find a closed set K ⊂ H such that H(H \K) < (2Cd)
−1ε (see
e.g. [24, Proposition 3.3.37]). By (3.12), Cap1(H \K) < ε, and then since Cap1 is
an outer capacity, we find an open set G ⊃ H \ K such that Cap1(G) < ε. Now
(X \H) ∪G = (X \K) ∪G is an open set.
Given a closed set F ⊂ X, one can of course always find open sets W1 ⊃ W2 ⊃
. . . ⊃ F such that
⋂∞
j=1Wj = F . For 1-quasiopen sets we have the following analog
of this fact.
Lemma 3.14. Let F ⊂ X such that X \ F is 1-quasiopen. Then there exist open
sets W1 ⊃W2 ⊃ . . . ⊃ F such that
Cap1
 ∞⋂
j=1
Wj \ F
 = 0.
By Lemma 3.13, F can in particular be any Borel set of finite H-measure.
Proof. For each j ∈ N we find an open set Gj ⊂ X such that F \Gj is a closed set,
and Cap1(Gj)→ 0. Then for each j ∈ N we find open sets
Vj1 ⊃ Vj2 ⊃ . . . ⊃ F \Gj
such that F \ Gj =
⋂∞
i=1 Vji. Define Wj :=
⋂j
k=1(Vkj ∪ Gk) for each j ∈ N. These
form a decreasing sequence of open sets containing F , and for each N ∈ N,
Cap1
 ∞⋂
j=1
Wj \ F
 ≤ Cap1
 ∞⋂
j=N
Wj \ F

≤ Cap1
 ∞⋂
j=N
(VNj ∪GN ) \ F
 ≤ Cap1(GN ),
since
⋂∞
j=N VNj = F \GN . Letting N →∞, we get the result.
Finally we prove the following absolute continuity.
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Lemma 3.15. Let H ⊂ X with H(H) <∞. Then for every ε > 0 there exists δ > 0
such that if A ⊂ X with Cap1(A) < δ, then H(H ∩A) < ε.
Proof. Suppose by contradiction that there exists ε > 0 and a sequence of sets
Aj ⊂ X, j ∈ N, such that Cap1(Aj) < 2
−j but H(H ∩ Aj) ≥ ε. Since Cap1 is an
outer capacity, we can assume that the sets Aj are open. Then defining
A :=
∞⋂
k=1
⋃
j≥k
Aj,
we have Cap1(A) = 0. However, since the sets
⋃
j≥kAj constitute a decreasing
sequence of Borel sets and since the restriction H|H(·) := H(H ∩ ·) is a Borel outer
measure (see e.g. [24, Lemma 3.3.13]), we have
H(H ∩A) = lim
k→∞
H
(
H ∩
⋃
j≥k
Aj
)
≥ ε,
which is a contradiction by (2.5).
4 Strict subsets
In this section we study 1-strict subsets.
Definition 4.1. A set A ⊂ D is a 1-strict subset of D if there is a function η ∈
N1,10 (D) such that η = 1 in A.
By [29, Proposition 3.3] we know that ifA is a 1-strict subset ofD, then Cap1(A
1
\
fine-intD) = 0. Now we show that this holds also with the ambient space X replaced
by a more general quasiopen set U . Note that 1-quasiopen sets are µ-measurable by
[6, Lemma 9.3].
Proposition 4.2. Let A ⊂ D and let U ⊂ X be a 1-quasiopen set, and suppose that
there exists ρ ∈ N1,10 (D,U) with ρ = 1 in A ∩ U . Then
Cap1((A
1
\ fine-intD) ∩ U) = 0. (4.3)
Proof. The function ρ is 1-quasicontinuous on U by Theorem 2.7, and thus 1-finely
continuous (with respect to the induced 1-fine topology on U) at 1-q.e. point in U
by Theorem 2.25. Now for 1-q.e. x ∈ A
1
∩ U we have either x ∈ A or x ∈ b1A by
(2.20), and also x ∈ fine-intU by Theorem 2.24. Then either x ∈ A or x ∈ b1(A∩U).
If ρ is 1-finely continuous at x, it follows that ρ(x) = 1. In conclusion, ρ = 1 1-q.e.
in A
1
∩ U .
Analogously, from the fact that ρ = 0 in U\D we get ρ = 0 1-q.e. inX \D
1
∩U =
U \ fine-intD, and then (4.3) follows.
Now we note that the converse to Proposition 4.2 is not true.
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Example 4.4. Let X = R2 (unweighted, i.e. equipped with the usual 2-dimensional
Lebesgue measure). We will choose a compact subset K of a 1-finely open set D
such that K is not a 1-strict subset of D (note that K = K
1
). First denote the
unit square by Q := [0, 1]× [0, 1]. Define the following “gratings” that are compact
subsets of Q:
Hj :=
2j⋃
k=0
{k2−j} × [0, 1], j ∈ N.
Given any set A ⊂ R2 and a > 0, b ∈ R2, scaling and translation are given by
aA+ b := {ax+ b : x ∈ A}.
Now consider the complement of the union of scaled and shifted “gratings”
D := R2 \
∞⋃
j=1
(2−2jH2j + (2
−j , 0))
All points in D are interior points except the origin 0. We note that for every r > 0
and every set 2−2jH2j + (2
−j , 0) that intersects B(0, r), we have
cap1(2
−2jH2j + (2
−j , 0), B(0, 2r)) ≤ cap1(2
−2jQ,B(0, 2r)) = 2−4j .
It follows that for every 0 < r < 1/4 (L2 denotes the 2-dimensional Lebesgue
measure, and ⌊a⌋ is the largest integer at most a ∈ R)
r
cap1(B(0, r) \D,B(0, 2r))
L2(B(0, r))
≤
r
L2(B(0, r))
∞∑
j=⌊− log r/ log 2⌋−1
cap1(2
−2jH2j + (2
−j , 0), B(0, 2r))
≤
r
L2(B(0, r))
∞∑
j=⌊− log r/ log 2⌋−1
2−4j
≤
2r
L2(B(0, r))
2−4⌊− log r/ log 2⌋+4
≤
29r
L2(B(0, r))
r4 → 0 as r → 0.
Thus the set D is 1-finely open. Now define
Kj :=
2j−1⋃
k=0
{(k + 1/2)2−j} × [0, 1], j ∈ N,
which are also compact subsets of the unit square, and
K :=
∞⋃
j=1
(2−2jK2j + (2
−j , 0)) ∪ {0},
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which is a compact subset of D. Let u ∈ N1,10 (D) be a function with u = 1 in K,
and let g be any upper gradient of u. Now for every j ∈ N,
‖u‖N1,1(2−2jQ+(2−j ,0)) ≥
∫
2−2jQ+(2−j ,0)
g dL2 ≥ 2−2j · 2 · (22j − 1) ≥ 1.
Thus ‖u‖N1,1(R2) =∞, and so K is not a 1-strict subset of D.
In [30, Theorem 4.3] it is shown that when A is a point in fine-intD, then A
is a 1-strict subset of D. Now our goal will be to show that despite Example 4.4,
there are many other 1-strict subsets A of D. Our first result in this direction is the
following.
Lemma 4.5. Let W ⊂ X be an open set, let H ⊂W with H(H) <∞, and let ε > 0.
Then there exists η ∈ N1,10 (W ) with 0 ≤ η ≤ 1 on X, η = 1 in a neighborhood of H,
and ∫
X
η dµ < ε and
∫
X
gη dµ < CdH(H) + ε.
Moreover, Cap1({η > 0}) < 2C
2
d (H(H) + ε) and Cap1({η > 0}
1
\W ) = 0.
Proof. Let
Wδ := {x ∈W : dist(x,X \W ) > δ}, δ > 0.
Let V1 := W2−1 and for each j = 2, 3, . . ., let Vj := W2−j \ W2−j+1 . Then W =⋃∞
j=1 Vj . For each j ∈ N, take a collection of balls {Bjk = B(xjk, rjk)}
∞
k=1 covering
H ∩ Vj with rjk ≤ 2
−j−2ε(CdH(H) + ε+ 1)
−1 and
∞∑
k=1
µ(Bjk)
rjk
< H(H ∩ Vj) +
2−jε
Cd
. (4.6)
We can assume that Bjk ∩ (H ∩ Vj) 6= ∅ for all k ∈ N. Define Lipschitz functions
ηjk := max
{
0, 1 −
dist(·, Bjk)
rjk
}
, j, k ∈ N,
so that ηjk = 1 in Bjk and ηjk = 0 in X \ 2Bjk. By (3.1), each ηjk has a 1-weak
upper gradient χ2Bjk/rjk. Let η := supj,k∈N ηjk. Then η = 1 in a neighborhood of
H and η = 0 in X \W . By Lemma 3.2,∫
X
gη dµ ≤
∞∑
j,k=1
∫
X
gηjk dµ ≤
∞∑
j,k=1
µ(2Bjk)
rjk
< Cd
∞∑
j=1
(
H(H ∩ Vj) +
2−jε
Cd
)
by (4.6)
= CdH(H) + ε,
(4.7)
as desired. Similarly,∫
X
η dµ ≤
∞∑
j,k=1
µ(2Bjk) ≤ ε(CdH(H) + ε+ 1)
−1
∞∑
j,k=1
µ(2Bjk)
rjk
< ε.
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In conclusion, η ∈ N1,1(X) and then in fact η ∈ N1,10 (W ).
We can define a function ρ analogously to η, but using the collections of balls
{2Bjk}
∞
k=1 in place of {Bjk}
∞
k=1. We obtain ρ = 1 in {η > 0} and then
Cap1 ({η > 0}) ≤
∫
X
ρ dµ+
∫
X
gρ dµ ≤ 2C
2
d (H(H) + ε).
Moreover, by the characterization of the fine closure (2.20), we get {η > 0}
1
\W ⊂⋃∞
j=N
⋃∞
k=1 2Bjk
1
for any N ∈ N, and so
Cap1({η > 0}
1
\W ) ≤ Cap1
 ∞⋃
j=N
∞⋃
k=1
2Bjk

= Cap1
 ∞⋃
j=N
∞⋃
k=1
2Bjk
 by (2.23)
≤ 2
∞∑
j=N
∞∑
k=1
µ(4Bjk)
2rjk
by (3.11)
→ 0
as N →∞, since we had
∑∞
j,k=1 µ(2Bjk)/rjk <∞ by (4.7).
Lemma 4.8 ([35, Lemma 3.3]). Let G ⊂ X and ε > 0. Then there exists an open
set G′ ⊃ G with Cap1(G
′) < C1(Cap1(G) + ε) and a function ρ ∈ N
1,1
0 (G
′) with
0 ≤ ρ ≤ 1 on X, ρ = 1 in G, and ‖ρ‖N1,1(X) < C1(Cap1(G) + ε), for some constant
C1 = C1(Cd, CP , λ) ≥ 1.
The following proposition says that a subset of finite Hausdorff measure of a
1-quasiopen set is always a 1-strict subset.
Proposition 4.9. Let U ⊂ X be 1-quasiopen and let F ⊂ U with H(F ) < ∞. Let
0 < ε < 1. Then there exists η ∈ N1,10 (U) with 0 ≤ η ≤ 1 on X, η = 1 in a
1-quasiopen set containing F , and∫
X
η dµ < ε and
∫
X
gη dµ < CdH(F ) + ε.
Moreover, η = 0 in a 1-quasiopen set containing X \ U .
Proof. For each j ∈ N, by Lemma 3.15 there exists 0 < δj < 1 such that if A ⊂ X
with Cap1(A) < δj , then H(F ∩ A) < 2
−j−3ε/C2d . For each j ∈ N we find an open
set Gj ⊂ X such that U ∪ Gj is open and Cap1(Gj) < 2
−j−1εδj/C1. By Lemma
4.8 we then find an open set G′j ⊃ Gj with Cap1(G
′
j) < 2
−j−1εδj and a function
ρj ∈ N
1,1
0 (G
′
j) such that 0 ≤ ρj ≤ 1 on X, ρj = 1 in Gj , and ‖ρj‖N1,1(X) < 2
−j−1εδj .
By (2.23), also Cap1(G
′
j
1
) < 2−j−1εδj for each j ∈ N, and so H(F ∩ G′j
1
) <
2−j−3ε/C2d . Let also G
′
0 := X. For each j ∈ N, apply Lemma 4.5 with the choices
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H = F ∩ G′j−1
1
and W = U ∪ Gj to find a function ηj ∈ N
1,1
0 (U ∪ Gj) such that
0 ≤ ηj ≤ 1 on X, ηj = 1 in an open set Wj ⊃ F ∩G′j−1
1
, and∫
X
ηj dµ < 2
−jε and
∫
X
gηj dµ < CdH
(
F ∩G′j−1
1
)
+ 2−j−2ε.
Moreover, Lemma 4.5 further gives for j = 2, 3, . . . (note that the ε in that lemma
can be chosen as small as needed)
Cap1({ηj > 0}) < 2C
2
d (H(F ∩G
′
j−1
1
) + 2−j−2ε/C2d ) ≤ 2
−j−1ε+ 2−j−1ε = 2−jε.
(4.10)
Now ∫
X
gη1 dµ < CdH(F ) + 2
−3ε
and for j = 2, 3 . . .,∫
X
gηj dµ < CdH
(
F ∩G′j−1
1)
+ 2−j−2ε < 2−j−2ε+ 2−j−2ε = 2−j−1ε.
Then let η′j := ηj(1− ρj) for each j ∈ N. Now we have
η′j = 1 in Wj \G
′
j ⊃ F ∩G
′
j−1
1
\G′j , (4.11)
η′j = 0 in X \ U , and by the Leibniz rule [5, Theorem 2.15],∫
X
gη′
1
dµ ≤
∫
X
gη1 dµ +
∫
X
gρ1 dµ < CdH(F ) + 2
−1ε (4.12)
and for j = 2, 3 . . .,∫
X
gη′j dµ ≤
∫
X
gηj dµ +
∫
X
gρj dµ < 2
−j−1ε+ 2−j−1ε = 2−jε. (4.13)
Also,
‖η′j‖L1(X) ≤ ‖ηj‖L1(X) < 2
−jε
for all j ∈ N. Then η′j ∈ N
1,1
0 (U) for all j ∈ N. Let η := supj∈N η
′
j . By (4.11) we
have η = 1 in the set
⋃∞
j=1(Wj \ G
′
j
1
), which is 1-finely open and contains 1-quasi
all of F since we had Cap1(G
′
j
1
)→ 0. Then by (2.4) we can redefine η = 1 in F ; by
Theorem 2.24 we now have that η = 1 in a 1-quasiopen set containing F . Moreover,
by Lemma 3.2, (4.12), and (4.13) we find that∫
X
gη dµ ≤
∞∑
j=1
∫
X
gη′
j
dµ < CdH(F ) + ε,
and we also have ∫
X
η dµ ≤
∞∑
j=1
∫
X
η′j dµ < ε.
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Thus η ∈ N1,1(X). Clearly also η = 0 in X \ U , so that η ∈ N1,10 (U).
Finally we show that η = 0 in a 1-quasiopen set containing X \ U . Fix δ > 0.
From Lemma 4.5 we had that for every j ∈ N,
Cap1({η
′
j > 0}
1
\ (U ∪Gj)) ≤ Cap1({ηj > 0}
1
\ (U ∪Gj)) = 0,
and then since η′j = 0 in the open set Gj ,
Cap1({η
′
j > 0}
1
\ U) = 0. (4.14)
For N = 2, 3, . . . we have by (4.10)
∞∑
j=N
Cap1
(
{η′j > 0}
)
≤
∞∑
j=N
Cap1 ({ηj > 0}) ≤
∞∑
j=N
2−jε = 2−N+1ε < δ
for large enough N . Then by (2.23), also Cap1
(⋃∞
j=N{η
′
j > 0}
1
)
< δ. Now by the
characterization (2.20), we see that
{η > 0}
1
⊂
N−1⋃
j=1
{η′j > 0}
1
∪
∞⋃
j=N
{η′j > 0}
1
,
and so by (4.14),
Cap1
(
{η > 0}
1
\ U
)
≤ Cap1
 ∞⋃
j=N
{η′j > 0}
1
 < δ.
Since δ > 0 was arbitrary, we have Cap1
(
{η > 0}
1
\ U
)
= 0. The set X \ {η > 0}
1
is 1-finely open, and then by Theorem 2.24, X \({η > 0}
1
∩U) is 1-quasiopen. Thus
η = 0 in a 1-quasiopen set containing X \ U .
Now we wish to show, essentially, that the converse to Proposition 4.2 holds when
A is a set of finite perimeter. Note that a set of finite perimeter can be perturbed
in any set of µ-measure zero without changing the perimeter. However, a set of
µ-measure zero may well have an effect on Newton-Sobolev norms; in Example 4.4
we have L2(K) = 0 and so P (K,R2) = 0, but K was not a 1-strict subset of U .
For this reason, we always need to consider a reasonable representative of a set
of finite perimeter E. We choose this representative to be the measure-theoretic
interior IE , as defined in (2.8); note that by Lebesgue’s differentiation theorem, we
indeed have µ(IE∆E) = 0.
The proof of the following lemma can be found e.g. in [5, Lemma 1.34].
Lemma 4.15. If Γ and Γ′ are families of curves such that for every γ ∈ Γ there
exists a subcurve γ′ ∈ Γ′ of γ, then Mod1(Γ) ≤ Mod1(Γ
′).
Recall the definition of the Dirichlet spaces D1(·) from page 4.
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Theorem 4.16. Let D,U ⊂ X with U 1-quasiopen and let E ⊂ X be µ-measurable
with H(∂∗E ∩ U) <∞. Suppose that also
Cap1(U ∩ (IE ∪ ∂
∗E) \ fine-intD) = 0.
Let ε > 0. Then there exists ρ ∈ D10(D,U) such that ρ = 1 1-q.e. in (IE ∪∂
∗E)∩U ,
‖ρ− χE‖L1(U) < ε, and ∫
U
gρ dµ < CdH(∂
∗E ∩ U) + ε.
Note that the conditionH(∂∗E∩U) <∞ is satisfied by any set of finite perimeter
E, more precisely if P (E,Ω) < ∞ for some open set Ω ⊃ U . Note also that if
χE ∈ L
1(U), then ρ ∈ N1,10 (D,U).
Proof. The set fine-intD is 1-quasiopen by Theorem 2.24. By Proposition 4.9 we
find a function η ∈ N1,10 (fine-intD) ⊂ N
1,1
0 (fine-intD,U) such that η = 1 in ∂
∗E ∩
fine-intD ∩ U , ‖η‖L1(X) < ε, and∫
X
gη dµ < CdH(∂
∗E ∩ fine-intD ∩ U) + ε. (4.17)
Define
ρ :=
{
η in U \ (D ∩ IE),
1 in U ∩D ∩ IE.
Since Cap1(U ∩ (IE ∪∂
∗E) \fine-intD) = 0, we have ρ = 1 1-q.e. in (IE ∪∂
∗E)∩U ,
as desired. Also,
‖ρ− χE‖L1(U) ≤ ‖η‖L1(U) < ε
as desired. Now we show that in the set U we have gρ ≤ gη, where gρ is the minimal
1-weak upper gradient of ρ in U . Choose a curve γ in U . If γ lies entirely in
U \ (D ∩ IE), then ρ = η on this curve and so the pair (ρ, gη) satisfies the upper
gradient inequality on 1-a.e. such curve γ. If γ lies entirely in D ∩ IE , then ρ = 1
on the curve and so again the upper gradient inequality is satisfied.
Assume then that γ intersects both D ∩ IE and U \ (D ∩ IE); by splitting γ into
two subcurves and reversing direction, if necessary, we can assume that γ(0) ∈ D∩IE
and γ(ℓγ) ∈ U \ (D ∩ IE). Since we had Cap1(U ∩ (IE ∪ ∂
∗E) \ fine-intD) = 0, by
[5, Proposition 1.48] we know that 1-a.e. curve avoids U ∩ (IE ∪ ∂
∗E) \ fine-intD.
Thus we can assume that γ(ℓγ) ∈ U \IE, and then by Proposition 3.9 we can assume
that there is t ∈ (0, ℓγ ] such that γ(t) ∈ ∂
∗E ∩ fine-intD; note that here we use also
Lemma 4.15. We can also assume that the pair (η, gη) satisfies the upper gradient
inequality on γ. Then
|ρ(0) − ρ(ℓγ)| = |1− η(ℓγ)| = |η(t)− η(ℓγ)| ≤
∫
γ
gη ds.
In total, we have established that gρ ≤ gη in U . Thus by (4.17),∫
U
gρ dµ < CdH(∂
∗E ∩ U) + ε,
as desired. Now ρ ∈ D10(D,U).
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5 Applications in the study of capacities
In this section we apply the results of the previous section to the study of variational
capacities. We begin with the proof of the first theorem in the introduction.
Proof of Theorem 1.1. To prove the “only if” direction, assume that cap1(IE ,D) <
∞. Thus there exists u ∈ N1,10 (D) with u = 1 in IE. By applying Proposition 4.2
with the choices A = IE and U = X, we obtain that Cap1(IE
1
\ fine-intD) = 0.
To prove the “if” direction, let ε > 0. We note that H(∂∗E) < ∞ by (2.11),
and Cap1((IE ∪ ∂
∗E) \ fine-intD) = 0 by (2.22). Thus by Theorem 4.16 we find a
function ρ ∈ D10(D) such that ρ = 1 1-q.e. in IE ∪ ∂
∗E, ‖ρ− χE‖L1(X) < ε, and∫
X
gρ dµ < CdH(∂
∗E) + ε ≤ Cdα
−1P (E,X) + ε,
using also (2.11). Since we assume E to be bounded, ρ ∈ L1(X) and so in fact
ρ ∈ N1,10 (D). Hence
cap1(IE,D) ≤
∫
X
gρ dµ ≤ Cdα
−1P (E,X) + ε,
so that letting ε→ 0 we get the conclusion.
Now we define the variational 1-capacity in more general (ambient) sets than the
entire space X.
Definition 5.1. Let A ⊂ D and let U ⊂ X be µ-measurable. We define
cap1(A,D,U) := inf
∫
U
gu dµ,
where the infimum is taken over functions u ∈ N1,10 (D,U) such that u = 1 in A∩U ,
and gu is the minimal 1-weak upper gradient of u in U .
Sometimes (A,Dc, U) is called a condenser and cap1(A,D,U) is called the ca-
pacity of the condenser, see e.g. [20], as well as [23, 26, 40] where capp for more
general p ≥ 1 is considered. Note that by (2.4) we can equivalently require that
u = 1 1-q.e. in A ∩ U .
Now we can show that the capacity of a condenser that consists of two sets of
finite perimeter is finite if and only if the sets do not “touch” each other.
Theorem 5.2. Let Ω ⊂ X be open and bounded and let E,F ⊂ Ω with P (E,Ω) <
∞, P (F,Ω) < ∞, and E ∩ F = ∅. Then cap1(IE , I
c
F ,Ω) < ∞ if and only if
H(∂∗E ∩ ∂∗F ∩Ω) = 0. Moreover, then cap1(IE, I
c
F ,Ω) ≤ Cmin{P (E,Ω), P (F,Ω)}
for a constant C = C(Cd, CP , λ).
Proof. The set Ω∩OF is 1-quasiopen by Proposition 3.7, and thus by Theorem 2.24,
H(Ω ∩OF \ fine-intOF ) = 0. (5.3)
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For sets A1, A2 ⊂ X, we write A1
H−a.e.
= A2 if H(A1∆A2) = 0. Now we get
Ω ∩ (IE ∪ ∂
∗E) \ fine-int IcF = Ω ∩ (IE ∪ ∂
∗E) \ fine-intOF by Lemma 3.10
H−a.e.
= Ω ∩ (IE ∪ ∂
∗E) \OF by (5.3)
= Ω ∩ (IE ∪ ∂
∗E) ∩ (IF ∪ ∂
∗F )
= Ω ∩ ∂∗E ∩ ∂∗F since E ∩ F = ∅.
If cap1(IE , I
c
F ,Ω) <∞, then by Proposition 4.2 and (2.5) we know that H(Ω∩ IE
1
\
fine-int IcF ) = 0. Then also H(Ω ∩ (IE ∪ ∂
∗E) \ fine-int IcF ) = 0 by (2.22), and so
H(Ω ∩ ∂∗E ∩ ∂∗F ) = 0.
Conversely, if H(∂∗E ∩ ∂∗F ∩ Ω) = 0, then H(Ω ∩ (IE ∪ ∂
∗E) \ fine-int IcF ) = 0
and so Cap1(Ω ∩ (IE ∪ ∂
∗E) \ fine-int IcF ) = 0 by (2.5). Let ε > 0. Since we also
have H(∂∗E ∩ Ω) < ∞ by (2.11), we can apply Theorem 4.16 with the sets E,
D = IcF , and U = Ω, to find a function ρ ∈ N
1,1
0 (I
c
F ,Ω) such that ρ = 1 1-q.e. in
(IE ∪ ∂
∗E) ∩ Ω and ∫
Ω
gρ dµ < CdH(∂
∗E ∩ Ω) + ε.
Since ε > 0 was arbitrary, using also (2.11) we now obtain
cap1(IE , I
c
F ,Ω) ≤ CdH(∂
∗E ∩ Ω) ≤ α−1CdP (E,Ω).
By the exactly analogous reasoning, we get cap1(IF , I
c
E ,Ω) ≤ α
−1CdP (F,Ω), and
since clearly cap1(IF , I
c
E ,Ω) = cap1(IE , I
c
F ,Ω), we get the conclusion
cap1(IE , I
c
F ,Ω) ≤ Cmin{P (E,Ω), P (F,Ω)} <∞
with C = α−1Cd.
It is perhaps interesting that the quantity cap1(IE , I
c
F ,Ω) can never take a large
finite value; it is either at most of the order min{P (E,Ω), P (F,Ω)}, or else it is
infinite. The analogous p-capacity for p > 1 typically becomes arbitrarily large as
the sets E and F get closer to each other.
Now we define two different BV-versions of the variational 1-capacity. Recall the
definitions of the approximate limits u∧ and u∨ from (2.15) and (2.16); by Lebesgue’s
differentiation theorem, u = u∧ = u∨ a.e. for any locally integrable function u. In
the case u = χE with E ⊂ X, we have x ∈ IE if and only if u
∧(x) = u∨(x) = 1,
x ∈ OE if and only if u
∧(x) = u∨(x) = 0, and x ∈ ∂∗E if and only if u∧(x) = 0 and
u∨(x) = 1.
Definition 5.4. Let A ⊂ D and let U ⊂ X be µ-measurable. We define the
variational BV-capacity by
capBV(A,D,U) := inf ‖Du‖(U),
where the infimum is taken over functions u ∈ L1(U) such that u∧ = u∨ = 0 H-a.e.
in U \D and u∧ ≥ 1 H-a.e. in A ∩ U .
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We define an alternative version of the variational BV-capacity by
cap∨BV(A,D,U) := inf ‖Du‖(U),
where the infimum is taken over functions u ∈ L1(U) such that u∧ = u∨ = 0 H-a.e.
in U \D and u∨ ≥ 1 H-a.e. in A ∩ U . If U = X, we omit it from the notation.
By truncation we see that it is enough to consider test functions 0 ≤ u ≤ 1.
Note that the condition ‖Du‖(U) < ∞ implicitly means that ‖Du‖(Ω) < ∞ for
some open Ω ⊃ U . It is obvious that always cap∨BV(A,D,U) ≤ capBV(A,D,U), and
in [32, Eq. (4.2)] it was noted that also
capBV(A,D,U) ≤ cap1(A,D,U) (5.5)
whenever U is open.
In [12] it was shown, with rather different methods compared to ours and with
slightly different definitions, that in Euclidean spaces one has cap∨BV(A,R
n) =
capBV(A,R
n) for every A ⊂ Rn. A definition similar to cap∨BV(A,D) was also
studied (in metric spaces) in [20], in the case where A is a compact subset of an
open set D; it follows from [20, Theorem 4.5, Theorem 4.6] that
capBV(A,D) ≤ C cap
∨
BV(A,D). (5.6)
The constant C ≥ 1 is indeed necessary in the metric space setting, see [20, Example
4.4]. It is of interest to study capacities for more general sets; in [32] it was shown
that
capBV(A,D) = cap1(A,D)
when A ⊂ D and both D and X \A are 1-quasiopen, and this was used to prove an
approximation result for BV functions. Now we wish to complement these results
with the following theorem on the capacity cap∨BV; note that A is now a completely
general set and so the theorem greatly strengthens (5.6).
Theorem 5.7. Let A ⊂ V and U ⊂ X such that V and U are 1-quasiopen. Then
cap1(A,V,U) ≤ C cap
∨
BV(A,V,U)
for a constant C = C(Cd, CP , λ) ≥ 1. In particular, if U is open,
capBV(A,V,U) ≤ C cap
∨
BV(A,V,U).
Proof. We can assume that cap∨BV(A,V,U) < ∞. Let ε > 0. Pick an open set
Ue ⊃ U (we can assume that µ(Ue \ U) < ∞) and a function u ∈ L
1(Ue) such that
0 ≤ u ≤ 1 in Ue, u
∧ = u∨ = 0 H-a.e. in U \ V , u∨ = 1 H-a.e. in A ∩ U , and
‖Du‖(Ue) < cap
∨
BV(A,V,U) + ε.
By the coarea formula (2.12), we find t ∈ (0, 1) such that E := {u > t} satisfies
P (E,Ue) ≤ ‖Du‖(Ue). Then
H(A ∩ U \ (IE ∪ ∂
∗E)) ≤ H(A ∩ U \ {u∨ = 1}) = 0 (5.8)
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and similarly
H(U ∩ (IE ∪ ∂
∗E) \ V ) ≤ H(U ∩ {u∨ > 0} \ V ) = 0.
Now by Theorem 2.24 and (2.5),
H(U ∩ (IE ∪ ∂
∗E) \ fine-intV ) = H(U ∩ (IE ∪ ∂
∗E) \ V ) = 0.
Moreover, by (2.11), H(∂∗E ∩ Ue) < ∞. Now by Theorem 4.16 we find a function
ρ ∈ D10(V,U) such that ρ = 1 1-q.e. in (IE ∪ ∂
∗E)∩U , ‖ρ−χE‖L1(U) < ε (and then
in fact ρ ∈ N1,10 (V,U)), and
∫
U gρ dµ < CdH(∂
∗E ∩ U) + ε. Then by (2.11),∫
U
gρ dµ < CdH(∂
∗E ∩ U) + ε ≤ CdH(∂
∗E ∩ Ue) + ε ≤ Cdα
−1P (E,Ue) + ε.
Since ρ = 1 1-q.e. in (IE ∪ ∂
∗E) ∩ U , also ρ = 1 1-q.e. in A ∩ U by (5.8) and (2.5).
Thus
cap1(A,V,U) ≤
∫
U
gρ dµ < Cdα
−1P (E,Ue) + ε
< Cdα
−1(cap∨BV(A,V,U) + ε) + ε.
Letting ε→ 0, we get the first claim. The second claim then follows from (5.5).
Even though A is allowed to be an arbitrary set, the assumption that V is
1-quasiopen cannot be removed, as demonstrated by the following example.
Example 5.9. Let X = R (unweighted) and let A = V = [0, 1] and U = R. Then
cap∨BV(A,V,U) ≤ ‖Dχ[0,1]‖(R) = 2,
but capBV(A,V,U) =∞ since there are no admissible functions.
6 An approximation result for BV functions
In this section we apply our theory of 1-strict subsets to prove a pointwise approxi-
mation result for BV functions, given in Theorem 1.2 in the introduction.
Lemma 6.1. Let S1, . . . , Sn ⊂ X be pairwise disjoint Borel sets that are of finite H-
measure. Then there exist pairwise disjoint 1-quasiopen sets Uj ⊃ Sj , j = 1, . . . , n.
Proof. By Lemma 3.13 the set X \
⋃n
k=2 Sk is 1-quasiopen, and contains S1. Thus
by Proposition 4.9 we find a function η1 ∈ N
1,1
0 (X \
⋃n
k=2 Sk) with η1 = 1 in S1. By
the quasicontinuity of Newton-Sobolev functions, it is straightforward to check that
{η1 > 1/2} and X \ {η1 ≥ 1/2} are 1-quasiopen sets (see e.g. [10, Proposition 3.4]).
We can do the same for each set S1, . . . , Sn. Then define for each j = 1, . . . , n
Uj := {ηj > 1/2} \
n⋃
k=1
k 6=j
{ηk ≥ 1/2}.
Now each set Uj contains Sj and is a 1-quasiopen set by the fact that every finite
intersection of 1-quasiopen sets is 1-quasiopen (see e.g. [16, Lemma 2.3]).
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Next we prove the following Leibniz rule.
Lemma 6.2. Let Ω ⊂ X be open and let U1, . . . , Un ⊂ Ω be pairwise disjoint
1-quasiopen sets. For each j = 1, . . . , n let ηj ∈ N
1,1
0 (Uj) with 0 ≤ ηj ≤ 1 on
X, ηj = 0 in a 1-quasiopen set containing X \ Uj, and such that there is a 1-
quasiopen set Vj ⊂ {ηj = 1}, j = 1, . . . , n. Let U0 be another 1-quasiopen set with
U0 ∪ V1 ∪ . . . ∪ Vn = Ω and let η :=
∑n
j=1 ηj , and finally suppose that v ∈ N
1,1(U0)
and ρj ∈ N
1,1(Uj) for each j = 1, . . . , n. Then
w :=
n∑
j=1
ηjρj + (1− η)v
has a 1-weak upper gradient (in Ω)
g :=
n∑
j=1
ηjgρj + (1− η)gv +
n∑
j=1
gηj |ρj − v|,
where each gρj is the minimal 1-weak upper gradient of ρj in Uj, and gv is the
minimal 1-weak upper gradient of v in U0.
Note that gηj = 0 outside Uj ∩U0 by (3.1), and so the function g is well defined
in the whole of Ω.
Proof. Using the fact that ηj = 0 in a 1-quasiopen set containing X\Uj , and the fact
that finite intersections of 1-quasiopen sets are 1-quasiopen, we find a 1-quasiopen
set V ⊂ Ω containing Ω \
⋃n
j=1 Uj but not intersecting any of the sets {ηj > 0}. By
[42, Remark 3.5] we know that V is 1-path open, meaning that for 1-a.e. curve γ,
the set γ−1(V ) is a relatively open subset of [0, ℓγ ]. The same holds for each of the
sets U0 ∩ Uj and Vj . Let γ be a curve such that this property for preimages holds
for all subcurves of γ. In the set V we know that gv = g is 1-weak upper gradient
of v = w. In each Vj , the function gρj = g is a 1-weak upper gradient of ρj = w.
Finally, by the Leibniz rule given in [5, Lemma 2.18], in each set Uj∩U0 the function
ηjgρj + (1− ηj)gv + gηj |ρj − v| = ηjgρj + (1− η)gv + gηj |ρj − v| = g
is a 1-weak upper gradient of ηju + (1 − ηj)v = w. Assume further that the pair
(w, g) satisfies the upper gradient inequality on each subcurve of γ lying either in V ,
in one of the sets Uj ∩U0, or in one of the sets Vj . By Lemma 4.15 these properties
are satisfied by 1-a.e. curve γ.
Note that we can write the entire Ω as the union of 1-quasiopen sets
Ω = V ∪
n⋃
j=1
Uj = V ∪
n⋃
j=1
[(U0 ∩ Uj) ∪ Vj] .
Since [0, ℓγ ] is a compact set, the curve γ can be broken into a finite number of
subcurves each of which lies either in V , or in one of the sets U0 ∩ Uj, or in Vj.
Summing up over the subcurves, we find that the pair (w, g) satisfies the upper
gradient inequality on γ, and thus g is a 1-weak upper gradient of w in Ω.
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Proposition 6.3 ([33, Proposition 3.6]). Let U ⊂ Ω ⊂ X be such that U is 1-
quasiopen and Ω is open, and let u ∈ BV(Ω) and β > 0 such that u∨ − u∧ < β
in U . Then there exists a sequence (ui) ⊂ N
1,1(U) such that ui → u in L
1(U),
supU |ui − u
∨| ≤ 9β for all i ∈ N, and
lim
i→∞
∫
U
gui dµ = ‖Du‖(U),
where each gui is the minimal 1-weak upper gradient of ui in U .
Proof of Theorem 1.2. We begin by decomposing the jump set Su = {u
∧ < u∨} into
the pairwise disjoint sets S1 := {u
∨−u∧ ≥ 1} and Sj := {1/j ≤ u
∨−u∧ < 1/(j−1)}
for j = 2, 3, . . . (all understood to be subsets of Ω). By the decomposition (2.18),
we have H(Sj) <∞ for every j ∈ N. Applying Lemma 3.14, for each j ∈ N we find
open sets Wj1 ⊃Wj2 ⊃ . . . ⊃ Sj such that
Cap1
(
∞⋂
i=1
Wji \ Sj
)
= 0. (6.4)
We can also assume that these are subsets of Ω and that ‖Du‖(Wji) < ‖Du‖(Sj) +
1/i2. By Lemma 6.1, for each i ∈ N and j ≤ i we find 1-quasiopen sets Vji ⊃ Sj
such that V1i, . . . Vii are pairwise disjoint. Moreover, note that the sets {u
∨ − u∧ <
1/(j − 1)} are 1-quasiopen by Proposition 2.17. Thus the sets Uji := Wji ∩ Vji ∩
{u∨ − u∧ < 1/(j − 1)} ⊃ Sj are 1-quasiopen. Now for each i ∈ N, U1i, . . . , Uii are
pairwise disjoint sets with
‖Du‖(Uji) < ‖Du‖(Sj) +
1
i2
(6.5)
for all j = 1, . . . , i.
Using Proposition 4.9, take functions ηji ∈ N
1,1
0 (Uji) such that 0 ≤ ηji ≤ 1 on
X, ηji = 1 in a 1-quasiopen set containing Sj, and ηji = 0 in a 1-quasiopen set
containing X \ Uji.
Let ui := max{−i, u} for each i ∈ N. By Lemma 3.13, each Ω \ (S1 ∪ . . . ∪ Si) is
a 1-quasiopen set in which u∨i − u
∧
i ≤ u
∨ − u∧ < 1/i. Thus by Proposition 6.3 we
find a function vi ∈ N
1,1(Ω \ (S1 ∪ . . . ∪ Si)) such that
|vi − u
∨
i | ≤ 9/i in Ω \ (S1 ∪ . . . ∪ Si) and ‖vi − ui‖L1(Ω\(S1∪...∪Si)) < 1/i (6.6)
and ∫
Ω\(S1∪...∪Si)
gvi dµ < ‖Du‖(Ω \ (S1 ∪ . . . ∪ Si)) +
1
i
, (6.7)
where gvi is the minimal 1-weak upper gradient of vi in Ω \ (S1 ∪ . . .∪Si). It is easy
to show that µ(S1 ∪ . . . ∪ Sn) = 0 since the Sj’s are sets of finite H-measure (see
e.g. [27, Lemma 6.1]). Since L1-convergence implies pointwise convergence a.e. for
a subsequence, by Lebesgue’s dominated convergence theorem (using (6.6)) we can
also assume that ∫
Ω
gηji |vi − ui| dµ <
1
i2
(6.8)
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for each j = 1, . . . , i. Also, for each i ∈ N let
αi :=
1
i2
min
{
1,
( ∫
X
gη1i dµ
)−1
, . . . ,
( ∫
X
gηii dµ
)−1}
.
Now fix i ∈ N and j ∈ {1, . . . , i}. For all k ∈ N pick
βjik ∈ ((k − 1)αi, kαi)
such that (in what follows, we work with the function ui+ i since it is nonnegative)
P ({ui + i > βjik},Ω) <∞
and
αiP ({ui + i > βjik}, Uji) ≤
∫ kαi
(k−1)αi
P ({ui + i > t}, Uji) dt; (6.9)
note that this choice is possible since P ({ui + i > t},Ω) < ∞ for a.e. t ∈ R by the
coarea formula (2.12). Now we will apply Theorem 4.16 with the choices
E = {ui + i > βjik}, D = X \ (Sj ∩ {(ui + i)
∨ < βjik}), and U = Uji.
Note that if x ∈ IE ∪ ∂
∗E, then (ui + i)
∨(x) ≥ βjik. Thus IE ∪ ∂
∗E ⊂ D. Also note
that D is 1-quasiopen by Lemma 3.13, and so H(D \ fine-intD) = 0 by Theorem
2.24. Thus
H((IE ∪ ∂
∗E) \ fine-intD) = 0
as required in Theorem 4.16. Clearly also
{(ui + i)
∨ > βjik} ⊂ I{ui+i>βjik} ∪ ∂
∗{ui + i > βjik}. (6.10)
Now Theorem 4.16 gives functions
ρjik ∈ N
1,1
0 (X \ (Sj ∩ {(ui + i)
∨ < βjik}), Uji)
with 0 ≤ ρjik ≤ 1 in Uji, ρjik = 1 1-q.e. in (I{ui+i>βjik} ∪ ∂
∗{ui + i > βjik}) ∩ Uji
(and by redefining, we can leave out the “1-q.e.”) and thus in {(ui+i)
∨ > βjik}∩Uji
by (6.10),
‖ρjik − χ{ui+i>βjik}‖L1(Uji) <
2−k
i2
, (6.11)
and ∫
Uji
gρjik dµ < CdH(∂
∗{ui + i > βjik} ∩ Uji) +
2−k
i2
. (6.12)
Since we can choose the norm ‖ρijk−χ{ui+i>βjik}‖L1(Uji) to be as small as we like and
since L1-convergence implies pointwise convergence for a subsequence, by Lebesgue’s
dominated convergence theorem we can also assume that∫
Uji
gηji |ρjik − χ{ui+i>βjik}| dµ <
2−k
i2
. (6.13)
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Then define two functions in the set Uji (both understood to be pointwise defined)
ρ˜ji := αi
∞∑
k=1
ρjik − i and also ûji := αi
∞∑
k=1
χ{(ui+i)∨>βjik} − i.
Note that ρ˜ji ≥ ûji and supUji |ûji − u
∨
i | ≤ αi, and so
ρ˜ji ≥ u
∨
i − αi in Uji. (6.14)
Moreover, since ρijk = 0 in Sj ∩ {(ui + i)
∨ < βjik}, it follows that
ρ˜ji ≤ (ui + i)
∨ + αi − i = max{u
∨,−i}+ αi in Sj. (6.15)
Additionally, by (6.11) and the fact that αi ≤ 1,
‖ρ˜ji − ûji‖L1(Uji) ≤
∞∑
k=1
∫
Uji
αi|ρjik − χ{ui+i>βjik}| dµ <
1
i2
and so
‖ρ˜ji − ui‖L1(Uji) ≤ ‖ρ˜ji − ûji‖L1(Uji) + ‖ûji − ui‖L1(Uji)
<
1
i2
+ αiµ(Ω) ≤
1
i2
(1 + µ(Ω))
(6.16)
(recall that we assume µ(Ω) <∞).
Using Lemma 3.2 we get (note that α and αi ≤ 1 denote different quantities)∫
Uji
gρ˜ji dµ ≤ αi
∞∑
k=1
∫
Uji
gρjik dµ
< αi
∞∑
k=1
(
CdH(∂
∗{ui + i > βjik} ∩ Uji) +
2−k
i2
)
by (6.12)
≤ αi
∞∑
k=1
(
Cdα
−1P ({ui + i > βjik}, Uji) +
2−k
i2
)
by (2.11)
≤
∞∑
k=1
(
Cdα
−1
∫ kαi
(k−1)αi
P ({ui + i > t}, Uji) dt+
2−k
i2
)
by (6.9)
= Cdα
−1
∫ ∞
−i
P ({ui > t}, Uji) dt+
1
i2
= Cdα
−1‖Dui‖(Uji) +
1
i2
by the coarea formula (2.12). Also, by the fact that ‖ûji − ui‖L∞(Uji) ≤ αi and the
choice of αi, we have∫
Uji
gηji |ρ˜ji − ui| dµ ≤
∫
Uji
gηji |ρ˜ji − ûji| dµ +
∫
Uji
gηji |ûji − ui| dµ
≤
∞∑
k=1
∫
Uji
gηji |ρjik − χ{ui+i>βjik}| dµ +
1
i2
<
2
i2
by (6.13).
(6.17)
27
Since u∨i −u
∧
i ≤ u
∨−u∧ < 1/(j−1) in Uji, by Proposition 6.3 we also find a function
vji ∈ N
1,1(Uji) such that
u∨i ≤ vji ≤ u
∨
i + 18/(j − 1) in Uji and
∫
Uji
gvji dµ < ‖Dui‖(Uji) +
1
i2
.
Let ρji := min{ρ˜ji, vji}. Then∫
Uji
gρji dµ ≤
∫
Uji
gρ˜ji dµ+
∫
Uji
gvji dµ < (Cdα
−1 + 1)‖Dui‖(Uji) +
2
i2
. (6.18)
Thus ρji ∈ N
1,1(Uji). Also,
ρji ≤ u
∨
i + 18/(j − 1) and ρji ≥ u
∨
i − αi in Uji by (6.14), (6.19)
and by (6.16),
‖ρji − ui‖L1(Uji) ≤ ‖ρ˜ji − ui‖L1(Uji) ≤
1
i2
(1 + µ(Ω)). (6.20)
Moreover, by (6.17) we have∫
Uji
gηji |ρji − ui| dµ ≤
∫
Uji
gηji |ρ˜ji − ui| dµ <
2
i2
.
Then using also (6.8), we get∫
Uji
gηji |ρji − vi| dµ <
3
i2
. (6.21)
Recall that so far we have kept i ∈ N and j ∈ {1, . . . , i} fixed. Now for each i ∈ N,
let ηi := maxj∈{1,...,i} ηji. Define the functions
wi :=
i∑
j=1
ηjiρji + (1− ηi)vi +
9
i
, i ∈ N.
Then by (6.20) and (6.6),
‖wi − ui‖L1(Ω) ≤
i∑
j=1
‖ρji − ui‖L1(Uji) + ‖vi − ui‖L1(Ω\(S1∪...∪Si)) +
9
i
µ(Ω)
≤
1
i
(1 + µ(Ω)) +
1
i
+
9
i
µ(Ω) =
2
i
+
10
i
µ(Ω).
Clearly ui → u in L
1(Ω) as i→∞, and so wi → u in L
1(Ω), as desired. We have by
the Leibniz rule of Lemma 6.2, using also the fact that ‖Dui‖ ≤ ‖Du‖ as measures
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for each i ∈ N,∫
Ω
gwi dµ
≤
i∑
j=1
∫
Ω
ηjigρji dµ+
∫
Ω
(1− ηi)gvi dµ +
i∑
j=1
∫
Ω
gηji |ρji − vi| dµ
≤
i∑
j=1
∫
Uji
gρji dµ +
∫
Ω\(S1∪...∪Si)
gvi dµ+
i∑
j=1
∫
Uji
gηji |ρji − vi| dµ
≤
i∑
j=1
(
(Cdα
−1 + 1)‖Du‖(Uji) +
2
i2
)
+ ‖Du‖(Ω \ (S1 ∪ . . . ∪ Si)) +
1
i
+
3
i
by (6.18), (6.7), (6.21)
≤ (Cdα
−1 + 1)
i∑
j=1
(
‖Du‖(Sj) +
3
i2
)
+ ‖Du‖(Ω \ (S1 ∪ . . . ∪ Si)) +
4
i
by (6.5)
≤ ‖Du‖(Ω) + Cdα
−1‖Du‖(Su) +
7(Cdα
−1 + 1)
i
.
Thus recalling the decomposition of the variation measure (2.18),
lim sup
i→∞
∫
Ω
gwi dµ ≤ ‖Du‖(Ω) + Cdα
−1‖Du‖(Su) = ‖Du‖(Ω) + Cdα
−1‖Du‖j(Ω),
as desired.
Since we had |vi−u
∨
i | ≤ 9/i in Ω\(S1∪ . . .∪Si) (recall (6.6)) and ρji ≥ u
∨
i −αi ≥
u∨i − 1/i in Uji by (6.19), it follows that wi ≥ u
∨
i ≥ u
∨ in Ω, as desired. Moreover,
since by (6.15) we have
ρji ≤ ρ˜ji ≤ max{u
∨,−i}+ αi in Sj,
then also
wi = ρji +
9
i
≤ max{u∨,−i} + αi +
9
i
≤ max{u∨,−i}+
10
i
in Sj, for j = 1, . . . , i. Since Su =
⋃∞
j=1 Sj, we get wi → u
∨ in Su.
Finally consider x ∈ Ω \Su. Fix ε > 0. Recall from (6.4) that we had Uji ⊂Wji
with Wj1 ⊃Wj2 ⊃ . . . ⊃ Sj such that
Cap1
(
∞⋂
i=1
Wji \ Sj
)
= 0.
Denote these Cap1-negligible sets by Hj, and H :=
⋃∞
j=1Hj. Then assume that
x ∈ Ω \ (Su ∪H).
Take M ∈ N such that 18/M < ε. Since x /∈ H, for some N ∈ N we have
x /∈ U1i∪ . . .∪UMi for all i ≥ N . Now if for a given i ≥ N we have x ∈ Ω\
⋃i
j=1Uji,
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then wi(x) = vi(x) + 9/i ≤ u
∨
i (x) + 18/i. If x ∈
⋃i
j=1 Uji, then x ∈ Uji for some
j > M and so by (6.19), ρji(x) ≤ u
∨
i (x)+ 18/(j − 1) < u
∨
i (x)+ ε. Hence using (6.6)
once more,
wi(x) = ηji(x)ρji(x) + (1− ηji(x))vi(x) + 9/i ≤ u
∨
i (x) + ε+ 18/i
for all i ≥ N . Since ε > 0 was arbitrary, we get wi(x) → u
∨(x). Thus we have the
desired pointwise convergence 1-q.e., and then in fact we obtain it at every point by
redefining the functions wi; recall (2.4).
In the next example we show that the term Ca‖Du‖
j(Ω) in Theorem 1.2 is
necessary.
Example 6.22. Let X = R equipped with the Euclidean metric and the weighted
Lebesgue measure dµ := w dL1, with w = 1 in [−1, 1] and w = 2 in R \ [−1, 1].
Clearly this measure is doubling and the space supports a (1, 1)-Poincare´ inequality.
Let u := χ[−1,1] ∈ BV(X). Let w ∈ N
1,1(X) with w ≥ u∨ = χ[−1,1] everywhere, and
let g be an upper gradient of w. Let ε > 0. For some x < −1 we have
1− ε < |w(x)− w(−1)| ≤
∫ −1
x
g ds.
Similarly for some y > 1 we have
1− ε < |w(1) − w(y)| ≤
∫ y
1
g ds.
Thus ∫
X
g dµ ≥
∫ −1
x
g dµ+
∫ y
1
g dµ = 2
∫ −1
x
g ds+ 2
∫ y
1
g ds > 4− 4ε.
Since ε > 0 was arbitrary, we get ‖g‖L1(X) ≥ 4. Then the minimal 1-weak upper
gradient of u also satisfies ‖gu‖L1(X) ≥ 4 (see e.g. [5, Lemma 1.46]). However,
defining the Lipschitz functions ui(x) := min{1,max{0, i − i|x|}}, we have ui → u
in L1(X) and then
‖Du‖(X) ≤ lim inf
i→∞
∫
X
gui dµ = lim inf
i→∞
∫
R
iχ[−1,1]\[−1+1/i,1−1/i] dL
1 = 2.
This shows that the term Ca‖Du‖
j(Ω) in Theorem 1.2 is necessary. Letting E :=
[−1, 1], this reasoning also shows that the constant Ca in Theorem 1.1 is necessary.
Remark 6.23. Recall that in the Euclidean setting, the term Ca‖Du‖
j(Ω) is not
needed (see [13, Proposition 7.3]). Having limi→∞
∫
Ω gwi dµ = ‖Du‖(Ω) is in fact
used in [13] to prove the pointwise convergence, whereas in our setting it seems
necessary to construct the approximations “by hand”, which makes the proof of
Theorem 1.2 rather technically involved.
The assumption µ(Ω) <∞ in Theorem 1.2 is not necessary; it could be removed
by using cutoff functions in a very similar way to [32, Lemma 3.2]. We refrain from
repeating this rather technical argument here.
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Lemma 6.24. Let Ω ⊂ X be open and let ui → u in N
1,1(Ω). Then for every ε > 0
and every open set Ω′ ⋐ Ω there exists an open set G ⊂ Ω such that Cap1(G) < ε
and ui → u uniformly in Ω
′ \G.
Proof. Let ε > 0 and let Ω′ ⋐ Ω be open. Take η ∈ Lipc(Ω) such that 0 ≤ η ≤ 1
and η = 1 in Ω′. It is easy to check that ηui → ηu in N
1,1(X), and then according
to [5, Corollary 1.72], there exists an open set G ⊂ X such that Cap1(G) < ε and
ηui → ηu uniformly in X \ G. Since ηui = ui and ηu = u in Ω
′, we have the
result.
In [28, Proposition 4.1] it is shown that for any u ∈ BV(X), there exists a
sequence (vi) ⊂ Liploc(X) such that vi → u in L
1(X),
lim sup
i→∞
∫
Ω
gvi dµ ≤ C‖Du‖(Ω),
and
(1− γ˜)u∧(x) + γ˜u∨(x) ≤ lim inf
i→∞
vi(x) ≤ lim sup
i→∞
vi(x) ≤ γ˜u
∧(x) + (1− γ˜)u∨(x)
for H-a.e. x ∈ X. Here C and 0 < γ˜ ≤ 1/2 are constants that depend only on the
doubling constant of the measure and the constants in the Poincare´ inequality. The
functions vi can be taken to be discrete convolution approximations of u; this is a
natural approximation method but a drawback is that in the jump set one does not
obtain pointwise convergence, but rather just the lower and and upper bounds given
above.
We can now give a similar result where we do obtain pointwise convergence
H-almost everywhere also in the jump set.
Corollary 6.25. Let Ω ⊂ X be open with µ(Ω) < ∞ and let u ∈ BV(Ω). Then
there exists a sequence (vi) ⊂ Liploc(Ω) such that vi → u in L
1(Ω),
lim sup
i→∞
∫
Ω
gvi dµ ≤ ‖Du‖(Ω) + Ca‖Du‖
j(Ω),
and vi(x)→ u
∨(x) for H-a.e. x ∈ Ω.
Here the constant Ca is the same as in Theorem 1.2. The analogous fact naturally
holds for u∨ replaced by u∧.
Proof. By Theorem 1.2 we find a sequence (wi) ⊂ N
1,1(Ω) such that wi → u in
L1(Ω),
lim sup
i→∞
∫
Ω
gwi dµ ≤ ‖Du‖(Ω) + Ca‖Du‖
j(Ω),
and wi(x) → u
∨(x) for every x ∈ Ω. By [5, Theorem 5.47], for each i ∈ N we find
vi ∈ Liploc(Ω) such that ‖vi −wi‖N1,1(Ω) < 1/i. Thus vi → u in L
1(Ω) and
lim sup
i→∞
∫
Ω
gvi dµ = lim sup
i→∞
∫
Ω
gwi dµ ≤ ‖Du‖(Ω) + Ca‖Du‖
j(Ω).
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Take open sets Ω1 ⋐ Ω2 ⋐ . . . ⋐ Ω with
⋃∞
i=1Ωi = Ω. By Lemma 6.24 we can
assume that for each i ∈ N there is a set Gi ⊂ Ω such that Cap1(Gi) < 2
−i and
|vi − wi| < 1/i in Ωi \ Gi. Let ε > 0. For sufficiently large N ∈ N we have
Cap1
(⋃∞
j=N Gj
)
< ε, and for every x ∈ Ω \
⋃∞
j=N Gj we have for all i ≥ N large
enough that x ∈ Ωi,
|vi(x)− u
∨(x)| ≤ |vi(x)− wi(x)| + |wi(x)− u
∨(x)| < 1/i + |wi(x)− u
∨(x)| → 0
as i → ∞. Since ε > 0 was arbitrary, we have vi(x) → u
∨(x) for 1-q.e. x ∈ Ω and
then by (2.5), H-a.e. x ∈ Ω.
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