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Abstract
In this paper we propose and analyze a nonlinear subdivision scheme based on the monotononicity-
preserving third order Hermite-type interpolatory technique implemented in the PCHIP package in Mat-
lab. We prove the convergence and the stability of the PCHIP nonlinear subdivision process by employing
a novel technique based on the study of the generalized Jacobian of the first difference scheme.
Keywords: Nonlinear subdivision schemes, convergence, stability, approximation order.
1. Introduction
Approximation methods used in scientific and engineering problems are required to represent physical
reality as accurately as possible. Good geometric interpolatory reconstructions are most important when
the data arise from a physical experiment, since for such data sets geometric considerations, such as
preventing spurious behavior near rapid changes in the data, can be even more important than the
method’s asymptotic accuracy. In many applications, it is often expected that the approximating function
reflects the intrinsic shape inferred by the original data set. Nevertheless, good accuracy is still desired
to correctly represent smooth behavior.
Subdivision schemes are a powerful tool for the fast generation of curves and surfaces in computer-
aided geometric design, as well as an essential ingredient in many multiscale algorithms used in data
compression, where their potential from the point of view of approximation theory is exploited. Their
inherent simplicity has promoted their use also as reconstruction and approximation tools. The conver-
gence and stability properties of these recursive processes are essential for applications, hence it has been,
and continues being, a subject of active research.
In many occasions, subdivision schemes are designed (or can be recast) as recursive applications of an
approximation technique. In particular, it is well known that the Deslauries-Dubuc [16] (DD henceforth)
subdivision schemes fit this general setting, when piecewise polynomial Lagrange interpolation based on
a centered stencil is used (see e.g. [5, 9, 14, 21]). These are canonical examples of data-independent
subdivision schemes, which can be described as linear operators between spaces of sequences. The con-
vergence properties of linear interpolatory subdivision schemes is a well understood subject nowadays
(see e.g. [12, 17] and references therein), as well as their tendency to reconstruct ’discontinuous’ discrete
data while creating spurious oscillations in the process. In recent years, several nonlinear subdivision
schemes have been proposed (see e.g.[2] and references therein) in an attempt to avoid the Gibb’s-like os-
cillatory behavior that occurs when data-independent interpolatory techniques are used for the successive
refinement of discrete data that display a nearly discontinuous behavior. On the other hand, the need to
obtain subdivision processes that preserve the shape of the original discrete data has been considered in
[23? ], from a different perspective.
It is well known that the analysis of nonlinear subdivision schemes cannot be carried out with the
same techniques as in the linear case (see e.g. [18] and references therein). In some cases, a successful
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way to study the convergence properties of a nonlinear subdivision scheme follows from the ability to
write the nonlinear scheme as a perturbation of a standard linear subdivision scheme whose convergence
properties are known. It is shown in [3] that, in such cases, convergence and/or stability can be obtained
if the perturbation satisfies certain properties (see Theorem 1. On the other hand, a novel approach,
based on the analysis of the properties difference schemes, has been recently proposed in [? ] in order to
analyze the stability properties on certain nonlinear subdivision schemes.
In this paper we define and analyze a nonlinear scheme based on the monotononicity-preserving third
order Hermite-type interpolatory technique implemented in the Matlab PCHIP function [6]. We prove
that, as expected, the resulting subdivision scheme, named also PCHIP, is monotonicity preserving and
can be written as a nonlinear perturbation of a linear scheme. Since it can easily be shown to admit a first
difference scheme, we analyze its convergence and stability by using the theory developed in [27], where
the approach outlined in [20] is developed to study convergence and stability of subdivision schemes that
can be written as a certain nonlinear perturbation of a linear, convergent, subdivision scheme.
The paper is organized as follows: in section 2 we briefly recall the standard framework for the
construction of interpolatory subdivision schemes based on piecewise polynomial interpolatory techniques.
Section 3 recalls well known results about monotonicity preserving Hermite-type interpolation in general,
and the PCHIP interpolatory technique in particular. In section 4 we describe the PCHIP subdivision
scheme and study its convergence and stability, as well as its approximation order for smooth data.
Finally, in section 5 we present several numerical examples that illustrate our theoretical results, while
showing that the PCHIP subdivision scheme behaves in a non-oscillatory manner when refining discrete
discontinuous data. We close in section 6 with some conclusions and future perspectives.
2. Interpolatory Subdivision based on piecewise polynomial reconstructions
A general setting by which a piecewise polynomial interpolatory technique can be used to provide the
set of local rules that defines an interpolatory subdivision scheme has been described in [5, 14, 21]. For
the sake of completeness, we briefly review the main steps of this general setting: Assume that χl ⊂ χl+1
are two nested grids on R. If {f l} is a set of known data associated to the grid χl, and I[x, ·] is a piecewise
polynomial reconstruction technique, new data associated to the grid χl+1 can be generated as follows
f l+1i = I[x
l+1
i , f
l], for xl+1i ∈ χ
l+1. (1)
This process defines a recursive subdivision scheme where sequences of values on denser and denser meshes
are obtained, according to the set of local rules derived from I[x, ·].
Let us assume that the refinement factor between the (1-d) nested grids is 2 (i.e. xl+1i = x
l
2i). If
I[x, f l] interpolates the values {f l} on the grid χl we have
f l+1i = I[x
l+1
i , f
l] = I[xl2i, f
l] = f l2i for each x
l+1
i = x
l
2i ∈ χ
l,
hence the values on a given mesh are ’copied’ at the same location on higher resolution levels, while
f l+1i = I[x
l+1
i , f
l] for xl+1i ∈ χ
l+1\χl (2)
specifies the local rules used for the generation of new data values.
These subdivision schemes are linear operators between spaces of bounded sequences and their conver-
gence properties are well known, as it is well known that, for data-independent interpolatory techniques)
they do not preserve the shape of the original data to be refined, when the degree of the polynomial
pieces is larger than 1. For this reason, nonlinear piecewise polynomial interpolatory techniques have
been considered in the literature, within this same framework, in an attempt to construct interpolatory
subdivision schemes that avoid the Gibbs-like behavior displayed by DD schemes when applied to discrete
data with large gradients.
Examples of non-linear, non-oscillatory subdivision schemes that fit this general framework are the
ENO-WENO subdivision schemes described in [8, 7, 13] or the Piecewise Parabolic Hyperbolic (PPH)
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scheme in [2]. The Powerp schemes [3, 14, 25] and the nonlinear monotonicity preserving schemes de-
veloped in [24], which do not fit within this framework, are also examples of non-oscillatory subdivision
schemes. For all these schemes, the study of basic questions related to convergence and stability require
specific tools that are different from those traditionally used in the analysis of linear schemes.
It is well known that the classical notion of convergence, i.e. the existence of a continuous function
which is the limit of the polygonal functions that interpolate the k-level data Skf , for any initial data
f , is equivalent to the Lipschitz stability of the scheme in the linear case, but this not so for nonlinear
subdivision schemes (see e.g. [24, 18] and references therein). The Powerp schemes [2, 4, 14], as well as
other related subdivision schemes considered in [1, 15], can be written in the following general form
(SN f)n = (SLf)n + F(δf)n, f ∈ l∞(Z), n ∈ Z (3)
where F : l∞(Z)→ l∞(Z) may be a nonlinear operator, δ : l∞(Z)→ l∞(Z) is linear and continuous and
SL is a linear and convergent subdivision scheme. In [2, 4, 1, 15], the convergence and stability of the
proposed schemes are systematically analyzed by using the following results.
Theorem 1. Let SN be a nonlinear subdivision scheme which can be written in the form (3).
The scheme SN is uniformly convergent provided that F , and δ satisfy the following conditions:
C1. ∃M > 0 : ||F(f)||∞ ≤M ||f ||∞ ∀f ∈ l∞(Z)
C2. ∃L > 0, 0 < T < 1 : ||δSLN (f)||∞ ≤ T ||δf ||∞ ∀f ∈ l
∞(Z)
Moreover, if SL is Cα− convergent1 then SN is at least Cβ− convergent with β = min{−
log2(T )
L ,α}.
The scheme SN is stable provided that F and δ satisfy,
S1. ∃M > 0 : ||F(f)− F(g)||∞ ≤M ||f − g||∞ ∀f, g ∈ l∞(Z)
S2. ∃L > 0, 0 < T < 1 : ||δ(SLN (f)− S
L
N (g))||∞ ≤ T ||δ(f − g)||∞, ∀f, g ∈ l
∞(Z)
For nonlinear schemes, stability is important also in order to determine the approximation order of
the subdivision scheme.
Remark 1. S is said to have approximation order p after one iteration if, for any f(x) sufficiently
smooth, it satisfies
max
i
|(Sf)i − f(ih/2)| ≤ Ch
q, C <∞, f0 = {f(jh)}j∈Z (4)
The order of approximation after one iteration of the interpolatory subdivision schemes described by (2)
is given by the error formula of the interpolatory technique I[x, ·].
Theorem 2. [23] Let S be a convergent and stable subdivision scheme.
If S reproduces polynomials of degree q − 1 ≥ 0. Then, S has approximation order q, i.e.
||S∞f − f ||∞ ≤ Dh
q. (5)
If S satisfies (4), then S has approximation order q.
3. Monotonicity-preserving Hermite Interpolation
A typical demand is that of producing a monotone function while fitting monotone data, and several
monotone interpolatory techniques have been proposed in the literature that involve the construction of
monotone piecewise polynomial interpolatory functions (see e.g. [10, 19, 22]). Accuracy and monotonicity
1For 0 < α ≤ 1, Cα− is the space of bounded continuous functions satisfying |f(x) − f(y)| ≤ C|x − y|α1 , ∀α1 < α,
∀x, y ∈ R, with C > 0 independent of x, y. For α > 1, α = p+ r, p ∈ N, 0 < r ≤ 1, it is required that f(p) ∈ Cr−
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preservation are somewhat conflicting requirements. We review below some known results concerning
Monotone Hermite Interpolation and refer the interested reader to [10, 19, 22], and references therein for
further information on this subject.
The classical problem of constructing a cubic polynomial, Pi(x), that interpolates function values and
derivative values at two nodes, xi, xi+1
Pi(xi) = fi, Pi(xi+1) = fi+1, P
′
i (xi) = f˙i, P
′
i (xi+1) = f˙i+1 (6)
can be uniquely determined by using, for example, the Newton form of Pi(x),
Pi(x) = c1 + c2(x− xi) + c3(x− xi)
2 + c4(x− xi)
2(x− xi+1). (7)
The interpolatory conditions (6) easily lead to the following set of coefficients
c1 = fi, c2 = f˙i, c3 = (mi − f˙i)/hi, c4 = (f˙i+1 + f˙i − 2mi)/h
2
i (8)
with mi := ∇fi/hi, ∇fi = (fi+1 − fi), hi = xi+1 − xi. Notice that
sgn(f˙i) = sgn(f˙i+1) = sgn(∇fi) (9)
is a necessary (but obviously not sufficient) condition for the monotonicity of Pi(x) satisfying (6). To
ensure monotonicity, additional constraints on the {f˙i} values are required, [10, 19, 22]. Among these
constraints, the simplest one (and probably the most used) is the de-Boor and Swarz condition [10],
0 ≤ αi,βi ≤ 3, αi =
f˙i
mi
, βi =
f˙i+1
mi
(10)
which ensures that (7)-(8) is monotone. Hence, the key to monotonicity relies on the definition of
appropriately constrained derivative values, which should be as accurate as possible.
The interested reader is referred to [6] for various alternatives to construct limited derivative values.
In this paper we shall consider Brodlie’s formula [19] for the approximation of derivative values. For
equally spaced nodes
f˙Bi = H(mi−1,mi), H(x, y) =
{
2xy
x+y xy > 0
0 xy ≤ 0.
. (11)
The following properties of H(x, y) are easily shown
(a) |H(x, y)| ≤ max{|x|, |y|}, (b) |H(x, y)| ≤ 2min{|x|, |y|} (12)
Notice that (12)-(b)implies that |f˙Bi | ≤ 2min(|mi−1|, |mi|), hence (10) is satisfied and Pi(x) is mono-
tonicity preserving. This Hermite interpolant is implemented in Matlab’s PCHIP function [26].
3.1. The Harmonic Mean: Generalized Gradients
It is easy to see that H(x, y) in (11) is a continuous function that is differentiable almost everywhere
in R2. For xy > 0 we have
∇H(x, y) =
2
(x+ y)2
(y2, x2) = (φ(t),φ(−t)), t :=
y − x
y + x
, φ(t) :=
1
2
(1 + t)2, (13)
(notice that xy > 0 ↔ t ∈ [−1, 1]). Moreover ∇H(x, y) in (13) satisfies
lim
y→0
∂xH(x, y) = 0 ∀x ,= 0 lim
x→0
∂yH(x, y) = 0 ∀y ,= 0. (14)
As observed in [20], these properties imply that H(x, y) in (11) belongs to the class of C1pw(R
2)-functions
(see [20, 27]). Functions, ψ : R2 → R, in this class are continuous, piecewise smooth and have directional
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derivatives except (maybe) at (0, 0) and across certain hyperplanes (straight lines in R2), that separate
regions of C1 smoothness. On the other hand, directional derivatives along the separating hyperplanes
do exist. For H(x, y), the hyperplanes separating the regions of C1 smoothness in R2 are the coordinate
axis and it is easy to check that D(1,0)(x, 0) = 0 = D(0,1)(0, y), for x ,= 0 ,= y [27].
A function ψ ∈ C1pw(R
2) admits a Generalized Gradient, Dψ(x, y), at each (x, y) ∈ R2. As the
’classical’ gradient, Dψ(x, y) is characterized by the fact that the associated linear map recovers all
directional derivatives that ’make sense’. More concretely for 0 ,= v ∈ R2, (0, 0) ,= (x, y) ∈ R2
Dvψ(x, y) = Dψ(x, y)· (15)
for any vector v ,= 0 when (x, y) is in a smoothness region, and for any v ∈ H, a hyperplane separating
two smoothness regions, when (x, y) ∈ H. The interested reader is referred to [27] for a detailed analysis
on these facts and their consequences. As in the case of the classical gradient of a C1 function, (15) leads
to the following fundamental result (see [27] for the proof).
Theorem 3. Let γ : [a, b] → R2 be a continuous curve, differentiable a.e. in (a, b), ψ : R2 → R a
function in C1pw(R
2) and Dψ a generalized gradient of ψ. Then γ˜ = ψ ◦γ : [a, b]→ R is also a continuous
curve, differentiable a.e. in (a, b) and
γ˜′(t) = Dψ(γ(t))γ′(t) a.e. in [a, b] (16)
For H(x, y) in (11), the compatibility conditions (14) guarantee that all the directional derivatives
that exist at any point (0, 0) ,= (x, y) ∈ R2 can be recovered, in the usual sense, from the following
generalized gradient, defined, at each point (x, y) ∈ R2, as follows (see [27, 20])
DH(x, y) = (DxH, DyH)(x, y) =
{
(0, 0) if xy ≤ 0
∇H(x, y) if xy > 0.
(17)
The following corollary is a well known fact which follows easily from the previous theorem and the
fact that ∇H(x, y) in (13) is uniformly bounded.
Corollary 1. The harmonic mean satisfies
||H(x1, y1)−H(x2, y2)||∞ ≤ 2||(x1, y1)− (x2, y2)||∞ ∀(xi, yi) ∈ R
2.
Proof. Consider γ : [0, 1]→ R, γ(t) := t(x1, y1) + (1 − t)(x2, y2). Theorem 3 allows us to write
H(x1, y1)−H(x2, y2) = γ(1)− γ(0) =
∫ 1
0
DH(γ(t))γ′(t)dt
Taking into account (17) and (13), since 0 ≤ φ(±t) ≤ 2, ∀t ∈ [−1, 1] (see Figure 1) we get
0 ≤ DxH(x, y) ≤ 2, 0 ≤ DyH(x, y) ≤ 2, ||DH(x, y)||1 ≤ 2, ∀(x, y) ∈ R
2. (18)
Since γ′(t) = (x1, y1)− (x2, y2), the result follows from the bounds above. !
The schemes considered in this paper are binary schemes of the form
(Sf)2j+k = ψk(fj−p, . . . , fj+p), k = 0, 1 f ∈ l∞(Z), j ∈ Z, (19)
where the functions ψk : R2p+1 → R can be expressed as linear combinations of functions that are either
differentiable in R2p+1, or of the form H ◦M with M ∈ R2×(2p+1) a linear map of full rank. It is easy to
shown that these functions also admit a generalized gradient that satisfies (16).
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Corollary 2. Let ψ ∈ C1pw(R
2), M ∈ R2×p such that rank(M) = 2 ≤ p, and ψ˜ := ψ ◦M : Rp → R.
Then Dψ˜(y) := Dψ(M(y))M , ∀y ∈ Rp, satisfies
(ψ˜ ◦ γ)′(t) = Dψ˜(γ(t))γ′(t) a.e. in (a, b) (20)
for any γ : [a, b]→ Rp Lipschitz.
Proof. To prove (20), we apply Theorem 3 to ψ ∈ C1pw(R
2) and γM := M ◦ γ : [a, b] → R2, which is a
Lipschitz curve satisfying γ′M (t) =Mγ
′(t) a.e. in (a, b). Then,
(ψ˜ ◦ γ)′(t) = (ψ ◦ γM )(t) = Dψ(γM (t))γ
′
M (t) = Dψ˜(γ(t))γ
′(t) a.e. in (a, b)
!
Remark 2. In the above corollary, if ||Dψ(x)||1 ≤ C, ∀x ∈ R2 then
||Dψ˜(y)||1 = ||Dψ(My)M ||1 ≤ ||M
T ||1||Dψ(My)||1, ∀y ∈ R
p (21)
hence ||Dψ˜(y)||1 is also uniformly bounded.
The class of functions ψ˜ : Rn → R that can be written as a linear combination of functions of the
form ψ ◦M , with ψ ∈ C1pw(R
2) and M : Rn → R2 a full rank matrix is referred to as C1pw(R
n) in [27].
4. PCHIP subdivision
Let us consider the subdivision scheme associated to the piecewise polynomial interpolatory technique
obtained from the cubic Hermite polynomials (6), with derivative values computed by Brodlie’s formula
(11). A straightforward computation leads to
Pi(xi+1/2) = fi +
1
2
∇fi +
1
8
(
H(∇fi−1,∇fi)−H(∇fi,∇fi+1)
)
hence, the resulting interpolatory subdivision scheme (associated to the Matlab PCHIP function, hence
the name) can be written as follows

(Sf)2n = fn
(Sf)2n+1 =
fn + fn+1
2
+
1
8
(
H(∇fn−1,∇fn)−H(∇fn,∇fn+1)
)
.
(22)
We readily notice that this scheme has the general form (3), with SL the linear scheme obtained from
piecewise polynomial interpolation of degree 1, δ = ∇ and
F(f)2n = 0, F(f)2n+1 =
1
8
(H(fn−1, fn)−H(fn, fn+1)) . (23)
Since the scheme has been defined from a monotonicity preserving interpolatory technique, we expect
that it inherits this property. It is easy to check that this scheme is monotonicity preserving making use
of the first difference scheme, S[1], which is completely characterized by the condition ∇S = S[1]∇. The
first difference scheme for the PCHIP subdivision process can easily be deduced:

(S[1]w)2n =
wn
2
+
1
8
(H(wn−1, wn)−H(wn, wn+1))
(S[1]w)2n+1 =
wn
2
−
1
8
(H(wn−1, wn)−H(wn, wn+1))
∀n ∈ Z (24)
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Notice that ∀f ∈ l∞(Z), S
[1]f in (24) can be written as follows
(S[1]f)2n+k = ψk(fn−1, fn, fn+1) j ∈ Z, ψk(x, y, z) =
y
2
+ (−1)k
1
8
(H ◦M1 −H ◦M2)(x, y, z) (25)
where M1(x, y, z) = (x, y),M2(x, y, z) = (y, z). Hence, the functions ψk can be expressed as linear
combinations of functions that are either differentiable in R3 (with uniformly bounded gradients), or of the
form H ◦M with M ∈ R2×3 a linear map of full rank. We can compute (uniformly bounded) generalized
gradients of these functions by the chain rule, using Corollary 2. Since ψ0(x, y, z) + ψ1(x, y, z)) = y, we
easily deduce that
Dψ0(x, y, z) =
1
8
(DxH(x, y), 4 +DyH(x, y)−H(y, z), −DyH(y, z)) (26)
Dψ1(x, y, z) = (0, 1, 0)−Dψ0(x, y, z) (27)
Lemma 4. The PCHIP scheme is monotonicity preserving.
Proof. Let f ∈ l∞(Z) : ∇fi > 0, ∀i. Since ∇Sf = S[1]∇f , S is monotonicity preserving if and only if
S[1] is positivity preserving, i.e. it keeps positive data positive. Let us assume wn ≥ 0, ∀n ∈ Z. Taking
into account that H(x, y) ≥ 0 for x, y ≥ 0 and (12)-(b), we can write
(S[1]w)2n =
wn
2
+
1
8
(H(wn−1, wn)−H(wn, wn+1)) ≥
wn
2
−
1
8
H(wn, wn+1) ≥
wn
2
−
2
8
wn ≥ 0.
We prove that (S[1]w)2n+1 ≥ 0 in a completely analogous manner. !
Remark 3. It is straightforward to see that the PCHIP scheme reproduces polynomials of degree 1
exactly. However, as the scheme is non-linear, this property does not guarantee the existence of the
second difference scheme S[2] [20].
4.1. Convergence
Theorem 5. The PCHIP subdivision scheme (22) is convergent.
Proof. We check condition C1 in Theorem 1 for F in (23). Using (12)-(a) we get
|(F(f))2n+1| ≤
1
8
(max{|fn−1|, |fn|}+max{|fn|, |fn+1|}) ≤
1
4
||f ||∞, ∀f ∈ l∞(Z), ∀n ∈ Z)
We rewrite condition C2 in Theorem 1 in terms of S[1]. Taking into account that
δSL = ∇SSL−1 = S[1]∇SL−1 = (S[1])L∇, (28)
C2 is equivalent to the following condition
∃L > 0, 0 < T < 1 : ||(S[1])L(f)||∞ ≤ T ||f ||∞ ∀f ∈ l
∞(Z) (29)
We check now that (29) holds for L = 1. Notice that
(S[1]w)2n = Z+(wn−1, wn, wn+1), (S
[1]w)2n+1 = Z−(wn−1, wn, wn+1),
Z±(x1, x2, x3) =
x2
2
±
1
8
(H(x1, x2)−H(x2, x3)). (30)
Using that |H(x, y)| ≤ max{|x|, |y|}, it is easy to see that ∀x = (x1, x2, x3) ∈ R3,
|Z±(x)| ≤
5
8
||x||∞, ⇒ ||S
[1]w||∞ ≤
5
8
||w||∞. (31)
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Hence, by Theorem 1, we obtain the result.
To prove (31), we notice that Z±(x1, x2, x3) = −Z±(−x1,−x2,−x3), hence is sufficient to prove it for
x2 > 0. In this case, H(x1, x2) ≥ 0, H(x2, x3) ≥ 0 and we can write
−
1
8
||x||∞ ≤ −
1
8
H(x2, x3) ≤ Z+(x1, x2, x3) ≤
x2
2
+
1
8
H(x1, x2) ≤
5
8
||x||∞
i.e. (31) holds for Z+. The proof for Z− is absolutely similar. !
Remark 4. Notice that Theorem 1 implies that S∞f ∈ Cα−(R) with α ≥ 0.678
4.2. Stability: Generalized Gradients and Generalized Jacobians
It is seen in [20, 27] that any scheme S that is defined by functions that admit uniformly bounded
generalized gradients admits a Generalized Jacobian, i.e. a bounded linear map DS : l∞(Z)→ L(l∞(Z)),
where L(l∞(Z)) is the space of bounded linear operators M : l∞(Z)→ l∞(Z). For a binary scheme (19)
DS(f) is the linear operator associated to the bi-infinite matrix whose rows have the following non-zero
components
(DS(f))[2j+k,j−p:j+p] = Dψk(fj−p, . . . , fj+p), k = 0, 1, j ∈ Z, (32)
where Dψk is the a generalized gradient of the function ψk. Obviously, if the generalized gradients of the
functions involved are uniformly bounded, then ||DS(f)||∞ ≤ C, with C independent of f ∈ l∞(Z). We
state also the following fundamental result (see [27] for a detailed proof).
Theorem 6. Let S be a scheme defined by local rules than can be expressed as C1pw(R
n) functions, for
some n, with uniformly bounded gradients. Let γ : [a, b] → l∞(Z) be Lipschitz Curve2. Then γ˜ = S ◦ γ :
[a, b]→ l∞(Z) is also a Lipschitz curve, and γ˜′(t) = DS(γ(t))γ′(t) a.e. on (a, b).
This theorem allows to study the contractivity properties of the powers of certain subdivision schemes,
by the following argument, sketched in [20]. Given f, g ∈ l∞(Z), define recursively γj : [0, 1]→ l∞(Z) as
follows
γ0(t) = tf + (1− t)g γj(t) = S ◦ γj−1(t) j > 0.
Notice that γ0(1) = f , γ0(0) = g, γj(1) = Sjf , γj(0) = Sjg. Notice that γ0(t) is Lipschitz. Under
the conditions specified in Theorem 6, γj is Lipschitz and
(γ0)′(t) = f − g,
(γj)′(t) = DS(γj−1(t))(γj−1(t))′ = . . .
= DS(γj−1(t))DS(γj−2)(t) · · ·DS(γ0(t))(γ0)′(t), a.e. in(0, 1)
Hence, we can write
Sjf − Sjg = γj(1)− γj(0) =
∫ 1
0
DS(γj−1(t))DS(γj−2)(t) · · ·DS(γ0(t))(f − g)dt, (33)
||Sjf − Sjg||∞ ≤
(∫ 1
0
||Πj−1k=0DS(γ
k(t))||∞dt
)
||f − g||∞. (34)
According to (34), the contractivity of Sj can be determined by studying the bounds on the successive
products of Generalized Jacobians of S. This strategy has been successfully used to study the stability
of the Powerp nonlinear schemes in [20, 27], and shall be used next in order to show the stability of the
PCHIP subdivision scheme.
2γ = {γi}i∈Z with γi : R→ R and |γi(x) − γi(y)| ≤M |x− y|, ∀x, y ∈ R, ∀i ∈ Z
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Theorem 7. The PCHIP subdivision scheme (22) is stable.
Proof. Condition S1 is obviously satisfied for F in (23), since H(x, y) is a Lipschitz function. Notice that
we can rewrite S2 in Theorem 1 in terms of S[1], using (28). The equivalent formulation is
∃L > 0, 0 < µ < 1 : ||(S[1])Lf − (S[1])Lg||∞ = µ||f − g||∞, ∀f, g ∈ l∞(Z). (35)
Then, according to (34), the key to stability lies in the ability to bound products of Generalized
Jacobians of the first difference scheme S[1]. Let us denote
A := A(w) = DS[1](w), w ∈ l∞(Z).
Following (32) and (26)-(27), we get that the generalized Jacobian of S[1] has the following non-zero
entries, ∀n ∈ Z,
(DS[1](w))[2n,n−1:n+1] = Dψ0(wn−1, wn, wn+1)
(36)(DS[1](w))[2n+1,n−1:n+1] = Dψ1(wn−1, wn, wn+1)
Taking into account (17)-(13), we have that these entries are either zero or depend on the parameters
r :=
wn − wn−1
wn + wn−1
, r˜ :=
wn+1 − wn
wn+1 + wn
.
Considering the ’worst’ possible case (all non-zero components are non-zero) we can write
8
(
A2n,n−1 A2n,n A2n,n+1
)
=
(
φ(r) 4 + φ(−r) − φ(r˜) −φ(−r˜)
)
8
(
A2n+1,n−1 A2n+1,n A2n+1,n+1
)
=
(
−φ(r) 4− φ(−r) + φ(r˜) φ(−r˜)
)
It is easy to see that A2n,n−1 ≥ 0, A2n,n+1 ≤ 0, A2n+1,n−1 ≤ 0, A2n+1,n+1 ≥ 0,
1/4 ≤ A2n,n ≤ 3/4, 1/4 ≤ A2n+1,n ≤ 3/4.
(0 ≤ φ(±t) ≤ 2, ∀t ∈ [−1, 1], see Figure 1). Thus, the components of A[2n,:], A[2n+1,:] do not change sign,
and we can write
||A[2n,:]||1 =
1
8
(
φ(r) + 4 + (φ(−r) − φ(r˜)) + φ(−r˜)
)
=
1
8
(4 + ψ(r)− ρ(r˜))
||A[2n+1,:]||1 =
1
8
φ(r) +
1
2
−
1
8
(φ(−r)− φ(r˜)) +
1
8
φ(−r˜) =
1
2
+
1
8
(ρ(r) + ψ(r˜))
where
ψ(t) := φ(t) + φ(−t) = (1 + t)2, ρ(t) := φ(t)− φ(−t) = 2t. (37)
The functions involved are plotted on [−1, 1] in Figure 1. Using the appropriate bounds, we easily get{
||A[2n,:]||1 ≤ 1,
||A[2n+1,:]||1 ≤ 1
→ ||DS[1](w)||∞ = sup
n∈Z
{||A2n||1, ||A2n+1||1} ≤ 1
No smaller bound can be found by this technique, since the bounds above could be attained (for r =
1, r˜ = −1).
Let us consider next the product of two generalized gradients,
||DS[1](w)DS[1](u)||∞ = sup
n∈Z
max{||B[4n+k,:]||1, k = 0, 1, 2, 3}, w, u ∈ l∞(Z).
where, as before, we use the following notation
B = AA˜, A := DS[1](w), A˜ := DS[1](u). (38)
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Figure 1: Graphs of φ(t) = (1 + t2)/2, φ(−t), ρ(t) = φ(t) − φ(−t) = 2t and ψ(t) = φ(t) + φ(−t) = (1 + t)2
To compute the non-zero entries of B[4n+k,:] for k = 0, 1 we carry out the matrix product
(
A4n,2n−1 A4n,2n A4n,2n+1
A4n+1,2n−1 A4n+1,2n A4n+1,2n+1
)A˜2n−1,n−2 A˜2n−1,n−1 A˜2n−1,n 00 A˜2n,n−1 A˜2n,n A˜2n,n+1
0 A˜2n+1,n−1 A˜2n+1,n A˜2n+1,n+1

 (39)
while the corresponding non-zero entries for k = 2, 3, are computed from
(
A4n+2,2n A4n+2,2n+1 A4n+2,2n+2
A4n+3,2n A4n+3,2n+1 A4n+3,2n+2
) A˜2n,n−1 A˜2n,n A˜2n,n+1 0A˜2n+1,n−1 A˜2n+1,n A˜2n+1,n+1 0
0 A˜2n+2,n A˜2n+2,n+1 A˜2n+2,n+2


As before, the entries in the matrices above are either zero or can be written in terms of the following
parameters
s :=
w2n − w2n−1
w2n + w2n−1
s˜ :=
w2n+1 − w2n
w2n+1 + w2n
s¯ :=
w2n+2 − w2n+1
w2n+2 + w2n+1
tˆ :=
un−1 − un−2
un−1 + un−2
t :=
un − un−1
un + un−1
t˜ :=
un+1 − un
un+1 + un
t¯ :=
un+2 − un+1
un+2 + un+1
It is straightforward (but cumbersome) to bound the components of B4n+k, k = 0, 1, 2, 3. We illustrate
the procedure by considering next the cases k = 0, 1 (the remaining cases are similar (see [27]). For this,
we consider again the worst possible case, and observe that (39) gives(
B[4n,n−2:n+1]
B[4n+1,n−2:n+1]
)
=
1
64
C ·D
C =
(
φ(s) 4 + φ(−s)− φ(s˜) −φ(−s˜)
−φ(s) 4− φ(−s) + φ(s˜) φ(−s˜)
)
, D =

−φ(tˆ) 4− φ(−tˆ) + φ(t) φ(−t) 00 φ(t) 4 + φ(−t)− φ(t˜) −φ(−t˜)
0 −φ(t) 4− φ(−t) + φ(t˜) φ(−t˜)


Case k = 0. We can write 64B[4n,n−2:n+1] = (P1, P2, P3, P4) with
P1 = −φ(s)φ(tˆ) ≤ 0
P2 = φ(t)
(
4 + ψ(s)− ρ(s˜)) + φ(s)(4 − φ(−tˆ))
)
≥ 0
P3 = φ(−t)(4 + ψ(s)− ρ(s˜)) + 4(4 + φ(−s)− ψ(s˜)
)
− φ
(
t˜)(4 + φ(−s)− ρ(s˜))
P4 = −φ(−t˜)(4 + φ(−s)− ρ(s˜)) ≤ 0.
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Using the bounds on φ,ψ, ρ from Figure 1, we easily get that P1 ≤ 0, P2 ≥ 0, P4 ≤ 0, but P3 does not
have a definite sign, hence
||B[4n,:]||1 =
1
64
S4n, S4n := (−P1 + P2 + |P3|− P4)
• |P3| = P3 → S4n := −P1 + P2 + P3 − P4. We write
−P1 + P2 = φ(t)
(
4 + ψ(s)− ρ(s˜)
)
+ φ(s)
(
4 + ρ(tˆ)
)
P3 − P4 = φ(−t)
(
4 + ψ(s)− ρ(s˜)
)
+ 4
(
4 + φ(−s)− ψ(−s˜)
)
− ρ(t˜)
(
4 + φ(−s)− ρ(s˜)
)
S4n = ψ(t)(4 + ψ(s)− ρ(s˜)) + φ(s)ρ(tˆ) + 4(4 + ψ(s)− ψ(s˜))− ρ(t˜)
(
4 + φ(−s)− ρ(s˜)
)
Taking into account the bound for φ,ψ, ρ, we easily deduce
3 ≤ 4 + ψ(s)− ρ(s˜) ≤ 8, 3 ≤ 4 + ψ(s)− ψ(s˜) ≤ 4, 0 ≤ 4 + φ(−s)− ρ(s˜) ≤ 8
hence
S4n ≤ 2 · 8 + 2 · 2 + 4 · 4 + 2 · 8 = 52 ⇒ ||B[4n,:]||1 =
52
64
< 1
• |P3| = −P3 → S4n := −P1 + P2 − P3 − P4. Now, we write
−P3 − P4 = −φ(−t)
(
4 + ψ(s)− ρ(s˜)
)
− 4
(
4 + φ(−s)− ψ(−s˜)
)
+ ψ(t˜)
(
4 + φ(−s)− ρ(s˜)
)
Then,
S4n = ρ(t)(4 + ψ(s)− ρ(s˜)) + φ(s)ρ(tˆ) + ψ(t˜)(4 + φ(−s)− ρ(s˜))− 4(4− ρ(s)− ψ(s˜)).
Proceeding as before, and taking into account that 4− ρ(s)− ψ(s˜ ≥ 0,
S4n ≤ 2 · 8 + 2 · 2 + 0 + 2 · 8 = 36 ⇒ ||B[4n,:]||1 ≤
52
64
≤ 1
Case k = 1. Now 64B[4n+1,n−2:n+1] = (P1, P2, P3, P4) with
P1 = φ(s)φ(tˆ) ≥ 0
P2 = φ(t)(4 − ψ(s) + ρ(s˜))− φ(s)(4 − φ(−tˆ))
P3 = φ(−t)(4− ψ(s) + ρ(s˜)) + (4− φ(−s) + φ(s˜))(4− φ(t˜)) + φ(−s˜)(4 + φ(t˜)) ≥ 0
P4 = −φ(−t˜)(4 − φ(−s) + ρ(s˜)) ≤ 0
In this case, P2 may have either sign, hence
||B[4n+1,:]||1 =
1
64
S4n+1, S4n+1 := (P1 + |P2|+ P3 − P4)
• |P2| = P2 → S4n+1 = P1 + P2 + P3 − P4.
P1 + P2 = φ(t)
(
4− ψ(s) + ρ(s˜)
)
− φ(s)
(
4− ψ(tˆ)
)
P3 − P4 = φ(−t)
(
4− ψ(s) + ρ(s˜)
)
+ 4
(
4− φ(−s) + ψ(s˜)
)
− ρ(t˜)
(
4− φ(−s) + ρ(s˜)
)
S4n+1 = −φ(s)(4 − ψ(tˆ)) + ψ(t)(4− ψ(s) + ρ(s˜)) + 4
(
4− φ(−s) + ψ(s˜)
)
−ρ(t˜)
(
4− φ(−s) + ρ(s˜)
)
.
The bound for φ, ψ, ρ (Figure 1) lead to
0 ≤ 4− ψ(s) + ρ(s˜) ≤ 5, 3 ≤ 4− φ(−s) + ψ(s˜) ≤ 6, 0 ≤ 4− φ(−s) + ρ(s˜) ≤ 6,
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S4n+1 ≤ 0 + 2 · 5 + 4 · 6 + 2 · 6 = 46 → ||B[4n+1,:]||1 ≤
46
64
< 1.
• |P2| = −P2 → S4n+1 = P1 − P2 + P3 − P4. Now, we can write
P1 − P2 = φ(s)(4 + ρ(tˆ))− φ(t)(4 − ψ(s) + ρ(s˜))
S4n+1 = φ(s)(4 + ρ(tˆ))−ρ(t)(4− ψ(s) + ρ(s˜)) + 4
(
4− φ(−s) + ψ(s˜)
)
−ρ(t˜)
(
4− φ(−s) + ρ(s˜)
)
S4n+1 ≤ 2 · 6 + 2 · 5 + 4 · 6 + 2 · 6 = 58 ⇒ ||B[4n+1,:]||1 ≤
58
64
< 1
Proceeding in an analogous way, we can prove that ||B4n+3||∞ ≤ 56/64, ||B4n+2||∞ ≤ 58/64, Hence
||DS[1](w)DS[1](u)||1 ≤
58
64
< 1, ∀u,w ∈ l∞(Z). (40)
and, according to (34), we have that
||(S[1])2f − (S[1])2g||∞ ≤
58
64
||f − g||∞
so that condition S2 is satisfied with L = 2. !
4.3. Order of Approximation of the PCHIP subdivision scheme
The stability of the PCHIP subdivision scheme allows us to examine in a straightforward manner the
approximation properties of the scheme.
Theorem 8. Let f = {fi}i∈Z, fi = f(xi), xi+1 − xi = h, f smooth. Then
1. ||S∞f − f ||∞ = O(h2).
2. If f is strictly monotone, then ||S∞f − f ||∞ = O(h4).
Proof. The PCHIP scheme is stable and reproduces exactly polynomials of degree 1, hence item 1
follows from Theorem 2.
In order to prove item 2, we show first that if f is strictly monotone, then
||Sf − S2,2f ||∞ = O(h
4), (41)
where S2,2 is the 4-point interpolatory scheme of Deslauries-Dubuc. Since the order of approximation
after one iteration of S2,2 is equal to 4, we have
||Sf − f ||∞ ≤ ||Sf − S2,2f ||∞ + ||S2,2f − f ||∞ = O(h
4)
hence the result follows, again, from Theorem 2.
In order to prove (41), we notice first that for x, y, z of the same sign
H(x, y)−H(y, z) = 2
(
xy
x+ y
−
yz
y + z
)
= 2
(x− z)y2
(x+ y)(y + z)
, (42)
and also that S2,2 can be equivalently written as follows
(S2,2f)2n+1 =
1
2
(fn+1 + fn)−
1
8
(
∇2fn−1 +∇2fn
2
)
Since ∇2fn−1 +∇2fn = ∇fn+1 −∇fn−1, using (42) we may write
(Sf)2n+1 − (S2,2f)2n+1 =
1
16
(∇fn+1 −∇fn−1)
(
1−
4(∇fn)2
(∇fn−1 +∇fn)(∇fn +∇fn+1)
)
The result follows from straightforward Taylor expansions, which show that for smooth data
∇fn+1 −∇fn−1 = O(h
2),
(∇fn−1 +∇fn)(∇fn +∇fn+1)− 4(∇fn)
2 = O(h4)
while for strictly monotone data (∇fn−1 +∇fn)(∇fn +∇fn+1) = O(h2).
12
h ||S1,1f − f ||∞ ||S2,2f − f ||∞ ||Sf − f ||∞ ||SH2f − f ||∞
0.1 1.8e− 3 5.4e− 5 5.3e− 7 4.8e− 4
0.05 4.6e− 4 3.4e− 6 4.0e− 8 6.1e− 5
0.025 1.2e− 4 2.1e− 7 2.7e− 9 7.7e− 6
0.0125 3.2e− 5 1.3e− 8 1.7e− 10 9.6e− 7
q 1.9 4.0 3.8 2.9
Table 1: Approximation order study on the interval [−1,−0.3] for gaussian data. ||S∞f − f ||∞ ≈ Chq.
5. Numerical experiments
In this section we perform a series of numerical experiments that confirm and illustrate the theoretical
results about the PCHIP subdivision scheme proven in the previous sections. For the sake of comparison,
we shall consider other schemes in the same framework, i.e. interpolatory schemes that can be expressed
as specified in (2). In particular, we consider the linear two-point scheme S1,1, which is monotone but
only first order accurate, the four-point DD scheme S2,2 and the PPH scheme,(Power2) SH2 , described
in [2]. We recall that the PPH scheme, the 4-point DD scheme, and the PCHIP scheme proposed in this
paper are all based on cubic piecewise polynomial interpolatory techniques and have the same 4-point
stencil.
5.1. Approximation order
We consider a Gaussian function f(x) with µ = 0 σ = 0.5, which we sample on an initial grid with
a fixed step-size h. We measure ||S∞f0 − f0||∞ (taking S∞f0 as SLf0 with L = 7) and compute the
order of accuracy by a (log-log) least square fit, assuming ||S∞f0 − f0||∞ = O(hq).
In Table 1, we display the errors, and the orders of approximation, on the interval [−1,−0.3], which
correspond to monotone (and slowly varying) data, and in Table 2 we display the results and approx-
imation orders corresponding to the interval the interval [−0.4, 0.4], a convex, non-monotone, region.
In both tables we observe the expected order of approximation of the schemes considered (the PPH
scheme is fourth order accurate for smooth convex data [14]). The computed order of accuracy of the
PCHIP scheme in the case of monotone data is 4, while only a second order approximation is obtained
for non-monotone data, as expected from Theorem 8.
h ||S1,1f − f ||∞ ||S2,2f − f ||∞ ||Sf − f ||∞ ||SH2f − f ||∞
0.1 5.4e− 5 3.4e− 6 9.8e− 4 1.9e− 4
0.05 1.5e− 5 2.4e− 7 2.4e− 4 1.4e− 5
0.025 4.2e− 6 1.5e− 8 6.2e− 5 9.7e− 7
0.0125 1.1e− 6 1.0e− 9 1.5e− 5 6.4e− 8
q 1.8 3.9 1.9 3.8
Table 2: Approximation order study the interval [−0, 4, 0, 4] for gaussian data. ||S∞f − f ||∞ ≈ Chq.
5.2. Shape preservation
The next example shows that monotonicity preservation avoids undesirable oscillatory behavior. We
consider the initial data given in Table 3, and display the limit functions S∞f for different subdivision
schemes in Figure 2.
As expected, the S2,2 scheme generates visible oscillations in the form of over and undershoots. The
PPH scheme, SH2 , is specifically designed to avoid oscillatory behavior, however the lack of smoothness
of the limit function for the data of Table 3 is evident. This seems to be always the case when refining
monotone data with large gradients and convexity changes with this scheme.
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x 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
f(x) 10 10 10 10 10 10.5 10.5 10.5 10.5 15 50 50 50 50 60 85 85
Table 3: Staircase data.
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Figure 2: (•) Staircase data and limit functions. Initial samples are marked as black dots.
As stated in previous sections, the PCHIP subdivision scheme is derived from an interpolatory re-
construction that preserves the monotonicity of the data, hence it was expected to be monotonicity
preserving, a fact which was proven in Lemma 4 by considering the first difference scheme and confirmed
by the results shown in Figure 2.
After completing the derivations in this paper we became aware that the PCHIP subdivision process
corresponds to one particular choice of parameters in the family of (piecewise) monotonicity preserving
interpolatory subdivision schemes described in [24]. In the notation of this paper, this scheme can be
described as follows:
(SKf
k+1)2n+1 =
fkn + f
k
n+1
2
+
1
2
∇fknG(r
k
n, R
k
n+1), r
k
n =
∇fkn−1
∇fkn
, Rkn =
∇fkn
∇fkn−1
(43)
with
G(r,R) =
r −R
l1 + (1 + l2)(r +R) + l3R
, l1 = 2, l2 = 1, l3 = 2 (44)
We notice that for x, y, z non zero and of the same sign it is straightforward to show that (see (42))
1
2
y G(
x
y
,
z
y
) =
1
4
(x− z)y2
(x + y)(y + z)
=
1
8
(H(x, y)−H(y, z)),
hence both schemes are equivalent for monotone data.
It is shown in [24] that this scheme produces C1 functions when applied to monotone data, which
explains the smooth behavior observed in Figure 3. For general (non-monotone) data, it is also easy to
show that the two schemes coincide provided the following function is used in (43),
GPM (r,R) := G(max 0, r,max 0, R)
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We close this section by considering the case of under-resolved, convex data. The initial data shown
in Figure 3) correspond to the same Gaussian function as in section 5.1, sampled on an equally spaced
grid with h = 1. The PPH scheme, which is convexity preserving and fourth order accurate on smooth
convex data, produces a smooth limit function, as shown in 3. However, the ’monotonicity preservation’
property seems to lead to the clipping of non-resolved maxima.
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Figure 3: (Refinement of coarse Gaussian Data. The initial samples are marked as black dots in the figure.
6. Conclusion
We have constructed a monotonicity preserving subdivision scheme using the monotonicity preserving
piecewise polynomial Hermite-type interpolatory technique implemented in the PCHIP package in Matlab
a basic building block. The interpolatory technique is third order accurate for smooth monotone data, but
fourth order accurate at the midpoint of the considered interval, which allowed us to prove that the PCHIP
subdivision scheme is fourth order accurate on monotone data. We have studied its convergence and
stability by exploiting the (piecewise) smoothness properties of the functions that define the subdivision
scheme, following a novel technique developed in [20, 27], which is based on obtaining appropriate bounds
for the generalized Jacobian of the first difference scheme and products of the associated linear maps.
We have a performed several numerical experiments that confirm the theoretical results stated in
this paper. In the revision process, we realized that the PCHIP subdivision scheme is equivalent to one
member of a family of monotonicity preserving subdivision schemes studied in [24]. We remark, however
that the design and analysis carried out in this paper is essentially different from that in [24], emphasizing
the relationship between a monotone interpolatory technique and its associated subdivision scheme, in
the design part, and making use of a very interesting and novel tool based on an extended differential
calculus for a certain class of piecewise smooth functions in the analysis part.
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