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1. INTRODUCTION 
Starting from a problem concerning the uniform approximation of a 
function and its derivatives, Moursund [lo, 111 has recently considered the 
problem of tinding, for a real continuous functionf(x) in C$z, b], an algebraic 
polynomial g,,(x) = Cy=, a,?~~-~ of degree n - 1 which minimizes 
The nature and number of the extreme points of best approximation were 
investigated. In the special case of approximation of a function and its first 
derivative by algebraic polynomials a uniqueness theorem was obtained. More 
recently, Dunham [5] studied the problem of simultaneously approximating 
elements of a given set F by elements of a family of real-valued functions, 
unisolvent of degree N, on a compact interval of the real line. He considered 
the cases (i) F consists of one bounded real-valued function, (ii) F consists of 
an upper semicontinuous real-valued functionf+ and a lower semicontinuous 
real-valued function f -, with f+ > f- pointwise, and (iii) F consists of a 
finite number of continuous real-valued functions. Later on, Diaz and 
Mclaughlin [3] showed that analogous results hold for any nonempty 
family F; in fact, they pointed out that the general problem of simultaneous 
approximation of a family F by means of functions from a family G is 
equivalent to the problem of the simultaneous approximation of certain 
functions F- and F+ with F- < F+, where 
and 
F+(X) = inf sup supf(Y) 
6>0 O<lx-YI<S feF 
F-(x) = sup inf inf f( u) 
a>0 O<Ix-Yl<6 fGF 
for a < x < b. 
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At this stage there arose, in a natural way, the question: Could all these 
results be particular cases of a more general theory? The answer is a~rrnat~v~~ 
Namely, the above sets G and F can be considered as subsets of a more 
general %pace”, and the derivatives of their elements can be considered as 
continuous operators on general spaces. In fact, we shah deal with a still more 
general problem: Let X, Y be two real normed linear spaces, F a compact 
subset of X, G a convex subset of X and A : X--Z- Y a ~~~t~~~~~~ operator. 
The question is to find a g’ E G which minimizes 
where p,(a) andp,(.) are given continuous seminorms on Xand Y, respectively. 
The theory which we will develop for this problem is cjose to those in the 
theory of uniform approximation of a function and its derivatives. The 
sufhciency of a Kolmogorov-type condition for a best ap~roxima~o~ for 
operators A subject to no restrictions and the necessity of that ~o~d~t~o~ f r 
A subject o ‘“closed-sign” property are given. In case G is a ~~ite-d~rn~fls~o~a~ 
subspace, we obtain a similar result to that in [12, p. 1701. T
various kind of spaces will be discussed elsewhere. 
A summary of notation is given as follows: Let X*, Y* 
of X and Y, respectively. The value of the coutin~o~s linear functional k 
XI” (or Y*) at x iu X (or Y) will be denoted as (k, x)- Let &@I) be a subset 
X* (Y*, respectively) which is symmetrical, a(X*, X)-compact (o(P, 
compact) and norm-bounded. We define continuous semi~orms p1 9 pz 
X, Y, respectively as 
PdY) = $a&f (5 u> for y in Y. 
Let F be a compact subset of X (in norm topology). e introduce, for 
g E x 
and 
Let G be a closed convex subset of X. We seek an element g’ in G such that 
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Such an element will be called a simultaneous best approximation to F from 
G, or more briefly, a “best approximation.” 
To answer the question of the existence of g’, we first note that the functions 
4(g) and dZ( g) are the suprema of families of continuous functions, therefore, 
lower semicontinuous [7, p. 891. It follows that &(g) = max(d,(g), &(g)) is 
again lower semicontinuous. This ensures that d,(g) attains its inlirnum on a 
compact set. Thus, we have the following: 
LEMMA 1.1. Let G be an n-dimensional subspace of X. Assume that the 
restriction ofp,(*) to G is a norm. Then there exists g’ E G such that 
dF( g’) = 2; dF( g). 
Proof. Let gi be a sequence in G such that lim d,(gJ = infgEG d,(g). 
Moreover, 
for some real AS?. Since maxf..p,(f - gi) < dF( gi) and maxf#pl(f) is fixed. 
As the restriction of pl(*) is a norm, so { gi> is a bounded sequence in G. 
Hence there exists g’ E G such that gi converges to g’. Furthermore for each i, 
o < dF( g’) - ini dF( g) < dF( g’) - dF( gi) + (dF(gi) - ;$ dF(g)) 
since the term in bracket tends to zero as i + co and also, by semicontinuity 
of d,(e), dF(g’) - d,(gJ -+ 0 as i + co, this shows that 
which proves the theorem. 
Obviously, in the special case when g’ minimizes dl( g) or dz(g) and 
dF( g’) = dl( g’) (or d2( g’)), then the problem is solved, with g’ a best approxi- 
mation, since in any case 
Moreover, in this case equality holds here. In the more general case where 
inequality holds, we have the following useful result. 
LEMMA 1.2. Assume that 
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If d,(g) = mm&p2(Af - Ag) is convexfor alkg in G andg’ is a best roxi- 
mation, then dl( g’) = d,( g’). 
Proofi Assume that dz(g’) - d,(g’) = E > 8 (for the case E < 0, the 
proof follows in the same way). Then g’ cannot minimize dz , for this would 
lead to a contradiction of the hypothesis. Define a set 
Then 
U={gEG:pl(g-g’),<&j. 
d,(g) G yy (PU - g’) + pl(g’ - g)> d d,(g’) -k + for g E U‘ E 
Moreover, since d,(g) is convex and g’ does not minimize d,(g), by the 
global minimum property of convex functions [2, p 2.51, there exists g, E U 
such that 
d&l < 4(d)- 
This shows that gI is a better approximation than g’, which contradicts the 
hypothesis. The proof is thus completed. 
Since the convexity assumption on d,(g) holds, for example, when A is a 
linear operator, it is clear that in a large class of problems having best 
approximations we have dl( g’) = d,(g’). That this is not always the case 
however is illustrated by the following example: 
EWPLE 1. Let X = Y = C[- 1, 1] with Chebyshev norm. Obviously 
Chebyshev norm is generated by the set (f(point evaluated function& at 
x) : -1 < x < l} of C*. Now, define an operator A as follows: for any h(x) 
in Cl-1, 11, 
1 h(x) = l/2; 
314 h(x) = 3/4; 
3/4 h(x) = 1,/q 
A(h)(x) = (7/4) - 4h(x) h(x) < a/4; 
h(x) h(x) >, 314; 
(3/2) - w l/2 < h(x) < 314; 
WI + 4x1 114 < h(x) < l/Z. 
4t is easy to check that A is a continuous mapping from C[- I, I] into itself- 
Suppose F = (f(x) = 1 - x2> is to be approximated by real constants. 
Then, 
dF(a) = max(l1  - x2 - a /Im , 1; A(1 - 9) - Aa ii& 
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As is evident from the following figure a = $ is a best approximation, and 
d&) = 2 = d&) # &(&) = +. Moreover, we have 
-1 0 1 
FIGURE 1 
Finally, we consider a particular situation which leads trivially to a best 
approximation as defined above, and which we wish to exclude. Suppose 
that, for some g, E G and k E K (or k” E I?), there existsf, , fi , E F such that 
@,.A - go) = &ko) and @,.A - goI = --dF(go) 
(or (R, Afi - Ag,) = d,(g,,) and (2, Afi - Ag,) = -&(g,)). Then g,, is a 
best approximation, as no approximation can make the error smaller at k 
(or E). For example, suppose X = C(v)[O, z-](Y 2 1) endowed with norm 
max([lf\lm, )I Df/jm) and Y = C[O, ~1, F = {e-“, sin x - l} and A is the first 
derivative operator. Let p,(f) = pz(f) = max,,[,,,l 1 f(x)1 . We consider 
that F is to be approximated by ax + b where a, b are real numbers. It is 
obvious that when a = 0, b = 0, there exist x0 = x1 = 0 such that 
and 
(e-O)(sin 0 - 1) < 0 
(-e-O)(cos 0) < 0. 
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Thus, a = 0, b = 0 is a best approximation. As one can easily check from 
the above figure, there is no other a, b that can make both errors smaller at 
the point X, = x1 = 0. 
This situation has been discussed where a point such as g0 is called a 
“‘straddle phenomenon.” In this chapter, unless otherwise stated, the term 
“‘best approximation” will exclude stranddle phenomena. 
2. GENERAL CHARACTERIZATION THEOREM 
Given g’ E G define the following subsets of Kand 
l&f = (k in K : 3f in F, (k, f - g’) = d&‘)); 
8,t = jk” in x : 3fin F, (K, Af - Ag’) = dF(g’$). 
Since 
so by compactness there exist k E K, f E F such that 4(g) = (k,f - g). 
imilarly, for dz( g). 
Also, if dl( g’) f: d,(g’), one of B,, , B,, is empty. 
LEMMA 2.1. Let g’ in % and closed subsets M C K9 I@ CR be such that 
max(k,f -g’) > 0 for allr k in nir’, 
SF 
max (K, Af - Ag’) 3 0 for aI% R in iq 
f@ 
-Proof. In case maxfEF(k,S- g’) = 0 for some k in M or 
max(R, Af - Ag’) = 0 
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for some & in J?, the lemma is trivial. We assume that maxfeF(k,f - g’) > 0 
for all k in M and maxfeF (k, Af - Ag’) > 0 for all k in M. Suppose that 
inf (max (k, f - g’), “~E”F” (5 Af - Ag’)) > 7. 
k~M,!&i@ fW 
Then, there exists g in G such that 
7 < &(g) < inf (max (k, f - g’), “2 (A, Af - Ag’)). 
kEM,I?ai? fEF 
This implies that 
4(g) < “2 kf - g’> 
and 
for all k in M 
4dd < yF” (6 &- - 49 for all L in AZ!. E 
Therefore, for k in M, there existsf, (depending on k) in F such that 
i.e., 
(k .A - g) -==c tkf, - g’>, 
6% g - g’) > 0, 
and, for each A in a, there existsf, (depending on K) in F such that 
@, 4i - Ad < @, A. - &‘), 
i.e., 
Thus we have 
and 
(k, Ag - Ag’) > 0. 
(k, g - $1 > 0 for all k E M 
(K”, Ag - Ag’) > 0 for all R E AZ. 
This contradicts the hypothesis, which proves the lemma. 
THEOREM 2.1. If g’ E G is such that Q( g’) = d2( g’) and 
inf 
keB,*,&fZ?,* 
((k, g - g’), (K, Ag - Ag’)) < 0 for g E G, (2.1) 
then g’ is a best approximation. 
In fact, this is an immediate consequence of the Lemma 2.1. 
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We know that if d,(g’) # d,(g’), then one or other of the sets B,J or 
empty, and in all of the following theorems of this chapter we shall 
accordingly, as in Theorem 2.1, explicitly assume &(g’) = d22(g’). 
EXAMPLE 2. Suppose X = Y = C[O, I] and define A : X - 
Ah(x) = x!z~(x). Furthermore, assume that K = I? = (& point evaluation 
functionals at x : 0 < x < l}, then 
Suppose 8’ consists only of the function f(x) = x and is to be approximate 
by real constants. Hence 
dF(u) = max(ii x - a jlrn , j x3 - a% lion>. 
It is easy to check that the best approximation for d,(a) is 
and 
-1+ x.4 a=-------- 
2 
Moreover, the set B, of extremal functionals consists only of a negative 
point evaluation functional at x = 0, i.e., B, = (k : (2, h) = --k(x), for 
h E C[O, I] and x = O}. Similarly, s, consists only of a positive point evalua- 
tion functional at x = 1, i.e., B, = (2 : (5Z, h) = h(x) for all Iz E C[O, 1] and 
x = 11. Nowever, for some c E R such as c = -2 we have 
and 
Mence, the inequality (2.1) is not fulfilled. 
In view of this negative result, it appears that the necessity of condition 
(2.1) can be established only under further restrictive hypotheses. We now 
define a property which, as we shall prove, implies that the condition (2.1) is 
also necessary. This property is a generalization of the closed-sign property 
introduced by Dunham [6] in 1969. 
340 KIM-PIN LIM 
DEFINITION 2.1. Let G be a convex subset of X. The continuous map A 
from X into Y is said to have the closed-sign property at g E G, if, for any 
h E G, and closed subset W CR such that (w, Ah - Ag) # 0 for w E W, there 
exists a 1 > 6 > 0 such that, for t E (0, 81 
sgn(w, Ah - Ag) = sgn(w, Ag, - Ag) for all w E W, 
where g, = g + t(h - g). 
We shall say that A has the closed-sign property on G if A has it at all g E G. 
To illustrate the definition, let X = Y = C[O, l] and define A : X-t Y by 
Ah = h2, convex subset G = {ax : for real a > 0} and 
x = {-&-la : x E [O, 111, 
where f is a point evaluation functional at x. Then, for any a,x, a,x in G and 
closed subset W of z, such that 
(2, Aalx - Aa,x) = & (al - ~~)(a, + a2) x2 f 0 for !Z E W. 
We have 
(k, Aatx - Aa,x) = i t(al - az)(2az + t(al - a2)) x2, 
where at = a, + t(al - a2). 
For the case a2 = 0, it is clear sgn(& Aa,x - Aa,x) = sgn(& Aatx - Aa,x) 
for t > 0. Otherwise, there exists a 1 > 6 > 0 such that 2a, + t(al - a2) > 0 
for all t E (0, 61. Hence, for such 6, we have sgn(Z, Aa,x - Aa,x) = 
sgn(Z, Aa,x - Aa,x) for all 2 E W, t E (0, 61. This shows that A has the 
closed-sign property on G. 
Let us return to the Example 2. It is easy to check that A fails to have the 
closed-sign property at a = (-1 + 1/5)/2. Further, we have already shown 
that the condition (2.1) in Theorem 2.1 is not a necessary condition for g’ to 
be a best approximation. In fact these two statements are related, as is shown 
by the following theorem: 
THEOREM 2.2. Szqpose that A has the closed-sign property at g’ E G and 
d,(g’) = d,(g’). Then ifg’ is a best approximation, 
inf 
keg,,&Bg* 
((k, g - g’), (z, Ag - Ag’)) < 0 for g E G. 
Proof. Suppose there exists g, E G such that 
inf 
keB,.,ii+ 
(6% gl- g’>, (6, & - Ad)) > 0. (2.2) 
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Then we will show that g’ is not a best approximation Since B,, , B,* is 
CT@*, X)-compact (G( Y*, Y)-compact, respectively), from inequality (2.2), we 
may conclude that there are relatively open subsets U, .!I7 of K, R ~o~tai~~~~ 
B,,, 8,~ such that 
for s0me a > 0. 
Since U, 0 are relatively open in K, g and Bg, C hi, Bg, C f?, there exists a 
real c > 0 such that 
d,(g’) - max max (5 Af - Ag’) > c. 
kit\0 fEF 
Hence, for k E U, 0 -c t < 1, we have 
where g, = g’ + t(gl - g’). 
For k E K\U, 
ye? hf- - gt) ,< yEy (k f - g’> t t~,( g, - g’) 
G d&f) - c + tp,b - g’> < d,(d) 
for 0 < t sufficiently small. 
(2.6 
Let r? be the closure of f7. Since A is a continuous map, we have 
(K”, Ag, - Ag’) 2 a ifr& E 6. 
Furthermore A has the closed-sign property at g’, so for 
small, we have (6, Ag, - Ag’) > 0 Vff E ff. Hence, for ff E h;i, 
mey (5 Af - Ag,) = mEy (5 Af - Ag’) - (& Ag, - Ag’) 
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for 0 < t sufficiently small and continuity of A and pz . Combining (23, 
(2.6), (2.7) and (2.10), we have d,(g,) < dF(g’). This shows that g’ is not a 
best approximation. The theorem is thus proved. 
Note that in case A is a linear operator, then, obviously, A has the closed- 
sign property on G. 
3. FRI~HET-DIFFERENTIAFSLE OPERATOR 
In this section, we will consider the operator A possessing a FrCchet 
derivative. This derivative, in fact, is a linear operator from X into Y, for 
each fixed g E X, denoted by A,‘. That is, for each E > 0, there exists 6 > 0 
such that 
for all h E X with jj h jJ < 6. Therefore, for fixed h(# 0) E X, setting 
S(t) = (A(g + th) - Ag)/t - A,‘h for real t, 
we have S(t) E Y satisfying liml,i,, /I S(t)11 = 0. Thus, we have the following 
theorem: 
THEOREM 3.1. Suppose A has a FrFre’chet derivative at g’ in convex set G and 
dl( g’) = dz( g’). If g’ is a best approximation, then for all g E G 
inf 
ksB,*,i&B,. 
((k, g - g’), (&A;, , g - g’)) < 0. (3.1) 
Proof. Suppose there exists a g, E G such that 
inf 
keB,,,I;+ 
(6% g,- g’), (& , gl - g’>)  0. (3.2) 
As B,, and B,, are 0(X*, X)-compact and o(Y*, Y)-compact, respectively, 
there exist relatively open sets U, 0 of K, K, containing B,,, B,,, respectively, 
such that, 
QkE U, 6% gl - g’) 3 a, 
QJZIE 0, C&j , gl - g’) 2 a, (3.3) 
for some a > 0. 
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Since K, R are 0(X*, X)-compact and G( Y*, Y)-compact, respectively, there 
exist real numbers c1 , c2 > 0 such that 
max max (k, f - g’) = d,(g’) - cL ) 
&K\lJ I%F 
Write g, = g’ + t(gI - g’), 0 < t < 1 and 
y:,,(k,,f- gt) = m; (kf- g’> - t(k g, - g’h 
so for k E U, 0 < t < 1 
for 0 < t sufficiently small. 
As A is Frtchet-differentiable at g’, we have 
&t - Ad = #W + A;& - g’)l, 1:: I/ s(t)‘1 = 0. 
From inequality (3.3), for A E 0, 
(5 Mg, - g’> + W>> = f&C, , g, - g’) + (6 %t>> 
3 a - /I L // * Ij 8(t)jl > 0, 
for 0 < 1 sufficiently small, because a is norm bounded and I/ s(t)11 + 0, as 
f -+ 0. So for small t > 0, we have 
(K, Ag, - Ag’) > 0 Vi6 E 0. (3.6) 
Write 
4f~“~” (i, Af - Ag,) = rney ($ Af - Ag’) - (i, Ag, - Ag’). 
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max (6 Af - &) < 4(d) - c2 + pd&t - 49 < G?), (3.8) 
f@ 
for small t > 0 and continuity of A and pz . 
Combining (3.4), (3.5), (3.7), and (3.8), we have dF(gt) < dF(g’). Thus, g’ 
is not a best approximation, which proves the theorem. 
THEOREM 3.2. Suppose A has a FrPchet derivative at g’ in convex set G and 
dl(g’) = d,(g’). Suppose further that A satisfies either of the following condi- 
tions: 
(i) A has the closed-sign property at g’ and there exists g E G such that 
(LA:, , g - g’) > 0 for all K” E B,f. 
(ii) d,(g) is convex on G. 
Then, if 
g’ is a best approximation. 
Proof. Suppose g’ is not a best approximation and A satisfies condition 
(i). Then, by virtue of Theorem 2.1, there exists g, E G such that 
inf 
kEB,&+ 
W, gl - $1, @, & - &‘I) > 0. 
For 0 < t < 1, we have 
A(g’ + t(gJ. - g’>> - -48 = tA;*(gl - g’) + t S(t). 
As A is FrCchet-differentiable at g’, limt,, 1) S(t)]] = 0. Moreover, A has the 
closed-sign property at g’, therefore, there exists 1 > 6, > 0 such that, for 
t E (0, &I) 
sgn(k, Ag, - Ag’) = sgn(K”, Ag, - Ag’) for all & E 8,t 
where g, = g’ + t(gl - g’). 
Thus, (6, Ag, - Ag’) > 0 for all E E 8,f t E (0, S,]. Therefore we may 
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conclude that (LA;, , g, - g’) > 0 for all k” E 8,, ~ f ($A;< ,$1 - g’) > 0 f0r 
all K” E I$> , then we have 
which proves the sufficiency. Otherwise, if (LA;< ) g, - g’) = 0. for some 
a” E & f them by the hypothesis, there is a g2 E G such that 
(&A;, , g, - g’) > 0 f0r all K” E 8,g - 
Since IQ is g(X*, X)-compact, there exists real number c > 0 such that 
c = $n (k, g, - g’>. 
I’ 
Therefore, for any 0 < h < 6, sufficiently small, we have 
and 
(&A;* ) Ag, -/- (1 - A) g, - g’) = @A;, , g, - g’) + (1 - X)(&A;* , g, - g’) 
>o 
As G is convex, Ag2 + (1 - A) g, E G. Therefore, this again shows 
is not a best approximation, then there exists a g E G satisfying 
(3.9). 
if gf 
ality 
On the other hand, suppose g’ is not a best ap~roxilnatio~ and A satisfies 
condition (ii). Then there exists g, E G such that d,(g,) < d,(g’). Therefore, 
for each k E Bgp , there exists fi E F (which depends on k) such that 
and 
(k.h -g’> = 4(d) 
Similarly, for each k” E &,p , there existsf, E F (which depends on fi) such that 
(5 Afi - Ag’) = d,(g’). Then, if t > 0 and 
gt = g’ + @?I - 83, W) = (llt)(Agt - Ad} - A;,(gx - g?, 
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we have 
As d,(g) is convex on G, we have 
(k”, A+?, - g’> +w> 2 wwhk’) - t dhl) - (1 - t> d,(g’)l 
= d&T’) - ug3 
> 0. 
As A is Frechet-differentiable atg’, we have liml,l,, I/ 8(t)]\ = 0. Consequently, 
(LA;, ) g, - g') > 0. 
This again shows that if g’ is not a best approximation and A satisfies condi- 
tion (ii), there exists g, E G such that 
which proves the theorem. 
If G is a subspace, we have the following: 
THEOREM 3.3. Let G be a subspace of X, A Frkchet-dlrerentiable at 
g’ E G. Then 0 belongs to the o(G*, G)-closure of the convex hull of 
if and only if, for all g E G 
where D,* = (EAif : A E B,*) and B,, IG , D,? IG are the restrictions of the 
functionals of B,, , D,, to G, respectively. 
Proofi Suppose 0 is not in the u(G*, G)-closure of the convex hull of 
&I IG ” D,, IG , then, by a known result in [4, Theorem 10, p. 4171 and a 
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known result that the dual of G* under the o(G*, G)-topology is 6, there 
exists an element g, E G such that 
‘This shows that infk,B,,,I;EB ((k, gl), (LA;, , g,)) < 0 is a sufficient condition 
for 0 belongs to the o(G*, G)-slosure of the convex hull of B,, lG u D,J /c . 
Conversely, suppose that there exists g, E G such that 
(Y, 80) > o‘d y E 4, IG v D,, jG 
As B,, , i?,, are 0(X*, X)-compact, there is a real c > 0 such that 
Since any y E cO(B,, lG v D,, ic) can be written as 
for some real hiol > 0, yi E B,f jG v D,) iG and Ci &a = 1, we have 
As g, is arbitrary, we may conclude that 
Thus, 0 cannot belong to the a(G*, G)-closure of the convex hull of 
B,l IG v D,, IG , which completes the proof. 
THEOREM 3.4. Let G be a subspace of X, A Frtkhet-d@erentiab!e at 
g’ E 6, and dl( g’) = d2( g’). 
(i) Ifg’ is a best approximation, then 0 belongs to the u(G*, G)-closure 
of the convex hull of & lG u D,, ic . 
(ii) Suppose that either A has the closed sign property a.t g’ and there 
exists g E G such that (LA;, , g) > 0 \J’ Fz” E B,) or d,(g) is convex on 6. Therm, $r 
0 belongs to the a(G*, G)-closure qf the convex hu2l of r IG v D,* IG ) g’ i§ a 
best approximation. 
In fact, the theorem follows immediately from Theorems 3.1-3.3. 
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4. FINITE DIMENSIONAL SUBSPACE 
We will now consider the case where G is an n-dimensional subspace. Let 
us first define a mapping $ : X* -+ R” as 
d(k) = ((k g1>,..., (k &A 
where g, ,..,, g, is a basis for G. Obviously, 4 is a continuous linear map. For 
convenience, we write IQ , D,, to mean that B,s IG , D,? jc throughout this 
section. Obviously, B,? and D,s are a(G*, G)-compact, $(BB,) and c$(D~~) are 
compact. Moreover, since cO(B,g u 0,~) is o(G*, G)-compact, it is easy to 
check that 
&(Bgt u D,?)) = co($(B,, u D,*)), 
where the closure is taken under a(G*, G)-topology. 
This enables us to deduce the following results: 
THEOREM 4.1. Let g’ be an element of an n-dimensional subspace G of X 
such that dl( g’) = d2( g’) and F a compact subset of X. Assume that the operator 
A is Fre’chet-dtyerentiable. If g’ is a best approximation, then there exist s 
finctionals ki E B,? (i = 1, 2,..., s), t jiinctionals & E ijg/ (i = 1, 2 ,..., t) and 
s + t positive real numbers a, ,..., a,,, such that s + t < n + 1, Cizi ai = 1 
and 
gl dk , g) + i a,+i(bii, , g) = 0 for all g E G. (4.1) 
i=l 
Furthermore, suppose that either A has the closed-sign property at g’ and there 
exist g E G such that (AA:, , g) > 0 for all h E f3,j or d,(g) is convex on G, then 
the condition (4.1) implies that g’ is a best approximation. 
Proof. We define a continuous linear mapping 4 : X” --f R” as above. 
Moreover, we have pointed out that c#@(B,, u D,,)) = co(qb(B,, u D,t)) 
where the closure is taken under o(G*, G)-topology. Since G is of finite 
dimension, we have the following trivial equivalence: 
0 E$B,, u D,?) = co(B,, u 0,~) 
if and only if (O,..., 0) E co[~$(B,s u D,e)]. By virtue of Caratheodory’s 
representation theorem [2, p. 171, (O,..., 0) E CO[~(B,, u D,*)] implies that 
there exist ki E B,* (i = 1, 2 ,..., s), &A;* E D,< (i = 1, 2 ,..., t) and positive 
numbers ai(i = 1, 2,..., s+t)suchthats+t<n+l,C~~~ai=land 
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y scalar multiplication by any c = (cl ,..., c& we get 
Thus, by virtue of Theorems 3.3 and 3.4, the theorem follows imrne~~ate~~. 
COROLLARY 4.1. Let G be an n-dimensional subspace and A a endear 
operator. Then, g’ E G with dI( g’) = dz( g’) is a best ap~ro~~~~at~o~ ty and o&y 
ZY there exist ki E B,, (i = 1, 2 ,..., s), k”i E B,l , (i = 1, 2, *.., t) and s + t 
positive numbers ai (i = 1,. . . , ~+t)suchthats+t,(n+I,C~~~a~==Ban 
We recall that a nonvoid subset Q of a compact set Z is said to be a 
extremal subset of 2 if a proper convex combination Xx, + (1 - A) x2 9 
0 <A < 1,oftwopointsx 1 , x2 E Z is in Q only if both x1 and xz are in 
extremal subset consisting of exactly one point is called an extreme point. 
THEOREM 4.2. Let g’ be an element of an n-di~ne~s~o~~l subspace G of X 
such that rE,(g’) = d,(g). Assume that the operator A possesses a Frechet- 
derivative on 6. If g’ is a best approximation, then there exist s extreme 
functionaJs ki E K (i = l,..., s), t extremefunctionals & ER (i = 1, I&..., t), s i t 
functions fi ,..., fsft E F (not necessarily distinct) and s + t posttive numbest 
4 ,..., as+ suclz thats + t <n + l,Clzlai = 2, 
(ki , .fi - g’> = d,(d) i = 1, 2,..., s; 
6 , Afs+i - 44) = d&z’) i = 1, 2,..*, t; 
and 
.J?urthermore, suppose that either A has the closed-sign property at g’ and there 
exist g E G such that (LA;* , g) > 0 for all K” E fi,l or d,(g) is convex on G. Then 
the condition (4.2) implies that g’ is a best approximation 
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Proof. By virtue of Theorem 3.4 we know that if g’ is a best approximation 
then 0 belongs to the o(G*, G)-closure of the convex hull of B,, u D,, . 
Furthermore, by the assumption on A, 0 belongs to the o(G*, G)-closure of 
the convex hull of B,, u D,,‘also implies g is a best approximation. Hence, if 
we define a continuous linear map 4 : X* --j R” as in the beginning of this 
section, we know that $(G(B,, u 0,~)) = co(+(B,, U II,,)), where the closure 
is taken under a(G*, G)-topology. It follows at once that 0 is in 
Since $(B,, u 0,~) is a compact subset of R”, by combining Caratheodory’s 
Theorem and Krein-Milman’s Theorem [4, p. 4401, we know that 
0 E co(+(B,, u 0,~)) 
if and only if there exist q extreme points w1 ,..., w, E +(Bg, u D,,) and 
4 ,..*, a,>Osuchthat~~~,ai=l,q~~+land 
By a known result [l, p. 1591, if T is a continuous linear map from X into Y 
and Q is a compact subset of X, then, for every extreme pointy in T(Q) there 
exists at least one extreme point w in Q such that T(w) = y, therefore, there 
exist q extreme functionals Zi in B,, U D,, such that yi = T(Z,). 
We denote by ki the functionals Ii which are extreme points in B,, and by 
&A;, the others. Hence, we get, Cl=, ai(ki , g) + C:=, c~,+~(k”,A~,  g) = 0 for 
all g E G and s + t = q. Moreover, B,, is an extremal subset of K, so the 
extreme points of B,, are the extreme points of K. On the other hand, it is 
easy to check that &A;, is an extreme point of D,, only if &, is an extreme 
point of &,I . In the same way, since &,, is an extremal subset of K, the extreme 
points of 8,~ are again the extreme points of R. Consequently, k, are the 
extreme functionals of K and & are the extreme functionals of R. This con- 
cludes the proof of the theorem. 
Remark. We note that if the problem under consideration is to seek an 
element in G which minimizes max(max,,,l p,(f - g), maxhEFe p,(h - Ag)), 
where Fl and F2 are given compact subsets of X and Y, respectively, then all 
the preceding results which have been discussed follow at once without any 
further assumption. Furthermore, we may generalise the previous theory to 
the following general case: Let X, Y, , Y, ,..., Y, be PZ + 1 (n > 1) given 
normed linear spaces, Ai (i = l,..., n) continuous maps from X into Yi 
(i = 1, 2,..., n), and pi(.)(i = 0, l,..., PZ) be given continuous seminorms on 
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n) where Y, = X. The question is to determine an element 
g’ of G C X which minimizes 
All the previous results can be applied to this general case, the proofs are 
similar, therefore, we do not go into details. 
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