Abstract-We investigate the relation between the spectral sets (i. e., the sets of eigenvalues, disregarding multiplicities) of two ddimensional networks popular in parallel computing: the CubeConnected Cycles network CCC(d) and the Shuffle-Exchange network SE(d). We completely characterize their spectral sets. Additionally, it turns out that for any odd d, the SE(d)-eigenvalues set is precisely the same as the CCC (d) 
network SE(d) in terms of the spectra of cycles with self-loops that have weights from {−1, +1} (see Theorems 1 and 2).
It turns out (see Theorem 3) that for any odd d the set of the SE(d)-eigenvalues is precisely the same as the set of the CCC(d)-eigenvalues. For any even d, however, the SE(d)-eigenvalues form a proper subset of the set of CCC(d)-eigenvalues. The odd case is particularly remarkable because the networks differ in the number of vertices by a factor of d, and hence, the eigenvalues have different multiplicities. Also, there is no obvious way of identifying the eigenvalues bijectively. In fact, corresponding eigenvalues can only be found on scattered cycles of the networks, and a new argument on the involved eigenspaces is necessary in order to find all CCC(d)-eigenvalues in the eigenvalue set of SE(d), if d is odd. For an instructive (counter-)example for d = 6, see Sec. VI.
If d is even, −3 that is an eigenvalue of CCC(d) is not an eigenvalue of SE(d). In fact, when d becomes larger, the size of the difference set increases. Let 
C. Known results
We briefly mention some known spectral sets, denoted by SpS(.):
Let L(n 1 , . . . , n d ) denote the d-dimensional n 1 × · · · × n darray. Then
cos πj i n i + 1 1 ≤ j i ≤ n i for i ∈ {1, . . . , d} .
In the following, L n := L(n) denotes the linear array of length n. Let Θ(n 1 , . . . ,
As the adjacency matrices of tori are block-circulant there is a comparatively simple way to compute their spectra (see Proposition 1 in Subsec. II-B). In the following, C n := Θ(n) denotes the cycle of length n.
Interestingly, the spectral sets of other popular networks can be expressed in terms of linear arrays L n and cycles C n (in the following, a · M k denotes the product of the adjacency matrix M k and the scalar a). For the d-dimensional Butterfly network BF(d) (for proofs, see [10] , [9] ),
Similarly, for the Butterfly network with wrap-around edges [10] , [9] , [11] 
D. Organization of paper
The paper is organized as follows: In the next section, we define the networks to be investigated, give the necessary definitions regarding graph spectra, and state important properties. In Sections III and IV, we exactly characterize the spectra of the Cube-Connected Cycles network and the Shuffle-Exchange network. In Sec. V, we prove that, if d is odd, the sets of eigenvalues are identical, whereas, if d is even, the set of eigenvalues of SE(d) is a proper subset of the set of eigenvalues of CCC(d). That there is no simple correspondence between the eigenvalues of CCC(d) and SE(d is exemplified in Sec. VI.
II. PRELIMINARIES
In this section, we introduce the Cube-Connected Cycles network and the Shuffle-Exchange network. We present some of their properties, present tools for computing their eigenvalues, and introduce some necessary notations.
A. CCC(d), SE(d), and Their Properties
The d-dimensional Cube-Connected Cycles network CCC(d) has been introduced by Preparata and Vuillemin in [12] . It is the undirected graph with vertex set
vertices and is 3-regular.
The d-dimensional Shuffle-Exchange network SE(d) has been introduced by Stone [13] . It is the undirected graph with vertex set V = {0, 1} d and edge set E = {{a,
. . , a 2 )}. The edges of the first subset are called exchange edges, the edges of the second subset are called shuffle edges. Here, we also consider multiple shuffle edges such that SE(d) is also 3-regular. CCC(3) and SE(3) are shown in Figure 1 and 2, resp. Note the self-loops at vertices 000 and 111 of SE(3) that ensure SE(d) being 3-regular.
Note that for d being even, CCC(d) is bipartite [14] . The cycles of CCC(d) are characterized directly by the corresponding sequence a.
Cycles in SE(d) are more complex to describe. Let S be a set of integers. Let a = (a k , . . . , a 1 ) ∈ S k . a is an aperiodic S-sequence if there is no t > 1 and b with a = b t . a is a Lyndon S-sequence [15] if it is an aperiodic S-sequence and the lexicographically smallest under all sequences obtained by cyclically shifting a.
The shuffle edges of SE(d) form disjoint shuffle cycles. Every cycle is uniquely characterized by a Lyndon {0, 1}-sequence. In this paper, using the correspondence 0 → +1 and 1 → −1, we shall say that every shuffle cycle is characterized by a different Lyndon {−1, +1}-sequence and that every possible Lyndon {−1, +1}-sequence of length k with k being a divisor of d characterizes a different shuffle cycle.
B. Eigenvalues, Spectral Sets, and Computation Tools
Let A be the adjacency matrix of an undirected graph G = (V, E) (with multiple edges allowed; the entry a ij is the number of edges between nodes i and j). In the rest of this paper, we identify G and A. Let n = |V | denote the number of vertices, and let I n denote the n × n unit matrix. Then the polynomial χ(A; z) = det(z · I n − A) is the characteristic polynomial of G, and the set SpS(G) = {λ | χ(A; λ) = 0} is the spectral set of roots of χ(A; z). Such a root is called eigenvalue. In this paper, we do not consider the multiplicities of the eigenvalues.
Let A and B be two matrices. The Kronecker product A⊗B is the matrix one obtains from A by replacing entry a ij by a ij · B.
A
If p = 1, B is called circulant. Block circulant matrices are well studied (e. g., see [16] ). In particular, there is a nice way to determine χ(B; z) and to compute SpS(B). Let ω q = e 2πi/q = cos(2π/q) + i · sin(2π/q) be a primitive q-th root of unity. Let
The following proposition on the characteristic polynomial and the spectral set of block circulant matrices is very useful for the computation of the spectral sets of neatly constructed graphs.
For the spectral set, this means
Similarly, the spectra of d-dimensional tori can be computed in this way resulting in the spectral set mentioned in Sec. I. Proposition 1 can be used directly to prove the following useful observation.
Proposition 2 Let G and X be p×p square matrices. For the 
C. Further Notation
For a sequence s = (s k , . . . , s 1 ) ∈ Z Z k , and k ≤ n, let D n [s] be the n × n-diagonal matrix with s 1 , . . . , s k , 0, . . . , 0 in the main diagonal. In particular, I n = D n [1 n ] is the identity matrix.
C n = 0, 1, 0, . . . , 0, 1 denotes the circulant adjacency matrix of the cycle of length n. For a sequence s = (s k , . . . , s 1 ) ∈ Z Z k , and
For reasons of consistency, we need a special definition for the cases n = 1 and n = 2:
L n = (l ij ) denotes the n × n-adjacency matrix of the linear array of length n. It is identical to C n except for the entries l 1n = l n1 = 0 (instead of being 1). L n [s] is defined analogously to C n [s].
III. THE SPECTRAL SET OF CCC(d)
In order to compute the spectral set of CCC(d), we generalize the notion of cube-connectedness.
Let
is obtained from G by adding a self-loop with weight s i to node i, for all i ∈ {1, . . . , d}.
Theorem 1 Let G be a graph with n, n ≥ d, nodes. Then
Proof. Let R n,d be the n × n matrix with all entries being 0 except for r dd which is 1, and let
Then the adjacency matrix of CC(G, d) can be expressed as follows:
By Proposition 2, this means that the characteristic polynomial of the whole graph can be expressed as follows:
For ( Hence, the spectral set of CCC(d) is exactly the union of the spectral sets of all d-cycles where the nodes of the cycles are weighted with all possible {−1, +1}-sequences.
The application of Eq. (1) from the proof of Theorem 1 can be interpreted as editing the original graph. The resulting graph has exactly the same spectrum as the original graph. Figure 1 shows the corresponding graphs for d = 3, 2, 1, when CCC (3) is edited. In the end, the are the 3-cycles with weighted selfloops. In the light of the editing, we call them residual cycles.
Similarly, the spectrum of the Cube-Connected Lines network [18] can be characterized in terms of linear arrays L d .
IV. THE SPECTRAL SET OF SE(d)
In order to obtain the adjacency matrix of SE(d), we describe the shuffle edges and the exchange edges separately, i. e., SE(d) = Sh(d) + Ex(d).
Lemma 1 (a) Let
In order to prove Lemma 1, it suffices to identify the binary address a of a node with the number (a) 2 + 1.
For the proof, (b) can be shown easily by induction on d.
In order to show (a), a simple, but tedious computation shows that H d commutes with both U (d) and U (d)
T , hence with Sh(d).
Theorem 2 For the Shuffle-Exchange network
So the shuffle cycles are left unchanged, the exchange edges disappear, and all nodes get an additional −1, +1-self-loop, according to their binary addresses. Every shuffle cycle is More formally, the following properties hold:
The rest of this section is devoted to the proof of Theorem 3. We start with the first case:
Proof of Theorem 3, part 1:
Take any factor χ(C p [a]; z) from χ(SE(d); z), according to Theorem 2. There are two cases to be distinguished: 
is also a factor of χ (CCC(d); z) .
⊓ ⊔
Proof of Theorem 3, part 2:
We already know that for all d, SpS(SE(d)) ⊆ SpS(CCC(d)). Thus, for odd d, it remains to be shown that
, there are again two cases:
is a factor of χ(SE(d); z), since b is already minimal with respect to periodicity, as presented in Theorem 2.
2 . Note that the corresponding eigenspace of the double eigenvalues that result from g(z)
2 is twodimensional.
A sequence b 
Proof of Theorem 3, part 3:
Let d be even. CCC(d) is 3-regular and bipartite [14] . So by Proposition 4, −3 ∈ SpS(CCC(d)). 
VI. AN INSTRUCTIVE EXAMPLE ON THE EIGENVALUES OF CCC(6)
Here we demonstrate by an example that there might be no simple correspondence between the eigenvalues of CCC(d) and SE(d), and that the eigenspace argument used in the proof of Theorem 3 might be necessary.
Corollary 1 and Theorem 2 state that the spectra of CCC(d) and SE(d) consist of the spectra of cycles where the vertices have self-loops with weights from {−1, +1}. As SE(d) consists of cycles of different sizes, there is no direct correspondence between the CCC-eigenvalues and the SE-eigenvalues.
For example, consider the case d = 6, and edit CCC(6) and SE(6) in order to get the residual cycles with self-loops from {−1, +1}.
For CCC(6), the residual cycle C 6 [−1, +1, −1, +1, −1, +1] which corresponds to the periodic binary sequence 010101 = (01) 3 has the characteristic polynomial (z 2 − 2) 2 (z 2 − 5). For SE(6), the residual cycle C 2 [−1, +1] which corresponds to the non-periodic binary sequence 01 has the characteristic polynomial z 2 − 5. So it is at this moment not yet clear whether the roots ± √ 2 of z 2 − 2 originating, among others, from the CCC-cycle 010101 are eigenvalues of SE (6) . In this case, they are because the characteristic polynomial of C 6 [−1, +1, −1, +1, +1, +1, +1, ] which corresponds to the non-periodic binary sequence 000101 is (z 2 − 2)(z 4 − 2z 3 − 5z 2 + 8z + 2).
On the other hand, for CCC(6), the residual cycle C 6 [−1, −1, +1, −1, −1, +1] which corresponds to the binary sequence 011011 has the characteristic polynomial z(z − 2)(z + 1)(z + 2)(z 2 + z − 4). The factor z 2 + z − 4 does not occur in any characteristic polynomial of the residual cycles of SE(6), so its roots − 
√
17 are not eigenvalues of SE(6), but only of CCC(6).
VII. CONCLUSION
In this paper, we completely characterized the spectral sets of CCC(d) and SE(d) (Theorems 1 and 2, resp.). In order to compute the eigenvalues, we used a "graph editing" technique that illustrates the computation process.
Curiously, it turns out (Theorem 3) that the eigenvalue sets are identical if d is odd. If d is even, the set of eigenvalues of SE(d) is a proper subset of the set of eigenvalues of CCC(d).
In order to show this result, we had to use the corresponding eigenspaces because there is no simple correspondence between the cycles of the residual graphs.
