Setting up new immunoassays can be a laborious arid expensive task. A relatively new form of multivariate analysis known as neural networks can be applied to this problem with potential savings in reagents and technician time. Neural network software programs for personal computers are now available. We applied one such software package (Brainmakertm)to a model ELISA system for measuring human serum albumin. Random combinations of four variable ELISA conditions (antigen concentration, primary and secondary antibody titers, and time for chromagen development) were used to train a threelayered feed-forward network. The trained network was then used to predict measured absorbances as a function of the four input variables in separate cross-validation sets. The network adequately predicted the effect of the input variables on the absorbance produced. With use of such methods, optimal conditions for the linear dependence of absorbance on antigen concentration can be evaluated on the computer rather than in the laboratory, with subsequent savings of time and money. of measured data points. As such, the optimal combination of reagents for the desired assay response can be determined in a "computer" laboratory first, instead of a "wet" laboratory, at a substantial savings of reagents, time, and money. The connection weights are not fixed, but are adjusted during network training by the use of a "learning rule." It is this variability in the connectivity of the network that allows the network to be trained to recognize a predetermined training set of input/output data. The learning rule is an algorithm that tailors the network's connection weights so that the network can associate the inputs in the training set with the correct outputs.
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Setting up new immunoassays can be a laborious arid expensive task. A relatively new form of multivariate analysis known as neural networks can be applied to this problem with potential savings in reagents and technician time. Neural network software programs for personal computers are now available. We applied one such software package (Brainmakertm)to a model ELISA system for measuring human serum albumin. Random combinations of four variable ELISA conditions (antigen concentration, primary and secondary antibody titers, and time for chromagen development) were used to train a threelayered feed-forward network. The trained network was then used to predict measured absorbances as a function of the four input variables in separate cross-validation sets. The network adequately predicted the effect of the input variables on the absorbance produced. With use of such methods, optimal conditions for the linear dependence of absorbance on antigen concentration can be evaluated on the computer rather than in the laboratory, with subsequent savings of time and money. the time of day that the ELISA was run. As the network is trained to associate input conditions with output A, the network will "learn" that this variable has no effect on the value of A and the impact of the input unit corresponding to time of day will be rendered inconsequential.
The mathematical concepts underlying the various learning rules in use are beyond the scope of this discussion.
The network we used in this model was a simple three-layered feed-forward network. The first layer consists of four input units, corresponding to the four numerical input variables (HSA concentration, primary antibody concentration, secondary antibody concentration, and chromagen development time). The second layer consisted of six "hidden" units, i.e., units that help process information but serve no input or output role. The third layer consisted of one output unit corresponding to the single output, absorbance.
The total number of units used was 11. The number of hidden units is chosen empirically, and different numbers of hidden units may yield similar results. The network is called "feed forward" because information flows from one layer to the next in one direction, i.e., from input layer to hidden layer and from hidden layer to output layer. There is no transfer of information directly from input layer to output layer and no reverse, or recurrent, flow of information.
Neural networks can be made with any number of layers and any degree of connectivity, but the three-layered feed-forward approach is commonly used for practical applications.
The network was trained with the "back propagation" learning rule. The details of this form of network learning are discussed elsewhere (2).
Materials and Methods
The ELISA Human serum albumin (HSA Sigma Chemical Co., St. Louis, MO) was dissolved in carbonate coating buffer (pH 9.6) to make a working stock solution of albumin (100 mgfL). package on an IBM model 486 personal computer. As described above, a three-layered feed-forward network with 11 units (4 input, 6 hidden, and 1 output unit) was constructed.
The units had sigmoidal input/output behavior, and network learning was by back propagation with a learning rate of 1.0. The network was trained to a tolerance of 0.05; i.e., the output was considered "correct" if the predicted output agreed with the actual output within 5% of the total range of outputs.
Many parameters of the network can be varied, e.g., the number of hidden units, the learning rate, the training tolerance, the shape of the activation curve, and the size of the training set. Any of these components can affect network performance and are determined empirically. In our case, for example, using three hidden units or a training tolerance <0.05 resulted in a network that would not train within several hours. The Brainmaker program we used also allows for a bell-shaped activation function; however, this does not yield useful networks in our experience.
Before the training, the program sets the connection weights in the network randomly. The input values are then "run through" the network and an output is predicted for each of the training set vectors. Initially, the outputs will be mostly incorrect because the connection weights were randomly assigned. During each pass of the training set through the network, however, the back-propagation algorithm makes corrections to the connection weights to improve network performance. The network is considered trained when all training-set elements are correctly predicted within the preset tolerance.
Predicting the behavior of the ELISA by using the trained network. A new set of inputs was entered into were experimentally determined. After the network was trained, the effect of each input variable on output was determined by clamping three input variables at an arbitrarily chosen value and then predicting absorbance as a function of the remaining variable. After the predicted curves were generated, the actual curves were determined in the laboratory. Figure 1 shows the relatively good qualitative agreement between the predicted and measured curves. The clamped values were chosen so that none of the data points on these curves was in the training set; i.e., the network had not seen these input combinations before but instead had to extrapolate the prediction of the ELISA's behavior under these input conditions based on what it had learned from the training set. Figure 2 shows the correlation between all of the predicted and measured data points in the previous four curves. The Figure 3 shows the linear regressions of the measured vs predicted absorbances for set 1 (r = 0.814, P <0.001) and set 2 (r = 0.855, P <0.001). The network performed well even when the set of input values of the crossvalidation set differed from those used in the training set. By using a cross-validation set having completely different input values relative to the training set, we excluded the possibility that the predictive accuracy of the network was enhanced by an unintentional overlap of data in both sets.
We compared the behavior of networks trained on 90, 50,36,27, and 18 training facts. We tested each network with a cross-validation set and determined the correlation coefficient. Figure 4 shows the correlation as a function of the training set size. Note that the behavior of the network deteriorates below -40 training facts.
DIscussion
Setting up new assays can be a laborious and expensive task. Determining the correct titers of the various antisera to obtain a linear response over the desired range of antigen concentrations is often done on a trialand-error basis and requires consumption of costly reagents and technician time. In the simple model ELISA system used here, the behavior of the assay over a wide range of input conditions could be predicted on the basis of random input combinations in such a fashion that less than one microtiter tray's worth of reagents was consumed. The modest dependence of the correlation coefficient on training set size (>40) in Figure 4 suggests that further increases in performance for this application may require very large sets of training data. Moreover, it is possible to "overtrain" the network, which inhibits the ability of the network to generalize from learned data (3). Various other techniques for improving network performance can also be used, such as varying the number of hidden units, altering the learning rate, or using different activation rules (e.g., a hyperbolic tangent function). Different software packages allow different flexibility in this regard. It is impossible within the context of this study to explore all of the network manipulations that are possible. We found that using as many as 10 hidden units or reducing the learning rate to 0.5 did not alter the network's performance substantially (data not shown). We tried only the sigmoidal and bell-shaped activation curves included in the software options.
Computer modeling is not restricted to ELISA design. The neural network approach may prove even more useful for setting up laboratory assays in which many more factors affect outcome, e.g., temperature, length of antibody incubations, choice of antisera used (monoclonal vs polyvalent, company A's product vs company B's, and so on). Each individual application will require significant customization of network architecture. Our networks performed well even after being trained on only 30 or 40 facts. This is not that surprising, however, because output is completely and predictably dependent on input variables.
This outcome for our model is contrary to other network applications-e.g., predicting the pathology of breast biopsies based on laboratory values determined on serum, where the causal relationship between input and output is incomplete at best.
Because of the wide variability in cost and development time needed for the design of different assays, each investigator must decide whether computer modeling is worthwhile for a given application. The networks discussed here are not intended as specific blueprints for adapting neural networks to ELISA design, but are presented to illustrate the power of this approach in the rapid analysis of multivariate data. Of course, a variety of other statistical methods exist for handling such data. For example, Astion and Wilding (5) used both quadratic discriminant function analysis (QDFA) and a Braininaker network. Although both gave similar results, the network was run on a personal computer, whereas the QFDA required an IBM 9370 mainframe computer to complete. The internal logic of a trained neural network is idiosyncratic, and the results obtained with networks can be unpredictable and of uncertain statistical rigor. However, in the context proposed here, network analysis is used as a guide for determining optimal assay conditions; statistical rigor is not required. Ultimately, the network's predictions must be verified or rejected in a laboratory setting.
