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1. Resumen
Las emociones pueden ser entendidas como respuestas automáticas de diferentes sistemas biológicos del
cuerpo humano ante un determinado estímulo interno o externo. A partir de diferentes estudios, se han
propuesto esquemas de clasificación de emociones, siendo los más comúnmente utilizados los espacios dis-
cretos, donde a cada emoción se le asigna una determinada etiqueta y espacios dimensionales en los cuáles
una emoción se determina como una combinación de dos índices que están relacionados con una inter-
pretación, medición y cuantificación más precisa de las emociones. Basado en un determinado espacio de
clasificación, se ha buscado a través del desarrollo de diferentes trabajos de investigación, darle la capacidad
a una máquina para detectar y reconocer las emociones del ser humano, teniendo en cuenta que entender
y diferenciar las emociones expresadas por las personas es una tarea compleja aún hasta para los mismos
seres humanos.
Debido a que las emociones producen respuestas de diferentes sistemas biológicos del cuerpo humano, es
intuitivo pensar en el desarrollo de sistemas que incorporen la información de dichos sistemas biológicos
para realizar un reconocimiento efectivo de las emociones. El enfoque multimodal para el reconocimiento de
emociones comprende entonces aquellas metodologías que combinan características de diferentes señales
obtenidas del cuerpo humano ante un determinado estímulo que causa un estado emocional específico. Las
señales que se utilizan comúnmente en el desarrollo de sistemas multimodales son las información de video,
de audio, a partir del Electroencefalograma (EEG) y diversas señales fisiológicas como el ritmo cardiaco, la
respuesta galvánica de la piel, la señal respiratoria y la de temperatura.
A partir del uso de diferentes señales y una extracción adecuada de características de las mismas, se obtiene
un espacio de características de una dimensionalidad considerablemente alta, lo que puede derivar en ciertos
problemas conocidos dentro del aprendizaje de máquina, que se presentan cuando la cantidad de caracterís-
ticas es muy grande en comparación con el número de ejemplos de un determinado problema. Para evitar
sobreajustes en el entrenamiento de un modelo a partir de un conjunto de características de gran tamaño,
es necesario realizar una selección de características que permita eliminar aquellas que son redundantes o
irrelevantes, con lo cual se mejora la interpretabilidad del modelo, los tiempos de ejecución y se da una
mejor generalización del problema a resolver. Dentro del problema de selección de características existen
diferentes enfoques entre los cuales se encuentran los métodos de envolvimiento, de filtrado, de embebi-
do y de proyección, con ventajas y desventajas asociadas a la complejidad del algoritmo de selección, los
tiempos de ejecución y la efectividad. En años recientes se han propuesto algunos algoritmos dentro de los
métodos de embebido basados en modelos discriminativos como las Máquinas de Soporte Vectorial (SVM),
los cuales realizan una eliminación de características de una forma iterativa, desechando en cada iteración
la característica que tenga un menor peso dentro de la función de decisión del modelo.
En el presente trabajo, se propone una metodología de selección de características dentro de un enfoque
multimodal de clasificación de estados emocionales en un espacio dimensional, a partir de modelos dis-
criminativos, mediante la implementación de dos algoritmos de selección conocidos como Eliminación
Recursiva de Características (RFE) y Eliminación de características basado en la Maximización del Margen
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(MFE). Con estos métodos de selección se busca reducir un conjunto original de características a partir de
los análisis de la linealidad y no linealidad de las diferentes señales. El análisis no lineal está basado en
ciertas métricas obtenidas a partir de una técnica conocida como gráficos de recurrencia que ha conseguido
dentro del estado del arte mejorar los resultados de clasificación. Se utilizan dos bases de datos reconocidas
dentro del estado del arte para la extracción y selección de características dentro del esquema propuesto.
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2. Abstract
Emotions can be understood as automatic responses from different biological systems of the human body to
a particular internal or external stimulus. From different studies, there have been proposed emotions clas-
sification schemes as the discrete space, where every emotion is assigned a particular tag and dimensional
spaces in which an emotion is determined as a combination of two indices which are related to a more
accurate measurement and quantification of emotions. Based on a given classification space there has been
developed different research projects in order to gave a machine the ability to detect and recognize the emo-
tions of humans, considering that understand and differentiate the emotions expressed by people is still a
complex task even for human beings themselves.
Because emotions produce different biological responses of the human body, it is intuitive to think of the
development of systems that incorporate biological information from these systems to make effective recog-
nition of emotions. The multimodal approach for emotion recognition then comprises those methodologies
that combine characteristics of different signals obtained from the human body to a given stimulus that
causes a specific emotional state. The signals that are commonly used in the development of multimodal
systems are the video information, the audio signal, the electroencephalogram (EEG) and various physiolo-
gical signals such as heart rate, galvanic skin response , the respiratory signal and the temperature.
An effective use of different signals and proper features extraction will give a considerably high feature spa-
ce dimensionality, which can lead to certain problems known in machine learning as the overfitting which
occur when the number of characteristics is very large compared to the number of examples of a particular
problem. To avoid overfitting in training a model from a set of large features, you need to make a selection
of features that will eliminate those that are redundant or irrelevant, thus improving the interpretability of
the model, the time implementation and gives a better generalization of the problem to solve. Within the
feature selection problem are different approaches among which are the methods of wrapping, filtering, em-
bedding and projection, with advantages and disadvantages associated with the complexity of the selection
algorithm, the execution time and effectiveness. In recent years some algorithms have been proposed within
the embedded methods using discriminative models such as Support Vector Machines (SVM), which per-
form an elimination of characteristics in an iterative way. This iterative procedure discards the feature that
have the lowest weight in the decision function of the SVM.
In this paper we propose a feature selection methodology within a multimodal approach for the classifica-
tion of emotional states in a dimensional space, based on discriminative models by implementing two selec-
tion algorithms known as Recursive Feature Elimination (RFE) and margin-maximizing feature elimination
(MFE). With these approaches for feature reduce the original set of features is reduced from the analysis of
the linearity and nonlinearity of the different signals. Nonlinear analysis is based on certain metrics obtained
from a technique known as recurrence plots (RP) that have showed to improve the classification results in
some state of art works. We use two databases recognized within the state of the art for the extraction and
selection of features within the proposed scheme.
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Introducción
Las emociones son las reacciones automáticas de las personas frente a las determinados estímulos internos
o externos tales como situaciones que se presentan en el entorno en el que vive. Estas reacciones se ven
influenciadas por hechos y vivencias pasadas y juegan un papel muy importante en la comunicación y en
la interacción de las personas con el ambiente que las rodea. Una buena comprensión y análisis de los
procesos y las reacciones que se presentan en el cuerpo humano a partir de una emoción, puede derivar
en el desarrollo de sistemas que puedan realizar el reconocimiento de emociones automáticamente, para
dicho fin es necesario un aporte interdisciplinario tanto de ciencias afectivas, ciencias del comportamiento
e ingenierías entre otros. Dichos sistemas de reconocimiento de emociones tienen diversas aplicaciones que
van desde sistemas de apoyo en tratamientos sicológicos como terapias de rehabilitación postraumáticas,
desarrollo de nuevas interfaces hombre-máquina basado en los estados de ánimo de las personas, análisis de
marketing de productos a partir de respuestas emocionales, etc [4] [5] [6].
Darle la capacidad a una máquina para detectar y reconocer las emociones del ser humano ha sido un
área de investigación en la cual se han hecho grandes esfuerzos en años recientes, teniendo en cuenta que
entender y diferenciar las emociones expresadas por las personas es una tarea compleja aún hasta para
los mismos seres humanos. Diversas metodologías de reconocimiento se han propuesto basándose en el
hecho que las emociones se ven reflejadas en diferentes sistemas biológicos que incluyen las expresiones
faciales, los músculos, la voz y la actividad del sistema nervioso y endocrino [7] [2] [4]. Es así como
sistemas que detectan el estado emocional de una persona analizando su voz o sus rasgos faciales han sido
los más comúnmente desarrollados, sin embargo en recientes investigaciones se ha optado por analizar
en conjunto la información que se obtiene de diferentes señales fisiológicas del cuerpo en combinación
con las tradicionalmente utilizadas voz e imagen. A la combinación de diversas señales para realizar e
reconocimiento de un estado emocional se le conoce como enfoque multimodal [6].
El uso del enfoque multimodal en el análisis de emociones permite extraer información de los diferentes
sitemas biológicos del cuerpo humano que cambian ante un determinado estímulo emocional. Ya que expre-
sar una determinada emoción es un proceso que va desde un punto neutral a un punto de máxima emoción,
se hace imperativo relizar un análisis de la dinámica de las diferentes señales desde un punto de referen-
cia o neutral hasta el punto de máxima expresión de la emoción. Teniendo esto en cuenta, es necesario
construir algoritmos que lleven a cabo una adecuada extracción de la información dinámica de cada una de
las señales fisiológicas que describen los cambios de dichos sistemas a lo largo del tiempo para efectuar
un análsis sincronizado de las respuestas de dichos sistemas y llegar a identificar un determinado estado
emocional [2] [3].
Dada la complejidad de describir y medir las emociones, debido a la subjetividad y la percepción propia
de cada persona de los diversos estímulos, es difícil hablar de un esquema que permita clasificar de forma
adecuada todos los posibles estados emocionales. Partiendo de la definición de unas cuantas emociones
básicas es posible hacer una descripción de varios estados emocionales en lo que se conoce como un espacio
de clasificación discreto, sin embargo, esta clasificación discreta de emociones cubre un pequeño rango de
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estados, por lo cual, en años recientes se han propuesto nuevos espacios basados en índices que permiten
interpretar, cuantificar y medir de forma más precisa los diferentes estados afectivos [8] [9].
Una clasificación de estados emocionales con respecto al interés o desinterés y a lo positivo o negativo de una
determinada situación, reduce la subjetividad en la valoración del estado emocional. Estos espacios basados
en índices son conocidos como espacios dimensionales para la clasificación de estados emocionales, siendo
el más conocido el espacio bidimensional de Evaluación y Activación (Arousal-Valence) [10].
A partir de una evaluación de los estados emocionales dentro de un espacio dimensional de clasificación,
se ha demostrado en años recientes, que es posible aplicar un enfoque multimodal para realizar una combi-
nación de la información de las diferentes señales fisiológicas y así poder reconocer un amplio espectro de
emociones automáticamente [10]. Con el objetivo de combinar la información de las diferentes señales, se
hace necesario entonces realizar una extracción adecuada de características que permita analizar la dinámica
de cada uno de los sistemas biológicos que se activan ante un estímulo afectivo, que se verá representado
en las diversas señales que se combinan dentro del enfoque multimodal. Dentro del estado del arte se en-
cuentran referenciadas ciertas medidas estadísticas utilizadas comúnmente para extraer información sobre
las señales, al igual que el análisis en frecuencia de las mismas [2], a partir de diferentes estudios en los
cuales se ha podido concluir que algunas de estas características tienen una relación directa con ciertos esta-
dos emocionales [11]. Estás características en combinación con un Análisis Cuantificado de la Recurrencia
(RQA) de las señales presentado en [1] que permite extraer la información de la no linealidad de las señales,
conforman un conjunto de características para la clasificación de diferentes estados emocionales.
Tomando como punto de partida el conjunto de características mencionado anteriormente, se propone una
selección de características mediante un enfoque basado en modelos discriminativos como son las Máquinas
de Soporte Vectorial (SVM). Diversas aproximaciones para la selección de características han sido desarro-
lladas dentro del estado del arte como los enfoques basados en envolvimiento (wrapper methods), métodos
de filtrado, métodos de embebido y métodos de proyección. Estos diferentes enfoques de selección poseen
tanto ventajas como desventajas, desde el alto costo computacional de los métodos de embebido con la
generación de subconjuntos óptimos de características, hasta la generación de nuevas características como
combinaciones lineales de las características originales en los métodos de proyección, lo que impide el en-
tendimiento de las características seleccionadas en el conjunto final. Sin embargo las técnicas basadas en
modelos discriminativos que se encuentran enmarcadas dentro de los métodos de embebido, han sido muy
utilizadas en recientes años dada su complejidad computacional intermedia y la capacidad de generar de un
subconjunto óptimo de características que se obtiene a partir de la misma construcción del modelo [12] [13].
Una selección de las características más relevantes a partir de estos modelos ha sido presentada anterior-
mente en problemas donde el conjunto de características tiene una alta dimensionalidad como en [13] y se
hace relevante realizar una reducción de las mismas para eliminar el riesgo de sobreajuste en problemas de
aprendizaje de máquina en general. Los algoritmos de selección discriminante permiten hacer un análisis
de aquellas características que tienen una mayor contribucion en la separación entre clases en un problema
de clasificación, eliminando iterativamente aquellas características menos relevantes [13] [14]. En el caso
del reconocimiento de emociones, mediante este enfoque es posible determinar cuáles señales tienen una
mayor incidencia en la evaluación de los diferentes estados emocionales tanto en problemas de clasificación
biclase como multiclase.
Para llevar a cabo el desarrollo del proyecto de investigación, se cuenta con bases de datos multimodales
indexadas, publicadas en el estado del arte que contienen las señales pertinentes para realizar el análisis
respectivo conforme se mencionó anteriormente.
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En el presente capítulo, se hace una descripción completa del problema de investigación a resolver, desde
el punto de vista biológico, al igual que desde el punto de vista de ingeniería de la forma en la que podría
llevarse a cabo la selección de características dentro del enfoque multimodal para el reconocimiento auto-
mático de emociones, teniendo como objetivo final el desarrollo de una metodología que permita resolver
este problema.
3.1. Estados Emocionales
Aunque en el campo de las ciencias sociales y del estudio del comportamiento existen definiciones acepta-
das y ampliamente usadas sobre el concepto de emoción, es difícil generalizar y analizar los componentes
principales de las emociones que permitieran tanto su clasificación como la distinción entre las mismas.
Dado que las emociones básicamente son las reacciones de un individuo ante un estímulo interno o externo,
existe un alto grado de subjetividad en la percepción que cada persona tiene de diferentes situaciones y del
estado afectivo que en realidad está presentando [9]. “Casi todo mundo piensa que sabe que es una emoción
hasta que intenta definirla. En ese momento prácticamente nadie afirma poder entenderla", Wenger, Jones
y Jones,1962 [8].
Es por esta subjetividad en la percepción de las emociones que realizar la valoración del estado emocional
de una persona, es una tarea compleja aún para expertos en las ciencias sociales y del comportamiento.
Normalmente las valoraciones emocionales que se realizan por expertos en estudios sicológicos, están de
alguna forma influenciadas por la descripción propia que la persona hace sobre la experiencia vivida. Sin
embargo en algunos casos las personas no están en la capacidad de expresar sus emociones con palabras
y estos reportes afectivos propios se ponen en duda ya que se pueden tergiversar las sensaciones por una
autocompensación del sujeto, por ejemplo una persona expresa que se sentía valiente, cuando en realidad
estaba experimentando miedo. [4].
3.2. Reconocimiento de emociones
Con el objetivo de valorar el estado emocional de una persona, es necesario tener claridad sobre la estructura
básica y la descripción del proceso mediante el cual se generan las respuestas en los diferentes sistemas
del cuerpo humano ante un determinado estímulo. Han sido varios los enfoques mediante los cuales los
sicólogos han descrito los diversos estados emocionales de una persona, siendo el enfoque más antiguo aquel
que comprende las emociones de una forma discreta, con una aproximación basada en el lenguaje de la vida
cotidiana. El ejemplo más simple de esta aproximación y que ha sido utilizado ampliamente en estudios para
el reconocimiento de emociones es la categorización en 6 emociones básicas (felicidad, tristeza, miedo, ira,
disgusto y sorpresa) descritas por Ekman [15]. La ventaja principal de esta categorización es que las personas
comúnmente usan este esquema para describir las emociones, sin embargo, las listas discretas de emociones
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son incapaces de describir el rango total de emociones que pueden ocurrir [6].
Una alternativa a esta descripción categorizada de emociones humanas es la de una descripción dimensio-
nal, donde cada estado afectivo está caracterizado en términos de varias dimensiones latentes en lugar de
un pequeño conjunto de categorías. Estas dimensiones incluyen evaluación, activación, control, poder, etc.
En particular, las dimensiones de evaluación y activación pueden reflejar los aspectos principales de una
emoción, siendo la evaluación la dimensión que indica como un humano siente y va desde positivo hasta
negativo, mientras que la dimensión de activación mide cuán cerca está la persona de tomar una determi-
nada acción a partir de su estado emocional y va desde pasivo hasta activo [6]. Aunque la representación
dimensional de las emociones permite distinguir un mayor rango de emociones, existe la posibilidad que
en una representación dimensional, algunas emociones se traslapen como por ejemplo la ira y el odio, dado
que sus respuestas de evaluación y activación son similares [8] [6].
A partir del conocimiento de las diferentes respuestas biológicas del cuerpo humano ante una emoción y los
espacios en los cuales se pueden clasificar los diferentes estados emocionales, se han realizado trabajos en
cuanto al desarrollo de metodologías que permitan reconocer y diferenciar entre diversos estados emocio-
nales, encontrando así enfoques unimodales y multimodales como solución al problema de reconocimiento.
Los enfoques unimodales se basan en el estudio de una única respuesta biológica, siendo las más utilizadas
las respuestas visuales, con un análisis de las expresiones faciales [16], o las respuestas auditivas, realizando
un análisis del tono, el timbre y la cadencia de la voz del sujeto analizado [17]. Estos enfoques en donde
la fuente de información es una única señal audiovisual, se ven afectados por influencias externas, tal es el
caso de los cambios de luz y de contraste en las escenas para un análisis visual, o la introducción del ruido
del ambiente en el caso del análisis auditivo. Es por esto que aunque se han obtenido buenos porcentajes
de acierto en el reconocimiento de emociones, se limita a un espacio discreto en el cual solo se pueden
distinguir algunas emociones básicas [6].
En el caso de los enfoques multimodales, los cuales integran la información de diferentes fuentes biológicas
del sujeto a analizar, se ha visto incrementada la cantidad de trabajos de investigación en recientes años,
debido en parte a la necesidad de diferenciar entre más estados emocionales en un espacio dimensional.
Diferentes aproximaciones multimodales incluyen características de señales audiovisuales en combinación
con las respuestas fisiológicas del cuerpo humano, tomando en consideración señales como la Electromio-
gráfica (EMG), Electroencefalográfica (EEG), ritmo cardiaco, respiratoria, térmica, etc. con las cuales se ha
conseguido mediante una clasificación dimensional de emociones detectar un rango más amplio de estados
afectivos [4] [6]. Sin embargo, algunos inconvenientes de este tipo de aproximaciones son la dificultad en la
sincronización de las respuestas de los diferentes sistemas, al igual que la alta dimensionalidad del espacio
de características que se extraen de todas las fuentes de información. A esto se suma la escasez en cuanto al
número de bases de datos multimodales que se encuentran disponibles [2] [3].
A partir de la utilización de diferentes fuentes de información desde diferentes sistemas biológicos del
cuerpo humano, una adecuada extracción de características puede resultar en un conjunto considerablemente
grande de características, lo cual puede generar ciertos inconvenientes a la hora de construir una metodología
que permita analizar los estados emocionales de una persona en tiempo real. Es por esto que un aspecto clave
que debe ser tenido en cuenta cuando se trabaja con un enfoque multimodal es realizar una reducción del
espacio de características mediante algoritmos de selección que permitan escoger un subconjunto de las
mismas para obtener porcentajes de acierto óptimos reduciendo el costo computacional [18].
3.3. Formulación del problema de investigación
Dentro de los aspectos claves del problema de investigación, teniendo en cuenta un enfoque multimodal
para el reconocimiento de emociones en un espacio dimensional, se busca mejorar el desempeño de las
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metodologías existentes dentro del estado del arte, dado que los porcentajes de acierto documentados para
las bases de datos multimodales de emociones estan aún por debajo del 60 % [19]. Mejorar los porcentajes
de acierto, depende en gran parte del análisis adecuado de las señales, con lo que se plantea la inclusión de
un análisis tanto lineal como no lineal de las diferentes señales, que permita extraer información importante
de las mismas con el fin de generar un conjunto de características que ayuden en la discriminación de los
diferentes niveles de evaluación y activación en un espacio dimensional [4].
Lograr una correcta identificación de los diferentes niveles que caracterizan los estados emocionales en un
espacio dimensional, es aún un objetivo que no se ha cumplido con claridad. Los mejores resultados se han
obtenido dentro de espacios discretos que no cubren un amplio rango de emociones, con lo cual el desarrollo
de este problema de investigación contribuye con el desarrollo del estado del arte en cuanto a la identificción
de estados emocionales [6].
El problema fundamental de la investigación, es entonces la extracción de un conjunto de características de
las diferentes señales incluyendo un análisis no lineal de su comportamiento, para posteriormente construir
algoritmos de selección de características que permitan obtener información de las fuentes (señales audio-
visuales y fisiológicas) que brinden una mayor discriminación entre los diversos estados emocionales, esto
es, a partir de las características extraídas y utilizando técnicas de aprendizaje de máquina para identificar
patrones en la actividad fisiológica que corresponden a la expresion de diferentes emociones, clasificadas
dentro de un espacio dimensional.
3.4. Pertinencia
Las emociones juegan un papel importante dentro del comportamiento y la aparición de conductas apropia-
das en los procesos de relación interpersonal, es por esto que su estudio se ha llevado a cabo desde un punto
de vista interdisciplinario que comprende trabajos en el campo de las ciencias computacionales, ingeniería,
ciencias cognitivas, ciencias afectivas, sicología, ciencias del aprendizaje y diseño de equipos, con el fin de
comprender y describir de forma clara los procesos relacionados con la aparición de cada uno de los estados
emocionales de las personas [20] [8].
Tener la capacidad de interpretar y describir los procesos emocionales de una persona a partir de la informa-
ción de los diferentes sistemas biológicos del cuerpo humano es una herramienta importante en diferentes
contextos tanto sociales como científicos [4]. Aplicaciones tales como análisis sicológico, donde se realizan
tratamientos para corregir reacciones de un paciente ante situaciones particulares a partir de una respuesta
emocional, en tratamientos de enfermedades mentales después de experiencias que desencadenan un desor-
den de estrés post-traumático (PTSD) en situaciones civiles y militares [5]. Otros campos como el desarrollo
de interfaces humano-máquina más amigable, también han sido un campo al cual se le han dedicado muchos
esfuerzos en recientes años, dado el desarrollo tecnológico y la continua interacción de las personas con los
equipos tecnológicos a su alrededor [21]. Igualmente en el campo del marketing, aplicaciones tales como
la identificación de la aceptación de un determinado producto por medio de la visualización de un video y
la respuesta emocional de un determinado sujeto, son áreas en las cuales el reconocimiento de emociones
juega un papel fundamental [4].
En el campo del aprendizaje de máquina, la selección de características es el proceso de seleccionar un
subconjunto de características para el uso en la posterior construcción del modelo de clasificación. Esta
selección de un subconjunto de características es importante en problemas donde la dimensionalidad del
espacio de características es alta y se desea eliminar aquellas características que pueden resultar redundan-
tes o irrelevantes. Las características redundantes son aquellas que no aportan mayor información que un
conjunto de características seleccionadas, mientras que las características irrelevantes no aportan ningún
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tipo de información en ningún caso [12]. Dentro del problema de selección de características se pueden
reconocer tres categorías principales, que son de envolvimiento, de filtrado y de embebido. Los métodos de
envolvimiento usan un modelo predictivo para puntuar cada subconjunto de características, los cuales son
usados para entrenar el modelo y calcular los errores sobre un conjunto de prueba, estos métodos proveen
los subconjuntos de mejor rendimiento para un tipo particular de modelo, sin embargo son muy costosos
computacionalmente. Los métodos de filtrado utilizan una medida de proximidad para puntuar los diferentes
subconjuntos de características, esta medida se escoge para que sea rápida computacionalmente, sin embar-
go, el subset que se selecciona no es óptimo para la construcción de un modelo predictivo en general [12].
Los métodos de embebido por su parte, realizan la selección de características como parte de la construc-
ción del modelo, en este caso a partir de la construcción del modelo se genera un ranking de características
con el cual se remueven aquellas que tengan menores pesos. Estos métodos de embebido se encuentran
computacionalmente entre los métodos de filtrado y de envolvimiento, presentando resultados óptimos en
la selección de subconjuntos de características [12] [13]. En recientes años se han planteado algoritmos de
embebido aplicados a problemas de selección de genes en microarreglos de ADN en los cuáles la dimensio-
nalidad del espacio de características es muy grande en comparación con el número de ejemplos disponibles
para la contrucción del modelo, en dichos problemas de selección se ha demostrado un desempeño óptimo
de este tipo de métodos [13].
Debido al uso de gran cantidad de características dentro del reconocimiento de emociones a partir de un
enfoque multimodal, es necesario realizar una selección de las mismas, para eliminar aquellas que son
redundantes o irrelevantes. En trabajos como el presentado por Valenza en [1], se realiza una reducción del
espacio de características utilizando un método de proyección en el cual las características se mapean a otro
espacio como una combinación lineal de las características originales, sin embargo, mediante este método
de reducción no es posible determinar cuáles características del conjunto inicial son las que más aportan a
la separación entre las diferentes clases de un determinado problema de clasificación.
La mayoría de las aplicaciones del reconocimiento de emociones, requieren que el procesamiento se realice
de una forma eficiente, con buenos porcentajes de acierto y un costo computacional bajo, es por esto que
introducir algoritmos de selección de características dentro del problema del reconocimiento de emociones
con un enfoque multimodal, reduce el costo computacional de la metodología y a su vez, el análisis de un
subconjunto de características que brinden unos porcentajes de acierto altos en cuanto a la clasificación, des-
encadena en un mejor entendimiento del proceso emocional y de la forma en la que los diferentes sistemas
biológicos del cuerpo humano se modifican a partir de una determinada emoción.
3.5. Viabilidad
Dados los aspectos fundamentales que se han mencionado sobre el reconocimiento de emociones basado
en un enfoque multimodal y la diversidad en las aplicaciones que pueden surgir a partir de la computación
afectiva, es necesario contar con las herramientas que permitan a los investigadores en este campo, estu-
diar y desarrollar sistemas de reconocimiento automático de emociones, tanto de personal calificado como
tecnológicamente. Para el desarrollo de trabajos en el campo de la computación afectiva, se requieren con-
juntos amplios de datos a partir de experimentos repetibles, con sensores que capturen las diferentes señales
fisiológicas de una forma sincronizada, por lo cual la falta de bases de datos multimodales puede atribuirse
a la interdisciplinariedad necesaria para llevar a cabo los experimentos al igual que los costos asociados con
los mismos [3].
Sin embargo, en recientes años, dada la importancia que se ha dado a este campo de investigación, se han
construido y presentado bases de datos multimodales tales como [2] y [3], las cuales brindan una impor-
tante herramienta a los investigadores que quieran enfocar sus trabajos en cuanto a las ciencias afectivas.
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Diferentes grupos de investigación alrededor del mundo han enfocado grandes esfuerzos en el campo de
la computación afectiva, al igual que se han generado espacios en los últimos años para la publicación de
trabajos específicamente en este campo, mediante congresos y revistas especializadas en la computación
afectiva dada su importancia y los grandes alcances que se perciben a partir de su desarrollo.
3.6. Impacto
Con el desarollo de este proyecto de investigación, se busca apropiar el conocimiento de las ciencias del
comportamiento y generar innovación en un área de estudio a la cuál en nuestro país aun no se le ha brindado
la importancia necesaria. Se busca entonces avanzar en el estudio y análisis de las emociones humanas con
el fin de sentar las bases para el desarrollo de sistemas para el reconocimiento automático de emociones con
sus diversas aplicaciones a campos de desarrollo tecnológico, sicológico o multimedia [3].
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4. Objetivos
4.1. General
Desarrollar una metodología para el reconocimiento de emociones basado en un enfoque multimodal me-
diante el análisis de las señales fisiológicas y de la información de video, realizando una extracción y pos-
terior selección de las características que permitan discriminar de mejor forma las emociones dentro de la
clasificación de las mismas en un espacio de emociones dimensional.
4.2. Específicos
Preprocesamiento y extracción de las caracacterísticas de las diferentes señales fisiológicas y de video
de bases de datos multimodales.
Desarrollar una metodología para el análisis no lineal de la dinámica de las señales basado en Recur-
sive Plot Analysis (RQA).
Desarrollar algoritmos de selección de características basados en criterios discriminantes para obtener
un subconjunto de aquellas que permitan clasificar de forma efectiva las diferentes emociones.
Validar la eficacia de los métodos de selección de características en comparación con otros esquemas
clásicos de selección, para determinar el desempeño del subconjunto de características seleccionadas.
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En la última década, gran cantidad de trabajos en el campo del reconocimiento de emociones se ha llevado a
cabo a partir de señales fisiológicas y audiovisuales [7]. Inicialmente al igual que en otras investigaciones en
procesamiento de bioseñales, el reconocimiento de emociones empezó mediante una aproximación usuario-
dependiente con porcentajes de acierto de hasta el 95 % para cuatro emociones (felicidad, ira, tristeza y
placer) y 92 % de efectividad para reconocer seis emociones (Neutro, Tristeza, Miedo, Disgusto, Regocijo,
Alegría) [22] [23]. Sin embargo el enfoque ahora ha cambiado hacia sistemas usuario independiente en
los cuales se han obtenido porcentajes de acierto del 86 % para clasificar dos emociones (alegría, tristeza),
70 % para clasificar cuatro emociones (Alegría, Ira, Tristeza, Complacencia) y 50 % para nueve emociones
(Ira, Interés, Disgusto, Relajación, Miedo, Felicidad, Verguenza, Sorpresa) dentro de un espacio discreto de
emociones [24] [22] [23] [25].
A partir de los diferentes enfoques mediantes los cuales se puede abordar el problema del reconocimien-
to de emociones, encontramos trabajos con enfoques unimodales en los cuales se analiza únicamente una
fuente ya sea audiovisual o fisiológica. El análisis de expresiones faciales se basa en el fundamento que
cada una de las emociones produce unas determinadas respuestas en los movimientos del rostro, los cuales
pueden ser utilizados para caracterizar los diferentes estados emocionales [6]. Este tipo de investigación se
enfoca en detectar emociones básicas, sin embargo algunos trabajos han tratado de detectar algunos estados
emocionales no básicos como en [26] [27] [28]. La mayoría de trabajos en el reconocimiento automático
de expresiones faciales como [29] se basan en el análisis de representaciones exageradas de las expresiones
faciales, sin embargo, gran cantidad de investigaciones han buscado analizar y reconocer expresiones facia-
les espontáneas como los presentados en [30] [31] [32]. Inclusive algunas investigaciones se han centrado
en diferenciar emociones actuadas, de emociones espontáneas, tales como [33]. Es importante recordar, que
el reconocimiento de patrones basado en características faciales espacio-temporales es generalmente uti-
lizado para el análisis de la forma del rostro y sus componentes que derivan en la caracterización de una
determinada expresión, con lo cual algunos trabajos como [34] [35] se enfocan solo en el estudio de dichas
características faciales.
Existe también un gran número de investigaciones en cuanto a la evaluación de estados emocionales basados
en señales fisiológicas [36] [37] [38] [39], sin embargo es de notar que algunos de estos trabajos han logrado
buenos resultados cuando la emoción a reconocer está influenciada por una estimulación a partir de videos,
que es el común denominador de las bases de datos multimodales disponibles, las cuales utilizan estímulos
visuales para inducir las diferentes emociones [4]. En [40] se realizó un reconocimiento de seis emociones
provocadas a partir de diferentes escenas de películas obteniendo una tasa de acierto del 84 %, sin embargo
el análisis de las señales se realizó sobre segmentos preseleccionados, donde se presentaban los eventos más
altamente emocionales dentro de la película. En [41] se obtuvieron las señales de EEG y demás respuestas
fisiológicas de 12 participantes para clasificar sus respuestas ante videos dentro de cinco clases (alegría, tris-
teza, disgusto, miedo y relajación), alcanzando porcentajes de acierto del 41,7 %. En estudios más recientes,
se usaron las señales fisiológicas para reconocer tres estados emocionales en respuesta a videos, donde se
usaron estímulos ruidosos para potencializar las respuestas fisiológicas, para este estudio se obtuvo una tasa
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de acierto del 77,5 % para la detección de tristeza, miedo y neutro [42].
Gracias a que en los últimos años se ha optado por utilizar una clasificación de emociones en un espacio
dimensional en lugar que en un espacio discreto, se ha optado también por realizar un análisis de diversas
señales que brindan información sobre los estados emocionales en lo que se conoce como un enfoque multi-
modal. Trabajos como [4], llevan a cabo a tarea del reconocimiento de emociones mediante la combinación
de señales biológicas como el EEG y señales audiovisuales como es el seguimiento de la mirada, que se
dan en respuesta a estímulos visuales. El reconocimiento se realiza en el espacio dimensional Activación-
Evaluación para 3 clases obteniendo porcentajes de acierto del 68 % para la dimensión de evaluación y
76,4 % para la dimensión de activación. Otros trabajos como el presentado en [43] combinan diferentes se-
ñales fisiológicas para evaluar tres estados emocionales (positivo, negativo, neutral), alcanzando alrededor
del 40 % en la tasa de acierto. De la misma forma, utilizando un enfoque multimodal mediante la combina-
ción de expresiones faciales, movimientos de los hombros y audio para realizar una predicción continua de
emociones en el espacio Activación-Evaluación con técnicas de aprendizaje de máquina se presenta en [44].
Alguna investigaciones como las presentadas en [45] y [18] abordan el problema de reconocimiento de emo-
ciones mediante un enfoque multimodal, sin embargo la clasificación es realizada en un espacio discreto con
las limitantes que ya se han mencionado.
Incluir la información de la dinámica de las señales dentro de la extracción de características usualmente
se lleva a cabo mediante análisis estadísticos lineales y análisis frecuenciales que permiten cuantificar de
alguna forma las variaciones de los diferentes sistemas que se ven afectados por un determinado estado
emocional [2]. En publicaciones recientes como [1] se ha determinado que la inclusión de dinámicas no
líneales de las señales fisiológicas conlleva a una mejora en los porcentajes de acierto en comparación con
los conjuntos de características mencionados anteriormente. La inclusión de las dinámicas no lineales se
lleva a cabo mediante un Análisis Cuantificado de la Recursión (RQA) de las señales, dicho análisis está
basado en el cálculo de Gráficos de Recurrencia (RP) propuesto en [46] para investigar la trayectoria en un
espacio de fase de la recurrencia de estados de un determinado sistema [1].
A partir del uso de un enfoque multimodal, el espacio total de características extraídas de las diferentes seña-
les puede ser considerablemente grande y los algoritmos de clasificación posteriores pueden verse afectados
por la alta dimensionalidad. No existen muchos trabajos en los cuales se les de importancia a la selección
de características en el campo del reconocimiento de emociones. En [18] se realiza un estudio sobre las
características extraídas de audio y de video, utilizando redes neuronales dentro de un espacio discreto de
emociones, los resultados obtenidos permiten llegar a la conclusión que a partir de las señales audiovisuales,
para diferentes emociones es necesario utilizar diferentes características y diferentes clasificadores. En [1]
de igual manera, se realiza una etapa de selección de características basado en el Análisis de Componente
Principal (PCA) sobre un conjunto de características dinámicas no lineales.
La seleccion de características es un problema conocido en el campo del reconocimiento de patrones y del
aprendizaje de máquina en general. Diversas aproximaciones para selección de características basado en mo-
delos discriminativos pueden encontrarse en el estado del arte, enmarcadas dentro de diferentes categorías
como métodos basados en penitencia, métodos de escalamiento de características, métodos de envolvimien-
to y finalmente en años recientes podemos encontrar una nueva aproximación conocida como ranking de
características [13]. Dentro de esta última aproximación, se mide la contribución de cada característica en la
separación de las diferentes clases del problema de clasificación. Métodos conocidos como Recursive Fea-
ture Elimination (RFE) [13] y Margin-maximizing feature elimination (MFE) [14] se han presentado con
el fin de realizar selección de características en diferentes problemas biclase y multiclase en años recientes,
surgiendo inicialmente para dar solución al problema de clasificacion de microarreglos de Ácido Desoxiri-
bonucleico (ADN) en la cual se cuentan con un número grande de características y muy pocos ejemplos de
una determinada patología [13]. Otros campos de aplicación han sido propuestos en [47] [48] [49].
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5.1. Extracción de características dinámicas no lineales
Basados en el trabajo presentado por G. Valenza en el 2012 [1], se busca incluir un conjunto de caracte-
rísticas no lineales dentro del esquema de clasificación multimodal de emociones, que permitan mejorar
el desempeño en cuanto a porcentajes de acierto se refiere de los esquemas de reconocimiento automático
de estados emocionales. Estas características no lineales estan basadas en un análisis de una metodología
denominada Gráficos de Recurrencia que se presenta a continuación.
5.1.1. Gráficos de Recurrencia
Una técnica poderosa para el análisis de sistemas dinámicos complejos es el denominado procedimiento
de embebido (embedding procedure) [1]. El embebido de una serie de tiempo xt = (x1, x2, ·, xN ) se hace
creando un conjunto de vectores Xi tal que:
Xi =
[
xi, xi+∆, xi+2∆, . . . , xi+(m−1)∆
]
, (5.1)
dónde ∆ es un retraso en el número de muestras y m es el número de muestras(dimensión) del arreglo
Xi. Cuando se realiza el embebido de una serie de tiempo, se debe escoger la dimensión m de Xi y el
retraso ∆ de tal forma que cada vector Xi representa valores que revelan la relación topológica entre puntos
subsecuentes en la serie de tiempo. El número de muestras en el vector embebido se elige generalmente tan
largo para que cubra la frecuencia dominante de la serie de tiempo, pero m no debe ser tan largo que el
primer y último valor en cada división de tiempo no esten relacionados. La evolución del sistema puede ser
representada por la proyección de los vectores Xi sobre una trayectoria entre un espacio multidimensional
que se conoce normalmente como un espacio de fase o estado de fase [1].
Eckmann en [50] introdujo una herramienta que puede ser utilizada para visualizar la recurrencia de esta-
dos xi en un espacio de fase, ya que por lo general estos espacios de fase no tienen una dimensión que
pueda ser visualizada. Sin embargo esta herramienta permite invstigar la trayectoria del espacio de fase
m−dimensional a partir de una representación 2−dimensional de sus recurrencias [51]. Cuando un estado
en el tiempo i recurre también en el tiempo j, el elemento (i, j) de la matriz cuadrada NxN se fija en 1, 0
en el caso contrario [1]. Esta representación es llamada RP y pueden ser expresados matemáticamente de la
siguiente forma:
Ri,j = Θ (εi − ‖xi − xj‖) , (5.2)
dónde xi ∈ m, i, j = 1, . . . , N , N el número de estados considerados xi, εi es una distancia de umbral,
‖·‖ la norma y Θ (·) la función Heaviside la cual está definida como.
H (z) =
{
1, si z ≥ 0
0, si z < 0
(5.3)
El valor óptimo de εi se escoge teniendo en cuenta:
εi = 0,1 ∗APD, (5.4)
dónde APD es el diámetro medio del espacio de fase del dato xi.
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Siguiendo la descripcioón anterior, el Análisis de Cuantización de Recurrencia (RQA) propuesto en [52], es
un método para análisis de datos no lineales el cual se cuantifica el número y la duración de las recurrencias
de un sistema dinámico, representado por su trayectoria de espacio de estado. La cuantificación de los
gráficos de recurrencia puede estar basada en la evaluación de las lineas diagonales para estimar transiciones
caos-orden o en la líneas verticales para estimar transiciones caos-caos. Las características que se extraen a
partir del RQA son las siguientes [1].
5.1.2. Tasa de Recurrencia (RR)
Es el porcentaje de puntos de recurrencia en un RP con la respectiva suma de correlación
RR =
1
N2
N∑
i,j=1
Ri,j , (5.5)
dónde N es el número de puntos en la trayectoria del espacio de fase.
5.1.3. Determinismo (DET) [1]
Es el porcentaje de recurrencia de los puntos que forman líneas diagonales:
DET =
∑N
l=lmı´n lP (l)∑N
i,j=1Ri,j
, (5.6)
dónde P (l) es el histograma de las longitudes l de las líneas diagonales.
5.1.4. Laminaridad (LAM) [1]
Es el porcentaje de recurrencia de los puntos que forman líneas verticales:
LAM =
∑N
v=vmı´n vP (v)∑N
v=1 vP (v)
, (5.7)
dónde P (v) es el histograma de las longitudes v de las líneas diagonales.
5.1.5. Tiempo de Captura (TT) [1]
El tiempo de captura es la longitud promedio de las líneas verticales:
TT =
∑N
v=vmı´n vP (v)∑N
v=vmı´n P (v)
, (5.8)
5.1.6. Radio (R) [1]
El radio es el cociente entre el determinismo y la tasa de recurrencia:
RATIO =
DET
RR
. (5.9)
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5.1.7. Longitud promedio de línea diagonal (L) [1]
La longitud promedio de la línea diagonal es el promedio de las líneas diagonales:
L =
∑N
l=lmı´n lP (l)∑N
l=lmı´n P (l)
. (5.10)
5.1.8. Entropía (ENTR) [1]
Es la entropía de Shannon de una distribución probabilística de las longitudes de las líneas diagonales p (l):
ENTR = −
N∑
l=lmı´n
p (l) ln p (l). (5.11)
5.1.9. Línea diagonal de mayor longitud (Lmax) [1]
Esta característica corresponde a la logitud de la mayor línea diagonal:
Lma´x = ma´x ({li; i = 1, . . . , Nl}) , (5.12)
dónde Nl es el número de lineas diagonales en el gráfico de recurrencia.
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5.2. Selección de Características
En la mayoría de problemas de clasificación no es posible alcanzar una separación entre clases sin errores
utilizando una única característica. Evaluar que tanto contribuye una característica a la separación entre
clases, puede producir un ranking de características. Algunos coeficientes de correlación han sido utilizados
como el criterio de ranking para las características, en [53] se define un coeficiente como:
ω = (µi (+)− µi (−)) / (σi (+) + σi (−)) (5.13)
dónde µi and σi son la media y la desviación estándar de los valores de expresión de una característica i
para todos los pacientes de la clase (+) o la clase (−) dentro de un problema de clasificación biclase para
los i = 1, 2, ..., n. Valores grandes positivos de ωi indican una fuerte correlación con la clase (+), mientras
que valores grandes negativos de ωi indican una fuerte correlación con la clase (−) [13].
Uno de los usos posibles para el ranking de características es el diseño de un clasificador en un subconjun-
to pre-seleccionado de características [13]. Cada una de las características que está correlacionada con la
separación de interés es por sí misma un separador de clases, así no sea un separador eficiente. Teniendo
en cuenta lo anterior, se puede suponer un simple método de clasificación basado en un esquema de pesos
donde las características votan proporcionalmente con su coeficiente de correlación. El esquema de votación
de pesos brinda un clasificador discriminante lineal particular:
D(x) = w ˙(x− µ), (5.14)
dónde w se definió en 5.13 y µ = (µ (+) + µ (−)) /2.
Este clasificador puede ser relacionado con el discriminante lineal de Fisher que tiene la forma:
w = S−1 (µ (+)− µ(−)) , (5.15)
dónde S es la matriz de dispersión conjunta (n, n) definida como:
S =
∑
x∈X(+)
(x− µ (+)) (x− µ (+))T +
∑
x∈X(+)
(x− µ (−)) (x− µ (−))T (5.16)
y dónde µ es el vector de media sobre todos los patrones de entrenamiento, donde las notaciones X(+) y
X(−) corresponden a los conjuntos de entrenamiento para las clases (+) y (−). Esta forma particular del
discriminante lineal de Fisher implica que S es invertible, lo cual no sucede si el número de características
n es mayor que el número de ejemplos l dado que el rango de S es máximo l. El clasificador en [53] y
el clasificador de Fisher son similares en que la matriz de dispersión se aproxima por los elementos de su
diagonal, sin embargo en la práctica las características por lo general estan correlacionadas haciendo que
la aproximación mediante la diagonal no sea válida. Con lo anterior se establece que los coeficientes de
ranking de las características pueden ser utilizados como los pesos del clasificador y recíprocamente los
pesos que multiplican las entradas de un clasificador pueden ser utilizados como los coeficientes de ranking
de las características [13].
Las entradas que estan asociadas con pesos más grandes, tienen una mayor influencia en la desición de
clasificación, por lo tanto si un clasificator tiene un buen desempeño, aquellas entradas con los mayores
pesos corresponden a las características más relevantes [13].
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5.2.1. Eliminación Recursiva de Características
En problemas de clasificación, la función objetivo ideal es el valor esperado del error, esto es la tasa de
error calculada sobre un número infinito de ejemplos, donde en la etapa de entrenamiento esta función ideal
objetivo es reemplazada por una función de costo J que se calcula sólo para los patrones de entrenamiento.
Dado lo anterior, se introduce la idea de calcular el cambio en la función de costoDJ (i) a partir de remover
una característica o equivalentemente, hacer su peso igual a cero. Un algoritmo propuesto en 1990 [54]
denominado OBD, aproxima DJ (i) expandiéndo j en una serie de Taylor de segundo orden. En el valor
optimo de J , el término de primer orden puede ser omitido, brindando como resultado:
DJ (i) =
(
1/2
) ∂2J
∂ω2i
(Dωi)
2, (5.17)
El cambio en el peso Dωi = ωi corresponde a remover la característica i. Los autores del algoritmo OBD
defienden el uso de DJ (i) en lugar de la magnitud de los pesos como el criterio de penalización.
5.2.2. Eliminación Recursiva de Características (Recursive Feature Elimination
(RFE))
Un buen criterio de ranking de características no es necesariamente un buen criterio para la selección de
un subconjunto de las mismas. El criterio DJ (i) o (ωi) estima el efecto de eliminar una característica
al tiempo en a función objetivo, aunque se convierte en un procedimiento sub-óptimo cuando se decide
eliminar muchas características al tiempo. Realizar este tipo de eliminaciones es necesario en algunos casos
para obtener un conjunto pequeño de características [13]. Este problema puede ser solucionado mediante el
uso del siguiente proceso iterativo que se denomina Eliminación Recursiva de Características (RFE):
1. Entrenar el clasificador (optimizar los pesos ωi con respecto a J)
2. Calcular el criterio de ranking para todas las características DJ (i) ó (ωi).
3. Remover la característica con el menor criterio de ranking
Este procedimiento produce una instancia de la eliminación hacia atrás [55]. Por razones computaciona-
les, sería más eficiente remover varias características a la vez aunque esto podría representar una posible
degradación del desempeño de clasificación. En dichos casos, el método produce un ranking de subset de
características en oposición a un ranking de características. Sin embargo, las características que tienen un
mayor ranking (eliminadas al final) no son necesariamente aquellas que son más relevantes, deben ser en-
tendidas como un subset de características que funcionan de forma optima si se utilizan juntas.
5.2.3. Ranking de características con Máquinas de Vectores de Soporte (SVM)
Para probar la idea de usar los pesos de un clasificador para producir un ranking de características se utilizan
las Máquinas de Vectores de Soporte (SVM’s) [56]. Las SVM’s son actualmente la mejor técnica de clasifi-
cación con ventajas computacionales sobre otros tipos de clasificadores [57]. Si los datos de entrenamiento
son separables, una SVM es un clasificador de margen máximo, es decir, un límite de decisión es posiciona-
do para dejar el margen más grande posible entre cada una de las clases. Una particularidad de las SVM’s es
que los pesos ωi de la función de decisión D (x), son una función de un pequeño conjunto de ejemplos de
entrenamiento llamados Vectores de Soporte (SV’s), los cuales son ejemplos que están mas cerca al límite
de decisión [13].
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El entrenamiento de una SVM consiste en la ejecución del Algoritmo 1:
Data: Ejemplos de entrada {x1, x2, . . . xk, . . . xl} y las etiquetas de clases {y1, y2, . . . yk, . . . yl}.
Result: Parámetros αk.
•Minimizar sobre αk:
J =
(
1/2
)∑
hk
yhykαhαk (xh · xk + λδhk)−
∑
k
αk (5.18)
• sujeto a:
0 ≤ αk ≤ C y
∑
k
αkyk = 0.
Las sumatorias se realizan sobre todos los patrones de entrenamiento xk que son vectores de características
n−dimensionales, la codificación de las clases se realiza mediante los yk que son las etiquetas de cada clase
dependiendo de los casos biclase o multiclase. δhk es el símbolo de Kronecker y λ y C son constantes
positivas conocidas como parámetros de suavizado del margen. Estos parámetros aseguran la convergencia
aunque el problema sea no linealmente separable o pobremente condicionado [13]. La función de decisión
resultante para un vector de entrada x es:
D (x) = w · x+ b (5.19)
con, w =
∑
k
αkykxk y b = 〈yk − w · xk〉.
El vector de pesosw es una combinación lineal de los patrones de entrenamiento, la mayoría de pesos αk son
cero y aquellos patrones de entrenamiento cuyos pesos sean diferentes de cero son los vectores de soporte.
Aquellos SV’s cuyos pesos satisfacen estrictamente la desigualdad 0 < αk < C son los vectores de soporte
marginales y el valor de la polarización b, es un promedio sobre dichos vectores de soporte marginales [13].
5.2.4. Eliminación Recursiva de Características mediante SVM (SVM RFE)
SVM RFE es una aplicación de RFE usando la magnitud de los pesos como criterio de ranking. A conti-
nuación se presenta el algoritmo para el caso lineal y una extensión para el caso no lineal será presentada en
una siguiente sección.
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Data: Ejemplos de entrenamiento X0 = [x1, x2, ·xk, ·xl]T , Etiquetas de clases y = [y1, y2, ·yk, ·yl]T
Result: Lista de ranking de características r
• Inicializar: Subconjunto de características sobrevivientes s = [1, 2, ·n]
Lista de ranking de características:
r = []
Repetir hasta que: s = []
Restringir los ejemplos de entrenamiento a aquellos con buenos indices de características
X = X0 (:, s)
Entrenar el clasificador α = SVM − train (X, y)
Calcular el vector de pesos de dimensión del tamaño de s w =
∑
k
αkykxk
Calcular el criterio de ranking ci = (wi)
2, para todos los i
Encontrar la característica con el menor criterio de ranking f = argmin (c)
Actualizar la lista de ranking de características r = [s (f) , r]
Eliminar la característica con el criterio de ranking más pequeño s = s (1 : f − 1, f + 1 : length (s))
Este algoritmo puede ser generalizado para eliminar más de una característica en cada iteración por razones
de costo computacional.
5.2.5. Generalización del método SVM/RFE al caso no lineal
El método de eliminación de características puede ser aplicado en casos no lineales y a todos los métodos
de kernel en general [58]. Se pueden realizar cálculos asumiendo que no existen cambios en los valores de
los α′s. En el caso de las SVM’s, la función de costo a minimizar (bajo las condiciones 0 ≤ αk ≤ C y∑
k αkyk = 0) es:
J =
(
1/2
)
αTHα− αT 1, (5.20)
donde H es la matriz con elementos yhykK(xh, xk), K es una función kernel que mide la similitud entre
xh y xk, y 1 es un vector l dimensional de unos. Para calcular el cambio en la función de costo causada por
la eliminación de la componente i, se mantienen los α′s sin modificaciones y se recalcula la matriz H . Esto
corresponde a calcular K(xh (i) , xk (−i)), brindando la matriz H (−i), donde la notación (−i) significa
que el componente i se ha eliminado [13]. El ranking de coeficientes resultante es:
DJ (i) =
(
1/2
)
αTHα−
(
1/2
)
αTH (−i)α (5.21)
La entrada correspondiente a la menor diferencia DJ (i) debe ser eliminada. El procedimiento puede ser
iterativo para completar la Eliminación Recursiva de Características (RFE). Computacionalmente la versión
no lineal de SVM-RFE es un poco más costosa que la versión lineal, sin embargo, el cambio en la matriz H
debe ser calculado para los vectores de soporte únicamente haciéndolo posible para números pequeños de
vectores. Adicionalmente algunas partes de los cálculos como los productos punto xh ·xk entre los vectores
de soporte pueden ser obtenidos [13].
5.2.6. Extensión de RFE al problema multiclase
SVM-RFE lleva a cabo la selección de características de una forma secuencial hacia atrás, dónde se comien-
za con todas las características y se descartan una o varias características en cada iteración. SVM-RFE fué
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diseñado originalmente para problemas binarios, sin embargo en años recientes se han propuesto diferentes
esquemas que permiten aplicar este método de selección a problemas multiclase [49]. Para problemas donde
el número de clases es (k ≥ 3), se pueden construir esquemas de selección con enfoques: uno contra todos
(one vs all (OVA)) o uno contra uno (one vs one (OVO)), que básicamente descomponen el problema mul-
ticlase en varios problemas biclase. Teniendo en cuenta dichos enfoques, es necesario entonces combinar la
selección de características de los diferentes clasificadores binarios con el fin de conseguir un subconjunto
de características que cumpla con el criterio de selección del algoritmo RFE [48] [49].
La forma más simple de abordar este problema de optimización multiobjetivo es asumiendo que las k clases
contribuyen de la misma forma a la tarea de clasificación siguiendo el problema de optimización empleando
pesos iguales.
J =
1
k
k∑
r=1
Jr =
1
k
k∑
r=1
(
1
2
‖wr‖2 + C
n∑
i=1
ξri
)
(5.22)
Al igual que en el problema binario de RFE, el criterio J en 5.22 se expande en serie de Taylor y para el J
óptimo la ecuación queda reducida a:
J (j) ≈ J + 1
k
k∑
r=1
(wrj)
2 (5.23)
donde J (j) es el valor de J cuando la j−ésima carcaterística ha sido eliminada. En consecuencia, remover
la característica con el menor
∑k
r=1w
2
rj causará el menor incremento de J . Finalmente el enfoque SVM-
RFE para el enfoque multiclase consiste en la combinación lineal de los vectores de ranking de cada uno de
los problemas binarios ya sea mediante un enfoque OVO o OVA [48] [49].
5.2.7. Eliminación de características basada en el margen (MFE)
RFE es un algoritmo iterativo de eliminación de características para SVM’s. Bajo dicho método el índice
m∗ de la primera característica a eliminar es arg mı´n
m∈{1,...M}
|ωm| y de forma más general, en la iteración
i, esta misma regla de selección es aplicada a las M − i características restantes. RFE es equivalente a la
eliminación de carcterísticas mediante la maximización del margen sí y solo sí, 5.24 se satisface siempre,
con el margen de RFE en la derecha y el margen alcanzado por una aproximación la cual explícitamente
elimina la característica que preserve el margen máximo en la izquierda [14].
ma´x
m
mı´n
n
ynf (xn)− ynxn,mωm√
‖ω‖2 − ω2m
= mı´n
n
ynf (xn)− ynxn,m∗ωm∗√
‖ω‖2 − ω2m∗
(5.24)
En el caso de un kernel no lineal (en este caso por motivos de análisis un kernel Gaussiano de la for-
ma K (u, v) = exp
(
−β‖u− v‖2
)
, β > 0 será estudiado), una extensión natural de RFE fue propuesta,
dónde se propone la evaluación de la norma−2 del vector de pesos antes y después de la eliminación de
una característica, por lo tanto, en la i−ésima etapa de eliminación, se debe eliminar la característica que
minimice [14]:
∆‖ω‖2 =
(
‖ω‖2
)i−1,m∗i−1 − (‖ω‖2)i,m∗i (5.25)
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Este criterio es consistente con el objetivo de reducir el cuadrado de la norma−2 del vector de pesos, asu-
miendo que el cuadrado de dicha norma es de hecho monotónicamente decreciente a medida que se reduce
el espacio de características. Por ejemplo en el caso de un kernel polinomial K (u, v) =
(
1 + uT v
)d, la
función de mapeo de kernel, lleva el vector de características originales u a un nuevo vector de caracte-
rísticas dimensionalmente finito φ (u), cuyas coordenadas φi (u) son productos elevados a potencias de las
coordenadas originales del vector [14]. Por lo tanto queda evidenciado que en el caso del kernel polinomial,
eliminar una característica original corresponde a volver cero una o más coordenadas de φ (u) mientras las
otras se mantienen invariantes, haciéndo que el cuadrado de la norma−2 se monótonamente decreciente a
medida que se eliminan las características originales. Sin embargo en [14] se midió experimentalmente la
norma−2 del vector de pesos utilizando un kernel Gaussiano encontrándose que no es ni monótonamente
decreciente ni monótonamente creciente con las eliminaciones de las características [14].
Tomando en cuenta lo anterior, la selección del kernel genera consecuencias en el objetivo de RFE dado que
la selección óptima de la característica a eliminar será de hecho aquella que incremente el cuadrado de la
norma−2 del vector de pesos con su eliminación.
5.2.8. MFE para el caso lineal
Dado que maximizar el margen es teóricamente el objetivo del entrenamiento de una SVM, se espera que
realizar eliminación de características para preservar el mayor margen, debe brindar soluciones para el
clasificador que generalicen de mejor forma en comparación con soluciones con menos margen. Dado que
RFE en general no consigue preservar este margen se desarrolla la técnica MFE [14].
El método MFE parte de un clasificador que es un separador del set de entrenamiento y en cada iteración,
elimina la característica mMFE que preserve el mayor margen positivo en el conjunto de entrenamiento. Se
enfatiza que la selección de características se necesita con mayor urgencia cuando la dimensionalidad del
espacio de características es muy alto y existen muy pocos ejemplos [14].
Un pseudocódigo para el método de MFE básico es el siguiente (La notación qi,m corresponde a la cantidad
q en una iteración de eliminación i sobre la eliminación de la característica m):
1. Preprocesamiento: seaM el conjunto de características eliminadas, conM = ∅ inicialmente. Primero
se corre el entrenamiento de la SVM en el espacio completo para encontrar un hiperplano de separa-
ción f (x) = 0 (con f parametrizada por ω, b) con una norma cuadrada de pesosL−1,0 = ‖ω‖2, donde
i = −1 significa que se realiza antes de eliminar cualquier característica ym−1 = 0 es un indice falso
de inicialización. Para cada característica m, se calcula δmn = ynxn,mωm∀n, teniendo en cuenta que
g (xn) = ynf (xn), entonces δmn es la cantidad ∆g, δ
j,m
n =
(
g
j−1,mj−1
n − gj,mn
)
cuyo valor es el
mismo en cada iteración para un par (m,n) dado. Se debe calcular gj,mn = ynb +
∑M
m=1 δ
m
n ∀n, se
fija i← 0 y en la iteración i se realizan las siguientes operaciones.
2. Para cada m /∈ M , usando recursión se calcula gi,mn = gi−1,mi−1n − δmn ∀n, se determina N i,m =
mı´n
n
gi,mn . Se determina también el conjunto de características candidatas S (i) =
{
m /∈M |N i,m ≥ 0}.
Nótese que δmn no necesita ser calculada en este paso si se almacenan durante el prepocesamiento para
todos los m y n. Si S (i) es vacío entonces los datos no son separables y se debe parar.
3. Para m ∈ S (i), usando recursividad se debe calcular
4. Eliminar la característica mi = arg ma´x
m∈S(i)
γi,m
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5. Mantener para la siguiente iteración solo las cantidades recursivas
{
gi,mn ∀n
}
, Li,mi asociadas con la
característica eliminada. Finalmente i = i+ 1 y se vuelve al paso 2.
5.2.9. MFE para el caso no lineal
Para manejar la suboptimalidad de RFE en el caso no lineal, se propone también un algoritmo recursivo MFE
para SVM’s basado en kernels, en este caso la recursión se realiza en el cálculo del kernel. Por ejemplo para
el kernel Gaussiano, denotando Ki,mk,n = K
(
si,mk , x
i,m
n
)
en la iteración i, se tiene la recursión [14]:
Ki,mk,n = K
i−1,mi−1
k,n exp
(
β (Sk,m − xn,m)2
)
∀k, ∀n (5.26)
Igualmente para el kernel polinomialK (u, v) = exp
(‖u− v‖2/(
γ2
)) y denotandoH i,mk,n = H (si,mk , xi,mn )
en la iteración de eliminación i se tiene la recursión:
H i,mk,n = H
i−1,mi−1
k,n − ‖sk,m − xn,m‖
2/(
γ2
)∀k, ∀n (5.27)
donde sk corresponde al vector de soporte k.
Ki,mk,n = exp
(
H i,mk,n
)
∀k, ∀n (5.28)
Estos kernels calculados recursivamente son utilizados para evaluar tanto la función discriminante
f (x) =
∑
k∈S
λskyskK (sk, x) + b (5.29)
y la norma del vector de pesos mediante
‖ω‖2 =
∑
k∈S
∑
l∈S
λskyskλslyslK (sk, sl) (5.30)
formando así las bases de un algoritmo de MFE-kernel cuya implementación consta de una simple modifica-
ción del pseudocódico que se presentó en la sección anterior. Este método MFE parte de un clasificador que
separa el conjunto de entrenamiento y en cada iteración i se elimina la característica mMFE que preserva el
mayor margen positivo para el conjunto de entrenamiento [14].
(mMFE , nMFE) = arg ma´x
m∈S=
{
m′gi,m
′
n′ >0,∀n′
}mı´n
n
gi,mn
|ω|i,m (5.31)
5.2.10. Extensión de MFE al caso multiclase
Teniendo en cuenta los enfoques discutidos para la extensión de SVM-RFE para el caso multiclase, se plan-
tea un esquema similar para el algoritmo MFE aplicado a dichos problemas. Siguiendo un esquema OVO,
se calcúlan las matrices Gn via 5.25 para cada uno de los problemas binarios y se realiza una combinación
lineal de dichas matrices para seleccionar la característica a eliminar teniendo en cuenta el criterio 5.31.
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En el presente capítulo se exponen los materiales utilizados para llevar a cabo el desarrollo del proyecto,
además del marco metodológico con el cual se plantea cumplir los objetivos de la investigación. Primero se
introducen las bases de datos y las cajas de herramientas a utilizar, para después discutir la forma en la cual
se realizará el procesamiento de las bases de datos y la selección de características. Finalmente se plantea
una etapa de validación donde se comparan los métodos con un esquema clásico de reducción del espacio
de características.
6.1. Bases de Datos
Para el análisis multimodal de emociones, varias bases de datos se han publicado en recientes años permi-
tiendo así un incremento considerable en los trabajos que se realizan es este campo de investigación. Para el
desarrollo de este proyecto se utilizan bases de datos que se encuentran bien posicionadas dentro del estado
del arte. La primera base de datos es conocida como Database for Emotion Analysis using Physiological
Signals (DEAP) [2] y la segunda base de datos sobre la cual se desarrolla el proyecto se conoce como Multi-
modal Database for Affect Recognition and Implicit Tagging (MAHNOB-HCI) [3]. Descripciones detalladas
de dichas bases de datos se encuentran en las secciones a continuación.
6.1.1. Base de datos DEAP
DEAP es una base de datos diseñada específicamente para el análisis de los estados afectivos de las personas.
Se adquieren el electroencefalograma y las señales fisiológicas periféricas de 32 participantes mientras eran
estímulados mediante 40 porciones de videos musicales de 1 minuto. Los experimentos fueron llevados
a cabo en 2 ambientes controlados de laboratorio con una iluminación constante. El EEG y las señales
fisiológicas periféricas fueron adquiridas usando un sistema Biosemi ActiveTwo System, en un equipo de
cómputo dedicado (Pentium 4, 3,2 GHz), mientras que la presentación de los segmentos de video se realiza
en otro equipo dedicado (Pentium 4, 3,2 GHz) [2].
Las señales adquiridas corresponden a los 32 canales del electroencefalograma (EEG), la respuesta galvánica
de la piel (GSR), la presión sanguínea, el patrón respiratorio, la temperatura de la piel, el electrooculogra-
ma (EOG) y el electromiograma (EMG). Adicionalmente para los 22 primeros participantes se adquirió la
señal de video del rostro en una posición frontal, utilizando una video grabadora Sony DCR-HC27E [2].
Los 32 participantes estaban distribuídos equitativamente entre hombres y mujeres con edades de 19 a 32
años y cada uno realiza una valoración de cada video en términos de los niveles de activación, evaluación,
gusto/disgusto, dominancia y familiaridad. Dichas valoraciones se adquieren utilizando el software Presen-
tation de Neurobehavioral systems. Al final de cada video cada participante hace la valoración utilizando
maniquíes de autovaloración (SAM) [59] que se utlizan para visualizar las diferentes escalas de evaluación.
El experimento comienza con una grabación de 2 minutos de la línea basal, tiempo en el cual se le pide al
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paciente que se relaje para después presentar los 40 videos en 40 pruebas individuales de la siguiente forma:
En la pantalla durante dos segundos aparece la información del número del video actual.
Grabación de 5 segundos de línea basal.
Presentación del video de un minuto.
Autovaloración de los niveles de activación, evaluación, gusto y dominancia.
La base de datos está disponible para descargar en archivos preprocesados en MATLAB, donde cada archivo
contiene todas las señales correspondientes a cada uno de los 40 videos de cada sujeto. En la Figura 6.1 se
encuentra un ejemplo del sistema utilizado para la captura de las señales al igual que el criterio de evalución
de los índices de las emociones basados en maniquies [2].
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Fig. 3. Placement of peripheral physiological sensors.
For Electrodes were used to record EOG and 4 for EMG
(zygomaticus major and trapezius muscles). In addition,
GSR, blood volume pressure (BVP), temperature and
respiration were measured.
instructions were clear to the participant, he/she was led
into the experiment room. After the sensors were placed
and their signals checked, the participants performed a
practice trial to familiarize themselves with the system.
In this unrecorded trial, a short video was shown, fol-
lowed by a self-assessment by the participant. Next, the
experimenter started the physiological signals recording
and left the room, after which the participant started the
experiment by pressing a key on the keyboard.
The experiment started with a 2 minute baseline
recording, during which a fixation cross was displayed
to the participant (who was asked to relax during this
period). Then the 40 videos were presented in 40 trials,
each consisting of the following steps:
1) A 2 second screen displaying the current trial num-
ber to inform the participants of their progress.
2) A 5 second baseline recording (fixation cross).
3) The 1 minute display of the music video.
4) Self-assessment for arousal, valence, liking and
dominance.
After 20 trials, the participants took a short break. Dur-
ing the break, they were offered some cookies and non-
caffeinated, non-alcoholic beverages. The experimenter
then checked the quality of the signals and the electrodes
placement and the participants were asked to continue
the second half of the test. Fig. 4 shows a participant
shortly before the start of the experiment.
3.3 Participant self-assessment
At the end of each trial, participants performed a self-
assessment of their levels of arousal, valence, liking and
dominance. Self-assessment manikins (SAM) [37] were
used to visualize the scales (see Fig. 5). For the liking
scale, thumbs down/thumbs up symbols were used. The
manikins were displayed in the middle of the screen
with the numbers 1-9 printed below. Participants moved
the mouse strictly horizontally just below the num-
bers and clicked to indicate their self-assessment level.
Fig. 4. A participant shortly before the experiment.
Fig. 5. Images used for self-assessment. from top: Va-
lence SAM, Arousal SAM, Dominance SAM, Liking.
Participants were informed they could click anywhere
directly below or in-between the numbers, making the
self-assessment a continuous scale.
The valence scale ranges from unhappy or sad to
happy or joyful. The arousal scale ranges from calm
or bored to stimulated or excited. The dominance scale
ranges from submissive (or ”without control”) to dom-
inant (or ”in control, empowered”). A fourth scale asks
for participants’ personal liking of the video. This last
scale should not be confused with the valence scale. This
measure inquires about the participants’ tastes, not their
feelings. For example, it is possible to like videos that
make one feel sad or angry. Finally, after the experiment,
participants were asked to rate their familiarity with each
of the songs on a scale of 1 (”Never heard it before the
experiment”) to 5 (”Knew the song very well”).
(a) Captura de las diferentes señales
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ing the break, they were offered some cookies and non-
caffeinated, non-alcoholic beverages. The experimenter
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placement and the participants were asked to continue
the second half of the test. Fig. 4 shows a participant
shortly before the start of the experiment.
3.3 Particip nt self-assessment
At the end of each trial, participants performed a s lf-
assessment of their levels of arousal, valence, l king and
dominance. Self-assessment maniki s (SAM) [37] were
used to visualize the scales (see Fig. 5). For the liking
scale, thumbs down/thumbs up symbols were used. The
manikins w re displayed i the middle of the screen
with the numbers 1-9 printed below. Participants moved
the mouse strictly horizontally just below the num-
bers and clicked to indicate their self-assessment level.
Fig. 4. A participant shortly before the experiment.
Fig. 5. Images used for self-assessment. from top: Va-
lence SAM, Arousal SAM, Dominance SAM, Liking.
Participants were informed they could click anywhere
directly below or in-between the numbers, making the
self-assessment a continuous scale.
The valence scale ranges from unhappy or sad to
happy or joyful. The arousal scale ranges from calm
or bored to stimulated or excited. The dominance scale
ranges from submissive (or ”without control”) to dom-
inant (or ”in control, empowered”). A fourth scale asks
for participants’ personal liking of the video. This last
scal should not be confused with the valence scale. This
measure inquires about the particip nts’ tastes, not their
feelings. For example, it is possible to like videos that
make one feel sad or angry. Finally, after the experiment,
participants were asked to rate their familiarity with each
of the songs on a scale of 1 (”Never heard it before the
experiment”) to 5 (”Knew the song very well”).
(b) Ejemplo del sistema de captura sobre un paciente
IEEE TRANS. AFFECTIVE COMPUTING 6
2 1
3
4
5
6
~1cm
~1cm
Left hand 
physiological sensors
GSR1
GSR2
Temp.
Pleth.
EXG sensors face
8
~1cm
EXG sensors trapezius,
respiration belt and EEG
Respiration belt
7
32 EEG electrodes
10-20 system
Fig. 3. Placement of peripheral physiological sensors.
For Electrodes were used to record EOG and 4 for EMG
(zygomaticus major and trapezius muscles). In addition,
GSR, blood volume pressure (BVP), temperature and
respiration were measured.
instructions were clear to the participant, he/she was l d
into the experiment room. After the sensors were placed
and their signals checked, the participants performed a
practice trial to familiarize themselves with the system.
In this unrecorded trial, a short video was shown, fol-
lowed by a self-assessment by the participant. Next, the
experimenter started the physiological signals recording
and left the room, after which the participant started the
experiment by pressing a key on the keyboard.
The experiment started with a 2 minut baseline
recording, during which a fixation cross was displayed
to the participant (who was asked to relax during this
period). Then the 40 videos were presented in 40 trials,
each consisting of the following steps:
1) A 2 second screen displaying the current trial num-
ber to inform the participants of their progress.
2) A 5 second baseline recording (fixation cross).
3) The 1 minute display of the music video.
4) Self-assessment for arousal, valence, liking and
dominance.
After 20 trials, the participants took a short break. Dur-
ing the break, they were offered some cookies a d on-
caffeinated, non-alcoholic beverages. The xperimenter
then checked the quality of the signals and the electrodes
placement and the participants were asked to contin e
the second half of the test. Fig. 4 shows a participant
shortly before the start of the experiment.
3.3 Participant self-assessment
At the end of each trial, participants performed a s lf-
assessment of their levels of arousal, valence, liking and
dominance. Self-assessment manikins (SAM) [37] were
used to visualize the scales (see Fig. 5). For the liking
scale, thumbs down/thumbs up symbols were used. The
manikins were displayed in the middle of the screen
with the numbers 1-9 printed below. Participants moved
the mouse strictly horizontally just below the num-
bers and clicked to indicate their self-assessment level.
Fig. 4. A participant shortly before the experiment.
Fig. 5. Images used for self-assessment. from top: Va-
lence SAM, Arousal SAM, Domin nce SAM, Liking.
P rticipants were informed they could lick anywhere
directly below or in-between the numbers, making the
self-assessment a continuous scale.
The valence scale ranges from unhappy r sad to
happy or joyful. The arousal scale ranges from calm
or bored to stimulated or excited. The dominance scale
ranges from submissive (or ”without control”) to dom-
inant (or ”in control, mpowered”). A fourth sc le asks
for participants’ personal liking of the vid o. This last
scale should not be confused with the valence scale. This
measure inquires about the participants’ tastes, not their
feelings. For example, it is possible to like videos that
make one feel sad or angry. Finally, after the experiment,
participants were asked to rate their familiarity with each
of the songs on a scale of 1 (”Never heard it before the
experiment”) to 5 (”Knew the song very well”).
(c) M niquies de Valoració
Figura 6.1: Ej mplo del sist ma de captura de la base de datos DEAP [2]
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controlled by the Tobii studio software. The Biosemi active
II system6 with active electrodes was used for physiological
signals acquisition. Physiological signals including ECG,
EEG (32 channels), respiration amplitude, and skin
temperature were recorded while the videos were shown
to the participants. In the first experiment, five multiple
choice questions were asked during the self-report for each
video. For the second experiment, where the feedback was
limited to yes and no, two big colored buttons (red and
green) were provided.
Thirty participants with different cultural backgrounds
volunteered to participate in response to a campus wide call
for volunteers at Imperial College, London. Out of the
30 young healthy adult participants, 17 were female and 13
were male; ages varied between 19 to 40 years old
(M ¼ 26:06; SD ¼ 4:39). Participants had different educa-
tional background, from undergraduate students to post-
doctoral fellows, with different English proficiency from
intermediate to native speakers. The data recorded from
three participants (P9, P12, P15) were not analyzed due to
technical problems and unfinished data collection. Hence,
the analysis results of this paper are only based on the
responses recorded from 27 participants.
4.2 Synchronized Setup
An overview of the synchronization in the recording setup
is shown in Fig. 3. To synchronize between sensors, we
centrally monitored the timings of all sensors, using a
MOTU 8pre7 audio interface (“c” in Fig. 3) that can sample
up to eight analog inputs simultaneously. This allowed the
derivation of the exact temporal relations between events in
each of the eight channels. By recording the external camera
trigger pulse signal (“b” in Fig. 3) in a parallel audio track
(see the fifth signal in Fig. 4), each recorded video frame
could be related to the recorded audio with an uncertainty
below 25 s. More details about the data synchronization
can be found in [28].
The gaze tracking data and physiological signals were
recorded with separated capture systems. Because neither of
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Fig. 3. Overview of our synchronized multisensor data capture system,
consisting of (a) a physiological measurement device, (b) video
cameras, (c) a multichannel A/D converter, (d) an A/V capture PC,
(e) microphones, (f) an eye gaze capture PC, (g) an eye gaze tracker,
and (h) a photo diode to capture the pulsed IR-illumination from the eye
gaze tracker. Camera trigger was recorded as audio and physiological
channels for synchronization.
6. http://www.biosemi.com.
7. http://www.motu.com/products/motuaudio/8pre.
Fig. 2. Natural expressions to a fearful (on the left) and disgusting (on the right) video. The snapshots of the stimuli videos with eye gaze overlaid
and without eye gaze overlaid, frontal captured video, raw physiological signals, and raw eye gaze data are shown. In the first row, the red circles
show the fixation points and their radius indicates the time spent in each fixation point. The red lines indicate the moments where each of the
snapshots was captured.
Figura 6.2: Ejemplo de captura de las señales para la base de datos MAHNOB [3]
6.1.2. Base de datos MAHNOB
La base de datos MAHNOB, es una base de datos multimodal, creada dentro del campo del reconocimiento
de emociones. Un setup multimodal se organiza para adquirir d f rma sincronizada videos d l rostro,
señales de audio, seguimiento de la mirada y señales fisiológicas del sistema nevioso periférico. El sistema
utilizado para capturar las diferentes señales es el Biosemi active II system con el cual se adquieren las
señales de el EEG, GSR, patrón respiratorio y la temperatura de la piel. Adicionalmente la información de
vide es capturada desd difere t s ángulos ut lizando 6 cámaras para registrar las expresiones faciales y la
pose de la cabeza [3].
30 participantes de diferentes fondos culturales participaron voluntariamente en el estudio realizado, 17
mujeres y 13 hombres co dades que va desde los 19 a los 40 años. En esta base de datos el estímulo
emocional se realiza de la misma forma que en la base de datos anterior, con videos que se presentan en
un monitor ante los cuales los particip ntes eben realizar sus valoraciones en términos de los niveles de
activación, evaluación, gusto/disgusto y dominancia [3].
Los archivos correspondientes a los exprimentos de cada sujeto, pueden ser descargados en carpetas que
contienen tant la información de video y de audio al igual que las señales fisiológicas en el formato nativo
de los sistemas Biosemi ".bdf". De igual forma un archivo XML presenta la información correspondiente al
experimento con las diferentes valoraciones de los participa tes [3].
En la Figura 6.2 se encuentra un ejemplo del sistema de adquisición de las señales al igual que los videos
de estímulo utilizados y algunas señales fisiológicas que hacen parte de las capturas relizadas.
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6.2. Cajas de Herramientas
6.2.1. Caja de Herramientas de gráficos de recurrencia para MATLAB
El toolbox de Gráficos de recurrencia (Cross Recurrence Plot Toolbox (CRP)) está basado en métodos de
análisis no lineales con el fondo matemático discutido en la sección de análisis no lineal en el marco de
referencia. El toolbox ha sido desarrollado bajo el proyecto denominado "Nonlinear Phase and Correlation
Analysis of Paleomagnetic and Paleoclimatic Records" bajo el sistema de prioridades del programa "Geo-
magnetic variations: spatio-temporal variations, processes and impacts on the system Earth" de la German
Science Foundation [60].
El toolbox se encuentra disponible mediante un archivo de instalación con extensión ".m", el cual simple-
mente debe ser ejecutado desde MATLAB, creando así un directorio con todas las funciones que permiten
ejecutar el análisis cuantitativo a partir de los graficos de recurrencia [60].
6.2.2. PRTools para MATLAB
PRTools es una caja de herramientas de reconocimiento de patrones para matlab, con más de 300 rutinas para
tareas tradicionales de reconocimiento de patrones. PRTools incluye procedimientos para generación de da-
tos, entrenamiento de clasificadores, combinación de clasificadores, selección de características, extracción
lineal y no lineal de características, estimación de densidad al igual que analisis evaluación y visualización
de clusters [61].
En el desarrollo de este trabajo PRTools es usado para crear las rutinas de selección de características basado
en SVM mediante RFE y MFE.
6.3. Procesamiento de las Bases de Datos
6.3.1. Extracción de Características
Partiendo de los archivos obtenidos con las bases de datos multimodales DEAP y MAHNOb, en primera
instancia se hace necesario la construcción de una rutina en MATLAB que permita leer el tipo de archivo
de la base de datos MAHNOB cuya extensión no se encuentra soportada en MATLAB. Después de esto,
es necesario hacer una revisión general de las características propias de las señales de las bases de datos y
crear rutinas de preprocesamiento en caso de ser necesarias, como son la eliminación de ruido y del nivel de
offset que pueda estar presente.
Después de tener las señales debidamente preprocesadas, el paso siguiente es realizar la extracción de carac-
terísticas lineales, teniendo en cuenta las características presentadas en la Tabla 6.1 para cada señal como se
propuso en [2]. Se construyen diferentes funciones en MATLAB que permiten analizar las señales y extraer
dichas características para cada una.
De igual forma se realiza la extracción de las características no lineales a partir del análisis de los gráficos
de recurrencia propuestos en [1] con lo cual se obtiene un conjunto compuesto por las características pre-
sentadas en la Tabla 6.2. Las señales utilizadas para el análisis no lineal son la GSR, la señal respiratoria y
el ritmo cardiaco de cada sujeto en las dos bases de datos.
6.3.2. Conjuntos de datos
Teniendo en cuenta las características lineales y no lineales extraídas de cada uno de los experimentos de
las dos bases de datos, se procede a construir diferentes conjuntos de datos para dividir las bases de datos en
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Tabla 6.1: Características a extraer de las Señales fisiológicas, EEG y video [2]
Señal Características
GSR Resistencia de la piel promedio, promedio de la derivada, prome-
dio de la derivada para valores negativos solamente, proporción
de los valores negativos con respecto a todas las muestras, núme-
ro de mínimos locales, tiempo promedio de subida de la señal,
densidad espectral de potencia en las bandas [0− 2,4]Hz, tasa de
cruces por cero de respuesta lenta (SCSR) [0− 0,2] Hz, tasa de
cruces por cero de respuesta muy lenta (SCVSR) [0− 0,08]Hz,
promedio de magnitud de los picos de SCSR y SCVSR.
Temperatura de la piel promedio, promedio de su derivada, densidad espectral de poten-
cia en las bandas ( [0− 0,1]Hz, [0,1− 0,2]Hz).
Patrón respiratorio promedio de la señal, promedio de su derivada, desviación están-
dar, 10 densidad espectral de potencia en las bandas 0 to 2,4Hz.
Ritmo Cardíaco Promedio y desviación estándar, radio de energía en las ban-
das de [0,04− 0,15]Hz and [0,15− 0,5]Hz, densidad espectral-
de potenciaen las bandas bands ( [0,1− 0,2]Hz, [0,2− 0,3]Hz,
[0,3− 0,4]Hz), baja frecuencia [0,01− 0,08]Hz, media frecuen-
cia [0,08− 0,15]Hz y alta frecuencia [0,15− 0,5]Hz de los com-
ponentes del espectro del ritmo caridaco.
EEG Potencia Espectral theta, slow alpha, alpha, beta y gamma por
cada electrodo. Asimetría de la potencia espectral entre los 14
pares de electrodos en las cuatro bandas de alpha, beta, theta y
gamma.
EMG y EOG Tasa de parpadeo, energía de la señal, media y varianza de la se-
ñal.
Video Forma media del rostro en cada uno de los frames.
Tabla 6.2: Características no lineales [1]
Análisis cuantitativo de recurrencia (RQA)
Señal a analizar Tasa de recurrencia (RR), Determinismo (DET), Laminaridad
(LAM), Tiempo de Captura (TT), Radio (R), Entropía (ENT) y
la línea diagonal más larga.
experimentos para el reconocimiento de emociones en problemas biclase y multiclase de la siguiente forma.
Utilizando los niveles de activación y evaluación (Arousal / Valence), se dividen las bases de datos en 4
conjuntos de datos, inicialmente con las características lineales que se extraen de cada señal en adición
al análisis no lineal sobre las 3 señales pertinentes y la información de video. Los conjuntos D1 y D2
corresponden a problemas biclase para el índice de activación con niveles de 1 − 2 hasta 8 − 9 que puede
ser entendido como las clases de pasivo hasta activo, de la misma forma para el índice de evaluación que va
desde desagradable hasta agradable. Los conjuntosD3 yD4 contienen una clase adicional para los espacios
de evaluación y de activación para los niveles entre 4 − 5 añadiendo así la clase neutral para cada uno
de los experimentos. Para la base de datos MAHNOB conjuntos de datos son extraídos de forma similar,
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Tabla 6.3: Conjuntos de Datos
Conjunto de Datos Descripción
D1 Base de Datos DEAP, Espacio de Activación en un problema bi-
clase, patrones seleccionados con con valores de 1− 2 y 8− 9
D2 Base de Datos DEAP, Espacio de Evaluación en un problema bi-
clase, patrones seleccionados con valores de 1− 2 y 8− 9
D3 Base de Datos DEAP, Espacio de Activación en un problema mul-
ticlase, patrones seleccionados con valores de 1−2, 4−5 y 8−9
D4 Base de Datos DEAP, Espacio de Evaluación en un problema
multiclase, patrones seleccionados con valores de 1 − 2, 4 − 5
y 8− 9
M1 Base de Datos MAHNOB, Espacio de Activación en un problema
biclase, patrones seleccionados con con valores de 1− 2 y 8− 9
M2 Base de Datos MAHNOB, Espacio de Evaluación en un problema
biclase, patrones seleccionados con valores de 1− 2 y 8− 9
M3 Base de Datos MAHNOB, Espacio de Activación en un problema
multiclase, patrones seleccionados con valores de 1 − 2, 4 − 5 y
8− 9
M4 Base de Datos MAHNOB, Espacio de Evaluación en un problema
multiclase, patrones seleccionados con valores de 1 − 2, 4 − 5 y
8− 9
conjuntos equivalentes los 4 primeros conjuntos de datos D1 −D4 son nombrados como M1 −M4 para
los dos espacios de clasificación de evaluación y activación, pero para esta base de datos solo se tienen en
cuenta las características lineales. Un resumen de los diferentes conjuntos de datos creados se presenta en la
Tabla 6.3.
Todos los conjuntos de datos se almacenan en archivos independientes con formato .mat para su posterior
uso en las tareas de selección de características y clasificación. La distribución exacta de las características
en los conjuntos de datos se muestra en las Tablas 6.4 y 6.5 correspondientes a las bases de datos DEAP y
MAHNOB respectivamente.
6.4. Selección de características
Para la selección de características se construyen rutinas en MATLAB que permitan la implementación de
los métodos de RFE y MFE usando como base para el entrenamiento de las Máquinas de Soporte Vectorial
el toolbox de reconocimiento de patrones PRTools. Debido al uso de SVM’s no lineales basadas en kernels,
se deben desarrollar también rutinas que permitan realizar el cálculo de los kernels de forma recursiva como
se propuso en el Capítulo 5.2.
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Tabla 6.4: Índices de las características de la base de datos DEAP
Señal Índices
GSR 1 : 11
GSR - RQA 12 : 19
Temp 20 : 23
Resp 24 : 27
Resp - RQA 28 : 35
HR 36 : 45
HR - RQA 46 : 53
EEG 54 : 276
EOG y EMG 277 : 288
Video 289 : 323
Tabla 6.5: Índices de las características de la base de datos MAHNOB
Señal Índices
GSR 1 : 11
Temp 12 : 15
Resp 16 : 19
HR1 20 : 29
HR2 30 : 39
HR3 40 : 49
EEG 50 : 273
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6.4.1. Implementación del Algoritmo SVM-RFE no lineal
Data: Espacio Original de Características
Result: Espacio de Características Reducido
• Fijar el porcentaje de características a eliminar PorcElim.
• Fijar el número de características a eliminar en cada iteración nElim.
• Calcular el tamaño final del espacio de características nFinal.
• Se crean los espacios logarítmicos de búsqueda para los parámetros γ y C de la RBF-SVM, cuyo kernel
tiene la forma K (u, v) = exp
(‖u− v‖2/(
γ2
))
• Fijar el número de repeticiones del algoritmo MFE nReps.
for cont < nReps do
Inicializar el vector de ranking ranking = [].
while nFeatures > nFinal do
Dividir el conjunto total de ejemplos en subconjuntos de entrenamiento y de test.
Encontrar los mejores γ y C para el conjunto de entrenamiento.
Entrenar la RBF − SVM para encontrar un hiperplano de separación para el conjunto de entrena-
miento (obtener los α correspondientes).
Se calcula inicialmente la matriz H de los productos escalares entre todos los ejemplos de entrena-
miento.
Utilizando la matriz H se calcula el vector de coeficientes de ranking DJ (i) vía 5.20 y 5.21.
Teniendo en cuenta nElim eliminar las características con menor coeficiente de ranking mRFE .
Almacenar los índices de la características eliminadas ranking = [ranking,mRFE ].
Se elimina dicha característica y se calcúla el nuevo tamaño del espacio de características nFeatures.
end
Se almacena el vector de ranking y se realiza una nueva repetición del algoritmo MFE.
end
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6.4.2. Implementación del Algoritmo SVM-RFE multiclase (OVO)
Data: Espacio Original de Características
Result: Espacio de Características Reducido
• Fijar el porcentaje de características a eliminar PorcElim.
• Fijar el número de características a eliminar en cada iteración nElim.
• Calcular el tamaño final del espacio de características nFinal.
• Se crean los espacios logarítmicos de búsqueda para los parámetros γ y C de la RBF-SVM, cuyo kernel
tiene la forma K (u, v) = exp
(‖u− v‖2/(
γ2
))
• Fijar el número de repeticiones del algoritmo MFE nReps.
for cont < nReps do
Inicializar el vector de ranking ranking = [].
while nFeatures > nFinal do
• dividir en nP problemas biclase mediante el enfoque OVO.
for 1:nP do
Dividir el conjunto total de ejemplos en subconjuntos de entrenamiento y de test.
Encontrar los mejores γ y C para el conjunto de entrenamiento.
Entrenar la RBF − SVM para encontrar un hiperplano de separación para el conjunto de en-
trenamiento (obtener los α correspondientes).
Se calcula inicialmente la matriz H de los productos escalares entre todos los ejemplos de en-
trenamiento.
Utilizando la matriz H se calcula el vector de coeficientes de ranking DJ (i) vía 5.20 y 5.21.
• Se almacena el vector de ranking del caso biclase actual en una matriz de vectores DJ de
tamaño nFeatures x nP .
end
Se obtiene un vector final de ranking como la suma de todos los vectores de cada caso biclase.
Teniendo en cuenta nElim eliminar las características con menor coeficiente de ranking mRFE .
Almacenar los índices de la características eliminadas ranking = [ranking,mRFE ].
Se elimina dicha característica y se calcúla el nuevo tamaño del espacio de características nFeatures.
end
Se almacena el vector de ranking y se realiza una nueva repetición del algoritmo MFE.
end
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6.4.3. Implementación del Algoritmo MFE no lineal
Data: Espacio Original de Características
Result: Espacio de Características Reducido
• Fijar el porcentaje de características a eliminar PorcElim.
• Calcular el tamaño final del espacio de características nFinal.
• Se crean los espacios logarítmicos de búsqueda para los parámetros γ y C de la RBF-SVM, cuyo kernel
tiene la forma K (u, v) = exp
(‖u− v‖2/(
γ2
))
• Fijar el número de repeticiones del algoritmo MFE nReps.
for cont < nReps do
Inicializar el vector de ranking ranking = [].
while nFeatures > nFinal do
Dividir el conjunto total de ejemplos en subconjuntos de entrenamiento y de test.
Encontrar los mejores γ y C para el conjunto de entrenamiento.
Entrenar la RBF − SVM para encontrar un hiperplano de separación para el conjunto de entrena-
miento (obtener los α correspondientes).
El cálculo el kernel se hace incialmente para todas las características n y todos los vectores de so-
porte k.
Luego recursivamente se calculan los kernels ante la eliminación de una característica usando 5.27
y 5.28.
Se evalúan tanto la función discriminante 5.29 como la norma del vector de pesos 5.30 para obtener
la matriz Gn que tiene un tamaño nFeatures x mExamples.
Se evalúa el criterio según 5.31 para encontrar la característica mMFE a eliminar.
Se almacena el indice de la característica ranking = [ranking,mMFE ].
Se elimina dicha característica y se calcúla el nuevo tamaño del espacio de características nFeatures.
end
Se almacena el vector de ranking y se realiza una nueva repetición del algoritmo MFE.
end
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6.4.4. Implementación del Algoritmo MFE multiclase (OVO)
Data: Espacio Original de Características
Result: Espacio de Características Reducido
• Fijar el porcentaje de características a eliminar PorcElim.
• Calcular el tamaño final del espacio de características nFinal.
• Se crean los espacios logarítmicos de búsqueda para los parámetros γ y C de la RBF-SVM, cuyo kernel
tiene la forma K (u, v) = exp
(‖u− v‖2/(
γ2
))
• Fijar el número de repeticiones del algoritmo MFE nReps.
for cont < nReps do
Inicializar el vector de ranking ranking = [].
while nFeatures > nFinal do
• se divide el problema multiclase en nP problemas biclase con el enfoque OVO.
for i:nP do
Dividir el conjunto total de ejemplos en subconjuntos de entrenamiento y de test.
Encontrar los mejores γ y C para el conjunto de entrenamiento.
Entrenar la RBF − SVM para encontrar un hiperplano de separación para el conjunto de en-
trenamiento (obtener los α correspondientes).
El cálculo el kernel se hace incialmente para todas las características n y todos los vectores de
soporte k.
Luego recursivamente se calculan los kernels ante la eliminación de una característica usando
5.27 y 5.28.
Se evalúan tanto la función discriminante 5.29 como la norma del vector de pesos 5.30 para
obtener la matriz Gn que tiene un tamaño mExamplesi x nFeatures.
• almacenar la matriz Gn correspondiente al caso biclase actual dentro de una matriz Galln de
tamaño MExamples x nFeatures.
end
Se evalúa el criterio según 5.31 para encontrar la característica mMFE a eliminar a partir de la ma-
triz Galln.
Se almacena el indice de la característica ranking = [ranking,mMFE ].
Se elimina dicha característica y se calcúla el nuevo tamaño del espacio de características nFeatures.
end
Se almacena el vector de ranking y se realiza una nueva repetición del algoritmo MFE.
end
6.5. Experimentos para los métodos de Selección de
Características
Partiendo de los diferentes conjuntos de datos que se extraen de las bases de datos y con la implementa-
ción de los algoritmos de selección de características para los problemas biclase y multiclase, se procede
a realizar diferentes experimentos que permitan evaluar el desempeño de los algoritmos de selección en el
reconocimiento de emociones en un espacio de clasificación dimensional (Activación - Evaluación)
Teniendo en cuenta los fundamentos de RFE se plantea la realización de diferentes experimentos de eva-
luación mediante la eliminación en primera instancia de conjuntos de características en cada iteración, para
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después reducir el tamaño de dicho conjunto a eliminar, hasta el punto en el cual se elimina una característica
en cada iteración tanto para los casos biclase como multiclase. Se fija igualmente un tamaño para el conjunto
final de carcaterísticas que va a tener el 0,5 % del tamaño del conjunto original de características. Para el
experimento de eliminación de un conjunto de características por iteración, se fija el algoritmo de RFE para
eliminar 65 característcas en la primera iteración y luego se decrementa este número de características a
eliminar en un 20 % para la iteración siguiente hasta que al final el método solo elimine una característica
en cada iteración. Adicionalmente debido al mayor costo computacional del método multiclase, se fija la
eliminación de 100 características en la primera iteración. En el caso de MFE el método esta diseñado pa-
ra eliminar una característica en cada iteración por lo cual no se realiza el experimento de eliminación de
conjuntos de características.
Se debe tener en cuenta que después de cada iteración de los algoritmos de selección discriminante de carac-
terísticas, se calcula el porcentaje de acierto del clasificador entrenado con dichas características, variando
los patrones de entrenamiento y test en las 10 realizaciones del mismo experimento con el fin de hacer vali-
dación cruzada, dividiendo el conjunto total de patrones en un 80 % para entrenamiento y un 20 % para test.
Los experimentos de eliminación se llevan a cabo varias veces, hasta alcanzar 10 realizaciones. Los vectores
con los índices en cada una de las características que se eliminan al igual que el conjunto final de caracte-
rísticas y los porcentajes de acierto después de cada iteración son almacenados para su posterior análisis en
cada unas de las realizaciones de RFE y MFE en los diferentes experimentos con cada uno de los conjuntos
de datos.
6.5.1. Validación de los métodos de selección
Para evaluar el correcto funcionamiento de los algoritmos de selección discriminante de características (RFE
y MFE), se propone realizar una etapa de validación en la cual se comparan los resultados arrojados por los
algoritmos de selección sobre los diferentes conjuntos de datos, con respecto a un esquema clásico de re-
ducción de la dimensionalidad del espacio de características con un enfoque de proyección como lo es
PCA [62] y ciertos algoritmos de selección de características como el branch and bound feature selec-
tion [63], backward feature selection [64] y la selección individual de características. Estos métodos serán
utilizados mediante las respectivas implementaciones existentes en la caja de herramientas PRTools, con los
cuales se eliminará en cada iteración del algoritmo un porcentaje del conjutno de características existentes
para hacer un paralelo con los métodos discriminativos implementados en este trabajo.
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En el presente capítulo se exponen los resultados obtenidos a partir de los diferentes experimentos realizados
sobre los conjuntos de datos propuestos en 6.3.2 a partir de las 2 bases de datos. El capítulo se encuentra
dividido en dos secciones correspondientes a cada una de las bases de datos y a los experimentos con los
métodos de selección sobre los conjuntos de datos.
7.1. Resultados para la base de datos DEAP
Partiendo de los conjuntos de datos para la base de datos DEAP D1 − D4 diferentes experimentos se
llevan a cabo para los métodos de RFE y MFE. Los resultados están divididos en dos partes, la primera
muestra los porcentajes de acierto obtenidos a partir de los subconjuntos de características seleccionados
en cada iteración y posteriormente el cálculo de histogramas que representan el número de veces que una
característica esta presente en el subconjunto final.
7.1.1. Selección de características sobre el Conjunto de datos D1
Con el fin de interpretar de mejor forma los resultados para los porcentajes de acierto en cada experimento, se
calculan la media y la desviación estandar para las 10 realizaciones, con lo cual se presentan a continuación
los resultados para los diferentes conjuntos de datos de forma generalizada. Para el primer conjunto de datos
correspondiente al espacio de activación en un problema biclase, se presentan los porcentajes de acierto
obtenidos para las dos metodologías de selección de características Figura 7.1.
Se puede observar en la Figura 7.1(a) y (b), la comparación entre las dos metodologías de selección, y el
comportamiento del porcentaje de acierto para el conjunto D1, a medida que se realizan varias iteraciones
en las cuales se eliminan conjuntos de características en el caso de RFE o una característica a la vez como
en el caso de MFE. Inicialmente con el conjunto total de características, se obtienen porcentajes de acierto
de al rededor del 70 % y se observa como a medida que se eliminan características con los dos métodos, el
porcentaje de acierto empieza a decrecer de forma considerable únicamente después de que el subconjunto
de características seleccionado tiene un tamaño menor del 15 % del tamaño original en el caso de RFE,
mientras que para el algoritmo MFE, el porcentaje de acierto se sigue manteniendo en un nivel al rededor
del 70 % incluso para subconjuntos de menos del 15 % del tamaño original.
El análisis de los subconjuntos finales seleccionados en todas las repeticiones del experimento sobre el
conjunto D1, se presentan mediante los histogramas que se encuentran en la Figura 7.2. Basados en estos
histogramas, se puede realizar un análisis de las características provenientes de las señales que son más
relevantes en cuanto a la información que aportan en la clasificación de las emociones, ya que su inclusión
en el conjunto final de características un mayor número de veces corresponde a que fueron seleccionadas
por los algoritmos como aquellas características más discriminantes.
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Figura 7.1: RFE y MFE sobre el conjunto de datos D1 (cálculo de media y de desviación estandar)
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Figura 7.2: Histograma de ocurrencia de las características en el subconjunto final para D1
Teniendo en cuenta la organización de los índices de las características presentados en la Tabla 6.4 y los
resultados presentados en los histogramas de la Figura 7.2, para el espacio de activación en el problema
biclase, las características que más se repiten en el conjunto final teniendo en cuenta aquellas con un umbral
de repetición de más del 50 % en todas las 10 realizaciones del experimento con RFE Figura 7.2(a), corres-
ponden a una característica proveniente de la señal de la temperatura de la piel (promedio de la derivada
(índice 21)), de la señal respiratoria ((índices 23, 24, 26)), del ritmo cardíaco (índice 37) y del EEG (índi-
ce 64). En el caso del algoritmo de selección MFE, aquellas características con mayores apariciones en el
subconjunto final son aquellas que provienen del EEG (índices 67, 87, 138, 214, 221, 249).
7.1.2. Selección de características sobre el Conjunto de datos D2
El segundo conjunto de datos a analizar, corresponde al espacio de evaluación en el problema biclase. Los
porcentajes de acierto obtenidos mediante la selección de características empleando RFE y MFE se presen-
tan en la Figura 7.3. En este espacio de evaluación, con el conjunto total de 323 características se obtienen
porcentajes de acierto alrededor del 72 % y de forma similar que en el experimento sobre el conunto D1,
el algoritmo de selección RFE elimina iterativamente grupos de características que causan una disminución
en los porcentajes de acierto que se hace más grande cuando el subconjunto de características es menor
del 15 % del tamaño total de características llegando a porcentajes de acierto de alrededor del 60 %. Con el
algoritmo de selección MFE, se presenta un comportamiento diferente en el cual a partir de la eliminación
de características el porcentaje de acierto aumenta en algunos casos hasta niveles cercanos al 78 %, para
luego disminuir hasta niveles cercanos al 70 % con el subconjunto final.
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Figura 7.3: RFE y MFE sobre el conjunto de datos D2 (cálculo de media y de desviación estandar)
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Figura 7.4: Histograma de ocurrencia de las características en el subconjunto final para D2
Analizando el conjunto final de características seleccionadas por los dos algoritmos en las diferentes realiza-
ciones del experimento, se pueden construir los histogramas que se muestran en la Figura 7.4 para determinar
la ocurrencia de una determinada característica en dicho conjunto final. Utilizando el método RFE, en los
conjuntos finales de características prevalecen características de la señal de temperatura (21, 23) y 3 caracte-
rísticas provenientes del HR (37, 41, 44), al igual que 2 características de la señal respiratoria (24, 29). Con el
algoritmo de MFE, las características con más apariciones en el conjunto final, corresponden a aquellas ex-
traídas del EEG (67, 138, 188, 218, 230, 263 y la 260 que aparece en el 90 % de las repeticiones) en adición
a algunas característica del HR (45, 51), esto teniendo como umbral de repetición el 50 % de repeticiones.
7.1.3. Selección de características sobre el Conjunto de datos D3
Para el conjunto de datos D3 correspondiente al problema biclase para el espacio de activación, las realiza-
ciones de los experimentos de selección usando RFE y MFE se encuentran contenidas en la Figura 7.5. Para
el caso del algoritmo MFE, a partir del porcentaje incial de 57 % para el conjunto total de características,
el porcentaje decrece para subconjuntos de tamaños intermedios hasta alrededor del 55 % y finalmente con
subconjuntos finales de características alcanzando tasas de acierto del 50 %. Los experimentos realizados
con el algoritmo RFE exhiben un comportamiento similar para los porcentajes de acierto con este conjunto
de datos.
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Figura 7.5: RFE y MFE sobre el conjunto de datos D3 (cálculo de media y de desviación estandar)
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Figura 7.6: Histograma de ocurrencia de las características en el subconjunto final para D3
Siguiendo el esquema de análisis del subconjunto final de características, para los experimentos de selección
sobre el conjunto D3 se puede observar en la Figura 7.6 que en el caso del algoritmo de selección mediante
MFE, como las características que tienen un mayor número de apariciones corresponden a un par extraídas
del análisis no lineal de la señal del ritmo cardiaco (46, 51), en combinación con algunas extraídas a partir del
EEG (88, 162, 168, 170, 172, 174). Para el algoritmo de selcción mediante RFE, encontramos en la mayoría
de realizaciones del experimento características provenientes de la señal del HR (44), del GSR (3) y de la
señal respiratoria (25).
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Figura 7.7: Histograma de ocurrencia de las características en el subconjunto final para D4
7.1.4. Selección de características sobre el Conjunto de datos D4
Finalmente para el espacio de evaluación en el problema multiclase, conjunto D4, los experimentos de
selección de características arrojan los resultados que se presentan en la Figura 7.8, donde se puede observar
tanto para el experimento con MFE como con RFE, como los porcentajes de acierto van desde el 55 %
para el conjunto total pasando por ciertos incrementos con algunos conjuntos intermedios de hasta el 60 %,
llegando finalmente a tasas de acierto del 50 % con el subconjunto final para MFE y del 45 % para RFE.
El análisis de las características presentes en el subconjunto final, muestra a través de los histogramas que las
características que tienen una mayor tasa de apariciones son aquellas extraídas a partir del EEG (230, 247)
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Figura 7.8: RFE y MFE sobre el conjunto de datos D4 (cálculo de media y de desviación estandar)
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y del análisis no lineal del HR (47) para el algoritmo MFE, mientras que para RFE predominan las caracte-
rísticas de la señal del ritmo cardiaco (36, 37, 45), Figura 7.7.
7.2. Resultados para la base de datos MAHNOB
Para realizar pruebas con la base de datos MAHNOB se utilizan los conjuntos de datos M1 − M4 que
corresponden a las características lineales extraídas de las señales fisiológicas para cada una de las reali-
zaciones de la forma que se propuso en la Sección 6.3.2. Los resultados se dividen en secciones para cada
conjunto de datos.
7.2.1. Selección de características sobre el Conjunto de datos M1
Para el problema biclase en el espacio de activación, se utilizan los dos métodos de selección para encontrar
un subconjunto de un tamaño reducido como se ha realizado en los experimentos anteriores. En la Figura
7.9 se pueden observar las variaciones en el porcentaje de acierto a medida que se eliminan características
para los dos métodos. En el caso de RFE, Figura 7.9(a), se observa inicialmente un porcentaje de acierto del
67 % con el conjunto total de 273 características, el cual a medida que se avanzan las iteraciones presenta
un cierto incremento, llegando a porcentajes de alrededor del 78 % con algunos subconjuntos de menos de
50 caracteísticas. Para el algoritmo de selección mediante MFE, el porcentaje de acierto inicial con todas
las características es del 54 % y dicho porcentaje se mantiene a pesar de las diferentes eliminaciones incluso
con un leve incremento para subconjuntos de características reducidos con los cuáles se llega a porcentajes
de acierto cercanos al 57 %.
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Figura 7.9: RFE y MFE sobre el conjunto de datos M1 (cálculo de media y de desviación estandar)
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Figura 7.10: Histograma de ocurrencia de las características en el subconjunto final para M1
Los histogramas de aparición de características en el subconjunto final seleccionado para M1 se presentan
en la Figura 7.10. Mediante el análisis de los histogramas , se puede observar que para el caso del espacio
de activación en el problema biclase predominan las características provenientes de una de las señales del
ritmo cardiaco HR2 (32, 35, 36, 37, 38, 39 y 43) cuando se utiliza el algoritmo RFE, mientras que para el
caso en el que se utiliza el algoritmo de MFE, se seleccionan en su mayoría características provenientes del
GSR (5, 6, 9) y una del HR (31), tomando como umbral el 50 % de apariciones en el conjunto final.
7.2.2. Selección de características sobre el Conjunto de datos M2
Sobre el conjunto de evaluación en el problema biclase, utilizando el algoritmo de selección RFE se presenta
un comportamiento similar que para el conjunto M1 donde a partir del porcentaje inicial con el conjunto
total de características, en este caso del 66 %, se nota un aumento en los porcentajes para subconjuntos de
características llegando inclusive hasta el 79 % para luego finalmente decaer con subconjuntos muy peque-
ños hasta ordenes alrededor del 50 % como se puede observar en la Figura 7.11(a). En el caso del método
MFE, se parte del mismo porcentaje inicial y se incrementa dicho porcentaje para algunos subconjuntos de
características inclusive hasta llegar a porcentajes del 75 % para finalmente decrecer con subconjuntos más
reducidos con porcentajes de acierto de alrededor del 63 %, Figura 7.11(b).
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Figura 7.11: RFE y MFE sobre el conjunto de datos M2 (cálculo de media y de desviación estandar)
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Figura 7.12: Histograma de ocurrencia de las características en el subconjunto final para M2
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Figura 7.13: Histograma de ocurrencia de las características en el subconjunto final para M3
Para el espacio de evaluación al analizar los histogramas de las características en el subconjunto final, se
puede observar que las características que son seleccionadas un mayor número de veces provienen del HR2
(36, 37, 38), Figura 7.12(a). De forma análoga cuando se utilizó el método de selección MFE, las caracterís-
ticas más seleccionadas en el subconjunto final provienen de las señales del EEG (59, 73, 82, 101, 133, 219),
Figura 7.12(b).
7.2.3. Selección de características sobre el Conjunto de datos M3
En cuanto a los problemas multiclase para el espacio de activación sobre base de datos MAHNOB, se obtie-
nen los porcentajes de acierto de la misma forma a medida que avanzan las iteraciones con los dos métodos
como lo muestra la Figura 7.14. Utilizando RFE se reduce a dimensionalidad del espacio de característi-
cas manteniendo el porcentaje de acierto para los diferentes conjuntos alrededor del 46 % que corresponde
al porcentaje para el conjunto total de características. En el caso del algoritmo MFE, el porcentaje decae
rápidamente desde el 46 % obtenido inicialmente hasta valores que se mantienen alrededor del 40 % para
subconjuntos reducidos.
De forma similar al caso del conjunto M3, los subconjuntos finales contienen en la mayoría de las reali-
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Figura 7.14: RFE y MFE sobre el conjunto de datos M3 (cálculo de media y de desviación estandar)
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zaciones características provenientes de la señal del ritmo cardiaco HR2 (37, 38, 39, 42) cuando se utiliza
RFE, Figura 7.13(a). En el caso de la selección mediante MFE se puede observar una mayor contribución a
partir de la señal de EEG para este problema multiclase (59, 87, 104, 216, 220, 225, 241), Figura 7.13(b).
7.2.4. Selección de características sobre el Conjunto de datos M4
Finalmente los experimentos llevados a cabo sobre el problema multiclas en el espacio de evaluación para
la base de datos MAHNOB, presentan porcentajes de acierto iniciales del 50 % y en el caso particular del
método de RFE, para algunos subconjuntos de menos de 60 características se alcanzan porcentajes de hasta
el 59 %. Para el caso con MFE, despues de varias iteraciones, el porcentaje de acierto no presenta muchas
variaciones y se mantiene cerca del 45 % como se puede observar en la Figura 7.15.
A partir del análisis de los histogramas sobre los conjuntos finales para M4, se puede observar que si-
guen predominando las características provenientes del ritmo cardiaco HR2 (39) en el caso de la selección
mediante RFE, mientras que para el método MFE, siguen siendo las características del EEG (59, 87, 220)
aquellas que son recurrentes en el conjunto final, Figura 7.16.
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Figura 7.15: RFE y MFE sobre el conjunto de datos M4 (cálculo de media y de desviación estandar)
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Figura 7.16: Histograma de ocurrencia de las características en el subconjunto final para M4
Una recopilación de las características con más apariciones en el subconjunto final se presenta en la Tabla
7.1. Como se puede observar, algunos de los índices de las características que se repiten son comunes en
cada base de datos, como los on las características del HR en la mayorÃa de los experimentos para la
DEAP, al igual que otros índices que siempre aparecen en los experimentos de la base de datos MAHNOB
provenientes del EEG.
Tabla 7.1: Características en los subconjuntos finales
Experimento Índices de características
retenidas
Experimento Índices de características
retenidas
RFE - D1 21, 23, 24, 26, 37, 64 RFE - M1 32, 35, 36, 37, 38, 39 y 43
RFE - D2 21, 23, 24, 29, 37, 41, 44 RFE - M2 36, 37, 38
RFE - D3 3, 25, 44 RFE - M3 37, 38, 39, 42
RFE - D4 36, 37, 45 RFE - M4 39
MFE - D1 67, 87, 138, 214, 221, 249 MFE - M1 5, 6, 9, 31
MFE - D2 45, 51, 67, 138, 188, 218, 230, 260, 263 MFE - M2 59, 73, 82, 101, 133, 219
MFE - D3 46, 51, 88, 162, 168, 170, 172, 174 MFE - M3 59, 87, 104, 216, 220, 225, 241
MFE - D4 47, 230, 247 MFE - M4 59, 87, 220
7.3. Validación de los métodos de selección RFE y MFE contra
otros esquemas de selección de características
Para evaluar el desempeño de los algoritmos de selección de características propuestos en el presente tra-
bajo de investigación, se realiza un paralelo entre RFE, MFE y un algunos esquemas de reducción de la
dimensionalidad del espacio de características como lo es el Análisis de Componentes Principales (PCA), el
algoritmo de selección de características Branch and Bound (B&B), la eliminación de características hacia
atrás(RS) y la eliminación individual de características. Para dicho fin, se utiliza en MATLAB la caja de
herramientas PRTools, en la cual existen implementaciones de estos algoritmos de selección. Basados en
estos esquema de selección, se realizan experimentos sobre los conjuntos de datos D1, D2,M1,M2 con el
fin de comparar el desempeño en cuanto a los porcentajes de acierto a medida que se reduce el espacio de
características. Los resultados obtenidos para los espacios de activación y evaluación en problemas biclase
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se presentan en la Figura 7.17.
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(c) Activación biclase MAHNOB
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(d) Evaluación biclase MAHNOB
Figura 7.17: Comparación entre los métodos RFE, MFE y otros métodos de selección
Se fija el algoritmo PCA para que realice la reducción del espacio de características en diferentes tamaños
con respecto al conjunto original de características, los demás algoritmos de selección de características se
fijan para eliminar en cada experimento un 10 % del conjunto original y asi sucesivamente hasta alcanzar
un subconjunto de características menor que el 10 % del tamaño incial. Con estos nuevos espacios de carac-
terística se realiza el entrenamiento de una SVM con una función de base radial, realizando una busqueda
de los parámetros de entrenamiento óptimos γ y C de la RBF-SVM con el fin de determinar el porcentaje
de acierto respectivo. Como se puede observar a partir de los resultados en la Figura 7.17, el desempeño de
los algoritmos de selección discriminante para SVM’s, presentan en general mejores porcentajes de acierto
a medida que se reduce el espacio de características en comparación con los demas esquemas. Cabe notar
que el desempeño de PCA en algunos casos iguala o mejora levemente la precisión en la clasificación de
emociones con subconjuntos o subespacios de características en comparación con RFE, sin embargo, el es-
quema de selección mediante MFE presenta claramente mejores resultados en cuanto a la tasa de acierto se
refiere en todos los casos.
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Basados en el análisis de los resultados para los métodos implementados de RFE y MFE presentados en el
Capítulo 7 y teniendo como referencia los objetivos del proyecto, se pueden discutir varios aspectos claves
en el desarrollo del presente trabajo.
8.1. Discusión General
Con la extracción de características realizada para las dos bases de datos DEAP y MAHNOB, se pudo
capturar información relevante en cuanto a la discriminación de diferentes estados emocionales dentro del
espacio de clasificación Activación - Evaluación, alcanzando en algunos problemas biclase porcentajes de
acierto de inclusive más del 75 % como en los resultados que se presentan en la Figura 7.1 y en problemas
multiclase porcentajes al rededor del 60 % como se muestra en 7.5. Estas características extraídas según lo
planteado en [2], en adición a el análisis propuesto en [1] conforman un conjunto de 323 característicaspara
la base de datos DEAP y de 276 para la base de datos MAHNOB, que pueden ser utilizadas de forma
efectiva en problemas de clasificación, sin embargo, la extracción de las mismas conlleva un alto costo
computacional que puede resultar totalmente inadecuado en cierto tipo de aplicaciones donde se requiere un
procesamiento veloz.
Puede generalizarse a partir de los resultados obtenidos, que el espacio de clasificación de activación permite
encontrar una diferenciación más clara entre las clases tanto en problemas biclase como multiclase, dados
los porcentajes de acierto mas altos en comparación con el espacio de evaluación para los diversos conjuntos
de datos utilizados.
Los métodos de selección de características que se proponen en este proyecto, permiten reducir el conjunto
de características con el fin de realizar la clasificación de emociones, partiendo de un enfoque multimodal,
preservando los porcentajes de acierto mediante la conformación de un subconjunto de características que
brinde una correcta separación entre las diferentes clases. En las diferentes pruebas realizadas para los dos
métodos, se observa como a pesar de la eliminación de la mayoría de las características el porcentaje de
acierto sólo decrece considerablemente cuando el tamaño del subconjunto seleccionado es menor que el
15 % del tamaño original.
8.1.1. Sobre los métodos de eliminación de características RFE y MFE
Partiendo de las bases teóricas de los dos métodos expuestos en el Capítulo 5.2, los resultados obtenidos son
coherentes con el fundamento de la eliminación recursiva de características, que busca en cada iteración,
descartar una característica (o un conjunto de las mismas) que tengan una menor relevancia en cuanto a la
separación entre clases de la SVM.
A medida que se observan los resultados de los experimentos para los diferentes conjuntos de datos utili-
zando RFE eliminando conjuntos de características en cada iteración, se puede evidenciar que el criterio de
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selección de RFE permite eliminar conjuntos de características mientras el nivel del porcentaje de acierto
se mantiene cercano al valor obtenido con el conjunto original de características tanto para los espacios de
activación como de evaluación en problemas biclase y multiclase. En experimentos particulares como el
que se presenta en la Figura 7.11, se puede notar que el porcentaje de acierto para el conjunto de datos D5
inicialmente es del 67 % y después de realizar varias eliminaciones, llega incluso a alcanzar niveles hasta
del 80 % con un subconjunto de menos de a mitad del tamaño del conjunto original. Este comportamiento
se cumple tanto para la base de datos DEAP como MAHNOB.
Basado en los resultados arrojados por los experimentos, utilizando el algoritmo de selección MFE, se
puede concluir que la estrategia de preservar el margen de separación entre las clases, permite eliminar
gran cantidad de características conservando un porcentaje de acierto de la misma magnitud que la del
conjunto total de características iniciales, mejorando aún el desempeño en algunos casos del método RFE al
conseguir subconjuntos reducidos de caractaerísticas manteniendo dichos porcentajes aún con subconjuntos
por debajo del 15 % del tamaño original. Los resultados son similares en todos los experimentos para los
diferentes espacios de clasificación con los diferentes problemas biclase y multiclase para ambas bases de
datos. En la mayoría de los experimentos la estrategia de selección MFE mejora en cuanto a porcentajes de
acierto para subconjuntos reducidos de características el desempeño de RFE.
8.1.2. Sobre los conjuntos de características finales
En las secciones de resultados en las cuales se presentan los histogramas con la cantidad de veces que una
determinada característica está presente en el conjunto final seleccionado, se busca encontrar información
relevante a partir de los métodos de eliminación, sobre cuáles son las características que brindan mayor
información sobre cada uno de los espacios de clasificación emocional.
Para el algoritmo de selección mediante RFE, se puede observar que en los conjuntos finales de los pro-
blemas biclase y multiclase sobre la base de datos DEAP, prevalecen en la mayoría de experimentos las
características extraídas de la señal de la temperatura y del ritmo cardiaco, tanto en el espacio de activación
como de evaluación. Para el estudio realizado sobre la base de datos MAHNOB, la tendencia en el conjunto
final de características seleccionadas es una mayor inclusión de aquellas extraídas a partir de la señal de uno
de los electrodos que capturan el ritmo cardíaco HR2.
Un análisis similar del subconjunto seleccionado mediante el algoritmo MFE, muestra a través de los his-
togramas de aparición de las características dentro de los experimentos con la base de datos DEAP, que las
características con más relevancia son las provenientes del EEG en combinación con algunas extraídas de
la señal GSR, dentro de los dos espacios de análisis. De forma análoga, para la base de datos MAHNOB,
los resultados muestran que dentro de los subconjuntos finales seleccionados, se encuentran en su mayoría
características del EEG y en menor cantidad algunas del GSR.
La relevancia de este análisis esta fundamentada en las diferentes realizaciones que se realizan de el mismo
experimento, con lo cual se garantiza que aquellas características que se mencionan en la discusión de los
hisotgramas, corresponden a aquellas que fueron seleccionadas en más del 60 % de las realizaciones del
experimento.
8.2. Conclusiones
Se llevó a cabo la extracción de características de las bases de datos mediante dos enfoques, lo que
permitió realizar una validación de los diferentes conjuntos de características y su desempeño en la
etapa de clasificación. Con lo cual se logró comprobar que el conjunto de características no lineales
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propuesto en [1], no mejora el desempeño de las características lineales de la forma esperada. Los
niveles de los porcentajes de acierto para los dos conjuntos de características son similares con una
diferencia a favor del conjunto de características lineales.
Se observó que los métodos de selección de características que están basados en modelos discrimina-
tivos de clasificación, permiten realizar de forma recursiva la eliminación de aquellas características
que contribuyen de menor forma al resultado final de clasificación. El desempeño de los dos algorit-
mos RFE y MFE fue puesto a prueba en gran cantidad de expermientos con diferentes conjuntos de
datos a partir de las dos bases de datos utilizadas, mostrando siempre los mismos comportamientos
en cuanto a los porcentjes de acierto obtenidos después de realizar diferentes eliminaciones.
Se observó en la comparación entre los dos métodos de selección de características, que el algoritmo
mediante MFE supera en la mayoría de los experimentos el desempeño del algoritmo mediante RFE.
Se pudo concluir con base en los resultados obtenidos, cuáles señales tienen una mayor influencia
en el reconocimiento de emociones, teiendo en cuenta las características que fueron retenidas en la
mayoría de las ocasiones dentro del subconjunto final, siendo el EEG, el ritmo cardiaco (HR) y la
respuesta galvánica de la piel (GSR) las más seleccionadas como se observa en la Tabla 7.1.
Se validó mediante un estudio inicial realizado con PCA, el desmpeño de los algoritmos de selec-
ción discriminante de características, donde se observó claramente un mejor rendimiento de dichos
algoritmos contra el esquema de reducción de dimensionalidad clásico.
8.3. Trabajo Futuro
Explorar otras características que permitan discriminar de mejor forma entre las clases de los diferen-
tes problemas de clasificación dentro de el espacio dimensional de Activación y Evaluación.
Desarrollar una etapa que permita relacionar los índices de clasificación dimensional (Activación y
Evaluación) con el espacio de clasificación discreto que permita describir de forma más clara el estado
emocional de un sujeto.
Mejorar el desempeño en cuanto a la clasificación de estados emocionales incluyendo de alguna forma
la dinámica de las señales que representan el comportamiento de los diferentes sistemas biológicos
del cuerpo humano, lo cual puede ser llevado a cabo incluyendo modelos generativos.
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9. Publicaciones
Con el desarrollo del presente trabajo de investigación se consiguió la publicación de un artículo en la 35th
Annual International Conference of the IEEE Enigeneering in Medicine and Biology Society IEEE EMBC
2013 en Osaka Japón.
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