The current genomic revolution was made possible by joint advances in genome sequencing technologies and computational approaches for analyzing sequence data. The close interaction between biologists and computational scientists is perhaps most apparent in the development of approaches for sequencing entire genomes, a feat that would not be possible without sophisticated computational tools called genome assemblers (short for genome sequence assemblers). Here, we survey the key developments in algorithms for assembling genome sequences since the development of the first DNA sequencing methods more than 35 years ago. 
INTRODUCTION AND BRIEF HISTORY
The development of methods for elucidating the DNA sequence within the genomes of organisms has revolutionized biomedical research and has led to the current genomic revolution. The genome sequences of tens of thousands of bacteria and viruses, thousands of individual humans, and hundreds to thousands of other organisms have been reconstructed to date. Because genomic technologies and services are increasingly becoming a commodity, we often overlook the close integration of biology, chemistry, engineering, and computer science that have made these advances possible. In this review, we focus on the algorithms and software tools that reconstruct genome sequences from the many small segments of DNA that can be read by modern DNA sequencing machines.
Despite tremendous advances in DNA sequencing technologies, modern instruments can read only small segments of the genomes of most organisms, ranging from approximately 100 base pairs (bp) (e.g., Illumina technology) to approximately 10-20 kb (e.g., Pacific Biosciences technology). By contrast, the human genome comprises more than 3 Gb, and even bacteria have genomes spanning more than 1 Mb. Reconstructing an entire organism's genome sequence thus requires gluing together many small sequence fragments.
The early attempts at reconstructing genome sequences relied on molecular techniques to iteratively sequence overlapping genomic segments (see Figure 1) . Because the order and position of the corresponding sequence reads were defined by the experimental setup, gluing together the individual pieces into a complete genome sequence was easily done, even without the help of computers (97) . This simple approach, however, was time consuming and labor intensive; the next DNA segment could not be sequenced until the previous one had been completed. An alternative approach, called shotgun sequencing, was proposed by Staden in 1979 (104) . This approach was Different strategies for sequencing DNA. The thick blue lines represent the (unknown) DNA being sequenced, and the thin gray arrows represent the sequence reads and their respective orientations (from which strand of DNA they originate). (a) Primer walking. The sequencing is primed at specific locations, using specific known sequence primers (symbols). Knowing the sequence at the end of one read allows the design of the next sequence primer, thereby expanding the total known sequence. (b) Restriction digestion. Sequencing starts at the ends of the fragments obtained by digesting with one or more restriction enzymes (restriction sites indicated by stars). (c) Shotgun sequencing. Sequencing starts from the ends of fragments obtained by randomly shearing the original DNA.
inherently scalable because the original DNA was fragmented at random into many pieces that were then sequenced in parallel. Because of the randomness of the fragmentation process (usually achieved through mechanical shearing of the DNA), the individual fragments could be expected to overlap one another, and these overlaps could be recognized by comparing the DNA sequences of the corresponding fragments. It quickly became clear that reconstructing genome sequences would require computer programs, leading to the birth of the first genome sequence assemblers.
The simplicity of the shotgun sequencing process captured the interest of mathematicians and computer scientists and led to the rapid development of the theoretical foundations for genome sequence assembly. Scientists were initially interested in determining whether and under which conditions assembly is possible. Lander & Waterman (52) derived the equations that provide an upper bound on the key characteristics of the data that can be assembled. Specifically, they estimated the size and number of contiguous genomic segments that can be reconstructed from a set of sequence reads as a function of just three parameters: the length of the reads, the coverage of the genome (number of total bases in the set of reads divided by the length of the genome), and the minimum overlap between two reads that can be effectively detected by an assembler. Their work showed that genome sequences could be effectively reconstructed with as low as tenfold coverage of sequence reads. Ukkonen and others studied the computational complexity of the assembly problem, formalized as an instance of the shortest common superstring problem (61), the problem of finding the shortest string that encompasses all the reads as substrings. This Occam's razor formulation assumes that the genome being reconstructed is the most parsimonious explanation of the set of reads. Their work showed that genome sequence assembly is computationally intractablefinding the correct solution may require exploring an exponential number of possible solutions (92) . Despite this negative result, attempts to find approximate solutions (e.g., a superstring that is provably close to the shortest one) led to the first practical genome sequence assemblers (107) .
The shortest common superstring problem ignores an important feature of complex (e.g., vertebrate) genomes: repeats. Most genomes contain DNA segments that are repeated in nearly identical form, thus straying from parsimony. In other words, the correct reconstruction of a genome sequence may not be the shortest. The need to explicitly account for repeats has led to new, graph-based models of sequence assembly that form the basis of virtually all modern genome sequence assemblers. Note, however, that even with such formulations, genome assembly can be shown to be computationally intractable (45, 63) . The issue of repeats, and the complexity they introduce in the assembly process, was key to a vigorous debate over the feasibility of assembling the entire human genome from shotgun sequence data (35, 71).
As we end this brief historical introduction, we would like to highlight an apparent disconnect between theoretical results, which show genome sequence assembly to be computationally intractable, and the obvious practical success in sequence assembly witnessed over the past few decades. An explanation for this all-too-familiar gap between theory and practice is that theoretical intractability results are based on worst-case scenarios, which rarely occur in practice. The practical complexity of sequence assembly depends on the ratio between the size of the sequence reads and that of the repeats (73); when reads are longer than repeats, the assembly problem can be solved, whereas when reads are shorter than repeats, the assembly problem is ill defined because one can reconstruct an exponential number of genomes that are compatible with the input set of reads (47). We revisit this trade-off throughout our review.
ASSEMBLY PARADIGMS
As described above, efforts to theoretically formalize and understand genome sequence assembly have led to increasingly complex explanations of the problem. These approaches fall into several broad paradigms, outlined in more detail below.
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Contig: a contiguous sequence of bases generated by an assembler Misassembly: an incorrectly assembled contig that is not consistent with the structure of the genome
Greedy Approaches
One of the simplest strategies for assembling a genome sequence involves iteratively joining together the reads in decreasing order of the quality of their overlaps. In other words, the process starts by joining the two reads that overlap the best (in terms of either the length of the overlap or a more complex quality measure that accounts for base quality estimates), then repeats this process until a predefined minimum quality threshold is reached. As a result, nascent assembled sequences (i.e., contigs) grow through either the addition of new reads or a joining with previously constructed contigs. Read overlaps that conflict with already constructed contigs are ignored. This strategy is called greedy because it makes the most greedy (locally optimal) choice at each step. Despite its simplicity, this approach and its variants provide a good approximation for the optimal assembly.
Many of the early genome sequence assemblers relied on such a greedy strategy. Among these, we would like to highlight phrap (34), which was the main genome sequence assembler used by the public effort to assemble the human genome sequence during the Human Genome Project; the TIGR Assembler (106), which was used to reconstruct the genome sequence of the first living organism to have its genome sequenced; and the CAP series of tools (37), which have been heavily used in reconstructing the transcriptomes of humans and many other organisms. Greedy approaches were also explored as a possible way to cope with the data generated by the initial set of second-generation DNA sequencing technologies (44, 111).
Despite its tremendous early successes, the greedy strategy has a severe limitation: Because of its local nature, it cannot effectively handle repeated genomic regions, as can be seen in Figure 2 .
As the size and complexity of the genomes being sequenced increased, greedy approaches were replaced by more complex graph-based algorithms that are better able to model and resolve highly repetitive genomic sequences.
Graph-Based Approaches
Theoretical studies on combinatorial solutions to the sequence assembly problem led to the development of practical software using graph-based representations of the sequence data (45, 68). Graph-based sequence assembly models represent sequence reads and their inferred relationships to one another as vertices and edges in the graph. Walks through the graph describe an ordering of the reads that can be assembled together. The sequence assembler tries to find a walk that best reconstructs the underlying genome while avoiding generating misassemblies by taking erroneous paths caused by repeats.
OLC graphs. In the simplest graph-based model, each sequence read is a vertex in the graph, and a pair of vertices are linked with an edge if they overlap (see Figure 2) . Alternative formulations have a pair of vertices for each read, one representing the start of the read and one representing the end of the read, with an edge linking these vertices that carries the read's sequence (69) . In this formulation, overlaps are represented by edges from a terminal vertex of one read to a terminal vertex of another read. Regardless of the representation of the graph, the assembly process typically follows three main stages. First, overlapping pairs of reads are detected. Second, the graph is constructed, and an appropriate ordering and orientation (layout) of the reads are found. Finally, a consensus sequence is computed from the ordered and oriented reads. The set of consensus sequences is then output by the assembler as the sequence contigs. Genome assemblers following this paradigm are called OLC assemblers for the three main stages of the assembly: overlap, layout, and consensus.
The overlap step typically requires significant compute time. Naively, one could simply compare all pairs of reads using dynamic programming to check whether each pair has a significant overlap (typically determined by the length of the overlap and the similarity within the overlapping region). Such an algorithm requires O(N 2 ) time, where N is the total number of sequenced bases. This brute-force approach can be used to assemble the sequences of only very small genomes. To accelerate overlap detection, an index can be constructed that maps k-mers to the list of reads containing the k-mer (typically k is in the range 16-24 bases for this application). The index is used to quickly screen for reads that may overlap, and dynamic programming is then performed to verify the overlap. This technique drastically reduces the search space and has been widely used (70, 78, 106) . Numerous refinements have been made, particularly in an effort to avoid generating candidate overlaps from repetitive k-mers.
Because a globally optimal solution to the layout stage of the assembly is computationally infeasible, the layout step typically tries to generate unitigs, which are collections of reads that can be unambiguously assembled without significant chance of misassembly (68) . The assembler typically removes low-quality sequence reads and overlaps that are likely to be sequencing artifacts, and then removes redundant edges in a process called transitive reduction (e.g., if the graph contains the triangle A-B-C, then the edge A-C can be removed because it is redundant with the path A-B-C). Finally, the layout algorithm finds unambiguous regions of the graph. After the reads are ordered and oriented, a multiple alignment is constructed from the chain of overlaps, and a consensus sequence is inferred.
This approach to assembly has been very successful (2). Celera's construction of the human genome sequence remains the exemplar of whole-genome shotgun sequencing using capillary-based DNA sequencing technology (109). Despite the success of OLC methods with capillary-based sequence data, this strategy struggled when presented with the vast amounts of short-read data generated by the next generation of DNA sequencing instruments. The overlap computation step was a particular bottleneck. Naive methods that scaled quadratically were obviously impractical when faced with data sets containing hundreds of gigabases of sequence. Even with clever techniques to reduce the search space by indexing k-mers, spurious matches due to the short read length overwhelmed the overlap computation. The size of the resulting overlap graph also proved problematic. The number of edges in an overlap graph grows quadratically with depth of coverage and repeat copy number. When faced with high-depth data and many spurious overlaps, the resulting graph may be impractically large. For these reasons, most work on assembling high-throughput short-read sequence data has relied on the de Bruijn graph approach, described in more detail below.
De Bruijn graphs. The de Bruijn graph method of sequence assembly has its roots in theoretical work from the late 1980s. Pevzner (84) studied the problem of reconstructing a genome sequence when only its set of constituent k-mers is known. This theoretical work and subsequent development (40, 86) laid the foundation for de Bruijn graph-based assembly of whole-genome sequencing data.
In this type of assembly, each read is broken into a sequence of overlapping k-mers. The distinct k-mers are added as vertices to the graph, and k-mers that originate from adjacent positions in a read are linked by an edge. The assembly problem can then be formulated as finding a walk through the graph that visits each edge in the graph once-an Eulerian path problem. In practice, sequencing errors and sampling biases obscure the graph, so a complete Eulerian tour through the entire graph is typically not sought (85, 86, 114) . Even when an Eulerian path through the entire graph can be found, it is unlikely to reflect an accurate sequence of the genome because of the presence of repeats, as there are a potentially exponential number of Eulerian traversals of the graph, only one of which is correct (47). In most instances, the assembler attempts to construct contigs consisting of the unambiguous, unbranching regions of the graph.
Although de Bruijn graph assembly was developed for capillary-based sequencing data, it did not reach prominence until the emergence of high-throughput short-read sequencing methods. The de Bruijn graph approach has a significant computational advantage when compared with overlap-based assembly strategies: It does not require finding overlaps between pairs of reads and, therefore, does not require expensive dynamic programming procedures to identify such overlaps. Instead, the overlap between reads is implicit in the structure of the graph. The graph can easily be constructed in two passes over the data: First, the set of k-mers can be extracted from the reads and added as vertices in the graph, and second, adjacent k-mers can be extracted from the reads and added as edges. With suitable choices of data structures to represent the graph, this process can be completed nearly as fast as the data can be read from disk.
Early work by Zerbino & Birney (114) and Chaisson & Pevzner (15) demonstrated that bacterial genome sequences could be efficiently assembled from short reads using de Bruijn graph-based methods. Although the quality of the assemblies was limited by the short read length (47), the profound reduction in the cost of generating a partial genome sequence assembly was a turning point for the field.
The assembly of high-throughput sequencing data for large genomes would require further algorithmic development, however, because the memory costs of de Bruijn assembly are significant. As there is approximately one k-mer for every base in a genome, the de Bruijn graph of mammaliansized genomes has billions of vertices. Sequencing errors compound this problem because each such error corrupts the true genomic sequence into up to k erroneous k-mers. These erroneous k-mers introduce new vertices and edges to the graph, significantly expanding its size. Representing the de Bruijn graph in a minimal amount of memory became a key problem for the field.
The ABySS (Assembly by Short Sequences) assembler (102) introduced a representation of the graph that did not explicitly store edges. Rather, it represented the graph as a hash table of k-mers, with each k-mer storing a byte representing the presence or absence of its eight possible neighboring k-mers. This representation allowed the hash table to be distributed across a cluster of computers. When the de Bruijn graph was traversed, the distributed hash table was queried to recover the neighboring k-mers for a given vertex. This distribution strategy allowed the assembly of a human genome sequence from 36-base reads.
The idea of representing a de Bruijn graph as a simple set of k-mers was also used by Conway & Bromage (19). Their core idea was to represent each k-mer as a number in the range [0, 4 k ) and to set the corresponding bit in an array of size 4
k . This bit array can be queried to recover the vertices and edges of the graph. Storing an array of size 4 k is obviously impractical for all but very small values of k. To solve this problem, Conway & Bromage used sparse bit vector encoding techniques (79) to represent the bit vector. This shrinks the memory requirements for assembling a human genome sequence using 27-mers to 28.5 bits/k-mer, which is a significant improvement over the ABySS encoding approach.
In recent years, the use of Bloom filters (7) to represent a set of k-mers has gained popularity. The Bloom filter also uses a bit array to represent a set of objects. Unlike Conway & Bromage's approach, which directly indexes k-mers into the bit vector, the Bloom filter uses multiple hash functions to compute the indices of the bits that should be set for a particular k-mer. At query time, the same hash functions are used, and the filter checks the corresponding bits. If they are set, the filter claims that the k-mer is present in the collection. This algorithm guarantees that if a k-mer is added to the collection, it will be reported as present at query time. However, the opposite is not true-the Bloom filter does not guarantee that k-mers reported as present were actually added to the collection. The rate that these false positives are generated is controlled by the size of the underlying bit vector and the number of hash functions used. To decrease memory usage, a higher false-positive rate must be tolerated.
The Bloom filter was first applied to k-mer counting by Melsted & Pritchard (65). Pell et al. (80) used a Bloom filter to partition a metagenome sequence assembly graph into components that could be individually assembled. This paper demonstrated that graph partitioning and assembly could tolerate a false-positive rate of 15%, for a memory cost of only 4 bits/k-mer. Subsequent work by Chikhi & Rizk (16) built a full assembler based on extensions of these principles.
The FM-index data structure developed by Ferragina & Manzini (28), which is extensively used for mapping reads to a reference genome sequence (53, 55, 57, 58), has also been used for sequence assembly. An FM index constructed from a set of sequence reads can be queried for the presence or absence of any k-mer (99) . This representation is independent of k; the FM index can simultaneously represent all de Bruijn graphs of order k up to the read length. Two groups recently developed new data structures related to the FM index specifically tailored to representing a de Bruijn graph (9, 94) .
The properties of the de Bruijn graph can be exploited to reduce memory consumption. Ye et al. (113) observed that only a fraction of k-mers need to be directly stored as vertices. A similar technique was used to improve the memory consumption of the popular SOAPdenovo assembler (60).
String graphs. The de Bruijn graph has the elegant property that repeats get collapsed: All copies of a repeat are represented as a single segment in the graph with multiple entry and exit points. This provides a concise representation of the structure of the genome. Scaffold: a series of contigs that has been assembled together using longer-range information, such as mate pairs; also known as a supercontig that a similar property could be obtained for overlap-based assembly methods by performing two transformations of an overlap graph. First, contained reads-reads that are substrings of some other read-are removed. Second, transitive edges are removed from the graph. The resulting graph, called a string graph, shares many properties with the de Bruijn graph without the need to break the reads into k-mers. The Edena assembler applied the string graph approach for use with early short-read sequencing data (36). Subsequent theoretical work on efficiently constructing the string graph using the FM index (100) led to memory-efficient assemblers for large genomes (54, 101). Several other fast string graph construction algorithms were also developed around this time (5, 23, 33) .
Modeling Mate Pairs
Our description so far has focused on the assembly of individual sequence reads-contiguous segments of DNA read by a DNA sequencing machine. Experimental techniques can, however, recover additional information that can constrain the placement of the reads within a reconstruction of the genome. By far the most commonly available information is that associated with mate pairs-pairs of sequence reads whose separation and relative orientations within the genome can be estimated experimentally. (Other types of data are discussed briefly further below.) Before we proceed, we would like to point out that multiple technologies exist for generating mate-pair information, and depending on the specific experimental characteristics, these data are called mate pairs, paired ends, fragment ends, or jumping libraries. For simplicity, here we refer to mate pairs irrespective of the underlying technology used.
Mate-pair information provides valuable constraints on the relative placement of sequence reads in an assembly. These constraints have been used to check the correctness of the assembly (29), and we discuss this specific application in more detail below. Mate-pair information can also be used to link independent contigs into scaffolds-groups of contigs whose relative order and orientation are known and that are separated by gaps of approximately known size. The gaps between contigs represent sections of the genome that could not be reconstructed by the assembler owing to either missing data (e.g., systematic bias of the DNA sequencing technology) or repeats. Mate-pair information can also be used to resolve certain repeats, potentially leading to longer and more accurate contigs.
When using mate-pair information, it is important to realize that the experimental estimates of the spacing between the paired reads (also called library size) are often incorrect and involve a large level of variability. Software using mate-pair information must therefore reestimate the library size. A common strategy for this involves using the placement of reads within long contigs to estimate the distribution of fragment sizes prior to analysis. For long-range mate pairs (e.g., those derived from fragments larger than 20 kb), an accurate estimate may not be easily recovered owing to the small number of mate pairs that map entirely within a contig.
Several strategies have been proposed for generating scaffolds, but they all follow the same broad outline. First, mate-pair information is used to infer links (bundles of consistent mate pairs) between contigs. During this process, incorrect mate pairs are eliminated from further consideration. Second, the relative orientations of the contigs are determined based on the constraints imposed by the mate-pair information. In the presence of errors (e.g., incorrect mate-pair links), the orientation task is NP-hard (nondeterministic polynomial-time hard, implying that finding the correct answer requires sifting through an exponentially large set of possible answers); however, a simple greedy heuristic appears to perform well in practice (45). Third, a linear arrangement of the contigs is determined that minimizes the inconsistencies with the mate-pair data. This latter step is also NP-hard (39), and several heuristics have been proposed in the literature. These include Mate pairs can also be used during the assembly process (rather than after contigs have been created, as is the case in scaffolding) to resolve repeats. Specifically, the constraints imposed by mate-pair information can restrict the possible traversals of the assembly graph, thereby reducing or eliminating the ambiguity introduced by repeats. Several algorithms have been developed that explicitly take mate-pair information into account during assembly by identifying traversals of the assembly graph that are consistent with the mate-pair constraints (see Figure 3) . In ALLPATHS (13), the assembler attempts to enumerate all the paths connecting the endpoints of a mate pair. The paired de Bruijn graph (64) and pathset graph (87) approaches modify the de Bruijn graph structure to implicitly encode the mate-pair information, thereby resolving segments of the graph that are consistent with the mate-pair information.
Our simple description of using mate pairs for repeat resolution belies the actual complexity of the problem. The endpoints of a mate pair may be connected by an exponential number of paths, thereby making it infeasible to find the one or few paths consistent with the length of DNA separating the mate pair. The usefulness of mate pairs for repeat resolution, therefore, decreases as their length increases. Furthermore, the interval size for which mate pairs are most useful for resolving repeats is intimately tied to the size of the repeats themselves, suggesting the need to tune the sequencing approach to the actual structure of the genome being sequenced, or to use a mixture of mate pairs having a varied range of sizes. The latter approach is, for example, advocated by the www.annualreviews.org • Genome Sequence Assemblydevelopers of ALLPATHS-LG (32), an assembler that can be used only if the data are constructed according to a suggested recipe. In brief, this recipe requires a very short mate-pair library with overlapping end reads (effectively an approach for creating longer sequence reads), a short-range mate-pair library (effective for resolving short repeats, which are ubiquitous in many genomes), and a mixture of jumping libraries that span thousands to tens of thousands of base pairs. The jumping libraries are useful for spanning (and possibly resolving) increasingly large repeats as well as for joining contigs across unresolvable repeats (i.e., during scaffolding).
Experimental Design and Long-Read Assemblies
Many groups have focused on strategies for generating longer contigs and scaffolds. The developers of SOAPdenovo used multiple mate-pair libraries to assemble the panda genome sequence into megabase-sized scaffolds (56). As described above, the ALLPATHS-LG group introduced a welldefined experimental protocol consisting of a range of short-and long-insert mate-pair libraries for assembling the sequences of large genomes (32). SPAdes (St. Petersburg Genome Assembler) focuses on assembly of bacterial genome sequences (4). MaSuRCA (Maryland Super-Read Celera Assembler) uses an efficient de Bruijn graph-based preassembly module for the Celera assembler (116), which allowed it to assemble the very large loblolly pine genome sequence (118).
Despite the tremendous improvements to short-read assembly algorithms in the last eight years, read length remains a fundamental limitation (48). For this reason, some projects have opted to use lower-throughput technologies that generate longer reads. One of the first next-generation sequencing instruments, the 454 platform, generates reads of similar length to capillary-based technology and is coupled with an OLC assembler, Newbler. This technology has been used for sequencing many genomes, including the Atlantic cod (105), bread wheat (12) , and tomato (108) .
The Pacific Biosciences (PacBio) instrument uses single-molecule imaging to generate 10-20-kb reads (26). The relatively high error rate of PacBio data initially limited its use to hybrid assemblies, where Illumina reads are used to error-correct the PacBio reads before assembly using an OLC approach (49). The HGAP (Hierarchical Genome Assembly Process) pipeline was developed to assemble PacBio-generated data without requiring correction using short-read data (17). HGAP is a hierarchical pipeline; it selects the longest PacBio reads to form the basis of the assembly and error-corrects this subset of reads using the remaining data. The corrected long reads are then assembled, and a consensus sequence is generated using the complete data set. This method often generates single-contig assemblies of bacterial genomes. The increasing interest in PacBio-based assemblies has spurred recent algorithmic development and applications for sequencing larger genomes (6, 72) .
Assembling Genomes from Mixtures of Organisms and Variant Detection
Our description so far has implicitly assumed that one is trying to reconstruct the sequence of a single genome. The sequencing of genomes from mixtures of organisms (metagenomics) or of diploid or polyploid organisms poses additional challenges. The detection of repeats, for example, can no longer rely on simple depth of coverage statistics and requires a more careful analysis of the assembly or scaffolding graph (51). Furthermore, in this context, it becomes important to identify and characterize the differences between closely related coassembled genome sequences or haplotypes, both to increase the contiguity of the assembly (75, 81, 82) and to inform the biological interpretation of the data (27, 67). In a metagenomic context, approaches for detecting genomic variants include tools that enable the manual inspection of assemblies, such as Strainer (27); heuristic methods, as implemented in Bambus 2 (51); and the use of graph theoretic algorithms, as done in Marygold (77) .
Techniques for assembling human genome sequences are increasingly being used to discover genomic variants. It was clear from the first human short-read genome sequencing studies that finding insertion and deletion polymorphisms (indels) is more challenging than finding singlenucleotide polymorphisms (SNPs), which is due to the difficulty of mapping reads that have complex differences with respect to the reference genome sequence (1, 54). Assembly-based variant detection can help address this by inferring variants directly from the structure of the assembly graph (83) . The Fermi assembler used a string graph assembly algorithm to explore how assemblybased variant detection compares with alignment-based approaches (54). The Cortex algorithm is designed to find variants within populations; it represents multiple samples in its de Bruijn graph, including a reference genome sequence (42). SMUFIN (Somatic Mutation Finder) directly compares reads from tumor/normal pairs in cancer studies to find somatic mutations (66) . The SGA (String Graph Assembler) de novo assembler (101) was modified to find variants by assembling population and cancer genome sequence data. An alternative to full de novo assembly is performing local assembly of regions of interest; in this approach, reads are mapped to approximate locations on a reference genome and then reassembled in place to infer new haplotypes carrying variants (14, 76, 93, 112) .
VALIDATION OF GENOME SEQUENCE ASSEMBLIES
As should be apparent from the discussion above, genome sequence assembly is a complex computational challenge. No algorithms are guaranteed to accurately and completely reconstruct the sequences of large genomes from the short sequences generated by modern DNA sequencing machines. Furthermore, software tools implementing assembly algorithms cannot be guaranteed to be free of programming bugs. Users of assembly tools must therefore be wary of mistakes in the contigs and scaffolds generated by the assemblers. These mistakes, which range from singlenucleotide errors to large-scale misrepresentations of the genome, must be taken into account when analyzing the resulting data.
Detecting such errors is nontrivial. In general, assembly is used to reconstruct sequences that were previously unknown, and therefore no gold standards are available against which the output can be validated. These issues were apparent from the early applications of genome sequence assembly, leading to the development of several de novo approaches for assessing an assembly's correctness. These approaches broadly attempt to identify internal inconsistencies in the reconstructed data based on knowledge or assumptions of the characteristics of the input data. For example, the placement of mate pairs along an assembly should be consistent with the estimated library size and the known relative orientations of the paired reads. This argument was first used to prove the correctness of the first bacterial genome sequence (29), and several approaches have been developed over the years to detect such inconsistencies: TAMPA (Tool for Analyzing Mate Pairs in Assemblies) (22), AMOSvalidate (88), the CE (compression/expansion) statistic (117), and REAPR (Recognising Errors in Assemblies Using Paired Reads) (38).
Other indicators of errors include regions of unusually deep coverage (70, 88) , positions in the assembly that contain too many differences among the assembled reads, and even consistent breakpoints in the alignment of unassembled reads against the reconstructed sequence (88). To exemplify the latter example, which may appear unintuitive, imagine a two-copy tandem repeat that is incorrectly replaced with a single instance within the output of the assembler. The reads overlapping the boundary between the two repeat copies in the correct genome reconstruction cannot fit within the misassembled genome and therefore remain unassembled. Their alignment to the sequence assembly, however, reveals a consistent pattern-all of these reads align partially to the beginning and end of the misassembled repeat, highlighting the presence of a misassembly (see Figure 4) .
The internal consistency of genome sequence assemblies can also be viewed globally in terms of the fit between the assembled data and the characteristics of the assembly one would expect given the parameters of the sequencing process. Such approaches are effectively statistical hypothesis tests comparing the theoretical distribution of reads along an assembly with the distribution found in the actual assembly. Such a formulation was originally proposed by Myers (68) in the 1990s and has recently reemerged in the literature (18, 31, 62, 91) .
Finally, we would like to point out a parallel between algorithms developed for the validation of sequence assemblies and recent work on identifying structural variants in genomes. Structural variants and misassemblies have similar signatures, and thus similar approaches can be applied in both contexts. In fact, a paper targeting the discovery of structural variants (103) rediscovered the geometric strategy used in TAMPA to identify mate-pair inconsistencies (22).
The evaluation of assembler performance has been the focus of multiple benchmarking competitions. The Assemblathon series assessed assembler performance using synthetic data (25) and real data from efforts to sequence the genomes of three species (11) . In these competitions, the developers of the assembly software submitted assemblies to the organizers. The organizers scored each entry according to a variety of metrics designed to capture the contiguity, completeness, and accuracy of the assembly. The GAGE (Genome Assembly Gold-Standard Evaluations) competition (96) evaluated assemblies generated by the organizers using four Illumina-derived data sets. In all of these competitions, the same set of broad conclusions was reached: There was highly variable performance among assembly pipelines and data sets. In the GAGE competition, the contiguity and accuracy of the assemblies were not well correlated, and the quality of the input data was a major determining factor of the quality of the resulting assembly. In the Assemblathon, no single pipeline performed best in all scenarios; the organizers suggested that users use multiple assemblers with their data and select the "best" assembly according to multiple metrics instead of optimizing for a single metric, such as N50.
OTHER TECHNOLOGIES Reducing Complexity by Subcloning
The complexity of genome sequence assembly can, at some level, be reduced by focusing the shotgun sequencing process on smaller sections of the genome. Specifically, one can envisage a hierarchical process wherein the genome is sheared into a collection of large fragments, each of which is then sequenced through the traditional shotgun-sequencing process. Such a strategy was initially employed by the Human Genome Project's effort to sequence the human genome (41). Fragments of DNA of 50-200 kb were cloned into bacterial artificial chromosomes (BACs), and each BAC was then sequenced. A given BAC clone can be expected to contain few or no repeats, thus leading to a simpler assembly problem. Note that in repeat-rich genomes, such as the human genome, assembly remains challenging even at the relatively small scale of an individual clone owing to closely spaced clusters of repeats. The assembled BAC sequences can then be treated as very long reads and assembled using one of the assembly algorithms outlined above. The assembly of these sequences is much simpler because the length of the BAC "reads" exceeds that of the majority of repeats in a typical genome (46).
In addition to BACs, which can be difficult to construct, scientists have used other cloning strategies to derive long DNA fragments. These include fosmids (3), which can accept fragments between 30 and 40 kb in size, and clone-free molecular approaches such as Moleculo technology (90, 110 ).
An important consideration when using subcloning is the cost of sequencing the individual clones. As sequencing throughput increases and sequencing costs decrease, the cost associated with constructing shotgun libraries from individual clones becomes a significant component of the total cost, and may even exceed the cost of sequencing itself. As a result, several approaches have been developed for reducing the number of shotgun libraries constructed. Broadly, these approaches work by pooling multiple clones and then constructing shotgun libraries from the pools (rather than individual clones). Such an approach was first used by Csűrös & Milosavljevic (20) . To reconstruct the identity of the individual clones, each clone was redundantly placed in multiple pools in a matrix design that ensured that pool membership was distinct for each clone. 
Optical Mapping Data
Many sequence assembly challenges arise from the fact that the data generated by sequencing experiments are inherently local: Reads span at most several thousand base pairs, and even mate pairs do not extend this range by much (libraries beyond several tens of thousands of base pairs are expensive and difficult to construct reliably). Optical mapping provides information across longer genomic ranges, commonly spanning several hundred thousand base pairs or more (98) . This information is sparse, however, and consists only of the location of specific restriction sites along a genome. Individual restriction sites cannot be distinguished from one another, and the information generated by an optical mapping instrument consists solely of an ordered list of restriction fragment sizes. Nonetheless, this information is complementary to the sequencing data and has been used to validate genome sequence assemblies (11) as well as to guide the genome scaffolding process (74) . However, raw optical mapping data have high error rates and require a specialized assembly process to correct errors and extend the range of the maps. Nonetheless, assembled optical maps that span entire chromosomes can be invaluable in the assembly and validation of sequences generated from complex genomes (115).
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Integration of Assembly and Validation
As presented above, the validation of genome sequence assemblies is an independent process that takes place after assembly. However, the two processes can and have been intertwined. For example, misassemblies detected by the validation process can be corrected, and the corrected data fed back into the assembler, leading to improved results. Such approaches have been used to some extent in most assemblers (43). The recent development of global likelihood-based measures of assembly quality have also led to new approaches for incorporating quality in the assembly process itself. For example, Medvedev & Brudno (62) explicitly formulated the assembly as the task of traversing an assembly graph in a way that maximizes the assembly likelihood [a similar formulation was also proposed by Myers (68) in the 1990s]. They solved this problem using network flow algorithms. In the same vein, Boža et al. (10) used a simulated annealing approach to find the assembly that maximizes a likelihood score. Finally, Koren et al. (50) used likelihood scores to choose between multiple genome sequence assemblers as well as between multiple possible parameters for each given assembler in order to find the best assembly strategy for a given data set.
DISCUSSION AND CONCLUSIONS
Research into the assembly of genome sequences spans more than 35 years, during which time many algorithms and software packages have been developed. In this review, we have highlighted key developments in this field, with particular attention to current challenges. The development of assembly algorithms has been intimately tied to the rapid evolution of DNA sequencing technologies. Early advances in both fields were the result of close interactions between "wet" and "dry" researchers. Although these interactions became less apparent as the technologies matured, the closer integration between biology and computation has reemerged in recent years as necessary for extracting the most information from the massive data currently being generated.
The latest advances in DNA sequencing technologies may, however, render sequence assembly unnecessary. Most of the developments over the past 35 years have been devoted to mitigating the limitations of DNA sequencing technologies-current sequencing reads are much shorter than genomic repeats. But DNA sequencing technologies that generate reads in the tens of thousands of base pairs largely address this problem, at least for bacterial genomes, making complex assembly algorithms unnecessary. In the coming years, we expect the field to focus on new challenges posed by emerging applications of DNA sequencing technologies. Of particular relevance will be the analysis of genomic variants, whether within populations of eukaryotes (e.g., within the human population) or in metagenomic settings. Long sequence reads alone will not be sufficient to resolve these challenges. Many of the techniques described above, developed in the context of single organisms, will likely find use in addressing these emerging challenges; however, new algorithms also remain to be developed.
SUMMARY POINTS
1. Genome sequence assembly research has a long history, spanning more than 35 years.
2. Longer sequence reads make assembling a genome sequence easier.
3. Experimental design and computation must be tied together for effective genome sequence assembly. 
