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ABSTRACT
MaNGA provides the opportunity to make precise spatially resolved measurements
of the IMF slope in galaxies owing to its unique combination of spatial resolution,
wavelength coverage and sample size. We derive radial gradients in age, element abun-
dances and IMF slope analysing optical and near-infrared absorption features from
stacked spectra out to the half-light radius of 366 early-type galaxies with masses
9.9−10.8 logM/M. We find flat gradients in age and [α/Fe] ratio, as well as negative
gradients in metallicity, consistent with the literature. We further derive significant
negative gradients in the [Na/Fe] ratio with galaxy centres being well enhanced in Na
abundance by up to 0.5 dex. Finally, we find a gradient in IMF slope with a bottom-
heavy IMF in the centre (typical mass excess factor of 1.5) and a Milky Way-type IMF
at the half-light radius. This pattern is mass-dependent with the lowest mass galaxies
in our sample featuring only a shallow gradient around a Milky Way IMF. Our results
imply the local IMF-σ relation within galaxies to be even steeper than the global
relation and hint towards the local metallicity being the dominating factor behind the
IMF variations. We also employ different stellar population models in our analysis
and show that a radial IMF gradient is found independently of the stellar population
model used. A similar analysis of the Wing-Ford band provides inconsistent results and
further evidence of the difficulty in measuring and modelling this particular feature.
Key words: galaxies: fundamental parameters – galaxies: stellar content – galaxies:
elliptical and lenticular, cD – galaxies: formation – galaxies: evolution
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1 INTRODUCTION
The stellar initial mass function (IMF) is key in character-
ising stellar populations with implications for a wide range
of problems in astro-physics from star formation and stellar
evolution to galaxy formation and evolution. Several decades
ago, Salpeter (1955) first proposed a single power law for the
IMF with a slope of 2.35. A Milky Way-like IMF, instead,
has a turnover to flatter slopes at low masses (0.5 M) as
in Kroupa (2001) and Chabrier (2003). The universality of
the IMF has been controversially discussed in the literature
ever since.
Studies of resolved stellar populations in different en-
vironments within our own Galaxy find little or no devi-
ation from this universal IMF (Scalo 1986; Kroupa 2001;
Bastian et al. 2010; Kroupa et al. 2013). An alternative to
this approach is to constrain the IMF in unresolved stellar
populations through either a combination of stellar popula-
tion modelling with dynamical mass measurements or stellar
populations modelling alone using gravity-sensitive absorp-
tion features in the spectrum. The obvious advantage is the
extension to other galaxies and stellar systems allowing a
statistical assessment of possible variations of the IMF with
galaxy properties. The downside is that the measurement is
challenging and hugely dependent on analysis methods.
Rapid advances have been made in this regard in recent
years. Some consensus appears to be emerging in the recent
literature from various different methods that the IMF is not
universal with higher fractions of low-mass dwarf stars being
detected in more massive galaxies (Treu et al. 2010; Thomas
et al. 2011c; Conroy & van Dokkum 2012b; Cappellari 2012;
Spiniello et al. 2012; Ferreras et al. 2013; La Barbera et al.
2013; Lyubenova et al. 2016). However, this conclusion re-
mains controversial. Smith & Lucey (2013) and Smith et al.
(2015a) present a handful of nearby strongly lensed massive
galaxies with particularly accurate mass determinations that
contain Milky Way-type IMFs and hence do not fit into this
trend. Moreover, there appears to be no correlation between
the various IMF slope variations inferred from different ap-
proaches on a galaxy-by-galaxy basis (Smith 2014). It should
be noted though that this analysis made use of different data
taken over different apertures, and others have found consis-
tency between stellar population and dynamics (Lyubenova
et al. 2016) and stellar population and lensing (e.g. Spiniello
et al. 2012). Still, this issue highlighted by (Smith 2014)
casts doubts on the robustness of the evidence for a non-
universality of the IMF.
Progress in all aspects of the analysis from data quality
to modelling techniques is required to resolve this contro-
versy. One way of shedding more light on the issue is to
expand the experiment and to study possible variations of
the IMF within galaxies. Radial gradients will allow us to in-
vestigate whether any IMF variations are driven by local or
global properties of galaxies. The possible presence of a gra-
dient in the IMF would also have implications for galaxy for-
mation models, setting further constraints on galaxy growth
and outside-in vs inside-out formation mechanisms. In addi-
tion, dynamical mass estimates are rather sensitive to IMF
gradients, so quantifying gradients is a crucial step in quan-
tifying the stellar mass density (Bernardi et al. 2018).
Spatially resolved measurements of the IMF in galaxies
based on stellar population indicators have only just started
appearing in the literature. It is time-consuming and expen-
sive to reach the necessary data quality at significant radii
and so far, no consensus has been reached. Some studies
show the presence of a radial gradient with strongly bottom-
heavy IMFs in the centres (Mart´ın-Navarro et al. 2015a; La
Barbera et al. 2016, 2017; van Dokkum et al. 2017; Conroy
et al. 2017a), while other studies find no compelling evi-
dence for radial gradients in the IMF (Vaughan et al. 2017;
Zieleniewski et al. 2015, 2017; Alton et al. 2017).
The aim of the present paper is to contribute to this
effort by harnessing the opportunity provided by data from
the survey Mapping Nearby Galaxies at Apache Point Ob-
servatory (MaNGA; Bundy et al. 2015) to carry out precise
spatially resolved measurements of IMF slope in galaxies as
a function of galaxy mass and other key parameters. The
MaNGA survey is particularly suited for this purpose be-
cause of its unique combination of spatial resolution, wave-
length coverage, and sample size. We study the IMF and
other stellar population parameters for stacked spectra of
366 galaxies, representing the largest sample on which a ra-
dial study of the IMF has been carried out so far. We study
previously known key absorption features in the spectra and
compare these with stellar population models to untangle
age, element abundance and IMF effects.
The paper is structured as follows. In Section 2 we give
details of the data and stacking procedure along with a brief
description of the models used in our analysis. The results
of the analysis are presented in Section 3. We discuss our
results in the context of the literature in Section 4, followed
by our conclusion and scope for further work in Section 5.
2 DATA AND ANALYSIS TOOLS
In this section we describe the observational data and the
analysis tools used in the present study. In summary, spa-
tially resolved spectroscopy from the MaNGA survey is used.
Spectra are stacked in radial bins and across galaxies within
mass bins to achieve high S/N. Key absorption features are
then measured and analysed with stellar population models.
2.1 MaNGA
MaNGA, part of the Sloan Digital Sky Survey IV (Blan-
ton et al. 2017), aims to obtain spatially resolved spec-
troscopy for 10,000 nearby galaxies at a spectral resolu-
tion of R ∼ 2000 in the wavelength range 3, 600 − 10, 300 A˚,
upon completion in 2020. It makes use of integral-field units
(IFUs) to collect this information, with 17 simultaneous
observations of galaxies from the output of independent
fibre-bundles (Drory et al. 2015). These fibres are fed into
the BOSS spectrographs (Smee et al. 2013) on the Sloan
2.5 m telescope (Gunn et al. 2006). Such high precision spec-
troscopy for different regions of a galaxy and for such a large
sample has never been provided before. MaNGA targets are
chosen from the NASA Sloan Atlas catalogue (NSA, Blan-
ton et al. 2005) such that there is a uniform distribution in
mass (Wake et al. 2017).
At the redshift of a galaxy, optical fibre bundles of differ-
ent sizes are chosen to ensure the galaxy is covered out to at
least 1.5Re for the ’Primary’ and ’Color-enhanced’ samples,
and to 2.5Re for the ’Secondary’ sample (Wake et al. 2017).
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Figure 1. S/N contours (at 5, 7, 10, 15 pixel−1) plotted over the
stellar velocity map for an example galaxy. The random velocities
seen at the edges are due to the spectra being too noisy for a
good measurement. We choose spectra with S/N > 7 pixel−1 to
achieve the desired balance between ensuring accuracy in v and
not loosing too much data.
The Color-enhanced sample supplements colour space that
is otherwise under-represented relative to the overall galaxy
population. The spatial resolution is 1 − 2 kpc at the me-
dian redshift of the survey (z ∼ 0.03), and the r-band S/N
is 4 − 8 A˚−1, for each 2′′ fibre, at the outskirts of MaNGA
galaxies. For more detail on the survey we refer the reader
to Law et al. (2015) for MaNGA’s observing strategy, to
Yan et al. (2016a) for the spectrophotometry calibration, to
Wake et al. (2017) for the survey design, and to Yan et al.
(2016b) for the initial performance.
2.1.1 Galaxy sample
We make use of data taken during the first two years of sur-
vey operations, equivalent to SDSS’s fourteenth data release
(Abolfathi et al. 2017, DR14) containing 2812 datacubes.
The galaxy masses range from ∼ 109−1011 M. The Primary
and Color-enhanced samples of MaNGA, together known as
the Primary+ sample, contains 1700 galaxies, out of which
970 are early-type. These were selected using Galaxy Zoo
(Lintott et al. 2011; Willett et al. 2013) morphologies and
visually inspected when necessary (Goddard et al. 2017).
2.1.2 Data reduction
The Data Reduction Pipeline (DRP, Law et al. 2016) pro-
cesses all exposures taken for each galaxy into data-cubes.
This involves spectral extraction, flux calibration, subtract-
ing sky lines and continuum from the raw observed spectra
and using astrometric information to resample each wave-
length channel into a full datacube. The resulting datacube
records information as a function of wavelength at each on-
sky sample, hence it is composed of spatial pixels (spax-
els). From the DRP we use the LOGCUBE files, in which
the wavelength vector has been logarithmically binned (Law
et al. 2016, see Appendix B for data model). The files provide
flux, noise, bitmasks and spectral resolution as a function of
x, y, and λ.
MaNGA’s Data Analysis Pipeline (DAP, Westfall et al.,
in prep) fits the stellar continuum and nebular emission lines
of each spectrum, providing the kinematics of both compo-
nents, as well as emission-line fluxes and equivalent widths.
This analysis is carried out for different binning schemes
within galaxies as well as for each individual spaxel. We use
the stellar velocities and velocity dispersions from the DAP
for each spectrum in our analysis. In order to convert from
RA and DEC to semi-major axis polar coordinates on the
IFU we use the r-band isophotal ellipticity and position an-
gle from the NSA catalogue. The latter consists of galaxy im-
ages and astrometric and photometric parameters. We also
adopt the galaxy mass (based on a Chabrier IMF, Chabrier
2003) and half-light radius from this catalogue, always using
Elliptical Petrosian quantities.
2.2 Stacking Spectra
The typical r-band S/N of 4 − 8 A˚−1 in individual 2′′ fibre
toward the outer radii is too small for reliable kinematic or
stellar population analyses. The necessary S/N is generally
obtained through combining the spaxels of individual galax-
ies in e.g. Voronoi cells or radially in annuli.
However, the resulting S/N is not sufficiently high for
IMF studies requiring S/N ratios of at least 100 A˚−1 (Fer-
reras et al. 2013). This is because dwarf stars only con-
tribute little to the integrated light of stellar populations
owing to their high M/L ratios (Maraston 1998, 2005). Hence
the IMF-sensitive features, which generally are strong in
the spectra of dwarf stars, drop to the level of a few per-
cent in the integrated light of a stellar population (Conroy
& van Dokkum 2012a). We therefore need very high S/N
to make measurements which are precise enough to detect
small changes in these features. This can be achieved by
stacking spectra of several galaxies.
On top of this, the majority of IMF sensitive features
are found in the near-infrared (NIR) region of the spectrum,
which suffers from contamination by sky lines. As we will
show, the technique of stacking galaxies mitigates this prob-
lem successfully.
2.2.1 S/N cut
Before stacking, wavelengths are converted to rest-frame for
each spectrum using the equation,
λrest =
λobs
(1 + z) (1 + vc ) , (1)
where z is the galaxy’s NSA redshift and v is the internal
stellar velocity for each spectrum as measured by the DAP.
The chosen threshold for the accuracy in the measurement
of v is critical for the success of this stacking procedure. We
carefully analysed the data and decided that a conservative
value of an S/N of 7 pixel−1 provides the optimal balance
between accuracy in v and data volume.
We illustrate this with Fig. 1 where we plot a galaxy’s
stellar velocity with an overlay of S/N contours of 5, 7, 10, 15
pixel−1. Here, the measurements come from the DAP where
each spaxel has been analysed independently. The figure
shows that the velocity field becomes noisy beyond the
MNRAS 000, 1–27 (2017)
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Figure 2. Left-hand panel: Galaxy (MaNGA-ID 1-24476) image with the magenta hexagon representing MaNGA’s IFU bundle. Right-
hand panel: Galaxy flux map with ellipses plotted from 0.1 - 1 Re at 0.1 Re intervals, representing our radial bins.
S/N = 7 pixel−1 contour, suggesting that the measured ve-
locities are not reliable below this threshold in S/N. We
include all galaxies in our stack that contain at least one
spectrum in each radial bin after applying the S/N cut.
2.2.2 Binning procedure
We stack galaxies in radial bins using each galaxy’s ellip-
tical radius along the semi-major axis. An example early
type galaxy’s (MaNGA-ID 1-24476) image and flux map are
shown in Fig. 2. The elliptical annuli used in our binning
method are plotted over the flux map in steps of 0.1 Re,
going out to 1 Re.
The binning procedure is carried out in two steps: i)
spaxels of each galaxy are binned in elliptical annuli, ii) an-
nuli of different galaxies are combined together. These steps
are made consistent so that the binning within one galaxy
and across multiple galaxies is carried out in exactly the
same way. We bin full spaxels such that each spaxel is as-
signed a unique radial bin, and is located in the annulus
within which its centre falls.
Flux, error, and spectral resolution are interpolated to
a common wavelength grid so that the average value at each
wavelength can be calculated. Using a median stack of the
interpolated spectra, we minimise contamination by emis-
sion lines, bad pixels and sky residuals. Indeed, we chose a
median stack instead of a sigma-clipped mean precisely be-
cause of its better performance in removing these artefacts
from the stacked spectra, which is particularly important to-
ward the red limit of the spectral range (near the FeH band).
The error in the median is 1.25σ/N1/2 (i.e., 25% larger than
the error on the mean), where σ is the standard deviation
in the stack of N spectra (Lupton 1993). The spectral res-
olution of each stacked spectrum is the quadratic mean of
σinst(λ), the dispersion of the line-spread function as a func-
tion of wavelength. This can be derived by considering the
second moment of the sum of a set of Gaussian functions.
Similarly, we calculate the expected velocity dispersion for
the stacked spectrum as the quadratic mean of the velocity
dispersions measured from each spectrum in the stack.
The high quality masks produced by the DRP and DAP
for the flux and kinematic quantities are propagated while
stacking. The mask corresponding to the 3D data-cube in-
dicates problems such as low/no fibre coverage, foreground
star contamination etc. Hence, on top of applying the S/N
cut (7 pixel−1 for each unbinned spaxel, as described in the
previous section) to entire spectra, masked individual pixels
in the spectra and masked v and σ values are not included
in the stack.
To accommodate the variation in fluxes from galaxy to
galaxy, spectra are normalised at a wavelength window in
the continuum, 6780 − 6867 A˚ before stacking and then re-
multiplied by the mean of the normalisation factor. From
the 970 Primary+ early-type galaxies in DR14/MPL-5, 611
remain after the S/N cut, losing objects at both the low-
est and highest mass ends. This is because achieving the
necessary high S/N ratio requires a large galaxy sample for
stacking, which leads to tails in the distribution at the low
mass and high mass ends due to the S/N cut. High mass
galaxies have steeper surface brightness profiles, hence their
outer regions have lower surface brightnesses and therefore
lower S/N. Therefore in this work, we focus on galaxies with
logM/M between 9.85 and 10.80.
The mass distribution and the three resulting mass bins
are shown in Fig. 3 and listed in Table 1. The mass bins,
containing 122 galaxies each, are centred on logM/M of
10, 10.4, and 10.6, and a central velocity dispersion σ of
130, 170, and 200 km/s, respectively. Note that this mass
range covers the lower mass end compared to samples in
other IMF studies in the recent literature.
2.2.3 Final S/N
In Fig. 4 we show an image of the S/N ratio as a function of
wavelength and galaxy radius (left-hand panels) and the cor-
responding spectra for the innermost bin (red) and around
the half-light radius (black, right-hand panels). The top and
bottom rows shows an individual galaxy and the stack of
122 galaxies, respectively.
The figure illustrates how S/N depends on both wave-
MNRAS 000, 1–27 (2017)
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Figure 3. Masses of our sample of 366 early type galaxies, split
into 3 bins containing equal numbers of galaxies.
length and radius, and how S/N improves in the stack. The
highest S/N is found at the centre of the galaxy. In indi-
vidual MaNGA galaxies the S/N is of the order ∼ 200 − 300
pixel−1, and drops to ∼ 30 pixel−1 at 1Re (top left-hand
panel). A wavelength dependence for S/N can also be seen:
S/N is highest between 6, 500− 8, 500 A˚ and decreases at the
blue and red boundaries of MaNGA’s coverage. This is re-
flected in the spectra which are noisy especially in the NIR
(top right-hand panel). In particular, contamination from
sky residuals is significant, and noise is dominating the spec-
trum in the outer radial bin (red line). The S/N is clearly too
low for a reliable stellar populations analysis of the near-IR
part of the spectrum.
The bottom row of Fig. 4 shows the same map and
spectra for the mass bin logM/M = 10.2 − 10.5 containing
122 early type galaxies (including the galaxy from Fig. 2).
The S/N is significantly higher, and an S/N of at least 400
pixel−1 around 1Re is achieved at all wavelengths, except at
the very edges. The interplay between two competing effects
when moving outward from the centre of a galaxy, i) increase
in the number of observed spectra ii) decrease in surface
brightness hence S/N, lead to the shape of the S/N map
(see also Goddard et al. 2017). Hence S/N in the stacked
spectra reaches its maximum not at the centre but around
0.2 − 0.4 Re.
The corresponding spectra in the bottom, right-hand
panel further illustrate this substantial improvement. Most
importantly, also the spectrum of the outer bin around the
half-light radius is now of high quality, and the noise and sky
residuals in the near-IR have been eliminated successfully.
Key absorption features that serve as IMF indicators are
now detected well. Also, the spectra from the centre and at
1Re are now of comparable quality.
It is worth noting that stacking leads to a further crucial
benefit, namely the elimination of sky line residuals, which
is particularly important in the near-IR wavelength range.
They get averaged out through stacking when individual
galaxy spectra are corrected to the rest-frame wavelength.
The final set of stacked spectra, after emission line fit-
Table 1. Median velocity dispersion, effective radius and redshift
of the mass terciles.
Mass range (logM/M) σ (km/s) Re (kpc) z
9.9 − 10.2 130 2.43 0.027
10.2 − 10.5 170 3.11 0.030
10.5 − 10.8 200 4.38 0.034
ting and removal (see Section 2.3), for the various mass and
radial bins used in our analysis are shown in Appendix A.
2.3 Spectral analysis
Stellar population parameters are derived through fitting
stellar population models to spectra. This can be done ei-
ther through fitting the full spectrum (e.g., Cid Fernandes
et al. 2005; Ocvirk et al. 2006; Koleva et al. 2009; Conroy
et al. 2014; Cappellari 2017; Goddard et al. 2017; Conroy
et al. 2017b; Wilkinson et al. 2017) or selected absorption
line features (e.g., Trager et al. 2000; Proctor & Sansom
2002; Thomas et al. 2005; Schiavon 2007a; Thomas et al.
2010; Johansson et al. 2012). In the current work we use the
latter approach and focus on a few key absorption features.
2.3.1 Stellar kinematics and emission line removal
Before measuring absorption features on the spectrum for
the analysis, the broadening of absorption line features
caused by the stellar velocity dispersion σ needs to be mea-
sured and, ideally, the emission line component of the spec-
trum removed. To this end we follow the approach used in
Thomas et al. (2010) and Johansson et al. (2012) and per-
form initial full spectrum fitting on the stacked spectra in
order to measure σ and to extract the emission line spectra.
This is done using the DAP’s pPXF wrapper (Cappel-
lari & Emsellem 2004; Westfall et al., in prep). The fit is
carried out using the stellar library, MILES-HC, which is
a hierarchical clustering of MILES (Sa´nchez-Bla´zquez et al.
2006). The average DAP velocity dispersion measurement
obtained for the individual spectra, weighted and combined
for each spectrum in a bin, is used as a guess value for σ.
This first fitting run provides us with the nominal stel-
lar velocity dispersions of the stacked spectra, which we can
compare to the DAP-propagated mean σ from the measure-
ments on the individual spectra. Both of these σ values are
shown as a function of galaxy radius for each mass bin in
Fig. 5. Comparing the DAP-propagated σmean (solid lines)
and the stack-measured σstack (dashed lines) provides an as-
sessment of the success in velocity registration of the stacked
spectra. As can be seen from the figure, there is a marked
difference with σstack being systematically larger than σmean,
except at the smallest radii. This ought to be expected, as
the measurement error in radial velocity leads to an error in
velocity registration, which adds an additional component
in line broadening. In fact the difference is minimal at the
centre and increases with increasing radius because of the
generally lower S/N and hence lower accuracy in velocity
measurements at those radii (Westfall et al. 2011; Cappel-
lari 2017). The consequence is that the σstack profiles are ar-
tificially flat, while σmean displays the well-known negative
MNRAS 000, 1–27 (2017)
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Figure 4. Top row: S/N as a function of wavelength and radial bin for the galaxy from Fig. 2 (left). Radially binned spectra from the
centre of the galaxy in black and at 1 Re in red (right). Bottom row: Same for the mass bin logM/M = 10.2 − 10.5 containing 122
galaxies. Grey shaded regions highlight the features used in this work.
gradient (e.g. Jørgensen 1999; Mehlert et al. 2000; Mehlert
et al. 2003; Emsellem et al. 2004).
The quantity σstack derived here directly from the
stacked spectrum will be used in our future analysis to char-
acterise the effective velocity dispersion affecting the absorp-
tion line broadening. Note, however, that σmean, instead,
should be used for any kinematic analysis.
Finally, after subtracting the continuum and absorp-
tion line component from the spectra, we fit for the emis-
sion lines using a list of 21 lines1 and a preliminary version
of the DAP emission-line fitting routine. This emission-line
fit is then subtracted from the stacked spectra to produce
emission line-free spectra for the analysis.
2.3.2 Absorption indices
An absorption index is determined by defining two pseudo-
continuum bandpasses on either side of a spectral feature,
which is contained within the index bandpass. Equations
2 and 3 in Worthey et al. (1994) show how an equivalent
1 http://physics.nist.gov/PhysRefData/ASD/Html/help.html
width is measured in angstroms for atomic features and in
magnitudes for molecular bands. Most IMF studies in the
recent literature use gravity-sensitive spectroscopic features
directly (e.g. van Dokkum & Conroy 2012; Mart´ın-Navarro
et al. 2015a; La Barbera et al. 2017; Alton et al. 2017).
Our choice of indices is as follows: the combination of
Hβ, Mgb, Fe5270, and Fe5335 are suitable to constrain age,
metallicity and [α/Fe] abundance ratio. The NaD index is
crucial for constraining [Na/Fe]. For the IMF slope, we in-
clude the gravity-sensitive indices NaI and FeH, in the near-
IR, separately. Table 2 lists the indices and their definitions
as used in our analysis.
Once measured on the observed galaxy spectrum, the
index values are corrected to a common velocity dispersion.
Here we correct to the resolution of the stellar population
models in the following way (see also Johansson et al. 2012):
For each stacked spectrum we take the model templates from
the initial full spectral fit and measure the index strength
two times. First at the spectral resolution of the data from
the best fit model directly convolved with the derived σstack.
Then we generate the same model template from the model
library at the resolution that we want to correct to. The ratio
between these measurements in the correction factor, which
MNRAS 000, 1–27 (2017)
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Figure 5. Velocity dispersion profiles i) expected values as propagated from unstacked spectra (solid) and ii) values measured directly
on stacked spectra (dashed), left to right represents increasing mass bin. The stack-measured values suffer at large radii due to large
errors leading to an effective dispersion becoming convolved with the spectrum.
Table 2. Index definitions for the absorption features used in
this work. All wavelengths are in vacuum. The optical indices are
defined in Trager et al. (1998); NaI in (La Barbera et al. 2013);
and FeH in Conroy & van Dokkum (2012a).
Index Blue Continuum Feature Red continuum
Hβ 4829.2 - 4849.2 4849.2 - 4878.0 4878.0 - 4893.0
Mgb 5144.1 - 5162.8 5161.6 - 5194.1 5192.8 - 5207.8
Fe5270 5234.6 - 5249.6 5247.1 - 5287.1 5287.1 - 5319.6
Fe5335 5306.1 - 5317.4 5313.6 - 5353.6 5354.9 - 5364.9
NaD 5862.2 - 5877.3 5878.5 - 5911.0 5923.8 - 5949.8
NaI 8145.2 - 8155.2 8182.2 - 8202.3 8235.3 - 8246.3
FeH 9855.0 - 9880.0 9905.0 - 9935.0 9940.0 - 9970.0
is multiplied by the index measurements from the data to
give the corrected index (Kuntschner 2004b)
We then calculate Monte-Carlo based errors for our in-
dices. To do so, we perturb the flux at each wavelength with
a number randomly drawn from a Gaussian which has a
standard deviation equal to the error in the flux at each
pixel. The indices are measured on perturbed spectra from
100 such realisations and the error is measured as the stan-
dard deviation of these measurements, divided by
√
2 in or-
der to account for the fact that we are perturbing spectra
that already have an error.
Covariance between spatially adjacent spaxels can lead
to noise being underestimated when they are binned to-
gether. In our radial binning scheme, the number of adja-
cent spaxels being combined is very small. Also, the MaNGA
reconstructed point-spread function, and hence the correla-
tion matrix, is only a weak function of wavelength (Law
et al. 2016). Therefore we use individual, pixel-based errors
to perturb the spectra because we do not expect strong cor-
relations of uncertainties in the wavelength or spatial direc-
tions.
In Figs. 6 and 7 we show the spectral cut-outs of
the stacked spectra around the seven features measured for
the different radial and mass bins. All spectra have been
smoothed to 300 km/s and normalised for visualisation pur-
poses. Mass increases from left to right, and the colours rep-
resent radial bins going from the centre (black) to 1Re (or-
ange). The index bandwidth is indicated by the grey box,
the blue and red pseudo-continua by the blue and red boxes,
respectively. As mentioned in the previous section, the edges
of the stacked spectra suffer from lower S/N, and at large
radii this is particularly the case for the longest wavelengths.
As a consequence, the S/N in the region of reddest feature
we study, FeH, drops below the values in the central radial
bin of at least 200 pixel−1. Therefore, we only measure and
analyse this out to 0.5Re.
It can be seen clearly from Figs. 6 and 7 how the var-
ious absorption features will depend on galaxy mass and
radius. The absorption depths of the optical metallic fea-
tures Mgb, Fe5270, Fe5335, and NaD increase both with de-
creasing galaxy radius (orange to black lines) and increasing
galaxy mass (panels left to right). The IMF-sensitive absorp-
tion feature NaI behaves similarly (top panels in Fig. 7), and
displays the well-known pattern of increasing depth accom-
panied by a shift of the minimum to bluer wavelengths as
galaxy mass increases (Ferreras et al. 2013). We show clearly
here that this same pattern (increase in depth and blue-shift)
is seen with decreasing galaxy radius (orange to black lines).
In contrast to NaI, the Wing-Ford band FeH is more com-
plex, and no clear pattern is visible from the spectra (bot-
tom panels in 7). If at all, the radial trend appears to be
reversed with a stronger FeH absorption at larger radii. Any
possible dependence on galaxy radius and/or mass appears
to be dominated by the observed flux in the red pseudo-
continuum band. We will discuss this point in detail in Sec-
tion 3 when comparing measurements of FeH with stellar
population model predictions.
Finally, for a spatial visualisation of the data, in Fig. 8
we present 2D maps of the seven indices for the three mass
bins. Mass increases from left to right, and each row cor-
responds an index. These maps are created using stacks of
the index measurements for individual spaxels in individual
galaxies after spatial scaling. Hence they are not based on
the stacked spectra used in the present analysis and although
systematic errors remain in these maps, random noise is re-
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Figure 6. Spectral cut-outs of the optical absorption features used in this study. Left to right is increasing mass bin, the colours
represent radial bins going from the centre (black) to 1Re (orange). All spectra have been smoothed to 300km/s and normalised in the
blue bandpass for visualisation purposes. The index bandwidth is indicated by the grey box, the blue and red pseudo-continua by the
blue and red boxes, respectively
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Spatially Resolved Stellar Initial Mass Function 9
Figure 7. Same as Fig. 6 for the near-IR, IMF-sensitive absorption features.
duced so they are able to serve as an illustration of the data
properties. Gradients are clearly visible for all the features.
The maps further support our first interpretation of the data
based on Figs. 6 and 7. The strengths of Mgb, Fe5270,
Fe5335, NaD, and NaI increase, while the strengths of Hβ
and FeH decrease toward the galaxy centre. These profiles
generally get stronger with increasing galaxy mass, a trend
that is most pronounced in NaD.
2.4 Models
The analysis of galaxy spectra naturally is sensitive to the
stellar population model used. Kuntschner (2004a) and Con-
roy et al. (2017b) compare models by Thomas et al. (2003);
Thomas et al. (2011a), Schiavon (2007b), and Conroy et al.
(2017b) and find encouraging agreement for optical absorp-
tion features. Modelling of near-IR features including the
IMF-sensitive indices, instead, is more challenging (Lyuben-
ova et al. 2010, 2012; Spiniello et al. 2014; Baldwin et al.
2017). We therefore use a combination of different model
sets in the present analysis as outlined below.
2.4.1 TMJ and M11-MARCS
We use the Thomas et al. (2011a, hereafter TMJ) stellar
population models of the optical Lick absorption indices
at the 2.5 A˚MILES resolution (Beifiori et al. 2011; Falco´n-
Barroso et al. 2011; Prugniel et al. 2011) in our analysis. In
brief, the TMJ models are an update and extension of the
earlier models by Thomas et al. (2003); Thomas et al. (2004)
and based on the Maraston (1998, 2005) evolutionary syn-
thesis code. The update uses new empirical calibrations by
Johansson et al. (2010) based on the MILES stellar library
(Sa´nchez-Bla´zquez et al. 2006). Element response functions
from Korn et al. (2005) are adopted. The models are care-
fully calibrated with galactic globular clusters and reproduce
the observations well for the spectral featured used in this
study (Thomas et al. 2011b). The models are available for
different ages, metallicities, variable element abundance ra-
tios, in particular [α/Fe] and [Na/Fe], and a Salpeter IMF.
Element variation are calculated at constant total metallic-
ity, hence the TMJ models enhance the α-elements and sup-
press the Fe-peak elements according to Equations 1-3 in
Thomas et al. (2003). The models are provided for Lick and
MILES spectral resolution. We use the latter in the present
work because it is well matched to the MaNGA resolution
over the relevant wavelength range.
In combination with these, we use the Maraston &
Stro¨mba¨ck (2011, M11) models based on the theoretical
MARCS (Gustafsson et al. 2008) library. The theoretical
library MARCS allows us to extend our analysis to NaI and
to FeH without loss of stellar parameter coverage. These
models are available for Kroupa and Salpeter IMFs. Using
the power law form φ ∝ M−x , a Salpeter IMF refers to a
single power-law with x = 2.35 and a Kroupa IMF refers
to a double-power law with x = 1.3 between 0.1 − 0.5 M
(shallower than Salpeter) and x = 2.3 between 0.5− 100 M.
These are shown in Fig. 9, normalised to the same mass.
We note that the turnover to a shallower slope at low stel-
lar masses is also present in other versions of the IMF like
Chabrier (2003) or the recently widely discussed integrated
galactic IMF Kroupa & Weidner (2003); Weidner & Kroupa
(2005); Kroupa et al. (2013); De Masi et al. (2017). We use
the M11-MARCS models to calculate the TMJ models for
a Kroupa IMF, and the VCJ response functions (described
below) to calculate element abundance variation for M11-
MARCS models.
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Figure 8. Stacked maps, in units of Re, for the indices we use in our analysis. Left to right is increasing mass bin.
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Figure 9. With a lower mass cut-off of 0.1 M for M11 models
and 0.08 M for VCJ, a Salpeter IMF has a slope of 2.35 whereas
a Kroupa IMF has a similar slope of 2.3 above 0.5 M and a
shallower slope of 1.3 for lower stellar masses. The IMFs have
been normalised to have the same mass.
2.4.2 VCJ
We also make use of the stellar population models based on
the extended IRTF stellar library by Villaume et al. (2017,
hereafter VCJ). The library, complemented with M-dwarf
stars from Mann et al. (2015), consists of stars present in
the MILES library (Sa´nchez-Bla´zquez et al. 2006), giving
continuous coverage for each star across the MaNGA wave-
length range. Due to the different instrumental resolutions
of the MILES and IRTF libraries, the models are smoothed
to a common dispersion of 100km/s. Note that the dwarf
stars from Mann et al. (2015) are at a lower spectral resolu-
tion than both MILES and IRTF libraries, and these spectra
were deconvolved in VCJ. The empirical SSPs are available
for a range of triple-power law IMFs. The low mass cut-off
is 0.08M  and the slope above 1 M is fixed at the Salpeter
slope. The slopes for 0.08 − 0.5 M and 0.5 − 1 M can be
varied from 0.5 to 3.5. Hence we can obtain models for the
Kroupa and Salpeter IMFs mentioned above.
We multiply the theoretical response functions for
element abundance variation (Conroy et al. 2017b) to
whichever base models (M11-MARCS or VCJ) we use in
the analysis. These functions are available for individual el-
ements spanning a range in age and metallicity. We individ-
ually vary the elements Na and Fe as well as the α and other
light elements (N, O, Ne, S, Mg, Ca, Na, Si, Ti). We calcu-
late an α-enhanced model following the same procedure as
the TMJ models, for a consistent comparison.
3 RESULTS
We now turn to the analysis of the index-strength measure-
ments. Stellar population parameters are derived from fit-
tings using the models described in Section 2.4. We use a
chi-squared minimisation code to simultaneously fit the op-
tical indices Hβ, Mgb, Fe5270, Fe5335, and NaD and ei-
ther NaI or FeH to derive age, metallicity, [α/Fe] ratio, Na
abundances, and IMF slopes. The TMJ and M11-MARCS,
and VCJ model grids are linearly interpolated in this 5-
dimensional parameter space. For clarity, we present the
results in three steps: First we show the fits to Hβ, Mgb,
Fe5270, Fe5335 and the parameters age, metallicity, [α/Fe]
ratio in (Section 3.1). We then show the fits to the NaD in-
dex with and without Na abundance and the derived [Na/Fe]
gradients (Section 3.2). Finally we present the IMF-sensitive
NaI and FeH indices, with and without IMF variation and
the derived IMF slopes in (Section 3.3).
We provide all our index measurements and errors for
the various mass and radial bins used in our analysis in
Appendix B as well as all the derived parameters.
3.1 Age, metallicity and [α/Fe]
To illustrate the derivation of stellar population parameters
form these index line-strengths we plot them for all mass
bins against the high-resolution TMJ index model grids in
Fig. 10. The age and metallicity dependence is plotted for
[α/Fe] = 0 in the left panel showing [MgFe]′ vs Hβ. The right
panel illustrates metallicity against [α/Fe] at a fixed age of
10 Gyr showing Mgb vs <Fe>. <Fe> is the mean of the two
Fe indices, Fe5270 and Fe5335, (Gonzalez 1993) and [MgFe]′
is a mean between Mgb and both iron indices as defined in
Thomas et al. (2003). Dark to light shades of blue represent
the mass bins in decreasing order; decreasing size represents
increasing radius. The model grid shows stellar populations
for fixed age and metallicity and [α/Fe] ratio as labelled.
It can be seen from these plots that our results are con-
sistent with findings in the literature. Our data suggest that
all three parameters, age, metallicity and [α/Fe] ratio, corre-
late with galaxy mass (e.g. Kuntschner 2000; Thomas et al.
2005; Thomas et al. 2010). Moreover, there is a significant
metallicity gradient, especially at higher masses, while gra-
dients in age, except for the low mass bin, and [α/Fe] are
generally flat (Mehlert et al. 2003; Goddard et al. 2017).
In the top panel of Fig. 11, we plot the measurements
of the absorption-line indices Hβ, Mgb and <Fe> for each
mass bin as a function of radius. These indices are sensitive
to the age, total metallicity, and [α/Fe] ratio of a stellar
population. As well known from the literature, more massive
galaxies have weaker Hβ and stronger metallic indices (e.g.
Bender et al. 1992; Trager et al. 1998) which means they
are older and more metal rich (e.g. Thomas et al. 2005).
Also, the observed profiles are in line with previous literature
exhibiting positive radial gradients in Hβ and negative radial
gradients in both metallic indices (Davies et al. 1993; Carollo
et al. 1993; Mehlert et al. 2000).
The best fit parameter and error at each radial bin is de-
rived through the process described above. We fit a straight
line to the parameters obtained at each point, taking the er-
ror into account, and derive the radial gradients summarised
in Table 3. The uncertainties in the gradients account for
index errors and the scatter of the points around a straight
line. The resulting model fittings to the index profiles are
shown in the top panel of Fig. 11 as lines. The observed
index values are reproduced well through our stellar popu-
lation model fittings. Note that these models already include
the inferred [Na/Fe] and IMF slopes shown in the next sec-
tions.
The bottom panels of Fig. 11 show the final resulting
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Figure 10. Optical indices for the three mass bins against the high-resolution TMJ model index grids. The age and metallicity dependence
plotted for models with [α/Fe] = 0 (left-hand panel) and metallicity against [α/Fe] for models at a fixed age of 10 Gyr (right-hand panel).
Dark to light shades of blue represent the mass bins in decreasing order; decreasing size represents increasing radius.
Figure 11. Top row: Hβ, Mgb and <Fe> for each mass bin as a function of radius. Line-strengths are measured on the stacked spectra
with 1-σ errors calculated using a Monte Carlo-based analysis. The lines are TMJ model fittings derived through chi-squared minimisation
(see text).Bottom row: TMJ-derived age, metallicity and [α/Fe] as a function of radius for different mass bins. The lines are calculated
by fitting a straight line to the derived parameter at each radius in order to match the data
radial profiles of these three parameters. We detect negative
metallicity gradients in all mass bins, with a steeper negative
slope in the higher mass bins in agreement with Goddard
et al. (2017); Zheng et al. (2017). The age gradients are
comparable in being shallow, except for the lowest mass-bin
where we find a steeper negative gradient (−0.18± 0.04 dex)
than Goddard et al. (2017) in the equivalent mass range
(−0.03 ± 0.03). We further find the [α/Fe] gradients to be
negligible at all masses in agreement with previous findings
in the literature (Mehlert et al. 2003; Kuntschner 2004a).
We also derive these stellar population parameters using
the VCJ models; the fits and parameters are shown in the
top and bottom panels of Fig. 12 respectively. In order to be
consistent with the TMJ analysis, we create an index grid for
VCJ models of different parameters and use the same chi-
squared minimisation code to simultaneously fit Hβ, Mgb,
Fe5270, Fe5335, NaD and NaI or FeH. A larger degree of
scatter is found, hence the resulting gradients, though simi-
lar to TMJ models (apart from the highest mass bin), have
larger uncertainties. See Conroy et al. (2017b) for a compar-
ison of their optical indices with TMJ.
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Figure 12. Same as Fig. 11 for VCJ models.
Table 3. Gradients and errors for age, metallicity and abun-
dances in dex/Re .
Mass bin TMJ Age Metallicity [α/Fe]
9.9 − 10.2 −0.18 ± 0.04 −0.11 ± 0.02 0.04 ± 0.01
10.2 − 10.5 −0.09 ± 0.06 −0.15 ± 0.03 −0.08 ± 0.03
10.5 − 10.8 −0.10 ± 0.02 −0.15 ± 0.02 0.02 ± 0.02
Mass bin VCJ Age Metallicity [α/Fe]
9.9 − 10.2 −0.27 ± 0.02 −0.00 ± 0.02 0.06 ± 0.02
10.2 − 10.5 −0.11 ± 0.07 −0.10 ± 0.06 −0.06 ± 0.05
10.5 − 10.8 −0.21 ± 0.07 −0.03 ± 0.05 0.04 ± 0.04
3.2 [Na/Fe]
The sodium doublet, NaI, is strongly sensitive to changes
in the IMF but is also affected by sodium abundance varia-
tions. In this work we lift this degeneracy by including the
NaD doublet as main Na abundance indicator. NaD is highly
sensitive to Na abundance (Thomas et al. 2011b), and its
dependence on the IMF slope is negligible (Conroy & van
Dokkum 2012a; Spiniello et al. 2012; La Barbera et al. 2013).
The NaD profiles measured on the stacked spectra are
shown as filled circles in the left-hand and middle panels
of Fig. 13. NaD displays a strong negative gradient, slightly
steepening with increasing galaxy mass. The left-hand panel
also shows as lines the TMJ model predictions (top row) and
VCJ model predictions (bottom row) based on our derived
parameters using the corresponding models but without any
Na abundance variation. It can be seen that the NaD gra-
dients are not reproduced, and NaD strength is underesti-
mated at small radii. This effect is strongest for the highest
mass bin.
We then show both models (lines) in the middle panels
of Fig. 13 with the derived Na abundance. The data are now
reproduced well. Note that these models, with and without
Na abundance variation, already include the IMF variation
shown in the next section.
The resulting [Na/Fe] gradients based on TMJ and
VCJ are shown in the right-hand top and bottom panels of
Fig. 13, respectively. The derived [Na/Fe] gradients, listed
in Table 4, are around -0.24 dex/Re for the TMJ mod-
els and -0.17 dex/Re for the VCJ models, with no clear
dependence on galaxy mass for both models. The overall
value of Na-enhancement shows a very significant correla-
tion with mass though, with the highest mass bin exhibit-
ing the highest Na-enhancement with central values around
[Na/Fe] ∼ 0.4 − 0.5 dex. The VCJ models predict stronger
NaD indices and hence require less Na-enhancement, there-
fore leading to slightly lower central [Na/Fe] values and shal-
lower negative gradients. These models also predict a more
metal rich and alpha enhanced population for the high mass
bin at large radii, which affects the fits for NaD and NaI in
this region.
The detection of significant negative radial gradients
in [Na/Fe] is in good agreement with other findings in the
recent literature (McConnell et al. 2016; van Dokkum et al.
2017; Alton et al. 2017; Vaughan et al. 2017). The values
derived here are slightly lower than in some of the work
quoted above, where [Na/Fe] values as high as 0.9 dex in
the most massive galaxies are reported.
Finally it should be noted that the NaD index could
in principle be affected by contamination from interstellar
medium absorption. While we expect this effect to be small
in early-type galaxies, we explore this possibility and de-
termine the reddening of our stacked spectra through the
full spectrum fitting code FIREFLY (Wilkinson et al. 2015,
2017). The results are presented in Appendix C. In sum-
mary, we find E(B −V) values lower than 0.1, and a shallow
gradient in E(B − V) with a slightly negative slope around
−0.05 per Re, consistent with the analysis in Goddard et al.
MNRAS 000, 1–27 (2017)
14 T. Parikh et al.
Figure 13. NaD equivalent width as a function of radius for the mass bins, with 1-σ errors calculated using a Monte Carlo-based
analysis, and stellar population fittings using TMJ (top panels) and VCJ (bottom panels). Left: Lines are models with the previously
derived parameters of age, metallicity and [α/Fe]. Centre: [Na/Fe] abundance in models altered in order to match the data. Right: [Na/Fe]
abundance (including [α/Fe] given before) for the best-fit models.
Table 4. Gradients and errors for [Na/Fe] from TMJ and VCJ
models.
Mass bin TMJ [Na/Fe] VCJ [Na/Fe]
9.9 − 10.2 −0.19 ± 0.01 −0.15 ± 0.01
10.2 − 10.5 −0.30 ± 0.03 −0.18 ± 0.03
10.5 − 10.8 −0.23 ± 0.02 −0.19 ± 0.01
(2017). We conclude that the dust content in these object is
small and the effect on NaD is negligible.
3.3 IMF slope
Having shown the stellar population parameters age, metal-
licity, [α/Fe], and [Na/Fe], we now present the IMF slopes
and NIR indices. We focus on NaI and FeH, which are both
primarily gravity-sensitive indices and therefore good indi-
cators of the IMF-dependent dwarf-to-giant star ratio (van
Dokkum & Conroy 2012). As such, they have become stan-
dard features used for IMF studies in the literature.
For clarity and because of the different results provided
by each index, we study the FeH and NaI IMF implications
separately. We discuss the results obtained from both the
M11-MARCS and VCJ models (see Section 2.4).
3.3.1 NaI
We use the NaI index definition by La Barbera et al. (2013).
It is a narrow passband which excludes TiO and keeps the
pseudo-continua blueward and redward of the feature in such
a way that contamination from TiO is avoided (see Fig. 7).
The radial profiles of the NaI measurements are shown
as filled circles in the left-hand and middle panels of Fig. 14.
The negative gradient is evident with stronger NaI absorp-
tion toward the centre. The index strength is weakest at
lowest masses, but very similar for the two high mass bins
giving a generally weak dependence on galaxy mass within
logM/M = 10.2 − 10.8. Also, the slope is only mildly mass-
dependent with a slightly stronger rise in the centre for the
more massive bins.
M11-MARCS models: Using the derived age, metallicity,
[α/Fe] and [Na/Fe] from the previous sections, we plot the
predictions from the M11-MARCS models with Kroupa IMF
as lines in the top left-hand panel of Fig. 14. The models are
well consistent with the data for the lowest mass bin at all
radii, as well as at large radii in the two high mass bins.
In the latter the model implies a shallower profile in NaI,
though, and NaI strength is under-estimated in the centre,
if no additional IMF variation is considered.
We now show the models with the best-fit IMF slope.
To this end we extrapolate the M11-MARCS models in log
space, which allows us to determine the best fit IMF slope in
the mass range 0.1−0.5 M (see Fig. 9). We fix the lower and
upper bounds at 0.5 and 3.5, so IMFs shallower or steeper
than these values are not allowed. The resulting stellar pop-
ulation models are shown in the top middle panel of Fig. 14.
The observed NaI strengths are now well reproduced at all
radii for all mass bins.
The corresponding IMF slopes are shown in the top
right-hand panel of Fig. 14. The horizontal dashed lines il-
lustrate the slopes of Salpeter and Kroupa IMFs (see Fig. 9).
The fit results show that the NaI absorption we measure is
roughly consistent with a Kroupa IMF, hence Milky Way-
type IMF, and no significant enhancement in dwarf stars is
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Figure 14. NaI line-strengths for the mass bins as a function of radius, with 1-σ errors calculated using a Monte Carlo-based analysis,
and stellar population model fittings using M11-MARCS (top panels) and VCJ (bottom panels). Left-hand panels: Models shown as lines
for a Kroupa IMF with the age, metallicity, [α/Fe] and [Na/Fe] as derived in Sections 3.1 and 3.2. Middle panels: Models (lines) with
varying IMF. Right-hand panels: Open squares show the IMF slopes of the best-fit models shown in the middle panels.
Table 5. Gradients and errors for IMF slope between 0.1-0.5M
per Re , as derived from NaI.
Mass bin M11-MARCS VCJ
9.9 − 10.2 −0.47 ± 0.19 −0.91 ± 0.38
10.2 − 10.5 −1.14 ± 0.45 −0.85 ± 0.20
10.5 − 10.8 −1.00 ± 0.18 −0.94 ± 0.07
required for the lowest mass bin (logM ∼ 10, σ ∼ 130 km/s).
Moreover, only a shallow gradient is detected. The other
two mass bins, instead, corresponding to logM ∼ 10.4
(σ ∼ 170 km/s) and logM ∼ 10.6 (σ ∼ 200 km/s), respec-
tively, exhibit an enhancement of NaI in the centres requir-
ing a slightly steeper IMF slope of around 2. The IMF slope
required at around the half-light radius is Kroupa again,
though, for both mass bins resulting in an IMF slope gradi-
ent. The derived radial gradients in IMF slope are listed in
Table 5. The linear fit is shown as lines in the top right-hand
panel of Fig. 14.
The variation toward a more bottom-heavy IMF half-
way between Kroupa and Salpeter (corresponding to a mass
excess factor, α of about 1.5) in the centres of galaxies in the
range 170 < σ/km/s < 200 is in good agreement with previ-
ous results in the recent literature (Cappellari 2012; Conroy
& van Dokkum 2012b; Ferreras et al. 2013; Spiniello et al.
2014; Smith et al. 2015b). We find here that this variation is
restricted to the centre, and a normal Milky Way-type IMF
is again found in the outer parts. A more comprehensive dis-
cussion of these results including a full comparison with the
literature is given in Section 4.
VCJ models: Similar to the procedure with M11-MARCS,
we also model the NaI feature with the VCJ models. The
lower and upper bounds on the IMF slope are the same as
before. The bottom panels in Fig. 14 show the results. We
plot the predictions from the VCJ models with Kroupa IMF
as lines in the bottom left-hand panel of Fig. 14.
Just like with the M11-MARCS models, the observa-
tions are generally well reproduced for the low mass bin, and
the biggest difference is at the centres in the higher mass
bins. This difference becomes smaller as radius increases,
however it is non-negligible at the half-light radius. Again,
the fits can be further improved by including the IMF slope
as an additional variable, and the resulting models and the
corresponding IMF slopes are shown in the bottom middle
and right-hand panels of Fig. 14, respectively.
The adjustments to the IMF slope yield a better repre-
sentation of the data. This is particularly true at the centres
where the enhanced NaI absorption requires a steepening of
the IMF slope. Consistent with the analysis using the M11-
MARCS models, a radial gradient in the IMF slope is found.
The gradients derived with VCJ models are in agreement, to
1-σ, with the gradients derived through M11-MARCS. How-
ever the absolute values of the IMF slope are systematically
higher for the VCJ models, requiring super-Salpeter slopes
in the centre and a slope of around 2 (between Kroupa and
Salpeter) at the half-light radius. This discrepancy is caused
by the lower [Na/Fe] ratios obtained with the VCJ models
compared to TMJ (see Section 3.2).
The discrepancy in gradient appears most extreme in
the lowest mass bin, where a sub-Kroupa IMF slope at
the half-light radius and a significant negative gradient in
IMF slope, albeit with large errors, are found with the VCJ
model, in contrast to the shallow gradient around a Kroupa
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Figure 15. FeH line-strengths for the mass bins as a function of radius, with 1-σ errors calculated using a Monte Carlo-based analysis,
and stellar population model fittings using M11-MARCS (top panels) and VCJ (bottom panels). Left-hand panels: Models shown as lines
for a Kroupa IMF with the age, metallicity, [α/Fe] and [Na/Fe] as derived in Sections 3.1 and 3.2. Middle panels: Models (lines) with
varying IMF. Right-hand panels: Open squares show the IMF slopes of the best-fit models shown in the middle panels.
Table 6. Gradients and errors for IMF slope between 0.1-0.5M
per Re , as derived from the Wing-Ford band.
Mass bin M11-MARCS VCJ
9.9 − 10.2 4.12 ± 2.33 1.31 ± 1.37
10.2 − 10.5 1.65 ± 1.04 2.72 ± 1.24
10.5 − 10.8 2.11 ± 0.95 −0.42 ± 1.33
IMF derived with M11-MARCS. The origin of this discrep-
ancy is unclear. We point out, though, that the VCJ Kroupa
IMF model still appears to be a good fit to the data as can
be seen from the bottom left panel of Fig. 14, which high-
lights the low sensitivity of the NaI index as the IMF gets
more bottom-light i.e. the IMF needs to become significantly
more bottom-light to cause a small change in the index.
3.3.2 FeH
The Wing-Ford band, FeH, is generally considered a strong
IMF slope indicator because of the virtual absence of this
feature in giant stars (Conroy & van Dokkum 2012a). The
radial profiles of the FeH measurements are shown as filled
circles in the left-hand and middle panels of Fig. 15, which
is the FeH equivalent of Fig. 14. Note that when discussing
the Wing-Ford band we only consider data within 0.5 Re as
opposed to 1 Re, because the S/N ratio falls below the central
value of 200 pixel−1, well below the values compared the rest
of the spectra beyond 0.5 Re (see Section 2.3.2 and Fig. 4).
It is evident that the profiles of FeH are very different
from NaI. They tend to be flat for the lowest mass bin,
positive for intermediate masses, and a significant upturn
around 0.5 Re for the highest mass bin. Note that in Fig. 7
we show that much of this radial change in the FeH index is
driven by the red pseudo-continuum.
Results obtained with the M11-MARCS and VCJ mod-
els are again shown in the top and bottom panels, respec-
tively. The parameters for these models have been obtained
by simultaneously fitting FeH (instead of NaI) and the op-
tical indices. Hence we obtain slightly different ages, metal-
licities and element abundances. These parameters, as well
as the fits to the optical indices, are shown in Appendix D.
M11-MARCS models: The M11-MARCS model sets
(lines) do not reproduce the observed FeH strengths with-
out adjustment of the IMF slope, as can be seen from the
top left-hand panel of Fig. 15. The models display a neg-
ative slope in FeH owing to the metallicity gradient mea-
sured, in contrast to the positive slope of the data. While
the match between models and data in the lowest mass bin
is still acceptable, FeH is clearly underestimated, in particu-
lar around 0.5 Re. After inclusion of the IMF slope as a free
parameter, the fit improves but is still unable to reproduce
the strengths of the high mass bins at large radii (top middle
panel of Fig. 15).
The resulting IMF slopes are shown in the top right-
hand panel of Fig. 15. The general pattern is similar to and
consistent with the result obtained from NaI for the central
radial point: the lowest mass bin is consistent with Kroupa
within less than 1-σ, while a steeper IMF is needed for both
higher mass bins. It is certainly encouraging that measure-
ments through NaI and FeH roughly agree at the centre.
However, there is a marked difference with respect to
the radial dependence. The FeH strength increases with ra-
dius for the two higher mass bins, and the resulting IMF
consequently remains steep as radius increases. As a result,
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a more bottom-heavy super-Salpeter IMF, restricted by the
model bounds, is obtained at 0.5 Re in contrast to the result
derived from NaI (see Fig. 14). The radial gradients in IMF
slope are shown in Table 6. The scatter in the points around
the straight lines result in large errors on the gradients.
VCJ models: The picture is similar when using the VCJ
models as shown by the bottom panels in Fig. 15. FeH in
the VCJ models appears to be less sensitive to total metal-
licity, and the model lines lie much closer together before
adjustment through IMF variation (bottom left-hand panel
in Fig. 15). Once a variable IMF slope is included, though,
VCJ models reproduce the observed FeH strengths for the
intermediate mass bin but fail elsewhere. For the lowest mass
bin, the predicted FeH strengths are too high even with the
most bottom-light IMF available (bottom middle panel in
Fig. 15).
The final constraint on the IMF slope is again similar to
the result obtained form the M11-MARCS model. A positive
gradient in IMF slope is being derived from the FeH mea-
surements in disagreement with the results obtained from
NaI (bottom right-hand panel in Fig. 15). There are large
errors on the IMF slope derived for the low mass bin at all
radii due to the grid boundary and the inability to reproduce
such low strengths.
We comment in detail on the reliability of our FeH anal-
ysis, both in terms of the measurements and the modelling,
in the Discussion below.
4 DISCUSSION
In this paper we derive radial gradients of IMF slope along-
side stellar ages, metallicities, and [α/Fe] and [Na/Fe] el-
ement abundance ratios. To this end we measure the key
absorption line-strengths, Hβ, Mgb, <Fe>, NaD, NaI and
FeH, on stacked spectra from the MaNGA survey providing
us with spatially resolved information within the half-light
radius. We then analyse these features with state-of-the-art
stellar population models and derive gradients in IMF slope.
The MaNGA data allows us to explore three mass bins cen-
tred on logM/M = 10, 10.4, 10.6 corresponding to central
velocity dispersions of σ = 130, 170, 200 km/s.
In the following we discuss our results in light of find-
ings in the recent literature. We also provide a discussion on
model dependence.
4.1 Comparison with the literature
Overall our results are consistent with the current litera-
ture in that the gravity-sensitive absorption feature at red
wavelengths favour some variation in the IMF slope. We
find a Milky-Way IMF (Kroupa) for our lowest mass-bin,
and slightly more bottom-heavy IMFs (close to Salpeter)
for the next higher mass bins in agreement with previous
work (Cappellari 2012; Conroy & van Dokkum 2012b; Fer-
reras et al. 2013; Spiniello et al. 2014; Smith et al. 2015b; Li
et al. 2017).
The principle aim of this work is to study the radial
gradients, though, and here the literature is painting a more
controversial picture. Some work reports the presence of a
radial gradient with strongly bottom-heavy IMFs in the cen-
tres (Mart´ın-Navarro et al. 2015a; La Barbera et al. 2016,
2017; van Dokkum et al. 2017; Conroy et al. 2017a), while
other studies find no compelling evidence for radial gradients
in the IMF (Zieleniewski et al. 2015, 2017; Alton et al. 2017).
If IMFs are indeed much more bottom-heavy in the centres,
then dynamical mass estimates in the literature (e.g. Cap-
pellari et al. 2013; Li et al. 2017) have been overestimated
(Bernardi et al. 2018).
4.1.1 Evidence for an IMF gradient
Mart´ın-Navarro et al. (2015a) present radial constraints on
the IMF for three early-type galaxies - one comparable to
our low mass bin and the other two more massive than our
galaxies. Although their observations of NaD and NaI are
contaminated by sky emission and telluric absorption, they
show that the gradients are consistent with a radial varia-
tion of the IMF for the massive galaxies. La Barbera et al.
(2016) use the Wing-Ford band to rule out a single power
law IMF. This and TiO indices lead to a radial variation
of the IMF in a massive σ ∼ 300km/s galaxy. van Dokkum
et al. (2017) also find strong radial variation in the IMF for
six massive early type galaxies where after including abun-
dance gradients they require an IMF variation to simulta-
neously fit NaD, NaI and FeH. La Barbera et al. (2017)
use a modified version of the stellar population models by
Vazdekis et al. (2015) to match NaD, NaI and two further
red NaI indices and still obtain radial IMF variations consis-
tent with their previous result in La Barbera et al. (2016).
Finally, Conroy et al. (2017a) use the observations for one
of the galaxies from van Dokkum et al. (2017) to derive an
extremely bottom-heavy IMF at the centre of the galaxy.
4.1.2 Evidence against an IMF gradient
Alton et al. (2017), on the other hand, find no significant ra-
dial variation of the IMF in their galaxy sample. They study
stacked and individual spectra of eight early-type galaxies
with observations in the infrared. These galaxies mostly have
σ ∼ 250 km/s. They find that the radial trends in these and
other infrared indices can be accounted for by abundance
variations (mostly in [Na/Fe]) rather than IMF changes.
Likewise, Vaughan et al. (2017) also find that trends can
be accounted for by abundance variations, although they
cannot conclusively rule out the presence of an IMF gradi-
ent, and Zieleniewski et al. (2015, 2017) derive constant IMF
slopes as a function of radius.
4.1.3 This work
The present study suggests that part of the discrepancies in
the literature may well stem from a dependence on galaxy
mass. We find a clear dependence of the radial IMF gradient
with galaxy mass. However, we also show that the absolute
value of the IMF slope is modelling dependent. We empha-
sise again that the galaxies studied here are on the low mass
end of the galaxies typically studied in literature.
We derive a significant IMF gradient for the two larger
mass bins (logM/M = 10.4 − 10.6, σ = 170 − 200 km/s).
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Figure 16. Mass excess factor, α = (M/L)/(M/LKroupa) , versus velocity dispersion σ. Shaded circles are our results based on the NaI
index using the M11-MARCS models for galaxies with logM/M = 9.9 − 10.2, logM/M = 10.2 − 10.5 and logM/M = 10.5 − 10.8. Dark
to light shades of blue represent decreasing bins of mass and decreasing size represents increasing radius going from the centre to the
half-light radius and the typical error on α is 0.1. The grey line is the Posacki et al. (2015) relation for the combined ATLAS3D and
SLACS sample, with the shaded region representing 1σ errors. Finally, the orange triangles are the galaxies from Conroy & van Dokkum
(2012b), with typical fractional error ∼ 7%.
This result is independent of the stellar population mod-
els used. For the M11-MARCS models, the derived IMF
is Kroupa around the half-light radius and then slightly
bottom-heavy (close to Salpeter) in the centre. The lowest
mass bin (logM/M = 10, σ = 130 km/s), instead, shows
only a mild radial gradient in the IMF around a Kroupa
slope. This result would suggest that the correlation of IMF
slope with galaxy mass reported in the literature is gener-
ated by an increasingly stronger enhancement of dwarf stars
in galaxy centres as the galaxy mass increases.
If we use the VCJ model, instead, we find departures
from Kroupa IMF at all radii, more so in the centres, re-
sulting in overall steeper IMF slope (super-Salpeter with
a slope of around 3 in the centre and 2 at the half-light
radius) for galaxies with masses above logM/M = 10.4
(σ = 170 km/s). We derive a negative gradient for the low-
est mass-bin (logM/M = 10.0 (σ = 130 km/s), though,
with a significantly sub-Kroupa bottom-light IMF at large
radii, which seems somewhat contrived and incompatible
with Milky Way measurements.
4.1.4 Local vs. Global IMF-σ relation
Fig. 16 shows a comparison of our radial IMF results from
the M11-MARCS models using the NaI index (the top panel
of Fig. 14) with previous work from dynamical and lensing
analysis (Posacki et al. 2015, Equation 6) and stellar popula-
tion analysis (Conroy & van Dokkum 2012b, Table 2). Note
that the aperture size for the former can be up to 1 Re and
the latter is within R < Re/8. We do not correct for aperture
sizes because we wish to compare our radial gradient with
the global trend rather than the absolute values.
From our IMF slopes, we can derive the corresponding
mass excess factor, α = (M/L)/(M/LKroupa), obtaining the
M/L values from Maraston (2005), based on the age and
metallicity in Section 3.1. The velocity dispersion used here
is σmean (solid line in Fig. 5), allowing a comparison of the
IMF-σ relation within galaxies with the global relation. The
three mass bins appear to follow the Conroy & van Dokkum
(2012b) points. Very interestingly, in comparison to the com-
bined dynamical and lensing relation (grey line), the gradi-
ent is steeper, implying that the relation within galaxies is
steeper than the global IMF-σ relation.
4.1.5 What drives the IMF variation?
The main contenders proposed for driving the IMF variation
of galaxies are velocity dispersion (e.g., Cappellari 2012),
[Mg/Fe] (Conroy & van Dokkum 2012b), and metallicity
(Mart´ın-Navarro et al. 2015b). In order to test this with our
results, we plot our IMF slopes versus all derived param-
eters: metallicity [Z/H], [Na/Fe], velocity dispersion σ, ra-
dius, age, and [Mg/Fe] (equivalent to our [α/Fe]) in Fig. 17.
These parameters, along with the errors, were derived using
the TMJ and M11-MARCS models (Section 3).
Each panel shows the Spearman correlation coefficient,
ρ, and the panels are ordered from strongest to weakest cor-
relation. The tightest relation is found between IMF slope
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Figure 17. IMF slope versus various parameters: metallicity [Z/H], [Na/Fe], velocity dispersion σ, radius, age, and [Mg/Fe]. These
parameters and 1-σ errors, derived for each radial bin, are based on the analysis using the TMJ and M11-MARCS models for galaxies
with logM/M = 9.9 − 10.2, logM/M = 10.2 − 10.5 and logM/M = 10.5 − 10.8 (Section 3). Dark to light shades of blue represent
decreasing bins of mass and decreasing size represents increasing radius going from the centre to the half-light radius. The Spearman
correlation coefficient for each parameter is shown and a best-fit line is plotted when correlations are found.
and metallicity, and no correlation is found with [Mg/Fe],
as also seen in Mart´ın-Navarro et al. (2015b); van Dokkum
et al. (2017). We confirm this radial trend for a large sam-
ple of 366 galaxies. There are still some significant corre-
lations found with [Na/Fe] (ρ = 0.77), velocity dispersion
(ρ = 0.68) and stellar population age (ρ = 0.60), alongside
the negative correlation with radius (ρ = -0.65). While the
IMF gradient may well be a consequence of these correla-
tions, the ultimate driver of IMF variations may still be a
combination of metallicity, [Na/Fe], velocity dispersion, and
age. Our results suggest however, in agreement with previ-
ous claims, that metallicity appears to be the dominating
factor with metal-rich environments favouring the forma-
tion of low-mass stars. This is plausible astrophysically but
solid theoretical support for this picture through star forma-
tion simulations remains yet to be found. While simulations
may suggest IMF variations with bottom-heavier IMFs in
environments of higher turbulence and star-formation rate
(Kroupa et al. 2013; Chabrier et al. 2014), there is no clear
evidence for a metallicity dependence along the lines found
here (Bate 2014).
4.2 IMF diagnostics
The derivation of the IMF slope in unresolved populations is
naturally challenging. The approach discussed in this paper
is matching stellar population models to observed absorp-
tion line-strengths, harnessing the fact that some features,
particularly in the red optical wavelength regions are par-
ticularly sensitive to the ratio of dwarf to giant stars. Here
we address some of the pitfalls and systematic uncertainties
of this approach.
4.2.1 Choice of IMF indicator
A variety of absorption features are gravity sensitive and are
used as IMF indicators in the current literature (see refer-
ences in the introduction), including several Na features, the
Ca triplet, the TiO bands and the Wing-Ford band. Ideally
all these features should be recovered with the final best-
fit model. However, systematics in measurement and mod-
elling are different for different features, and not all of them
are necessarily available in a particular set of observations.
Therefore, many studies use a subset. In this work we focus
on NaI and FeH as IMF indicators, modelling them sepa-
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rately, in order to constrain the complexity of the problem.
Other features readily available in the MaNGA data, like
CaT and TiO, are subject of future work.
The NaI index is widely used in the literature as an
IMF indicator and our modelling performs well in matching
this particular feature. Here we adopt the definition from
La Barbera et al. (2013) to minimise the effects of TiO con-
tamination. The major caveat remains its dependence on Na
abundance, even if relatively minor. We address this prob-
lem by deriving Na abundance independently from the NaD
feature. This works well, but it means that any result we
derive on the IMF slope directly depends on our ability to
correctly infer Na abundance through NaD. In case of con-
tamination from interstellar absorption due to dust in galaxy
centres (see Appendix C), we would derive lower Na abun-
dances. This in turn would lead to even steeper IMFs in
galaxy centres and consequently steeper IMF gradients.
The Wing-Ford band, FeH, is considered an alternative
IMF indicator, as it is strongly present in the spectra of
dwarf stars. While this feature is less affected by Na abun-
dance (however see Alton et al. 2017), it is highly sensitive to
Fe-abundance, and hence the inferred [α/Fe] ratio. Again we
address this by deriving [α/Fe] from optical indices indepen-
dently. Nevertheless, the results based on FeH are contrived.
Quite surprisingly, FeH displays a positive radial gradient, a
measurement that is also seen by Alton et al. (2017). The
consequence is that we derive steeper IMFs, hence higher
dwarf-to-giant ratios at large radii, which is inconsistent
with our results obtained from NaI.
The FeH region of the spectrum is known to contain
significant telluric absorption and sky emission, hence any
residuals from imperfect subtraction of telluric lines and/or
sky background will affect the FeH measurement. MaNGA
observes multiple standard stars through fiber bundles si-
multaneously with the science targets. Slightly different
wavelength sampling provided by different stars is combined
to sample the high frequency variation providing an accu-
rate telluric correction (Yan et al. 2016a). Also, there are
no strong telluric features red-ward 9800 A˚ rest-frame for
the MaNGA sample with a median redshift of 0.03. Hence
overall we do not expect telluric absorption to be a major
problem in measuring the FeH feature on MaNGA spectra.
There is reduced detector sensitivity at the wavelength edge,
and the RMS variability in the telluric absorption measure-
ments increases from ∼ 1 per cent to ∼ 5 per cent (see also
Fig. 5 of Yan et al. 2016a), however, this noise is random,
which we expect to mitigate through stacking.
Therefore, the most likely contributor to uncertainties
in FeH measurements from MaNGA spectra may be sky sub-
traction residuals. The DRP aims to reach Poisson-limited
performance between 4000−10, 000 A˚ such that stacked spec-
tra are generally not limited by systematic sky subtraction
residuals (Law et al. 2016). We would therefore expect in
principle that faint features like FeH can be measured accu-
rately in a stacked, high-S/N MaNGA spectrum. However,
the sky lines in the FeH region are very bright and perva-
sive, hence small uncertainties in sky subtraction will not
cancel out in the stacked spectrum as effectively as at other
wavelengths.
We note that similar caveats may also apply to NaI,
however, the sky lines in this region are less bright and more
distinct, hence we can expect that they are eliminated effec-
tively during the stacking procedure. Note that, again in
the rest frame for MaNGA galaxies, there are no significant
telluric features in the NaI wavelength range.
As well as the problems in measuring FeH, it has been
noticed before it is indeed difficult to model (Vaughan et al.
2017; Alton et al. 2017), so might not actually serve as a re-
liable IMF indicator. We remind the reader that most of the
variation in FeH is driven by the red pseudo-continuum (see
Fig. 7), which may not be well understood in current stellar
population models. In fact FeH does not actually correlate
well with galaxy velocity dispersion as can be seen in the
original work by van Dokkum & Conroy (2012). In this pa-
per we are therefore inclined to discard the results obtained
from FeH, concluding that our understanding of this feature
is still limited.
4.2.2 Stellar population models
Part of the systematic uncertainties in IMF diagnostics come
from differences in stellar populations modelling. We try to
shed some light on this issue by using different model sets
(TMJ/M11-MARCS and VCJ). While we find good agree-
ment regarding the need for an IMF that varies with galaxy
mass and with radius for more massive galaxies, discrep-
ancies remain significant for more detailed aspects of the
analysis. Progress in the field certainly relies on further im-
provements on the stellar population modelling side and in
particular a better understanding of the systematic uncer-
tainties involved.
4.2.3 Constraints from chemical evolution
It is well known that the IMF slope significantly affects
chemical enrichment in a galaxy (e.g., Thomas et al. 1999).
In fact, the finding of a dwarf-dominated population in mas-
sive galaxies is difficult to reconcile with its α-enhanced
populations (Ferreras et al. 2013; Mart´ın-Navarro 2016; De
Masi et al. 2017) because of the resulting lack of α-enriching
Type Ia supernovae in the chemical enrichment process. This
challenge ultimately needs to be overcome should the finding
of the presence of bottom-heavy IMFs in massive galaxies
prevail.
A further concern are some of the specific element abun-
dance ratios derived. For instance, the Ca abundance re-
quired to match the CaT index (with a bottom-heavy IMF)
is inconsistent with the Ca abundance inferred from the op-
tical index Ca4227 (La Barbera et al. 2013).
Likewise, and more relevant to the present study, the
Na abundance generally derived in conjunction with using
NaI as an IMF indicator is puzzling. While the [Na/Fe] ratio
derived here (< 0.5 dex, three times the solar value) is less
extreme than some other much higher values found in the
literature (Vaughan et al. 2017; Alton et al. 2017), it remains
unclear whether these results can be reproduced with mod-
els of chemical evolution. Type II supernovae do not produce
[Na/Fe] ratios high enough (Woosley & Weaver 1995). From
observations of halo and disc stars within the solar neigh-
bourhood no stars have been found with [Na/Fe] > +0.2 dex
to date, and metal-poor halo stars even seem to have sub-
solar [Na/Fe] (Bensby et al. 2014). Na is not enriched in
lock-step with Mg and other α-elements. However, [Na/Fe]
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does rise to about ∼ 0.3 dex for stars with super-solar metal-
licity both in the disc and in the bulge (Bensby et al. 2017),
and [Na/Fe] clearly correlates with metallicity. The strong
Na-enhancement detected in galaxy centres may therefore be
the consequence of a metallicity-dependent Na yield (Alton
et al. 2017), even though it remains difficult to accommodate
the high values derived here and other studies in the recent
literature with [Na/Fe] abundance ratios of individual stars
in our Galaxy.
4.3 Future work
We will extend the present analysis in several aspects in fu-
ture work. Firstly, we will include further diagnostics avail-
able from MaNGA spectroscopy in the analysis, including
gravity sensitive Mg, Ca and TiO absorption features. We
will also attempt to increase the mass range and include
bins of higher galaxy mass. The restriction in mass of the
present study mostly comes from the requirement of having
a large galaxy sample for stacking in order to achieve the
necessary high S/N ratio. We will benefit from the larger
galaxy samples in future data releases of MaNGA to this
end. Further ahead, closer to the final MaNGA sample size
of ∼ 10, 000 galaxies, we expect to be able to extend the pa-
rameter space considerably and carry out an investigation of
radial IMF gradients as a function of galaxy environment,
galaxy mass and galaxy type.
5 CONCLUSIONS
We derive radial gradients within the half-light radius in the
IMF slope, alongside stellar ages, metallicities, and [α/Fe]
and [Na/Fe] element abundance ratios, for a sample of 366
early-type galaxies in the mass range 9.9 − 10.8 logM us-
ing IFU observations from the SDSS-IV MaNGA survey.
MaNGA provides spectra for a large wavelength range from
3, 600 A˚ to 10, 000 A˚, so that key spectral features that are
sensitive to stellar population parameters, element abun-
dance ratios and dwarf-to-giant ratio can be measured si-
multaneously.
The spectra of individual spaxels are binned in two
steps: radially within galaxies in bins with a width of 0.1 Re
and additionally in the three galaxy mass bins. The mass
bins contain 122 galaxies each and are centred on logM/M
of 10, 10.4, and 10.6, corresponding to a central velocity dis-
persion σ of 130, 170, and 200 km/s, respectively. In this way
we achieve a very high S/N of at least ∼ 1000 pixel−1 out to
the half-light radius around 8, 500 A˚. Crucially, the spectral
stacking mitigates the problem of contamination from sky
line residuals, and therefore provides highly cleaned spectra
at all wavelengths, except potentially at the very red end
close to the region of the Wing-Ford band.
The stellar kinematics and the emission line component
of the stacked spectrum are derived through spectral fit-
ting. We then remove the emission line component of the
spectrum and measure the key absorption indices Hβ, Mgb,
<Fe>, NaD, NaI and FeH. Index measurements are cor-
rected for the effect of velocity dispersion broadening and
analysed with state-of-the-art stellar population models de-
riving gradients in IMF slope as well as age, metallicity,
[α/Fe], and [Na/Fe]. To assess possible systematic effects
different sets of stellar population models are used (Thomas
et al. 2011a; Maraston & Stro¨mba¨ck 2011; Conroy et al.
2017b) with particular focus on differences in the modelling
of the IMF-sensitive near-IR indices.
We find significant radial gradients in all absorption
indices measured, except the Wing-Ford band FeH. The
strengths of Mgb, Fe5270, Fe5335, NaD, and NaI increase,
while the strengths of Hβ and FeH decrease toward the
galaxy centre. These profiles generally get stronger with in-
creasing galaxy mass, a trend that is most pronounced in
NaD. Most importantly, a clear gradient in NaI is detected,
which also steepens with increasing galaxy mass.
The stellar population fittings of the optical absorption
features yield gradients in age, metallicity and [α/Fe] ra-
tio. We find consistency with the literature for the age and
metallicity gradients in sign, slope and zero-point, except
for the lowest mass bin for which we measure a somewhat
steeper negative age gradient. Our [alpha/Fe] values, which
have no significant slope in all three mass bins, are also con-
sistent with the literature.
The relatively steep gradient in NaD absorption inter-
estingly leads to the derivation of significant gradients in Na
abundance with ∇[Na/Fe] ∼ −0.25 dex per Re. The strength
of the Na enhancement in galaxy centres increases with in-
creasing galaxy mass with a maximal [Na/Fe] ∼ 0.5 dex. Such
relatively high [Na/Fe] ratios are puzzling, as Milky Way
stars have not exceeded a value of about 0.2 dex to date.
The origin of this Na enhancement in the centres of early-
type remains yet to be explained through chemical evolution
modelling.
The observed index strengths of NaI are well reproduced
with models of a mildly varying IMF slope. The IMF slope
inferred in the centres is Milky Way-type (Kroupa) for the
lowest mass bin (logM/M ∼ 10) and slightly more bottom-
heavy close to Salpeter for the higher mass bins (logM/M ∼
10.4, 10.6). These values are in good agreement with recent
literature. VCJ models lead to steeper IMF slopes (super-
Salpeter) in the centres.
More specifically, our analysis based on the M11-
MARCS models yields a galaxy mass-dependent radial gra-
dient. While the lowest mass bin shows a shallow gradient in
IMF slope around a Kroupa IMF, more massive galaxies are
found, instead, to have a significant gradient in IMF slope
with the values converging to a Kroupa IMF at the half-
light radius for all masses. This implies that the emergence
of a bottom-heavy IMF in more massive galaxies is a phe-
nomenon restricted to galaxy centres, providing hints to the
different formation and evolution processes of these regions.
This trend further suggests decoupled formation scenarios
for the centres and the outskirts, with galaxy centres proba-
bly growing and quenching rapidly and outskirts assembling
over longer periods of time through minor mergers.
While the analysis based on the VCJ models leads to a
super-Salpeter IMF in the centres of more massive galaxies,
we also obtain a steeper IMF at large radii with an IMF half-
way between Kroupa and Salpeter at the half-light radius.
As a consequence, the derived gradient in the IMF slope
agrees well with the gradient derived through M11-MARCS.
Finally, the Wing-Ford band turns out to be challenging
for both models, and the strong positive gradient we measure
in FeH implies radial trends of the IMF slope that are incon-
sistent with the results obtained through NaI. However, the
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FeH measurements might be affected by sky residuals not
mitigated through stacking, and this may explain the con-
trived IMF slopes derived and why the models are unable
to reproduce the strengths.
We are planning to extend the present analysis in sev-
eral aspects in future work including further diagnostics
available from MaNGA spectroscopy in the analysis and in-
creasing the mass range, once larger MaNGA samples are
available. Further ahead, closer to the final MaNGA sample
size of ∼ 10, 000 galaxies, we expect to be able to extend the
parameter space considerably and carry out an investigation
of radial IMF gradients as a function of galaxy environment,
galaxy mass and galaxy type.
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APPENDIX A: STACKED SPECTRA
Figs. A1, A2 & A3 show our stacked spectra in order of
increasing mass bin, from the central radial bin (top of plot)
going out to 1 Re (bottom of plot). The absorption indices
used in this work are labelled and highlighted in grey shaded
regions.
APPENDIX B: INDEX MEASUREMENTS AND
STELLAR POPULATION PARAMETERS
We provide our index-strength measurements for the optical
indices Hβ, Mgb, Fe5270, Fe5335, NaD and the NIR indices
NaI and FeH for all radial bins in the mass ranges 9.9 −
10.2 logM/M, 10.2−10.5 logM/M & 10.5−10.8 logM/M
in Table B1. The optical indices have been corrected to
MILES resolution and the NIR indices to 100 km/s. Due to
the extremely high S/N of our stacked spectra, the Monte-
Carlo based errors on the index measurements are negligi-
ble for a lot of measurements and have been rounded to the
nearest significant digit.
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Figure A1. Stacked spectra for the low mass bin, logM/M = 9.8 − 10.2, top to bottom represents increasing radius out to 1 Re. The
absorption features we use in our analysis are highlighted in grey.
Figure A2. Same for the intermediate mass bin, logM/M = 10.2 − 10.5.
Also provided are the following parameters at each ra-
dial bin: age, metallicity, [α/Fe], and [Na/Fe], and the IMF
slope, derived using TMJ + M11-MARCS models in Ta-
ble B2 and the VCJ models in Table B3.
APPENDIX C: EXTINCTION FROM FULL
SPECTRUM FITTING
As mentioned in Section 3.2, we investigate the reddening
effect on our stacked spectra by carrying out full spectrum
fitting via the FIREFLY code (Wilkinson et al. 2015, 2017).
Using M11-MILES models and a Salpeter IMF, the derived
MNRAS 000, 1–27 (2017)
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Figure A3. Same for the high mass bin, logM/M = 10.5 − 10.8.
Table B1. Measured equivalent widths at all radial bins from 0 − 1 Re for the mass bins. Optical indices have been corrected to MILES
resolution and NIR indices to 100 km/s.
109.9−10.2 M 0.0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
Hβ 1.99±0.03 1.97±0.02 2.00±0.01 2.01±0.01 2.04±0.01 2.07±0.01 2.10±0.02 2.16±0.02 2.16±0.02 2.20±0.02
Mgb 3.76±0.02 3.77±0.01 3.75±0.01 3.74±0.01 3.65±0.01 3.61±0.01 3.5±0.01 3.41±0.01 3.42±0.01 3.35±0.02
Fe5270 3.13±0.02 3.10±0.01 3.09 ±0.01 3.04±0.01 3.01±0.01 2.98±0.01 2.95±0.01 2.91±0.01 2.88±0.01 2.83±0.02
Fe5335 2.95±0.02 2.87±0.01 2.83±0.01 2.79±0.01 2.84±0.01 2.72±0.01 2.72±0.01 2.66±0.01 2.68±0.01 2.63±0.02
NaD 3.39±0.01 3.35±0.01 3.27±0.01 3.21±0.01 3.11±0.01 2.97±0.01 2.87±0.01 2.75±0.01 2.65±0.01 2.59±0.01
NaI 0.57±0.01 0.59±0.01 0.54±0.01 0.52±0.01 0.51±0.01 0.49±0.01 0.47±0.01 0.42±0.01 0.44±0.01 0.44±0.01
FeH 0.25±0.04 0.15±0.02 0.18±0.02 0.17±0.02 0.26±0.03 - - - - -
1010.2−10.5 M 0.0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
Hβ 1.82±0.02 1.87±0.01 1.90±0.01 1.94±0.01 1.91±0.01 1.87±0.01 1.91±0.01 1.94±0.01 2.02±0.01 1.99±0.01
Mgb 4.32±0.01 4.32±0.01 4.21±0.01 4.12±0.01 4.09±0.01 4.01±0.01 3.89±0.01 3.78±0.01 3.76±0.01 3.70±0.01
Fe5270 3.25±0.01 3.22±0.01 3.20±0.01 3.20±0.01 3.09±0.01 3.13±0.01 3.12±0.01 3.08±0.01 3.06±0.01 3.02±0.01
Fe5335 3.10±0.01 3.08±0.01 3.10±0.01 3.01±0.01 2.94±0.01 2.96±0.01 2.97±0.01 2.94±0.01 2.85±0.01 2.76±0.01
NaD 4.00±0.01 3.96±0.01 3.82±0.01 3.72±0.01 3.49±0.01 3.37±0.01 3.29±0.01 3.18±0.01 3.06±0.01 2.97±0.01
NaI 0.72±0.01 0.73±0.01 0.73±0.01 0.66±0.01 0.62±0.01 0.61±0.01 0.58±0.01 0.56±0.01 0.55±0.01 0.53±0.01
FeH 0.40±0.03 0.46±0.01 0.50±0.01 0.52±0.01 0.59±0.02 - - - - -
1010.5−10.8 M 0.0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
Hβ 1.82±0.01 1.80±0.01 1.84±0.01 1.89±0.01 1.90±0.01 1.91±0.01 1.91±0.01 1.92±0.01 1.95±0.01 1.95±0.01
Mgb 4.47±0.01 4.44±0.01 4.36±0.01 4.32±0.01 4.19±0.01 4.14±0.01 4.07±0.01 4.03±0.01 3.96±0.01 3.89±0.01
Fe5270 3.25±0.01 3.22±0.01 3.15±0.01 3.14±0.01 3.10±0.01 3.05±0.01 3.01±0.01 2.99±0.01 2.92±0.01 2.92±0.02
Fe5335 3.13±0.01 3.18±0.01 3.14±0.01 3.08±0.01 3.05±0.01 3.02±0.01 2.98±0.01 2.94±0.02 2.86±0.03 2.83±0.03
NaD 4.31±0.01 4.23±0.01 4.04±0.01 3.89±0.01 3.71±0.01 3.53±0.01 3.38±0.01 3.29±0.01 3.17±0.01 3.12±0.01
NaI 0.82±0.01 0.79±0.01 0.74±0.01 0.70±0.01 0.64±0.01 0.62±0.01 0.60±0.01 0.59±0.01 0.57±0.01 0.56±0.01
FeH 0.46±0.03 0.42±0.02 0.40±0.02 0.41±0.02 0.61±0.03 - - - - -
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Table B2. Stellar population parameters and errors derived using the TMJ + M11-MARCS models and a combination of the optical
indices + NaI.
Age (Gyr) 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 7.55±0.75 8.29±0.31 7.14±0.33 7.41±0.37 7.04±0.37 6.55±0.35 7.0±0.14 5.7±0.22 5.82±0.2 5.53±0.29
10.2 − 10.5 10.76±0.49 10.38±0.24 9.47±0.17 8.45±0.12 9.37±0.18 9.98±0.16 9.21±0.25 8.83±0.2 7.26±0.23 7.88±0.3
10.5 − 10.8 11.05±0.08 10.65±0.09 9.39±0.1 9.59±0.13 9.49±0.17 9.54±0.2 9.33±0.24 9.01±0.3 9.06±0.17
[Z/H] (solar scaled) 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 0.022±0.019 -0.01±0.011 0.014±0.008 -0.007±0.009 -0.015±0.009 -0.025±0.01 -0.064±0.006 -0.051±0.01 -0.057±0.009 -0.07±0.013
10.2 − 10.5 0.062±0.015 0.07±0.01 0.077±0.004 0.082±0.005 0.021±0.005 -0.005±0.004 -0.006±0.007 -0.023±0.007 0.007±0.006 -0.034±0.005
10.5 − 10.8 0.098±0.002 0.077±0.003 0.063±0.003 0.086±0.003 0.045±0.004 0.027±0.005 0.001±0.006 -0.008±0.007 -0.031±0.008 -0.047±0.007
[α/Fe] 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 0.227±0.012 0.243±0.003 0.258±0.005 0.263±0.005 0.24±0.005 0.272±0.004 0.242±0.012 0.269±0.004 0.266±0.005 0.279±0.006
10.2 − 10.5 0.271±0.008 0.278±0.004 0.269±0.002 0.279±0.002 0.287±0.002 0.249±0.002 0.228±0.003 0.225±0.003 0.251±0.005 0.263±0.013
10.5 − 10.8 0.301±0.002 0.286±0.002 0.291±0.002 0.312±0.002 0.29±0.002 0.292±0.003 0.293±0.005 0.299±0.005 0.328±0.006 0.311±0.007
[Na/Fe] 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 0.31±0.02 0.33±0.0 0.31±0.01 0.31±0.01 0.27±0.01 0.26±0.01 0.21±0.01 0.22±0.01 0.18±0.01 0.19±0.01
10.2 − 10.5 0.41±0.08 0.42±0.01 0.38±0.0 0.38±0.0 0.35±0.0 0.28±0.0 0.26±0.0 0.24±0.0 0.23±0.01 0.23±0.02
10.5 − 10.8 0.49±0.01 0.48±0.0 0.45±0.01 0.41±0.0 0.4±0.0 0.36±0.0 0.34±0.01 0.32±0.01 0.33±0.01 0.31±0.01
IMF Slope 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 1.64±0.35 1.37±0.11 1.49±0.16 1.2±0.14 1.29±0.16 1.36±0.16 1.0±0.09 1.0±0.12 1.25±0.15 1.22±0.19
10.2 − 10.5 2.0±0.14 1.97±0.1 2.3±0.08 2.21±0.08 1.54±0.07 1.32±0.06 1.31±0.08 1.27±0.08 1.89±0.13 1.35±0.11
10.5 − 10.8 2.03±0.1 1.98±0.03 1.79±0.03 2.0±0.04 1.53±0.05 1.54±0.07 1.33±0.08 1.38±0.08 1.31±0.11 1.15±0.09
Table B3. Same as Table B2 for the VCJ models.
Age (Gyr) 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 0.89±0.03 0.89±0.02 0.86±0.01 0.83±0.01 0.81±0.02 0.8±0.03 0.78±0.03 0.67±0.03 0.7±0.02 0.66±0.02
10.2 − 10.5 0.95±0.02 0.95±0.01 0.95±0.01 0.8±0.01 0.83±0.01 0.9±0.01 0.9±0.01 0.89±0.01 0.79±0.01 0.85±0.01
10.5 − 10.8 0.95±0.01 0.95±0.0 0.95±0.0 0.84±0.01 0.9±0.01 0.81±0.01 0.9±0.02 0.91±0.02 0.8±0.02 0.86±0.03
[Z/H] (solar scaled) 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 -0.0±0.029 0.0±0.013 0.016±0.01 0.03±0.005 0.019±0.01 0.01±0.016 -0.0±0.032 0.035±0.025 0.011±0.011 0.019±0.018
10.2 − 10.5 0.094±0.012 0.09±0.007 0.062±0.005 0.149±0.006 0.114±0.007 0.047±0.006 0.019±0.008 0.0±0.009 0.055±0.008 -0.0±0.013
10.5 − 10.8 0.12±0.005 0.115±0.003 0.093±0.003 0.166±0.005 0.083±0.011 0.137±0.006 0.051±0.013 0.035±0.015 0.089±0.01 0.033±0.019
[α/Fe] 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 0.178±0.019 0.207±0.013 0.223±0.011 0.25±0.01 0.218±0.01 0.244±0.012 0.229±0.014 0.263±0.013 0.241±0.012 0.267±0.018
10.2 − 10.5 0.269±0.007 0.273±0.004 0.234±0.005 0.305±0.005 0.314±0.005 0.243±0.005 0.205±0.009 0.185±0.01 0.238±0.009 0.235±0.01
10.5 − 10.8 0.287±0.004 0.279±0.002 0.278±0.002 0.339±0.004 0.275±0.009 0.33±0.006 0.276±0.011 0.269±0.007 0.347±0.013 0.291±0.017
[Na/Fe] 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 0.27±0.03 0.29±0.02 0.26±0.02 0.25±0.01 0.22±0.02 0.22±0.02 0.21±0.01 0.2±0.05 0.16±0.01 0.16±0.02
10.2 − 10.5 0.33±0.01 0.33±0.0 0.29±0.01 0.32±0.01 0.29±0.01 0.23±0.01 0.21±0.02 0.2±0.02 0.18±0.01 0.2±0.01
10.5 − 10.8 0.39±0.01 0.37±0.0 0.35±0.0 0.34±0.01 0.32±0.02 0.29±0.01 0.26±0.02 0.25±0.02 0.26±0.01 0.24±0.03
IMF slope 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
9.9 − 10.2 1.17±0.5 1.61±0.19 1.06±0.4 1.05±0.15 0.94±0.53 1.04±0.68 0.72±0.6 0.64±0.41 1.03±0.68 1.32±0.58
10.2 − 10.5 2.71±0.07 2.79±0.04 2.73±0.04 2.65±0.02 2.56±0.03 2.4±0.03 2.03±0.14 1.78±0.17 2.47±0.08 1.46±0.18
10.5 − 10.8 2.98±0.04 2.9±0.02 2.68±0.02 2.87±0.05 2.3±0.37 2.61±0.03 2.3±0.33 2.3±0.0 2.55±0.06 2.3±0.49
Figure C1. E(B-V) derived using the full spectral fitting code
FIREFLY.
E(B-V) values are plotted for the mass bins as a function of
radius in Fig. C1.
Generally, the dust values are low, with a maximum
∼ 0.1. The values do increase towards galaxy centres, and
more for the high mass bins. Therefore, although the effect
on NaD may be negligible, our [Na/Fe] values could be af-
fected. Assuming contamination due to interstellar absorp-
tion, we would derive even steeper IMF slopes and steeper
radial gradients in the IMF for the high mass bins.
APPENDIX D: OPTICAL INDICES AND
STELLAR POPULATION PARAMETERS
USING FEH ANALYSIS
Shown here are the indices Hβ, Mgb, <Fe>, and NaD with
the model fits using TMJ and VCJ. The derived parameters,
different to Section 3.1 & 3.2 since FeH is included in the
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Figure C2. Top row: Hβ, Mgb and <Fe> for each mass bin as a function of radius. Line-strengths are measured on the stacked
spectra with 1-σ errors calculated using a Monte Carlo-based analysis. The lines are TMJ model fittings derived through chi-squared
minimisation (see Section 3). Bottom row: TMJ-derived age, metallicity and [α/Fe] as a function of radius for different mass bins. The
lines are calculated by fitting a straight line to the derived parameter at each radius in order to match the data.
Figure C3. Same as Fig. C2 for VCJ models.
simultaneous fitting procedure rather than NaI, are shown
in Fig. C2, Fig. C3 & Fig. C4.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure C4. NaD equivalent width as a function of radius for the mass bins, with 1-σ errors calculated using a Monte Carlo-based analysis,
and stellar population fittings using TMJ (top panels) and VCJ (bottom panels). Left: Lines are models with the simultaneously derived
parameters of age, metallicity, [α/Fe], [Na/Fe] and IMF slope. Right: [Na/Fe] abundance (including [α/Fe] given before) for the best-fit
models.
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