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Abstract 
 
The electrocardiogram is a skin surface measurement of the electrical activity of the 
heart over time. This activity is detected by electrodes attached to the surface of the skin 
and recorded or displayed by an external medical device. Doctors use 
electrocardiograms to detect and diagnose conditions such as arrhythmias (abnormal 
heart rhythms) and myocardial infarctions (heartattacks). The work described in this 
thesis investigates the system designed for two primary applications, electrocardiogram 
classification system based on autoregressive models which identifies normal (healthy) 
from abnormal (unhealthy) electrocardiogram signals and the electrocardiogram 
biometric system based on analytic and modeling features which identifies each person 
individually from his or her electrocardiogram. In recent years, a number of signal 
processing techniques have been used to design electrocardiogram signal auto-
classification and biometric identification systems. electrocardiogram classification and 
biometric systems implemented in this thesis are compared with a number of other 
recently described techniques and methods to identify electrocardiogram signals. The 
aim of any designed electrocardiogram classification and biometric system described in 
this work is to achieve high accuracy rate when identifying electrocardiograms. 
Electrocardiogram classification and biometric systems consists of four major stages, 
pre-processing of electrocardiogram signal, QRS complex detection, feature extraction 
and classification algorithms. Each of those steps are discussed and explained in 
separate chapters with variety of techniques and methods employed to achieve each 
step. Developed systems based on autoregressive models to design electrocardiogram 
classification and biometric achieved accurate correct classification rate with high level 
 VI 
 
of productivity due to the small number of extracted  parameters using autoregressive 
models. The proposed electrocardiogram classification and biometric systems of this 
work achieved 100 % correct classification rate in identifying normal from abnormal 
electrocardiogram signals and each person individually from his or her 
electrocardiogram signal. In this work, it has been proven that autoregressive models 
can represent electrocardiogram signals with 91 % accuracy and matching between the 
original electrocardiogram signal and the modeled signal.  
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Chapter 1 
Introduction  
 
Overview 
ECG is the electrical activity of the heart over time. During the ECG measurements, 
this activity is detected by electrodes attached to the surface of the skin. ECG signals in 
this thesis are studied in order to design two ECG based applications, to classify and 
recognise normal (healthy) from abnormal (unhealthy) ECG signals and to identify 
each person individually by designing a biometric ECG based system. Automatic signal 
processing and analysis of ECG signals has been introduced as a tool for arrhythmia 
detection and signal monitoring applications. In the recent years, a number of signal 
processing techniques for ECG signal auto-classification and biometric identification 
systems have been proposed and evaluated. The purpose of the techniques in the context 
of ECG processing and classification is to achieve the highest classification accuracy 
with smallest number of extraction parameters from the ECG signal in order to enhance 
system productivity. This work investigates the autoregressive models as extraction 
method to design ECG classification and biometric systems. 
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1.1. ECG overview 
 
The electrocardiogram (abbreviated as ECG or sometimes EKG) is a skin surface 
measurement of the electrical activity of the heart over time. During the ECG 
measurements, this activity is detected by electrodes attached to the surface of the skin 
and recorded or displayed by an external medical device. ECG has become a routine 
part of any complete medical evaluation and has been used as a diagnostic test for over 
70 years. The ECG detects the conduction of ions through heart muscle known as the 
myocardium, which changes with each heart beat. Three kinds of muscles can be found 
in the walls and histological foundation of the heart which are striated, skeletal and 
smooth muscles. All three kind of muscles form in the process of myogenesis.  Doctors 
use ECGs to detect and diagnose conditions such as arrhythmias (abnormal heart 
rhythms) and myocardial infarctions (heartattacks). 
The work described in this thesis investigates the techniques and methods for the 
processing and classification of ECG signals in order to identify and distinguish normal 
(healthy) from abnormal (unhealthy) ECG signals. In addition to this primary task, the 
ECG biometric system that able to identify each person from his or her ECG is also 
developed during this work and described in the thesis. In the recent years, a number of 
biometric systems have been proposed to identify persons using finger print, eye 
scanner and many other methods for identification.  
Each normal heart beat starts in the ECG generator or S-A node (i.e. pacemaker or Sino-
Atrial “S-A”), which is located in the right atrium of human heart. An electrical 
pathway connects the S-A node to the left atrium, such that when the S-A node fires, 
both the atria contract around the same time. Figure 1.1 illustrates five main waves 
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making up the whole heartbeat signal - P, Q, R, S and T waves. Each of these waves has 
a well-defined range of temporal and amplitude values in a normal ECG signal. Any 
abnormality in any of these values may indicate particular kind of arrhythmia. 
Arrhythmia usually causes the heart to pump blood less effectively. While most of 
cardiac arrhythmias are temporary and benign, some arrhythmias may be life-
threatening and require immediate medical treatment. One of the most serious 
arrhythmias (ARY) is sustained Ventricular Arrhythmia (AV), usually caused by the 
damaged heart muscle [1]. 
 
Figure 1.1: Five waves of ECG signal, P,Q,R,S and T 
 
The ECG classification system proposed in this thesis could eventually help and 
enhance the diagnosis of arrhythmias in the hospital or clinic in the future. Possible 
procedure can follow these steps: 
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 The patient will be given a portable ECG device to wear which monitors his 
heart electrical activity.  
 The patient can upload the ECG data recorded by the device to the hospital 
monitoring system via the internet, and is prompted to do so at regular intervals.  
 Proposed ECG biometric system can identify the person individually and store 
the ECG data along with the person name and other details. 
 The ECG data is stored on a central computer and automatically analysed for 
irregularities using the proposed ECG classification system to distinguish 
normal or healthy ECG signal from abnormal or arrhythmia ECG signal. 
 When irregularities are found in the patient’s ECG data, his/her doctor is sent an 
email for the case update. 
 The doctor can then review the ECG data easily and quickly to decide upon a 
further course of actions. 
 
1.2. Related work 
 
In the recent years, automatic signal processing and analysis of ECG signals has been 
introduced as a tool for arrhythmia detection and signal monitoring applications. A 
number of signal processing techniques for ECG signal auto-classification and 
biometric identification systems have been proposed and evaluated. Techniques for 
ECG signal processing and classification proposed during the last couple of decades 
include digital signal analysis, fuzzy logic methods [2], artificial neural networks [3], 
Hidden Markov Models [4], genetic algorithms [5], support vector machines [6], self-
organizing maps [7], Bayesian logic [8], wavelet transforms [9] and other  methods with 
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each approach exhibiting its own advantages and disadvantages. The purpose of any 
technique to analyse  ECG  in the context of processing and classification is to achieve 
the highest classification accuracy possible with the minimum number of parameters 
extracted from the ECG beat in order to enhance the system productivity. Productivity 
of any ECG technique depends on the number of parameters extracted from the ECG 
signal in order to achieve high correct classification accuracy. Mahmoodabadi [10] 
described an approach for ECG extraction and classification which utilizes multi-
resolution wavelet transform for ECG feature extraction. Experimental results showed 
that the proposed approach achieved accuracy of up to 98 % and productivity up to 97 
%. Tayel and Bouridy [3] put forward a technique for ECG classification by extracting 
features using wavelet transformation and neural networks. Features are extracted from 
wavelet decomposition of the ECG images intensity. The obtained ECG features are 
then further processed and classified using artificial neural networks. The test results 
showed that the classification accuracy of the introduced classifier was up to 92 %. An 
automatic extraction of both time interval and morphological features from ECG to 
classify ECGs into normal and arrhythmic was described by Alexi [11]. Proposed 
method utilized the combination of artificial neural networks (ANN) and Linear 
Discriminate Analysis (LDA) techniques for feature extraction. The average accuracy of 
this method is about 85 %. However the productivity of described method is 97 % 
because of the small number of extracted parameters required for LDA classification. A 
new ECG pattern classification model based on a generic feature extraction method is 
presented [12]. The proposed classifier is applied to indicate arrhythmia and verify the 
performance of the proposed approach. A simple k-means algorithm was used for ECG 
signal classification in order to discriminate abnormal ECG beats caused by arrhythmia 
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from normal ECG ones. Correct classification rate is 88 % for this method due to the 
reduced feature dimensionality, but at the same time productivity is 97 % due to data 
reduction.  
The work described in this thesis investigates the autoregressive models to extract the 
features which can then be used by ECG classification system. Extracted features from 
single or multi ECG beats using autoregressive models are fitted into different 
classification algorithms. In order to estimate proposed systems of ECG classification 
and biometric in this work, accuracy and productivity of autoregressive models used for 
feature extraction from ECG signals is compared with the other techniques and 
approaches for ECG classification reported in research literature.  
The computerized signal processing of ECG as a tool for biometric based identification 
after a number of years of significant progress can now be considered as a research field 
for biometric purposes, in addiction to finger and eye biometric systems. The inability 
to trick the ECG sensors, in a supervised setting, is one of the reasons why ECG based 
biometric offers an alternative to other traditional biometric methods. The effectiveness 
of ECG based biometric system depends on the accuracy to identify persons 
individually using their own ECG signals. Odinaka presented [13] a comparative 
analysis of number of ECG biometric recognition techniques. The comparative study 
includes the cases where training and testing data come from the same and different 
sessions (days), which in a number of cases resulted in the high classification rate. 
Another approach in human identification is investigated [14]. In this method, the 
extracted features from the ECG are used to identify a person in a predetermined group 
and a multivariate analysis used for the identification task. Experimented results using 
this method show that it is possible to identify a person by features extracted from the 
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ECG reader of one lead only. Hence, only three electrodes have to be attached to the 
person to be identified. A new approach based on autocorrelation (AC) in conjunction 
with discrete cosine transform (DCT) has also been proposed to design biometric ECG 
system [15] recently. Results of this method achieve recognition accuracy of 98.90 %. 
The work of this thesis investigates the ECG classification and biometric systems based 
on features extracted from ECG signals using autoregressive modeling and analytic 
techniques and reports 100 % correct classification rates obtained using this approach 
with 99 % productivity.  
 
1.3. Thesis aim and objectives 
 
ECG signals are studied in this thesis in order to design two ECG based applications, to 
classify and recognise normal (healthy) from abnormal (unhealthy) ECG signals and to 
identify each person individually by designing a biometric ECG based system. It is 
fundamental in each of the tasks to use as high signal to noise ratio ECG signal as 
possible, in order to ensure higher classification accuracy. In this thesis, modeling 
techniques are applied to extract features or parameters from single or multiple ECG 
beats in order to use these parameters for two classification tasks - ECG classification 
and ECG biometric recognition. Autoregressive models are used as an extraction 
technique for ECG classification purposes. In order to ensure high accuracy modeling 
rate for ECG signal, it is fundamental to analyse ECG signal using the order that can 
produce high modeling accuracy to ECG signal for each modeling process. Without 
accurate modeling for ECG signal, features extracted from applied model will not 
expect to show high classification results.  In this thesis, order selection of applied 
model can be estimated using techniques that compare modeling error of different 
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orders in order to estimate the order with the minimum modeling error. The extracted 
features of applied Autoregressive (AR(p)) model of order p or Autoregressive Moving 
Average (ARMA(p,q)) model of orders p and q can then be used to identify and 
recognise ECG signals. Order selection methods of this thesis suggested that AR of 
order p=3 and ARMA of order p=q=1 can achieve more than 80 % modeling accuracy 
for ECG signal. Proposed ECG classification and biometric systems are implemented 
using AR(3) i.e. p=3 and ARMA(1,1) i.e. order with p=q=1. Autoregressive parameters 
are then extracted from each beat of ECG stream and fitted into classification 
algorithms to evaluate classification rate between normal and abnormal ECG signals or 
to identify each ECG signal individually. The proposed methods of using autoregressive 
models to design ECG classification system showed a very high classification results in 
term of accuracy and productivity.  
 
1.4. Thesis content and methodology 
 
Designed ECG classification and biometric system consist of four major stages, 
depicted in Figure 1.2 [16]. Chapter two discusses the first stage that performs pre-
processing of the raw ECG signals to reduce noise and various other artefacts present in 
the signal, such as artefacts are driftline and interference. The noise sources of ECG 
signal with the techniques suggested to remove various trends and filter affected signals 
are also discussed in chapter two. Chapter three of the thesis explains the second step 
with the aim to detect QRS complex, the specific combination of Q, R and S waves in 
ECG signal. The performance of QRS complex detection using various methods are 
also discussed in chapter three. In chapter four, step three of extraction techniques 
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include Autoregressive (AR) as well as Autoregressive Moving Average (ARMA) 
models are used to extract signal parameters. Classification of extracted parameters and 
corresponding signals is then performed in the final stage and explained in chapter five. 
Appendix I shows the Matalb code of each method applied in this work, and Appendix 
II shows the published conferences and journals papers of this work. 
 
Figure 1. 2: ECG classification and biometric systems 
 
QRS complex is a unique combination of Q, R and S waves present in the ECG signals 
and plays a significant role in detection of ECG arrhythmias and irregular rhythm. 
Without accurate QRS detection method, it is impossible to process each beat of ECG 
stream individually. In chapter three of this thesis, most common QRS detection 
techniques are reviewed and applied to pin point the QRS complex. Those techniques of 
QRS detection include filter bank method; differentiation and discrete wavelet 
transform approaches. Each approach performance to locate QRS complex is evaluated 
and explained in detailed table in chapter three. 
Feature selection and extraction is one of the crucial stages in the ECG classification 
and biometric systems. In this thesis, an approach of modeling two or more successive 
ECG beats, using a discrete form of an autoregressive (AR) signal model of order  , 
       and autoregressive moving average model (ARMA) of orders   and  , 
          are applied and investigated in details. AR and ARMA coefficients 
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extracted from the applied       or           models are then used as an input to 
classifier for ECG classification system and to identify individuals as a core of 
biometric method based on ECG. Chapter four of this thesis described a number of 
other techniques reported in literature and used to process ECG signal for feature 
extraction purposes. Performance of each of those methods of feature extraction is then 
compared to AR and ARMA feature extraction methods in term of accuracy and 
productivity. 
AR and ARMA methods of sufficient orders can achieve high levels of accuracy when 
used to model ECG signal. The effectiveness of AR and ARMA methods to model ECG 
signals depend on the orders selected for modeling. Accurate selection of AR model 
order p and ARMA model orders p and q can be achieved using “knee point”, 
correlation and Akaike Information Criterion (AIC) methods. Those selection 
techniques of modeling suggest the modeling order based on the minimum modeling 
error achieved from the applied models to the ECG signal. Autoregressive model 
predicts future signal samples from current and previous available samples, thus the 
computational load of AR and ARMA modeling is low compared to wavelet or other 
transformation based methods which are dependent on complex matrix multiplications. 
ECG classification algorithms are then used to implement final classification stage of 
proposed systems. ECG beat recognition and classification is an essential step to 
diagnose subject heart condition in the intensive care units and to choose a suitable 
treatment for patients. Extracted parameters from ECG signal using AR and ARMA 
models are fitted into classification algorithm to evaluate the correct classification rates 
for the two primary tasks. Findings of proposed ECG classification and biometric 
systems are calculated using k-Nearest Neighbour (k-nn) and Support Vector Machines 
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(SVM). K-nn and SVM are very common used classification algorithms to calculate the 
classification accuracy for a set of extracted features from the ECG signal. A number of 
techniques to design ECG classification and biometric system are mentioned in the first 
section of this chapter with correct classification rate of each technique. The aim of 
autoregressive models used in ECG classification tasks is to achieve higher accuracy 
and productivity. Chapters four and five of this thesis will investigate the accuracy and 
productivity of autoregressive models and compare the experimented results with other 
reported techniques to implement ECG classification systems. 
Modern heart monitoring systems depend heavily on accurate methods used to represent 
ECG signal and deliver ECG over a distance for analysis in order to identify and 
discriminate between normal and abnormal ECG signals. Automatic classification of 
different ECG streams using AR and ARMA models can therefore help physicians to 
diagnose variety of heart disease and arrhythmia. Continuous monitoring of heart 
activity generally with ECG classification into normal and abnormal may enhance the 
cardiac monitoring. Modern biotelemetry systems in use today depend on wireless 
transmission of recorded ECG data from patients to achieve long term monitoring [17]. 
Auto classification of ECG signal with the technique of long term monitoring of ECG 
signal is known as telemetry or biotelemetry. Clinically, if any patient experiences heart 
problems, doctors’ fist decision is to take the patient’s ECG. If the ECG is normal, then 
the doctor would recommend round the clock monitoring over a given period of time in 
order to diagnose and identify the irregularities and arrhythmias that happen suddenly. 
The devices, known as Holter monitor is attached to patient in order to provide 
continuous monitoring and recording of the ECG signal. The Holter monitor (often 
simply "Holter" or occasionally ambulatory electrocardiography device) is a portable 
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device for continuously monitoring various electrical activity of the cardiovascular 
system for at least 24 hours (often for two weeks at a time).  
Auto-classification of recorded ECG signals can enhance the application of Holter 
monitoring and enable recording and instant identification of abnormal ECG behaviour. 
Modern biotelemetry systems could be used in order to identify each heart patient case 
during or after monitoring.  
 
1.5. Original contribution 
 
The main contribution of this thesis is about investigating the possibility to design and 
implement biomedical applications in order to enhance the diagnostic procedure and 
classification of ECG signals. The work described in this thesis proposes and 
investigates the ECG processing and analysis system with two primary applications -
ECG classification system that is able to identify normal (healthy) from abnormal 
(unhealthy) ECG signals and the ECG biometric system that is able to identify 
individual persons from their own measured ECG signal. The proposed system design 
of ECG auto classification is implemented using the features extracted from applied AR 
and ARMA autoregressive models. The biometric system based on ECG is also 
implemented using features extracted from applied AR model and other extracted 
analytic features (amplitude, temporal and width). A number of techniques and methods 
have been proposed to enhance the accuracy and productivity of ECG biomedical 
applications; these include wavelet transform, markov chain, genetic algorithm, 
artificial network and others. ECG classification and biometric systems implemented in 
this work are compared with other techniques in literature in term of accuracy and 
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productivity. The proposed ECG classification and biometric systems of this work 
achieved 100 % correct classification rate to classify normal from abnormal ECG 
signals and to identify each person individually from his or her ECG signal. The novelty 
behind these accurate classification results using autoregressive models is due to the 
accurate modeling of ECG signals. In this work, it has been proven that autoregressive 
models can represent ECG signals with 91 % accuracy and matching between the 
original ECG signal and the modeled signal. In order to achieve this high modeling for 
ECG signal, the order of applied autoregressive model should be selected accurately. 
Three different methods to select modeling order are investigated in this work; these 
include knee point, correlation and AIC techniques. The features extracted from applied 
autoregressive model on ECG signal using accurate order are fitted into different 
classification algorithms to illustrate the accurate classification results of ECG 
classification and biometric.  
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Chapter 2 
Pre-processing techniques for ECG signal 
 
Overview 
Recorded Electrocardiogram (ECG) signals are usually non-stationary, containing 
slow linear drifts and noise trends with variety of frequencies to interface and distort 
the ECG signal. The presence of noise and artefacts will corrupt the signal and make 
the subsequent signal processing analysis less accurate. To enable further analysis of 
ECG signals, various methods to remove those unwanted trends have been used in the 
past. Those methods have mainly concentrated on removing slow nonstationary trends 
from the ECG signals. According to the structure of noise, filters are designed and 
applied to raw recorded ECG signal. ECG noise sources are explained and graphically 
illustrated in this chapter. The filtering techniques of smoothness prior approach, 
analogue and digital filters and wavelet transform have been implemented and 
described in this work in order to filter raw ECG signals. 
 
2.1. Introduction 
The electrocardiogram is a skin surface measurement of the electrical activity of the 
heart over time. Medical doctors regularly use ECGs to detect and diagnose conditions 
such as arrhythmias (abnormal heart rhythms) and myocardial infarctions (heartattacks). 
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A normal resting heart rate is generally in the range between 60 to 100 beats per minute. 
Bandwidth requirements for an ECG measurement system vary depending on the 
application. Monitoring applications generally require a signal bandwidth in the range 
of 0.5 Hz to 100 Hz. Applications involving pacemakers can require higher bandwidths 
up to 1 kHz. Standard clinical applications generally operate on bandwidth of 0.05 Hz 
to 100 Hz. Special cells located in the sinoatrial node (S-A node), atrioventricular node 
(A-V node) and Purkinje Fibers have what is known as “automaticity”, see Figure 2.1. 
This property means that they are at a particular rate, which causes the surrounding 
muscle tissue to contract as illustrated in the left half of Figure 2.1. Each normal heart 
beat starts in the S-A node, which is located in the right atrium. An electrical pathway 
connects the S-A node to the left atrium, such that when the S-A node fires, both of the 
atria contract around the same time. Conduction continues down to the A-V node, 
where there is a slight delay before travelling down the Purkinje fibers to the ventricles. 
The action potentials generated by the different cells in the myocardium sum up to 
generate the ECG waveform that is measured at the skin surface [18]. 
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Figure 2. 1: Ideal ECG signal with indicated key features (Edited from [19]) 
 
The Einthoven triangle model that is shown in Figure 2.2, allows to understand ECG 
recording technique, the dipole model shows how to represent the net charge owing 
through the myocardium as a vector originating from the centre of a uniformly 
conducting sphere, as it is shown in Figure 2.2. The projection of this vector in a 
particular direction is what is known as an ECG “lead”. Each ECG lead provides a 
different view of the heart vector. There are 12 different ECG leads, but the main focus 
to analyse ECG is only on three leads I, II and III which, looking for a body form a 
triangle. Lead I is the potential difference between the potential at the left arm (LA) and 
right arm (RA). Lead II is the difference between the left leg (LL) and RA. Lead III is 
the difference between the left leg (LL) and LA. 
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Figure 2. 2: Einthoven triangle to record ECG 
 
The small currents from the cardiac conduction system are recorded by the 
electrocardiography, an instrument similar to galvanometer in its operation. 
The galvanometer is a type of sensitive ammeter, an instrument for detecting electric 
current. It is an analogue electromechanical actuator that produces a rotary deflection of 
some type of pointer in response to electric current through its coil in a magnetic field. 
Electrical disturbance produces a deflection of a writing device, thus converting 
electrical energy into mechanical activity. The electrical energy is amplified to provide 
enough power for the writer, (stylus) to produce readable trace. These deflections are 
recorded on graph paper that moves at a constant speed against the writer (stylus) so as 
to record all deflections in respect to time. Each deflection on the electrocardiograph 
represents the summation of all the action potentials of all the cells of the heart at that 
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particular instant. ECG electrodes have progressed quite a long way from early research 
into how they functioned during the 19
th
 century with ongoing innovations in both ECG 
sensor and medical technology of electrodes. Today’s biomonitoring electrodes for 
ECG applications are comprised of a plastic substrate covered with a silver chloride 
ionic component. A different combination of electrode pairs, often called leads, which 
are attached around the body helps to detect the heart ECG from different angles. 
Electrodes are classified into two types, dry and wet [20]. Dry electrodes types operate 
without gel, while wet electrodes require medical gel to operate. Doctors use wet 
electrode of short time ECG recording, while gel electrode is used for long time ECG 
recording. 
Cells in the myocardium fires and cause muscle tissue to contract. Contraction is caused 
by ions owing through the myocardium from cell to cell. As these ions enter the cell, 
they change the voltage potential within the cell. This process is known as 
“depolarization”. The process of restoring the cell's original membrane potential is 
called repolarization. Full cardiac cycle illustrations of each step can be explained as 
[21]: 
1. Atrial Depolarization: Each cardiac cycle starts with an action potential 
originating in the S-A node. This action potential causes the atria to begin to 
depolarize. The P wave begins to form. 
2. Septal Depolarization: After a delay at the A-V node, the septum (space 
between the ventricles) begins to depolarize. The Q wave is visible in Leads I and 
II. 
3. Apical Depolarization: The apex of the ventricles begins to depolarize. The R 
wave becomes more visible in all three leads. 
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4. L. Ventricular Depolarization: The depolarization vector finishes depolarizing 
the ventricles with the left ventricle. The R wave amplitude approaches its 
maximum. The S wave is visible in Lead III. 
5. Late. L. Ventricular Depolarization: Ventricles are almost completely 
depolarized. Peak of S wave in Lead III. 
6. Ventricles Depolarized:  The ventricles are completely depolarized. The heart 
vector is zero and there is no signal. 
7. Ventricular Repolarization: Ventricles begin to repolarize. T wave becomes 
visible in all leads. 
8. Ventricles Repolarized:  Cardiac cycle complete. T wave finished. 
 
The computerized ECG signal processing, after several years of significant progress, 
can be considered a well-developed field. It is efficient real-time analyzer and encoder 
system based on filtering, beat detection (recognition and clustering), classification, 
storage and diagnosis. ECG analyser must be able to evaluate the signal with maximum 
of a few seconds delay to recognize in time the potentially dangerous and life 
threatening arrhythmia. Despite the presence of significant noise, a reliable analysis 
must involve at least the detection of QRS complex, T and P waves, automatic rhythm 
analysis, classification and diagnosis, allowing physicians to derive more information 
for cardiac disease diagnosis. It is important to determine the correct position and 
amplitude of every characteristic event in ECG signal.  
Recorded ECG signals are usually non-stationary, containing slow linear drifts or more 
complex trends. Causes of these trends are explained in details in [1] but the two most 
important factors that need to be considered are the noise interference and the baseline 
drift. Those artefacts can distort the ECG signal and make the following signal 
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processing steps less accurate. The collected ECG data usually contain noise, which 
include low-frequency components that cause driftline noise and high frequency 
components that cause power line interferences [22]. The presence of noise will corrupt 
the signal and make the feature extraction and classification process less accurate. The 
baseline drift of the ECG signal is mostly generated by the variation of interaction 
between the sensor and the body. To enable further analysis of the ECG signals, 
filtering methods to remove artefacts have been used in the past. Those filtering 
methods have mainly concentrated on removing nonstationary trends from the ECG 
signals. Various techniques of filtering  to remove those trends have been developed [1]. 
Each typical ECG signal contains five waves (P, Q, R, S and T). ECG signal is recorded 
by attaching electrodes on different places on the skin, such as chest, legs, arms and 
neck [23].  
Arrhythmia usually causes the heart to pump blood less effectively. While most of 
cardiac arrhythmias are temporary and benign, some arrhythmias may be life-
threatening and require instance medical treatment. One of the most serious arrhythmias 
is sustained Ventricular Arrhythmia (AV), usually caused by the damaged heart muscle 
[1]. Most common arrhythmia detection methods rely on QRS detection [24][25] and 
beat classification using a number of classification techniques. A QRS complex, 
including other important features of the ECG signal, is shown in Figure 2.3 using an 
idealised plot of a single heart beat with indicated main intervals and segments during 
the heart activity. 
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P wave  Depolarization of the atria. 
Q wave  Activation of the anterioseptal 
region of the ventricular myocardium 
R wave  Depolarization of the ventricular 
myocardium. 
S wave  Activation of the posteriobasal 
portion of the ventricles. 
T wave  Rapid ventricular repolarization. 
 
Figure 2. 3: Ideal ECG signal with indicated key features 
 
 
2.2. Importance of pre-processing for ECG signal analysis and 
classification 
ECG signals in this thesis are processed to perform two main tasks, to classify and 
recognise normal (healthy) from abnormal (not healthy) ECG signals and to identify 
each person individually by designing a biometric system based on ECG. It is important 
to clean ECG signal in order to ensure high accuracy of classification results. The first 
step towards cleaning ECG signal is to distinguish between the signal and the unwanted 
signal components which come from different sources of noise. According to the 
structure of noise, filter can be designed and applied to raw recorded ECG signal. In the 
recent years, the trend toward automated analysis of electrocardiograms has gained 
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momentum. Recently, various techniques have been implemented for Holter tape 
analysis and real-time patient monitoring in order to perform such tasks for pre-
processing of electrocardiogram analysis. The latest generation of cardiac pacemakers 
employ capability to clean ECG signal, including filters to process ECG signals [26]. 
Basic bandwidth used for ECG monitoring is from 0.5 Hz to 100 Hz. This bandwidth 
range of frequencies for ECG signal is proved and displayed in Figure 2.10a, Figure 
2.10b and Figure 2.11using Short Time Fourier Transform (STFT). 
 
2.3. ECG Noise sources 
In [27] Friesen has discussed the characteristics and properties of noise artefacts present 
in a raw ECG signal. Electrocardiographic signals may be affected by the following 
types of noise.  
 
1. Power line interference 
2. Electrode contact noise 
3. Motion artefacts 
4. Muscle contraction (electromyographic, EMG) 
5. Electrosurgical noise 
6. Baseline drift noise 
 
Other less significant noise sources are described in [28] that can be neglected. A brief 
description of each type of noise listed given above are presented below.  
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2.3.1 Power line interference 
Power line interference includes 50 Hz frequency components and harmonics which can 
be modeled as sinusoids and combination of sinusoids that interface with the ECG 
signal as noise [29]. Since Signal to Noise Ratio (SNR) of electrocardiogram signal is 
very low due to the effect of noise, the interfering frequency at 50 Hz may overwhelm 
the source signal as it is shown in Figure 2.4. Properties which might need to be varied 
in a model of power line noise include the amplitude and frequency content of the 
signal. These properties are generally consistent for a given measurement situation and 
will not change significantly during a detector evaluation or signal measurement 
analysis for ECG signal. The traditional approach for this interference removal is to use 
a digital and analogue filter characterized by a cut off frequency of 50 Hz. A number of 
FIR and IIR filters have been proposed for this task [30]. 
 
Figure 2. 4: Power line interface noise 
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2.3.2 Electrode contact noise 
Electrode contact noise is caused due to loss of contact between the electrode and skin, 
see Figure 2.5, which effectively makes disconnection for the measurement system from 
the subject. The loss of contact can be intermittent or can be permanent, as the case 
when a loose electrode is brought in and out of contact with the body skin of patient as a 
result of movements and vibration. This switching action can introduce large artefacts 
since the ECG signal is usually capacitively coupled to the system. With the amplifier 
input disconnected, 60 Hz interference may be significant noise to distort the ECG 
signal [29]. 
Electrode contact noise can be modeled as a random rapid baseline transition (step) 
which decrease exponentially to the baseline noise value. Electrode contact produces 
noise which has a frequency set of 60 Hz component. This transition can occur only 
once or may be very fast and occur many times in a raw series. 
 
Figure 2. 5: Electrode contact noise 
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2.3.3 Motion artefacts 
Motion artefacts are transient (but not step) baseline changes due to the variations in the 
electrode-skin impedance with electrode motion. A typical example is shown in Figure 
2.6. The ECG amplifier exhibits different source impedance, and that forms a voltage 
divider with the amplifier input impedance. Therefore, the amplifier input voltage 
depends on the source impedance, which changes as the electrode position changes. The 
usual cause of motion artefacts is the movement or vibrations of the patient. The peak 
amplitude and time duration changes are unpredictable for this kind of noise due to 
patient movement during the recording process.  
 
Figure 2. 6: Motion artefacts noise 
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2.3.4 Muscle contractions (EMG) 
Muscle contractions cause artefact of millivolt-level to be generated as it shown in 
Figure 2.7. The baseline electromyogram is usually in the microvolt range and therefore 
is usually insignificant. The signals resulting from muscle contraction can be 
approximated to be transient bursts of band-limited Gaussian noise that interface and 
distort with ECG signal. The variance of the distribution may be estimated from the 
variance and duration of the bursts. 
 
Figure 2. 7: Muscle contraction noise 
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2.3.5 Electrosurgical noise 
Electrosurgical noise is caused by the electrosurgical instrument that uses to record 
ECG signal and operates on high voltages [31], see Figure 2.8. During electrosurgical 
instrument activation, extraordinarily large transient voltages (100 - 400 V) are 
generated ubiquitously over the patient's skin surface. Electrosurgical noise completely 
destroys the ECG and can be represented by a large amplitude sinusoid with frequencies 
set approximately between 100 KHz and 1 MHz. While, the sampling rate of an ECG 
signal is 250 to 1000 Hz, an aliased version of this signal would be added to the ECG 
signal. The amplitude, duration, and possibly the aliased frequency should be variable. 
 
Figure 2. 8: Electrosurgical noise 
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2.3.6 Baseline drift noise 
A significant wandering baseline in the ECG occurs due to variations in electrode-skin 
impedance. The main source of baseline wandering is respiration and the frequency 
ranges between 0.15 to 3 Hz [32]. The baseline wander is an extraneous, low-frequency 
activity in the ECG which may interfere with the signal analysis, making the clinical 
interpretation inaccurate [33]. When baseline wander takes place, ECG measurements 
related to the isoelectric line cannot be computed since it is not well-defined. Drift of 
the baseline can be represented as a sinusoidal component at the frequency of 
respiration added to the ECG signal, see Figure 2.9. The amplitude of the ECG signal 
may also varied by about 15 percent with respiration. The variation could be reproduced 
by amplitude modulation of the ECG by the sinusoidal component which is added to the 
baseline. 
 
 
Figure 2. 9: Driftline artefact noise 
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2.4. ECG Data representation 
Accurate representation of ECG signal using modeling techniques provides a useful and 
often necessary step for analyzing complex physical or physiological phenomena. In 
this thesis, modeling techniques are used to extract observations or parameters from 
ECG in order to use these parameters for certain classification tasks. Extracted 
parameters and observations are used to accomplish the two tasks, ECG classification 
and ECG biometric system. ECG classification system performs the task to classify 
patients into groups corresponding to three different heart conditions – normal (N), 
fibrillation arrhythmia (AVR) and ventricular arrhythmia (AV). ECG biometric system 
is developed to identify individuals for human recognition purposes, i.e. finger print. 
Proposed methods for ECG pre-processing have been tested using ECG signals 
available in MIT/BIH [34], Politecnico of Milano VCG/ECG database [35] and PTB 
database [36]. Pre-processing stages, applied parameter extraction techniques and some 
intermediate and final classification results are described and presented in the following 
chapters of this thesis. 
Let      be the original signal with no noise,      be the high or low frequency noise 
added to the signal before it is received for analysis or information extraction. The 
received signal can be represented by       as follows:  
 
                  (2. 1) 
 
The purpose of denoising procedure is to extract      from       so that it can be used 
for following steps of feature extraction and classification which require clean signal. 
ECG signal can be analysed and processed in time or frequency domain depending on 
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the application. ECG signal can be converted from time to frequency domain and 
reverse using Fourier Transform (FT). Fourier transform is widely used for many 
applications in engineering, science, and mathematics. The basic ideas were clearly 
exposed in 1965, but the FT had been known as early as 1805 [37]. ECG can be 
transformed from time to frequency or reverse using the following equations known as 
Fourier analysis and synthesis equations [37]: 
 
                       (2. 2) 
 
                      (2. 3) 
 
Fourier analysis expands signals or functions in terms of sinusoids or complex 
exponentials (     ), where f represents frequency and t represents time. Thus FT can 
reveal all frequency components present in the ECG signal. Fourier transformation from 
frequency to time or reverse can be achieved without any loss of information in ECG 
signal.  
For ECG analysis purposes, Fourier transform can be applied to divide ECG into 
different time subbands in order to reveal all frequency components presented in the 
ECG signal at various points in time. Breaking the ECG signal into multi time intervals 
and analysing them using Fourier transform is a technique called Short-Time Fourier 
Transform (STFT). Time intervals are usually called “windows”. These techniques of 
STFT are capable of revealing aspects of ECG signal like trends, breakdown points, 
discontinuities in higher derivatives, and self similarity which are not available in Fast 
Fourier Transform (FFT) analysis.  
STFT represents a compromise between the time and frequency based views of a signal. 
This approach provides information about both what frequency and what time are 
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presented in the signal. However, it is only possible to obtain this information with a 
precision, and that precision is dependent on the number of windows applied to the 
ECG signal. ECG signal has five waves, and each wave has its own frequency range. 
Therefore, FT number of windows should be enough to make sure that the portion of 
the signal falling within the window is stationary. For each time interval or window, a 
new FT is obtained. Each FT provides the spectral information of a separate time-slice 
of the signal, providing simultaneous time and frequency information [37]: 
 
     
                                 
 
            (2. 4) 
 
 
where    is the time domain,   is the frequency domain,      is the ECG signal and 
       is the windowing function that suggests the number of time intervals sub-
banded from the ECG signal. Figure 2.10a shows ECG signal in time domain. The 
frequency content of the same signal using STFT is shown in Figure 2.10b. It can be 
shown in this figure that most of the ECG signal energy occupies range peaks are from 
0.5 Hz to 100  Hz. Figure 2.11 shows the result of spectra analysis of ECG using STFT 
of 8 time intervals or windows to reveal power/frequency ratio that indicate the ECG 
frequency bands with high power. The red, yellow and blue colours indicate that the 
ECG signal has high power/frequency ratio for the area under 100 Hz. Matlab command 
“contour3” is used to visualize results of STFT. Matlab Function 
“spectrogram” can be used to perform STFT of ECG signal (“STFT(f)= 
spectrogram(ECGsignal(t));”). 
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a. Time domain of ECG signal 
 
b. Frequency domain of ECG signal 
 
Figure 2. 10: ECG signal at time and frequency domain 
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Figure 2. 11: ECG signal in frequency domain processed through STFT of 8 windows 
 
2.5. Pre-processing techniques 
Basic ECG contains the component in the frequency range from 0.5 Hz to 100 Hz. If the 
artefacts are present in the ECG signal, disease diagnose becomes more difficult. Data 
corrupted with noise should be filtered or discarded if the ECG record contains very 
high level of noise that distort the main aspects of the ECG signal [38]. Power line 
interference is due to improper grounding of ECG equipment and interference from 
nearby equipment and usually removed using notch filter. This interference noise is 
more influential compared to the other artefact as it leads to unreadable form of ECG 
signal [39]. To enable further analysis of the ECG signals, various methods to remove 
those trends have been used in the past. Those filtering methods have mainly 
concentrated on removing slow, no stationary trends from the ECG signals.  
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In this thesis, Matlab is used to test various filtering techniques. PhysioNet [40] offers 
free web access to large collections of recorded physiologic signals (PhysioBank) and 
related open-source software (PhysioToolkid). Each month, about 45,000 visitors 
worldwide use PhysioNet, retrieving about 4 terabytes of data. A paper deals with the 
study and analysis of ECG signal processing by means of Matlab tool effectively is 
presented [41]. Study of ECG signal as a research topic includes generation of ECG 
signal, ECG signal pre-processing, feature extraction, comparisons between different 
ECG signal analysis algorithms using the most familiar and multipurpose Matlab 
software along with Labview. 
A number of research papers have discussed the removal of noise and power line 
interference from the ECG signals. In [42] a non linear adaptive method to eliminate 
power line interference from the ECG signals is presented. The wavelet coefficient 
threshold based hyper shrinkage function was used in [43] to detrend ECG signal. In 
[44] a simplified lattice based adaptive IIR Notch filter has been presented to remove 
power line interference. Other techniques of digital FIR filters based on rectangular 
window have been used [45] for the power line noise reduction.Tikkane in [46] 
suggested a method of noise reduction depended on a non linear wavelet and wavelet 
packet. Extended Kaman Filter (EKF) has been discussed to clean ECG signals [47]. 
This method is based on a previously nonlinear dynamic model proposed for the 
generation of synthetic ECG signals. Bayesian wavelet shrinkage denoising approach 
for high resolution ECG (HRECG) filtering has been presented in [48]. This approach is 
dependent on three basic steps: the dyadic Wavelet Transform (WT) computation, the 
shrinkage of the wavelet coefficients using adaptive Bayesian rules and the 
reconstruction of denoised signal through the inverse WT. Analysis techniques for pre-
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processing ECG signals used to prepare ECG signal for further analysis steps, such as; 
QRS detection, feature extraction and classification which will be applied and described 
in the rest of this chapter. 
The filtering techniques of smoothness prior approach, analogue and digital filters and 
wavelet transform have been implemented to filter ECG signal in this thesis: 
 
2.5.1 Smoothness priors approach 
 
Pre-processing of ECG signal is usually implemented in two stages, driftline filtering 
stage and power line interference filtering stage. Smoothness prior approach is applied 
to remove driftline artefact from the ECG signal. In this work, the raw ECG signals are 
first downsampled to the lowest sampling frequency of the ECG signals from the set 
(1000 Hz in this case) and then a method based on smoothness priors approach [49] is 
applied. Using this approach, the trend component        of the ECG signal is modeled 
using linear observation model [49]: 
 
                         
       
 
   (2. 5) 
 
where   is the number of R peaks detected. The RR series can be represented as a sum 
of two components [49]: 
 
                 (2. 6) 
where        is the linear drift RR series of interest and        is the low frequency 
aperiodic trend component that cause driftline artefact. The trend component can be 
modeled with a linear observation [49]: 
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              (2. 7) 
 
where            represents the observation matrix,      contains the regression 
parameters and   is the observation error. To obtain the estimate of the regression 
parameters   , the regularised least square approach is used [49]: 
 
                   
                 
     (2. 8) 
 
resulting in:  
 
      
         
     
  
      (2. 9) 
 
where   is the regularization parameter and    indicates the discrete approximation of 
the d’th derivative operator. It has been shown in [49] that this method operates as a 
time-varying FIR high-pass filter where the cut-off frequency of the filter decreases 
when   increases. 
The detrended ECG signal,        can now be obtained as [49]: 
 
                              
   
    
    (2.10) 
Here in Figure 2.12, three different raw ECG signals are selected to test the method, 
normal ECG signal (N), fibrillation arrhythmia (AVR) and ventricular arrhythmia (AV). 
ECG signals are first downsampled to the lowest sampling frequency of the ECG 
signals from the set and processed by smoothness priors method. 
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a. raw ECG signals sections – N, AV and AVR 
 
b. Detrended ECG signals 
 
 
Figure 2. 12: Smoothness priors detrending technique 
 
2.5.2 Analogue and digital filter design 
 
Collected ECG data usually contain noise components of low-frequency caused by 
driftline artefact and high frequency components caused by power line interferences. 
Butterworth and Chebyshev are high order analogue filters that have significantly 
different characteristics, but both can be realized by using simple first order or biquad 
stages cascaded together to achieve the desired order, passband response, and cut-off 
frequency. The Butterworth filter has a maximally flat response, i.e., no passband ripple 
and a roll-off of -20 dB per pole. In the Butterworth scheme, the designer is usually 
optimizing the flatness of the passband response at the expense of roll-off. The 
Chebyshev filter displays a much steeper roll-off, but the gain in the passband is not 
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constant. The Chebyshev filter is characterized by a significant passband ripple that 
often can be ignored.  
Both filter types can be implemented using the simple Sallen-Key configuration [50]. 
The Sallen-Key design ,shown in Figure 2.13, is a biquadratic or biquad type filter, 
meaning there are two poles defined by the circuit transfer function: 
For         and        , Sallen-Key filter in Figure 2.13 has a transfer 
function [50]: 
 
     
  
                   
 (2.11) 
 
The transfer function can be written in normalized pole-zero as follow: 
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(2.13) 
 
where          is the DC gain of the biquad circuit. The quantity   is called the 
quality factor and is a direct measure of the flatness of the passband (in particular, a 
large value of   indicates peaking at the edge of the passband.). The Butterworth filter 
is an optimal filter with maximally flat response in the passband. The frequency 
response of this family of filters can be written as [50]: 
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where   is the order of the filter,   is the ECG signal sampling frequency and    is the 
cut off frequency. 
 
Figure 2. 13: The Sallen-Key lowpass filter diagram 
 
 
A number of methods of ECG pre-processing have been tested using analogue filter 
design of high and low pass filter to remove unwanted components. The signals are 
processed by Butterworth filter to detrend unwanted components and to improve the 
accuracy of subsequent algorithms implemented in the system. In this work, filtering 
method has been applied in order to decrease the effect of driftline artefact and preserve 
the information about the physiology of an individual’s ECG. The raw ECG signals are 
first downsampled to the lowest sampling frequency of the ECG signals from the set 
(1000 Hz in this case) and then filtered through the 6
th
 order high pass Butterworth filter 
using 60 Hz cut off frequency. Figure 2.14 illustrates the performance of the applied 
Butterworth filter to clean ECG signal from driftline noise. The output of the 
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Butterworth filter is then passed through power line interference removal filer. Here, 
another Butterworth filter – 10th order low pass type is used to remove high frequency 
components and noise. Figures 2.15 (a,b) shows the ECG signal before and after the 
power line interference is removed from the ECG signal. Figure 2.16 illustrates that the 
cut off frequency is 60 Hz according to the filter design. ECG signal in frequency 
domain before and after filtering stages are shown in Figure 2.17 (a,b). 
 
a. Noisy ECG signal 
 
b. Filtered ECG signal 
 
Figure 2. 14: Original and filtered ECG of driftline wonder filtering stage 
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a. Noisy ECG signal 
 
 
b. Filtered ECG signal 
 
Figure 2. 15: Original and filtered ECG using power line interference filtering stage 
 
 
 
Figure 2. 16: Magnitude response for Butterworth Sallen-Key low pass filter 
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a. ECG signal before filtering  stages 
 
b. ECG signal after filtering  stages 
 
Figure 2. 17: ECG in frequency domain before and after pre-processing stage 
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Removal of noise from ECG signal can also be achieved using Infinite Impulse Repose 
(IIR) filters, i.e. filters with an impulse response that is non zero over an infinite length 
of time [51]. A notch IIR filter lends itself quite well to this task considering ECG noise 
that contains very specific, narrow band of frequencies. IIR is a recursive filter, where 
the output values are calculated using one or more of the previous outputs, as well as 
inputs. In most cases, a recursive filter has an impulse response which theoretically 
continues forever. IIR filters are computationally more efficient than Finite Impulse 
Response (FIR) filters as they require fewer coefficients due to the fact that they use 
feedback or poles. The order NFIR of an FIR filter is higher than the order NIIR of an 
equivalent IIR filter meeting the same frequency specifications. The ratio NFIR/ NIIR is 
typically of the order of 10 or more (the IIR filter is computationally more efficient). 
The general equation of an impulse response filter can be expressed as rational Z 
transfer function follows: 
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where    ) is the output filtered ECG signal,      is the noisy ECG signal and    and 
   are the coefficients of the IIR filter. The output signal of IIR filter is given by 
Equation 2.17, flow block diagram of this type of filter is shown in Figure 2.18. 
 
                                           
                     
(2.17) 
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where     are the feedforward filter coefficients, and    are the feedback filter 
coefficients. 
 
Figure 2. 18: Prototype diagram of IIR filter 
 
FIR filter is implemented without the feature of feedback    , the signal flow can be 
expressed with: 
 
                                    (2.18) 
 
 
Filter Design and Analysis (FDA) Matlab tool has been used in this work to design two 
types of digital IIR filters, Butterworth and Chebyshev [52]. Sampling and cut off 
frequency are fitted into the filter design according to each ECG specification. Figures 
2.19 (a,b) show the results of PTB database signal [36], filtered with IIR Butterworth 
using 250 Hz frequency of sampling with cut of frequency up to 40 Hz. The primary 
advantage of IIR filters over FIR filters are that they typically meet a given set of 
specifications with a much lower filter order than a corresponding FIR filter. Figures 
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2.20 (a,b) show the original and filtered ECG signal using low pass IIR Chebyshev 
filter. Figures 2.21 (a,b) show the filter response and cut off frequency of each filter 
design, Butterworth and Chebyshev respectively. 
 
a. Original signal 
 
b. Filtered signal 
 
Figure 2. 19: Low pass IIR Butterworth filter 
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a. Original signal 
 
b. Filtered signal  
 
Figure 2. 20: Low pass IIR Chebyshev filter 
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a. Magnitude response of Butterworth filter design. 
 
 
 
 
 
b. Magnitude response of Chebyshev filter design. 
 
Figure 2. 21: Magnitude response of IIR Butterworth and Chebyshev designed filters 
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2.5.3. Wavelet transform filtering 
 
Wavelet transform technique is another tool that can be used to analyse ECG signals by 
locating the interesting characteristic points to detect possible cardiovascular 
abnormalities. The problem is complicated, since most of the time the desired ECG 
signals are either corrupted or embedded in noises. Wavelet theory provides a unified 
framework for a number of techniques, which have been developed independently for 
various signal-processing applications. For example, multiresolution signal processing 
is used in computer vision; subband coding, developed for speech and image 
compression. Wavelet series expansions are developed using complex mathematics that 
implemented over recent years as a powerful time–frequency analysis and signal coding 
tool favoured for the interrogation of complex nonstationary signals. Wavelet treats 
both the continuous and the discrete time cases. It provides wide range of techniques 
that can be applied to accomplish tasks in signal processing, and therefore has numerous 
potential applications. In particular the "wavelet” transform (WT) [53] is of interest for 
the analysis of non-stationary signals, because it provides an alternative to the classical 
STFT or Gabor transform. In contrast with the STFT, which uses a single analysis 
window, WT uses short windows at high frequencies and long windows at low 
frequencies [54]. WT can also be viewed as signal decomposition tool that decomposes 
signal into a set of basic functions called “wavelets”. Those wavelets are obtained from 
a single mother wavelet that stretches and shifts according to the ECG signal. 
Continuous Wavelet Transform (CWT) is defined as the sum of all time intervals      
that multiplied by scaled, shifted versions of the wavelet function or alternatively as 
shown in the following equation [54]: 
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(2.19) 
 
In this equation, the parameter   is the scaling factor that stretches or compresses the 
function. Parameter   is the translation factor that shifts the mother wavelet along the 
axis. The signal      is an ECG signal whose sum is to be multiplied by the translated 
mother wavelet. The mother wavelet is denoted by       which is a function of the 
scaling and translation factors similar to the result of the continuous wavelet transform. 
It is computationally impossible to analyze a signal using all wavelet coefficients, so 
that it is often desirable to work with discretized signals.  Discrete subset of the upper 
half plane of wavelet coefficients can be used to reconstruct a signal from the 
corresponding wavelet coefficients. By switching into the discrete domain, it is possible 
to not only save a fair amount of work, but also by choosing carefully of the scales and 
positions based on powers of two or what is called “dyadic”, receive results that are just 
as accurate with great reduction in the number of dilations and shifts to cover the whole 
ECG signal. 
Implementation of wavelets can be interpreted as computing the wavelet coefficients of 
a discrete set of child wavelets for a given mother wavelet       . In the case of the 
discrete wavelet transform, the mother wavelet is shifted and scaled by powers of two: 
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where integer   and   controls the wavelet scaling and translation respectively,   is a 
specified fixed scaling step parameter set at a value greater than 1, and   is the location 
parameter which must be greater than zero. The relationship between scaling and 
translation factors required to analyse the same signal in both CWT and DWT can be 
summarised below: 
 CWT DWT 
Scaling          
Translation            
 
The transform integral remains continuous for DWT but it is determined only on a 
discretized grid of m scales and n locations. In practice, the input signal is treated as an 
initial wavelet approximation to the underlying continuous signal from which using a 
multiresolution algorithm. Direct and inverse wavelets transform can be computed 
discretely, quickly and without loss of signal information. DWT equation consists of 
two analysis functions which can separate high frequency from low frequency 
components according to Daubechies mother wavelet. 
The Daubechies wavelets, based on the work of Ingrid Daubechies [55], are a family 
of orthogonal wavelets defining a discrete wavelet transform and characterized by 
optimizing the separation between low and high frequency sets of processed signal. This 
property of optimizing separation using Daubechies wavelet can enhance the analysis of 
biological signals. P and T waves of ECG signal have different frequency components 
compared to QRS complex. Transform function of Daubechies is defined by the scaling 
and wavelet functions that are expressed in terms of   and   coefficients, respectively: 
Scaling function V and coefficients   are defined as [55]: 
Chapter two : Pre-processing techniques for ECG signal 
53 
 
   
    
   
    
    
   
    
    
   
 
   
    
   
 
  
 
  
                        
 
  
                          
 
    
                        
 
  
         
       
         
         
  
  
         
       
         
         
  
 
Wavelet function  and coefficients   are given as : 
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In case of ECG signals,   can be considered to be the low frequency signal component 
of ECG signal,   is the high frequency signal component and   is the ECG signal 
calculated using Equation 2.21 [55]: 
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DWT is also referred to as decomposition tool using wavelet filter banks. This is 
because DWT uses two filters, a low pass filter (LPF) and a high pass filter (HPF) to 
decompose the signal into different components. The low pass frequencies are 
“approximations” while the high pass frequencies are called “details”. The 
approximation signal may be decomposed again by breaking the signal into further 
levels of lower resolution components. This is known as multiple-level decomposition 
approach. Multi level DWT is further explained in more details in chapter three. Figures 
2.22 (a,b,c,d,e,f) show the results of two level DWT using Daubechies wavelets applied 
to ECG signal, high frequency unwanted component is removed from recorded ECG 
signal. Approximation of second level is shown in Figure 2.22f, which provides 
sufficient data to fully reconstruct the original signal using complementary filters. Each 
level of DWT can be applied in Matlab using command: “[cA,cD] = 
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dwt(x,'db4');”, where cA are the low pass frequencies, Cd are the high pass 
frequencies and db4 indicates the Daubechies wavelet transform. 
 
 
 
 
 
 
a. Raw ECG signal (input signal to first 
step of DWT). 
 
 
 
b. Frequency discarded after first 
DWT 
 
 
c. Output ECG signal after first 
DWT step 
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d. Output ECG signal of first step of DWT 
(input signal to second step of DWT). 
 
 
 
 
e. Frequency discarded after 
second  DWT 
 
 
f. Clean ECG signal  ( Output of 
second DWT step) 
 
 
Figure 2. 22: Two-process stage of DWT to filer ECG signal 
 
Different factors influencing based wavelet denoising of ECG signals have been 
investigated in this work and compared with those achieved using IIR filters. For high 
noise levels, wavelet filters achieved the best noise reduction because of the improved 
threshold estimation. However, it is important to note that there is a trade-off between 
preservation of signal information and noise reduction for the wavelet filters. Wavelet 
filter can achieve a high noise reduction and may also reduce the ability to preserve the 
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signal information. The order NFIR is higher than the order NIIR of an equivalent IIR 
filter meeting the same magnitude specifications. The ratio NFIR/ NIIR is typically of the 
order of 10 or more (the IIR filter usually is computationally more efficient). 
 
2.6. Conclusions 
Due to many noise resources, ECG signals are usually non-stationary, containing slow 
linear drifts or more complex trends. The presence of noise will corrupt the signal and 
make the following digital processes and applications less accurate. Measured ECG 
signals usually contain noise, which include low-frequency components that cause 
driftline artefact and high frequency components that cause power line interferences. In 
order to ensure high accuracy for following digital and analogue processing, it is 
essential to remove ECG noise using specific filters and techniques which designed 
according to ECG signal specification. Smoothness prior approach, analogue and digital 
filters and wavelet transform filtering techniques have been implemented in this work 
and shown accurate results for filtering and detrending ECG signals.   
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Chapter 3 
QRS complex detection 
 
Overview 
Five main waves are normally embedded into the ECG signal, P,Q,R,S and T. The 
combination of Q,R and S is called QRS complex. QRS complex part plays a significant 
role in detection of ECG arrhythmias and irregular rhythm in order to classify each 
ECG signal into normal or arrhythmia for certain type. Accurate QRS detection method 
must be able to evaluate the QRS complex part with few seconds delay. QRS complex 
indicates a signature point for the following signal processing steps of ECG 
classification and biometric systems, i.e. feature extraction techniques and 
classification algorithms. Without accurate QRS detection method, it is impossible to 
process each beat of ECG stream individually. In this chapter, many QRS detection 
techniques are explained and tested to pin point the QRS complex such as filter bank, 
differentiation and discreet wavelet transform methods. 
 
3.1. Introduction 
The “QRS complex” is the combination of the Q, R and S waves and represents 
ventricular depolarization in the heart atrium. This term can be confusing since not all 
ECG leads contain all three of these waves, yet a QRS complex does not have to contain 
a Q wave, but only R and S waves. Combination of R and S waves is still referred to as 
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the QRS complex. The QRS duration will lengthen when electrical activity takes a long 
time to travel throughout the ventricular myocardium. The normal conduction system in 
the ventricles is called the His-Purkinje system and consists of cells that can conduct 
electricity quite rapidly as shown in Figure 3.1. The electrical impulse of normal 
conduction flows through the AV node then to the ventricles via the His-Purkinje 
system is causing a normal QRS duration. When electrical activity does not conduct 
through the His-Purkinje system, but instead travels from myocyte to myocyte to make 
QRS complex wider then P and T waves in time domain. A widened QRS duration 
occurs in the setting of a right bundle branch block, left bundle branch block, 
intraventricular conduction delay and during ventricular arrhythmias. ECG heart 
arrhythmia of right bundle branch block, left bundle branch block, ventricular 
tachycardia are caused due to irregular rhythm of conduction system. Blood flow 
between branches of atrium and ventricular are stable process, and any irregular rhythm 
of this process can cause different kind of arrhythmia. The normal duration or time 
interval of the QRS complex is averaged between 0.08 and 0.1 seconds. Time interval 
of QRS complex of greater than 0.12 seconds is considered abnormal. 
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Figure 3. 1: Heart conduction system (Edited from [21]) 
 
ECG analysis has a great importance in diagnosis and monitoring of the heart’s 
condition and arrhythmias. ECG can be measured as a multi or single channel signal, 
depending on the application. During regular measurement of standard clinical ECG, 12 
different leads (channels) are placed and recorded from the body surface (skin) of a 
resting patient. In arrhythmia analysis only one or two ECG leads are recorded or 
monitored to investigate life-threatening disturbances in the rhythm of the heartbeat. In 
this thesis, QRS complex plays a significant role for the design of ECG classification 
system and ECG biometric system. ECG classification system is aimed detecting ECG 
arrhythmias and irregular rhythm to classify each ECG signal into normal or arrhythmia 
for certain type. ECG biometric system extracts information from a single beat of the 
ECG stream, thus QRS complex needs to be detected in order to separate each ECG 
beat. QRS part of ECG signal indicates a point for further digital signal including 
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feature extraction and classification algorithms that will be explained in more details in 
the following chapters.  
After several years of significant progress, the computerized ECG signal processing can 
be considered as well-developed application and efficient real-time analyzer, based on 
filtering and beat detection (recognition and clustering). Despite the presence of noise, a 
reliable analysis must involve at least the detection of QRS complex, T and P waves and 
automatic rhythm analysis to find time intervals and amplitudes for different beats of 
ECG steam, in order to enable researchers to derive more information for cardiac 
disease classification. It is therefore important to determine the correct position and 
amplitude of every characteristic beat in the ECG stream. 
Without the accurate knowledge of the QRS complex location, P and T waves are hard 
to detect and distinguish from each other. Most of the QRS detection methods depend 
heavily on filtering stage followed by averaging prcoess according to threshold value 
[56]. This threshold value is used to distinguish between the noise signal and the QRS 
complex and it is usually chosen based on the peak height or peak location of the ECG 
signal [57]. A number of research papers have investigated the problem of accurate 
QRS complex detection depending on the applications of wavelet filter banks [58] and 
the modified p-spectrum to detect heart beats in ECG signals [59]. The Short Time 
Fourier Transform (STFT) was also employed after ECG filtering stage in order to 
detect QRS complex [37]. A number of commercial systems have been designed and 
implemented to perform signal processing tasks such as 12-lead off-line ECG analysis, 
Halter tape analysis and real-time patient monitoring [60]. 
Most common arrhythmia detection methods rely on QRS detection [24] and beat 
classification using a number of classification algorithms. A QRS complex, including 
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important features of the ECG signal, is shown in Figure 3.2 using an idealised plot of a 
single heart beat with indicated main intervals and segments during the heart activity. 
 
Figure 3. 2: Ideal ECG signal with indicated key features 
 
 
3.2. Methods for QRS detection 
Most of the QRS detection algorithms use a filtering stage followed by the actual 
detection in order to attenuate unwanted signal components and artefacts. Many 
attempts were made until now to correctly identify the characteristic points of the ECG. 
The most relevant QRS detections analyzing methods can be divided into three 
functional groups: 
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 Direct methods 
 Transformation methods 
 Parameter estimation methods 
 
3.2.1 Direct methods 
Directs methods of QRS detection are implemented so that samples of the ECG signal 
are used directly to perform the QRS complex detection. Those techniques of QRS 
complex detection are dependant heavily on an accurate filtering techniques and 
thresholding process. Based on power spectral analysis of different frequency signal 
components in the ECG signal, a filter can be designed which effectively selects the 
QRS complex from the ECG [61]. Filter bank analysis is considered as a direct method 
to detect QRS complex [62], as the ECG samples, as they recorded, are used to detect 
QRS complex. Filter bank method employs a bank of linear phase filters to decompose 
the ECG signal into subbands with uniform frequency bandwidths in order to accounts 
for the ECG signal energy distribution in the frequency domain. A number of features 
related to QRS complex are extracted from individual subbands and combined to 
indicate the position of the QRS complex in the analysed signal. 
If the filterbank contains M analysis and M synthesis filters, each of length L and is used 
to produce the subband signals Ul(z) by filtering the input signal X(z) then [62]: 
 
                       0,1,..., 1l lU z H z X z l M                                                                   (3. 1) 
 
where Hl(z) represents the transfer function of each bandpass filter from the filterbank. 
After downsampling, each downsampled signal can be expressed as [62]: 
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where 
2
j
MW e
 
  
  . 
A variety of features, indicative of the QRS complex have been extracted from the 
signal by combining the subbands of interest. Using subbands 1, 2 and 3 for example, 
feature P1 corresponding to energy in those subbands is computed [62]: 
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Similarly features P2 and P3 are also computed for the subbands {1,2,3,4} and {2,3,4} 
and are therefore proportional to the energies in the corresponding subbands. A sum-of-
squares feature P4 is also computed using the following equation [62]: 
 
                                     
3
2
4
1
l
l
P W z


                                                                                                    
(3. 4) 
 
and similar features P5 and P6 are also computed for the subbands {1,2,3,4} and {2,3,4}.  
Heuristic beat detection logic uses these features to identify positions of QRS 
complexes in the ECG signal. Detection system consists of a number of sequential 
levels of logic designed to maximise the number of True Positives (TP’s). For this 
purpose multiple detectors are operated simultaneously and the results of each detector 
are fused together to arrive on the final decision about the beat positions in the signal.  
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First level serves as an “event detector” and uses a moving window integrator (MWI) 
which averages two samples of particular feature (P1 for example) at the downsample 
rate. Inflexion points in the output of this MWI are then used to identify possible beat 
candidates for the beats as peaks in the MWI output. These candidates then go through 
the further logic in level 2 designed to eliminate large number of False Positives (FPs), 
events inaccurately identified as beats by level 1, mostly introduced by the presence of 
noise in the signal. This level operates two one-channel beat detection blocks which 
have complementary FN and FP detection rates with outputs finally combined in level 3 
of the detector by incorporating a set of if-then-else rules. If channel 2 in level 2 
indicates the beat than the output of level 3 classifies the current event as a beat. If 
channel 1 indicates a beat and channel 2 indicates not-a-beat detection strengths of each 
channel are compared and the final decision is made based on this comparison.  
Level 4 is used as one more check before the final decision about the presence of the 
beat in the ECG signal is made. This level uses P3 as the input to MWI to confirm 
decision made at level 3 and reduce the rate of FN’s introduced at previous levels. After 
beat occurs there is a physiological refractory period of about 200 ms before another can 
occur. Level 5 uses timing information of the ECG signal to eliminate possible FP’s 
during the refractory period which further improves the accuracy of the beat detection in 
this system through the partial blanking of the refractory period. 
 
3.2.2 Transformation methods 
Here in these methods of QRS detection, the original samples are subjected to a 
transformation and the detection is performed in the new domain. One of the most 
promising methods belonging to this group is the Wavelet Transform (WT) [24] and 
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Integer Moving Average (IMV) [63]. Many abnormal QRS complexes that have large 
amplitudes and long durations (not very steep slopes) might not be detected using 
information about slope of the R wave only. Thus, it is fundamental to extract more 
information from the signal to detect a QRS event. A ‘wavelet’ is a small wave which 
has its energy concentrated in time. It has an oscillating wavelike characteristic but also 
has the ability to allow simultaneous time and frequency analysis and it is a suitable tool 
for transient, non-stationary or time-varying phenomena. Wavelet transforms are 
classified into Discrete Wavelet Transforms (DWTs) and Continuous Wavelet 
Transforms (CWTs). Note that both DWT and CWT are continuous-time (analogue) 
transforms. They can be used to represent continuous-time (analogue) signals. CWTs 
operate over every scale and translation whereas DWTs use a specific subset of scale 
and translation values or representation grid. The Wavelet transform is in fact an infinite 
set of various transforms and waves, each wave is a waveform of effectively limited 
duration that has an average value of zero. This is the main reason, why the term 
"wavelet transform" is very well known in very different situations and applications. 
Wavelet analysis was used in the second chapter to detrent ECG by discarding high 
frequency components of noise from ECG signal, DWT was applied using two-level 
decomposition. This feature of wavelet analysis is called multiple-level decomposition 
and can be represented in a wavelet decomposition tree as it is shown in Figure 3.3, 
where ECG signal can be analysed multiple times to separate high set of frequencies 
from low set of frequencies. Multi level of DWT is investigated in this work to detect 
QRS complex. DWT is referred to as decomposition by wavelet filter banks because 
DWT uses two filters in each step of DWT, as it is shown in Figure 3.3, a low pass filter 
(LPF) and a high pass filter (HPF) to decompose the signal into different scales. The 
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output coefficients of the LPF are called “approximations” while the output coefficients 
of the HPF are called “details”. 
The 1-level of DWT has been investigated and tested into different ECG streams, and 
the most efficient is the lifting-based DWT that breaks up the high pass and low pass 
filters into a sequence of predict and update steps. However, the 2-level DWT is not as 
simple as the 1D DWT, because the conventional 2-level DWT architecture consisting 
of four output bands of the signal. Given row ECG data, the 1-level of DWT generates 
two transformed outputs, a low-pass filter output and a high-pass filter output. Moving 
all the low pass filter outputs toward the left side and all the high pass filter outputs 
toward the right side makes ECG being divided into L and H subbands, as shown in 
Figure 3.4(a). 2-level DWT gives 4 output (LL,LH,HL and HH) as shown in Figure 
3.4(b). Meanwhile, Figure 3.4(c) shows the conventional output of mutli-level DWT is 
   , where  is DWT level. 
 
 
Figure 3. 3: Discreet wavelet transform tree 
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Figure 3. 4: DWT results of ,(a): 1-level DWT, (b): 2-level DWT, (c): Multi-level DWT 
 
The number of possible steps   in multiple DWT is based on the variety of frequency 
bands that embedded in the input signal. If the input signal contain few number of 
frequency sets, then just one step of DWT is possible to be applied. Thus, cA1 and cD1 
of first step of DWT may separate the whole frequency sets of input signal. But for a 
biological signal such as ECG, varieties of heart muscle contraction represent wide 
range of frequencies. QRS complex has a different frequency set from P or T wave.  
For M-level DWT, each level acts as a filter, that contain N filters to separate 
approximation and details, each of the filters has a length L and is used to produce the 
subband signals U(z) by filtering the input signal      then: 
 
 
                                              
                                                                           
(3. 5) 
 
where      represents the transfer function of the filter in each step of multiple DWT. 
After DWT of each level, outputs of approximation cA and details cD can be expressed 
as:  
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  (3. 6) 
where      
  
 
 
. 
A variety of features, indicative of the QRS complex have been extracted from the 
signal by combining the frequency sets that may contain the wide band of QRS 
complex. Using subbands A1, cD2 and cA2 for example, feature Pqrs corresponding to 
energy in those subbands is computed: 
             
 
   
 
                                          
(3. 7) 
 
 
3.2.3 Parameter estimation methods 
 A pre-processing step is employed to “learn” some features used during the detection 
stage. Some methods belonging to this group are: linear and nonlinear prediction, 
differentiation methods, syntactic methods and neural nets methods. Differentiation 
forms the basis of many QRS detection algorithms. Since it is basically a high pass 
filter, the derivative amplifies the higher frequencies characteristic of the QRS complex 
while attenuating the lower frequencies of the P and T waves. An algorithm based on 
first and second derivatives [64] was modified for use in high speed analysis of 
recorded ECGs by [65]. If   is the ECG signal, the absolute values of the first and 
second derivative are calculated from the ECG signal [64]: 
 
                        (3. 8) 
                                  (3. 9) 
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These two data buffers,        and        are scaled and then summed [64]: 
 
                              (3. 10) 
 
The thresholding technique is used to distinguish between the noise and the ECG signal. 
The data buffer        is now scanned until a certain threshold is met or exceeded. 
[64]: 
           (3. 11) 
 
The samples of         are compared to the threshold. If any point among all samples 
meet or exceed the threshold, then the segment might be part of the QRS complex. This 
algorithm has an additional advantage that it can produce a pulse which is proportional 
in width to the complex. However, a disadvantage is that it is particularly sensitive to 
higher-frequency noise. 
The QRS complex detection alone is not a guaranteed way to extract single beat of ECG 
from a stream of beats. Figure 3.5 illustrates the relationship between the window size 
of QRS detection and the window required to extract single beat of ECG signal using 
moving window integration. The width of window integration should be approximately 
the same as the width between any two consecutive beats in the ECG stream or what is 
called RR interval. If the size of the window is too large, the integration waveform will 
merge the QRS and T complexes together. Thus, moving window integration extracts 
same window size of QRS detection but with a shift equal to the half of RR interval. It 
is implemented with the following difference equation [64]: 
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                                 (3. 12) 
 
Where       is the window size containing single beat of ECG.       is an ECG 
stream of beats,   is the number of samples in the width of the moving window and    
is the interval between two consecutive R beats shown in Figure 3.5. The values of 
these parameters should be chosen proportionally to heart rate variability and RR 
interval of each ECG stream. Each ECG steam has different RR interval, so the window 
size should be selected mathmatically according to the heart rate variability of each 
ECG steam. Figure 3.13 shows the window estimation for four  subjects from MIT/BIH 
database. 
 
Figure 3. 5: Window size of RR interval and integration 
 
The established QRS locations into the ECG stream constitute the basic a-priori 
information for all further processing steps. Practically, recorded ECG is disturbed by 
different kinds of noise resources that can imply a pre-filtering or discarding of the 
studied segment. To assure the good quality of the ECG and to prevent the loss of 
clinically significant information, the usage of human and artificial noise detection 
schemes is required. As the perturbing noise can only be diminished, but not eliminated 
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from the measured signal, it is important to use processing methods with good noise 
susceptibility. The non-linear behaviour of the human body like different R-R intervals 
and heart rate during the same day requires adaptive processing that follows the 
patient’s state.  
3.3. QRS detection applications 
QRS detection is used in this thesis to indicate the QRS complex for two main 
applications. QRS complexes are firstly used in this method to automatically classify 
normal and two types of abnormal ECG signals using extracted AR and ARMA 
parameters from two or more consecutive heart beats. Second, a new approach for 
automatic analysis of single lead ECG for human recognition and biometric using 
eighteen temporal, amplitude, width and AR model parameters extracted from each 
ECG beat is developed and used in order to identify individual persons. 
3.3.1 QRS detection for ECG classification 
The method proposed in this work consists of four major stages, depicted in Figure 3.6, 
in order to classify the patients into the three classes (normal ECG, fibrillation 
arrhythmia and ventricular arrhythmia) [16]. First stage performs pre-processing of the 
raw ECG signals to reduce noise and various other artefacts present in the signal. 
Second step is applied in order to detect QRS complex. AR and ARMA parameter 
extraction and classification of extracted parameters and corresponding signal are 
performed in the final two stages and will be explained in chapter four and five. 
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Figure 3. 6: ECG classification method 
 
Evaluation of the proposed system uses data set containing three different types of ECG 
signals. Data set included normal ECG signals (N) from the Politecnico of Milano 
VCG/ECG Database on Young Normal Subject [35],  fibrillation arrhythmia (ARV) 
from the MIT-BIH Arrhythmia Database [34] and ventricular arrhythmia (AV) from the 
MIT-BIH Malignant Ventricular Arrhythmia Database. Each type was represented by 
20 half-hour excerpts of two-channel ambulatory ECG recordings. The time series 
relative to the normal subjects were acquired with a sampling frequency Fs = 500 Hz, 
while the time series relative to arrhythmic patients have Fs = 250 Hz and 360 Hz for 
Ventricular Arrhythmia (both Ventricular Tachycardia and Ventricular fibrillation). 
Raw ECG signals are first downsampled to the lowest sampling frequency of the ECG 
signals from the set (250 Hz in this case) and then processed by smoothness priors 
method in order to detrend the signal and improve the accuracy of subsequent 
algorithms implemented in the system. Detrended signal is then passed through the 
band-pass filter to remove other types of noise that can still be present in the system. 
Suitable cut-off frequencies of this filter have been determined after some 
experimentation with the ECG database samples (MIT/BIH and PTB). A number of 
filter designs are experimented in order to pick the best order and cut off frequency. 
Results presented in this section use 5 and 40 Hz combination of lower and upper cutt-
off frequencies for the 6-th order Butterworth type filter used in the system. Figure 2.16 
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and Figure 2.21 (a,b) show the filter response of low and high pass filters. Approach to 
detect individual beats in the recorded ECG signal is implemented via Matlab function 
“nqrsdetect” using filter bank method. Function can be applied using syntax: 
“QRSs=nqrsdetect(ECGsignal,Fs);”, where Fs = 1000 Hz and represents the 
sampling frequency of the analysed ECG signal “ECGsignal”. Upon the execution of 
this function, vector “QRSs“ contains the positions of detected R peaks in the signal. 
Final and intermediate results are shown in Figures 3.7 (a,b,c,d), QRS complex is 
detected in the different types of ECG signals (N, AV and AVR). Followed AR and 
ARMA extraction method requires the position of R peaks in order to process two beats 
at a time. 
 
  
a) Raw ECG signals sections – N, AR and VAR b) Detrended ECG signals 
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c) BP filtered and detrended ECG signals d) Raw ECG signals with detected QRS 
complexes 
Figure 3. 7: Sample ECG signals at various stages in the AR based ECG classification system 
 
3.3.2 QRS detection for ECG biometric 
Biometrics-based human identification is essentially a recognition problem which 
involves pre-processing of ECG signal, QRS complex detection to extract windows 
containing single beat of ECG followed by analytic and AR model feature extraction 
and classification stages explained in chapters four and five [66]. Figure 3.8 depicts the 
block diagram of proposed approach. 
 
Figure 3. 8: ECG biometric system 
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Most of the QRS detection methods depend heavily on filtering stage followed by 
averaging according to a threshold value [56]. This threshold value is used to 
distinguish between noise signal and the QRS complex and it usually chosen based on 
the peak height or peak location of ECG signal [67][9].  
In this approach, three techniques of QRS detection are selected to pinpoint the exact 
QRS complex position in the ECG stream. First, filterbank method is used to detect 
QRS complex. This approach employs a bank of linear phase filters to decompose the 
ECG signal into subbands with uniform frequency bandwidths in order to account for 
the ECG signal energy distribution in the frequency domain. Figure 3.9 shows the R 
peaks detected from each ECG beat.  
Second algorithm used in this work is based on differentiation of ECG signal in order to 
detect QRS complex. This method depends on three-stage differentiation process. First 
and second stages are normal differentiation and the third stage is cumulative 
differentiation of the first and second stages. Each stage helps to decrease the amount of 
data processed into half of the samples after any differentiation process, so that QRS 
complexes can be detected faster and easier.  Figures 3.10a and 3.10b show the results 
of three stages of differentiation and the QRS complex detected for the section of ECG 
stream. Figure 3.10a shows how the data processed is decreased to half of the samples 
after each differentiation step. Matlab is used to perform the QRS detection method of 
differentiation. 
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Figure 3. 9: Filtered ECG signal with detected QRS complexes (*) using filter bank method 
 
 
a. 
a. Three-stage differentiation of ECG signal 
 
 
b. Detected QRS complexes (*) using 
differentiation method 
Figure 3. 10: Three-stage differentiation with detected QRS complexes 
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Third technique to detect QRS complex is based on multiple-level DWT. Multiple 
DWT can be used to extract different subbands of ECG signal.  Each applied level of 
DWT produces two separated frequency components, approximation (cA) and details 
(cD). In this work, Multiple DWT is applied using the 4th order in order to divide ECG 
source signal into 8 frequency subbands. Each subband contains some frequency sets of 
the original ECG signal. 4 steps of multiple DWT results low and high frequency 
components in each applied step. ECG sample from PTB [34] is used to test multiple 
DWT. Figures 3.11(a,b,c,d,e,f,g,h) show 8 different frequents bands extracted from 
ECG signal using 4
th
 level of DWT. It is clear that no point of experiencing higher order 
of multiple DWT because the approximation output of the 4
th
 step (cA4) shows a 
wavelet signal or zero average signal. cA2 and cD2 subbands illustrate ECG with high 
magnitude of R peak. Therefore, the linear transformation of cA2 or cD2 or combined, 
using signal amplitude squaring and adaptive thresholds can detect R peaks from the 
ECG stream. 
 
 
a. cA1 
 
b. cD1 
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c. cA2 
 
d. cD2 
 
e. cA3 
 
f. cD4 
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g. cA4 
 
h. cD4 
 
Figure 3. 11: different frequency bands extracted from ECG signal using 4
th
 level of DWT 
 
Results obtained using Matlab show that using Equation 3.7 to combine cA2, cD2 and 
cA3 together, squared and processed through adaptive threshold can detect QRS 
complex location from ECG stream. The frequency components of QRS complex range 
between 10 Hz and 25 Hz [26].  If         is the combined signal of cA2, cD2 and cA3, 
then              is the maximum magnitude of         and              is the 
maximum magnitude of         . So that the adoptive threshold   to separate noise 
from QRS complex is calculated as in Equation 3.14: 
 
                               (3. 13) 
  
                          
 
    (3. 14) 
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Figure 3.12 shows 3 dimensional view of QRS peak detected from the ECG stream 
using 4
th
 order of multi-level DWT and indicated with red plate. 
 
 
Figure 3. 12: QRS peak detected from ECG stream using 4
th
 order of multi-level DWT 
 
P and T waves occur before and after the QRS complex respectively. QRS detection is 
used to calculate RR interval of ECG stream, the main indicator for the window 
integration. Window integration is applied in order to extract windows such that each 
window contains single beat of ECG. If      is an ECG stream of signals, window of 
single ECG beat is estimated based on the RR interval between any two consecutive R 
peaks (“*”) detected from the ECG stream: 
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                       (3. 15) 
where    is the interval between two consecutive R peaks,       is a window 
containing single beat and   is the number of beats in the ECG stream. Figures 3.13 
shows four different samples estimated using window estimation process. Each window 
is plotted in 3D view and contains 14 number of beats.  
. 
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Figure 3. 13: Window estimation for four subjects from MIT/BIH database 
 
3.4. Performance evaluation and comparisons between QRS detection methods 
 
The usage of QRS detection algorithms in medical devices requires evaluation of 
detection performance. Essentially, the accuracy of R peak detection needs to be 
calculated for different ECG streams. Five subjects are selected from ECG database to 
evaluate the accuracy performance of each QRS detection method. Each ECG stream of 
subject contained 50 beats to be detected. Table 3.1 indicate very high accuracy of each 
applied method in this work, (i.e. filterbank, differentiation and DWT). 
 
 
 
 
 
 
Chapter three : QRS complex detection 
85 
 
Subjects Methods Accuracy % 
Detected 
beats 
Undetected beats 
1 Filter bank 100 50 0 
2 Filter bank 100 50 0 
3 Filter bank 100 50 0 
4 Filter bank 98 49 1 
5 Filter bank 100 50 0 
 Accuracy percentage of 
Filter bank method % 
99.6    
 
 
   
1 Differentiation 100 50 0 
2 Differentiation 100 50 0 
3 Differentiation 100 50 0 
4 Differentiation 100 50 0 
5 Differentiation 100 50 0 
 Accuracy percentage of 
Differentiation method % 
100    
 
 
   
1 DWT 100 50 0 
2 DWT 96 48 2 
3 DWT 98 49 1 
4 DWT 100 50 0 
5 DWT 100 50 0 
 Accuracy percentage of 
DWT method % 
99.4    
 
Table 3. 1: Accuracy performance of QRS detection methods 
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3.5. Conclusions 
QRS complex part of ECG stream is important for ECG arrhythmias detection and 
classification of ECG signals into normal or arrhythmia for certain type. QRS complex 
detection is also crucial step of ECG biometric system proposed in this thesis. Accurate 
QRS detection method must be able to pinpoint the QRS complex part with few seconds 
delay. Despite the presence of noise, a reliable analysis of QRS detection must involve 
at least the detection of QRS complex, T and P waves and automatic rhythm analysis to 
find time intervals and amplitudes of different beats of ECG signal steam. It is 
important to determine the correct position and amplitude of every characteristic beat in 
the ECG stream. Without accurate location of QRS complex, it is impossible to obtain 
an accurate feature extraction and classification algorithm for ECG applications. QRS 
complex detection techniques of Filter bank, differentiation and DWT have been tested 
in this work and showed 100 % accuracy as a QRS complex detection method. 
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Chapter 4 
Feature extraction methods for ECG signals 
 
Overview 
Techniques for feature extraction from ECG signal have been a widely researched topic 
in the past years. A number of extraction techniques from ECG signal have been 
developed using modeling or analytic techniques with various accuracy levels. This 
chapter explains a number of different techniques to process ECG signal for feature 
extraction purposes. Performance of each method is compared to Autoregression (AR) 
and Autoregression Moving Average (ARMA) methods in term of accuracy and 
productivity. AR and ARMA methods of adequate orders can achieve high levels of 
accuracy when used to model ECG signal. The novelty of AR and ARMA methods to 
model ECG signals depend on the orders selected for modeling. Accurate selection of 
AR model order p and ARMA model orders p and q can be achieved using “knee 
point”, correlation and Akaike Information Criterion (AIC) methods. AR and ARMA 
coefficients can then be used as an input to classifier to identify and classify ECG 
signals and various heart conditions. 
 
4.1. Introduction 
By analyzing ECG, it is possible to detect the rate and consistency of heartbeats and 
identify possible irregularities in heart operation. Modern extraction techniques play a 
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significant role in various medical and engineering tasks. Each method extracts 
particular set of coefficients from the ECG signal according to its nature. These 
coefficients, i.e. extracted features are used to perform and achieve ECG signal 
classification for the variety of tasks. In recent years, several algorithms have been 
developed to analyse and classify ECG signals. This chapter describes a set of 
techniques employed to pre-process ECG signals and extract a set of features, AR and 
ARMA parameters which can then be used to characterise ECG signal. Extracted 
parameters from applied AR or ARMA are used to accomplish two tasks, ECG 
classification and ECG based biometric systems. Extracted features belonging to each 
ECG signal are classified in groups corresponding to three different heart conditions 
normal, fibrillation arrhythmia and ventricular arrhythmia. Obtained classification 
results indicate accurate, zero-error classification of patients according to their heart 
condition using the proposed method. Biometric ECG based system uses AR parameters 
extracted as an input to classifier with other parameters described in this chapter, in 
order to identify individuals. Feature selection and extraction is one of the crucial stages 
for accurate classification results. In this chapter, results achieved using AR and ARMA 
modeling methods are compared to results achieved using other extraction techniques 
and relevant result discussed and conclusion summarised.  
 
4.2. Extraction techniques for ECG signals 
The extraction and classification proposed during the last decade includes digital signal 
analysis, fuzzy logic methods, artificial neural network, hidden markov model, genetic 
algorithm, support vector machines, self-organizing maps, Bayesian and other methods 
with each approach exhibiting its own advantages and disadvantages. This work 
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provides an overview of various techniques and transformations used for extracting 
features from ECG signal. Future enhancement of the extraction techniques gives a 
general idea for improvement and development of the feature extraction techniques.  
ECG features can be extracted in time domain [9] or in frequency domain [68] using 
advanced feature extraction methods. Wigner-Ville analysis in a two-dimensional 
frequency domain has also been proposed to address the lack of spectral features and 
non-stationary behaviour of ECG signals [69]. Some other recently implemented 
methods include Discrete Wavelet Transform (DWT) [70][71], Karhunen-Loeve 
Transform, Hermitian Basis [72] and other techniques [73]. Paper [71] uses wavelet 
transform to decompose the ECG signal into elementary building blocks well localised 
in time to detect QRS complex. Detection accuracy reported in [71] is 99.8 % despite 
noise, baseline drift and other artefacts present in majority of ECG signals. Zheng [71] 
proposed a feature extraction method using wavelet transform and support vector 
machines. The paper presented a new approach to the feature extraction for reliable 
heart rhythm recognition. The proposed system of classification is comprised of three 
components including data pre-processing, feature extraction and classification of ECG 
signals. A novel approach for ECG feature extraction was also put forward by Cuestain 
[73]. Proposed algorithm is based on the wavelet transform for feature extraction from 
an electrocardiograph signal and recognition of abnormal heartbeats by developing a 
method for choosing an optimal mother wavelet from a set of orthogonal and bi-
orthogonal wavelet filter banks based on by the best correlation with the ECG signal. 
The foremost step of their approach is to denoise, remove noise from, the ECG signal 
with limitation of 99.99 % signal reconstructing. Each PQRST cycle is decomposed into 
a coefficients vector by the optimal wavelet function. The coefficients approximations 
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of the last scale level as well as details of the all levels are used for analyzed ECG 
signal. The coefficients of each cycle are then divided into three segments that are 
related to P-wave, QRS complex, and T-wave. The summation of the values from these 
segments provided the feature vectors of single cycles.  
In this chapter, AR and ARMA method are compared to other methods for ECG 
extraction. These approaches are compared in term of accuracy and productivity. Each 
of those terms is explained in Table 4.1: 
Term Description  
Accuracy  The correct classification rate achieved from the extracted parameters, this 
term is identified in term of percentage rate (%).  Chapter five will explain the 
accurate classification results of AR and ARMA modeling for ECG signal. 
Productivity   The percentage ratio between the extracted parameters from ECG signals to 
the number of samples in the same ECG signal. In other words, as long as the 
number of extracted parameters required to achieve high accuracy is small 
compared to ECG samples, then productivity percentage is high.  On average, 
each  ECG beat consists of 500 samples  
 
Table 4. 1: Identification of accuracy and productivity 
 
4.2.1 Daubechies wavelets method 
Mahmoodabadi [10] described an approach for ECG feature extraction which utilizes 
multi-resolution wavelet transform for ECG feature extraction. In this study, the ECG 
signals from modified lead II were chosen for processing. The wavelet filter with 
scaling function further similar to the shape of the ECG signal can achieve better 
classification results. The foremost step in this approach was de-noising of the ECG 
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signal by removing the equivalent wavelet coefficients at higher scales. QRS complexes 
are then detected and each complex used to trace the peaks of the individual waves, 
including onsets and offsets of the P and T waves which are present in one cardiac 
cycle. Experimental results showed that proposed approach for ECG feature extraction 
achieved accuracy of up to 98 % and productivity up to 97 %. Even though wavelet 
transform is a complex mathematical tool that depend on shifting and transition, this 
algorithm was applied on individual beat detection which is easier to be applied and 
implemented. Beat recognition technique has fewer extracted parameters then the 
subject recognition to be fitted into the classification algorithm in order to evaluate 
classification accuracy. 
 
4.2.2 Kohonen self-organizing maps (SOM) and Learning Vector 
Quantization (LVQ) 
 
A mathematical morphology based approach to ECG feature extraction was proposed 
by Tadejko and Rakowski [7]. The main focus of this work is to evaluate the 
classification performance of an automatic classifier of the ECG designed to detect 
abnormal beats using new concept of feature extraction stage. The obtained feature sets 
were based on ECG morphology and RR-intervals. Proposed configuration adopted a 
well known Kohonen self-organizing maps (SOM) for examination of signal features 
and clustering. A classifier was developed with SOM and learning vector quantization 
(LVQ) algorithms using the data from the records recommended by ANSI/AAMI EC57 
standard [74]. ECG signals after noise suppression and baseline drift removal are 
converted to feature vectors representing the ECG beats. Each feature vector contains 
20-dimensions extracted using SOM algorithm, so that productivity of this method can 
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up to 96 %. The accuracy or correct classification rate of this method is 94 %. 
Additionally, this work compares two strategies for classification of annotated QRS 
complexes. First approach is based on original ECG morphology features while the new 
approach proposed in this work is based on pre-processed ECG morphology features. 
The mathematical morphology filtering and learning vector quantization is used in this 
approach to extract parameters for classification algorithm. This adapted method of 
LVQ depends significantly on sampling and quantization techniques used to extract 
signal parameters. 
 
4.2.3 ECG Obfuscation method 
 
Sufi [75] formulated a new ECG obfuscation method for feature extraction and 
corruption detection. This method uses cross correlation based template matching 
approach to distinguish all ECG features followed by corruption of those features with 
added noises. Proposed ECG obfuscation model detects all three features, namely P 
wave, QRS complex and T wave from the ECG and replaces them with noised features 
to increase the number of extracted parameters used to perform classification tasks. 
Therefore, 6 parameters are extracted from ECG signal and fitted into classification 
algorithm in order to evaluate classification accuracy. It is extremely difficult to 
reconstruct the obfuscated features without the knowledge of the templates used for 
feature matching and the noise. Therefore, it has been considered that three templates 
and three noises for P wave, QRS Complex and T wave comprise the key, which is only 
0.4 % - 0.9 % of the original ECG file size and this makes the productivity high for this 
ECG extraction method. The key distribution among the authorized doctors is efficient 
and fast because of its small size. To conclude, the experiments carried on with 
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unimaginably high number of noise combinations the security strength of the presented 
method was very high. Accuracy of detection obfuscated features is up to 95 %. Fast 
and efficient distribution of key (because of its small size) makes this method fast and 
efficient to apply. 
 
4.2.4 Wavelet transform and Artificial Neural Network (ANN) 
 
Tail and Boride [3] design a technique for ECG image classification by extracting 
features using wavelet transformation and neural networks. Features are extracted from 
wavelet decomposition of the ECG images intensity. The obtained ECG features are 
then further processed using artificial neural networks. The features are: mean, median, 
maximum, minimum, range, standard deviation, variance, and mean absolute deviation. 
The introduced ANN was trained by the main features of the 63 ECG images of 
different diseases. The test results showed that the classification accuracy of the 
introduced classifier was up to 92 %. The extracted features of the ECG signal using 
wavelet decomposition were effectively utilized by ANN and produced the 92 % 
classification accuracy. 
 
4.2.5 Chaos Extractor program (ECE) 
 
Alan and Nikola [76] proposed chaos theory that can be successfully applied to ECG 
feature extraction. They discussed a number of chaos methods, including phase space 
and attractors, correlation dimension, spatial filling index, central tendency measure and 
approximate entropy. This method created a new feature extraction environment called 
ECG chaos extractor using the above mentioned chaos parameters. A new semi-
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automatic program for ECG feature extraction has been implemented and presented 
based on the method of ECE. Graphical interface is used to specify ECG files employed 
in the extraction procedure as well as method selection and results saving. This method 
extracts high number of parameters, therefore the productivity percentage is relatively 
low, but the high number of features and extracted parameters enhances the accuracy of 
algorithm and up to 95 %. 
 
4.2.6 Artificial Neural Networks (ANN) and Linear Discriminant Analysis 
(LDA) 
 
An automatic extraction of both time interval and morphological features from ECG to 
classify ECGs into normal and arrhythmic was described by Alexak [11]. The method 
utilized the combination of artificial neural networks (ANN) and Linear Discriminant 
Analysis (LDA) techniques for feature extraction. Five ECG features namely RR, RTc, 
T wave amplitude, T wave skewness, and T wave kurtosis were extracted in this method 
as an input for classification algorithm. These features are obtained with the assistance 
of automatic algorithms. The five feature combinations used had very analogous 
performance when considering the average performance metrics. The average accuracy 
of this method is about 85 %. However the productivity of described method is 97 % 
because of the small number of extracted parameters required for LDA classification. 
 
4.2.7 ECG feature extraction using Fuzzy Logic Control (FLC) 
 
FLC method goal is to classify ECG signals into normal and abnormal. This approach 
had three stage, pre-processing, feature extraction and classification [2]. IIR filters are 
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used to prepare signals; feature vectors were then extracted from these decomposed 
signals as normalized energy, entropy, Shannon entropy and log-energy entropy using 
wavelet analysis. The combination of wavelet decomposition and the classification 
using feature vectors of the beats in ECG signals was used to separate abnormal beats 
from normal beats using fuzzy logic control. Evaluation of this algorithm resulted in 
classification accuracy 97 %. In most cases a fuzzy logic system is, in fact, a nonlinear 
mapping of an input data vector into a scalar output where this relation is defined by 
linguistic expressions which are then computed with numbers. Thus a fuzzy logic 
system is unique in that it is able to handle numerical data and linguistic knowledge [2]. 
Fuzzy logic as an extraction method to design auto classification system of ECG signals 
is one of the best approaches due to high accuracy and productivity, in addition to the 
ability to handle numerical data. 
 
4.2.8 ECG feature extraction using Wavelet transform and Support Vector 
Machines (SVM) 
 
This method tries to accurately classify and differentiate normal and abnormal 
heartbeats such as left bundle branch block (LBBB), right bundle branch block (RBBB), 
atrial premature contractions (APC) and premature ventricular contractions (PVC), 
atrial premature beat (APB), paced beats and fusion beats with adequate levels of 
accuracy. First the multi resolution analysis of ECG signal is used to denoise and 
extracts 25 features from each ECG beat [6]. The classification is implemented by using 
OAO (One Against One) SVM (Support Vector Machine). The classification process of 
this method is designed using seven SVM’s that were trained and final classification is 
done by thresholding technique.  ECG signals are obtained from the open source MIT-
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BIH cardiac arrhythmia database. Experiments reveal that the overall classification 
accuracy is above 97 % for all the classes. Simplicity is high for this method due to the 
technique of SVM classification algorithm. Productivity of this method is up to 90 % 
where 25 features are extracted from each ECG beat, considering that the average 
samples of ECG beat is 500 samples. 
 
4.2.9 Generic Algorithm (GE) 
 
A new ECG pattern classification model based on a generic feature extraction method is 
presented in [12]. The proposed classifier is applied to indicate supraventricual 
arrhythmia (heart attack) and verify the performance of the proposed approach. A 
generic approach based on a histogram of 1st derivative of signals is used in feature 
extraction. Principal component analysis (PCA) is considered for both dimensionality 
reduction and new feature extraction. A simple k-means algorithm was used for ECG 
signal classification in order to discriminate abnormal ECG beats caused by 
supraventricular arrhythmia from normal ECG ones. Correct classification rate is 88 % 
for this method due the reduced feature dimension, but in the same time productivity 
can reach 97 % due to this data reduction.  
 
 
4.2.10 Hidden Markov Models (HMM) 
 
Work described in [4] presents an approach to ECG signal filtering and classification 
system using HMM. In ECG pre-processing, an Integral-Coefficient-Band-Stop (ICBS) 
filter is applied, which omits time-consuming floating-point computations. Two-layered 
HMM is applied to achieve ECG feature extraction and classification. The periodic 
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ECG waveforms are segmented into P wave, P-R segment, QRS complex, S-T segment, 
T subwave,  ISO segment, ISO intervals, P subwave, QRS complex and T subwave 
respectively in the first HMM layer where expert-annotation assisted Baum-Welch 
algorithm is utilized in HMM modeling. Baum–Welch algorithm is used to find the 
unknown parameters of a hidden Markov model (HMM). The corresponding interval 
features are then selected and applied to categorize the ECG into normal type or 
abnormal type in the second HMM layer. This method uses 10 extracted parameters to 
achieve 95 % correct classification accuracy, so that productivity of HMM extraction 
method is 98 %. Table 4.2 summarises performance of each listed method in term of 
accuracy and productivity [77].   
The rest of this chapter discuses AR and ARMA extraction techniques applied to ECG 
and associated model order selection methods. Examples of AR and ARMA modeling 
for ECG are presented with graphical figures to demonstrate accuracy of used models 
and different model orders. Chapter five will discuss and prove the high classification 
accuracy of AR and ARMA extraction methods when used for classification of ECG 
signal into normal or abnormal classes and for ECG biometric identification task.  
The number of autoregressive parameters extracted is similar to the modeling order 
selected for applied AR and ARMA models into ECG signal. Orders of AR(p) and 
ARMA(p,q) modeling are selected in this work using different approaches with the aim 
to pick the most accurate order number and decrease modeling error to minimum.  
Autoregressive model predict future signal state from current and previous states, thus 
the computational load of AR and ARMA modeling is low compared to wavelet or 
other transformation based methods which are depended on complex matrix 
multiplications.  Two classification algorithms, k-nn and SVM, applied for extracted 
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AR and ARMA coefficients result in 100 % correct classification rate for both ECG 
classification and ECG biometric identification tasks. Classification results are 
presented in more details in chapter five. The ratio between the ECG signal samples and 
extracted parameters is equal to 2 parameters per two ECG beats. Considering that each 
ECG beat contains approximately 500 samples. Productivity of AR and ARMA models 
in this application can achieve up to 99 %. 
Approach Accuracy % Productivity % 
   
Daubechies wavelets 
98 97 
 
Kohonen self-organizing maps (SOM) and Learning Vector 
Quantization (LVQ) 
 
94 96 
Obfuscation Method 
95 98 
wavelet transform and Artificial Neural Network (ANN) 
92 92 
Chaos Extractor program 
95 92 
 
Artificial Neural Networks (ANN) and Linear Discriminant 
Analysis (LDA) 
 
85 97 
Fuzzy Logic Control (FLC) 
97 97 
 
wavelet transform and Support Vector Machines(SVM) 
 
98 90 
Generic Algorithm (GE) 
88 97 
 
Hidden Markov Models (HMM) 
 
95 98 
 
Autoregressive (AR) and Autoregressive  Moving Average 
(ARMA) models with k-nn and svm classification algorithms 
 
100 99 
 
Table 4. 2: Comparison of different feature extraction techniques on ECG signal [7] 
 
 
4.3. AR and ARMA modeling and order selection 
This section discusses AR and ARMA extraction methods and order selection 
techniques when modeling ECG type signals. ARMA model is composed of additional 
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MA term in addition to AR term used for AR model [78]. Usually, the order of AR term 
is denoted with   order, while ARMA model combines the order   with the moving 
average (MA) term order donated with  . 
ARIMA model combines ARMA with additional integrating term (I) [78] which can 
account for the non-stationary of the time series. ARIMA model first removes the trends 
and various cyclic features from the signal that are beyond the capacity of stationary 
ARMA model which can then be used to model the remaining detrended signal. Use of 
ARIMA model for ECG beats modeling could be considered in the continuation of this 
work, in order to improve the accuracy of patient recognition from short sections of 
obtained ECG signals. However, high accuracy of modeling ECG signal can be 
achieved using AR and ARMA models by providing accurately selected orders   in 
      or   and   in           type model. 
Using an AR model, a signal sequence      can be represented by the relationship [81]: 
 
                                         (4. 1) 
 
where               are the model coefficients, also known as autoregressive 
parameters and estimated using least-squares approach (LS), used for classification task 
and the      is a white noise series, innovation process with zero mean and variance   . 
An estimated autoregressive model of the same order   can then be written as [81]: 
 
                                             (4. 2) 
where               are the estimated parameters of the autoregressive model, and 
these parameters are estimated using least-squares approach (LS) and      are the 
estimated innovations. The estimated autoregressive model can be interpreted as the p-
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point prediction filter where value of the output      is estimated from the previous 
    output values of the AR process [81]: 
               
 
   
 
 
    (4. 3) 
 
As samples      can not be predicted exactly, a modeling error is introduced. This error 
or residue corresponds to difference between the measured and the estimated values and 
is in fact equal to the value of the estimated innovation: 
 
                     (4. 4) 
 
A number of methods can be used to estimate autoregressive parameters of the AR and 
ARMA models, those methods include the least-squares approach (LS), the Yule-
Walker approach (YW) and Burg’s method [79]. The Least-squares method minimises 
the total squared residue over data samples     to N, which leads to a system of linear 
equations [79]: 
 
 
          
          
   
          
  
   
   
 
   
    
   
   
 
   
  
 
 (4. 5) 
    elements of the matrix in the above equation represents an unbiased estimate of the 
autocovariance function for delay   –    [79]: 
 
    
 
   
             
 
     
 
 
 
 (4. 6) 
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Yule-Walker method includes the first and last p data points which results in matrix 
equation [79]: 
 
 
 
 
 
            
            
   
               
 
 
 
 
 
  
  
 
  
   
 
 
 
 
   
   
 
    
 
 
 
 
 
      (4. 7) 
 
where elements of the matrix in the Equation 4.7 represents a biased estimate of the 
autocovariance function [79]: 
 
    
 
 
           
 
     
 
 
  (4. 8) 
 
While both LS and YW method estimate the autoregressive parameters directly, using 
the autocorrelation matrix of the signal sequence, Burg’s method first finds the 
reflection coefficients of the equivalent lattice structure predictor filter based on the 
least squares criteria. From these, the AR parameter estimates are determined using the 
Levinson-Durbin algorithm [80]. The reflection coefficients constitute unbiased 
estimates of the partial correlation coefficients. Each of the described algorithms above 
has its own drawbacks and advantages and is used for various applications such as 
spectral analysis. In most cases, the algorithms result in similar estimated values, but it 
has been suggested [81] that Burg’s algorithm might be preferable due to poor estimates 
by YW in some cases and the possible instability of the least squares model. 
It is also worth pointing that more complex models have been used for time series 
modeling, prediction and even classification tasks in the past [78]. While AR term 
includes the influence of lagged observed values as already explained, ARMA model 
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combines it with the moving average (MA) term which describes the forecasting errors 
using the following equation [78]: 
 
                                        
                     
 
    (4. 9) 
 
 
In addition to ARMA model, the ARIMA model also includes an integrating term (I) 
which can account for the non-stationary of the series.  
A number of techniques to select modeling orders are applied and discussed in this 
thesis:  
 
4.3.1 “Knee point” technique 
 
“Knee point” technique is used to estimate the optimal order for AR and ARMA by 
observing the modeling error for different orders of each model. The optimal order of 
the AR and ARMA models is selected according to minimum modeling error, so that 
the applied AR or ARMA model using the optimal order can model the ECG signal 
with the highest accuracy possible. “Knee point” method suggests to plot the estimated 
innovation modeling error    of the p’th order model as a function of p, and choose the 
p at which the plot shows a knee point. 
Figures 4.1(a,b) illustrates this approach. It shows the modeling error for different 
orders p of AR(p) model in clearly visible “knee point” for p= 2,3. For comparison 
purposes, two plots for ECG signals with and without pre-processing are shown. The 
breakpoint in the plot can easily be determined, between 2 or 3 modeling orders, see 
Figures 4.1(a,b), while it is more difficult to pinpoint the equivalent position in the plot 
given for raw ECG. It is also worth nothing significantly lower modeling error for the 
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processed signal compared to the modeling error for the same but unprocessed signal 
section. 
 
a) With preprocessing  
 
                                                                  b) Without  preprocessing 
Figure 4. 1: Modeling error for different AR model orders with “knee point” 
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4.3.2 Auto and partial correlation technique 
 
The process of auto and partial correlation can also be applied into ECG stream in order 
to estimate p and q orders needed for ARMA(p,q).  Autocorrelation, also known as 
serial correlation, is the cross-correlation of a signal with itself. Less formally, it can be 
described as the similarity between observations as a function of the time lag (k) 
between them. It is a mathematical tool for finding repeating patterns in time sequences, 
such as the presence of a periodic signal obscured by noise, or for identifying the 
missing fundamental frequency in a signal implied by harmonic frequencies. It is often 
used in signal processing for analyzing functions or series of values, such as time 
domain signals [82]. Given a time series of ECG signal (   , the partial autocorrelation 
of lag   denoted     , the autocorrelation can be estimated between    and      with 
the linear dependence of      through       . In General,            is the sample 
correlation, while the partial correlation can be represented by the lag order ( ) as 
           . Partial correlation has an extended lag(k), previous correlation results of 
time lag(k-1) are correlated again with future correlation results, so that all the scenarios 
to find similarities between observations are taken into consideration. Figure 4.2 shows 
the “Lag” of sample and partial correlation of ECG stream which illustrates the orders 
needed for ARMA(p,q) model to produce high modeling accuracy and decrease the 
modeling error to minimum. Plots shown in Figures 4.2 indicates that ARMA model 
orders from 1 to 4 to be the maximum orders needed to ensure highest possible accuracy 
to model ECG signal. Following this finding,  Figures 4.3 (a,b,c,d) illustrate the 
accuracy of ARMA model applied into ECG signal using 4 different orders of 
ARMA(p,q). Here, ECG signal is plotted using the blue colour and black colour is used 
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for ARMA modeled signal. ARMA(1,1) with one parameters of AR term and one 
parameter of MA term can achieve high modeling accuracy to represent ECG signal and 
up to 83 %. 
 
Figure 4. 2: Auto correlation and partial correlation for different ARMA model 
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a. ARMA(1,1) 
 
 
b. ARMA(2,2) 
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c. ARMA(3,3) 
 
 
d. ARMA(4,4) 
 
Figure 4. 3: ARMA(p,q) model  applied into ECG using : a. ARMA(1,1), b. ARMA(2,2), c. 
ARMA(3,3) and d. ARMA(4,4) 
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4.3.3 Akaike Information Criterion (AIC) technique 
 
This choice of the autoregressive order p entails a trade between bias and variance. A 
poor choice of p can result in a virtually useless estimator. 
Akaike proposed the Akaike Information Criterion (AIC) [83], which achieves the goal 
of order selection by providing an asymptotically unbiased estimate of the "distance" 
(Kullback-Leibler information) between the various fitted AR models and the original 
ECG signal. This assessment can be carried out without knowing the true model. The 
AIC is defined with two terms [83]: 
 
                                         (4. 10) 
 
where                is the maximised (Gaussian) log likeihood and               
is the number of parameters used in the candidate model. For an       model fitted by 
the Yule-Walker method instead of               , AIC can be written as [83]: 
 
           
               (4. 11) 
 
First term of AIC is a decreasing function of  . This term measures the fidelity of the 
fitted model to the data. The second term 2(p +1) acts as a penalty term to guard against 
overfitting. The penalty term 2(p +1) is an increasing function of the number of 
estimated parameters (p). The penalty discourages overfitting, as increasing the number 
of estimated parameters in the model always improve the goodness of the fit. AIC 
suggestion is to plot the estimated innovation modeling error    of the p’th order model 
as a function of  , and choose the   that minimise AIC. Figures 4.4 show power density 
function (PSD) of 1 to 4 AR(p) model orders. It can be noticed that AR(3) shows 
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obvious  matching between PSD of ECG signal and PSD of selected model. Meanwhile, 
Table 4.3 illustrates AIC numbers and modeling accuracy obtained from different AR 
orders, and AIC value obtained from applied model of AR(3) is the minimum number 
amount all AR orders. This proves that AR(3) can achieve the optimal representation of 
recorded ECG signal and up to 91 % modeling accuracy. Modeling accuracy is 
computed by comparing the modeled/predicted output(s) of applied model into ECG 
signal with the measured output(s) of the same ECG samples and displays how much 
the percentage of the output variation has been explained by the model. Matlab use 
"compare" command to calculate the modeling accuracy of the AR and ARMA 
models. 
  
  
Figure 4. 4: Power spectral density for 1 to 4 AR models 
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AR model order AIC Modeling accuracy % 
p=1 -1.45  63 
p=2 -2.59 85 
p=3 -2.85 91 
p=4 -2.49 84 
 
Table 4. 3: AIC response and modeling accuracy of different AR models 
 
4.4. Applications of AR model extraction 
High accuracy of AR(3) and ARMA (1,1) models in representing ECG signals can be 
used in many medical and industrial applications. Modern heart monitoring systems 
depend heavily on accurate representation of ECG signal. Automatic classification of 
different ECG streams using AR and ARMA models can help physicians to diagnose 
variety of heart diseases and arrhythmias. Modern biotelemetry systems depend on 
wireless technologies to transmit recorded ECG data from patients to achieve long term 
monitoring [17]. Auto classification of ECG signal with long term monitoring of ECG 
signal is known as telemetry or biotelemetry system. Clinically, if any patient 
experiences heart problems, doctors’ first decision is to take the patients’ ECG. If the 
ECG is normal, the doctor would usually recommend round the clock monitoring over a 
given period of time in order to diagnose the irregular and arrhythmias that happens 
suddenly. The device to record ECG signal is known as Holter device, and auto 
classification of ECG can enhance the application of Holter to record abnormal 
behaviour of ECG. Nowadays Holter devices do not support the ability to identify or 
classify ECG signals. Still modern biotelemetry system needs to identify each patient 
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individually. Therefore, the application of ECG biometric system could be useful in 
order to identify each patient from his or her ECG signal record. 
 
4.4.1 AR Extraction method for ECG classification system 
Feature selection and extraction is one of the crucial stages in the classification system. 
In this work a simple approach of modeling two or more successive ECG beats, using a 
discrete form of an AR signal model of order  ,        and autoregressive moving 
average of order   and  ,           have been applied. ECG beats are detected using 
filterbank method explained in the previous chapter. Extracted coefficients of AR and 
ARMA models are then used as features suitable for signal classification in the final 
stage of the system. The whole system used for the first project task of ECG arrhythmia 
detection and classification is summarized in the block diagram given in Figure 4.5.  
 
Figure 4. 5: Stages in the AR based ECG classification system 
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In the previous discussion, it is assumed that the model order p is known which is 
usually not the case in practice. In fact, determination of the model order is one of the 
most important tasks, in time series modeling, in order to ensure high accuracy of 
modeling. Three techniques have been used to select the order that enhance the 
modeling accuracy: “knee point”, correlation and AIC [84]. Orders of p = (2,3,4,5) have 
been found to yield satisfactory results for the pre-processed ECG signals. Further in 
chapter five, a set of classification results obtained for p=2 and 3 of AR model orders 
are presented in addition to classification results obtained for p=1 and q=1 ARMA 
model. Burg algorithm to estimate the parameters of an AR and ARMA models is 
implemented and available in the Matlab System Identification toolbox via “ar” and 
“armax” functions, usually used in combination with the “iddata”. This function 
creates an “iddata” type object from the given time series in order to analyze it with 
the “ar” and “armax” functions. A short sequence of the Matlab program given in 
Table 4.4 demonstrates a method used to estimate AR and ARMA parameters from the 
part of ECG signal using “ar” and “armax” functions. 
 
beat =  
ECGsignal(QRSs(p):QRSs(p+nb-1)); 
 
data = iddata(beat); 
m = ar(data,p); 
ARs = polydata(m); 
 
% extract nb beats from the pre-
processed ECG signal 
 
% convert to “iddata” type object 
% calculate AR parameters 
 
m = armax(data,[p q]); % calculate ARMA parameters 
ARMAs = polydata(m);  
 
Table 4. 4: Estimation of AR and ARMA parameters using “ar” and “armax” function in Matlab 
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Proposed system in this work uses modeling features obtained through the modeling of 
two or more successive ECG beats. To achieve this, a discrete form of an AR signal 
model of order  ,       is applied [85] to model the measured ECG signal and the 
estimated coefficients added to a feature set used in the final, classification stage of the 
proposed system. Accurate modeling of two successive beats from ECG signal can be 
achieved using a 3
rd
 order AR model as described in [86]. Individual section of a pre-
processed ECG signal in red and the corresponding AR(3) model in blue are shown in 
Figure 4.6. Accuracy of obtained AR models is high, as indicated by the low levels of 
modeling errors. Figure 4.7 shows that the power spectral density estimated for ECG 
signal is a good fit to AR(3) model selected with 91 % modeling accuracy. 
 
Figure 4. 6: Model and original ECG signal 
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Figure 4. 7: Power density of ECG signal and AR(3) model 
 
4.4.2 Extraction method for ECG biometric system 
 
Biometrics-based human identification is essentially a patient recognition problem 
which involves pre-processing, feature extraction and classification stages. Figure 4.8 
depicts the block diagram of proposed approach.  
 
Figure 4. 8: Block diagram of proposed ECG based identification system 
Chapter four : Extraction features methods for ECG signals 
116 
 
The electrocardiogram is an emerging biometric modality that has seen about 13 years 
of development in peer-reviewed literature [13], and as such deserves a systematic 
review and discussion of the associated methods and findings. In particular, the 
categorization of methodologies in ECG based biometry relies on the features extraction 
and classification schemes. The comparative analysis is presented in this section to 
estimate the performance of the proposed approach in ECG biometric system. The 
comparative study includes the cases where training and test data sets come from the 
same and different partition of ECG signal measured on different days. Recently, 
cardiovascular signals have been studied for use in identity recognition problems using 
electrocardiography [14][87][88]. 
ECG feature extraction plays a significant role in diagnosing most of the cardiac 
diseases. Feature extraction scheme proposed in this work uses amplitudes, time 
intervals, width and AR parameters of the ECG signal for subsequent analysis and 
identification. For the purpose of comparative study, the system proposed in this work 
follows the procedure of extracting eighteen features from each ECG beat listed in 
Table 4.5. 
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Temporal PQ Time interval between P and Q waves. PS Time interval between P and S 
waves. 
 
 PR Time interval between P and R waves. TS Time interval between T and S 
waves. 
 
 TQ 
 
Time interval between T and Q waves. TR Time interval between T and R 
waves. 
 PT Time interval between P and T waves.   
Amplitude P Amplitude height of P wave. T Amplitude height of T wave. 
 S Amplitude height of S wave. R Amplitude height of R wave. 
 Q Amplitude height of Q wave.   
Width QRS Width in time of QRS. T Width in time of T wave. 
 P Width in time of P wave.   
AR 
coefficients  
   First coefficient of AR model.     Third coefficient of AR model. 
    Second coefficient of AR model.   
 
Table 4. 5: List of extracted features. 
 
Identification has been attempted using extracted analytic features (amplitude, time and 
width) and modeling features (AR parameters). The performance of the proposed 
method is evaluated based on the subject and beat rate recognition which is determined 
by the correctly classified subjects of the test database using “k-nn” and “SVM” 
classification algorithms. 
 
4.4.2.1 Analytic Features 
Analytic features are usually being extracted by analysing and localizing certain 
fiducially points from the ECG signals as shown in Figure 4.9. In order to extract 
analytic features of ECG window or single beat, procedure similar to [89] is followed. 
As the R peak is already detected using QRS detection, Q, S, P and T amplitudes are 
localized by finding local positive and negative points separately around R positions of 
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each window. As an example, the maximum positive to the left of ECG beat in Figure 
4.9 is the P wave amplitude, and the maximum negative to the left is the Q wave 
amplitude. Same procedure is followed to find T and S amplitudes on the right side. 
Figures 4.10a to 4.10d shows P, Q, S and T analytic features detected and indicated with 
“*” along the ECG stream. To build an efficient and active ECG based human 
identification system, it is fundamental to reach high accuracy of feature extraction. 
Previously proposed methods [87][88], for ECG-based identity recognition use 
temporal attributes as well as amplitudes and distances between detected fiducial points. 
In this work temporal, amplitude and width distances between indicated points have 
been used. Temporal and width extracted parameters are calculated from fiducial points 
shown in Figure 4.9, such as, the time interval between        and     , i.e. the P wave 
width. Similar method is used to estimate QRS complex width, the interval between 
                and so on in order to estimate all the analytic features given in Table 
4.5. 
 
Figure 4. 9:  Fiducial points of ECG signal 
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a. P detected (*) on ECG signal 
 
 
 
b. Q detected (*) on ECG signal 
 
c. S detected (*) on ECG signal 
 
 
d. T detected (*) on ECG signal 
Figure 4. 10: Analytic peak detection 
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4.4.2.2 Modeling Features 
In addition to analytic ECG features described in the previous section, proposed system 
uses modeling features obtained through the modeling of two or more successive ECG 
beats. To achieve this, a discrete form of an autoregressive (AR) signal model of order 
 ,       is applied to model the measured ECG signal and the estimated coefficients 
added to a feature set used in the final, classification stage of the proposed system.  
Using the proposed AR model, a sampled signal sequence      can be represented by 
the relationship: 
 
                                            (4. 12) 
where               are the model coefficientsused in the classification process and 
the      is a white noise series, innovation process with zero mean and variance   . 
Accurate modeling of two successive beats from ECG signal can be achieved using a 3
rd
 
order AR model as described earlier in this paragraph. 
 
4.5 Conclusions 
The examination of the ECG has been comprehensively used for diagnosing many 
cardiac diseases. Various techniques for feature extraction have been proposed earlier in 
literature. This chapter provided an overview of AR and ARMA modeling to be used as 
ECG feature extraction techniques and algorithms. This approach can achieve 91 % 
accuracy for signal modeling, fast extraction of features due to low number of extracted 
parameters compared to other methods of feature extraction and results in a 99 % 
productivity. A comparative table evaluating the performance of 10 different algorithms 
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proposed earlier for feature extraction techniques is given. This table is used to compare 
with proposed AR and ARMA extraction methods with other approaches. The knee 
point, correlation and AIC techniques are examined for selection model orders of AR 
and ARMA feature extraction in order to obtain high accuracy of modeling. The results 
of AR and ARMA modeling to represent ECG signal show up to 91 % accuracy of 
matching between ECG autoregressive signal and the actual ECG signal.  Next chapter 
will investigate the 100 % classification accuracy of proposed ECG classification and 
biometric using AR and ARMA models.   
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Chapter 5 
Classification Algorithms for ECG classification 
applications 
 
Overview 
Classification algorithms can be used to classify the extracted features from ECG 
signal. Features are represented by multidimensional vectors containing autoregressive 
and analytic coefficients extracted from each beat or pair of beats of the measured ECG 
signal. Effectiveness of classification methods depends on how well the vectors of 
features can be separated in the feature space. In many cases, where dimensionality of 
feature vectors is high, various algorithms can be used to reduce the size of the feature 
vectors. Classification algorithms described in this chapter are used in two different 
tasks, ECG arrhythmia classification and ECG biometric recognition system. 
Classification results are calculated using k-Nearest Neighbour and Support Vector 
Machines and indicated 100 % correct classification rate. 
 
5.1. Introduction 
The recognition of the beats in electrocardiography (ECG) is an important matter in the 
intensive care unit, where the recognition and classification of the ECG signals in real 
time are essential for the treatment of patient. A number of algorithms have been 
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described in the literature for the detection and classification of ECG beats [90][91][92].  
Most of them use either time or frequency domain representation of the ECG 
waveforms, on the basis of which many specific features are defined, allowing the 
recognition between the beats belonging to different classes. The most difficult problem 
faced in today’s automatic ECG analysis is the large variation in the morphologies of 
ECG waveforms, not only of different patients or patient groups but also within the 
same patient. One obvious approach to solve this problem is to use as much extracted 
parameters from ECG beat as possible to develop the ECG classifier [93]. ECG 
database is developed and maintained to test each ECG processing algorithm but this 
approach can suffer several pitfalls. 
 No matter how large this database may be, it is impossible to cover every ECG 
waveform of all potential patients. Hence, its performance is inherently limited. 
 The complexity of the classifier grows as the size of the training database 
grows. When a classifier is designed to correctly classify ECG from millions of 
patients (if it ever becomes possible), it has to take numerous exceptions into 
account. The result is a complicated classifier which is costly to develop, 
maintain and update. 
 It is practically impossible to make the classifier learn to correct errors during 
normal clinical use. Thus, it may be rendered useless if it fails to recognize a 
specific type of ECG beats which occurs frequently in ECG records of certain 
patients. 
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5.2. Classification  algorithms of ECG applications 
Heart diseases are a leading cause of death in modern society. They can be controlled 
effectively if diagnosed at an early stage; however, accurate diagnosis of different 
cardiac abnormalities has never been an easy task. As a matter of fact, many factors can 
complicate the diagnosis of heart diseases, often causing the delay of a correct diagnosis 
and treatment decisions. However, ECG recordings are not the only thing to be 
considered when assessing a cardiac patient. Some other behavioural features like work 
pattern, mental stress, exercise activity of the patient should also be considered. The 
classifying methods proposed during the last decades include, Fuzzy Logic (FL) 
methods [94], Artificial Neural Network (ANN), Hidden Markov Model (HMM) [95], 
Genetic Algorithm (GA) [5], Support Vector Machines (SVM), Self-Organizing Map 
(SOM), Bayesian classifier [8] and others, with each approach exhibiting its own 
advantages and disadvantages. The algorithms used for ECG classification can mainly 
be categorized into either heuristic or statistical classification methods [96]. While 
heuristic approach tries to emulate the reasoning of the qualified cardiologist and the 
cardiologist provides the knowledge to construct a classifier, for the statistical approach, 
probability densities of diagnostic features are estimated from learning a set of ECG 
features and a various multivariate techniques are then used to achieve classification. 
The main criterion for selecting a particular classification method is the classification 
performance but other aspects should also be considered [96]. Statistical classifiers are 
considered in this work as they usually require less involvement of skilled operator or 
cardiologist. The primary objective of the statistical approach is the allocation of an 
ECG to one group of diagnostic categories with minimum probability of 
misclassification. Statistical methods used in this work are k-nearest neighbour (k-nn) 
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classifier, linear and quadratic discriminant analysis based classifier [97][98]. All 
methods belong to a group of so-called supervised learning methods, where some 
knowledge about data is available and used to produce an inferred function, classifier. 
Chia-Hung Lin [9] reported that, a two - sub network classifier can be used to 
distinguish a normal rhythm among six cardiac rhythm disturbances by combining 
Morlet wavelets and Probability Neural Network (PNN). The wavelet transformations 
involves matrix multiplications resulting in the worst case complexity of the order 
       
P. Sasikala [99] reported that the physiological and geometrical differences of the heart 
in different individuals display certain uniqueness in their ECG signals. ECG can be 
used as a biometric tool for identification and verification of individuals. Geometrical 
difference in ECG signals is extracted using Discrete Wavelet Transform (DWT). 
Wavelet transformation involves matrix multiplication and results in increased 
computational complexity [100]. An alternative way to find geometrical difference in 
ECGs can be one of the objectives for effective image processing.  
V. S. Chauhan [101] reported that the feature extraction and classification can be 
applied using a modified definition of the slope of the ECG signal, as a new feature in 
the classification set. 
A.Dallali [102] used Wavelet Transformation (WT) and artificial neural network to 
classify ECG signals where Heart Rate Variability (HRV) is one of the features 
considered while classifying ECGs. Addition of new features extracted from ECG 
signal can enhance the performance of ECG classification. Mehta [103]also used SVM 
as a classifier for QRS complexes detection in ECG signals and evaluated on the 
approach Standards for Electrocardiography (CSE) database. The proposed method of 
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SVM is accurate in many cases but failed to detect the small duration features of ECG 
signal. Alternative way to detect small duration feature of ECG signal can be considered 
for effective image processing. Victor Dan Moga concluded [104] that WT is suitable 
for classifying physiological signals like ECG signals although more complicated 
mathematically than any other technique. C. Saritha [105] reported Wavelet 
transformation as an effective way to classify ECG signals but some methodological 
aspects of wavelet technique require further investigation. Wavelet transformation is a 
complex task because of involved matrix multiplication resulting in a very high 
complexity. Jiapu Pan [106] developed a real time algorithm by considering slope, 
amplitude and width information to detect QRS complex from ECG signal.  
 
5.3. Classification techniques for ECG applications using AR modeling 
 
The clinical need for ECG Holter monitoring system has been rising intensively. The 
Holter system records ECG signal continuously in ambulatory condition for several 
hours. The system transmits the recorded data to the user or the healthcare centre (e.g. 
hospital) when the alert ECG signal is detected or the recording period has finished 
[85][86]. A number of classification algorithms are applied to achieve high accuracy in 
ECG classification and ECG biometric systems. Most common algorithms are described 
in the continuation of this section. 
 
5.3.1 K- nearest neighbour (k-nn) classifier 
K-nn classification algorithm is a supervised method with a desirable computational 
speed along with the acceptable classification accuracy. The k-nn based classifier is 
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based on a simple theory and mathematics. The structure of the k-nn classifier imposes 
lower computational burden in comparison with the support vector machine (SVM) or 
the artificial neural networks(ANN) classifiers [19]. Subsequently, for a given train 
feature space, train and test stages are fulfilled with rather faster speeds from a k-nn 
classifier in comparison to SVM or ANN algorithms. In order to formulate the k-nn 
classification algorithm, suppose that the pair            contains the feature vector      
and its corresponding label        where              and               (  and   
are the number of classes and the number of train feature vectors, respectively). For an 
arbitrary feature vector   , calculation of a defined distance between this feature and the 
feature vector    is possible as follows [19]: 
 
                (5. 1) 
where          is a scalar distance function. For instance,          can be defined as 
[19]: 
 
 
 
 
 
 
 
 
 
 
                                
              
 
   
                         
 
   
         
  
   
                   
 
 
    
 
   
             
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      (5. 2) 
where the first term of Equation 5.2 is called the generalized distance or the Euclidean. 
Euclidean measure treats any two parameters as they were located in physical space. 
The second term of the Equation 5.2 is called Minkovski distance. Minkovski is the sum 
of the differences between the corresponding values. Third term of Equation 5.2 is 
called the City Block distance is the sum of the absolute differences between the 
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corresponding values. For any distance estimation method, the distance vector      is 
defined by the following equation [19]: 
 
                                               (5. 3) 
  
By sorting the      vector in an ascending fashion, and choosing the 
first K elements (i.e. K nearest neighbours) as follows [19]: 
 
                         
                 
                             
   (5. 4) 
According to the k-nn algorithm, the test feature    belongs to the class with the major 
votes in the K-nearest vote vector  . In order to determine the optimum K 
corresponding to the best accuracy, a simple way is to alter the K from 1 to the 
maximum number of classes and choose the K for which the best accuracy is obtained 
for all test features. 
 
 
5.3.2 Discriminant analysis classifiers 
Discriminant analysis is a well-known feature of reduction and classification technique 
[4]. Linear discriminant classification (LDA) tools are used to find a linear combination 
of features that can better separate two or more classes. LDA finds such direction that 
provides maximum linear separation of classes [107].  
A measure of data separation can be expressed as the maximum of separation 
coefficient F [107]: 
 
  
    
    
 
(5. 5) 
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where    indicates the between-class scatter and    indicates the within-class scatter. 
As high as the value of  , the greater the probability of classes separation. If   is the 
number of classes assigned for classification task, each containing   observations from 
all number of observations   , then  
  the within-class scatter for   class can be 
expressed as [107]:  
       
 
 
  
       
       
 
   (5. 6) 
 
where    indicates mean of the all observations    for the c-th class. Estimattion of  
within-class scatter    for all C calsses can be calcualared as [107]: 
 
    
  
 
 
   
   
  (5. 7) 
 
where    is the numer of    observations in each class,and N is the totall number of all 
oberservation. The value of between-class scater   
  for class   cab be expressed as 
[107]: 
 
  
      
 
   
         
 
 
 
                (5. 8) 
 
where    indicates the mean of all observation    for the ith class and   indicates the 
mean of all oberservations    for all classes. The between-class scatter    for all 
  classes can be calculated as [107]: 
 
    
  
 
 
   
  
  
 
        (5. 9) 
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where    means the number of   observations in each class and   is a total number of 
all observations. 
LDA arises when the covariance is the same for all classes. Suppose       is the class 
conditional density of    number of observations, contains     
   
 
where       in 
class   following Gaussian distribution, and let    be the prior probability of class  , 
with    
 
     , then the density formula for a multivariate Gaussian distribution is 
[96]: 
 
      
 
   
 
        
 
 
  
 
           
  
 
    
(5. 10) 
 
Where  represents the dimesionand      is the covaraince matrix.   represents 
observation of  each k class.    are the mean vector of all observation.  For LDA, the 
covariance is the same for all classes. In this case, the discriminant function of LDA can 
be expressed as [96]: 
        
    
  
 
 
 
   
    
         
(5. 11) 
 
The only difference between LDA from QDA is that in case of QDA no assumption that 
the covariance matrix    is identical for different classes is made, but instead the 
decision boundary is determined by a quadratic function. Each class has its own 
correlation structure, the discriminate are no longer linear [96]: 
 
       
 
 
       
    
 
 
        
         
 
(5. 12) 
 
QDA allows more flexibility for the covariance matrix   , tends to fit the data better 
than LDA, but it has more parameters to estimate than LDA. 
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5.3.3 Support Vector Machine (SVM) classifier 
The purpose of support vector classification is to devise a computationally efficient way 
of learning a good separation of hyper planes in a high dimensional feature space. SVM 
has many usages in pattern recognition and data reduction applications such as text 
categorization, phoneme recognition, 3D object detection, image classification and 
bioinformatics [108]. Like LDA, traditional SVM is a linear and binary classifier using 
the concept of margin and support vectors in order to perform classification task. 
Margin is defined to be the smallest distance between the decision boundary and any of 
the samples. Support vectors are data points located on the margin line. 
If               
  is a set of n training samples, and     
  is an m-dimensional 
sample in the input space, and           is the class label of sample   . SVM 
classification algorithm finds the optimal separating hyperplane (OSH) with minimal 
classification error. The linear separating hyperplane is in the form of [108]: 
 
                          (5. 13) 
 
where   and   are the weight vector and bias. The optimal hyperplane can be obtained 
by solving the optimization problem. To enhance linear separability, the original input 
space is mapped into a high-dimensional dot-product space called the feature space. 
Now using the nonlinear vector function                     
  that maps the m-
dimensional input vector x into the l-dimensional feature space, the OSH in the feature 
space is given by [108]: 
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                 (5. 14) 
The decision function for a test data can be calculated as [108]: 
 
                       (5. 15) 
 
 
 
The optimal hyperplain can be found by solving following quadratic optimization 
problem [108]: 
 
        
 
 
         
 
   
 
 
               
              
 
             
 
(5. 16) 
where    is slack variable for obtaining a soft margin, while variable C controls the 
effect of the slack variables. Separation margin increases by decreasing the value of C. 
Although SVM separates the data only into two classes, classification into additional 
classes is possible by applying either the “one against one” or: “one against all” method 
[109][110], which result in the global minimum of the cost function and the best 
possible choice of the parameters of the neural network. The operations in learning and 
testing are done using the so-called kernel functions. In practice, training an SVM on 
the entire data set is slow compared to k-multiple classes algorithm [111]. However, in 
the neighbourhood of a small number of examples and a small number of classes, SVM 
often performs better than other classification methods. The correct classification results 
of the proposed systems of classification and biometric using AR and ARMA models 
are obtained using (k-nn) and (SVM) classification algorithms. 
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5.4. ECG arrhythmia classification system 
Because of its simplicity, k-nn rule is one of the most commonly used methods in 
bioinformatics and other areas but care must be taken in selecting the model order as 
well as different distance metrics. Another important issue related to the use of k-nn is 
the complexity issue which can be relatively high if the training set of vectors is large. 
LDA and QDA methods have been used in a large number of bioinformatics projects. If 
the data to be classified is not linearly separable, it is advisable to use QDA method but 
it should be noticed that the capability of QDA to handle nonlinear data is still limited 
because QDA considers only the positive correlation between the variables, while LDA 
considers the positive and negative correlation between the variables. If the 
classification between two classes depends on the negative correlations between the 
data than noise rather than true information is introduced by QDA in the classification 
process. The aim of the LDA method is to find a linear classifier, also known as hyper-
plane which separates two classes of input vectors. These techniques are very useful in 
obtaining good lower dimensional view of class separability. The LDA classifier is 
given with [100]: 
                 
 
   
   
 
  (5. 17) 
 
where   represents the d-dimensional input vector,   is a weight vector and    is a 
bias.  
The hyper-plane made by weighting independent variables,     separates two classes 
of input vectors if the ratio of between-class diversity over the within class diversity is 
maximised. This ratio is defined as [100]:: 
 
Chapter five : Classification Algorithms for ECG classification signal  
135 
 
  
        
 
       
  
           
 
           
 
 
  (5. 18) 
 
 
where    and    represent the mean vectors of two classes (A and B) and    and 
   are covariance matrices of those two classes. Hyper-plane, parameter vector   
can now be estimated by minimising Equation 5.17 which leads to solution [100]:: 
 
          
 
   
 
 
    (5. 19) 
This approach can easily be extended to multiple classes where multiple hyper-planes 
need to be estimated. 
QDA is a generalised discriminant analysis where non-linear classifiers are estimated 
from training data and used to classify the test data. While the LDA quantifies linear 
variable by one independent variable, QDA quantifies nonlinear variable as a product of 
two or more independent variables. Based on this separating surface for quadratic 
classifier is given with [100]: 
 
      
              
 
   
       
 
     
     
 
(5. 20) 
 
where   represents a     symmetric matrix which needs to be estimated from the set 
of training samples in addition to vector   and scalar w0. 
While LDA and QDA classification methods assume multivariate Gaussian distribution 
of the data vectors  , the k-nn is a method for classifying input vectors when there is 
little or no prior knowledge about the distribution of the data. K-nn method is based on 
closest training examples in the feature space where input vector is assigned to the class 
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most common amongst its k nearest neighbours (k is a positive integer, typically small). 
If k = 1, then the object is simply assigned to the class of its nearest neighbour. To 
determine distance between the input test vector and the specified training vectors, 
neighbours, k-nn method uses various distance measures, most common being 
Euclidean distance measure. For two vectors with p features,                    and 
                   Euclidean distance is defined as: 
 
                           
 
          
 
            
 
 
 
  (5. 21) 
 
In some cases Mahalanobis is the distance that can be used as an alternative measure. 
Mahalanobis is given with [100]: 
 
                  
 
            
(5. 22) 
 
   represents a weighted Euclidean distance where weighting is determined by 
covariance matrix  . It can be proven that LDA in effect computes the Mahalanobis 
distance using a common covariance estimate and then assigns each data vector   to the 
group with the highest posterior probability. 
To evaluate the performance of the proposed techniques, ECG data set containing three 
different types of ECG signals was used. Data set included normal ECG signals (N) 
from the Politecnico of Milano VCG/ECG Database on Young Normal Subject 
[Politecnico Biosignals Archives [35], fibrillation arrhythmia (AVR) from the MIT-BIH 
Arrhythmia Database and ventricular arrhythmia (AV) from the MIT-BIH Malignant 
Ventricular Arrhythmia Database [112]. Each type was represented by 20 half-hour 
excerpts of two-channel ambulatory ECG recordings, but 10 minutes per patient have 
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been considered in this work. The time series related to the normal subjects were 
acquired with a sampling frequency Fs = 500 Hz, while the time series for arrhythmic 
patients have Fs = 250 Hz. Fs = 360 Hz is the sampling frequency for Ventricular 
Arrhythmia patients (both Ventricular tachycardia and Ventricular fibrillation). The 
whole system used for the first project task of ECG arrhythmia detection and 
classification is summarized in the block diagram given in Figure 5.1. 
 
Figure 5. 1: Stages in the AR based ECG classification system 
 
 
5.4.1. ECG classification system based on AR model 
 
Extracted AR parameters, for each group of QRSs for all signals in the data set are 
plotted in Figure 5.2 where good separation between 3 data clouds ,represent three ECG 
types of signals include normal (N), atrial fibrillation (AV) and ventricular arrhythmia 
(AVR), and can be observed for both  AR=2 and 3in 3D view, where AR order = 2 that 
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has two AR parameters,    and   , and AR order = 3 orders that has three AR 
parameters,   ,    and   , where AR order = 2, thus enabling accurate classification of 
each extracted parameter set. A number of described classification algorithms were 
tested on this set (k-nn, LDA, QDA, Bayes, SVM) each resulting in a completely 
correct, error-free classification of each parameter set. It is also interesting to note 
tightness of the cluster corresponding to normal ECG signals in contrast to 
progressively more scattered clouds of parameters related to arrhythmia and ventricular 
arrhythmia conditions. 
 
a. Classification results for order 3 AR coefficients 
 
b. Classification results for order 2 AR coefficients 
 
Figure 5. 2: Feature space of extracted AR coefficients indicating separation between three groups of 
ECG signals a) 3D feature space , b) 2D feature space 
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Each of the mentioned methods is implemented in the Matlab Statistics Toolbox via 
“classify” function. LDA and QDA algorithms can be applied by setting the type 
option to “linear” or “quadratic” when this function is used. K-nn method is 
implemented via “knnclassify” function. 
Another developed algorithm has also been tested on the extension of ECG database 
using ECG signals obtained from another 20 patients in each of three classes including 
normal, atrial fibrillation and arrhythmia type ECG signals. Figure 5.3 shows the 3D- 
feature space formed by 3 AR coefficients,   ,    and   , extracted from this ECG 
database. SVM classification algorithm is used to classify AR coefficients. Figure 5.4 
and Figure 5.5 show the classification results of SVM fitted with AR coefficient of 
normal in green and two arrhythmias in red. Graphical results of classification illustrate 
100 % accuracy using SVM. Multi SVM algorithm to separate more than two classes in 
feature space using Matlab can be written as: “results = 
multisvm(TrainingSet, GroupTrain, TestSet);”. TrainingSet 
and TestSet were extracted AR coefficients fitted into the algorithm, and for this 
approach only two AR parameters are used in two tests, first test uses    and    and the 
other test uses    and   . GroupTrain is a vector of each class numerical value, 
indicating (1) for normal and (0) for two abnormal extracted features. Appendix I of this 
thesis shows the matlab code of this work.  
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Figure 5. 3: 3D-feature space of extracted AR coefficients resulting in completely accurate 
classification 
 
 
Figure 5. 4: Extracted     and    AR coefficients resulting in completely accurate classification 
using SVM 
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Figure 5. 5: Extracted    and     AR coefficients resulting in completely accurate classification 
using SVM 
 
5.4.2. ECG classification system based on ARMA model 
 
In addition to high classification of AR(3) model, ARMA(p,q) is also investigated to 
extract coefficient from ECG and design classification system. Results presented in 
chapter four indicate that ARMA(1,1) can achieve high accuracy in representing ECG 
signal. The proposed algorithm has also been tested on the extension of ECG database 
that contains another 20 patients in each of three classes including normal (N), atrial 
fibrillation (AV) and ventricular arrhythmia (AVR) ECG signals. Figure 5.6 shows the 
3D- feature space as z-axis is the number of patients, x-axis is the AR parameters and y-
axis is MA parameters. Classification results on this approach obtained using SVM 
classification algorithm show 100 % correct classification rate as the extracted 
parameters of different classes are separated in feature space. Figure 5.7 demonstrates 
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this result where 1 indicates normal and 0 indicates abnormal AR and MA extracted 
coefficients from ECG signal. 
 
Figure 5. 6: 3D-feature space of extracted ARMA(1,1) coefficients resulting in completely accurate 
classification 
 
 
Figure 5. 7: Extracted ARMA coefficients resulting in completely accurate classification using SVM 
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In the reminder of this section, another interesting application of this method – patient 
identification from recorded ECG signal, is discussed and results are summarized in 
Table 5.1. Here, each individual section extracted from each ECG signal from the set 
has been classified into one of q different groups where q corresponds to the number of 
patients used in the experiment (q = 20 for each condition in this work). 10-fold cross-
validation technique was used to estimate performance of LDA and QDA classification 
techniques in this task. First part of the table gives the result achieved with the original 
feature set, i.e. the set containing AR parameters only. Second part of the table contains 
recognition results achieved with extended feature set, obtained when the power of 
modeling error, i.e. residual signal is used as an additional classification feature. 
Improvement in recognition rate is notable and indicates that the modified method using 
additional dimension in the feature set can be considered in patient identification tasks. 
It is also worth noting the improvement and higher rate of recognition achieved in the 
normal (N) and arrhythmia (ARY) groups which indicates the possibility of using this 
approach to complement some biometric identification techniques (voice or face 
recognition techniques for example). This aspect and possible improvements of 
developed system could be investigated in the continuation of this work.  
Technique 
used 
Feature set = 3 AR 
coefficients 
Feature set = 3 AR 
coefficients + error power 
N A  R VAR N A  R VAR 
LDA 0.39 0.59 0.37 0.61 0.65 0.47 
QDA 0.41 0.62 0.42 0.64 0.71 0.54 
 
Table 5. 1: Recognition rate (%) obtained in classification of signal sections corresponding to 
individual patients 
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5.5. ECG Biometric system 
Biometric recognition provides authentication by identifying each individual based on 
the biological and physiological signal characteristics. A number of identification 
methods have been investigated in the last decades, using physical features such as 
finger prints, face images and biological signal behaviour such as ECG. Analysis of 
ECG signals as a biological tool for individual recognition has become an active 
research field in the past two decades [14]. Validity of using ECG as a biometric tool is 
supported by the fact that each ECG signal has certain unique features which can be 
used to distinguish it from other ECG signals. Differences between ECG signals are 
usually caused by the variability of heart position and orientation relative to the ribs (the 
ribs being the reference clinically used to place the precordial electrodes on body), 
which are highly variable among different persons. Other differences can be related to 
body habitus [113], sex, age, length, and weight of the subjects. 
The ECG signal classification is usually considered in the light of selection, extraction 
and classification of extracted features. High recognition rate has been achieved with 
the approach based on the autocorrelation (AC) in conjunction with discrete cosine 
transform (DCT) [114]. Proposed method does not require any waveform or fiducial 
point detections but AC and DCT can be computationally demanding and require long 
ECG records for each patient or individual to identify them successfully. A method 
known as Pulse Active Width (PAW) is implemented on ECG for biometric 
authentication [115]. The results of this approach have indicated that PAW yields 
equivalent performance in terms of accuracy compared to conventional temporal and 
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amplitude feature extraction methods. However, PAW is a complex signal processing 
technique which requires powerful digital signal processors to overcome the time delay.  
The electrocardiogram is an emerging biometric modality that has seen about 13 years 
of development reported in peer-reviewed literature [85], and as such deserves a 
systematic review and discussion of the associated methods and findings. In particular, 
the categorization of methodologies in ECG based biometry relies on the feature 
extraction and classification schemes. Finally, comparative analysis is presented to 
estimate performance of this approach of ECG biometric system. The comparative study 
includes cases where training and testing data sets come from the same and different 
partition of ECG signal measured on different days. Recently, cardiovascular signals 
have been studied for use in identity recognition problems using electrocardiography 
[14][87]. 
In this work, a new approach is developed and evaluated for automatic analysis of 
single lead electrocardiogram (ECG) for human recognition and individual 
identification. This approach is dependent on analytic (Amplitude, Time and Width) and 
modeling (AR) features extracted from the ECG beat. Eighteen analytic and modeling 
features are extracted to identify individuals and k nearest neighbour (k-nn) 
classification algorithm is applied in order to classify those features and evaluate the 
proposed approach. Obtained results indicate 100 % correct classification rate to 
identify 13 different subject using k-nn and SVM classification algorithms. 
Biometrics-based human identification is essentially a patient recognition problem 
which involves pre-processing, feature extraction and classification stages [14][15]. To 
evaluate the performance of the proposed method of ECG biometric system, 
experiments are conducted using signals from three sets of publicly available ECG 
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databases: PTB [116], MIT-BIH and Milano. The PTB database is provided by the 
National Metrology Institute of Germany and contains 549 records from 294 subjects. 
The MIT-BIH database contains 48 half-hour excerpts of two-channel ambulatory ECG 
recordings, obtained from 47 subjects studied by the BIH Laboratory between 1975 and 
1979. Each record from this database consists of conventional 12 and 3 leads ECG. The 
duration of the recordings vary for each subject.  
ECG feature extraction plays a significant role in diagnosing most of the cardiac 
diseases. One cardiac cycle of an ECG signal consists of the P-QRS-T waves. Feature 
extraction scheme which is proposed in this work uses amplitudes, time intervals and 
AR parameters of the ECG signal for subsequent analysis and identification. For the 
purpose of comparative study, the system proposed in this work follows the procedure 
of extracting eighteen features from each ECG beat listed in Table 5.2. 
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Table 5. 2: List of extracted features 
 
In this work, identification has been attempted using extracted analytic features 
(amplitude, time and width) and modeling features (AR parameters). The performance 
of the proposed method is evaluated based on the subject rate recognition which is 
determined by the number of correctly classified subjects of the test database using k-nn 
and SVM classification algorithms. 
A subset of 13 subjects was selected to test proposed method. The selected subjects did 
not exhibit significant arrhythmias. Some of ECG records present in the database 
Temporal PQ Time interval between P and Q waves. PS 
 
 
Time interval between P and S 
waves. 
 
 PR Time interval between P and R waves. TS 
 
 
Time interval between T and S 
waves. 
 
 
TQ 
 
Time interval between T and Q waves. TR 
 
Time interval between T and R 
waves. 
 PT Time interval between P and T waves.   
Amplitude 
 
P 
Amplitude height of P wave. T Amplitude height of T wave. 
 
 
S 
Amplitude height of S wave. R Amplitude height of R wave. 
 
 
Q 
 
Amplitude height of Q wave. 
  
 
Width 
 
QRS 
 
Width in time of QRS. 
 
T 
 
Width in time of T wave. 
 
 
P 
 
Width in time of P wave. 
  
AR 
coefficients 
   First coefficient of AR model.     Third coefficient of AR model. 
    Second coefficient of AR model.   
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contained significant amount of noise and other artefacts significantly reducing the valid 
heartbeat information, and were not used in our experiment. Since the database only 
contains one record for each subject, records were partitioned into two halves. The first 
half was then used as a “training set” and the second half as “test set” for classification 
tests. The training and test sets should in the final evaluation of the proposed system be 
an ECG recording made on different days for the same subject. The feature matrix for 
classification is formed of 18 extracted parameters, described in the earlier sections and 
14 windows or beats for each subject. By applying 8 seconds duration of ECG stream 
with no overlapping used, beats of ECG steam are separated into windows where each 
window contains one beat. Several different window lengths tested in this work show 
approximately the same classification performance as long as full multiple beats are 
present in the extracted window. Figures 5.8 (a,b,c,d) show the scatter plot of extracted 
parameters including amplitude, time, width and AR coefficients for both parts (training 
and test) of each ECG subject in the database. This plot illustrates the similarity 
between the extracted parameters of training and test set, where each colour represents 
extracted parameters of one subject. 
 
 
a) Amplitude (training)  Amplitude (test) 
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b) Time (training) Time (test) 
 
 
c) AR (training) AR (test) 
  
d) Width (training) Width (test) 
 
 
Figure 5. 8: Extracted parameters in 3D feature space 
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5.5.1. Individual subject recognition using k-nn 
 
To evaluate the performance of the proposed system, k-nn classification algorithm has 
been applied using “knnclassify” function from classification toolbox in Matlab. 
The k-nearest neighbour is a statistical classification algorithms used for classifying 
objects based on closest training examples in the feature space. K-nn is a type of 
instance based learning or lazy learning where the function is only approximated locally 
and all computation is deferred until classification. The k-nn is amongst the simplest of 
all machine learning algorithms: an object is classified by comparing its observation 
value with its neighbours values, with the object being assigned to the class most 
common amongst its k nearest neighbours values. The “knnclassify” function can 
be called using syntax: “C=knnclassify(training, test, classes)”. In 
this case “C” shows the classification factors that express algorithm performance given 
in Table 5.2 “training” and “test” sets are different 8 sec time intervals of each subject 
and parameter “classes” specifies the number of patients included in this test. Both 
“training” and “test” sets represent the ECG recordings taken on different days on the 
same set of subjects. Training set includes 18 extracted parameters and 14 windows or 
beats for 13 subjects, where test set includes another 18 parameters from other 14 
windows or beats for the same 13 subjects.  
The obtained results presented in Table 5.3 show that 100 % correct rate is reachable 
using all the extracted features by k-nn classification algorithm. This high accuracy of 
identification comes from the matching parameters between the training and test sets of 
extracted features for the 13 subjects used in this experiment. This results a high 
percentage of negative predictive value when the test comes to use less number of 
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parameters to identify individuals for example: just amplitude and AR. Negative 
predictive value indicates the performance of a diagnostic testing procedure. It is 
defined as the proportion of subjects with a negative test result who are correctly 
classified. Table 5.3 illustrates the correct rate and comparison of experimental results 
for different sets of parameters used in training and test sets combination. Using width 
parameters alone to classify 13 patients illustrate very low classification rate (55.56 %).  
Even though amplitude and AR parameters can reach a high rate of classification (98.89  
%) but indicate high percentage of negative test through the procedure. By using all 
extracted features (Amplitude, Time, Width and AR model) to identify individuals, it is 
possible to reach 100 % accuracy of classified subjects with a negligible negative test 
value.  
 
Classification Type 
Correct 
Rate 
Negative Productive 
Value (NP) 
Width 55.56 % 33 % 
Amplitude  98.89 % 86 % 
Amplitude and AR 95 % 87 % 
Amplitude, Time, Width 
and AR model 
100 % 17 % 
 
Table 5. 3:  Correct rate (%) obtained in classification corresponding to biometric algorithm 
 
 
5.5.2. Individual subject recognition using SVM 
 
In addition to high accuracy classification between subjects, further work of SVM 
algorithm is applied to estimate classification rate for individual patients. In order to 
ensure individual recognition, all extracted parameters of single subject are compared 
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with extracted parameters of the same subject and with extracted parameters of another 
subject. Figure 5.9a illustrates no classification between extracted parameters of subject 
1 and the extracted parameters of the same subject, as the SVM margin line is lower 
than all extracted parameters in free space dimension.  While, Figure 5.9b shows high 
classification rate between extracted parameters of subject 1 and the extracted 
parameters of subject 2, SVM margin line is located between the extracted parameters. 
 
 
a. Classification results of extracted parameters for the same subject 
 
 
 
b. Classification results of extracted parameters for two different subjects. 
 
Figure 5. 9: SVM classification results of individual patient recognition 
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5.5.3.  Subject beat recognition using k-nn and SVM 
 
In addition to the high classification rate of individual subject recognition using k-nn 
and SVM, this work investigates the matching and similarity between the extracted 
parameters from each beat of the same and different subjects. Similarity between 
extracted parameters of two beats of the same subject proves the high classification rate 
of this approach. In this test, 14 beats of 5 different subjects have been tested using k-nn 
and SVM to show the matching between the extracted parameters of beats for the same 
and different subjects. The extracted parameters from the first seven beats of each 
subject are fitted as “test” in the k-nn and SVM classification algorithms. While the rest 
seven extracted parameters are fitted as “training” for the k-nn and SVM classification 
algorithm. Table 5.4 shows high correct classification rate between the extracted 
parameters from beats for the same subject. While, correct classification rate is very low 
between the extracted parameters of different subjects.    
 
Subjects 1 2 3 4 5 
 
1 100 % 55 % 54% 58 % 44 % 
2 55 % 100 % 52 % 56 % 54 % 
3 54 % 52 % 90.5 % 48 % 59 % 
4 58 % 56 % 48 % 100 % 57 % 
5 44 % 54 % 59 % 57 % 91 % 
 
Table 5. 4: K-nn classification results of beats for the same and different subjects 
 
SVM classification algorithm is also investigated to evaluate the similarity and 
matching between the extracted parameters of beats for the same subject. Figures 5.10 
show the similarity and matching of the five subjects to identify beat recognition. Here,  
the training and test sets of parameters are taken from the same subject. Results show 
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high similarity and matching between test and training data selected for this test and 
lead SVM margin line to locate out of classification area and indicate no classification 
rate between parameters of the same subject.  
  
  
 
 
 
 
Figure 5. 10: SVM classification results of beats for the same subject 
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5.6. Conclusions 
The various classification algorithms can be used to classify extracted features from 
ECG signal. High performance of classification depends on how well the vectors of 
features can be separated in the feature space. Because of its simplicity, k-nn rule is one 
of the most often used methods in bioinformatics and other areas but care must be taken 
in selecting the model order as well as different distance metrics. The results of k-nn 
classification are compared with SVM algorithm results to ensure classification 
performance. 100 % classification of ECG signal into normal and abnormal can be 
achieved using AR and ARMA models. Analytic and feature extracted from ECG signal 
using AR model are fitted into k-nn and SVM classification algorithm to perform the 
tasks of ECG biometric system.  
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Chapter 6 
Conclusions 
 
Overview 
The work described in this thesis proposes and investigates the ECG processing and 
analysis system with two primary applications -ECG classification system that is able to 
identify normal (healthy) from abnormal (unhealthy) ECG signals and the ECG 
biometric system that is able to identify individual persons from the measured ECG 
signal. The proposed system design of ECG auto classification is implemented using the 
features extracted from applied AR and ARMA autoregressive models. The proposed 
ECG classification and biometric systems of this work achieved 100 % correct 
classification rate to classify normal from abnormal ECG signals and to identify each 
person individually from his or her ECG signal. AR and ARMA models can achieve 
modeling accuracy up to 91 %. when they applied to simulate ECG signals. 
 
6.1. Conclusions of this thesis 
 
Work described in this thesis focused on the processing and analysis of ECG signals in 
order to design classification and biometric systems. Novel approach to accomplish 
both tasks has been proposed and the effectiveness of developed techniques 
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demonstrated. Main results and achievements of the work reported in this thesis can be 
summarised in the following points: 
 
 A number of techniques, including smoothness prior approach, analogue and 
digital filters and wavelet transform have been applied in order to pre-process 
raw ECG signals and remove noise and non-stationary signal behaviour caused 
by linear drifts or more complex trends and ensure accurate analysis of the 
signals. 
 QRS complex detection methods - filter bank, differentiation and discrete 
wavelet transform (DWT) based techniques have been implemented and tested. 
Selected methods have shown high accuracy of  QRS complex detection which 
is an essential step for ECG arrhythmias detection and classification. QRS 
detection includes detection of QRS complex, T and P waves and automatic 
rhythm analysis to find time intervals and amplitudes of different beats of ECG 
signal stream. 
 This work has also employed and provided a detailed analysis of AR and 
ARMA based signal modeling techniques and their application for ECG feature 
extraction in novel and effective way. Autoregressive method ensures fast and 
accurate way of extracting relevant signal features producing high level of 
productivity at the same time. A comparative evaluation of the performance of 
different algorithms for feature extraction is undertaken comparing various 
techniques to AR and ARMA based extraction methods used in this work.  
 Modeling accuracy of AR and ARMA methods depends on the order of used 
models. The techniques of “Knee point”, correlation and AIC have been 
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examined and used in this work to determine and select the optimal orders of 
AR and ARMA in modeling ECG signal accurately. AR and ARMA models can 
represent ECG signals with up to 91 % accuracy, i.e. matching between the 
modeled and the actual ECG signal by selecting appropriate model order. 
 Various classification algorithms have been used to classify extracted analytic 
and modeling features from ECG signal. High performance of classification 
depends on how well the vectors of features can be separated in the feature 
space. Because of its simplicity and effectiveness, k-nn rule is one of the most 
often used methods in bioinformatics and other areas but care must be taken in 
selecting the model order as well as different distance metrics. The results of k-
nn classification are compared with SVM algorithm results to ensure accurate 
classification performance. 100 % correct classification rate of available 
database ECG signals to identify normal from abnormal has been achieved using 
AR and ARMA models. Analytic and modeling features extracted from ECG 
signal are fitted into k-nn and SVM classification algorithms to perform the task 
of ECG biometric recognition with, 100 % correct classification rate or accuracy 
when the approach is tested on various signals available in ECG databases.  
 Autoregressive models of AR and ARMA have been implemented in order to 
perform the tasks of ECG classification and biometrics systems with higher 
accuracy and productivity compared to other techniques and methods suggested 
in literature.  
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6.2. Future of ECG analysis and biomonitoring 
 
Work completed in this thesis suggests that the future automatic ECG classification and 
biometric systems are a possibility. Such systems should incorporate four crucial stages 
- pre-processing, QRS complex detection, features extraction and classification. The 
further work and extension of this project should move towards proposing and 
analysing new feature extraction methods. ARIMA modeling can be investigated in 
order to combine ARMA model with an additional integrating term (I) which can 
account for the non-stationary of the time series. The method of ECG feature extraction 
used in this work is to reach high level of modeling to represent ECG signal using 
smaller number of parameters and coefficients.  The model that represents ECG signal 
accurately could achieve high classification rates using k-nun or SVM classification 
algorithms. In order to achieve accurate modeling of ECG signal, it is fundamental to 
select and employ methods to able to determine the most suitable orders of ARIMA 
(p,q,I). The techniques of genetic algorithms, Hidden Markov Chains and artificial 
neural network could be mixed with AR and ARMA extraction methods to design new 
ECG classification or biometric systems based on ECG signal. 
ECG is a clinical tool that helps doctors to diagnose heart arrhythmias and choose the 
best treatment. Some kinds of arrhythmias can be very dangerous to human life and 
cause sudden heart attack. So that, modern heart clinical techniques depend heavily on 
monitoring ECG signals and indicate the abnormal beats from the ECG stream. These 
indicated abnormal ECG beats can help doctors to diagnose the kind of arrhythmia. 
Modern telemetry systems to monitor ECG signal uses wireless technologies to deliver 
patient ECG signal over distance for immediate analysis in a hospital centre. The 
hospital analysis centre for ECG signals develops two main applications for monitoring 
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purposes, ECG classification system to identify normal from arrhythmia ECG signal 
and ECG biometric system to identify each patient from his or her ECG signal. If the 
ECG classification system indicates any abnormal ECG beat for certain patient, an 
alarm can be announced in the hospital analysis centre to inform doctors about an 
update case. A patient can now be monitored 24/7 with ECG classification system and 
wireless technologies. Due to the high classification results achieved in the proposed 
classification system of ECG based on AR and ARMA modeling, a biotelemetry system 
depended on AR and ARMA  modeling can be a topic of  research for both biomedical 
and telecommunication fields.  
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Appendix I 
 
(Matlab code) 
 
 
 
 
% Chapter two (pre-proessing of ECG signal) 
%% LOAD ECG DATABASE 
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load ECGs % MIT/BIH database 
load PTB  % PTB database 
%% STFT conversion 
x=ECGs(1:4000,16,1); % ECG signal 
d=spectrogram(x); % STFT to find frequency domain of ECG signal 
figure 
plot(x(1:3000)); 
xlabel('Time (ms)'); % plot time domian of ECG signal 
grid on 
figure 
plot(abs(d)); hold on % plot frequency domian of ECG signal 
grid on 
xlabel('Frequency (Hz)'); 
% ylabel('Amplitude'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print('-dpdf','frequency.pdf') 
saveas(gcf,'frequency'); 
figure 
contour(d);hold on % plot contour to find STFT windowing function of ECG signal 
legend('Frequency (Hz)') 
grid on 
xlabel('Window step'); 
ylabel('Frequency (Hz)'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
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print('-dpdf','window.pdf') 
saveas(gcf,'window'); 
%%  Smoothness prior apraoch to detrent three ECG signal, Normal (NR), Arrhythmia (AR), 
Ventricular Arrhythmia (AVR) 
%% Raw ECG signals Downsampled to same sampling frequency of the lowest signal in the 
database 
NR = ECGs(:,1,1); 
AR = ECGs(:,1,2); 
VAR = ECGs(:,1,3); 
xmin = 47000; 
xmax = 53000; 
figure(1); 
subplot(3,1,1) 
plot(NR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel',''); 
set(gca, 'FontSize',10); 
subplot(3,1,2) 
plot(AR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
 
subplot(3,1,3) 
plot(VAR); 
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xlim([xmin xmax]) 
% axis tight; 
set(gca, 'FontSize',10) 
figuresize(8,8,'centimeters'); 
%% ECG specifications 
datatype{1} = 'Normal'; 
datatype{2} = 'Arrhythmia'; 
datatype{3} = 'VentricularArrhythmia'; 
fs(1) = 500;  % sampling frequency of measured signal (Hz) 
fs(2) = 360;  % sampling frequency of measured signal (Hz) 
fs(3) = 250;  % sampling frequency of measured signal (Hz) 
no_classes = 3;     % number of classes are 3 , 1 normal and two abnormal 
no_signals = 20;    % number of signals in each class 
tinterval = 600;    % duration of raw signal (s) 
nos = tinterval * fs(3);    % number of samples extracted from raw files 
%% deterend ECG using smoothness prior appraoch 
no_classes=1; 
no_signals=1; 
dECGs = zeros(nos,no_signals,no_classes); 
[m n k] = size(ECGs); 
N = 5000; 
Nblocks = m/N;  
for i = 1:no_classes 
    for j = 1:no_signals 
        dsignal = []; 
        for k = 0:Nblocks-1 
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            signal = ECGs(N*k+1:N*(k+1),j,i); 
            dsignal = [dsignal; mydetrend(signal, 10)]; 
        end 
        dECGs(:,j,i) = dsignal; 
    end 
end 
%% Plot of Detrended ECG signals 
load dECGs % load detrended ECG signals 
dNR = dECGs(:,1,1); 
dAR = dECGs(:,1,2); 
dVAR = dECGs(:,1,3); 
figure(2); 
subplot(3,1,1) 
plot(dNR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
subplot(3,1,2) 
plot(dAR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
 
subplot(3,1,3) 
 179 
 
plot(dVAR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'FontSize',10) 
figuresize(8,8,'centimeters'); 
%% Analogue and digital filters to clean ECG signal from noise 
%% Drift wonder filtering using Butterworth Analogue filter 
PTBs=zeros(14,10000); 
for i=1:14 
     PTB1=PTB(i,:); 
       x=PTB1(1,1:10000); 
       Fs=1000; 
       fc=0.1;% cut off frequency 
       w=2*pi*fc;% convert to radians per second 
       fn=100; %nyquivst freque1:ncy = sample frequency/2; 
       order = 6; %6th order filter, high pass 
       [b14 a14]=butter(order,(w/fn),'high'); 
       x1=filtfilt(b14,a14,x); 
PTBs(i,:)=x1; 
end 
figure 
plot(x,'b'); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
xlabel('Sample number'); 
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print -depsc -r200 -loose Driftwonderoriginal.eps  
% print('-djpeg','-r800','Drift wonder original') 
% export_fig windowing.png -m4.5 -transparent 
saveas(gcf,'Drift wonder original'); 
figure 
plot(x1); hold on 
grid on  
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
xlabel('Sample number') 
print -depsc -r200 -loose yDriftwonderfiltered.eps  
print(gcf, '-dpng', '-r900', 'Drift wonder filtered.png') 
saveas(gcf,'Drift wonder filtered'); 
%% 
%% Noise interference filtering using Butterworth filter 
dPTBs = zeros(14,10000); 
for i=1 :14 
   data = PTBs(i,:);  % noisy data; change it to whatever is your data 
f=100;%  sampling frequency 
f_cutoff = 3; % cutoff frequency 
fnorm =f_cutoff/(f/2); % normalized cut off freq, you can change it to any value depending on 
your requirements 
[b1,a1] = butter(10,fnorm,'low'); % Low pass Butterworth filter of order 10 
low_data = filtfilt(b1,a1,data); % filtering 
 
dPTBs(i,:)=low_data; 
end 
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data=PTBs(14,:); 
low_data=dPTBs(14,:); 
figure 
freqz(b1,a1,128,f), title('Filter characteristics'); % Filter response 
set(0,'DefaultAxesFontName', 'Times New Roman'); 
set(0,'DefaultAxesFontSize', 16); 
figure 
plot(data); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
xlabel('Sample number') 
print('-djpeg','-r800','Noise interference original') 
print('-depsc','Noise interference original.eps') 
saveas(gcf,'Noise interference original'); 
figure 
plot(low_data);hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
xlabel('Sample number') 
print -depsc -r200 -loose Noiseinterferencefiltered.eps  
% print('-depsc','Noise interference filtered.eps') 
saveas(gcf,'Noise interference filtered'); 
 
%% Frequenct domain of ECG signal before and after filtering stages 
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d=spectrogram(data); 
d1=spectrogram(low_data); 
figure 
plot(abs(d(1:500))); hold on 
grid on 
xlabel('Frequecny (Hz)'); 
ylabel('Magnitude (db)'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print('-dpdf','data.pdf') 
saveas(gcf,'data'); 
figure 
plot(abs(d1(1:500))); hold on 
grid on 
xlabel('Frequecny (Hz)'); 
ylabel('Magnitude (db)'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print('-dpdf','low_data.pdf') 
saveas(gcf,'low_data'); 
%% Noise reduction using IIR digital filter 
%% Low pass IIR Butterworth filter 
load Hd1 
y=filter(Hd1,x); % filtering ECG signal using Low pass IIR Butterworth filter 
figure  
plot(x);hold on  
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grid on 
xlabel('Sample number') 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print -depsc -r200 -loose IIRButterworthoriginal.eps  
saveas(gcf,'IIR Butterworth original'); 
figure 
plot(y) ;hold on  
grid on 
xlabel('Sample number') 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print -depsc -r200 -loose IIRButterworthfiltered.eps  
% print('-depsc','IIR Butterworth filtered.eps') 
saveas(gcf,'IIR Butterworth filtered'); 
%% Low pass IIR Chebyshev filter 
x=ECGs(1:1000,1,1); 
load Hd 
y=filter(Hd,x); % filtering ECG signal using Low pass IIR Chebyshev filter 
figure  
plot(x(1:1000));hold on  
grid on 
xlabel('Sample number') 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print -depsc -r200 -loose IIRChebyshevoriginal.eps  
 184 
 
saveas(gcf,'IIR Chebyshev original'); 
figure 
plot(y(1:1000)); 
grid on 
xlabel('Sample number') 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print -depsc -r200 -loose IIRChebyshevfiltered.eps  
saveas(gcf,'IIR Chebyshev filtered'); 
%% Wavelet transform to filter ECG signal using 2-level dwt; 
x=PTB(4,1:6000); 
[cA,cD] = dwt(x,'db4'); 
figure 
plot(x(1:2000)); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print('-depsc','-tiff','-r1000','original') 
figure 
plot(cA(1:1000)); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
          
figure 
plot(cD(1:1000)); hold on 
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grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
%% 
[cA2,cD2] = dwt(cA,'db4'); 
figure 
plot(cA(1:1000)); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16)    
figure 
plot(cA2(1:500)); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
figure 
plot(cD2(1:500)); hold on 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
%% End 
%% Chapter three (QRS detection methods) 
%% Filter bank QRS detection 
%% BP filter 
%% 
load fdECGs % load cleaned ECG sigal. 
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load dECGs 
fdECGs = zeros(nos,no_signals,no_classes); 
for i = 1:no_classes 
    Fs=fs(i);       % sampling frequency for the group 
    Fl = 5;         % lower cut-off frequency for band-pass ECG filter 
    Fh = 40;        % higher cut-off frequency for band-pass ECG filter 
    n = 6;   % filter order 
    f = [Fl/Fs Fh/Fs];  % specify desired frequency response 
    ftype = 'bandpass'; 
    [b,a] = butter(n,f,ftype);            % design the filter 
    for j = 1:no_signals 
        signal = dECGs(:,j,i); 
        fsignal = filtfilt(b,a,signal); 
        fdECGs(:,j,i) = fsignal; 
    end 
end 
%% Plot cleaned ECG signal for NR, AV , AVR 
xmin = 47000; 
xmax = 53000; 
dNR = dECGs(:,1,1); 
dAR = dECGs(:,1,2); 
dVAR = dECGs(:,1,3); 
figure(2); 
subplot(3,1,1) 
plot(dNR); 
xlim([xmin xmax]) 
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% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
subplot(3,1,2) 
plot(dAR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
subplot(3,1,3) 
plot(dVAR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'FontSize',10) 
figuresize(8,8,'centimeters'); 
%% 
fdNR = fdECGs(:,1,1); 
fdAR = fdECGs(:,1,2); 
fdVAR = fdECGs(:,1,3); 
figure(3); 
subplot(3,1,1) 
plot(fdNR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
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subplot(3,1,2) 
plot(fdAR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
subplot(3,1,3) 
plot(fdVAR); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'FontSize',10) 
figuresize(8,8,'centimeters'); 
%% QRS detection bank code 
QRSs = zeros(2000,no_signals,no_classes); 
Km = []; 
for i = 1:no_classes 
    Fs=fs(i);       % sampling frequency for the group 
    for j = 1:no_signals 
        signal = dECGs(:,j,i); 
        qrs=nqrsdetect(signal,Fs); 
        K = length(qrs); 
        Km = [Km K]; 
        for k = 1:K 
            QRSs(k,j,i) = qrs(k); 
        end 
    end 
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end 
%%  
load QRSs.mat;      % load already detected positions of the peaks instead 
load ECGs 
%% R peak detected using filter bank method 
figure; 
NR = ECGs(:,11,1); 
AR = ECGs(:,1,2); 
VAR = ECGs(:,1,3); 
QNR = QRSs(:,11,1); 
QAR = QRSs(:,1,2); 
QVAR = QRSs(:,1,3); 
ind = find(QNR, 1, 'last'); 
samp = 1:length(NR); 
subplot(3,1,1) 
plot(NR); hold on; 
plot(samp(QNR(1:ind)),NR(QNR(1:ind)),'r*'); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
ind = find(QAR, 1, 'last'); 
samp = 1:length(AR); 
subplot(3,1,2) 
plot(AR); hold on; 
plot(samp(QAR(1:ind)),AR(QAR(1:ind)),'r*'); 
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xlim([xmin xmax]) 
% axis tight; 
set(gca, 'XTickLabel','') 
set(gca, 'FontSize',10) 
ind = find(QVAR, 1, 'last'); 
samp = 1:length(VAR); 
subplot(3,1,3) 
plot(VAR); hold on; 
plot(samp(QVAR(1:ind)),VAR(QVAR(1:ind)),'r*'); 
xlim([xmin xmax]) 
% axis tight; 
set(gca, 'FontSize',10) 
figuresize(8,8,'centimeters'); 
%% QRS detection using differentiation 
load ECGf % load filtered ECG signal  
ecg=ECGf(1:4000,1); 
% fclose(fp); 
% figure(1);plot(ecg(1:312*12),'r');grid on;title('acquired ecg'); 
ls=size(ecg); 
sr=312; 
t=1/312:1/312:ls/312; 
y=ecg; 
%1st differentiation 
y1=diff(y); 
%2nd differentiation 
y2=diff(y1); 
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% Cumulative of 1st and 2nd differentiation 
y=1.3*y1(1:3000)+1.1*y2(1:3000); 
figure(2); 
subplot(3,1,1);plot(y1(1:312*12),'blue');grid on;title('first diffrentiation');%12 SECOND DATA 
subplot(3,1,2);plot(y2(1:312*12),'green');grid on;title('second diffrentiation'); 
subplot(3,1,3);plot(y(1:242*12),'black');grid on;title('cumulative diffrentiation'); 
grid on 
xlabel('Sample number') 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print -depsc -r200 -loose diff.eps  
%% 
% Fixing threshold to find qrs complex that is peak point 
% This is known as finding hill in the array (1D -signal) 
th=abs(max(y)); 
th=th/2; 
c=0; 
% peaks are seen as pulses(heart beats) 
for i=1:1:3000 
    if y(i)>th 
        qrs(i)=1; 
        c=c+1; 
        i=i+15; 
    else 
        qrs(i)=0; 
    end 
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end 
%%  
figure(3); 
 plot(qrs(1:2500),'r*'); hold on %axis([0 6000 0 
1.2]);title('qrs');xlabel('samples');ylabel('qrs');hold on 
plot(ecg(1:2500),'k'); 
grid on 
xlabel('Sample number') 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
print -depsc -r200 -loose diffqrs.eps  
%% QRS detection using Wavelet transform of 4-order dwt 
A=ECGf(1:4000,6); 
z=zeros(100,1); 
A=[z;A;z]; 
[c,l]=wavedec(A,4,'db4'); 
ca1=appcoef(c,l,'db4',1); 
ca2=appcoef(c,l,'db4',2); 
ca3=appcoef(c,l,'db4',3); 
ca4=appcoef(c,l,'db4',4); 
m1=max(ca2)*.60; 
P=find(ca2>=m1); 
P1=P;  
P2=[];  
last=P1(1); 
P2=[P2 last]; 
for(i=2:1:length(P1)) 
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    if(P1(i)>(last+10)) 
% In this step we find R peaks which are atleast 10 samples apart 
    last=P1(i); 
    P2=[P2 last]; 
    end 
end 
P3=P2*4; %Multiply the current location with 4 to get the actual scale. 
Rloc=[]; 
for( i=1:1:length(P3)) 
  range= [P3(i)-20:P3(i)+20] 
%Search within a window of +-20 samples in the original signal with reference to up scaled  R 
locations detected in downsampled signal. 
    m=max(A(range)); 
    l=find(A(range)==m); 
    pos=range(l); 
    Rloc=[Rloc pos]; 
end 
ind = find(Rloc, 1, 'last'); 
samp = 1:length(A); 
figure 
plot(A(1:4000)); hold on; 
plot(samp(Rloc(1:16)),A(Rloc(1:16)),'r*'); 
grid on 
xlabel('Sample number'); 
print -depsc -r200 -loose QRSdeteced.eps  
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
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%% 
%% 3-D plot for R peak detected 
s1=ECGs(1:6000,9,1); 
s2=smooth(s1,150);ecgsmooth=s1-s2; 
[C,L]=wavedec(ecgsmooth,8,'db4'); 
[d1,d2,d3,d4,d5,d6,d7,d8]=detcoef(C,L,[1,2,3,4,5,6,7,8]); 
[thr,sorh,keepapp]=ddencmp('den','wv',ecgsmooth); 
cleanecg=wdencmp('gbl',C,L,'db4',8,thr,sorh,keepapp); 
%%%thresholding1 
max_value=max(cleanecg); 
mean_value=mean(cleanecg); 
threshold=(max_value-mean_value)/2; 
%%%R detection algorithm 
a5=appcoef(C,L,'db4',5); 
C1=[a5;d5;d4;d3]; 
L1=[length(a5);length(d5);length(d4);length(d3);length(cleanecg)]; 
R_detect_signal=waverec(C1,L1,'db4'); 
R_detect_squared=R_detect_signal.^2; 
 %% Display QRS detection results using Wavelet transform of 4-order dwt  
[C,L]=wavedec(ecgsmooth,8,'db4'); 
[d1,d2,d3,d4,d5,d6,d7,d8]=detcoef(C,L,[1,2,3,4,5,6,7,8]); 
figure 
plot(d1(1:3000));hold on 
grid on 
xlabel('cD1'); 
saveas(gcf,'low_data'); 
 195 
 
print('-depsc','-tiff','-r1000','low_data') 
figure 
plot(d2(1:1500));hold on 
grid on 
xlabel('cA1'); 
figure 
plot(d3);hold on 
xlabel('cA2'); 
grid on 
figure 
plot(d4);hold on 
xlabel('cD2'); 
grid on  
figure 
plot(d5);hold on 
xlabel('cD3'); 
grid on   
figure 
plot(d6);hold on 
xlabel('cA3'); 
grid on 
figure 
plot(d7);hold on 
xlabel('cD4'); 
grid on 
figure 
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plot(d8);hold on 
xlabel('cA4'); 
grid on 
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%Beat_Rate_Extraction_Algorithm 
for a=1:length(R_detect_squared) 
    if R_detect_squared(a)>threshold 
        R_detect_new(a)=R_detect_squared(a); 
    else 
        R_detect_new(a)=0; 
    end 
end 
mean_R_detect=5*mean(R_detect_new); 
for q=1:length( R_detect_new)-1 
    if  R_detect_new(q)< mean_R_detect 
        R_detect_new(q)=0; 
    end 
end 
R_detect_new=R_detect_new-3; 
for i=1:length(R_detect_new) 
    if R_detect_new(i)<0 
        R_detect_new(i)=0; 
    end 
end 
X1=R_detect_new(1:250);  
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Z1=R_detect_signal(1:250); 
Z1=transpose(Z1); 
F1=[X1;Z1]; 
figure 
az=-192; 
el=22; 
surf(F1);hold on  
grid on 
view(az,el) 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
%% Chapter four (Extraction methods of ECG signal) 
fs(1) = 500;  % sampling frequency of measured signal (Hz) 
fs(2) = 360;  % sampling frequency of measured signal (Hz) 
fs(3) = 250;  % sampling frequency of measured signal (Hz) 
no_classes = 3; 
no_signals = 20;    % number of signals in each class 
tinterval = 600;    % duration of raw signal (s) 
nos = tinterval * fs(3);    % number of samples extracted from raw files 
% load preprocessed data 
load fdECGs.mat;    % detrended and filtered ECG data 
load QRSs.mat;      % load positions of the peaks 
%% 
 %% AR modelling - order selection according to knee point 
% trial run to find the optimal model order 
nb = 2;     % number of beats in the group 
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t1 = 0.3;   % time before the first peak in the group 
t2 = 0.6;   % time after the last peak in the group 
nvall = []; 
for i = 1:no_classes 
    Fs = fs(i); 
    n1 = round(t1*Fs); 
    n2 = round(t2*Fs); 
    for j = 1:no_signals 
        % extract nb beats for each signal 
        signal = fdECGs(:,j,i); 
        m = 300;    % choose m-th beat of group of beats 
        beat = signal(QRSs(m,j,i)-n1:QRSs(m+nb-1,j,i)+n2); 
        % find a suitable model order 
        data = iddata(beat); 
        nv = []; 
        for n=1:10 
            mo = ar(data,n,'burg'); 
            nv = [nv mo.NoiseVariance]; 
        end; 
        nvall = [nvall; nv]; 
    end 
end 
% load nv 
% load nv1 
 figure 
 plot(nv,'b','linewidth',3);hold on 
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  hleg1 = legend('With preprocessing','Without preporcessing'); 
            xlabel('Modeling order') 
            ylabel('Modeling error') 
            grid on 
  hold off  
%% AR modeling of ECG signal 
%% AR modeling of order 1 
data=iddata(beat); 
mo=ar(data,1); 
bode(mo,'r',etfe(data,20),'b'); 
yp = predict(mo,data); 
compare(mo,data,1); 
%% AR modeling of order 2 
data=iddata(beat); 
mo=ar(data,2); 
bode(mo,'r',etfe(data,20),'b'); 
yp = predict(mo,data); 
compare(mo,data,2); 
%% AR modeling of order 3 
data=iddata(beat); 
mo=ar(data,4); 
bode(mo,'r',etfe(data,20),'b'); 
yp = predict(mo,data); 
compare(mo,data,4); 
%% AR modeling of order 4 
data=iddata(beat); 
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mo=ar(data,3); 
bode(mo,'r',etfe(data,20),'b'); 
yp = predict(mo,data); 
compare(mo,data,3); 
%% ARMA extraction on ECG signal 
%% 
nb = 2;     % number of beats in the group 
t1 = 0.3;   % time before the first peak in the group 
t2 = 0.6;   % time after the last peak in the group 
% QRSmat = [QRSs(:,:,1) QRSs(:,:,2) QRSs(:,:,3)]'; 
fs(1) = 500;  % sampling frequency of measured signal (Hz) 
fs(2) = 360;  % sampling frequency of measured signal (Hz) 
fs(3) = 250;  % sampling frequency of measured signal (Hz) 
no_classes = 3; 
no_signals = 20;    % number of signals in each class 
tinterval = 600;    % duration of raw signal (s) 
nos = tinterval * fs(3);    % number of samples extracted from raw files 
[m n k] = size(QRSs); 
QRSmat = (reshape(QRSs,m,n*k))'; 
[rows,cols,vals] = find(QRSmat==0); 
P = min(cols);      % min. number of peaks detected in the ECG signal 
NP = floor(P/nb);    % max. number of parameter sets to be extracted 
ARMAs = []; 
for i = 1:no_classes 
    Fs = fs(i); 
    n1 = round(t1*Fs); 
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    n2 = round(t2*Fs); 
    for j = 1:no_signals 
        % consider each signal (detrended and filtered) 
        signal = fdECGs(:,j,i); 
        % for each group of nb beats 
        for p = 1:nb:NP 
            beat = signal(QRSs(p)-n1:QRSs(p+nb-1)+n2); 
            data = iddata(beat);  
            orders=[1,1]; 
            m=armax(data,orders);      % m is a structure with the model stuff in it 
            residuals=pe(m,data);         % pe returns the prediction errors 
%            
            E = sum(abs(residuals.OutputData).^2); 
            N = length(residuals.OutputData); 
            Pw = E/N;             
            % save estimated AR parameters and 
            % add patient/signal number and class label 
            ARMAs = [ARMSs; polydata(m) Pw (i-1)*20+j i];        
        end 
    end 
end 
load ARMAs 
load ARs 
%%%% AR modeling to ECG signal 
%% ARMA modeling of order 1 
x=ECGs(1:1000,1,1); 
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orders=[4,4]; 
ECG=iddata(x); 
Model=armax(data,orders);      % m is a structure with the model stuff in it 
bode(m,'r',etfe(ECG,20),'b'); 
resids=pe(Model,data);         % pe returns the prediction errors 
yp = predict(Model,ECG); 
compare(Model,ECG,1); 
set(0,'defaultlinelinewidth',2.5) 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 18) 
print(gcf, '-depsc', '-r400', '1'); 
%% ARMA modeling of order 2 
x=ECGs(1:1000,1,1); 
orders=[4,4]; 
ECG=iddata(x); 
Model=armax(data,orders);      % m is a structure with the model stuff in it 
bode(m,'r',etfe(ECG,20),'b'); 
resids=pe(Model,data);         % pe returns the prediction errors 
yp = predict(Model,ECG); 
compare(Model,ECG,2); 
set(0,'defaultlinelinewidth',2.5) 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 18) 
print(gcf, '-depsc', '-r400', '2'); 
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%% ARMA modeling of order 3 
x=ECGs(1:1000,1,1); 
orders=[4,4]; 
ECG=iddata(x); 
Model=armax(data,orders);      % m is a structure with the model stuff in it 
bode(m,'r',etfe(ECG,20),'b'); 
resids=pe(Model,data);         % pe returns the prediction errors 
yp = predict(Model,ECG); 
compare(Model,ECG,3); 
set(0,'defaultlinelinewidth',2.5) 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 18) 
print(gcf, '-depsc', '-r400', '3'); 
%% ARMA modeling of order 4 
x=ECGs(1:1000,1,1); 
orders=[4,4]; 
ECG=iddata(x); 
Model=armax(data,orders);      % m is a structure with the model stuff in it 
bode(m,'r',etfe(ECG,20),'b'); 
resids=pe(Model,data);         % pe returns the prediction errors 
yp = predict(Model,ECG); 
compare(Model,ECG,4); 
set(0,'defaultlinelinewidth',2.5) 
grid on 
set(0,'DefaultAxesFontName', 'Times New Roman') 
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set(0,'DefaultAxesFontSize', 18) 
print(gcf, '-depsc', '-r400', '4'); 
%% Correlcation method to pick ARMA orders of AR and MA. 
load ECGs 
Z=ECGs(1:1000,1,1); % choice data to analays 
figure %http://people.duke.edu/~rnau/411arim3.htm 
subplot(2,1,1) 
autocorr(Z) 
subplot(2,1,2) 
parcorr(Z) 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
print('-dpdf','SandPcorr.pdf') 
saveas(gcf,'SandPcorr'); 
%% AIC method to pick orders for AR 
%% PSD of signal model and ECG signal for AR(1) 
x=ECGs(1:1000,1,1); 
[d1,p1] = aryule(x,1); 
[H1,w1]=freqz(sqrt(p1),d1); 
periodogram(x); hold on; 
hp = plot(w1/pi,20*log10(2*abs(H1)/(2*pi)),'r'); % Scale to make one-sided PSD 
set(hp,'LineWidth',2); 
xlabel('Normalized frequency (\times \pi rad/sample)') 
ylabel('One-sided PSD (dB/rad/sample)') 
legend('PSD estimate of ECG signal','PSD of AR(1) model output') 
print(gcf, '-depsc', '-r400', '1'); 
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saveas(gcf,'ar1'); 
%% PSD of signal model and ECG signal for AR(2) 
x=ECGs(1:1000,1,1); 
[d1,p1] = aryule(x,2); 
[H1,w1]=freqz(sqrt(p1),d1); 
periodogram(x); hold on; 
hp = plot(w1/pi,20*log10(2*abs(H1)/(2*pi)),'r'); % Scale to make one-sided PSD 
set(hp,'LineWidth',2); 
xlabel('Normalized frequency (\times \pi rad/sample)') 
ylabel('One-sided PSD (dB/rad/sample)') 
legend('PSD estimate of ECG signal','PSD of AR(2) model output') 
print(gcf, '-depsc', '-r400', '2'); 
saveas(gcf,'ar2'); 
%% PSD of signal model and ECG signal for AR(3) 
x=ECGs(1:1000,1,1); 
[d1,p1] = aryule(x,3); 
[H1,w1]=freqz(sqrt(p1),d1); 
figure 
periodogram(x); hold on; 
hp = plot(w1/pi,20*log10(2*abs(H1)/(2*pi)),'r'); % Scale to make one-sided PSD 
set(hp,'LineWidth',2); 
xlabel('Normalized frequency (\times \pi rad/sample)') 
ylabel('One-sided PSD (dB/rad/sample)') 
legend('PSD estimate of ECG signal','PSD of AR(3) model output') 
print(gcf, '-depsc', '-r400', '1'); 
saveas(gcf,'ar3'); 
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%% PSD of signal model and ECG signal for AR(4) 
x=ECGs(1:1000,1,1); 
[d1,p1] = aryule(x,4); 
[H1,w1]=freqz(sqrt(p1),d1); 
figure 
periodogram(x); hold on; 
hp = plot(w1/pi,20*log10(2*abs(H1)/(2*pi)),'r'); % Scale to make one-sided PSD 
set(hp,'LineWidth',2); 
xlabel('Normalized frequency (\times \pi rad/sample)') 
ylabel('One-sided PSD (dB/rad/sample)') 
legend('PSD estimate of ECG signal','PSD of AR(4) model output') 
print(gcf, '-depsc', '-r400', '1'); 
saveas(gcf,'a4'); 
%% AIC numbers estimation for differtent AR orders 
x=ECGs(1:1000,1,1); 
plot(x); 
Spec = garchset('R',3,'VarianceModel','Constant'); 
[Coeff,Errors,LLF]  = garchfit(Spec,x); 
plot(Coeff.AR,'r*'); 
plot(Coeff.Errors,'r*') 
garchdisp(Coeff,Errors) 
y=  aicbic(LLF,garchcount(Coeff)); % results of AIC and BIC smallest is better fit for model 
y=aic(LLF,1000,3); 
%% AIC for order 1 
x=ECGs(1:1000,1,1); 
Spec = garchset('R',1,'VarianceModel','Constant'); 
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[Coeff,Errors,LLF]  = garchfit(Spec,x); 
garchdisp(Coeff,Errors) 
aic1=  aicbic(LLF,garchcount(Coeff)); % results of AIC and BIC smallest is better fit for model 
%% AIC for order 2 
x=ECGs(1:1000,1,1); 
Spec = garchset('R',2,'VarianceModel','Constant'); 
[Coeff,Errors,LLF]  = garchfit(Spec,x); 
garchdisp(Coeff,Errors) 
aic2=  aicbic(LLF,garchcount(Coeff)); % results of AIC and BIC smallest is better fit for model 
%% AIC for order 3 
x=ECGs(1:1000,1,1); 
Spec = garchset('R',3,'VarianceModel','Constant'); 
[Coeff,Errors,LLF]  = garchfit(Spec,x); 
garchdisp(Coeff,Errors) 
aic3=  aicbic(LLF,garchcount(Coeff)); % results of AIC and BIC smallest is better fit for model 
%% AIC for order 4 
x=ECGs(1:1000,1,1); 
Spec = garchset('R',4,'VarianceModel','Constant'); 
[Coeff,Errors,LLF]  = garchfit(Spec,x); 
garchdisp(Coeff,Errors) 
aic4=  aicbic(LLF,garchcount(Coeff)); % results of AIC and BIC smallest is better fit for model 
%% Extract analytic features for Biometric ECG system 
load ECGs 
no_classes = 1; 
no_signals = 13; 
no_values=8000; 
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%% 
% Main set  
ECGmain = zeros(no_values,no_signals,no_classes); 
   for j=1:no_signals 
       x=ECGs(1:8000,j,1); 
       Fs=500; 
       fc=0.1;% cut off frequency 
       w=2*pi*fc;% convert to radians per second 
       fn=25; %nyquivst freque1:ncy = sample frequency/2; 
       order = 6; %6th order filter, high pass 
       [b14 a14]=butter(order,(w/fn),'high'); 
       x1=filtfilt(b14,a14,x); 
       ECGmain(:,j,1)=x1; 
   end 
%% 
  % Test set 
ECGtest = zeros(no_values,no_signals,no_classes); 
   for j=1:no_signals 
       x=ECGs(8001:16000,j,1); 
       Fs=500; 
       fc=0.1;% cut off frequency 
       w=2*pi*fc;% convert to radians per second 
       fn=25; %nyquivst freque1:ncy = sample frequency/2; 
       order = 6; %6th order filter, high pass 
       [b14 a14]=butter(order,(w/fn),'high'); 
       x1=filtfilt(b14,a14,x); 
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       ECGtest(:,j,1)=x1; 
   end 
%% QRS detection     
%% 
%  QRS for main set 
     QRSmain = zeros(26,13); 
     Km = []; 
   for i=1:13 
       x1=ECGmain(:,i); 
       qrs1=nqrsdetect(x1,500); 
       Q1 = qrs1; 
       K = length(Q1); 
       Km = [Km K]; 
       for k = 1:K 
            QRSmain(k,i) = qrs1(k); 
       end 
   end 
  %%  
%  QRS for test set 
   QRStest = zeros(26,13); 
     Km = []; 
   for i=1:13 
       x1=ECGtest(:,i); 
       qrs1=nqrsdetect(x1,500); 
       Q1 = qrs1; 
       K = length(Q1); 
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       Km = [Km K]; 
       for k = 1:K 
            QRStest(k,i) = qrs1(k); 
       end 
   end 
   %% 
 % QRS for main set plot 
  x1=ECGmain(:,10); 
  NR = x1; 
  Q1=QRSmain(:,10); 
  ind = find(Q1, 1, 'last'); 
  samp = 1:length(NR); 
  figure 
  plot(NR); hold on; 
  plot(samp(Q1(1:ind)),NR(Q1(1:ind)),'r*'); 
  print(gcf, '-depsc', '-r600', 'QRSfinal'); 
%           title('QRS Detection') 
 %%      
% QRS for test set plot 
  x1=ECGtest(:,2); 
  NR = x1; 
  Q1=QRStest(:,2); 
  ind = find(Q1, 1, 'last'); 
  samp = 1:length(NR); 
  figure 
 plot(NR); hold on; 
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 plot(samp(Q1(1:ind)),NR(Q1(1:ind)),'r*'); 
 title('QRS Detection') 
     %% Window estimation 
     %% 
    % Window estimation of main set 
ECGwmain=zeros(300,14,13); 
windowmain=zeros(1,13); 
       for i=1:13 
           w1=QRSmain(5,i)-QRSmain(4,i); %window size 
           windowmain(1,i)=w1; 
           w2=w1/2; % half the window size 
           x=ECGmain(:,i); 
           for j=1:14 
             y1=x(QRSmain(j,i)-w2:QRSmain(j,i)+w2); 
             ECGwmain(1:w1+1,j,i)=y1; 
           end 
 end 
 %% 
 % Window estimation of test set 
       ECGwtest=zeros(300,14,13); 
       windowtest=zeros(1,13); 
       for i=1:13 
           w11=QRStest(5,i)-QRStest(4,i); %window size 
           windowtest(1,i)=w11; 
           w22=w11/2; % half the window size 
           x=ECGtest(:,i); 
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           for j=1:14 
             y11=x(QRStest(j,i)-w22:QRStest(j,i)+w22); 
             ECGwtest(1:w11+1,j,i)=y11; 
           end 
       end 
   %% %% Main set window estimation plot 
        qq=ECGwmain(:,:,2); 
        qq1=ECGwmain(:,:,4); 
        qq2=ECGwmain(:,:,5); 
        qq3=ECGwmain(:,:,6); 
       figure 
       surf(qq); hold on 
        az = -69; 
       el = 20; 
       view(az, el); 
       set(0,'DefaultAxesFontName', 'Times New Roman') 
       set(0,'DefaultAxesFontSize', 16) 
       xlabel('Beat number'); 
       ylabel('Sample number'); 
       zlabel('Amplitude'); 
print -depsc -r200 -loose window1.eps  
       figure 
       surf(qq1); hold on 
         az = -69; 
       el = 20; 
       view(az, el); 
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       set(0,'DefaultAxesFontName', 'Times New Roman') 
       set(0,'DefaultAxesFontSize', 16) 
       xlabel('Beat number'); 
       ylabel('Sample number'); 
       zlabel('Amplitude'); 
print -depsc -r200 -loose window2.eps  
       figure 
       surf(qq2); hold on 
         az = -69; 
       el = 20; 
       view(az, el); 
       set(0,'DefaultAxesFontName', 'Times New Roman') 
       set(0,'DefaultAxesFontSize', 16) 
       xlabel('Beat number'); 
       ylabel('Sample number'); 
       zlabel('Amplitude'); 
print -depsc -r200 -loose window3.eps  
       figure 
       surf(qq3); hold on 
         az = -69; 
       el = 20; 
       view(az, el); 
       set(0,'DefaultAxesFontName', 'Times New Roman') 
       set(0,'DefaultAxesFontSize', 16) 
       xlabel('Beat number'); 
       ylabel('Sample number'); 
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       zlabel('Amplitude'); 
   print -depsc -r200 -loose window4.eps  
%% 
 %%  %%  Extract Time and Amplitude parameters  
    %Extract Amplitudes for main set 
      Ammain=zeros(5,14,13); % Amplitude 
        for i=1:14 
          for j=1:13 
           x=ECGwmain(:,i,j); 
      % Amplitude parameters. 
        
              r=max(x); % R amplitude or maximum amplitude 
              p=max(x(5:windowmain(1,j)/2-30)); 
              q=min(x(10:windowmain(1,j)/2)); 
              s=min(x(windowmain(1,j)/2:(windowmain(1,j)/2+60))); 
              t=max(x(windowmain(1,j)/2+40:end)); 
              tot=[p,q,r,s,t]; 
              Ammain(:,i,j)=tot; 
          end 
        end    
            %% Extract Amplitudes for test set 
             Amtest=zeros(5,14,13); % Amplitude 
        for i=1:14 
          for j=1:13 
              x=ECGwtest(:,i,j); 
      % Amplitude parameters. 
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              r=max(x); % R amplitude or maximum amplitude 
              p=max(x(5:windowtest(1,j)/2-30)); 
              q=min(x(10:windowtest(1,j)/2)); 
              s=min(x(windowtest(1,j)/2:(windowtest(1,j)/2+60))); 
              t=max(x(windowtest(1,j)/2+40:end)); 
              tot=[p,q,r,s,t]; 
              Amtest(:,i,j)=tot; 
          end 
        end    
         %% Time parameters . 
               %% Temporal parameters of main set 
      Timain=zeros(8,14,13); % Time 
      for i=1:13 
          for j=1:14 
              x=ECGwmain(:,j,i); 
                for k=1:length(x) 
                 if  x(k)==max(x(5:windowmain(1,i)/2-30));% Finding P time 
                 Tp=k; 
                 end 
                 if  x(k)==min(x(10:windowmain(1,i)/2)); % Finding Q time 
                 Tq=k; 
                 end 
                 if  x(k)==max(x); % Finding R time 
                 Tr=k; 
                 end 
                 if  x(k)==min(x(windowmain(1,i)/2:(windowmain(1,i)/2+60))); % Finding S time 
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                 Ts=k; 
                 end 
                 if  x(k)==max(x(windowmain(1,i)/2+40:end));% Finding T time 
                 Tt=k; 
                 end 
                end 
                 Tpq=Tq-Tp; 
                 Tpr=Tr-Tp; 
                 Tps=Ts-Tq; 
                 Tpt=Ts-Tp; 
                 Ttr=Tt-Tr; 
                 Ttq=Tt-Tq; 
                 Tts=Tt-Ts; 
                 Tqrs=Ts-Tq; 
                 Totti=[Tpq,Tpt,Tps,Tpt,Ttr,Ttq,Tts,Tqrs]; 
                 Timain(:,j,i)=Totti; 
                end 
           end 
               %% Temporal parameters of test set 
          Titest=zeros(8,14,13); % Time 
      for i=1:13 
          for j=1:14 
              x=ECGwtest(:,j,i); 
                for k=1:length(x) 
                 if  x(k)==max(x(5:windowtest(1,i)/2-30));% Finding P time 
                 Tp=k; 
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                 end 
                 if  x(k)==min(x(10:windowtest(1,i)/2)); % Finding Q time 
                 Tq=k; 
                 end 
                 if  x(k)==max(x); % Finding R time 
                 Tr=k; 
                 end 
                 if  x(k)==min(x(windowtest(1,i)/2:(windowtest(1,i)/2+60))); % Finding S time 
                 Ts=k; 
                 end 
                 if  x(k)==max(x(windowtest(1,i)/2+40:end));% Finding T time 
                 Tt=k; 
                 end 
                end 
                 Tpq=Tq-Tp; 
                 Tpr=Tr-Tp; 
                 Tps=Ts-Tq; 
                 Tpt=Ts-Tp; 
                 Ttr=Tt-Tr; 
                 Ttq=Tt-Tq; 
                 Tts=Tt-Ts; 
                 Tqrs=Ts-Tq; 
                 Totti=[Tpq,Tpt,Tps,Tpt,Ttr,Ttq,Tts,Tqrs]; 
                 Titest(:,j,i)=Totti; 
                end 
           end 
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       %% Width of T and Q 
       %% Test Wdith eatimation of T and Q 
            Wimain=zeros(2,14,13); 
           for i= 1:14 
            for j=1:13 
                  x=ECGwmain(:,i,j); 
                    for k=1:length(x) 
                   if  x(k)==min(x(10:windowmain(1,j)/2)) % Finding q time 
                   Tq=k; 
                   end 
                   if  x(k)==max(x(windowmain(1,j)/2+40:end)); % Finding T time 
                   Tr=k; 
                   end 
                   end 
                     for k=1:Tq 
                     if  x(k)< 0; % Finding first zero point of P. 
                     Tp1=k; 
                     end 
                     end 
                     for k=Tq:Tq+20 
                     if  x(k)> 0; % Finding second zero point of P. 
                     Tp2=k; 
                     end 
                     end 
                     for k=1:Tr 
                     if  x(k)< 0; % Finding first zero point of T. 
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                     Tr1=k; 
                     end 
                     end 
                     for k=Tr:Tr+20 
                     if  x(k)> 0; % Finding second zero point of T. 
                     Tr2=k; 
                     end 
                     end 
                      
                     Tqq=Tp2-Tp1; 
                     Ttt=Tr2-Tr1; 
                     totwi=[Tqq,Ttt]; 
                     Wimain(:,i,j)=totwi; 
            end 
           end 
            %% Test Wdith eatimation of T and Q 
            Witest=zeros(2,14,13); 
           for i= 1:14 
            for j=1:13 
                  x=ECGwtest(:,i,j); 
                    for k=1:length(x) 
                   if  x(k)==min(x(10:windowtest(1,j)/2)) % Finding q time 
                   Tq=k; 
                   end 
                   if  x(k)==max(x(windowtest(1,j)/2+40:end)); % Finding T time 
                   Tr=k; 
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                   end 
                   end 
                     for k=1:Tq 
                     if  x(k)< 0; % Finding first zero point of P. 
                     Tp1=k; 
                     end 
                     end 
                     for k=Tq:Tq+20 
                     if  x(k)> 0; % Finding second zero point of P. 
                     Tp2=k; 
                     end 
                     end 
                     for k=1:Tr 
                     if  x(k)< 0; % Finding first zero point of T. 
                     Tr1=k; 
                     end 
                     end 
                     for k=Tr:Tr+20 
                     if  x(k)> 0; % Finding second zero point of T. 
                     Tr2=k; 
                     end 
                     end 
                     Tqq=Tp2-Tp1; 
                     Ttt=Tr2-Tr1; 
                     totwi=[Tqq,Ttt]; 
                     Witest(:,i,j)=totwi; 
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            end 
           end 
           %%  main Ar modeling paramters 
           % Main AR exctraction 
           ARmain=zeros(4,j,i); 
           for i =1:13 
               for j=1:14 
                   x=ECGwmain(:,j,i); 
            beat = x; 
            data = iddata(beat); 
            m = ar(data,3);                 % extract AR parameters 
            residuals = pe(m,data); 
            E = sum(abs(residuals.OutputData).^2); 
            N = length(residuals.OutputData); 
            Pw = E/N;             
            % save estimated AR parameters and 
            % add patient/signal number and class label 
           ARmain(:,j,i) =  polydata(m);        
               end 
           end 
           %%  % Test AR exctraction 
           ARtest=zeros(4,j,i); 
           for i =1:13 
               for j=1:14 
                   x=ECGwtest(:,j,i); 
            beat = x; 
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            data = iddata(beat); 
            m = ar(data,3);                 % extract AR parameters 
            residuals = pe(m,data); 
            E = sum(abs(residuals.OutputData).^2); 
            N = length(residuals.OutputData); 
            Pw = E/N;             
            % save estimated AR parameters and 
            % add patient/signal number and class label 
           ARtest(:,j,i) =  polydata(m);        
               end 
           end 
 %% plot Analytic features 
load ECGf 
A=ECGf(1:4000,2); 
z=zeros(100,1); 
A=[z;A;z]; 
[c,l]=wavedec(A,4,'db4'); 
ca1=appcoef(c,l,'db4',1); 
ca2=appcoef(c,l,'db4',2); 
ca3=appcoef(c,l,'db4',3); 
ca4=appcoef(c,l,'db4',4); 
m1=max(ca2)*.60; 
P=find(ca2>=m1); 
P1=P;  
P2=[];  
last=P1(1); 
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P2=[P2 last]; 
for(i=2:1:length(P1)) 
    if(P1(i)>(last+10)) 
% In this step we find R peaks which are atleast 10 samples apart 
    last=P1(i); 
    P2=[P2 last]; 
    end 
end 
P3=P2*4; %Multiply the current location with 4 to get the actual scale. 
Rloc=[]; 
for( i=1:1:length(P3)) 
  range= [P3(i)-20:P3(i)+20] 
%Search within a window of +-20 samples in the original signal with reference to up scaled  R 
locations detected in downsampled signal. 
    m=max(A(range)); 
    l=find(A(range)==m); 
    pos=range(l); 
    Rloc=[Rloc pos]; 
end 
%% R Location 
ind = find(Rloc, 1, 'last'); 
samp = 1:length(A); 
figure 
plot(A(1:4000)); hold on; 
plot(samp(Rloc(1:16)),A(Rloc(1:16)),'r*'); 
title('QRS Detection') 
%% 
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X=Rloc; 
y1=A; 
for(i=1:1:1) % If you have a 12 lead data than, for(i=1:1:12) 
for(j=1:1:length(X)) 
    a=Rloc(i,j)-100:Rloc(i,j)-10; 
    m=max(y1(a)); 
    b=find(y1(a)==m); 
    b=b(1); 
    b=a(b); 
    Ploc(i,j)=b; 
    Pamp(i,j)=m; 
%The minima in the Window of   Rloc-100 to Rloc-10  is essentially the Q peak.  
    %% Q  Detection 
    a=Rloc(i,j)-50:Rloc(i,j)-10; 
    m=min(y1(a)); 
    b=find(y1(a)==m); 
    b=b(1); 
    b=a(b); 
    Qloc(i,j)=b; 
    Qamp(i,j)=m; 
%With similar logic you  can detect the S and T peaks. 
    %% S  Detection 
    a=Rloc(i,j)+5:Rloc(i,j)+50; 
    m=min(y1(a)); 
    b=find(y1(a)==m); 
    b=b(1); 
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    b=a(b); 
    Sloc(i,j)=b; 
    Samp(i,j)=m; 
    %% T Peak 
    a=Rloc(i,j)+25:Rloc(i,j)+100; 
    m=max(y1(a)); 
    b=find(y1(a)==m); 
    b=b(1); 
    b=a(b); 
    Tloc(i,j)=b; 
    Tamp(i,j)=m; 
end 
end 
%%  plotting P ,Q ,R , S ,T  
   ind1 = find(Qloc, 1, 'last'); 
   figure 
   plot(A(1:4000)); hold on; 
   plot(samp(Qloc(1:ind1-1)),A(Qloc(1:ind1-1)),'r*');hold on       
   set(0,'DefaultAxesFontName', 'Times New Roman') 
   set(0,'DefaultAxesFontSize', 14) 
   print('-dpdf','Q Detection.pdf') 
     %%  title T Peak Detection plot  
 ind2 = find(Tloc, 1, 'last'); 
 figure 
 plot(A(1:4000)); hold on; 
 plot(samp(Tloc(1:ind2-1)),A(Tloc(1:ind2-1)),'r*');hold on  
 226 
 
 set(0,'DefaultAxesFontName', 'Times New Roman') 
 set(0,'DefaultAxesFontSize', 14) 
 print('-dpdf','T Detection.pdf') 
 saveas(gcf,'T Detection'); 
 %% P Peak Detection plot 
  ind3 = find(Ploc, 1, 'last'); 
  figure 
  plot(A(1:4000)); hold on; 
  plot(samp(Ploc(1:ind3-1)),A(Ploc(1:ind3-1)),'r*');hold on 
  set(0,'DefaultAxesFontName', 'Times New Roman') 
  set(0,'DefaultAxesFontSize', 14) 
  %% S Peak Detection plot  
   ind4 = find(Sloc, 1, 'last'); 
   figure 
   plot(A(1:4000)); hold on; 
   plot(samp(Sloc(1:ind4-1)),A(Sloc(1:ind4-1)),'r*');hold on   
   set(0,'DefaultAxesFontName', 'Times New Roman') 
   set(0,'DefaultAxesFontSize', 14) 
%% Chapter five (Classification results of ECG classification and 
%% biometric) 
load ARs 
%% Classification results of AR(3) for ECG classification system  
cl2 = find(ARs(:,6)==2,1,'first');  % start of second data cluster 
cl3 = find(ARs(:,6)==3,1,'first');  % start of third data cluster 
figure; 
scatter3(ARs(1:cl2-1,2), ARs(1:cl2-1,3), ARs(1:cl2-1,4),'b'); hold on; 
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scatter3(ARs(cl2:cl3-1,2), ARs(cl2:cl3-1,3), ARs(cl2:cl3-1,4),'r'); 
scatter3(ARs(cl3:end,2), ARs(cl3:end,3), ARs(cl3:end,4),'m'); 
xlabel('a1') 
ylabel('a2') 
zlabel('a3') 
hleg1 = legend('N','AV','AVR'); 
%% Classification results of AR(2) for ECG classification system  
print('-depsc','-tiff','-r300','picture2') 
cl2 = find(ARs(:,6)==2,1,'first');  % start of second data cluster 
cl3 = find(ARs(:,6)==3,1,'first');  % start of third data cluster 
figure; 
scatter(ARs(1:cl2-1,2), ARs(1:cl2-1,3),'b'); hold on; 
scatter(ARs(cl2:cl3-1,2), ARs(cl2:cl3-1,3), 'r'); 
scatter(ARs(cl3:end,2), ARs(cl3:end,3), 'm'); 
grid on 
xlabel('a1') 
ylabel('a2') 
zlabel('a3') 
hleg1 = legend('N','AV','AVR'); 
%% SVM classification results for ECG classification system for a2 and a3 
sv1=ARs(1:cl2-1,2:4); 
sv2=ARs(cl2:cl3+1,2:4); 
sv3=ARs(cl3:end,2:4); 
tr=[sv1(1:100,2:3);sv2(1:100,2:3);sv3(1:100,2:3)]; % train set 
data=tr; 
z=zeros(100,1); 
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z1=z+1; 
g=[z1;z;z]; 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
        % Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
xlabel('a_2');  
ylabel('a_3'); 
grid on     
print(gcf, '-depsc', '-r600', 'mata.eps'); 
%% 
%% SVM classification results for ECG classification system for a1 and a2 
sv1=ARs(1:2340,2:4); 
sv2=ARs(2341:4680,2:4); 
sv3=ARs(4681:end,2:4); 
tr=[sv1(1:100,1:2);sv2(1:100,1:2);sv3(1:100,1:2)]; 
data=tr; 
z=zeros(100,1); 
z1=z+1; 
g=[z1;z;z]; 
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set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier     
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
xlabel('a_1');  
ylabel('a_2'); 
grid on 
print(gcf, '-depsc', '-r600', 'mata.eps'); 
%% ARMA model for ECG classification  
load ARMAs 
%%  
ARs=ARMAs; 
cl2 =2340; 
cl3 =4680; 
cl2=2340; 
cl3=4680; 
figure; 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 18) 
scatter3(ARs(1:cl2-1,2), ARs(1:cl2-1,3), ARs(1:cl2-1,4),'b'); hold on; 
 230 
 
scatter3(ARs(cl2:cl3-1,2), ARs(cl2:cl3-1,3), ARs(cl2:cl3-1,4),'r'); hold on 
scatter3(ARs(cl3:end,2), ARs(cl3:end,3), ARs(cl3:end,4),'m'); hold on 
legend('N', 'AV','AVR'); 
% title('ARMA Parameters for all ECG signals'); 
zlabel('Patient number'); 
ylabel('MA coefficants'); 
xlabel('AR coefficants'); 
%% SVM classification results of ARMA 
sv1=ARs(1:2340,2:3); 
sv2=ARs(2341:4680,2:3); 
sv3=ARs(4681:end,2:3); 
tr=[sv1(1:100,1:2);sv2(1:100,1:2);sv3(1:100,1:2)]; 
data=tr; 
z=zeros(100,1); 
z1=z+1; 
g=[z1;z;z]; 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 16) 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier  
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
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xlabel('AR');  
ylabel('MA'); 
%% Results of ECG Biometric  
load Timain 
load Titest 
load Ammain 
load Amtest 
load Wimain 
load Witest 
load ARmain 
load ARtest 
%% Arrange analytic and modelling features for scatter3 command in Matlab: 
Totalmain=[Ammain;Timain;Wimain;ARmain(2:4,:,:)]; 
Totaltest=[Amtest;Titest;Witest;ARtest(2:4,:,:)]; 
Classmain=[]; 
Classtest=[]; 
for i=1:13 
   for j=1:14 
     w=Totalmain(:,j,i); 
     Classmain=[Classmain , w]; 
   end 
end 
for i=1:13 
    for j=1:14 
     w=Totaltest(:,j,i); 
     Classtest=[Classtest , w]; 
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     end 
 end 
Classmain=transpose(Classmain); 
Classtest=transpose(Classtest); 
%% Amplitude parameters 
%% PQRST Amplitude of trainging set 
figure; 
scatter3(Classmain(15:28,1), Classmain(15:28,2), Classmain(15:28,3),'r'); hold on; 
scatter3(Classmain(29:42,1), Classmain(29:42,2), Classmain(29:42,3),'b'); hold on; 
scatter3(Classmain(43:56,1), Classmain(43:56,2), Classmain(43:56,3),'c'); hold on; 
scatter3(Classmain(57:70,1), Classmain(57:70,2), Classmain(57:70,3),'g'); hold on; 
scatter3(Classmain(71:84,1), Classmain(71:84,2), Classmain(71:84,3),'k'); hold on; 
scatter3(Classmain(85:98,1), Classmain(85:98,2), Classmain(85:98,3),'y'); hold on; 
scatter3(Classmain(99:112,1), Classmain(99:112,2), Classmain(99:112,3),'y*'); hold on; 
scatter3(Classmain(113:126,1), Classmain(113:126,2), Classmain(113:126,3),'k*'); hold on; 
scatter3(Classmain(127:140,1), Classmain(127:140,2), Classmain(127:140,3),'g*'); hold on; 
scatter3(Classmain(169:182,1), Classmain(169:182,2), Classmain(169:182,3),'c*'); hold on; 
 
scatter3(Classmain(15:28,4), Classmain(15:28,5), Classmain(15:28,3),'r'); hold on; 
scatter3(Classmain(29:42,4), Classmain(29:42,5), Classmain(29:42,3),'b'); hold on; 
scatter3(Classmain(43:56,4), Classmain(43:56,5), Classmain(43:56,3),'c'); hold on; 
scatter3(Classmain(57:70,4), Classmain(57:70,5), Classmain(57:70,3),'g'); hold on; 
scatter3(Classmain(71:84,4), Classmain(71:84,5), Classmain(71:84,3),'k'); hold on; 
scatter3(Classmain(85:98,4), Classmain(85:98,5), Classmain(85:98,3),'y'); hold on; 
scatter3(Classmain(99:112,4), Classmain(99:112,5), Classmain(99:112,3),'y*'); hold on; 
scatter3(Classmain(113:126,4), Classmain(113:126,5), Classmain(113:126,3),'k*'); hold on; 
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scatter3(Classmain(127:140,4), Classmain(127:140,5), Classmain(127:140,3),'g*'); hold on; 
scatter3(Classmain(169:182,4), Classmain(169:182,5), Classmain(169:182,3),'c*'); hold on; 
figureHandle = gcf; 
set(findall(figureHandle,'type','text'),'fontSize',20,'fontWeight','bold') 
      title('P Q R S T trainging'); 
%% 
%% PQRST Amplitude of test set 
figure; 
scatter3(Classtest(15:28,1), Classtest(15:28,2), Classtest(15:28,3),'r'); hold on; 
scatter3(Classtest(29:42,1), Classtest(29:42,2), Classtest(29:42,3),'b'); hold on; 
scatter3(Classtest(43:56,1), Classtest(43:56,2), Classtest(43:56,3),'c'); hold on; 
scatter3(Classtest(57:70,1), Classtest(57:70,2), Classtest(57:70,3),'g'); hold on; 
scatter3(Classtest(71:84,1), Classtest(71:84,2), Classtest(71:84,3),'k'); hold on; 
scatter3(Classtest(85:98,1), Classtest(85:98,2), Classtest(85:98,3),'y'); hold on; 
scatter3(Classtest(99:112,1), Classtest(99:112,2), Classtest(99:112,3),'y*'); hold on; 
scatter3(Classtest(113:126,1), Classtest(113:126,2), Classtest(113:126,3),'k*'); hold on; 
scatter3(Classtest(127:140,1), Classtest(127:140,2), Classtest(127:140,3),'g*'); hold on; 
scatter3(Classtest(169:182,1), Classtest(169:182,2), Classtest(169:182,3),'c*'); hold on; 
 
scatter3(Classtest(15:28,4), Classtest(15:28,5), Classtest(15:28,3),'r'); hold on; 
scatter3(Classtest(29:42,4), Classtest(29:42,5), Classtest(29:42,3),'b'); hold on; 
scatter3(Classtest(43:56,4), Classtest(43:56,5), Classtest(43:56,3),'c'); hold on; 
scatter3(Classtest(57:70,4), Classtest(57:70,5), Classtest(57:70,3),'g'); hold on; 
scatter3(Classtest(71:84,4), Classtest(71:84,5), Classtest(71:84,3),'k'); hold on; 
scatter3(Classtest(85:98,4), Classtest(85:98,5), Classtest(85:98,3),'y'); hold on; 
scatter3(Classtest(99:112,4), Classtest(99:112,5), Classtest(99:112,3),'y*'); hold on; 
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scatter3(Classtest(113:126,4), Classtest(113:126,5), Classtest(113:126,3),'k*'); hold on; 
scatter3(Classtest(127:140,4), Classtest(127:140,5), Classtest(127:140,3),'g*'); hold on; 
scatter3(Classtest(169:182,4), Classtest(169:182,5), Classtest(169:182,3),'c*'); hold on; 
title('P Q R S T test'); 
%% Time parameters  main set 
%% Time training set 
figure; 
scatter3(Classmain(15:28,6), Classmain(15:28,7), Classmain(15:28,8),'r'); hold on; 
scatter3(Classmain(29:42,6), Classmain(29:42,7), Classmain(29:42,8),'b'); hold on; 
scatter3(Classmain(43:56,6), Classmain(43:56,7), Classmain(43:56,8),'c'); hold on; 
scatter3(Classmain(57:70,6), Classmain(57:70,7), Classmain(57:70,8),'g'); hold on; 
scatter3(Classmain(71:84,6), Classmain(71:84,7), Classmain(71:84,8),'k'); hold on; 
scatter3(Classmain(85:98,6), Classmain(85:98,7), Classmain(85:98,8),'y'); hold on; 
scatter3(Classmain(99:112,6), Classmain(99:112,7), Classmain(99:112,8),'y*'); hold on; 
scatter3(Classmain(113:126,6), Classmain(113:126,7), Classmain(113:126,8),'k*'); hold on; 
scatter3(Classmain(127:140,6), Classmain(127:140,7), Classmain(127:140,8),'g*'); hold on; 
scatter3(Classmain(169:182,1), Classmain(169:182,7), Classmain(169:182,8),'c*'); hold on; 
 
scatter3(Classmain(15:28,9), Classmain(15:28,11), Classmain(15:28,10),'r'); hold on; 
scatter3(Classmain(29:42,9), Classmain(29:42,11), Classmain(29:42,10),'b'); hold on; 
scatter3(Classmain(43:56,9), Classmain(43:56,11), Classmain(43:56,10),'c'); hold on; 
scatter3(Classmain(57:70,9), Classmain(57:70,11), Classmain(57:70,10),'g'); hold on; 
scatter3(Classmain(71:84,9), Classmain(71:84,11), Classmain(71:84,10),'k'); hold on; 
scatter3(Classmain(85:98,9), Classmain(85:98,11), Classmain(85:98,10),'y'); hold on; 
scatter3(Classmain(99:112,9), Classmain(99:112,11), Classmain(99:112,10),'y*'); hold on; 
scatter3(Classmain(113:126,9), Classmain(113:126,11), Classmain(113:126,10),'k*'); hold on; 
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scatter3(Classmain(127:140,9), Classmain(127:140,11), Classmain(127:140,10),'g*'); hold on; 
scatter3(Classmain(169:182,9), Classmain(169:182,11), Classmain(169:182,10),'c*'); hold on; 
title('Time main parameters'); 
 %% Time test set  
figure; 
scatter3(Classtest(15:28,6), Classtest(15:28,7), Classtest(15:28,8),'r'); hold on; 
scatter3(Classtest(29:42,6), Classtest(29:42,7), Classtest(29:42,8),'b'); hold on; 
scatter3(Classtest(43:56,6), Classtest(43:56,7), Classtest(43:56,8),'c'); hold on; 
scatter3(Classtest(57:70,6), Classtest(57:70,7), Classtest(57:70,8),'g'); hold on; 
scatter3(Classtest(71:84,6), Classtest(71:84,7), Classtest(71:84,8),'k'); hold on; 
scatter3(Classtest(85:98,6), Classtest(85:98,7), Classtest(85:98,8),'y'); hold on; 
scatter3(Classtest(99:112,6), Classtest(99:112,7), Classtest(99:112,8),'y*'); hold on; 
scatter3(Classtest(113:126,6), Classtest(113:126,7), Classtest(113:126,8),'k*'); hold on; 
scatter3(Classtest(127:140,6), Classtest(127:140,7), Classtest(127:140,8),'g*'); hold on; 
scatter3(Classtest(169:182,6), Classtest(169:182,7), Classtest(169:182,8),'c*'); hold on; 
 
scatter3(Classtest(15:28,9), Classtest(15:28,11), Classtest(15:28,10),'r'); hold on; 
scatter3(Classtest(29:42,9), Classtest(29:42,11), Classtest(29:42,10),'b'); hold on; 
scatter3(Classtest(43:56,9), Classtest(43:56,11), Classtest(43:56,10),'c'); hold on; 
scatter3(Classtest(57:70,9), Classtest(57:70,11), Classtest(57:70,10),'g'); hold on; 
scatter3(Classtest(71:84,9), Classtest(71:84,11), Classtest(71:84,10),'k'); hold on; 
scatter3(Classtest(85:98,9), Classtest(85:98,11), Classtest(85:98,10),'y'); hold on; 
scatter3(Classtest(99:112,9), Classtest(99:112,11), Classtest(99:112,10),'y*'); hold on; 
scatter3(Classtest(113:126,9), Classtest(113:126,11), Classtest(113:126,10),'k*'); hold on; 
scatter3(Classtest(127:140,9), Classtest(127:140,11), Classtest(127:140,10),'g*'); hold on; 
scatter3(Classtest(169:182,9), Classtest(169:182,11), Classtest(169:182,10),'c*'); hold on; 
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title('Time test parameters');  
 
%%  AR  training  set 
figure; 
scatter3(Classmain(15:28,16), Classmain(15:28,17), Classmain(15:28,18),'r'); hold on; 
scatter3(Classmain(29:42,16), Classmain(29:42,17), Classmain(29:42,18),'b'); hold on; 
scatter3(Classmain(43:56,16), Classmain(43:56,17), Classmain(43:56,18),'c'); hold on; 
scatter3(Classmain(57:70,16), Classmain(57:70,17), Classmain(57:70,18),'g'); hold on; 
scatter3(Classmain(71:84,16), Classmain(71:84,17), Classmain(71:84,18),'k'); hold on; 
scatter3(Classmain(85:98,16), Classmain(85:98,17), Classmain(85:98,18),'y'); hold on; 
scatter3(Classmain(99:112,16), Classmain(99:112,17), Classmain(99:112,18),'y*'); hold on; 
scatter3(Classmain(113:126,16), Classmain(113:126,17), Classmain(113:126,18),'k*'); hold on; 
scatter3(Classmain(127:140,16), Classmain(127:140,17), Classmain(127:140,18),'g*'); hold on; 
scatter3(Classmain(169:182,16), Classmain(169:182,17), Classmain(169:182,18),'c*'); hold on; 
title('AR main parameters'); 
%% AR  test  set 
figure; 
scatter3(Classtest(15:28,16), Classtest(15:28,17), Classtest(15:28,18),'r'); hold on; 
scatter3(Classtest(29:42,16), Classtest(29:42,17), Classtest(29:42,18),'b'); hold on; 
scatter3(Classtest(43:56,16), Classtest(43:56,17), Classtest(43:56,18),'c'); hold on; 
scatter3(Classtest(57:70,16), Classtest(57:70,17), Classtest(57:70,18),'g'); hold on; 
scatter3(Classtest(77:84,16), Classtest(77:84,17), Classtest(77:84,18),'k'); hold on; 
scatter3(Classtest(85:98,16), Classtest(85:98,17), Classtest(85:98,18),'y'); hold on; 
scatter3(Classtest(99:112,16), Classtest(99:112,17), Classtest(99:112,18),'y*'); hold on; 
scatter3(Classtest(113:126,16), Classtest(113:126,17), Classtest(113:126,18),'k*'); hold on; 
scatter3(Classtest(127:140,16), Classtest(127:140,17), Classtest(127:140,18),'g*'); hold on; 
 237 
 
scatter3(Classtest(169:182,16), Classtest(169:182,17), Classtest(169:182,18),'c*'); hold on; 
hold on; 
title('AR test parameters');      
%% Width  training set 
figure; 
scatter3(Classmain(15:28,12), Classmain(15:28,13), Classmain(15:28,14),'r'); hold on; 
scatter3(Classmain(29:42,12), Classmain(29:42,13), Classmain(29:42,14),'b'); hold on; 
scatter3(Classmain(43:56,12), Classmain(43:56,13), Classmain(43:56,14),'c'); hold on; 
scatter3(Classmain(57:70,12), Classmain(57:70,13), Classmain(57:70,14),'g'); hold on; 
scatter3(Classmain(71:84,12), Classmain(71:84,13), Classmain(71:84,14),'k'); hold on; 
scatter3(Classmain(85:98,12), Classmain(85:98,13), Classmain(85:98,14),'y'); hold on; 
scatter3(Classmain(99:112,12), Classmain(99:112,13), Classmain(99:112,14),'y*'); hold on; 
scatter3(Classmain(113:126,12), Classmain(113:126,13), Classmain(113:126,14),'k*'); hold on; 
scatter3(Classmain(127:140,12), Classmain(127:140,13), Classmain(127:140,14),'g*'); hold on; 
scatter3(Classmain(169:182,12), Classmain(169:182,13), Classmain(169:182,14),'c*'); hold on; 
title('Width main parameters'); 
%% Width test set 
figure; 
scatter3(Classtest(15:28,12), Classtest(15:28,13), Classtest(15:28,14),'r'); hold on; 
scatter3(Classtest(29:42,12), Classtest(29:42,13), Classtest(29:42,14),'b'); hold on; 
scatter3(Classtest(43:56,12), Classtest(43:56,13), Classtest(43:56,14),'c'); hold on; 
scatter3(Classtest(57:70,12), Classtest(57:70,13), Classtest(57:70,14),'g'); hold on; 
scatter3(Classtest(77:84,12), Classtest(77:84,13), Classtest(77:84,14),'k'); hold on; 
scatter3(Classtest(85:98,12), Classtest(85:98,13), Classtest(85:98,14),'y'); hold on; 
scatter3(Classtest(99:112,12), Classtest(99:112,13), Classtest(99:112,14),'y*'); hold on; 
scatter3(Classtest(113:126,12), Classtest(113:126,13), Classtest(113:126,14),'k*'); hold on; 
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scatter3(Classtest(127:140,12), Classtest(127:140,13), Classtest(127:140,14),'g*'); hold on; 
scatter3(Classtest(169:182,12), Classtest(169:182,13), Classtest(169:182,14),'c*'); hold on; 
hold on; 
title('Width test parameters');      
%% K-nn Classification results for ECG biometric system 
mainAm=Classmain(:,1:5); 
testAm=Classtest(:,1:5); 
mainTi=Classmain(:,6:13); 
testTi=Classtest(:,6:13); 
mainWi=Classmain(:,14:15); 
testWi=Classtest(:,14:15); 
mainAR=Classmain(:,16:18); 
testAR=Classtest(:,16:18); 
MAIN=[mainAm,mainWi,mainAR]; 
TEST=[testAm,testWi,testAR]; 
%%  13 subjhects with all parameters  
MAIN=[mainAm,mainWi,mainAR,mainTi]; 
TEST=[testAm,testWi,testAR,testTi]; 
sp1=ones(1,14); 
group=[sp1,sp1+1,sp1+2,sp1+3,sp1+4,sp1+5,sp1+6,sp1+7,sp1+8,sp1+9,sp1+10,sp1+11,sp1+12]
; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,13,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
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%% 13 subjects with Wdith   
MAIN=[mainWi]; 
TEST=[testWi]; 
group=[sp1,sp1+1,sp1+2,sp1+3,sp1+4,sp1+5,sp1+6,sp1+7,sp1+8,sp1+9,sp1+10,sp1+11,sp1+12]
; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,13,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% 13 subjects with Amplitude 
MAIN=[mainAm]; 
TEST=[testAm]; 
group=[sp1,sp1+1,sp1+2,sp1+3,sp1+4,sp1+5,sp1+6,sp1+7,sp1+8,sp1+9,sp1+10,sp1+11,sp1+12]
; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,13,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
cp.NegativePredictiveValue 
%% 13 subjects with AM  and AR 
MAIN=[mainAm,mainAR]; 
TEST=[testAm,testAR]; 
group=[sp1,sp1+1,sp1+2,sp1+3,sp1+4,sp1+5,sp1+6,sp1+7,sp1+8,sp1+9,sp1+10,sp1+11,sp1+12]
; 
 240 
 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,13,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% SVM Classification for Biometric system 
load Total % load the matrix of all features extracted from 13 subjects   
 to1=Total(:,:,1); % assign parameters of subject 1  
 to2=Total(:,:,2); % assign parameters of subject 2 
 to3=Total(:,:,3); % assign parameters of subject 3 
 to4=Total(:,:,4); % assign parameters of subject 4 
 to5=Total(:,:,5); % assign parameters of subject 5 
 to6=Total(:,:,6); % assign parameters of subject 6 
 to7=Total(:,:,7); % assign parameters of subject 7 
 to8=Total(:,:,8); % assign parameters of subject 8 
 to9=Total(:,:,9); % assign parameters of subject 9 
 to10=Total(:,:,10); % assign parameters of subject 10 
 to11=Total(:,:,11); % assign parameters of subject 11 
 to12=Total(:,:,12); % assign parameters of subject 12 
 to13=Total(:,:,13); % assign parameters of subject 13 
 
  
 
 
tot3=[to3(:,1);to3(:,2);to3(:,3);to3(:,4);to3(:,5);to3(:,6);to3(:,7);to3(:,8);to3(:,9);to3(:,10);to3(:,1
1);to3(:,12);to3(:,13);to3(:,14)]; 
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tot4=[to4(:,1);to4(:,2);to4(:,3);to4(:,4);to4(:,5);to4(:,6);to4(:,7);to4(:,8);to4(:,9);to4(:,10);to4(:,1
1);to4(:,12);to4(:,13);to4(:,14)]; 
 
tot6=[to6(:,1);to6(:,2);to6(:,3);to6(:,4);to6(:,5);to6(:,6);to6(:,7);to6(:,8);to6(:,9);to6(:,10);to6(:,1
1);to6(:,12);to6(:,13);to6(:,14)]; 
 %% SVM classiication for the same subject 
tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7);to1(:,8);to1(:,9);to1(:,10);to1(:,1
1);to1(:,12);to1(:,13);to1(:,14)]; % save 14 beats parameters of subject 1 in tot1 
 
tot2=[to2(:,1);to2(:,2);to2(:,3);to2(:,4);to2(:,5);to2(:,6);to2(:,7);to2(:,8);to2(:,9);to2(:,10);to2(:,1
1);to2(:,12);to2(:,13);to2(:,14)]; % save 14 beats parameters of subect 2 in tot2 
tr=[tot1,tot2]; 
data=tr; 
z1=zeros(42,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
 
% Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
grid on 
xlabel('Extracted parameters of subject 1');  
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ylabel('Other extracted parameters of subject 1'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
%  print('-depsc','-tiff','-r300','same') 
 
 
 
 
 %% SVM classiication for the two different subjects 
  
tot11=[to1(:,1);to2(:,2);to3(:,3);to4(:,4);to5(:,5);to6(:,6);to7(:,7);to8(:,8);to9(:,9);to10(:,10);to11
(:,11);to12(:,12);to3(:,13);to4(:,14)]; % save 14 beats parameters of different subjects 
tr=[tot1,tot11]; 
data=tr; 
z1=zeros(84,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
groups=g; 
classes=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
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grid on 
xlabel('Extracted parameters of subject 1');  
ylabel('Extracted parameters of subject 2'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
%  print('-depsc','-tiff','-r300','different') 
%% ECG beat recognession for 13 subjects 
%  tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7)]; 
%  tot2=[to1(:,8);to1(:,9);to1(:,10);to1(:,11);to1(:,12);to1(:,13);to1(:,14)]; 
%   
%  
tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7);to1(:,8);to1(:,9);to1(:,10);to1(:,1
1);to1(:,12);to1(:,13);to1(:,14)]; 
%  
tot2=[to2(:,1);to2(:,2);to2(:,3);to2(:,4);to2(:,5);to2(:,6);to2(:,7);to2(:,8);to2(:,9);to2(:,10);to2(:,1
1);to2(:,12);to2(:,13);to2(:,14)]; 
%  
tot3=[to3(:,1);to3(:,2);to3(:,3);to3(:,4);to3(:,5);to3(:,6);to3(:,7);to3(:,8);to3(:,9);to3(:,10);to3(:,1
1);to3(:,12);to3(:,13);to3(:,14)]; 
%  
tot4=[to4(:,1);to4(:,2);to4(:,3);to4(:,4);to4(:,5);to4(:,6);to4(:,7);to4(:,8);to4(:,9);to4(:,10);to4(:,1
1);to4(:,12);to4(:,13);to4(:,14)]; 
%  
tot5=[to5(:,1);to5(:,2);to5(:,3);to5(:,4);to5(:,5);to5(:,6);to5(:,7);to5(:,8);to5(:,9);to5(:,10);to5(:,1
1);to5(:,12);to5(:,13);to5(:,14)]; 
%  
tot6=[to6(:,1);to6(:,2);to6(:,3);to6(:,4);to6(:,5);to6(:,6);to6(:,7);to6(:,8);to6(:,9);to6(:,10);to6(:,1
1);to6(:,12);to6(:,13);to6(:,14)]; 
%  
tot7=[to7(:,1);to7(:,2);to7(:,3);to7(:,4);to7(:,5);to7(:,6);to7(:,7);to7(:,8);to7(:,9);to7(:,10);to7(:,1
1);to7(:,12);to7(:,13);to7(:,14)]; 
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%  
tot6=[to8(:,1);to8(:,2);to8(:,3);to8(:,4);to8(:,5);to8(:,6);to8(:,7);to8(:,8);to8(:,9);to8(:,10);to8(:,1
1);to8(:,12);to8(:,13);to8(:,14)]; 
%  
tot6=[to6(:,1);to6(:,2);to6(:,3);to6(:,4);to6(:,5);to6(:,6);to6(:,7);to6(:,8);to6(:,9);to6(:,10);to6(:,1
1);to6(:,12);to6(:,13);to6(:,14)]; 
%% Beat recognession for subject 1 using SVM and knn 
 tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7)]; % save first 7 beats 
parameters of subject 1 
 tot2=[to1(:,8);to1(:,9);to1(:,10);to1(:,11);to1(:,12);to1(:,13);to1(:,14)]; % save second 7 beats 
parameters of subject 1 
 tr=[tot1,tot2]; 
data=tr; 
z1=zeros(42,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
grid on 
xlabel('Extracted parameters of subject 1');  
ylabel('Other extracted parameters of subject 1'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
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set(0,'DefaultAxesFontSize', 14) 
print('-depsc','-tiff','-r300','same') 
%% K-nn beat classification of subject 1  
MAIN=[tot2,tot1,tot1,tot2]; 
TEST=[tot2,tot1,tot1,tot2]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,4,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% Beat recognession for subject 2 using SVM and knn 
 tot1=[to4(:,1);to4(:,2);to4(:,3);to4(:,4);to4(:,5);to4(:,6);to4(:,7)]; % save first 7 beats 
parameters of subject 2 
 tot2=[to4(:,8);to4(:,9);to4(:,10);to4(:,11);to4(:,12);to4(:,13);to4(:,14)]; % save second 7 beats 
parameters of subject 2 
 tr=[tot1,tot2]; 
data=tr; 
z1=zeros(42,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
groups=g; 
 
% Randomly select training and test sets 
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[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
grid on 
xlabel('Extracted parameters of subject 2');  
ylabel('Other extracted parameters of subject 2'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
% print('-depsc','-tiff','-r300','same') 
 %% K-nn beat classification of subject 2 
MAIN=[tot2,tot1,tot1,tot2] 
TEST=[tot2,tot1,tot1,tot2]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
 
%% SVM Beat recognession for subject 3 
 tot1=[to9(:,1);to9(:,2);to9(:,3);to9(:,4);to9(:,5);to9(:,6);to9(:,7)]; % save first 7 beats 
parameters of subject 3 
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 tot2=[to9(:,8);to9(:,9);to9(:,10);to9(:,11);to9(:,12);to9(:,13);to9(:,14)]; % save second 7 beats 
parameters of subject 3 
 tr=[tot1,tot2]; 
data=tr; 
z1=zeros(42,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
grid on 
xlabel('Extracted parameters of subject 3');  
ylabel('Other extracted parameters of subject 3'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
% print('-depsc','-tiff','-r300','same') 
 
 
 %% K-nn beat classification of subject 3 
MAIN=[tot2,tot1,tot2,tot1]; 
TEST=[tot2,tot1,tot2,tot1]; 
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sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,4,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% SVM Beat recognession for subject 4 
 tot1=[to7(:,1);to7(:,2);to7(:,3);to7(:,4);to7(:,5);to7(:,6);to7(:,7)];  
 tot2=[to7(:,8);to7(:,9);to7(:,10);to7(:,11);to7(:,12);to7(:,13);to7(:,14)]; 
 tr=[tot1,tot2]; 
data=tr; 
z1=zeros(42,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier 
 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
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grid on 
xlabel('Extracted parameters of subject 4');  
ylabel('Other extracted parameters of subject 4'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
% print('-depsc','-tiff','-r300','same') 
%%   K-nn beat classification of subject 4 
MAIN=[tot1,tot2,tot1,tot2]; 
TEST=[tot1,tot2,tot1,tot2]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,4,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% Beat recognession for subject 5 
 tot1=[to6(:,1);to6(:,2);to6(:,3);to6(:,4);to6(:,5);to6(:,6);to6(:,7)]; 
 tot2=[to6(:,8);to6(:,9);to6(:,10);to6(:,11);to6(:,12);to6(:,13);to6(:,14)]; 
 tr=[tot1,tot2]; 
data=tr; 
z1=zeros(42,1); 
z2=z1+1; 
z3=z1+2; 
g=[z1;z2;z2]; 
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groups=g; 
% Randomly select training and test sets 
[train, test] = crossvalind('holdOut',groups); 
cp = classperf(groups); 
% Use a linear support vector machine classifier 
svmStruct = svmtrain(data(train,:),groups(train)); 
svmStruct = svmtrain(data(train,:),groups(train),'showplot',true); 
classes = svmclassify(svmStruct,data(test,:),'showplot',true); 
grid on 
xlabel('Extracted parameters of subject 5');  
ylabel('Other extracted parameters of subject 5'); 
set(0,'DefaultAxesFontName', 'Times New Roman') 
set(0,'DefaultAxesFontSize', 14) 
% print('-depsc','-tiff','-r300','same') 
%%  K-nn beat classification of subject 5 
MAIN=[tot2,tot1,tot1,tot2]; 
TEST=[tot2,tot1,tot1,tot2]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,4,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 1 and 2.  
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 tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7)]; 
 tot2=[to2(:,8);to2(:,9);to2(:,10);to2(:,11);to2(:,12);to2(:,13);to2(:,14)]; 
MAIN=[tot1,tot2]; 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 1 and 3.  
 tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7)]; 
 tot2=[to3(:,8);to3(:,9);to3(:,10);to3(:,11);to3(:,12);to3(:,13);to3(:,14)]; 
MAIN=[tot1,tot2]; 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 1 and 4.  
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 tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7)]; 
 tot2=[to4(:,8);to4(:,9);to4(:,10);to4(:,11);to4(:,12);to4(:,13);to4(:,14)]; 
MAIN=[tot1,tot2]; 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 1 and 5.  
 tot1=[to1(:,1);to1(:,2);to1(:,3);to1(:,4);to1(:,5);to1(:,6);to1(:,7)]; 
 tot2=[to5(:,8);to5(:,9);to5(:,10);to5(:,11);to5(:,12);to5(:,13);to5(:,14)]; 
MAIN=[tot1,tot2] 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 2 and 4.  
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 tot1=[to2(:,1);to2(:,2);to2(:,3);to2(:,4);to2(:,5);to2(:,6);to2(:,7)]; 
 tot2=[to4(:,8);to4(:,9);to4(:,10);to4(:,11);to4(:,12);to4(:,13);to4(:,14)]; 
MAIN=[tot1,tot2] 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 2 and 3.  
 tot1=[to2(:,1);to2(:,2);to2(:,3);to2(:,4);to2(:,5);to2(:,6);to2(:,7)]; 
 tot2=[to3(:,8);to3(:,9);to3(:,10);to3(:,11);to3(:,12);to3(:,13);to3(:,14)]; 
MAIN=[tot1,tot2] 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 2 and 5  
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 tot1=[to2(:,1);to2(:,2);to2(:,3);to2(:,4);to2(:,5);to2(:,6);to2(:,7)]; 
 tot2=[to5(:,8);to5(:,9);to5(:,10);to5(:,11);to5(:,12);to5(:,13);to5(:,14)]; 
MAIN=[tot1,tot2] 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 3 and 4  
 tot1=[to3(:,1);to3(:,2);to3(:,3);to3(:,4);to3(:,5);to3(:,6);to3(:,7)]; 
 tot2=[to4(:,8);to4(:,9);to4(:,10);to4(:,11);to4(:,12);to4(:,13);to4(:,14)]; 
MAIN=[tot1,tot2] 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 3 and 5 
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 tot1=[to3(:,1);to3(:,2);to3(:,3);to3(:,4);to3(:,5);to3(:,6);to3(:,7)]; 
 tot2=[to5(:,8);to5(:,9);to5(:,10);to5(:,11);to5(:,12);to5(:,13);to5(:,14)]; 
MAIN=[tot1,tot2]; 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
%% K-nn Beat Classification of subject 4 and 5 
 tot1=[to4(:,1);to4(:,2);to4(:,3);to4(:,4);to4(:,5);to4(:,6);to4(:,7)]; 
 tot2=[to5(:,8);to5(:,9);to5(:,10);to5(:,11);to5(:,12);to5(:,13);to5(:,14)]; 
MAIN=[tot1,tot2] 
TEST=[tot2,tot1]; 
sp1=ones(1,63); 
group=[sp1,sp1+1]; 
group=transpose(group); 
c = knnclassify(MAIN,TEST,group,2,'euclidean','Consensus'); 
cp = classperf(group,c) 
get(cp) 
cp.CorrectRate % queries for the correct classification rate 
cp.NegativePredictiveValue 
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Abstract 
 
The electrocardiogram (ECG) is the recording of heart activity obtained by measuring the signals 
from electrical contacts placed on the skin of the patient. By analyzing ECG, it is possible to detect 
the rate and consistency of heartbeats and identify possible irregularities in heart operation. This paper 
describes a set of techniques employed to pre-process the ECG signals and extract a set of features – 
autoregressive (AR) signal parameters used to characterise ECG signal. Extracted parameters are used 
to accomplish two tasks. Firstly, AR features belonging to each ECG signal are classified in groups 
corresponding to three different heart conditions – normal, arrhythmia and ventricular arrhythmia. 
Obtained classification results indicate accurate, zero-error classification of patients according to their 
heart condition using the proposed method. Sets of extracted AR coefficients are then extended by 
adding an additional parameter – power of AR modelling error and a suitability of developed 
technique for individual patient identification is investigated. Individual feature sets for each group of 
detected QRS sections are classified in p clusters where p represents the number of patients in each 
group. Developed system has been tested using ECG signals available in MIT/BIH and Politecnico of 
Milano VCG/ECG database. Achieved recognition rates indicate that patient identification using ECG 
signals could be considered as a possible approach in some situation using the system developed in 
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this work. Pre-processing stages, applied parameter extraction techniques and some intermediate and 
final classification results for are described and presented in this paper. 
Keywords: Electrocardiogram classification, Individual patient recognition, AR model, MIT/BIH 
database. 
 
1. INTRODUCTION 
The electrocardiogram (ECG) represents a measure of the electrical activity of the heart. To measure 
this activity electrodes are placed on the skin in order to detect the bioelectric potentials given off by 
the heart that reach the skins surface. Studying the ECG signal can, in many cases, provide an insight 
into understanding life-threatening cardiac conditions [1]. These studies are usually concerned with 
detecting and classifying various types of arrhythmias, which can be defined as an irregular heartbeat 
rate or a disturbance in the regular rate. Irregularities in the rhythm of the heart can indicate various 
causes including disease (e.g., coronary artery disease, diabetes, and cardiomyopathy), medications, 
an aging heart or metabolic problems. 
Arrhythmia usually causes the heart to pump blood less effectively. While most of cardiac 
arrhythmias are temporary and benign, some arrhythmias may be life-threatening and require medical 
treatment. One of the most serious arrhythmias is sustained ventricular arrhythmia, usually caused by 
the damaged heart muscle [1]. This condition is dangerous because it may degenerate into a totally 
disorganized electrical activity known as ventricular fibrillation, when the heart's action is so 
disorganized that it quivers and does not contract, thus failing to pump blood. It is therefore crucial for 
the patient to receive urgent medical attention when this type of arrhythmia occurs. Detection of 
ventricular arrhythmia can be done from the electrocardiogram (ECG) signal. It should however be 
mentioned that a normal ECG does not rule out serious heart disease and that some heart attacks 
cannot be detected by ECG. The same potential difference on the body surface for example can be 
due to different configurations of sources; hence, abnormal activity may be masked. Continuous 
observation and detection of abnormal ECG signals can be difficult due to a large number of patients 
in intensive care units. In addition to a simple ECG test, a longer recording using a portable Holter 
monitor worn by the subject during a 24 to 48 hour period can be made [2]. The Holter monitor 
results are passed to a cardiologist who needs to examine the recordings and determine a diagnosis. 
Examination of these recordings is a time-consuming process and an automated processing of the 
ECG that assists the cardiologist in determining a diagnosis would be of assistance. A number of 
different methods for automated arrhythmia detection have been developed in the past few decades in 
attempt to assist with the ECG monitoring task. Most of the methods report recognition of heart 
condition with a certain level of accuracy. This paper proposes an improved method that can achieve 
high classification accuracy on the test signals available from the web-based ECG database 
(MIT/BIH).  Most common arrhythmia detection methods rely on QRS detection [3][4] and beat 
classification using a number of classification techniques. A QRS complex, including other most 
important features of the ECG signal, is shown in FIGURE 1 using an idealised plot of a single heart 
beat with indicated main intervals and segments during the heart activity. 
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P wave  Depolarization of the atria. 
 
Q wave  Activation of the anterioseptal 
region of the ventricular myocardium 
 
R wave  Depolarization of the ventricular 
myocardium. 
 
S wave  Activation of the posteriobasal portion of 
the ventricles. 
 
T wave  Rapid ventricular repolarization. 
 
 
FIGURE 1: Ideal ECG signal with indicated key features 
 
QRS or beat detection is the crucial part of almost any ECG processing algorithm. QRS is a major 
feature of ECG signal, caused by ventricular depolarization of the human heart. Once the positions of 
the QRS complexes are found, the locations of other components of ECG can be found relative to 
those positions and cardiac period established. In many cases simple post-processing and thresholding 
of the heart rate can be sufficient for correctly identifying many arrhythmias. However, the QRS 
pattern recognition techniques can also be severely affected by noise due to unfavourable signal 
acquisition conditions so other, more advanced, approaches have been developed. 
The ECG features can be extracted in time domain [4] or in frequency domain [5] using more 
advanced feature extraction methods. Wigner-Ville analysis in a two-dimensional frequency domain 
has also been proposed to address the lack of spectral features and non-stationary behaviour of ECG 
signals [6]. Some other recently implemented methods include Discrete Wavelet Transform [7][8], 
Karhunen-Loeve Transform [9], Hermitian Basis [10]  and other techniques [11]. Paper [8] uses 
wavelet transform to decompose the ECG signal into elementary building blocks well localised in 
time to detect QRS complex. Detection accuracy reported in [8] is 99.8% despite noise, baseline drift 
and other artefacts present in majority of ECG signals. In [11] the QRS beats were obtained as 29 
point templates. 14 points on either side of the main peak were used to form this template in the first 
stage of the process but those dimensions were then reduced using principal-component analysis 
(PCA) also known as Karhunen-Loeve Transform. Reduced number of “effective” features was 
obtained by discarding the linear combinations with small variance and retaining terms with large 
variance to represent a template used for QRS complex detection. In [12] a method to detect QRS 
complex using a delineation function defined via an envelope of the ECG signal was reported. This 
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method yields a single positive pulse for each complex and uses a delineation function to define the 
onset and end of the QRS with a high accuracy. Hermitian Basis representation of the QRS complexes 
was later proposed in [10] resulting in a set of parameters that can be used to accurately represent the 
QRS complex detected in this way. Parameters extracted using this approach can be used in various 
other applications including data compression. The Hermite Basis approach also provides a width 
parameter to describe the QRS complex and can therefore describe beats with large differences in 
QRS duration while the Karhunen-Loeve transform approach encounters problems in those cases. 
This approach is further developed in [13] to include the multiple-input adaptive linear combiner, 
using as inputs the succession of the QRS complexes to estimate parameters of Hermitian Basis 
including the estimation of the width related parameter.  
Various machine learning algorithms can then be applied to classify the ECG signals according to the 
features and information extracted. Machine learning algorithms used for ECG classification include 
Bayesian [14] and heuristic approaches [15], expert systems [9], Markov models [16] self-organizing 
map [10], and Artificial Neural Networks [17][18][19][20]. Naïve Bayes is one of the simplest 
probabilistic classifiers. The model constructed by this algorithm is a set of probabilities where each 
member of this set corresponds to the probability that a specific feature    appears in the instances of 
class c, i.e.,        . The Naive Bayes classifier is known to be optimal when all features describing 
the class c are independent of each other although several studies have shown Naive Bayes to be 
competitive with more sophisticated classifiers [21] even when the clear dependence amongst the 
variables in the class does exist. Artificial neural networks are mathematical models for information 
processing based on the biological neural complexes. Both Back Propagation (BP) and Radial Basic 
Function (RBF) networks are well-known variants of neural networks and have been used in various 
tasks of classification of biomedical signals. Performance of BP and RBF networks in classification 
tasks using ECG and blood pressure data has been investigated [22]. RBF network using K-nn means 
clustering algorithm as a basis function was proven to result in slightly higher classification accuracy 
for cardiac diagnosis compared to BP networks. 
In general, the ECG classification results are strongly determined by two main factors – derived set of 
heartbeat features and selection of techniques employed to recognise and classify those features. The 
approach and techniques adopted in this work are described and discussed in the rest of the paper. 
Section 2 lists the main stages in the system and discusses techniques and function of each system 
block, while the Section 3 presents the intermediate and final classification results achieved with the 
system. Results and some further work and ideas are outlined in the concluding section. 
 
2. METHOD 
The proposed method in this work is consisting of four major stages to classify the patients into the 
three classes: pre-processing of the raw ECG signals to reduce noise and various other artefacts 
present in the signal, QRS detection, AR parameter extraction and classification of extracted 
parameters and corresponding signals. 
2.1 Pre-processing 
Real ECG signals are usually non-stationary, containing slow linear drifts or more complex trends. 
Causes of those trends are explained in details in [23] but the two most important factors can be 
considered to be respiratory modulation and the baseline drift. The baseline drift of the ECG signal is 
mostly generated due to the variation of interaction between the sensor and the body. To enable 
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further analysis of the ECG signals various methods to remove those trends have been used in the 
past. Those have mainly concentrated on removing slow, nonstationary trends from the ECG signals. 
Various methods to remove those trends have been developed [23]. In this work a recently reported 
method based on smoothness priors approach [24] has been used. Using this approach the trend 
component         of the ECG signal is modelled using linear observation model. 
The RR interval series of ECG signal can be represented as: 
 
                         
            
 
 
(1) 
where   is the number of R peaks detected. The RR series can be considered to consist of two 
components: 
 
                          
(2) 
 
where       is the nearly stationary RR series of interest and        is the low frequency aperiodic 
trend component. The trend component can be modeled with a linear observation: 
 
             (3) 
 
  
where            represents the observation matrix,    
  contains the regression parameters 
and   is the observation error. To obtain the estimate of the regression parameters    , the regularised 
least square approach is used: 
 
                   
                 
   
 
(4) 
resulting in:  
  
      
         
     
  
    
 
(5) 
 
where   is the regularization parameter and    indicates the discrete approximation of the d’th 
derivative operator. It has been shown [24] that this method operates as a time-varying FIR high-pass 
filter where the cut-off frequency of the filter decreases when   increases. 
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The detrended ECG signal,        can now be obtained as: 
  
                              
   
    
  
  
 
(6) 
This signal is further filtered through the bandpass filter before the detection of QRS complex is 
attempted. 
2.2 QRS Detection 
The single most important feature of ECG signal is the QRS complex. As indicated in FIGURE 1. all 
other features, the P and T waves as well as the onset and offset of the QRS complex are defined 
relative to the QRS complex. The P and the T wave occur before and after the QRS complex 
respectively. Without the accurate knowledge of the QRS location P and T waves are hard to detect 
and distinguish from each other. Most of the QRS detection methods depend heavily on filtering stage 
followed by averaging according to a threshold value. This threshold value is used to distinguish 
between noise signal and the QRS complex, It can be chosen based on the peak height or peak 
location of the ECG signal [25]. There are other methods depending on the machine learning 
algorithms [25] like the P-spectrum method [26] which is a robust method for periodicity detection 
based on the data singularity. 
In order to accurately detect the positions of QRS complex in the recorded ECG signals, filter bank 
analysis method [27] was used. This approach employs a bank of linear phase filters to decompose the 
ECG signal into subbands with uniform frequency bandwidths in order to account for the ECG signal 
energy distribution in the frequency domain. A number of features related to QRS complex are 
extracted from individual subbands and combined to indicate the position of the QRS complex in the 
analysed signal. The filterbank used to analyse ECG signals contains M analysis and M synthesis 
filters, each of length L and is used to produce the subband signals       by filtering the input 
signal     : 
  
                                   
 
 
(7) 
where       represents the transfer function of each bandpass filter. After down sampling, each (down 
sampled) signal can be expressed as: 
 
      
 
 
     
 
    
   
   
 
 
 
     
 
    
   
   
    
 
     
 
 
 
(8) 
where                   
  
 
 
. A variety of features, indicative of the QRS complex have been 
extracted from the signal by combining the subbands of interest. For example, feature P1 corresponding to 
the energy in those subbands 1, 2 and 3, can be computed as: 
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(9) 
Similarly, features P2 and P3, computed for the subbands {1, 2, 3, 4} and {2, 3, 4}, are proportional to 
the energies in the corresponding bands. A sum-of-squares feature P4 is computed using the following 
equation: 
  
           
 
 
   
 
 
 
 
(10) 
Similar features    and    are also computed for the subbands {1, 2, 3, 4} and {2, 3, 4}. 
Heuristic beat detection logic uses these features to identify positions of QRS complexes in the ECG 
signal. Detection system consists of a number of sequential levels of logic designed to maximise the 
number of true positives (TPs). For this purpose multiple detectors are operated simultaneously and 
the results of each detector are fused together to arrive at the final decision about the beat positions in 
the signal.  
First level serves as an “event detector” and uses a moving window integrator (MWI) which averages 
two samples of a particular feature (P1 for example) at the downsample rate. Inflexion points in the 
output of this MWI are then used to identify possible beat candidates for the beats as peaks in the 
MWI output. These candidates then go through the further logic in level 2 designed to eliminate large 
number of false positives (FPs), events inaccurately  identified as beats by level 1, mostly introduced 
by the presence of noise in the signal. This level operates two one-channel beat detection blocks 
which have complementary FN and FP detection rates with outputs finally combined in level 3 of the 
detector by incorporating a set of if-then-else rules. If channels 2 in level 2 indicates the beat than the 
output of level 3 classifies the current event as a beat. If channel 1 indicates a beat and channel 2 
indicates not-a-beat detection strengths of each channel are compared and the final decision is made 
based on this comparison. Level 4 is used as one more check before the final decision about the 
presence of the beat in the ECG signal is made. This level uses P3 as the input to MWI to confirm 
decision made at level 3 and reduce the rate of FNs introduced at previous levels. After beat occurs 
there is a physiological refractory period of about 200 ms before another can occur. Level 5 uses 
timing information of the ECG signal to eliminate possible FPs during the refractory period which 
further improves the accuracy of the beat detection in this system through the partial blanking of the 
refractory period. 
Approach to detect individual beats in the recorded ECG signal is implemented in Matlab function 
“nqrsdetect”. Function can be applied using syntax: “QRSs=nqrsdetect(ECGsignal,Fs);” where Fs 
represents the sampling frequency of the analysed ECG signal “ECGsignal”. Upon the execution of 
this function, vector “QRSs“ contains the positions of detected R peaks in the signal. 
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2.3 Parameter Extraction 
Feature selection and extraction is one of the crucial stages in the classification system. 
In this work a simple approach of modelling two or more successive ECG beats, using a discrete form 
of an autoregressive (AR) signal model of order  ,        has been applied. ECG beats are detected 
using filterbank method briefly explained in the previous section. Coefficients of the estimated AR 
model are then used as features suitable for signal classification in the final stage of the system.  
Using an AR model, a signal sequence      can be represented by the relationship: 
  
                                       
 
(11) 
 
where              are the model coefficients, also known as autoregressive parameters, used in 
the classification process and the      is a white noise series, innovation process with zero mean and 
variance   . An estimated autoregressive model of the same order   can then be written as: 
  
                                          
 
(12) 
 
where                
are the estimated parameters of the autoregressive model and      are the 
estimated innovations. The estimated autoregressive model can be interpreted as the p-point 
prediction filter where value of the output      is estimated from the previous     output values of 
the AR process:  
  
              
 
   
 
 
 
(13) 
 
As samples      can not be predicted exactly a modelling error is introduced. This error or residue 
corresponds to difference between the measured and the estimated values and is in fact equal to the 
value of the estimated innovation: 
  
                 
 
(14) 
 
A number of methods can be used to estimate autoregressive parameters of the AR model. Most often 
used are the least-squares approach (LS), the Yule-Walker approach (YW) and Burg’s method [28]. 
Least-squares method minimises the total squared residue over data samples     to N, which leads 
to a system of linear equations: 
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    elements of the matrix in the above equation represents an unbiased estimate of the autocovariance 
function for delay   –   : 
 
 
     
 
   
              
 
     
 
 
 
(16) 
 
Yule-Walker method includes the first and last p data points which results in matrix equation: 
  
 
 
 
 
 
         
         
   
            
 
 
 
 
 
  
  
 
  
   
 
 
 
 
  
  
 
   
 
 
 
 
 
 
 
(17) 
 
 
where elements of the matrix in the (18) equation represent the biased estimate of the autocovariance 
function: 
 
   
 
 
            
 
     
 
 
 
(18) 
 
 
While both LS and YW method estimate the autoregressive parameters directly, using the 
autocorrelation matrix of the signal sequence, Burg’s method first finds the reflection coefficients of 
the equivalent lattice structure predictor filter based on the least squares criteria. From these, the AR 
parameter estimates are determined using the Levinson-Durbin algorithm [29]. The reflection 
coefficients constitute unbiased estimates of the partial correlation coefficients. Each of the described 
algorithms above has its own drawbacks and advantages and is used for various applications such as 
spectral analysis. In most cases, the algorithms result in similar estimated values in most situations. 
But it has been suggested [30] that Burg’s algorithm might be preferable due to poor estimates by YW 
in some cases and the possible instability of the least squares model. 
In the previous discussion, it is assumed that the model order p is known which is not the case in 
practice. In fact, determination of the model order can be one of the most difficult tasks in time series 
modeling. In a number of situations, prediction error power for various model orders can be obtained 
and used as an indicator for the sufficient model order. Another option is to use the Aikike 
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information criterion [31] to determine the order of the AR model. In this work, model order was 
determined by observing the power of modeling error for various model orders. Orders of p = 
(2,3,4,5) have been found to yield satisfactory results for the pre-processed ECG signals. Further in 
the paper a set of results obtained for p=2 and 3 model order is presented. It is also worth pointing that 
more complex models have been used for time series modeling, prediction and even classification 
tasks in the past. Autoregressive moving average (ARMA) and autoregressive integrated moving 
average (ARIMA) models [32] are composed of different terms in addition to autoregressive (AR) 
term. While AR term includes the influence of lagged observed values as already explained, ARMA 
model combines it with the moving average (MA) term which describes the forecasting errors using 
the following form: 
 
                                                   
          
 
(19) 
 
  
where                are the MA model coefficients. Autoregressive (AR) part of this model 
performs well when the signals with the narrowband spectra need to be modeled while the MA model 
provides a good approximation for those spectra which are characterized by broad peaks and sharp 
nulls. However, the problem of estimating parameters of MA model is basically a non-linear one, and 
is significantly more difficult to solve than the AR parameter estimation problem. Since ARMA 
model combines both AR and MA models, difficulties in MA and ARMA estimation problems are 
similar and could be avoided if a simpler AR can approximate ECG signal with satisfactory accuracy. 
In addition to ARMA model, the ARIMA model also includes an integrating term (I) which can 
account for the non-stationary of the series. ARIMA model first removes the trends and various cyclic 
features from the signal that are beyond the capacity of stationary ARMA model which can then be 
used to model the remaining detrended and depersonalized signal. Use of ARIMA model for ECG 
beats modeling is currently considered in the continuation of this work, in order to improve the 
accuracy of patient recognition from short sections of obtained ECG signals. Burg algorithm to 
estimate the parameters of an AR model is implemented and available in the Matlab System 
Identification toolbox via “ar” function, usually used in combination with the “iddata”. This function 
creates an “iddata” type object from the given time series in order to analyze it with the “ar” function. 
A short sequence of the Matlab program given in demonstrates a method used to estimate AR 
parameters from the part of ECG signal using “ar” function. 
 
beat =  ECGsignal(QRSs(p):QRSs(p+nb-
1)); 
data = iddata(beat); 
m = ar(data,mo); 
ARs = polydata(m); 
 
% extract nb beats from the preprocessed ECG 
signal 
% convert to “iddata” type object 
% calculate AR parameters 
 
 
TABLE 1: Estimation of AR parameters using “ar” function in Matlab 
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2.4 Classification 
Various classification algorithms can be used to classify the extracted ECG signal features. In this 
work, features are represented by multidimensional vectors containing autoregressive coefficients 
calculated individually for each beat or pair of beats of the measured ECG signal. Effectiveness of 
classification methods depends on how well the vectors of features can be separated in the feature 
space. In many cases, where dimensionality of feature vectors is high, various algorithms can be used 
to reduce the size of the feature vectors. In this work, only a small number of autoregressive 
coefficients were found to represent a satisfactory model for most ECG signals in the database so no 
dimensionality reduction scheme was used. 
The classifying methods proposed during the last decades include, Fuzzy Logic methods [33], 
Artificial Neural Network, Hidden Markov Model [34], Genetic Algorithm [34], Support Vector 
Machines, Self-Organizing Map, Bayesian [35]and other with each approach exhibiting its own 
advantages and disadvantages [36]. Algorithms used for ECG classification can mainly be categorized 
as either heuristic or statistical classification methods [15]. While heuristic approach tries to emulate 
the reasoning of the qualified cardiologist and the cardiologist provides the knowledge to construct a 
classifier, for statistical approach, probability densities of diagnostic features are estimated from a 
learning set of ECG features and a various multivariate techniques are then used to achieve 
classification. Main criterion for selection of particular classification method is the classification 
performance but other aspects should also be considered [15]. Statistical classifiers are considered in 
this work as they usually require less involvement of skilled operator or cardiologist. Main objective 
of the statistical approach is the allocation of an ECG to one group of diagnostic categories with 
minimum probability of misclassification. Statistical methods used in this work are k-nearest neighbor 
(k-nn) classifier and linear and quadratic discriminant analysis based classifier [37][38]. Both methods 
belong to a group of so-called supervised learning methods, where some knowledge about data is 
available and used to produce an inferred function, classifier.  
Because of its simplicity k-nn rule is one of the most often used methods in bioinformatics and other 
areas but care must be taken in selecting the model order as well as different distance metrics. 
Another important issue related to the use of k-nn is a complexity issue which can be relatively high if 
a training set of vectors is large. Linear discriminant analysis (LDA) and quadratic discriminant 
analysis (QDA) methods have been used in a large number of bioinformatics projects. If the data to be 
classified is not linearly separable, it is than advisable to use QDA method but it should be noticed 
that the capability of QDA to handle nonlinear data is still limited since it only considers the positive 
correlation between the variables. If the classification between two classes depends on the negative 
correlations between the data than noise rather than true information is introduced by QDA in the 
classification process. 
Each of the mentioned methods is implemented in the Matlab Statistics Toolbox via “classify” 
function. LDA and QDA algorithms can be applied by setting the type option to “linear” or 
“quadratic” when this function is used. k-nn method is implemented via “knnclassify” function. 
3. PROCEDURE AND RESULTS  
To evaluate the performance of the proposed techniques, ECG data set containing three different types 
of ECG signals was used. Data set included normal ECG signals (NR) from the Politecnico of Milano 
VCG/ECG Database on Young Normal Subject [Politecnico Biosignals Archives] [39], arrhythmia 
(AR) from the MIT-BIH Arrhythmia Database and ventricular arrhythmia (VAR) from the MIT-BIH 
Malignant Ventricular Arrhythmia Database [40]. Each type was represented by 20 half-hour excerpts 
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of two-channel ambulatory ECG recordings, but 10 minutes per patient have been considered in this 
work. The time series related to the normal subjects were acquired with a sampling frequency Fs = 
500Hz, while the time series for arrhythmic patients have Fs = 250Hz. Fs = 360Hz is the sampling 
frequency for Ventricular Arrhythmia patients (both Ventricular tachycardia and Ventricular 
fibrillation). 
The whole system used for the first project task of ECG arrhythmia detection and classification is 
summarized in the block diagram given in FIGURE 2. The raw ECG signals are first downsampled to 
the lowest sampling frequency of the ECG signals from the set (250 Hz in this case). The signals are 
then processed by smoothness priors method to detrend them and to improve the accuracy of 
subsequent algorithms implemented in the system. The detrended signal is then passed through the 
band-pass filter to remove the other types of noise that can still be present in the signal. Suitable cut-
off frequencies of this filter have been determined after some experimentation. For the results 
presented in this section, the 6-th order Butterworth filter with the lower and upper cut-off frequencies 
set to 5 and 40 Hz respectively was used. The peak detection algorithm based on the filterbanks is 
implemented in the next stage. Using detected peak positions, each ECG signal is then split in the 
groups of 1, 2 or more successive beats and AR parameters are extracted for each obtained group. 
Finally, classification of extracted features using described classification algorithms is performed.  
 
 
FIGURE 2: Stages in the AR based ECG classification system 
 
Number of beats in the group as well as the number of AR parameters extracted for each group has a 
significant effect on the performance of the classification stage of the system, so some experimenting 
with those parameters has been performed. Good classification rate has been achieved for 1-5 beats in 
the group and 2-4 AR parameters used to model each section of ECG signal. In this paper, we show 
results for 2 beats per group and p=2 and 3 AR orders. ECG signals at various pre-processing stages 
in the system are shown in FIGURE 3. Detected QRS complexes for the section of one ECG signal 
from each group are indicated in FIGURE 3d. 
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a) raw ECG signals sections – NR, AR and VAR 
 
 
b) detrended ECG signals 
 
c) BP filtered and detrended ECG signals 
 
d) raw ECG signals with detected QRS 
complexes 
 
 
FIGURE 3: Sample ECG signals at various stages in the AR based ECG classification system 
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a)   model and original (pre-processed) ECG signal section                                   b)   modeling error 
 
FIGURE 4: Results of a third order AR modeling on signal section consisting of 2 beats for each ECG type 
 
Individual section of one pre-processed signal and the corresponding AR(3) model are shown in 
FIGURE 4. Obtained signal model has been plotted over the original signal section previously 
detrended and filtered as indicated in FIGURE 2. Accuracy of obtained AR models is high, as 
indicated by the modeling errors, residuals shown in FIGURE 4 b) for the corresponding sections and 
obtained models. Following beat detection and signal segmentation stage, AR parameters are 
extracted for each extracted group of beats. Numbers of beats in the group as well as the number of 
AR parameters extracted for each group have some influence on the classification algorithm 
performance. Good classification rate has been achieved for 1-5 beats in the group and 2-4 AR 
parameters used. In this paper, we show results for 2 beats per group and AR order p of 2 and 3. 
FIGURE 5 shows the modeling error for different orders of AR model. This figure can generally be 
used to determine the optimal order of the AR model, which is usually selected at the break point 
(“knee”) of the plot. For comparison purposes, two plots for ECG signals with and without pre-
processing are shown. The breakpoint in the plot can easily be determined for processed ECG signal 
(2 or 3) while it is more difficult to pinpoint the equivalent position in the plot given for raw ECG. It 
is also worth nothing significantly lower modeling error for processing signal. 
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FIGURE 5: Order selection of AR model and “knee point”. 
 
Extracted AR parameters, for each group of 2 QRSs for all signals in the data set are plotted in 
FIGURE 6 where good separation between 3 data clouds can be observed for both 3D, where AR 
order = 3 and 2D scatter plots, where AR order = 2, thus enabling accurate classification of each 
extracted parameter set. A number of described classification algorithms were tested on this set (k-nn, 
LDA, QDA, Bayes) each resulting in a completely correct, error-free classification of each parameter 
set. It is also interesting to note tightness of the cluster corresponding to normal ECG signals in 
contrast to progressively more scattered clouds of parameters related to arrhythmia and ventricular 
arrhythmia conditions. 
Developed algorithm has also been tested on the extension of ECG database is using ECG signals 
obtained from another 20 patients in each of three classes including normal, atrium fibrillation and 
arrhythmia type ECG signals. FIGURE 7 shows the 3D- feature space formed by order 3 AR 
coefficients extracted from this ECG database. 
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a)  Classification results for order 3 AR coefficients 
 
 
           b)  Classification results for order 2 AR coefficients 
 
FIGURE 6: Feature space of extracted AR coefficients indicating good separation between three groups of ECG 
signals a) 3D feature space , b)2D feature space 
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FIGURE 7: 3D-feature space of extracted AR coefficients resulting in completely accurate classification 
 
To indicate the importance and suitability of the pre-processing methods applied in this work, the rest 
of this section presents the equivalent set of results, 3D and 2D feature space plots obtained from the 
raw ECG signals (i.e. no filtering and detrending but including QRS detection). FIGURE 8 shows the 
results of AR modelling on automatically extracted groups of beats of raw ECG. It can be seen that 
although relatively good model is achieved it is still not as accurate compared to modelling results 
achieved with pre-processed ECG signal. More importantly, parameters of the model are poorly 
separated in 3D and 2D feature space giving no foundation for successful clustering and subsequent 
recognition of various conditions with any of tested classification methods. FIGURE 9 for example 
shows the results for p=2 and 3 model order.  
 
 
FIGURE 8: Results of AR modeling on automatically extracted groups of beats for Noisy ECG signal. 
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a) Classification results for order 3 AR coefficients 
 
 
 
b) Classification results for order 2 AR coefficients 
 
FIGURE 9: 3D and 2D-feature space of extracted AR coefficients without any pre-processing steps. 
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Performance of the proposed method in the simplified patient identification task is given in TABLE 2. 
Here, individual sections of each ECG signal from the set have been classified into p different groups 
where p corresponds to the number of patients used in the experiment (p = 20 for each condition). 10-
fold cross-validation technique was used to estimate performance of LDA and QDA classification 
techniques in this task. First part of the table gives the result achieved with the original feature set, i.e. 
the set containing AR parameters only. Second part of the table contains recognition results achieved 
with extended feature set, obtained when the power of modelling error, i.e. residual signal is used as 
an additional classification feature. Improvement in recognition rate is notable and indicates that the 
proposed method can be considered in patient identification tasks. It is also worth noting the 
improvement and higher rate of recognition achieved in the normal (N) and arrhythmia (AR) groups 
which indicates the possibility of using this approach to complement some biometric identification 
techniques (voice or face recognition techniques). This aspect and possible improvements of 
developed system are currently being investigated in the continuation of this work.  
 
Technique 
used 
Feature set = 3 AR coefficients Feature set = 3 AR coefficients + error 
power 
N A  R VAR N A  R VAR 
LDA 0.39 0.59 0.37 0.61 0.65 0.47 
QDA 0.41 0.62 0.42 0.64 0.71 0.54 
 
TABLE 2: Recognition rate (%) obtained in classification of signal sections corresponding to individual patients 
4. CONCLUSIONS 
In this work, a method for automatic classification of ECG signals from three different groups – 
normal, arrhythmia and ventricular arrhythmia has been proposed. Method first uses smoothness 
priors approach to pre-process all ECG signals from the database in order to reduce the baseline drifts 
and other trends in the signals. Filterbanks based method to detect peaks in the pre-processed ECG 
signals is applied in the second stage of the proposed system before the coefficients of an AR signal 
model are extracted and used to classify each section of ECG signal into one of three possible groups. 
Decision about the type of each ECG signal from the test set is then made depending on the group into 
which most of the sections from the same ECG have been clustered. Extracted features, parameter sets 
are well separated in feature space and accurately classified, indicating that the high classification 
accuracy can be expected in the practical application of the proposed system. In addition to this task, 
similar approach has been used to decide which of the analysed signal sections belong to the same 
ECG signal, as a first step towards possible ECG based patient identification. To enhance the system 
performance, feature set for this task was extended with one more parameter – power of AR 
modelling error. Initial results indicate the significant increase in the recognition rate when extended 
feature set is used and demonstrate the potential of proposed approach for ECG based person 
recognition task. 
Further work to enhance the patient recognition capabilities and accuracy of the system is ongoing 
and is currently focusing on the use of more complex signal models (ARMA or ARIMA) with the aim 
of extracting additional signal features needed for more accurate patient recognition. Use of other, 
advanced classification algorithms will also be considered in the continuation of this study. 
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Abstract. In this paper a system to detect 
arrhythmia by automatically classifying normal 
and two types of abnormal ECG signals is 
presented. ECG signals are first pre-processed 
to reduce the baseline drift, noise and other 
unwanted components that might be present in 
the signal. The autoregressive modelling of the 
signals is then applied to extract small set of 
signal features – coefficients of autoregressive 
(AR) signal model. Groups of extracted AR 
parameters for three different ECG types are 
well separated in feature space which provides 
for perfect signal classification and heart 
condition detection for every ECG signal from 
the test set. 
In order to assess the accuracy of developed 
technique for individual patient identification, 
feature sets are extended with additional 
parameter – power of AR modelling error. A 
new ECG based biometric system is proposed 
and initial patient recognition results presented 
in the conclusion of the paper. 
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1. Introduction 
 
The electrocardiogram (ECG) represents a 
measure of the electrical activity of the heart. 
Studying the ECG signal can, in many cases, 
provide an insight into understanding life-
threatening cardiac conditions [1]. These studies 
are usually concerned with detecting and 
classifying various types of arrhythmias, which 
can be defined as an irregular heartbeat rate or a 
disturbance in the regular rate. Irregularities in 
the rhythm of the heart can indicate various 
causes including disease (e.g., coronary artery 
disease, diabetes and cardiomyopathy), 
medications, an aging heart or metabolic 
problems. One of the most serious arrhythmias is 
sustained ventricular arrhythmia, usually caused 
by the damaged heart muscle [1]. In sustained 
ventricular tachycardia, there are consecutive 
impulses that arise from the ventricles at a heart 
rate of 100 beats or more per minute until 
stopped by drug treatment or electrical 
conversion. This condition is very dangerous 
because it may degenerate further into a totally 
disorganized electrical activity known as 
ventricular fibrillation, when the heart's action is 
so disorganized that it quivers and does not 
contract, thus failing to pump the blood properly. 
It is therefore crucial for the patient to receive 
urgent medical attention when this type of 
arrhythmia occurs. Detection of ventricular 
arrhythmia can be done from the 
electrocardiogram signal but continuous 
observation and detection of abnormal ECG 
signals can be difficult due to a large number of 
patients in intensive care units. In addition to a 
simple ECG test, a longer recording using a 
portable Holter monitor worn by the subject 
during a 24 to 48 hour period can also be made 
[2].  
A number of different methods for automated 
arrhythmia detection have been developed in the 
past few decades in an attempt to assist with the 
ECG monitoring task. Most of the methods 
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report recognition of heart condition with a 
certain level of accuracy.  
This paper proposes an improved and highly 
accurate method that can achieve error-free 
classification when applied to standard set of test 
signals from the web-based ECG database 
(MIT/BIH).  
Most common arrhythmia detection methods 
including the one described in this paper rely on 
QRS detection and beat classification using a 
number of classification techniques. A QRS 
complex, including other most important features 
of the ECG signal, is shown in Figure 1. using an 
idealised plot of a single heart beat with 
indicated main intervals and segments during the 
heart activity. 
Once the positions of the QRS complexes are 
established, the locations of other components of 
ECG can be found relative to those positions and 
cardiac period determined. In many cases simple 
post processing and thresholding of the heart rate 
can be sufficient for correct identification of 
many arrhythmias but misclassification rate can 
still be significant using such a simple approach. 
It is therefore useful to try and extract other 
features from the ECG signal in order to improve 
recognition rate and indicate critical conditions 
more accurately and timely. A wide range of 
ECG features can be extracted in time domain 
[2] or in frequency domain [3] using more 
advanced feature extraction methods. 
 
Figure 1. QRS complex of ECG signal 
 
In this work, a small number of successive 
ECG beats is modeled using an autoregressive 
signal model of order p, AR(p). Obtained model 
parameters are then used as an ECG signal 
features and classified using some standard 
classification techniques. Results indicate good 
separation of these features in feature space and 
provide accurate classification and recognition 
of various heart conditions. Furthermore, sets of 
extracted AR parameters have been used to try 
and identify individual patients from the 
recorded ECG signals. Initial results indicate the 
potential of this approach for some biometric 
applications. The rest of the paper describes the 
system used to extract and classify those 
parameters and presents some results for both – 
arrhythmia recognition and patient identification 
tasks. 
 
2. System description and implemented 
algorithms 
 
The ECG classification system proposed in 
this work can be split into four main stages 
indicated in Figure 2. Those stages are: 
 ECG pre-processing and detrending 
 QRS detection and signal segmentation 
 Parameter extraction 
 Clustering and classification of 
extracted parameters 
 
 
Figure 2. Main blocks of the proposed ECG 
classification system 
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2.1. Pre-Processing 
 
The aim of the pre-processing step is to 
improve the general quality of the ECG signal 
for more accurate analysis and examination. The 
first step in the ECG analysis process is 
elimination of the baseline drifts and other 
trends in the raw signal caused by power line 
interferences and artefacts. Baseline wander is 
an extraneous low-frequency activity in the 
ECG which may interfere with the signal 
analysis, rendering clinical interpretation 
inaccurate and misleading. Its spectral content is 
usually well below 1Hz, but may contain higher 
frequencies during strenuous exercise [4]. 
Filtering is one of the most common methods 
to avoid excessive noise and baseline wander 
usually present in ECG signals. Both FIR and 
IIR filter types have been successfully utilised 
for this task in the past with the lower and upper 
cut-off frequencies in the range of 0.8 Hz and 40 
Hz respectively. Cut-off frequency above 0.8Hz 
has been reported to seriously distort the ECG 
waveform and should therefore be avoided [6]. 
In this work, band pass filtering is used to 
reduce and remove excessive noise usually 
present in ECG signals. The lower cut-off 
frequency used for band-pass ECG filter is 5Hz 
while the higher cut-off frequency is 40Hz.  
In addition to filtering method to detrend the 
raw ECG signal based on smoothness priors 
approach is used at this stage of the system. 
Details and Maltab code to implement this 
approach are provided in [5]. 
 
2.2. QRS Detection 
 
The single most important feature of ECG 
signal is the QRS complex. All other features, 
the P and T waves as well as the onset and offset 
of the QRS complex are defined relative to the 
QRS complex. Most of the QRS detection 
methods depend heavily on filtering stage 
followed by averaging according to a threshold 
value. This threshold value is used to distinguish 
between noise signal and the QRS complex, It 
can be chosen based on the peak height or peak 
location of the ECG signal [6]. There are other 
methods depending on the machine learning 
algorithms such as P-spectrum method [7] 
which is a robust technique for periodicity 
detection based on the data singularity. 
In order to accurately detect the positions of 
QRS complex in the recorded ECG signals, 
filter bank analysis method [8] was used. This 
approach employs a bank of linear phase filters 
to decompose the ECG signal into subbands 
with uniform frequency bandwidths in order to 
account for the ECG signal energy distribution 
in the frequency domain. A number of features 
related to QRS complex are extracted from 
individual subbands and combined to indicate 
the position of the QRS complex in the analysed 
signal.  
The filterbank design contains the same 
number of analysis and synthesis filters [8]. The 
analysis filters divide the input ECG signal into 
a number of subbands frequencies to enable 
easier detection relying on the fact that the QRS 
complex has a different frequency and 
amplitude from the P or T wave or the noise. By 
comparing the energy of each subband to a 
threshold value it is possible to detect the QRS 
complex with high level of accuracy (above 
99% in most of the cases). 
 
2.3. Parameter Extraction 
 
Following an individual heart beat detection 
for each ECG signal, AR modeling of two or 
more successive ECG beats using a discrete 
form of an autoregressive signal model of order 
p, AR(p), is applied at the next stage of the 
system. The order p of each dataset is chosen by 
analyzing the variance of the prediction errors as 
a function of the model order p. In this work 
good results were achieved by modeling two 
successive ECG beats detected using filterbank 
method briefly explained in the previous section. 
Coefficients of the estimated model are then 
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used as features suitable for signal classification 
in the final system stage. Using AR model, a 
signal sequence      can be represented by the 
relationship in equation (1): 
  
 
                      
               
                           
(1) 
 
 
where                are the model 
coefficients, also known as autoregressive 
parameters, used in the classification process 
and the      is a white noise series, innovation 
process with zero mean and variance    The 
estimated autoregressive model can now be 
interpreted in equation (2), as the p-point 
prediction filter with the value of the output 
     estimated from the previous       output 
values of the AR process 
              
 
   
 
                          
(2) 
 
where                  
represent the 
estimated parameters of the autoregressive 
model. 
A number of methods can be used to 
estimate autoregressive parameters of the AR 
model. Most often used are the least-squares 
approach (LS), the Yule-Walker approach (YW) 
[11] and Burg’s method [12]. Some of the 
algorithms used to estimate the parameters of an 
AR model are implemented in Matlab’s System 
Identification toolbox via “ar” function. This 
function is usually used in combination with the 
“iddata” to create an “iddata” type object from 
the given time series in order to analyse it with 
the “ar” function.  
 
2.4. Classification Algorithms 
 
Various classification algorithms have been 
used to classify and recognise the extracted ECG 
signal features. In this work, features are 
multidimensional vectors containing obtained 
autoregressive coefficients for each beat of 
measured ECG signal. Because of its simplicity 
k-nearest neighbour (k-nn) rule is one of most 
often used methods in bioinformatics and other 
areas but care must be taken in selecting the 
model order k as well as suitable distance 
metrics [9]. Linear (LDA) and Quadratic (QDA) 
discriminate analysis classifiers used in a large 
number of bioinformatics projects [10] were 
also considered and tested in the second part of 
this project for the ECG based identification of 
individual patients. 
Each of the mentioned methods is 
implemented in Matlab’s Statistics Toolbox via 
“classify” function. LDA and QDA algorithms 
can be applied by setting the type option to 
“linear” or “quadratic” when this function is 
used. k-nn method is implemented via 
“knnclassify” function where type of distance 
can also be additionally specified. 
 
3. Results 
 
3.1. Arrhythmias Recognition 
 
To evaluate the performance of the proposed 
system, ECG data set containing three different 
types of ECG signals was used. Data set 
included normal ECG signals (NR) from the 
Politecnico of Milano VCG/ECG Database on 
Young Normal Subject [11], arrhythmia (AR) 
from the MIT-BIH Arrhythmia Database and 
ventricular arrhythmia (VAR) from the MIT-
BIH Malignant Ventricular Arrhythmia 
Database [12]. Each type was represented by 20 
half-hour excerpts of two-channel ambulatory 
ECG recordings, but 10 minutes per patient have 
been considered in the conducted test. The time 
series relative to the normal subjects were 
acquired with a sampling frequency Fs = 500Hz, 
while the time series relative to arrhythmic 
patients have Fs = 250Hz and 360Hz for 
Ventricular Arrhythmia. 
Intermediate results showing pre-processed 
sample signals from each group at various stages 
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in the system are given in Figure 3. Here the raw 
ECG signals are first downsampled to the lowest 
sampling frequency of the ECG signals from the 
set (250 Hz in this case) and then further 
processed by smoothness priors method [5] in 
order to detrend the signal and improve the 
accuracy of subsequent algorithms implemented 
in the system. Detrended signal is then passed 
through the band-pass filter to remove other 
types of noise that can still be present in the 
system. Suitable cut-off frequencies of this filter 
have been determined after some 
experimentation with the system. Results 
presented in this section use [5,40] Hz 
combination of lower and upper cut-off 
frequencies for the 6-th order bandpass 
Butterworth type filter used in the system. Peak 
detection using filterbanks method [8], briefly 
described in the previous section is implemented 
in the next system stage. Using detected peak 
positions, each ECG signal is then split in the 
groups of 1, 2 or 3 beats. 
 
 
Figure 3. Raw, BP filtered and detrended ECG 
signals 
 
Following beat detection and signal 
segmentation stage, AR parameters are obtained 
for each extracted group of beats. Numbers of 
beats in the group as well as the number of AR 
parameters extracted for each group can 
influence the performance of classification 
algorithm. Accurate classification has been 
achieved for 1-5 beats in the group and 2-4 AR 
parameters. In this paper, we show results for 2 
beats per group and AR order p of 2 and 3. 
Figure 4 shows the error levels for various AR 
model orders for both pre-processed and raw 
ECG signals. Although more rigorous 
techniques (e.g. Akaike Information Criterion, 
Minimum Descriptive Length criterion etc.) are 
usually used to determine model order, break 
point (“knee”) in the modeling error plot has 
been used to select model order in this work.  
 
Figure 4. Order selection of AR model and 
“knee point” 
 
The location of “knee point” in the lower plot 
of Figure 4 indicates that the AR model order of 
2 or 3 is sufficient for the preprocessed ECG 
signals. Further increase in model order does not 
result in significant improvement in modeling 
error or final, classification results. The 
breakpoint in this plot is easily determined for 
processed ECG signal (2 or 3) while it is more 
difficult to pinpoint the equivalent position in 
the plot given for raw ECG. It is also worth 
nothing significantly lower modeling error for 
processed signal compared to the modeling error 
achieved when modeling raw ECG signal.  
Individual section of one pre-processed 
signal and the corresponding AR(3) model for 
three ECG types are shown in Figure 5. 
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Accuracy of obtained AR models is high, as 
indicated by the low levels of modeling errors. 
 
 
Figure 5.  Model and original ECG signal 
 
Extracted parameters in 3D feature space (i.e. 
a1, a2 and a3) are shown in Figure 6 for AR 
model orders 2 and 3. Three obtained data 
clouds closely correspond to three groups of 
ECG signals processed by the system thus 
enabling correct classification of each analyzed 
signal into one of three groups. k-nearest 
neighbor algorithm has been successfully 
applied to AR parameter sets from Figure 6 
resulting in 100% correct classification, but any 
other similar classification algorithm would 
result in perfect classification due to well 
separated parameters in feature space. 
In addition to that it is also important to 
notice the variance of extracted parameters 
indicated by the size of corresponding feature 
clouds in ai feature space. Size of data cloud 
corresponding to normal ECG signals is 
relatively small compared to variance of data 
clouds corresponding to two arrhythmias with 
ventricular arrhythmia cloud being characterised 
with the highest variance and scatter of feature 
points. 
 
 
a)  
 
b)  
Figure 6. Well separated AR coefficients in 3D 
and 2D feature space a) AR model order p= 3, b) 
AR model order p= 2 
 
3.2. Individual Patient Recognition 
 
In the next stage of the project performance 
of the proposed system is tested in the simplified 
patient identification task. Here, individual 
sections of each ECG signal from the set have 
been classified into n different groups where n 
corresponds to the number of patients used in the 
experiment (n = 20 for each condition in tests 
conducted in this work). 10-fold cross-validation 
technique was used to estimate performance of 
LDA and QDA classification techniques in this 
task. In the first set of experiments, original AR 
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feature set was used resulting in poor 
classification results. The feature set was then 
extended including an additional parameter 
corresponding to the power of modeling error, 
i.e. residual signal for the second set of 
conducted tests. Improvement in recognition rate 
is notable and indicates that the potential of 
using this approach for patient identification type 
of tasks. Results of individual patient recognition 
experiments are shown in Table 1 for both tests. 
 
Table 1.  Recognition rate (%) obtained in 
classification of signal sections corresponding to 
individual patients 
 
Original Feature Set 
 N AR VAR 
LDA 0.39 0.59 0.37 
QDA 0.41 0.62 0.42 
Extended Feature Set 
LDA 0.61 0.65 0.47 
QDA 0.64 0.71 0.54 
 
4. Conclusion 
 
In this work, a method for automatic 
classification of ECG signals from three different 
groups – normal, arrhythmia and ventricular 
arrhythmia has been proposed. After a pre-
processing stages AR modeling is performed to 
extract AR parameters used to classify each 
section of ECG signal into one of three possible 
groups. Extracted features, AR parameters for 
groups of two beats are well separated in feature 
space and accurately classified, indicating that 
the high classification accuracy can be expected 
in the practical application of the proposed 
system.  
In addition to this task, similar approach has 
been used to decide which of the analysed signal 
sections belong to the same ECG signal, as a first 
step towards the possible ECG based patient 
identification. To enhance the system 
performance, feature set for this task was 
extended with one more parameter – power of 
AR modeling error. Initial results indicate the 
significant increase in the recognition rate with 
extended feature set and demonstrate the 
potential of proposed approach for ECG based 
biometric system. 
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Abstract— The electrocardiograph (ECG) contains 
cardiac features unique to each individual. By analyzing 
ECG, it is possible to detect the rate and consistency of 
heartbeats and extract analytic and modelling 
parameters in order to try and identify ECG records 
belonging to individual patients. Providing this task can 
be successfully accomplished, practical application of 
ECG based biometric authentication would became a 
reality. In this paper, a new approach for automatic 
analysis of single lead ECG for human recognition is 
proposed and evaluated. Eighteen temporal, amplitude, 
width and AR model parameters are extracted from 
each ECG signal and classified in order to identify each 
individual. Proposed system uses pre-processing stage to 
decrease the effects of noise and other unwanted 
artefacts usually present in raw ECG data. Following 
the pre-processing step, the ECG stream is portioned 
into separate windows where each window includes 
single beat of ECG signal. Window estimation is based 
on the localisation of the R peaks in the ECG stream. 
Developed method for QRS complex detection has been 
used and tested in this work. Following successful QRS 
detection, the individual heart beats are extracted from 
an ECG signal, aligned according to their R peak 
positions and truncated using a window size based on 
the heart rate variability (HRV). ECG features – 
various temporal, amplitude and AR coefficients are 
extracted and used as an input to a classifier in order to 
identify the individuals. In this work, proposed system 
has been tested using records from three different ECG 
databases. Signal pre-processing techniques, applied 
parameter extraction methods and some intermediate 
and final classification results are presented in this 
paper. 
 
Index Terms—ECG, AR model, Biometric, Extraction.  
 
I. Introduction 
 
Biometric recognition provides authentication by 
identifying each individual based on the biological and 
physiological signal characteristics. A number of 
identification methods have been investigated in the 
last decades [1], using physical features such as finger 
prints, face images [2] and biological signal behaviour 
such as ECG [3]. Analysis of ECG signals as a 
biological tool for individual recognition has become 
an active research field in the past two [4], [5]. 
Validity of using ECG as a biometric tool is supported 
by the fact that each ECG signal has certain unique 
features [6] which can be used to distinguish it from 
other ECG signals. Differences between ECG signals 
are usually caused by the variability of heart position 
and orientation relative to the ribs (the ribs being the 
reference clinically used to place the precordial 
electrodes on body), which are highly variable among 
different persons. Other differences can be related to 
body habitus [7] sex, age, length, and weight of the 
subjects. 
The signal classification is usually considered in the 
light of selection, extraction and classification of 
extracted features. High recognition rate has been 
achieved with the approach based on the 
autocorrelation (AC) in conjunction with discrete 
cosine transform (DCT) [3]. Proposed method does not 
require any waveform or fiducial point detections but 
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AC and DCT computationally demanding and require 
long ECG records for each patient or individual to 
identify them successfully. A method known as Pulse 
Active Width (PAW) is implemented on ECG for 
biometric authentication [8]. The results of this 
approach have indicated that PAW yields equivalent 
performance in terms of accuracy compared to 
conventional temporal and amplitude feature 
extraction methods. Even though PAW is complicated 
signal process which needs powerful digital signal 
processors to overcome the time delay. 
In this paper, a new approach is developed and 
evaluated for automatic analysis of single lead 
electrocardiogram (ECG) for human recognition and 
individual identification. This approach is depended on 
analytic (Amplitude, Time and Width) and modelling 
(AR) extracted features from the ECG beat. Obtained 
results indicate high level of accuracy and shorter 
processing needed to identify the individuals. Eighteen 
analytic and modelling features are extracted to 
identify individuals and k nearest neighbour (knn) 
classification algorithm is applied in order to classify 
those features and evaluate the proposed approach. 
ECG feature selection and extraction using AR 
modelling has recently been used [9] resulting in 
accurate classification of various arrhythmia and 
ventricular arrhythmia conditions.  
The remainder of this paper is organized as follows. 
Section 2 gives a brief description of the techniques 
used in the pre-processing phase to clean ECG signals 
of noise and other artefacts. Section 3 provides a 
review of QRS detection methods used in this work. 
Feature selection and extraction methods are discussed 
in Section 4 whilst Section 5 contains experimental 
results and discussion of those results. Conclusions are 
presented in Section 6. 
II. Pre-processing phase 
Variations in ECG describe the electrical activity of 
the heart and are related to the electrical flows inside 
and around the heart. ECG signal provides information 
about morphology, heart rate and rhythm. Typical 
ECG beat contains five waves (P, Q, R, S and T). ECG 
signal is recorded by attaching electrodes to different 
places on the skin, such as chest, legs, arms and neck 
[10]. The collected ECG data usually contain noise 
components of low-frequency caused by driftline 
wonder and high frequency components caused by 
power line interferences [11]. The presence of noise 
will corrupt the signal and make the feature extraction 
and classification process more difficult and less 
accurate.  
Many research papers have discussed the removal of 
noise and power line interference from the ECG 
signals. In [12] a non linear adaptive method to 
eliminate power line interference from the ECG 
signals is presented. The wavelet coefficient threshold 
based hyper shrinkage function was used in [13] to 
detrend the raw ECG signals. In [14] a simplified 
lattice based adaptive IIR notch filter has been 
suggested to remove power line interference. Other 
technique proposed the use of digital FIR filters [15] 
for the power line noise reduction. [16] suggested a 
method of noise removal dependent on a non-linear 
wavelet and wavelet packet and the extended Kalman 
Filter (EKF) based on a nonlinear dynamic model used 
for the generation of synthetic ECG signals has also 
been used to clean ECG signals [17]. Bayesian wavelet 
shrinkage denoising approach for high resolution ECG 
(HRECG) filtering has been used in [18]. This 
approach is depended on three basic steps: the dyadic 
Wavelet Transform (WT) computation, the shrinkage 
of the wavelet coefficients using adaptive Bayesian 
rules, and the reconstruction of the denoised signal 
through the inverse WT. 
In this work, method proposed in [19] has been 
applied to order to decrease the effect of driftline 
wonder and preserve the information about the 
physiology of an individual’s ECG. The raw ECG 
signals are first downsampled to the lowest 
sampling frequency of the ECG signals from the 
set (1000 Hz in this case) and then filtered through 
the 6
th
 order Butterworth filter. The output of the 
Butterworth filter is then passed through power 
line interferences filer. Here, another Butterworth 
filter – 10th order low pass type is used to remove 
high frequency components and noise. Figure 1 
shows the ECG signal before and after the 
filtering stage. 
 
III. QRS Detection 
The QRS complex is the most important feature of the 
ECG signal. Without the accurate knowledge of the 
QRS complex location, P and T waves are hard to 
detect and distinguish from each other. Most of the 
QRS detection methods depend heavily on filtering 
stage followed by averaging according to a threshold 
value [20]. This threshold value is used to distinguish 
between noise signal and the QRS complex and is 
usually chosen according to the peak height or peak 
location of ECG signal [21]. A number of research 
papers have investigated the problem of accurate QRS 
complex detection depending on the applications of 
wavelet filter banks [22] and the modified p-spectrum 
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to detect heart beats in ECG signals [23]. The short-
time Fourier transform (STFT) was also employed 
after ECG filtering stage in order to detect QRS 
complex [24]. A number of commercial systems have 
been designed and implemented to perform signal 
processing tasks such as 12-lead off-line ECG 
analysis, Holter tape analysis and real-time patient 
monitoring [25]. All these applications require an 
accurate detection of QRS complex in the ECG 
signals. 
P and T waves occur before and after the QRS 
complex respectively. The frequency components of 
QRS complex range between 10 Hz and 25 Hz. Most 
of the QRS detection algorithms use a filtering stage 
followed by the actual detection in order to attenuate 
unwanted signal components and artefacts. In this 
work, QRS detection plays an important stage as it is 
then used to localize the R peaks of ECG stream of 
beats and main indicator for the window partitioning 
process. Following the location of R peaks in the 
analysed ECG stream, window size estimation is 
applied in order to extract windows such that each 
window contains single beat of ECG. Mathematically, 
the window size is estimated based on the heart rate 
variability (HRV) of each ECG stream. Figure 2 shows 
four different samples from the ECG database. In this 
work, QRS detection is adapted and used to pinpoint 
the exact QRS complex position in the ECG stream. 
Filter bank method employs a bank of linear phase 
filters to decompose the ECG signal into subbands 
with uniform frequency bandwidths in order to account 
for the ECG signal energy distribution in the frequency 
domain [22]. Figure 3 shows the R peaks detected 
from each ECG beat.  
 
  
Fig. 1. Raw and filtered ECG signal 
 
 
Fig. 2.  Window extraction of four samples of ECG signals 
 
Fig. 3.  QRS complex detected 
 
IV. Methodology 
Use either SI (MKS) Biometrics-based human 
identification is essentially a patient recognition 
problem which involves pre-processing, feature 
extraction and classification stages. The 
electrocardiogram is an emerging biometric 
modality that has seen about 13 years of 
development reported in peer-reviewed literature 
[26] and as such deserves a systematic review and 
discussion of the associated methods and findings. 
In particular, the categorization of methodologies 
in ECG based biometry relies on the feature 
extraction and classification schemes. Finally, 
comparative analysis is presented to estimate 
performance of this approach of ECG biometric 
system. The comparative study includes the cases 
where training and testing data sets come from the 
same and different partition of ECG signal 
measured on different days. Recently, 
cardiovascular signals have been studied for use in 
identity recognition problems using 
electrocardiography [27]–[29]. ECG feature 
extraction plays a significant role in diagnosing 
most of the cardiac diseases. One cardiac cycle of 
an ECG signal consists of the P-QRS-T waves. 
Feature extraction scheme proposed in this work 
uses amplitudes, time intervals and AR parameters 
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of the ECG signal for subsequent analysis and 
identification. For the purpose of comparative 
study, the system proposed in this work follows 
the procedure of extracting eighteen features from 
each ECG beat listed in Table I. 
 
TABLE I: EXTRACTED FEATURES FROM ECG PEAK  
Tempora
l  
PQ Time interval between 
P and Q waves. 
PS Time interval 
between P and S 
waves. 
 
 PR Time interval between 
P and R waves. 
TS Time interval 
between T and S 
waves. 
 
 TQ 
 
Time interval between 
T and Q waves. 
TR Time interval 
between T and R 
waves. 
 PT Time interval between 
P and T waves. 
  
Amplitu
de 
P Amplitude height of P 
wave. 
T Amplitude 
height of T 
wave. 
 S Amplitude height of S 
wave. 
R Amplitude 
height of R 
wave. 
 Q Amplitude height of Q 
wave. 
  
Width QRS Width in time of QRS. T Width in time of 
T wave. 
 P Width in time of P 
wave. 
  
AR 
coefficie
nts 
   First coefficient of AR 
model.  
   Third 
coefficient of 
AR model. 
    Second coefficient of 
AR model. 
  
 
In this work, identification has been attempted using 
extracted analytic features (amplitude, time and width) 
and modelling features (AR parameters). The 
performance of the proposed method is evaluated 
based on the subject rate recognition which is 
determined by the number of correctly classified 
subjects of the test database using knn classification 
algorithm. 
A. Analytic Features  
Analytic features are usually being extracted by 
analysing and localizing certain fiducial points from 
the ECG signals. In order to extract analytic features of 
ECG window or beat, procedure similar to [30] is 
followed. As the R peak is already detected using QRS 
detection, Q, S, P and T amplitudes are localized by 
finding local maxima and minima separately around R 
position of each window. Figure 4a to 4d show the P, 
Q, S and T analytic features indicate with “*” along 
the ECG stream.  To build an efficient and active ECG 
based human identification system, it is fundamental to 
reach high accuracy of feature extraction. Previously 
proposed methods [27]–[29] for ECG-based identity 
recognition use temporal attributes as well as 
amplitude distances between detected fiducial points. 
In this work temporal, amplitude and width distances 
between indicated points have been used. All extracted 
parameters are normalized by 
                         to provide less variability 
with respect to heart rate. These points on ECG wave 
are used to estimate P and T width. The time interval 
between      and      is the P wave width. Similar 
method is used to estimate T width, the interval 
between               . 
a. P peak detected b. Q peak detected 
c. S peak detected d. T peak detected 
 
Fig. 4 . Analytic points detected 
 
B. Modeling Features  
In addition to analytic ECG features described in the 
previous section, proposed system uses modelling 
features obtained through the modelling of two or 
more successive ECG beats. To achieve this, a discrete 
form of an autoregressive (AR) signal model of order 
,      , is applied [31] to model the measured ECG 
signal. The estimated coefficients are then added to a 
feature set used in the final, classification stage of the 
proposed system.  
Using the proposed AR model, a sampled signal 
sequence      can be represented by the relationship: 
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(1) 
where                are the model coefficients 
used in the classification process and the      is a 
white noise series, innovation process with zero mean 
and variance   .  
Accurate modelling of two successive beats from ECG 
signal can be achieved using a 3
rd
 order AR model as 
described in [9]. Individual section of a pre-processed 
ECG signal in red and the corresponding AR(3) model 
in blue are shown in Figure 5. 
 
 
Fig. 5. Modelled and original ECG signal 
 
V. Experimental Results 
To evaluate the performance of the proposed methods, 
experiments are conducted using signals from three 
sets of publicly available ECG databases: PTB [32], 
MIT-BIH [33] and Milano [34]. The PTB database is 
provided by the National Metrology Institute of 
Germany and contains 549 records from 294 subjects. 
The MIT-BIH database contains 48 half-hour excerpts 
of two-channel ambulatory ECG recordings, obtained 
from 47 subjects studied by the BIH Laboratory 
between 1975 and 1979. Each record from this 
database consists of conventional 12 and 3 leads ECG. 
The duration of the recordings vary for each subject.  
A subset of 13 subjects was selected to test proposed 
method. The selected subjects did not exhibit 
significant arrhythmias. Some of ECG records present 
in the database contained significant amount of noise 
and other artefacts significantly reducing the valid 
heartbeat information, and were not used in our 
experiment. Since the database only contains one 
record for each subject, records were partitioned into 
two halves. The first half was then used as a main 
“training set” and the second half as “test set” for 
classification tests. The training and test sets should in 
the final evaluation of the proposed system be an ECG 
recordings made on different days for the same 
subject. The feature matrix for classification is formed 
of 18 extracted parameters, described in the earlier 
sections and 14 windows or beats for each subject. By 
applying duration of ECG stream of 8 seconds length 
with no overlapping, different number of beats are 
separated into windows where each window has one 
beat. Several different window lengths tested in this 
work show approximately the same classification 
performance as long as full multiple beats are present 
in the extracted window. Figure 6 shows the scatter 
plot of extracted parameters including amplitude, time, 
width and AR coefficients for both parts (main and 
test) of each ECG subject in the database. 
 
Amplitude main 
 
Amplitude test 
 
Time main 
 
Time test 
AR model main AR model test 
Width main Width test 
Fig. 6. Extracted parameters in 3D feature space 
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To evaluate the performance of the proposed system, 
knn classification algorithm has been applied using 
“knnclassify” function from classification toolbox in 
Matlab. This function can be called using syntax: 
“C=knn(main, test, classes)”, C shows the 
classification factors that express algorithm 
performance as in Table 2. Main and test sets are 
different 8 sec time interval of each subject and classes 
are the number of patients included in this test. Both 
main and test sets represent the ECG recordings of 
different days of the same subject. Main, training set 
includes 18 extracted parameters and 14 windows or 
beats for 13 subjects, where test set includes another 
18 parameters from other 14 windows or beats for the 
same 13 subjects. The k-nearest neighbour is one of 
the statistical classification algorithms used for 
classifying objects based on closest training examples 
in the feature space. knn is a type of instance-based 
learning, or lazy learning where the function is only 
approximated locally and all computation is deferred 
until classification. The knn is amongst the simplest of 
all machine learning algorithms: an object is classified 
by a majority vote of its neighbours, with the object 
being assigned to the class most common amongst its k 
nearest neighbours.     The obtained results presented 
in Table 2 show that 100% correct rate is reachable by 
using all the extracted features. This high accuracy of 
identification comes from the matching parameters 
between the main and test sets of extracted features for 
the 13 subjects used in this experiment. This results a 
high percentage of negative productive value when the 
test comes to use less number of parameters to identify 
individuals for example: just Amplitude and AR. 
Negative productive value indicates the performance 
of a diagnostic testing procedure. It is defined as the 
proportion of subjects with a negative test result who 
are correctly classified. Table I illustrates the correct 
rate and comparison of experimental results for 
different sets of parameters used in main and test sets 
combination. Suggesting width parameters alone to 
classify 13 patients illustrate very low correct rate 
(55.56%).  Even though amplitude and AR parameters 
can reach a high rate of classification (98.89%) but 
indicate high percentage of negative test through the 
procedure. By using all extracted features (Amplitude, 
Time, Width and AR model) to identify individual, it 
is possible to reach 100 % accuracy of classified 
subjects with a reasonable negative test value.  
 
TABLE II: EXTRACTED FEATURES FROM ECG PEAK  
Classification Type Correct 
Rate 
Negative 
Productive 
Value (NP) 
Width 55.56% 33% 
Amplitude  98.89% 86% 
Amplitude and AR 95% 87% 
Amplitude, Time, Width and 
AR model 
100% 17% 
 
VI. Conclusion  
A biometric system for automatic analysis of a single 
lead electrocardiogram (ECG) for human identification 
is presented in this work. The first stage of this system 
consists of a band-pass Butterworth filter used to 
remove noise and other artefacts present in the raw 
ECG signal. The R peaks of an ECG stream are then 
localized by filtering a signal through the bank of 
filters and analysing each filtered signal component 
individually. The individual heart beats of an ECG 
record are aligned by the R peak position and truncated 
by a window size based on the heart rate variability 
(HRV) of individuals’ ECG. The temporal, amplitude, 
width and AR parameters are then extracted from each 
ECG signal and used to identify individual ECGs. An 
approach of modelling two or more successive ECG 
beats, using a discrete form of an autoregressive (AR) 
signal model of order p is applied to extract AR 
modelling features, AR(p). A subset of thirteen 
subjects was selected in this work in order to test 
proposed system. All the extracted parameters for each 
subject are fitted into knn classification algorithm to 
classify and eventually identify “test” parts of each 
signal. 100% identification accuracy for thirteen 
different ECG recordings has been achieved in this 
project when each ECG signal is split into “train” and 
“test” section. This leads to a conclusion that the 
proposed ECG based biometric system might lead to 
an accurate identification in some practical 
applications 
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Abstract 
 
The electrocardiograph (ECG) contains cardiac features unique to each individual. By analyzing ECG, it should 
therefore be possible not only to detect the rate and consistency of heartbeats but to also extract other signal 
features in order to identify ECG records belonging to individual subjects. In this paper, a new approach for 
automatic analysis of single lead ECG for human recognition is proposed and evaluated. Eighteen temporal, 
amplitude, width and autoregressive (AR) model parameters are extracted from each ECG beat and classified in 
order to identify each individual. Proposed system uses pre-processing stage to decrease the effects of noise and 
other unwanted artefacts usually present in raw ECG data. Following pre-processing steps, ECG stream is 
portitioned into separate windows where each window includes single beat of ECG signal. Window estimation is 
based on the localisation of the R peaks in the ECG stream that detected by Filter bank method for QRS complex 
detection. ECG features – temporal, amplitude and AR coefficients are then extracted and used as an input to K-
nn and SVM classification algorithms in order to identify the individual subjects and beats. Signal pre-
processing techniques, applied feature extraction methods and some intermediate and final classification results 
are presented in this paper. 
 
Keywords: ECG biometric, Filtering, QRS detection, AR model, Extraction and Classification. 
 
1. Introduction 
 
Biometric recognition provides authentication by identifying each individual based on the biological and 
physiological signal characteristics. A number of identification methods have been investigated in the last 
decades [1], using physical features such as finger prints, face images [2] and biological signal behaviour such as 
electrocardiograph (ECG) [3]. Analysis of ECG signals as a biological tool for individual recognition has 
become an active research field in the past two decades [4][5]. Validity of using ECG as a biometric tool is 
supported by the fact that each ECG signal has certain unique features [6] which can be used to distinguish it 
from other ECG signals. Differences between ECG signals are usually caused by the variability of heart position 
 299 
 
 
and orientation relative to the ribs (the ribs being the reference clinically used to place the precordial electrodes 
on body), which are highly variable among different persons. Other differences can be related to body habitus [7] 
, sex, age, length, and weight of the subjects. 
The ECG signal classification is usually considered in the light of selection, extraction and classification of 
extracted features. High recognition rate has been achieved with the approach based on the autocorrelation (AC) 
in conjunction with discrete cosine transform (DCT) [3]. Proposed method does not require any waveform or 
fiducial point detections but AC and DCT can be computationally demanding and require long ECG records for 
each subject or individual to identify them successfully. A method known as Pulse Active Width (PAW) is 
implemented on ECG for biometric authentication [8]. The results of this approach have indicated that PAW 
yields equivalent performance in terms of accuracy compared to conventional temporal and amplitude feature 
extraction methods. However, PAW is a complex signal processing technique which requires powerful digital 
signal processors to overcome the time delay.  
The electrocardiogram is an emerging biometric modality that has seen about 13 years of development reported 
in peer-reviewed literature [9], and as such deserves a systematic review and discussion of the associated 
methods and findings. In particular, the categorization of methodologies in ECG based biometry relies on the 
feature extraction and classification schemes. Finally, comparative analysis is presented to estimate performance 
of this approach of ECG biometric system. The comparative study includes the cases where training and testing 
data sets come from the same and different partition of ECG signal measured on different days. Recently, 
cardiovascular signals have been studied for use in identity recognition problems using electrocardiography [10], 
[11] and [12]. 
A number of different techniques have been implemented in the past years to design ECG classification system. 
Mahmoodabadi [13] described an approach for ECG feature extraction which utilizes multi-resolution wavelet 
transform for ECG feature extraction. In this desired study, the ECG signals from modified lead II were chosen 
for processing. Experimental results showed that proposed approach for ECG feature extraction achieved 
accuracy of up to 98% to classify ECG signals. A mathematical morphology based on Kohonen self-organizing 
maps (SOM) and Learning Vector Quantization (LVQ) to design ECG feature extraction was proposed by 
Tadejko and Rakowski [14]. The main focus of this work is to evaluate the classification performance of an 
automatic classifier of the ECG designed to detect abnormal beats using new concept of feature extraction stage. 
The accuracy or correct classification rate of this method is 94%.  An automatic extraction of both time interval 
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and morphological features from ECG to classify ECGs into normal and arrhythmic was described by Alexak 
[15]. The method utilized the combination of artificial neural networks (ANN) and Linear Discriminant Analysis 
(LDA) techniques for feature extraction. The average accuracy of this method is about 85%. A new ECG pattern 
classification model based on a generic feature extraction method is presented in [16]. Correct classification rate 
is 88% for this method. Work described in [17] presents an approach to ECG signal filtering and classification 
system using HMM. Achieved accuracy of this method is up to 95%. 
In this paper, a new approach is developed and evaluated for automatic analysis of single lead electrocardiogram 
(ECG) for human recognition and individual identification. This approach is depended on analytic (Amplitude, 
Time and Width) and modelling (AR) features extracted from the ECG beat. Obtained results indicate high level 
of accuracy and shorter processing needed to identify the individuals. Eighteen analytic and modelling features 
are extracted to identify individuals. K nearest neighbour (k-nn) classification and Support Vector Machine 
(SVM) algorithms are applied in order to classify those features and evaluate the proposed approach. ECG 
feature selection and extraction using AR modelling has recently been used [18] resulting in accurate 
classification of various arrhythmia and ventricular arrhythmia conditions. 
The remainder of this paper is organized as follows. Section 2 gives a brief description of the techniques used in 
the pre-processing phase to clean ECG signals of noise and other artefacts. Section 3 provides a review of QRS 
detection method used in this work. Feature selection and extraction methods are discussed in Section 4 whilst 
Section 5 contains experimental results and discussion of those results. Conclusions are presented in Section 6. 
 
2. Pre-Processing Stage 
 
ECG signal is recorded by attaching electrodes to different places on the skin, such as chest, legs, arms and neck 
[19]. Collected ECG data usually contain noise components of low-frequency caused by driftline wonder and 
high frequency components caused by power line interferences [20]. The presence of noise will corrupt the 
signal and make the feature extraction and classification process more difficult and less accurate. Many research 
papers have discussed the removal of noise and power line interference from the ECG signals.  In [21] a non 
linear adaptive method to eliminate power line interference from the ECG signals is presented. The wavelet 
coefficient threshold based hyper shrinkage function was used in [22] to detrend the raw ECG signals. In [23] a 
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simplified lattice based adaptive IIR notch filter has been suggested to remove power line interference. Digital 
FIR filters has been used for the power line noise reduction [24].  
In this work, method proposed in [25] has been applied in order to decrease the effect of driftline wonder and 
preserve the information about the physiology of an individual’s ECG. The raw ECG signals are first 
downsampled to the lowest sampling frequency of the ECG signals from the set (1000 Hz in this case) and then 
filtered through the 6
th
 order high pass Butterworth filter. Figures 1a and 1b illustrate the performance of the 
applied Butterworth filter in the pre-processing stage of the proposed system. The output of the Butterworth filter 
is then passed through power line interferences filer. Here, another Butterworth filter – 10th order low pass type 
is used to remove high frequency components and noise. Figures 1c and 1d show the signals after the power line 
interference filtering stage. 
 
a. Original ECG signal 
 
b. ECG signal after passing through the 
driftline wonder filtering stage 
 
c. Original ECG signal 
 
 
d. ECG signal after passing through the power line 
interference removal filtering stage 
Figure 1: Driftline wonder and power line interference filtering stages 
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3. QRS detection phase 
 
The QRS complex is the most important feature of the ECG signal. Without the accurate knowledge of the QRS 
complex location, P and T waves are hard to detect and distinguish from each other. Most of the QRS detection 
methods rely on filtering stage followed by averaging and thresholding [26] in order to distinguish between noise 
signal and the QRS complex. Threshold value is usually chosen according to the peak height or peak location of 
ECG signal [27]. A research paper has investigated the problem of accurate QRS complex detection depending 
on the applications of wavelet filter banks [28]. The short-time Fourier transform (STFT) was also employed 
after ECG filtering stage in order to detect QRS complex [29].  
In this work, Filter bank method employs a bank of linear phase filters to decompose the ECG signal into 
subbands with uniform frequency bandwidths in order to account for the ECG signal energy distribution in the 
frequency domain [28]. Processing can be performed on each subband independently. The filterbank used to 
analyse ECG signals contains M analysis and M synthesis filters, each of length L and is used to produce the 
subband signals       by filtering the input signal     : 
  
                                   
  
(1) 
 
where       represents the transfer function of each bandpass filter. The set of synthesis filters can then combine 
the processed subbands to result in a processed version of the input signal. Thus, a filter bank-based algorithm 
involves decomposing a signal into frequency subbands, processing these subbands according to the application 
at hand, and then sometimes reconstructing the processed subbands. Many scenarios deal with signals which 
contain specific energy distributions in the frequency domain. For example, with regard to the ECG, a significant 
proportion of the energy from the QRS complex extends to a frequency of 40 Hz, and even more if the Q, R, and 
S waves have very sharp morphologies. The P and T waves, in general, have a significant proportion of their 
energy only up to 10 Hz.  
The effective bandwidth of       is 
 
 
 and, thus, it can be downsampled to reduce the total rate. The 
downsampling process keeps one sample out of   samples. The downsampled signal      is: 
 303 
 
 
 
      
 
 
     
 
    
   
   
 
 
(2) 
 
where      
  
 
 
. The subbands       and      are bandpassed versions of the input      and also      has 
a lower rate than      . The filtering process can be efficiently done at  
 
 
 , the input rate by taking advantage of 
the downsampling. This process is referred to as the polyphase implementation and contributes to the 
computational efficiency of the filter bank-based algorithm. A variety of features, indicative of the QRS complex 
have been extracted from the signal. Figure 2 shows QRS detection of this method by combining the subbands of 
interest. For example, feature P1 corresponding to the energy in those subbands 1, 2 and 3, can be computed as: 
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(3) 
Figure 2: Filtered ECG signal with detected QRS complexes (*) using filter bank method 
 
In the ECG signals, P and T waves occur before and after the QRS complex respectively. The frequency 
components of QRS complex range between 10 Hz and 25 Hz. In this work, QRS detection plays an important 
stage as it is used to calculate RR interval of ECG stream, the main indicator for the window estimation process. 
Window estimation is applied in order to extract windows such that each window contains single beat of ECG 
windows. If      is an ECG stream of beats, window of single ECG beat is estimated based on the RR interval 
between any two consecutive R peaks “*” detected from the ECG stream and shafted by half of the RR interval. 
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                     (4) 
 
where    is the interval between two consecutive R beats,       is a window that contain single beat and   is 
the number of beats in the ECG stream. Figure 3 shows four different samples of window estimation process, 
each window is plotted in 3D view and contains only one beat.  
 
 
 
 
 
 
 
 
 
Figure 3: Window estimation for four subjects from MIT/BIH database 
4. Methodology 
 
Biometrics-based human identification is essentially a subject and beat recognition problem which involves pre-
processing, feature extraction and classification stages. ECG feature extraction plays a significant role in 
diagnosing most of the cardiac diseases. Feature extraction scheme proposed in this work uses amplitudes, time 
intervals, width and AR parameters of the ECG signal for subsequent analysis and identification. For the purpose 
of comparative study, the system proposed in this work follows the procedure of extracting eighteen features 
from each ECG beat listed in Table 1. 
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Table 1:  List of extracted features 
 
 
 
Temporal PQ 
Time interval between P and Q 
waves. 
PS 
Time interval between P 
and S waves. 
 
 PR 
Time interval between P and R 
waves. 
TS 
Time interval between T 
and S waves. 
 
 
 
TQ 
 
Time interval between T and Q 
waves. 
TR 
Time interval between T 
and R waves. 
Analytic  PT 
Time interval between P and T 
waves. 
  
 
Amplitude P Amplitude height of P wave. T 
Amplitude height of T 
wave. 
 
 S Amplitude height of S wave. R 
Amplitude height of R 
wave. 
  Q Amplitude height of Q wave.   
 
 
Width QRS Width in time of QRS. T Width in time of T wave. 
  P Width in time of P wave.   
 
Modelling 
AR 
coefficients  
   First coefficient of AR model.     
Third coefficient of AR 
model. 
     Second coefficient of AR model.   
 
4.1. Analytic features  
 
Analytic features are usually being extracted by analysing and localizing certain fiducial points from the ECG 
signals as shown in Figure 4. In order to extract analytic features of ECG window or single beat, procedure 
similar to [30] is followed. As the R peak is already detected using QRS detection, Q, S, P and T amplitudes are 
localized by finding local positive and negative points separately around R positions of each window. As 
example, the maximum positive to the left of ECG beat in Figure 4 is the P wave amplitude, and the maximum 
negative to the left is Q wave amplitude. Same procedure is followed to find T and S amplitudes on the right 
side. Previously proposed methods [10], [11] and [12] for ECG-based identity recognition use temporal 
attributes as well as amplitude distances between detected fiducial points. In this work temporal, amplitude and 
width distances between indicated points have been fitted into k-nn and SVM classification algorithms to find 
subject and beat classification rate. Temporal and width extracted parameters are calculated using fiducial points 
in Figure 4, e.g. the time interval between        and      is the P wave width. Similar method is used to estimate 
QRS complex width, the interval between                 and so on to estimate all the analytic features in Table 
1. 
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Figure 4: Fiducial points of ECG signal 
 
4.2. Modelling features  
 
In addition to analytic ECG features described in the previous section, proposed system uses modelling features 
obtained through the modelling of two or more successive ECG beats. To achieve this, a discrete form of an 
autoregressive (AR) signal model of order  ,      , is applied [31] to model the measured ECG signal. The 
estimated coefficients are then added to a feature set used in the final, classification stage of the proposed 
system.  
Using the proposed AR model, a sampled signal sequence      can be represented by the relationship: 
  
                                       
 
(5) 
 
where                are the model coefficients used in the classification process , the      is a white noise 
series and    is the innovation process with zero mean and variance. Accurate modelling of two successive beats 
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from ECG signal can be achieved using a 3
rd
 order AR model as described in [18]. Individual section of a pre-
processed ECG signal in red and the corresponding AR(3) model in blue are shown in Figure 5. High accuracy 
of obtained AR models can be observed from this plot.   ,    and    AR model coefficients are extracted from 
each beat of ECG stream and fitted into k-nn and SVM with analytic features in the classification process. 
 
Figure 5: AR model and original ECG signal 
 
5. Experiment results  
 
To evaluate the performance of the proposed methods, experiments are conducted using signals from three sets 
of publicly available ECG databases: PTB [32], MIT-BIH [33] and Milano [34]. The PTB database is provided 
by the National Metrology Institute of Germany and contains 549 records from 294 subjects. The MIT-BIH 
database contains 48 half-hour excerpts of two-channel ambulatory ECG recordings, obtained from 47 subjects 
studied by the BIH Laboratory between 1975 and 1979. Each record from this database consists of conventional 
12 and 3 leads ECG. The duration of the recordings vary for each subject. Milano database consists of 23 
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recordings about 30 minutes long, from 23 young normal subjects. Recordings consist of the three orthogonal 
ECG leads. A concerted effort was made to ensure the maximum fidelity of recordings 
A subset of 13 subjects was selected to test proposed method. The selected subjects did not exhibit significant 
arrhythmias. Some of ECG records held in the database contain significant amount of noise and other artefacts 
which can significantly reduce the valid heartbeat information. Most severely affected records were therefore not 
used in the performed tests. Since the database only contains one record for each subject, records were 
partitioned into two halves. The first half was then used as a “training set” and the second half as a “test set” for 
classification stage. The training and test sets should in the final evaluation of the proposed system be an ECG 
recordings made on different days for the same subject. The feature matrix for classification is formed of 18 
extracted parameters, described in the earlier sections and 14 windows or beats for each subject. By using ECG 
stream of 8 seconds length with no overlapping, different number of beats are separated into windows where 
each window has one beat. Several different window lengths tested in this work show approximately the same 
classification performance as long as full multiple ECG beats are present in the extracted window. Figure 6 
shows the scatter plot of extracted parameters including amplitude, time, width and AR coefficients for both 
parts (training and test) of each ECG subject in the database. Each colour represents extracted parameters for 
individual ECG sample.  
 
 
 
a) Amplitude (training)  Amplitude (test) 
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b) Time (training) Time (test) 
 
 
c) AR (training) AR (test) 
  
d) Width (training) Width (test) 
 
Figure 6: Extracted parameters in 3D feature space  
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5.1.  Individual subject recognition using k-nn 
 
To evaluate the performance of the proposed system, k-nn classification algorithm has been applied using 
“knnclassify” function from classification toolbox in Matlab. The k-nearest neighbour is a statistical 
classification algorithms used for classifying objects based on closest training examples in the feature space. K-
nn is a type of instance-based learning, or lazy learning where the function is only approximated locally and all 
computation is deferred until classification. The k-nn is amongst the simplest of all machine learning algorithms: 
an object is classified by a majority vote of its neighbours, with the object being assigned to the class most 
common amongst its k nearest neighbours. The “knnclassify” function can be called using syntax: 
“C=knn(training, test, classes)”. In this case “C” shows the classification factors that express algorithm 
performance given in Table 2. “Training” and “test” sets are different 8 sec time intervals of each subject and 
parameter “classes” specifies the number of subjects included in this test. Both training and test sets represent the 
ECG recordings taken on different days on the same set of subjects. Training set includes 18 extracted 
parameters and 14 windows or beats for 13 subjects, where test set includes another 18 parameters from other 14 
windows or beats for the same 13 subjects.  
The obtained results presented in Table 2 show that 100% accuracy of subject classified can be obtained if all 
extracted features are used in classification stage. High identification accuracy comes from the matching 
parameters between the training and test sets of extracted features for the 13 subjects used in this experiment. A 
high percentage of negative productive values are obtained when smaller number of parameters is used in tests, 
e.g. amplitude and AR parameters only. Negative productive value indicates the performance of a diagnostic 
testing procedure. It is defined as the proportion of subjects with some bias compared to the average of other 
readings that are correctly classified. Table 2 gives the correct identification rate and illustrates comparison of 
experimental results for different sets of parameters used in training and test sets combination. Suggesting width 
parameters alone to classify 13 subjects illustrate very low correct rate (55.56%).  It is important to note that 
amplitude and AR parameters can reach a high rate of classification (98.89%) although  high percentage of 
negative test through the procedure is recorded. By using all extracted features (Amplitude, Time, Width and AR 
model) to identify individual, it is possible to reach 100 % accuracy of classified subjects with a reasonable 
negative test value.  
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Table 2:  Classification results of biometric system 
 
Classification Type 
Correct 
Rate 
Negative Productive 
Value (NP) 
Width 55.56% 33% 
Amplitude  98.89% 86% 
Amplitude and AR 95% 87% 
Amplitude, Time, Width 
and AR model 
100% 17% 
 
 
5.2.  Individual subject recognition using SVM 
 
In addition to high accuracy classification between subjects, further work of Support Vector Machine (SVM) 
algorithm is applied to estimate classification rate for individual subjects. In order to perform individual 
recognition of subject, all extracted parameters for single subject are compared with extracted parameter of the 
same subject and with extracted parameter of another subject. Figure 7a illustrates no classification between 
extracted parameters of subject 1 and the extracted parameters of the same subject, as the SVM margin line is 
lower than all extracted parameters in free space dimension. While, Figure 7b shows noticeable classification 
rate between extracted parameters of subject 1 and the extracted parameters of subject 2, SVM margin line is 
located between the extracted parameters. 
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c. Classification results of extracted parameters for the same subject 
 
 
 
d. Classification results of extracted parameters for two different subjects. 
 
Figure 7: SVM classification results of individual subject recognition 
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5.3.  Subject beat recognition using k-nn and SVM 
 
In addition to the high classification rate of individual subject recognition using k-nn and SVM, this work 
investigates the matching and similarity between the extracted parameters from the individual beats of the same 
and different subjects. Similarity between extracted parameters of two beats of the same subject proves the high 
classification rate of this approach. In this test, 14 beats from 5 different subjects have been classified using k-nn 
and SVM to show the matching between the extracted parameters of beats for the same and different subjects. 
The extracted parameters from the first seven beats of each subject are used as “test” in the k-nn and SVM 
classification algorithms, while the parameters extracted from the other seven beats are used as “training” set. 
Table 3 shows correct classification rate between extracted parameters from beats for the same subject using k-
nn, while the classification rate is very low between the extracted parameters of different subjects.    
 
Table 3: k-nn classification results of beats for the same and different subjects 
 
Subjects 
 
1 
 
2 
 
3 
 
4 
 
5 
 
1 100 % 55 % 54% 58 % 44 % 
2 55 % 100 % 52 % 56 % 54 % 
3 54 % 52 % 90.5 % 48 % 59 % 
4 58 % 56 % 48 % 100 % 57 % 
5 44 % 54 % 59 % 57 % 91 % 
 
SVM classification algorithm is also used to evaluate the similarity and matching between the extracted 
parameters of beats for the same subject. Figure 8 shows the similarity and matching of five subjects to identify 
beat recognition. Results show high similarity and matching between test and training data selected for this test 
and lead SVM margin line to locate out of classification area.  
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Figure 8: SVM classification results of beats for the same subject 
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6. Conclusion 
 
A biometric system for automatic analysis of a single lead electrocardiogram (ECG) for human identification is 
presented in this work. The first stage of this system consists of a band-pass Butterworth filter used to remove 
noise and other artefacts present in the raw ECG signal. The R peaks of an ECG stream are then localized by 
filtering a signal through the bank of filters and analysing each filtered signal component individually. The 
individual heart beats of an ECG record are aligned along the R peak position and truncated by a window size 
based on the heart rate variability (HRV) of individuals’ ECG. The temporal, amplitude, width and AR 
parameters extracted from each ECG signal are used to identify individual ECGs. An approach of modelling two 
or more successive ECG beats, using a discrete form of an autoregressive (AR) signal model of order p is 
applied to extract AR modelling features, AR(p). A subset of 13 subjects was selected in this work in order to 
test proposed system. All the extracted parameters for each subject are fitted into k-nn and SVM classification 
algorithm to classify and eventually identify “test” parts of each signal. 100% identification accuracy for 13 
different ECG recordings has been achieved in this project using k-nn and SVM classification algorithms, when 
each ECG signal is split into “train” and “test” section. Results presented in this work indicate that the ECG 
based system might lead to an accurate biometric identification in some practical applications.  
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