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Abstract: In the mid 1990s mathematicians Rolando Chuaqui and Patrick Suppes developed
a constructive axiomatic system of nonstandard analysis. This project, now called NQA+
(later developed as Elementary Recursive Nonstandard Analysis by Suppes and Richard
Sommer) is notable because it has a finitary consistency proof with which we can develop a
large fragment of infinitesimal analysis, which they claim represents the mathematical
practice characteristic of physics in a manner that does justice to the geometric intuition
that facilitated, for example, 17th century indivisible methods. In this thesis I develop the
authors’ formulation of geometric subdivision and of the integral as a nonstandard Riemann
sum, and provide examples which clarify my main research questions, which are 1) to which
practices does geometric subdivision refer? 2) what are their motivations? 3) how does
geometric subdivision provide a foundation for NQA+, and what consequences does it have
for the continuum of real numbers?
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1 | Introduction
In the early 1990’s, Rolando Chuaqui (1935-1994) and Patrick Suppes (19222014) initiated a project to develop a constructive approach to nonstandard analysis.
The resulting formal system has since been named NQA+, and was developed by
Suppes and Richard Sommer into a more general system called Elementary Recursive Nonstandard Analysis (ERNA). It will be seen that ERNA and NQA+ represent a nexus in the history of modern infinitesimals, one of several theories fusing
finitary mathematics and logical-axiomatic systems with the motivating physical intuition that supported the use of infinitesimal quantities in the 17th and even earlier
centuries.
What distinguishes ERNA from other subpractices of Nonstandard Analysis
and other weak theories, among other things, are some of the bold statements made
by the authors concerning the role of the continuum in mathematical practice; for
example, that ERNA’s motivating project is to “provide a foundation that is close
to the mathematical practice characteristic of theoretical physics,” [83, p. 2] and
that it “better matches certain geometric intuitions about the number line,” [84,
p. 4] as compared to classical analysis. Amid these statements is the surprising
acknowledgment that the type of infinitesimal partition practiced in ERNA has a
direct relation to older practices of geometric subdivision; interestingly, it is claimed
that the methods in this weakened system of nonstandard analysis have a link to the
geometry of, for example, Bonaventura Cavalieri (1598-1647) [89, p. 19]. The goal
of this thesis is to fully develop the above statements made by the authors within its
primary context of nonstandard Riemann Integration in NQA+.
ERNA and NQA+ are a profound restatement of the rules of arithmetic and
calculus with a basic set of terms which include terms acting as infinite and infinitesimal numbers. However, their logic and construction are explicitly finitary
and their infinitesimal and infinite terms are usually only symbolically so; all terms
1
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present can finally be put in isomorphism with a finite subset of standard rational
numbers, so that we can explicitly calculate our most basic infinitesimal and infinite terms during the process of solving, for example, a differential equation or,
fundamentally, an integral. The explicitly finite constructions possible within the
mathematics of ERNA and NQA+ provide the possibility of modeling “a significant part of the mathematics used in the sciences,” [83] where approximations by
rational numbers within a specified region of error are the norm.
The result just mentioned, connecting the terms of ERNA to subsets of standard
rational numbers, is an isomorphism theorem for ERNA. This surprising result “asserts that the substructure determined by the interpretation of a finite set of terms in
a ‘reasonably sound’ infinite model of nonstandard analysis is isomorphic to finite
substructures of the standard rational numbers. . . This yeields a partial isomorphism
from the physically continuous to the physically discrete.” This result

. . . supports the strong physical intuition that no experiment can successfully distinguish between any physical quantities, even space and
time, being continuous or discrete at a fine enough level. Philosophically, we can say that the continuum may be real for Platonists, but it
can nowhere be unequivocally identified in the real world of physical
experiments. [83, p. 3]
The isomorphism theorem will be discussed in more detail in section §4 below. The
key detail of note is that the full strength of the set-theoretical, arithmetic continuum, is not relied on, and is not even available, when carrying out mathematics in
the language of ERNA. “By trading in the completeness axioms for axioms asserting the existence of infinitesimals, we end up with a system that is actually more
constructive and, in many ways, better matches certain geometric intuitions about
the number line” [84, p. 4].
These remarks by Chuaqui, Suppes, and Sommer have formed the foundation
for this thesis. In particular, I have chosen to investigate the relationship between
the predecessor system NQA+ and the built-in method of geometric subdivision
given to it by Chuaqui and Suppes. It will be shown that this language has encapsulated the look and feel of the mathematical practice characteristic of the physical
sciences in the manner of an applied nonstandard analysis which pays homage to
17th century indivisibles and is in touch with the empirical status of the mathematical continuum.

1.1. GENERAL OUTLINE

1.1

3

General outline

The overarching motif of this document is the constructive development of the
integral as a nonstandard Riemann sum within the original NQA+ axioms, as seen
in [89] and [23]. As the material is quite technical at times, I have contributed little
to the actual development of the integration theory, with the exception of a more
careful consideration of the selector and further development of the hyperfinite grid
theory mentioned in [84]. I give a presentation with a combined approach from
the documents [89] and [23] with an emphasis on a unification of their various
notations and a streamlined presentation. I keep the weakened logical approach
and the absence of quantification over sets from [89], but keep the generality of the
approach with selectors from [23]. When I give proofs of the theorems I expand
upon them in generally helpful ways. As well I have pointed to many areas of the
development in NQA+ which would benefit from Sam Sanders’s stratified approach
to ERNA from [73], which fundamentally revises the finite/infinite dichotomy.
In general, I have primarily chosen to philosophically develop some of the more
intricate results related specifically to the historical practice of geometric subdivision, which the NQA+ integral is founded upon in many rather crucial ways. There
are a few guiding questions in this thesis which will serve as a reference through
the following sections, which vary in subject matter. In essence, I have asked: to
which practices do Suppes and Chuaqui refer when they utilize geometric subdivision? Suppes, in particular, emphasized the role of geometric subdivision as one
of the fundamental aspects of NQA+ and ERNA (for example in [88].) What are
the motivations for utilizing geometric subdivision and hyperfinite partitions in the
development of the language NQA+? Finally, I ask how does NQA+ facilitate
the constructive development of the integral with geometric subdivision, and what
relationship do these results have to the standard view of the continuum of real
numbers?
In reply to the first question, I use explicit commentary made by Chuaqui, Suppes, and Sommer throughout the ERNA literature to conclude that there are basically three practices to which geometric subdivision refers. Historically, they are
referring to the 17th century practice of indivisibles, which were used in the derivation of results in mathematics and physics. Even though the support for indivis-
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ibles and infinitesimals diminished dramatically in formalizations of mathematics
throughout the 18th and 19th century, their use was maintained in physics and in
less mainstream mathematics. Finally, I find that the practice of geometric subdivision in NQA+ is really a contextual re-dressing of the hyperfinite partition of
nonstandard analysis. NQA+’s geometric subdivision differs from the usual terminology of hyperfinite partition, in, apparently, few crucial aspects, which will be
made explicit. Indeed, there are other geometrical areas which the terms “geometric
subdivision” refers - Suppes mentions the non-archimedean geometry of Veronese,
for example - but I find that these three areas, 17th century indivisibles, infinitesimal grid meshes in physics, and nonstandard hyperfinite partitions are the three
main practices to which the geometric subdivision refers.
For the purposes of clarification, I refine these remarks concerning 17th century
indivisible methods and Bonaventura Cavalieri. Cavalieri’s name is generally associated with the incredibly broad project of 17th century indivisible methods. It will
be seen that, following contemporary Cavalieri scholarship, references to Cavalieri
in NQA+ and integration theory in general actually have little historical value. In
general, these references (which resemble name-dropping) are influenced by outof-date scholarship which fundamentally misinterprets Cavalieri’s famous infinite
collections of infinitesimal segments as sums. These references apparently rely on
an interpretation of Cavalieri’s methods facilitated, most likely, by his colleague
and student Evangelista Toricelli and in later continuations of this trend, most notably, by Carl Boyer. Cavalieri’s proofs have little to do with infinitesimals, and it is
an unfortunate fact that Cavalieri tended to be ambiguous about these details in his
writing. I devote a substantial part of §3 to the presentation of the actual mathematics of Cavalieri, as transcribed by Kirsti Andersen in the early work [3], in order to
demonstrate these facts (which were noted by Andersen). However, I conclude from
this presentation that what is really adopted from reference to Cavalieri’s methods
is a foundational absence of a metaphysical stance towards the composition of the
continuum. This crucial detail, Cavalieri’s agnostic stance toward the continuum,
lends historical merit to the title of Sommer’s and Suppes’s article “Dispensing with
the Continuum,” which is one of our primary objects of study throughout this thesis.
In reply to the second question, it appears that geometric subdivision is a form
of approximation that connects this system of analysis to deeper pursuits in the

1.1. GENERAL OUTLINE
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philosophy of science. I note first and foremost that a more comprehensive understanding of Chuaqui’s and Suppes’s joint work is needed. In §4 I give a (very)
brief introduction to Chuaqui’s work in the philosophical theory of approximation
to truth and to Suppes’s work in the foundations of measurement, and as well Suppes’s writing on errors and scientific practice. Even this brief introduction indicates a great domain of future research that would shed light on the motivations for
developing NQA+ and ERNA, which Suppes indicated several times as a foundational re-conceptualization of analysis that not only provided a partial realization of
Hilbert’s program1 but also as an answer to Kant’s antinominies [88, p. 125]. The
references to such grand problems were surely not made lightly.
In general, I present my material according to Suppes’s approach to the philosophy of science, which he indicated is “to go as deeply as possible into the actual
practices of science at the level of measurement, observation, and computation,
and how they should be reflected back into theory when the limitations imposed
by errors or environmental variations are taken seriously” [88, p. 125]. In order to
indicate some motivations for the development of geometric subdivision and hyperfinite partition theories in general, I also devote parts of the thesis to documenting
existent examples of hyperfinite mathematics. I also document some results in classical physics in the language of NQA+ and Sam Sander’s stratified system ERNAA
which shed light on the overall theory and the actual practice of integration.
In reply to the third question, which is certainly the most complicated, I carefully present the theory of integration from [89] and [23]. As well, I have chosen
to center my focus on the hyperfinite grid, which is a construct from nonstandard
analysis which has seen some remarkable applications and is explicitly referenced
by Suppes and Sommer in [84]. I show, for instance, that some proofs with NQA+’s
min function have a method that is equivalent to an approximation on the hyperfinite grid. It seems that further developments in the theory of the hyperfinite grid
could directly translate to developments of analysis in NQA+ and ERNA. There are
certainly other mechanisms which make the development of integration in NQA+
possible and which represent other interesting areas of future research, for example in a further development of the theory of functions in NQA+, the theory of
1 “The

kind of system we propose satisfies at least in part a central goal of Hilbert’s program
of proof theory, namely to give an axiomatic foundation of analysis sufficient for the expression of
geometry and physical theories but which can at the same time be proved consistent. This concern
for including the foundations of physics runs throughout Hilbert’s career. . . ” [23].

6
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Taylor series on which it fundamentally relies, not to mention the critical role of
model theoretic systems of internal and external induction which are used implicitly throughout the proofs. To date, scholarship on ERNA and NQA+ has tended
to focus on its remarkable consistency proof, its relationship to other weak theories
and to PRA (primitive recursive arithmetic), its relationship with Reverse Mathematics [75], and its abilities as a subpractice of nonstandard analysis [41], [42],
[43]. In my eyes, the article [73] is a fascinating development of the actual theory
of integration in NQA+ and deserves further exploration.
Finally, I confront the crucial question of what role the continuum of real numbers plays in the development of NQA+. Following the authors in [84], it seems
safe to say that there will never be an empirical validation of the existence of the
continuum. This fact would have substantial consequences for the mathematical
formalizations of science: even though the formal theory of classical analysis may
be permitted to develop within a purely logical framework [17] devoid of reference
to intuition or the practices of experiment (measurement, observation, and computation), this theory would not do justice to our understanding of the world.
The structure of the paper is as follows. The second chapter is concerned with
the general principles required to understand proofs in NQA+, and therefore develops some basics from nonstandard analysis (transfer and standard part). As a unifying thread for this chapter I have taken the proof of the intermediate value theorem,
since it reflects a crucial property of continuous functions and also demonstrates
many of the constructive elements of the system; ie, the min function, the selector,
the geometric subdivision. In conclusion, I present several more of the theorems
for continuous functions in [89], mostly without proof.
In the third chapter, I present a very brief introduction to the history of infinitesimals in mathematics before discussing Cavalieri’s methods in detail. This material
draws heavily on [3] for both the transcription of Cavalieri’s techniques in modern
mathematical notation and for its general discussion of the place of Cavalieri’s work
in our contemporary understanding. In the second half of the chapter, I discuss the
interpretation of Cavalieri’s work with a particular emphasis on the writings of Carl
Boyer. There are many remarkable aspects of The History of the Calculus which
are worth examining from the point of view of Cavalieri and the overall project of
arithmetization. In conclusion, I draw on the above material for a discussion on the
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nature of magnitude and geometric intuition.
In the fourth chapter, several structures of the hyperfinite grid in the general theory of nonstandard analysis are presented, following [48] and [35]. This material
is developed to emphasize the role of infinitesimals in frameworks for approximation, which is what lends infinitesimals their serious computational power. As a
segue to the second part of the chapter, I discuss some of the philosophical ramifications of the hyperfinite grid. These ramifications, such as the grid’s constructive
character and its many applications throughout physics, point to the overall motivation for developing NQA+ as a way of formalizing part of the computation that
is done using infinitesimals in practice. In the second part, in less detail, I introduce the earlier work of Chuaqui and Suppes to indicate how the other scientific
practices of observation and measurement may also be reflected in NQA+. Further,
I introduce some frameworks for understanding the mathematics of physics as an
inferentially restrictive practice (as opposed to inferentially permissive practice of
classical mathematics) as noted by Kevin Davey in [26], which lends important insight into the motivations for employing weakened logic (in the form of a Hilbert
system) as a part of NQA+’s axioms.
Finally, in the fifth chapter, the machinery of Riemann integration necessary for
apprehending some of its applications and the above philosophical remarks is developed following [89] and [23]. Here, I document important results from classical
physics, both in the language of NQA+ and in the stratified language of ERNAA . I
conclude with a rather unusual example which I find synthesizes almost all of the
major themes from this thesis, which I suggest deserves a formulation in NQA+.
In the course of writing this thesis a few considerations made may have an
impact on the reader. For reasons of readability, it was essential to list the explicit
axioms of NQA+ together as an appendix. With that in mind I suggest it may be
better suited to skim the appendix before reading the main body of the paper, where
these results will be employed in derivations of basic analysis and other results.

1.2

Overview of NQA+ and relevant literature

Since at least the early 1980’s constructive mathematics and nonstandard analysis have seen a remarkable intersection (cf., for starters, [64], [65], [79], [80], [77]),
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which no one could really anticipate since it was assumed that nonstandard analysis
could never be constructive, with its fundamental reference to ultrafilters [46]. A
growing body of substantial evidence suggests, quite to the contrary, that nonstandard analysis is actually highly constructive when considered locally [80], and that
infinitesimals are a computationally powerful device [78], [77], [?]. NQA+ represents an apotheosis of this intersection, as it is a formally consistent and constructive
development of infinitesimal analysis which has constructible finite models.
However, even “constructive” math, as exemplified by, for example, the classic 1985 textbook [15], at least at the time NQA+ was devised, was out of touch
with the actual practices of mathematics. Chuaqui and Suppes note that, by examining recent (c. 1993) popular textbooks in theoretical physics,2 there appears
to be a great divide between the type of mathematics as it “should” be practiced,
according to the formulations of classical analysis, and how it is being practiced
in the concrete experimentation of physicists. The authors clarify these remarks
with four notable qualities that differentiate texts in mathematical analysis and the
physics which the former texts supposedly formalize; in the physics texts, there
are basically 1) no existential proofs or systematic use of quantifiers, 2) no use of
negation, where a positive and computational character of statements predominates,
3) an extremely constructive character in theoretical developments, and 4) free use
of infinitesimals “without even a nod toward justification in terms of foundational
work on nonstandard analysis” [89, p. 2].
To that end, the authors proposed the system NQA+ as a constructive version
of nonstandard analysis. They say
We believe that the system formulated here compromises a new constructive approach to the foundations of mathematics. As Wattenberg
points out there is a natural affinity between nonstandard analysis and
constructivism, particularly in the extensive use of computational arguments and in the handling of real numbers that appear equal to zero
by use of infinitesimals. Our system is a particularly restricted version
of nonstandard analysis, however restricted in ways which are wholly
in the direction of constructivism - positive logic and only free variables. It is important to note that our free-variable constructive methods yield proofs of approximate equality, rather than exact equality, but
an infinitesimal difference is as good as equality for physical purposes.
Indeed, finite numerical approximations are necessarily characteristic
of the solutions of most complex problems in contemporary physics.
2 Though

much of what the authors have to say about physicists could be extended to “theoretical
chemists, engineers, and many social scientists,” we stick to theoretical physics because it is a natural
frame of reference for the way mathematics is practiced in science [89].
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The philosophical spirit of the enterprise is actually closest to the constructive approach characteristic of geometric constructions, both ancient and modern, which are naturally free-variable in formulation and
which in elementary formulation have representations over nonstandard fields, because there is no Archimedean condition that must be
satisfied. [89, p. 3]
The type of constructive characteristics the authors have postulated in the quote
above is wholly inspired by the discussions of physics textbooks, where

even when theorems are mentioned, as for example in Ryder’s excellent qualitative discussion of Noether’s fundamental theorem on the
relation between space and time symmetries and laws of conservation,
the discussion is wholly informal and constructive, although the important and central features of Noether’s theorem are preserved. The
kind of mathematical approach exemplified by Ryder is primary support for the argument that the classical discussions of the foundations
of mathematics, including the constructive ones, are very far removed
from making contact in any detail with the mathematical practices of
physicists. [89, p. 4]
In fact, it is quite reasonable to suggest that NQA+ and ERNA were developed
as a reaction to both nonconstructive and constructive formulations of classical
analysis, which are computationally convenient from a certain perspective but do
not reflect the human intuition of the environment, the heavily restricted form of
logical inference available to scientists, and probably do not even reflect the physical reality of nature. As Sommer and Suppes write in 1996,

The powerful results of classical analysis, so widely used in physics
and other sciences, do not reflect directly actual properties of physical
quantities, but rather efficient computational schemes for analyzing and
predicting natural phenomena. In summary, the classical representation of many physical quantities as functions having strong smoothness
properties is not something given in nature, but is computationally convenient, in the sense that one frame of reference is selected rather than
another strictly for computational purposes. [83, p. 24]
What is argued by the authors is that classical analysis is a framework misrepresenting the look and feel of mathematical practice in the physical sciences. As a prime
example, the notion of Dedekind completeness which, from the arithmetic point of
view, characterizes the real numbers, is questioned throughout the ERNA canon.
Concepts from classical or standard analysis, like completeness, which “rely in an
essential way on the existence of a completed continuum,” often do not reflect the
reality of physical experimentation and computational practice. By substantially

10

CHAPTER 1. INTRODUCTION

weakening its axioms, ERNA develops a substantial fragment of analysis needed
for physics without strong hypotheses concerning the continuum, as was necessary
in the 19th century developments of classical analysis. “Part of the point of ERNA
is its use in showing that mathematics carried out for scientific purposes does not
rely on the existence of a completed continuum” [84, p. 4].
What this means for the theorems of NQA+ is that all results are left in an approximate form, and instead of unique solutions in real numbers, there is equality
up to infinitesimal hyperrational approximations. But, as our authors claim, “an infinitesimal difference is as good as equality for physical purposes” [83, p. 2]. Think
here, for example, of numerical approximations, numerical solutions to differential
equations, or even older examples like Newton’s method, or the bisection method
(cf §2.3) for finding roots; in these types of settings a solution literally is an approximation that can be taken to infinitesimal equality. In fact, as has been noted
in the theoretical physics community, there are often theoretical results which cannot be given even in approximate form in experimental practice. In such a case,
approximations are actually to be desired over theoretical possibility.
Since our theorems and results are weakened to the level of approximations, it
turns out a weaker notion of logical inference is necessary to interpret them. That
is, the underlying logic of NQA+ is based on Church’s version of Hilbert’s propositional calculus. It is comparable in strength to intuitionistic logic (though strictly
weaker [89, p. 58]), in a manner in accordance with the inferentially restrictive
logic of physics (see §4 and cf. [26]). Further, the aims of intuitionistic propositional logics are in accordance with those of the Hilbert-style systems, at least in
terms of their first order properties, and therefore some notions from intuitionistic
philosophy (as will be brought up in §4) are not out of place. We will not go further
into depth on the underlying logical system of NQA+ in this thesis, but to note that
this particular blend of weakened logic is due to the fact that NQA+ was developed
with an emphasis on computation using infinite and infinitesimal terms. We will
briefly elaborate this point of ERNA’s history.
There have been several distinct versions of ERNA in the past 3 decades: the
prototype “logic-free” system of 1990 by Rolando Chuaqui and Patrick Suppes
[22]; the seminal 1993 version for infinitesimal analysis [89], which was reprinted
in 1995 in The Journal of Symbolic Logic as [23] (the name NQA+ was given
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to this system by Rössler and Jeřábek in [72]); and the simplified and revamped
1996 version with Richard Sommer as ERNA [83]. The axioms were partially
discussed, and elaborated on in a philosophical context, by Sommer and Suppes in
the 1997 article “Dispensing with the Continuum,” [84]. The system was reprinted
and elaborated on in the article 2007 article “ERNA at Work” by Chris Impens and
Sam Sanders in [41] before being elaborated by Impens and Sanders, then Sanders
independently, in a series of articles [42, 43, 73, 75] and others.
Most of the model-theoretic constructions of ERNA are strictly finite and firstorder, relying on a strictly positive weakened logical system without quantifiers.
This weak aspect of ERNA’s language can be traced back to its primitive 1990
form in [22], when Chuaqui and Suppes were designing the “outline of a system
of equational deductions in the calculus that can be the basis of a computer program.” Because of the explicit intention of computer-implementation,3 scrupulous
care was taken to accommodate the ambiguities and “peculiarities” of Leibniz-style
calculus notation with logical consistency necessary for automation; it was this
attention to details concerning the soundness of a computer implementation of calculus derivations (for the use of students in calculus)4 that seems to have led to the
later realization that the structures coinciding with ERNA’s weakened language can
be used to satisfy a very large number of sentences in calculus, real analysis, and in
certain extensions, nonstandard analysis.
In [22] the authors were striving to construct a “system of rules of inference
with no axioms.” Lines written in the style
A =⇒ t = s,
for a set of formulas A and equations t = s, in a similar appearance to the “usual
calculus derivations,” are implemented by a computer for student input. The cru3 Deductive systems have quite natural links to computation and theorem-proving.

See, for example, https://ncatlab.org/nlab/show/deductive+system or https://plato.stanford.
edu/entries/reasoning-automated/
4 A susbtantial body of literature grew out of the Stanford “Educational Program for Gifted
Youth” concerning mathematics education with software; Chuaqui and Suppes work in [22] provided a part of the foundation for this program. On the use of such systems, Mcmath et al say
“Whereas other computer tools for teaching mathematics (for example, graphing calculators and
“dynamic geometry tools”) emphasize experimental and inductive approaches, the EPGY theoremproving environment aims to preserve the traditional emphasis on deductive reasoning in mathematics. In doing so, the system aims to come as close as possible to “standard mathematical practice”,
both in how the final proofs look and in the kinds of methods used to produce them. In particular, we
expect the student to make the kinds of steps normally present in student proofs. The system works
to verify the students’ logical reasoning and generate and prove “obvious” side conditions that are
needed for a correct formal proof but which are routinely omitted in standard practice” [56, p. 507].
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cial addition to the equational-deductive system of [22] was, in fact, such a set of
axioms, based on a constructive application of nonstandard numbers. Though the
system in [22] was certainly of a different scope than NQA+, to the extent that the
rules of inference from [22] did not get directly extended to NQA+, it can be seen
as a precursor to NQA+ based on the fact that its main concerns are computational
implementation (ie. it is finitary and constructive in its approach), a development
of the usual rules of calculus and basic analysis, and an application of model theory
in a weakened logical system. This work on theorem proving and computer implementation was continued with a nonstandard formulation in the system INFMAL
by Chuaqui and Bedrax in [8]. As Suppes says in [83, p. 1], “Out of this concrete
focus on computer implementation we came to the deeper problem of developing a
system of constructive nonstandard analysis,” and this resulted in the systems [89]
and [23].
In general, each successive version of ERNA included simplifications of the
language in which many of the exhaustive lists of theorems was reduced to the application of the new recursion and minimum functions, as well as a more relaxed use
of negative statements and quantifier introduction and elimination. The systems are
equivalent, in that any of the statements in the Chuaqui-Suppes system [89] can be
derived from the later improvements in [83]. However there are certain differences
between the theories, mostly due to the generality of the results which are possible
in ERNA, which is why the difference in nomenclature has been maintained here.
The differences between ERNA and the Chuaqui-Suppes system NQA+ are outlined by Suppes and Sommer in [83, p. 11-13]. Every statement that can be made
in NQA+ is consistent in ERNA.
However, there are certainly reasons to emphasize the approach taken up in the
Chuaqui-Suppes system (NQA+) [89], and not only because it is where the axioms
of ERNA are first laid out. In that era of ERNA’s history the foundations for actual
infinitesimal analysis and philosophical motivation for such a constructive system
are explored; from this perspective, the later developments were primarily syntactic
improvements in the language and semantic improvements from the perspectives
of model theory, reverse mathematics, and nonstandard analysis. [89] is regularly
referred to as an example of how theorems from analysis are built up from the
weakened axiom system, and actually demonstrates how ERNA is a formal system
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which closely resembles the mathematical practice characteristic of physics in a
manner retaining the use of infinitesimals. To that end, when we want to refer to
aspects of the system from 1996 and later, we will refer to it as ERNA. Sometimes,
I wish to emphasize that both systems express a certain property, in which case I
often refer to “ERNA and NQA+,” etc.
Before initiating the presentation of these systems in the next chapter, it is important to note a few of their characteristic features. NQA+ is a formal language.
It has a specified collection of logical symbols and allowable inferences, as well
as an extensive collection of axioms, from which its theorems and results are derived. One of the most important features of the system is its consistency proof,
which was first given in [89] and [23] and has been developed over the entire collection of ERNA papers. The consistency of the system follows from Herbrand’s
theorem, which states that “the theory is inconsistent if and only if there is a conjunction of closed substitution instances of the axioms which is inconsistent” [23,
p. 131]. It axiomatizes infinite and infinitesimal terms and some basic definitions
by recursion, including the hypernatural numbers. These are combined according
to restricted forms of field axioms and infinitesimal axioms. In NQA+ and ERNA,
a number is defined if and only if it is hyperrational [41]. Many more details can be
found in the appendix.
The developments of ERNA between the ’95 and ’96 system, as well as between the later developments of ERNA by Sanders and Impens, suggests further
historical study which I will not delve into here. However, I will make one mention of very pertinent developments mentioned by Suppes in [88]. In this article,
Suppes mentions his joint work with Ted Alper on work that would develop ERNA
with a “strictly finite approach as a basic model.” The idea was essentially to replace the geometric subdivision from [89], which is the focus of this thesis, by
“an extremely fine but finite equally spaced grid, with the spacing many orders of
magnitude smaller than any current physical constants or limitations on measurement.” Suppes predicted that the resulting system would not only be simpler to
use but would have “a very small physical distance corresponding to an infinitesimal, [which] should be the basis of establishing, as a weak form of isomorphism,
an indistinguishable reflexive and symmetric relation between our very large finite
models and standard models using classical analysis, as applied to quantitave em-
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pirical tests or simulations of empirical scientific results in any domain of science,
but especially physics” [88, p. 124-125]. At the time of writing, such results never
seem to have materialized before Suppes’s passing in 2014. However, these anticipated results will see a few developments throughout this thesis, as I consider
the extension of finitary reasoning with symbolic infinite and infinitesimal terms to
actual finite quantities.

2 | Basic Analysis and NQA+
2.1

Introduction

Our plan for this chapter is to, first, outline the salient aspects and necessary
concepts for the development of calculus in NQA+. The constructive development
of such concepts, using real infinitesimals in a formal and finitistic setting, provides a rich context for understanding the material presented in the rest of chapters
and will be necessary for the later results concerning Riemann integration. We
will demonstrate these aspects of the system through the development of the basic
calculus operators (differential, derivative, and integral).
It will be necessary to introduce concepts from nonstandard analysis in this
chapter. Our development will comprise of essentially three parts: first, we will
develop transfer within a broad context using mathematical structures and basic
tools from model theory. The same will be done with the standard part map. Then,
we will demonstrate the usual way in which nonstandard mathematics works, going
back and forth between the standard and nonstandard “worlds” by using transfer
and standard part.

2.2

Basic functions, differentials, and derivatives

First, we axiomatize a couple of useful functions.
Definition 2.2.1.
• An identity function, I(x) = x.
• A constant function with value τ (a term), Cτ (x) = τ
as well as a differential operator
(d f )(x, y) ≡ f (x + y) − f (x).
15
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The differential operator allows us to ascertain the meaning of the traditional notations d f (x) and dx, which are defined as shorthand for d f (x, ε0 ), and dx = dI(x),
respectively, in the second example with f the identity function:
dx = dI(x) = dI(x, ε0 ) = I(x + ε0 ) − I(x) = ε0 .

Further defining some algebraic properties of our function notations, we have ( f ±
g)(x) = f (x) ± g(x), ( f g)(x) = f (x)g(x), and ( f /g)(x) = f (x)/g(x) which allows us to
obtain the following familiar identities algebraically1
d( f ± g)(x, y) = d f (x, y) ± dg(x, y)
d( f · g)(x, y) = f (x + y)dg(x, y) + g(x)d f (x, y)
= f (x)dg(x, y) + g(x + y)d f (x, y)
!

d

f
g(x)d f (x, y) − f (x)dg(x, y)
.
=
g
g(x + y)g(x)

Our notation for functions themselves is quite complicated; careful cataloguing
of terms and symbols for precise meaning is required in ERNA. It is useful to note
Chuaqui’s and Suppes’s remarks here:

We need to introduce derivatives and integrals at least for all elementary functions. One of the problems is that we cannot prove that the
functions defined as inverses of other functions (such as the exponential) are defined on all numbers. The most we can prove is that for any
number there is an approximately equal number where the function is
defined. We must, then, complicate the definition of the derivative to
allow for this possibility. [89, p. 17]
The exact definitions for functions in NQA+ will be given in §2.6 below. The
domain and range of functions is carefully specified, too. Regarding the above
quote, we will associate each function with two terms (where min does not occur),
whose argument is denoted by σ(u) and whose value by τ(σ(u)) for a certain u. In
this way we abbreviate the value τ(x) with the familiar f (x) and σ by fdom . This is
particularly important when defining integrals and derivatives of functions defined
to be inverses of other functions, as will be explained further in a later section.
Noting that functions have a careful definition in this system, we have the fol1 Simplifications

for calculus in Nonstandard Analysis have been noted at least as far back as
Keisler’s landmark Elementary Calculus [49], cf. [37], and [47]. Indeed, this is one of the hallmarks
of the nonstandard approach; such simplifications facilitated the development of ERNA.
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lowing definitions for derivatives. If we are given terms τ(x1 , . . . , xn ) and σ(y1 , . . . ym )
and a variable x, where f (x) = τ(x), we denote the n + m + 1-ary operation (τσ) x by
f 0 (x). We have the following rule:
Definition 2.2.2. (Derivatives.)2 From
• f a function on I = [a, b] where |a| , |b|  ∞, and
• x0 = fdom (x10 ) ∧ x0 + h = fdom (y1 ) ∧ Inf(h) ∧ (h < 0 ∨ 0 < h) ∧ x0 , x0 + h ∈ I
−→

d f (x0 ,h)
h

≈ g(x0 )

infer
x ∈ I ∧ x = fdom (x1 ) −→ f 0 (x) ≈ g(x).

If these rules are satisfied, we say informally that g is a derivative of f . Notice that
if h(x) ≈ g(x) on i and g is a derivative of f on I, then so is h by the transitivity of ≈
(appendix A.4, IT 12.)
When defining other basic properties of analysis, we note that the terms used in
each definition are carefully catalogued; a function that is continuous on a certain
set of terms may not be continuous for others. This is done in order to remain in a
finitistic setting and to avoid the use of quantifiers and negation.
Definition 2.2.3.

1. If a function(x1 , y1 ) f is defined on I = [a, b], we say f is

differentiable(y, x1 , y1 , x2 , y2 ) at x if and only f f is a function(x2 , y2 ) on I and
x = fdom (x1 ) ∧ x + y = fdom (y1 ) ∧ Inf(y) ∧ (y < 0 ∨ 0 < y) ∧ x, x + y ∈ I
−→ f 0 (x)  ∞ ∧

d f (x, y)
≈ f 0 (x).
y

2. We say f is differentiable(x, y, x1 , y1 , x2 , y2 ) on the interval I if and only if f is
a function(x2 , y2 ) on I and
Inf(y) ∧ (y < 0 ∨ 0 < y) ∧ x, x + y ∈ I ∧ x = fdom (x1 ) ∧ x + y = fdom (y1 )
−→ f 0 (x)  ∞ ∧
2 In

d f (x, y)
≈ f 0 (x).
y

the system NQA+ with quantifiers, [23], we express this definition more concisely by saying
for every x and every nonzero infinitesimal  such that x, x +  ∈ I ∩ dom f , if
d f (x, y)
≈ g(x)
y
then f 0 (x) ≈ g(x).
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3. f is continuous(x, y, x1 , y1 , x2 , y2 ) on the interval I if and only if f is a
function(x2 , y2 ) on I and
x, y ∈ I ∧ x = fdom (x1 ) ∧ y = fdom (y1 ) ∧ x ≈ y −→ f (x) ≈ f (y).

These basic definitions can be developed into a working fragment of infinitesimal analysis. To see this, we shall take an in-depth conceptual proof of the Approximate Intermediate Value Theorem (IVT ≈ ) from [89] which will demonstrate many
of the system’s features in a simple and elegant fashion.

2.3

Familiar results: The intermediate value theorem

Now that we have some concepts from basic calculus, we can introduce some
important results for continuous functions in NQA+. There are some crucial differences between NQA+ and the regular Nonstandard approaches to these theorems,
which will be presented. The statements and proofs of these theorems in NQA+
highly resemble the original nonstandard versions, as will be discussed. What are
the reasons for re-introducing a nonstandard approach to calculus and analysis? It
will be seen that the theorems stated in NQA+ can only be taken to approximate
equality, rather than proper equality as in the usual nonstandard approach, since
NQA+ and ERNA lack a standard part function (introduced below).
An important first result is NQA+’s Approximate Intermediate Value Theorem,
IVT≈ , which we will discuss in standard and nonstandard settings. This result encapsulates one of the most important properties of continuous functions in NQA+,
namely that a continuous function which crosses the x-axis has a point in its domain
whose value is 0. In NQA+, this must be reduced to a point in the domain whose
value is approximately 0. The purpose of the rest of this chapter is to introduce information necessary for understanding the nonstandard proof of IVT≈ , and as well
the constructive built-in features of functions in NQA+ which make it possible in a
weakened axiomatic setting.
The standard Intermediate Value Theorem was first given by Bolzano, and is
usually stated as follows:
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Theorem 2.3.1. (Bolzano.) For a (standard) continuous (regular) function defined
on [a, b] such that f (a) < 0 < f (b), there is a real number c such that f (c) = 0.
It can be proven a number of different ways, for example by contradiction:3

Proof. Let
S = {x ∈ [a, b] : f (x) < 0}.
Since a ∈ S , S , ∅. By completeness of [a, b], sup S exists and we claim f (sup S ) =
0. Denote c = sup S . First, suppose f (c) < 0. But then since f is continuous there
is an open interval (a, j) containing c such that f (x) < 0 for all x ∈ (a, j). So then
there is a number x ∈ (a, j) such that c < x < j and f (x) < 0, which contradicts the
fact that c is the supremum of S . By symmetry, the assumption f (c) > 0 leads to a
contradiction, and so by the law of excluded middle, we have f (c) = 0.



Clearly such a proof is just fine in classical mathematics but would be impossible in NQA+, for a number of reasons; regular continuity is too strong compared
to NQA+’s continuity, and uses quantifiers. Completeness of the real numbers is
absent in NQA+ (Cf. [84] and §4.1).4 The law of excluded middle is not available
in NQA+, and so neither is proof by contradiction. Other standard formulations are
more direct, for example the following proof by Royden in [70]:
Proof. We will define by induction a descending countable collection ([an , bb ])∞
n=1
of closed subintervals of [a, b] whose intersection consists of a single point x0 ∈
[a, b] such that f (x0 ) = 0. Define a1 = a and a2 = b, and consider the midpoint m1 =
(a + b)/2 of [a1 , b1 ]. If 0 < f (m1 ), define a2 = a1 and b2 = m1 . If f (m1 ) ≥ 0, define
a2 = m1 and b2 = b1 . Then f (a2 ) ≤ 0 ≤ f (b2 ) and b2 − a2 = m1 − a. We can continue
this process of bisection to obtain the desired descending collection ([an , bb ])∞
n=1 of
closed intervals such that f (ak ) ≤ 0 ≤ f (bk ) and bk − ak = (b − a)/2k−1 for all k. Since
([an , bb ])∞
n=1 has the finite intersection property, we know by compactness of [a, b]
3 This

proof by Scott Brodie, at https://www.cut-the-knot.org/fta/brodie.shtml.
is not to mention the well-known fact that the Intermediate Value Theorem, and other
results for continuous functions, fail in constructive analysis. Basically, as a counterexample, we
assume that f (0) = −1 and f (1) = 1 but f (x) = t when x ∈ [1/3, 2/3], where t is some nonzero
infinitesimal. In constructive math, it is impossible to verify whether or not t > 0 or t < 0, although
with a few constructive restrictions (instead of showing f (a) = 0, show | f (a)| <  for all nonzero )
this theorem can be refined into several achievable constructive results. Cf. [11, p. 276].
4 This
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that

n∈Z+ [an , bn ] , ∅.

T

For any x0 ∈

T

n∈Z+ [an , bn ],

|an − x0 | ≤ bn − an =

b−1
2n−1

for every n ∈ Z+ , and therefore {an } −→ x0 . By continuity, { f (an )} −→ f (x0 ). Since
f (an ) ≤ 0 for all n, and since [ f (a1 ), 0] is a closed interval, f (x0 ) ≤ 0; by symmetry,
f (x0 ) ≥ 0, and so by the familiar order properties of R with ≤ we have f (x0 ) = 0.



Such a proof is certainly constructive, as it is exactly the bisection search method
(what Royden refers to as induction might more properly be called an algorithm).
Such a method is easily implemented by a computer, as in the following example
of finding a root of the function e2x + 3x + 2 = 0:

Figure 2.1: Bisection method of numerical analysis; code written in Python. The endpoints
defined in Royden’s sequence of closed intervals [ai , bi ] defined by the midpoints of the
bisection method are drawn. The sequence of midpoints converges to -.742211.

But notice that this method, when implemented by a computer can only attain accuracy up to a predefined error (in the code in the figure above, the error is within
1.0 × 10−8 , which for many practical purposes is infinitesimal relative to numbers
like 1.0 × 101 ). For that reason, in NQA+, the fact that the IVT can only be proven
up to infinitesimal equality might be the most realistic situation.

2.4

Working in NSA

The previous comment indicates that we can develop the above proof with techniques from nonstandard analysis. Such a proof has similar properties, and uses
geometric subdivision in a manner very similar to NQA+’s geometric subdivision
(found below). To determine the meaning of geometric subdivision in the context
of nonstandard analysis, in this section and the next we will examine two proofs of
the IVT which use techniques from NSA. Prior to the proofs some important definitions from nonstandard analysis will be given. The first proof is given by Goldblatt
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[35], which will illustrate the “Robinsonian framework” of nonstandard analysis.5
As an alternative approach, which will become relevant for the rest of our proceeding discussions on stratification and ERNAA , we will present a highly similar proof
of IVT from Hrbacek et al in [38].
The transfer principle is one of the most fundamental tools in nonstandard analysis. It was originally thought to justify Leibniz’s belief that nonstandard (infinite
and infinitesimal) objects could be convenient, highly useful, mathematical “fictions” that obey the same rules as regular numbers. And intuitively, we have a universal and existential notion of transfer which allows us to work in the nonstandard
world of hyperreal numbers. Note that the only major requirement of the transfer principle is that the sentences transferred must be appropriately formulated, in
order to be transferable.
• Universal transfer: If a property holds for all real numbers, then it holds for
all hyperreal numbers,
• Existential transfer: If there exists a hyperreal number satisfying a certain
property, then there exists a real number with this property,
which corresponds to Leibniz’s original idea6 [35, p. 10-11]. Accordingly, the standard part map allows us to return infinitesimal approximations back to their unique
standard counterparts. The following subsections are an introduction of the tools of
model theory and nonstandard analysis which formalize transfer and standard part,
and will be necessary to understand the later discussion on stratified nonstandard
analysis and ERNAA , which will be discussed below in section §4.2.

2.4.1

An introduction to transfer

The basic tools of NSA, especially regarding structures, languages, formulas,
and ultrafilters, were especially prominent in Abraham Robinson’s (1918-1974)
original formulation in [69], and continue to be developed in NSA to this day. An
5 Following

Hrbacek [38, p. 48], the Robinsonian framework is “any presentation of ‘nonstandard’ methods that postulates a fixed hierarchy of standard, internal and, in most cases, also external
sets.”
6 In [48, p. 207] Keisler says “Leibniz correctly anticipated the modern viewpoint; he regarded
the infinitesimals as ideal numbers like the imaginary numbers, and proposed his law of continuity:
‘In any supposed transition, ending in any terminus, it is permissible to institute a general reasoning,
in which the terminus may also be included.’ This ‘law’ is far too imprecise by present standards,
but was a forerunner of the modern Transfer Principle that the hyperreal number system has the
same first-order properties as the real number system.”
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immense enjoyment can be derived from their study. We only have occasion here to
discuss a few of the most salient aspects of Goldblatt’s transfer principle for formulas over the real numbers R [35, §4]. Note that a version of transfer was developed
for ERNA in [42] and [43], and a stratified version of transfer was given by Sanders
in [73].
Briefly, hyperreal numbers are elements of the enlargement ∗ R, and include
infinite and infinitesimal elements in a well-defined manner.7 There are two usual
approaches to work in the hyperreals in the Robinsonian framework: one can work
within the formal theory of model theory to construct an enlargement, or one can
work within an axiomatic approach to nonstandard analysis. If we assume that the
ordered field ∗ R is “appropriately formulated”, with all of the nonstandard numbers,
contains R as a proper subfield, and has a working transfer principle, we can develop
nonstandard analysis axiomatically [35]. These important developments were made
in the 1970s by the introduction of axiomatic frameworks for NSA, of which there
are now many.8 However, it was the foundational project of Robinson to develop
the hyperreals through constructions using the above-mentioned techniques from
model theory and formal logic.9 In this thesis we will contrast NQA+ primarily
with Goldblatt’s Robinsonian approach, although we will encounter aspects of the
axiomatic method in Hrbacek’s approach from [40].
In general, a transfer principle can be developed over any enlargement of a
structure (in the sense of model theory). An important early example of the transfer
principle and highly relevant (see, for example, Axiom N.8. in appendix A.3) is
the statement concerning the Archimedean property of R [35, p. 35]. The trans7 This

is known as the ultrapower construction of the hyperreal numbers. Ultrapowers are a
highly influential concept; defining a direct power XN for any set X we enlarge X by taking a
quotient of the direct power by some congruence relation defined as equivalence modulo a free
nonprincipal ultrafilter F . Such a structure (X, ≡F ) will have as elements equivalence classes of
sequences of elements of X which agree F -almost everywhere.
The classic equivalence class of sequences ∗  = [h1/ni]n∈Z+ which agree F -almost everywhere
is thus a hyperrational number smaller than every real number ∗ r = [hr, r, r, . . . i] and greater than
∗ 0 = [h0, 0, 0, . . . i], ie. an infinitesimal: ∗ 0 < ∗  < ∗ r since {n ∈ N : 0(n) < (n) < r(n) , 0} ∈ F . There
are infinitely many hyperreal infinitesimals smaller than ∗ , although there is a lot more that we could
say about this. Note that the map implicitly used above r 7→ ∗ r is an order-preserving isomorphism,
a proper embedding of R into ∗ R.
Note that to properly work within enlarged structures, all functions in FunX must be extended to
the enlargement and all relations in RelX must be enlarged, as in the notation concerning relational
structures below. Cf. [35, §3].
8 The interested reader should consult [51] for early inspiration for axiomatic treatments of NSA.
Edward Nelson’s IST [60] was one of the first, and forms the basis for Goldblatt’s treatment, and
many others. Hrbacek notes that his own axiomatic treatment, Nelson’s, and Vopěnka’s appeared
around the same time in the mid 70’s. Cf. [40, p. 282-286], [45]
9 The quintessential account of this era in NSA is Dauben’s, [25].
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fer principle is embodied by the ∗-transform which maps certain appropriate statements quantified over standard entities to statements quantified over the respective
enlarged domains. So, the “Eudoxus-Archimedes Principle”
(∀x ∈ R)(∃m ∈ N)[x < m],

a true statement, has as its ∗-transform
(∀x ∈ ∗ R)(∃m ∈ ∗ N)[x < m].

A statement like
(∀x ∈ ∗ R)(∃m ∈ N)[x < m]
is clearly false, since in the enlargement ∗ R we have unlimited hyperreals greater
than any element of N, the (finite) natural numbers.
For Goldblatt’s development of transfer (which is more than enough to understand most instantiations of transfer) we begin with relational structures, which are
systems of finitary relations and functions (possibly partial) on a set S ,
S = hS , RelS , FunS i.

The full structure of R consists of all of its finitary relations and functions and can
be denoted R, and it can be extended to a structure ∗ R = h∗ R, {∗ P : P ∈ RelR }, {∗ f :
f ∈ FunR }i (but note that this extended structure is not full).10 There is a language
LS associated with each relational structure which includes logical connectives (∧,
∨, ¬, →, ↔) quantifiers (∀, ∃), as well as a set of terms which include variables and
constants (elements of S ).11
Intimately bound up with such structures are notions from symbolic logic: formulas, sentences, and truth. The set of all formulas is built up from atomic formu10 Since

set inclusion is a unary relation, and since R is full, P(R) ⊂ RelR . But, for example,
N < Rel∗ R since N , ∗ A for any subset A ∈ P(R); if it were, then it would be internal. N is not
internal by the principle of internal induction: “If X is an internal subset of ∗ N that contains 1 and
is closed under the successor function n 7→ n + 1, then X = ∗ N” ([35, p.129]. If N were internal, by
principle of internal induction we would have N = ∗ N. This is the basis for the important overflow
and underflow principles of NSA, also available in ERNA (cf. [89, p. 30].) A confusion can arise,
as it certainly did for me: ∗ N is internal but N is external).
11 An excellent further source is Bell and Slomson’s [12].
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lae, those strings of the form P(τ1 , . . . , τk ) where P ∈ RelS is k-ary and each τi is
a term in LS . If ϕ and ψ are LS -formulae, then so are ϕ ∧ ψ, ϕ ∨ ψ, ¬ϕ, ϕ → ψ,
and ϕ ↔ ψ. We are allowed to extend formulae with quantifiers (∀x)ϕ, (∃x)ϕ. Any
quantified occurrences of the variable x in ϕ within the range of the quantifier are
thus called bound (otherwise free), and a sentence is any formula where all variables
are bound; in this case, we are allowed to make a decision on whether the defined
sentence is true or false. Note that in ERNA and NQA+, all sentences, statements,
and axioms appear without quantifiers.
Finally, we can discuss the heuristic for ∗-transforms. Variables and constants
are unchanged by ∗-transform; that is, τ = ∗ τ. Otherwise, if τ = f (τ1 , . . . , τk ), then
∗ τ = ∗ f (∗ τ , . . . , ∗ f ).
1
k

In general, we obtain the ∗-transform by

• replacing each term τ occurring in ϕ by ∗ τ,
• replacing the relation symbol P of any atomic formula occurring in ϕ by ∗ P,
and
• replacing the “bound” P of any quantifier (∀x ∈ P) or (∃x ∈ P) occurring in ϕ
by ∗ P.
Finally, we have the transfer principle, in the context of LR , the language on the
full relational structure R = hR, RelR , FunR i.
• A defined LR -sentence ϕ is true if and only if ∗ ϕ is true.
There are many useful examples of transfer,12 for instance that if FR is the (finite)
set of field axioms for R, which prove that R is an ordered field, the set of sentences
∗F

R

= F∗ R prove that ∗ R is an ordered field. [35, p. 44]

Another example, crucial for this thesis, is the enlargement ∗ Q of the rational
numbers Q, the hyperrationals. As Goldblatt says [35, p. 49], if we apply transfer
to the following sentence
(∀x ∈ R)[x ∈ Q ←→ ∃y, z ∈ Z(z , 0 ∧ x = y/z)],

a true statement for the regular rational numbers, we arrive at the ∗-transformed
sentence
(∀x ∈ ∗ R)[x ∈ ∗ Q ←→ ∃y, z ∈ ∗ Z(z , 0 ∧ x = y/z)],
12 Many

more examples can be found in [35], [68], and [27], among other texts.
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which indicates that elements of ∗ Q are exactly the quotients of hyperintegers.
Crucially, the density property of rationals in the reals
(∀x ∈ R)[r < x −→ ∃q ∈ Q ∧ r < q < x]

is not lost for the hyperrationals in the reals [35, p. 231]. This is actually a simple
application of transfer:
(∀x ∈ ∗ R)[r < x −→ ∃q ∈ ∗ Q ∧ r < q < x].

As it will turn out, the notion of Dedekind completeness and the completion of
Q, intimately related to density, will be a crucial feature of the standard part map,
discussed below.

2.4.2

An introduction to standard part

In recap of the transfer principle we see that, intuitively, transfer is the technique
applied to move from standard to nonstandard. Once formulas and sentences are
stated within a respective enlargement, and we have achieved certain results with
our nonstandard tools, the standard part map is a way to take our results back to
their standard counterparts. As Sanders says,

Standardization (also called Standard Part) is useful as follows: It is in
general easy to build nonstandard and approximate solutions to mathematical problems in IST, but a standard solution is needed as the latter
also exists in ‘normal’ mathematics (as it is suitable for Transfer). Intuitively, the axiom S tells us that from a nonstandard approximate solution, we can always find a standard one. Since we may apply Transfer
to formulas involving the latter, we can then also prove the latter is an
object of normal mathematics. [?, p. 7]
The notion of nonstandard approximation is a fundamental idea bearing on much
of the discussion in this thesis; see especially §4.1 below. The standard part is half
of the nonstandard method; standard objects are taken to nonstandard approximations, and then (once properly formulated), they are taken back with the standard
part map to reveal interesting and often conceptually simple results. In order to investigate the standard part, we will briefly examine some structures that result from
infinitesimals, and then some theoretical aspects of standard part. The role of halos
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in approximation will be considered in the context of the hyperfinite grid, later; here
we will briefly introduce the concept.
Around each (standard) real number is a “cloud” of infinitely close hyperreal
numbers. Especially important is the set of infinitesimals around 0, denoted as
hal(0) = {x ∈ ∗ R : x ≈ 0} or simply ∗ Rinf . It is easily seen that each halo hal(r) is
simply a “translation” r + ∗ Rinf . Since each halo is unique to a standard (finite) real
number, we require a method to associate any infinitesimal with its closest standard
real number. Infinite numbers like ω have halos, too, but these halos are not close
to a standard real number. We now can define the standard part map. Since ≈ is
an equivalence relation (see the footnote above concerning enlargements) the halos
of distinct real numbers are disjoint; and so for each hyperreal number there is a
unique standard part.
As has been mentioned, a crucial feature of NQA+ is its lack of standard part
map; hence, we have not developed many of the structures of the standard part.
We pause to ask the question, how can a subpractice of NSA operate without a
standard part, and what are its motivations for doing so? The first question is more
complicated, and is basically the premise of the rest of this chapter and the later
chapters §4 and 5.
We can answer the second question quite concretely, however. As it turns out,
the standard part map relies fundamentally on the notion of completeness of R. That
is, in proving the theorem “every limited hyperreal b is infinitely close to exactly one
real number,” we rely on the Dedekind completeness of R (that is, every bounded
set of real numbers has a supremum and infimum). In short, for any limited (ie,
finite) hyperreal number b, the set
{r ∈ R : r < b}

has a least upper bound, c ∈ R. After a bit of definition chasing, we have b ≈ c, and
c must be unique by definition of supremum (cf. [35, p. 53] for details).
So, the existence of standard parts follows from Dedekind completeness, and
“in fact, their existence turns out to be an alternative formulation of completeness”
[35, p. 54]. That is,

Theorem 2.4.1. (Goldblatt.) The assertion “every limited hyperreal is infinitely
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close to a real number” implies the Dedekind completeness of R.
Proof. Let s : N → R be a Cauchy sequence. Then
∀m, n ∈ N(m, n ≥ K −→ |sm − sn | < 1).
By transfer, for all unlimited N ∈ ∗ N,
|sK − sN | < 1
which means sN is limited. But then by hypothesis std(sN ) = L for some unique
L ∈ R. We claim that s −→ L.
Indeed, for any  > 0 in R, again there is a K ∈ N
∀m, n ∈ N(m, n ≥ K −→ |sm − sn | < ).

Then for any m ≥ K ,
|sm − L| ≤ |sm − sN | + |sN − L| ≈ |sm − sN | < 
since K < N and since sN ≈ L.But  was arbitrary and so s −→ L, as desired.



But this directly becomes our motivation for working in NQA+ without standard part;

Part of the point of ERNA is its use in showing that mathematics carried
out for scientific purposes does not rely on the existence of a completed
continuum. The structure of the hyperrationals alone is rich enough to
carry out such mathematics. Standard definitions of continuity, differentiability, and other notions from analysis rely in an essential way on
the existence of a completed continuum; standard analysis takes as basic a completeness axiom such as the least upper bound principle. On
the other hand, the corresponding definitions in nonstandard analysis
do not rely on such principles. By trading in the completeness axioms
for axioms asserting the existence of infinitesimals, we end up with a
system that is actually more constructive, and, in many ways, better
matches certain geometric intuitions about the number line. [84, p. 4]
Therefore, according to the above theorem, in order to work in NQA+ without
a completed continuum we must operate without the standard part. In this way,
the authors are able to turn ∗ Q “into a weak system of analysis” [84, p. 4]. Of
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course, the experienced reader will realize that this is a subtle shift of perspective,
mathematically; a complete space lurks nearby. As a shift of perspective from the
standpoint of experiment, it can be seen to be quite profound.
A well known isomorphism, essentially based on the standard part feature, is

∗

Qlim /∗ Qinf  R.

That is, the ring of finite hyperrationals are literally isomorphic to the real numbers,
modulo ≈. (The proof follows by noting ker(std()) = {x ∈ ∗ Q : x ≈ 0} and using
the First Isomorphism Theorem for rings). Another well known fact is that R is a
completion of Q, in a sense that will be described shortly. Therefore, ∗ Q is almost a
completion of Q itself! How can we understand this fact and still maintain that the
continuum is not available in NQA+?
This follows from the fact that “the enlargement of a structure in a nonstandard
framework is a kind of completion,” [35, p. 231] that is, that “this construction can
be viewed as providing an alternative way of building the reals out of the rationals”
[35, p. 233]. However, the enlargement of a set is not precisely its completion.
Whereas ∗ Q is an enlargement of Q, its completion is actually ∗ Qlim / ≈, where ≈ is
the equivalence relations formed by infinitesimal equality, identical to the cosets of
the infinitesimal hyperrationals ∗ Qinf .
It is worthwhile to present some details here: a completion Q0 of Q as a metric
space requires the following properties:
• Q ⊂ Q0
• Q0 is complete (every Cauchy sequence in Q0 converges in Q0 ).
• Q is dense in Q0 . That is, given any standard real number  > 0, then for any
given q0 ∈ Q0 , there is a standard q ∈ Q such that ∗ d(q, q0 ) < .
Regarding this definition, such a q0 is called approachable from Q (often called
pre-nearstandard). If there exists a q ∈ Q such that q0 ≈ q, then q0 is near to Q
(nearstandard).
Consider for example a hyperrational x ∈ ∗ Q that is infinitely close to
√
2 (recall that every real number is the shadow [ie. standard part] of
some hyperrational). Then x is not near to Q, because it is not infinitely
close to any standard rational number, but √
x is approachable from Q,
since there is a sequence in Q converging to 2. This is a manifestation
of the fact that Q is not complete under the Euclidean metric. [35,
p. 237]
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differs from the completion Q̂13 in two crucial respects.
1. The infinite elements of ∗ Q are not members of the completion Q̂.
2. The limited points of ∗ Q are only infinitely close to elements in the comple√
√
tion Q̂. The canonical example is that 2 ∈ Q̂ but 2 < ∗ Q.

Since there are certainly elements q of ∗ Q such that q ≈

√
2, or any irrational

r ∈ R\Q, by taking equivalence classes modulo ≈ we have the result ∗ Qlim / ≈ R.
That is, we identify these elements in ∗ Q with their unique standard part std(q) = r.
Since the standard part map necessary to prove this isomorphism is not definable in
NQA+, such an identification is impossible.
This is a feature of ∗ Q which makes it the suitable field for a formalization of
rational approximation. Intuitively, we can get “as close as we want” to any real
number with quotients of suitable infinitely large hyperintegers, as a computational
shorthand, and our resulting hyperrational solution - in a properly formulated framework of terms in NQA+ - represents a class of approximations by standard rational
numbers, each with error bounded by the pre-formulated conditions of the model.
This is comparable to the “lifting” method, one of the main tools of NSA, which
is discussed further below in §4. As noted by Sanders, “This technique is useful
as some problems (like switching limits and integrals) may be easier to solve in
the discrete/finite world of nonstandard mathematics than in the continuous/infinite
world of standard mathematics (or vice versa). This observation lies at the heart of
Nonstandard Analysis and is a first step towards understanding its power” [?, p. 8].
The crucial difference in NQA+ is that we do not assume the existence of a unique
real number solution, only a class of approximations.

2.5

IVT in NSA

We now turn to Goldblatt’s proof of the IVT [35, p. 79]. Though the given
proof could be made much shorter, we will provide several contextual details. As
Goldblatt says, “there is an intuitively appealing proof of [IVT] using infinitesimals.
nonstandard hull (X̂, d) of a metric space (X, d) is defined such that X̂ = ∗ Xlim / ≈ and
d(x, y) = std(∗ d(x, y)) = d(hal(x), hal(y)). Though the nonstandard hull is always complete, it is not
always the case that X̂ is the completion of X (in fact, (∗ Xapp / ≈, d), the ring of approachable elements from X modulo ≈, is the completion of X.) Since any limited element of ∗ Q is in the halo of
some standard real number, (∗ Qapp / ≈, d) = (Q̂, d), and in this case the nonstandard hull of Q is its
completion.
13 The
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The basic idea is to partition the interval [a, b] into subintervals of equal infinitesimal width, and locate a subinterval whose end points have f -values on either side
of 0.” This can be seen in Keisler’s diagram, our Figure 2.2 below. That is, for each
n ∈ N (n limited), we partition [a, b] into n equal subintervals of width δn =

b−a
n ,

and

denote each node of the partition by pn = a + Kδn for 0 ≤ K ≤ n. Consider the set
{pk : f (pk ) < 0} of partition points whose f -value is negative; this is a finite set and
nonempty (since a is a member).
Denote sn = max{pk : f (pk ) < 0} for each subinterval width

b−a
n .

But for all n ∈ N

we know a ≤ sn < b and f (sn ) < 0 ≤ f (sn + δn ). By transfer, the same statements
apply for all n ∈ ∗ N (and, the function is extended to all hyperreal partition points,
cf. [35, pp. 30, 84-85], etc.). Fixing an arbitrary unlimited hypernatural N ∈ ∗ N, we
know that sN ∈ ∗ Rlim since a ≤ sN < b, and so st(sN ) = 0, the standard part of sN , is a
standard real number. Now, by transfer, each partition point pk = a + KδN for some
K ∈ ∗ N. Since δN is infinitesimal, sN = a + KδN ≈ st(sN ) ≈ a + (K + 1)δN = sN + δN .
At this point we introduce the very succinct and illustrious definition of nonstandard continuity (compare this to the continuity of functions in NQA+, given
above, and to the definition of continuity from calculus or analysis!) f : [a, b] → R
is continuous at c ∈ [a, b] if and only if f (hal(c)) ⊆ hal( f (c)). Put another way,
x ≈ c =⇒ f (x) ≈ f (c). Returning to our proof, we know since f is continuous at
st(sN ), f (sN ) ≈ f (st(sN )) ≈ f (sN + δN ). f (st(sN )) ≈ 0, and since st(sN ) and 0 are
both real it must be the case that f (st(sN )) = 0.

Figure 2.2: From [49, p. 163]. The geometrical subdivision behind the proof IVT in NSA.

There are two features of note in this nonstandard proof of IVT. One crucial
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feature is the hyperfinite geometric subdivision, as discussed. The other feature
of note is that the proof relies essentially on transfer of the well-ordering of finite
sets of natural numbers. Since each nonempty finite set of natural numbers has a
greatest element (this fact is proven by induction on cardinality), we use transfer to
say each nonempty hyperfinite set of hypernatural numbers has a greatest element.
As will be discussed further in §4, hyperfinite sets enjoy many properties of finite
sets, even though they are potentially uncountable (as in the case of our partition
set).14
We will now repeat the previous nonstandard proof of IVT within an alternative
framework of NSA. We will precede the proof with an elaboration on Hrbacek’s
approach to nonstandard analysis and a bit of preamble for the upcoming chapter.
The set-theoretical language developed by Karel Hrbacek15 provides a notion of
relativity and stratification for concepts related to the infinite or infinitesimal. The
“usual dichotomy” [73, p. 1526] of “infinite” and “finite” numbers is replaced by
a more elegant context based on a stratification of nonstandard numbers, actually
a stratification of “standardness” itself (stratification will be discussed in a broader
context below in §4, and a stratified framework for NQA+ and ERNA in §5.)
Though the stratified framework for NSA was devised, basically, to answer technical challenges presented in the theory of NSA, it also presents a fascinating account on its own and has even been developed within an educational context as a
highly intuitive companion to calculus and analysis.16 There are many comparisons
between Hrbacek’s relative set theory (fully relativized internal set theory, FRIST,
and other systems included) and the intuitive language of mathematical practice.
Hrbacek, Lessmann, and O’Donovan in [40] devise an alternative approach to calculus and analysis that combines elements from the axiomatic approach and the
Robinsonian approach to NSA, described in the section above. The basic premise
is that “when working with real numbers we rely on our intuitive understanding,
the mental representation of real numbers as points on the number line, and on axioms that list the essential properties of R. . . We consistently adopt the point of view
that the usual, standard sets can contain, beside their usual, standard elements, also
14 In fact, it is proven in [35, p. 141] that all internal sets are either finite or uncountable, based on
the principle of countable saturation.
15 The relative approach to nonstandard analysis can be traced back to Yves Péraire, and also to
Evgeni Gordon; [40, p. xxv], [73, p. 1526], cf. [38].
16 Cf. [40] and ultrasmall.org.

32

CHAPTER 2. BASIC ANALYSIS AND NQA+

ideal, fictitious elements with the same properties as the standard ones” [40, p. 4].
One might add, following Leibniz, Sanders, and a host of nonstandard analysts,
that these numbers are ideal, fictitious, and also incredibly practical; an “elegant
shorthand for computation” [74].
The proof of IVT remains essentially unchanged,17 but for simplification and
some important language related to observability. Observability is a “primitive concept” in Analysis with Ultrasmall Numbers [40, p. 7-8]. (“Observable” is basically
the stratified equivalent of the predicate “standard” in the axiomatic approaches to
NSA). Observability has “no explicit definition in terms of more fundamental concepts. Its meaning is specified implicitly by the axioms. . . [and] all our reasoning
about observability is based on these axioms.” We will highlight the main two definitions, as well as the first axiom: There exist ultrasmall real numbers. So simply
stated, it might be hard to believe such a concept could be so controversial. To say a
mathematical object p is ultrasmall implies that it is nonzero and its absolute value
is less than any observable positive real number. Likewise, a real number is ultralarge if its absolute value is greater than any observable positive real number. Of
course, “being observable” is a relative concept. Surprisingly, with little more technical nonstandard machinery we are able to intuitively develop all of basic calculus
and analysis in a manner very similar to how they are used in practice.
The quintessential addition to the axioms of [40] which brings the language of
the stratified approach closer to the practice of physical sciences is relative observability, the stratification of ultralarge and ultrasmall numbers. Akin to Leibniz’s
idea mentioned above, we want the properties of numbers to be the same at any
“level” of observability. To see that levels of observability are necessary, we consider the situation in physics. As Hrbacek et al say,
The literature of physics is full of reference to phenomena at various
scales: the macroscopic scale, the microscopic scale, the atomic scale,
large scale versus small scale and so on. The quantities at the macroscopic scale are those observable with a naked eye (they are “always
observable”). Optical technology (microscopes and telescopes) enables
us to observe objects otherwise invisible, such as bacteria and faint
stars, but all objects that are observable with a naked eye also remain
visible at this level of technology. Compared to macroscopic quantities, such as a diameter of a soccer ball, quantities at the microscopic
scale, such as the diameter of a bacterium, are “ultrasmall”; more pre17 As

Hrbacek et al note [40, p. xxv], the “combinatorial kernel” of most proofs in the NSA
literature trace back to the original development by Robinson in [69].
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cisely, they are so small as to be negligible in any considerations of
macroscopic phenomena. A higher level of technology (electron microscopes, radio telescopes) allows for observation of additional objects, such as molecules and quasars. Diameter of a molecule is negligible compared to microscopic quantities, such as the diameter of a
bacterium. Yet higher levels of technology (particle accelerators) enable even finer observations (subatomic particles).
The approach taken in [40] is a very idealized version of this point of
view. The standard objects are those that are always observable. Every
ideal, nonstandard object is observable at some level, although not at
the level of standard objects. For every object p (standard or not) there
exist nonzero real numbers smaller (in absolute value) than all positive
real numbers that are observable at the level where p is observable; they
are ultrasmall relative to that level and not observable at that level. The
reciprocals of the ultrasmall numbers are larger (in absolute value) than
every real number observable at that level; they are ultralarge relative
to that level. [40, p. 24]
It is curious to note that Hrbacek et al call their approach an idealization. It is
a theme of this thesis to note that models of mathematics which employ ideal infinitesimal elements are essentially an idealization of models which employ ultrasmall but standard/appreciable objects at their basic level. To call their approach
“ideal” in the context of the scientific practice of observation, Hrbacek et al make
it clear that NSA is a formalization of the (sometimes messy, rough-around-theedges) approximations - which regularly occur in practice - by idealized mathematical formulae for relative infinitesimal equality.
Further, as an “ideal” framework, it turns out NSA is at a comparative level of
abstraction to classical analysis, even though it has often been claimed that infinitesimals are not useful for pure mathematical proofs in analysis. We will not go into
these topics in detail here but to make a couple of remarks. They are developed further in the following chapter. When comparing the various quotes made above we
note that intuition and idealization occur simultaneously in NSA and stratified NSA.
As will be discussed in the next chapter, in Boyer’s account of the development of
calculus in the 17th century, there is a supposed opposition between intuition and
the idealization of pure mathematics. The entire premise on which calculus and
analysis are built could in fact be called idealization, opposed to direct sensorial
experience (and therefore infinitesimals), a product of pure mathematics or logic,
per se. Thus, in terms of an idealized logical framework for approximation, we
could say classical analysis is the most ideal; continua are complete, there are no
restrictions on quantification, and all objects exist on the same level of observability.
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Clearly, modern frameworks, like Hrbacek’s, and like NQA+, have found a

truly remarkable fusion of axioms, logical rules, and rigor in a formal system - with
strict rules of inference - which allows certain forms of intuition and pure mathematical idealization to coexist. As has been made abundantly clear in these accounts, the mathematical practices of physical science have made an impression on
the way nonstandard analysis has developed. Turning to the IVT, we see Hrbacek
et al’s proof in [40] is basically the same as Goldblatt’s (and therefore in Keisler’s
in [49]), but we will see the physically intuitive language of observability in action. (Later, in the development of Riemann integration especially, the differences
between Hrbacek’s semi-axiomatized approach become far more pronounced and
leads to new results in ERNAA .)

Restating the premises, we must show that f (a) ≤ 0 ≤ f (b) (for a continuous
function defined on [a, b]) implies the existence of a c ∈ [a, b] such that f (c) = 0.
Transfer seems unnecessary in this analysis with ultrasmall numbers: we let N be
an ultralarge positive integer, and let h = (b − a)/N; thus h is ultrasmall. Denoting
each endpoint of our subdivision by xi = a + i · h, for all i = 0, . . . , N, we have a = x0
and b = xN . In accordance with the methodology of NQA+, we choose the least
index j such that f (x j + a) ≥ d. Having done so, we have that f (x j ) < d ≤ f (x j+1 ).

Every number has an “observable neighbor” (ie, a standard part, relative to the
level of standardness of the original number); we denote c as the observable neighbor of x j . Then x j ≈ c ≈ x j+1 , and by continuity of f we have f (x j ) ≈ f (c) < 0 and
0 ≤ f (c) ≈ f (x j+1 ). But this implies f (c) ≈ 0, and since c and 0 are both observable,
f (c) = 0. [40, p. 43]

In the above proof, there is still a transfer principle and standard part map at play
in Hrbacek et al’s framework, even though the ultralarge N is treated exactly as a
regular natural number (this is part of the freedom of adopting Hrbacek’s notation,
where N is the internal set ∗ N of the Robinsonians and ◦ N is the external set of
standard natural numbers N (cf. [38, p. 48])). Transfer is still implicitly used in the
form of the universal closure principle [40, p. 22].
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Figure 2.3: From [40, p. 26]. The numbers ε and δ are ε-observable neighbors of 0, but
only δ is a δ-observable neighbor of 0. Expressed in notation, δ ≈ε 0 but ε 0δ 0. In fact, ε is
δ-ultralarge!

The purpose of these early results was to introduce and problematize certain
facets of the standard and nonstandard proofs, for example the type of logical inferences that are made (one of the preceding examples was not a direct proof); the
practices of subdivision that were inherent in each proof (how was the interval cut
into pieces in each version?); how each direct proof employed certain infinitesimal
objects, and how the nonstandard proofs have refined that concept; and the motivation for doing so from the perspective of science and experiment. The IVT was
chosen because its mathematical simplicity allows the subtle details of each proof
to become more noticeable, and, more concretely, because it reflects a crucial property of continuous functions. This property, stated in NQA+, is that continuous
functions which have values on either side of 0 must be defined on a hyperrational
number in that interval whose function value is approximately 0.
In order to transition to proof in NQA+ it only remains to weaken the overall logical framework to primitive recursive arithmetic, and thereby assume a more
constructive character for functions and subdivision. The details of PRA are outside
the scope of this thesis, and I refer the interested reader to [4] for an introduction to
details concerning weak theories of arithmetic and analysis. As Avigad says in that
article, “In recent years there has been an interest in formalizing parts of mathematics in weak theories, at the level of primitive recursive arithmetic (PRA), or below.
The underlying motivations vary: one may be drawn by the general philosophical
goal of minimizing ontological commitments, or, less ethereally, by the sport of seeing how little one can get away with.” Though we have emphasized many facets of
mathematical practice which motivate the development of NQA+, this pithy remark
by Avigad is certainly not out of place; hence, the later developments of ERNA are
not nearly as strict as the following theorems and definitions. But, we have to admit,
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by examining the axioms in Appendix A, Chuaqui and Suppes have “gotten away
with” very little.

2.6

IVT in NQA+

Our foray through nonstandard analysis has confirmed that a crucial and historically important method for deriving more advanced calculus results is the geometric
subdivision [89, p. 19-20]. The above discussions, and the discussions which will
follow, on the history of infinitesimals and mathematical practice have made abundantly clear that geometric subdivision has been retained in practice for centuries
despite attempts to eradicate them (the reference to Bonaventura Cavalieri in the
definition below will be elaborated on in the next chapter.)

2.6.1

Hyperfinite partitions

The following definition evokes the same concept as the nonstandard subdivisions in the proofs above; the challenge in NQA+ is to properly define functions
on these subdivisions. In the NSA proofs from above we can define the function
values “on all hyperreals” in the given intervals. Clearly this is not the case for our
weakened system since quantifiers are not allowed, and only hyperrational numbers
are defined! Therefore the definitions can appear rather abstruse. To assist in their
interpretation, I occasionally refer to the later system NQA+ with quantifiers from
[23] which would later become ERNA, and I often use quantification informally.
Such specificity will make one appreciate the free use of quantifiers usually taken
for granted!

Definition 2.6.1. (Geometric subdivision.) Let ν be an unlimited hypernatural,18
du =

b−a
ν

and ui = a + i du. Following B. Cavalieri, “all the ui ’s,” for 0 ≤ i ≤ ν, form

a partition of the interval [a, b], called a geometric subdivision of [a, b] of order ν.
We always assume that a and b are finite and ν is infinite. Notice that u0 = a and
uν = b.
18 Several

axioms concerning hypernatural numbers are given in the appendices A and B. For
terminology concerning limited and unlimited, cf. [35, §. 5].
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Figure 2.4: From [89, p. 19]. This image denotes the “helper” of our “selector,” defined
below. Notice s(0) = 2, s(1) = 4, s(2) = 6, s(3) = 8, s(4) = 11, s(5) = 12, and so on.

However, we need a formal construction that allows us to explicitly define f on the
subdivision. The selector function is defined for a function defined on the subdivision according to some specific, and highly technical, rules. At this point, we need
to first introduce a more precise idea for functions themselves in NQA+.

2.6.2

A first look at functions

A function is an assertion of an open formula with free variables x, y, a, and b,
and involves five terms: f itself, fdom , fL , fB1 , fB2 . f is determined by two terms
where min does not occur, denoted τ(σ(u)) where u is any real number. We denote σ
by fdom (not to be confused with dom( f )). Any term is defined on all hyperrational
numbers,19 which means if fdom (u) = σ(u) = I(u), f is defined everywhere. This
distinction is made, most importantly, for the case of inverse functions which are
usually not defined everywhere, but only on the range of the original function (see
the example below.)
A term σ is monotone on I if x, y ∈ I ∧ x < y −→ (σ(x) < σ(y) ∨ σ(y) < σ(x)) (ie.
increasing or decreasing), and a term σ is σL -Lipschitz on I for some term σL if
x, y ∈ I ∧ x ≈ y −→ |σ(x) − σ(y)| ≤ σL (a, b) |x − y|.
Definition 2.6.2. f is a function(x, y) on the interval I if the following conditions
are satisfied:
1. | fB1 (a, b)|, | fB2 (a, b)|  ∞ and I ⊆ [ fdom ( fB1 (a, b)), fdom ( fB2 (a, b))],
19 This

complex statement is an edit of the original statement of the authors, which was found
slightly misleading. Originally it said terms are defined on all real numbers. Real numbers, in their
full strength (in the sense of Dedekind completeness) are not axiomatized in NQA+ or ERNA, but
can indeed be approximated infinitely closely by hyperrational numbers, which are axiomatized by
Hypernatural axioms with the resulting ordered field axioms. I do believe in this instance, typical of
how the nonstandard language has been flexibly interchanged over the course of the development of
NSA, the authors mean that terms are defined on all hyperrationals. [89, p. 18]
As an example, consider the use of “intervals” in NQA+. x ∈ I where I = [a, b] is an abbreviation
for the formula a ≤ x ≤ b. Properly speaking, a and b are variables which can be defined according
to the axioms of NQA+, that is, they are hyperrational numbers.
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2. The term fdom is monotone and fL -Lipschitz on
[ fdom ( fB1 (a, b)), fdom ( fB2 (a, b))], and
3. x, y ∈ [ fdom ( fB1 (a, b)), fdom ( fB2 (a, b))] ∧ fdom (x) ≈ fdom (y) −→ x ≈ y.
The difficulty in defining functions here is essentially a constructive refinement

of the usual set-theoretic definition of functions. In NQA+ no specific constructive
set theory is assumed, in favor of an approach “from scratch” that incorporates more
restricted forms of inference.20
In the system NQA+ with quantifiers, [23], we express this definition in a
slightly more intuitive way. Here “a function requires only two terms and a formula,” ϕ. Here, x ∈ dom f ≡ ∃u(ϕ(u) ∧ x = fdom (u)). “In case fdom (u) = u and ϕ(u)
is ‘u = u’, then R ⊆ dom f .” Restating the three conditions above, we have
1. There exist finite a1 , b1 such that for all x ∈ [a1 , b1 ], ϕ f (x) holds, and I =
[a, b] ⊆ [ fdom (a1 ), fdom (b1 )].
2. fdom is monotone and Lipschitz on [a1 , b1 ].
3. For all x, y ∈ [a1 , b1 ], x 0 y −→ fdom (x) 0 fdom (y).
These definitions make it clear that fB1 (a, b) and fB2 (a, b) in the definition above are
preset terms acting as a “preinterval” whose range contains our original interval I.
Taking this more intuitive treatment with quantifiers first, we have the following
helpful example:
Example 2.6.1. Define the “almost-exponential” by aexp(x) = y ⇐⇒ ln(y) = x
where aexpdom = ln. We notice in the usual case that f = ln x has domain dom f =
{x ∈ R : x > 0}. Denoting by ϕ(u) the formula “u > 0”, we see that
x ∈ dom(ln) ⇐⇒ ∃u ∈ ∗ Q(u > 0 ∧ x = lndom (u))
where lndom = I. However, as discussed below, in NQA+ the natural logarithm is
defined for all numbers x by defining
ln(x) =

x

Z
1

1
dt
t

so long as x is limited (this will be discussed in our development of Riemann integrals in §5). Our above formula simply changes to ϕ(u) ↔ u = u, as mentioned.
20 Restricted forms of inference and their importance in physics will be discussed in §4 in reference

to K. Davey’s article [26].
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This elucidates the complicated role that the term fdom plays for each function, in
this case for logarithms. Here f is literally defined on the range of fdom , so long as
fdom is fL -Lipschitz and fdom -monotone on the interval of definition.
Further, we can clarify some technical details concerning the function notation from Definition 2.6.2. We see that ln = expdom , and since ln is increasing
expdom is increasing. Taking as a modulus lnL (a, b) = 1/(a + 1) we see exp is
(1/(a + 1))-Lipschitz (cf. [89, pp. 22,46]). We can also specify some bounds for
where exp is defined, that is for a1 = fB1 (a, b) and b1 = fB2 (a, b) such that [a, b] ⊆
[expdom (a1 ), expdom (b1 )] = [ln(a1 ), ln(b1 )]. For example setting expB2 = 2li(b/ ln 2) ,
we see ln 2nb ≈ nb ln 2 ≥ b as required.21 expB1 = 2−(li(−a/ ln 2)) generates a lower
bound. na and nb are finite if a and b are finite.
We will have much more to say about functions as we continue our development
of NQA+. This exposition concludes with a brief note about the motivation of
defining functions in a weakened system of constructive nonstandard analysis. In
this system, it is often easier to define inverse functions first; another example is
arctan and the “almost-tangent,” atan. (See [89], Theorem 7.8 and §5 below). The
Rx 1
arctan is defined as 0 1+t
2 dt and the almost-tangent is its inverse.
With the definitions introduced here, the proofs of the approximate
form of the algebraic properties of these functions are the usual ones.
We cannot prove, however, that the inverse functions, i.e., the almost
exponential and tangent, have the right domains, i.e., all finite numbers for the almost exponential and the finite numbers different from
(2n + 1)π/2 for the almost tangent. The most one can do, for the almost
exponential for instance, is to prove that for any finite number x, there
is a y ≈ x in its domain, which is probably sufficient for most theoretical physics.22 In order to obtain functions defined everywhere, we use
Taylor series approximations. [89, p. 47]
The extensive care taken to ensure functions are appropriately defined is really an
epistemic precaution. We can’t even assert the number π exists as an irrational
number in NQA+ and can only take its hyperrational approximation 4 arctan(1).
However, as this quote makes clear, this is actually the norm in practice. When
physical data is taken or used for input it is by necessity truncated to some finite
precision; the hyperrational framework here is really an idealization of this process
21 The

built-in function li() takes numbers to the next largest hypernatural. See appendix A.3.
mine; this quote highlights some of the remarkable statements made by these authors
in the development of NQA+. As I have little experience in theoretical physics I hope someone will
be able to confirm these remarks; however, my time researching in NQA+ and ERNA has led me to
believe that Chuaqui and Suppes are correct in their judgments.
22 Emphasis
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of approximation. Approximations can be taken as closely as possible - in this case,
through Taylor series (see [89] for details), and so a hyperrational number infinitely
close to the desired real number is a practical, efficient, and rigorous (in the sense
of a model) placeholder for an impossibly ideal real number. What is stressed here,
and throughout Suppes’s work (as will be discussed later in §4), is that the finite nature of our approximations as the only empirically viable possibility when studying
continuous phenomena - and the accompanying errors which arise - can and should
be reflected in the foundations of our theoretical approach. Theorem 2.6.2 below
is particularly emblematic of this condition, and encapsulates how NQA+ “works”
when we can only define functions on approximate values.

2.6.3

The selector

Now that we have explicit rules for functions, we can approach a geometric
subdivision. In order to define functions on geometric subdivisions we require a
selector for that function. The selector is at the very heart of the constructive system
of nonstandard analysis presented in the Chuaqui-Suppes system, which is why
we will discuss the details of its construction in full here. In order to informally
quantify over the geometric subdivision, we can informally say the selector assigns
nodes of a subdivision on [ fB1 (a, b), fB2 (a, b)] to specific infinitesimal subdivided
components of the domain of f , in the fashion of an algorithm. To that end, the
selector appears to be a constructive formulation of the usual “tags” of a Riemann
partition (ie, a left or a right Riemann sum), but which will be applied in a much
more general way to more calculus concepts.
Formally, we have:
Definition 2.6.3. (Selector ζ for f and u on [a, b].) For a given function f on [a, b],
u a geometric subdivision of [a, b] of order ν0 for some ultralarge hypernatural ν0 ,
the selector ζ is a term defined on the hypernaturals such that f is defined on ζi and
ζi ∈ [ui , ui+1 ] for each hypernatural 0 ≤ i ≤ ν0 − 1. That is, ζi = fdom (y) for some y
and each index of subdivision i. (Assume fdom is increasing. A parallel construction
can be done with fdom decreasing).
Denote fB1 (a, b) = a1 , and fB2 (a, b) = b1 . Restated with quantification like in
[23], the selector is an embedding that takes each subdivision of [a, b] (ie, dom f )
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to a subdivision of [a1 , b1 ] such that for each x ∈ [a, b] there is a y ∈ [a1 , (b1 )] where
fdom (y) ≈ x. The selector can be given two equivalent formulations. The first one,
more intuitive, involves minϕ (a bit of motivation for such a concept with geometric
subdivisions: recall the proofs of IVT in NSA from above, where least number
principles of ∗ N were employed). In order to use open induction with the selector,
the second formulation is made without the use of min. These various formulations
are based on crucial underlying “helper” functions, introduced below.

Theorem 2.6.1. Let a function f be defined on [a, b] and let u be a geometric
subdivision of [a, b] of order ν0 . The selector for f , ζ, can be defined using the
following “helper” functions.
• A helper function s(i) can be defined for f such that
s(i) =

min

ui ≤ fdom (u0k )

(k)

for a sufficiently fine geometric subdivision u0 of order ν1 (compare to Figure
2.4).
• For all values of i, the helper
s2 (i) =

νX
1 −1

δ1 ( fdom (u0j ) − ui )δ2 (ui − fdom (u0j−1 )) j

j=0

=

νX
1 −1

j

j=0
fdom (u0j−1 )<ui
ui ≤ fdom (u0j )

is equivalent to the helper in part 1 (δ1 and δ2 are defined in Appendix A.2.1,
and again in the proof below. The language of conditional sums is introduced
in A.3 and again in §5 below.)

In both cases, the value of f at ζi ∈ [a, b] is f (ζi ) = f ( fdom (u0s(i) )).
Proof. Let a1 = fB1 (a, b), b1 = fB2 (a, b), and M = fL (a, b). Recall [a, b] ⊆ [ fdom (a1 ),
fdom (b1 )], and fL is the modulus of Lipschitz continuity for fdom . Recall that du =
ui+1 − ui for any hypernatural i is infinitesimal.
To prove s(i) = minui ≤ fdom (u0k ) (k) helps define a selector for f on [a, b], we must
show f is defined on each ζi ∈ [ui , ui+1 ] for each hypernatural index of subdivision i.
First we must construct a subdivision u0 of order ν1 such that fdom (u0i+1 ) − fdom (u0i ) ≤
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du = ui+1 − ui for every i; to accomplish this, we will set
du
,
M
!
b1 − a1
ν1 = li M
, and
du
du
d = ζν1 = a1 + ν1 .
M
u0j = a1 + j

−a1 )
, and so by our construction
By definition of li (appendix A.3, N.8.), ν1 ≥ M (b1du

d ≥ a1 + M

b1 − a1 du
= b1 .
du M

Proceeding this way, we see that [a, b] ⊂ [ fdom (a1 ), fdom (b1 )] ⊂ [ fdom (a1 ), fdom (d)],
and u0 is a geometric subdivision of [a1 , d] of order ν1 . Notice that u00 = a1 and
u0ν1 = d (these technicalities and the variable d are introduced to ensure that ν1 is a
hyperinteger).
We now define the first helper function as stated: s(i) = min fdom (u0k )≥ui (k) (in
Figure 2.4, we have the values s(0) = 2, s(1) = 4, and so on. For each i, 0 ≤ i ≤ ν0 − 1
we take the value ζi = fdom (u0s(i) ), such that ζ0 = fdom (u02 ), ζ1 = fdom (u04 ), and so on.
By definition of fdom , f is defined on each ζi for precisely one value, f ( fdom (u0s(i) )).
The last part of our proof requires that ui ≤ ζi ≤ ui+1 . Recall that by our construction of s(i), and recalling the definition of min (A.3. N. 5.) we have for all i,
1 ≤ i ≤ ν0 − 1, fdom (u0s(i) ) ≥ ui and fdom (u0s(i)−1 ) < ui . Using this fact, we have that
ui > fdom (u0s(i)−1 )
⇐⇒ ζi − ui < ζi − fdom (u0s(i)−1 )
≤ fdom (u0s(i) ) − fdom (u0s(i)−1 )
≤ M u0s(i) − u0s(i)−1
≤M

du
M

= du,
which guarantees that ζi ∈ [ui , ui+1 ], where the fourth inequality follows from the
M-Lipschitz condition on fdom . This completes the proof that ζ with helper s(i)
defines a selector for f on [a, b].
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In the second part we must show that

s(i) =

min

ui ≤ fdom (u0k )

(k) =

νX
1 −1

δ1 ( fdom (u0j ) − ui )δ2 (ui − fdom (u0j−1 )) j = s2 (i)

j=0

for every i, 0 ≤ i ≤ ν0 . For a fixed j∗ we have by the work above that u j∗ ≤
fdom (u0s( j∗ ) ) < u j∗ +1 and fdom (u0s( j∗ )−1 ) < u j∗ . We recall the definitions δ1 and δ2
from Appendix A.2.1,





 1, if x ≥ 0,
δ1 (x) = 



 0, if x < 0,
and





 1, if x > 0,
δ2 (x) = 



 0, if x ≤ 0.
Therefore δ1 ( fdom (u0s( j∗ ) )−u j∗ ) = 1 and δ2 (u j∗ − fdom (u0s( j∗ )−1 )) = 1. We then consider
the alternative cases when j < s( j∗ ) and when j > s( j∗ ).

1. If j < s( j∗ ), then u0j ≤ u0s( j∗ )−1 and, since fdom is increasing, fdom (u0j ) ≤
fdom (u0s( j∗ )−1 ) < u j∗ and therefore δ1 ( fdom (u0j ) − u j∗ ) = 0.

2. If j > s( j∗ ), then u0j−1 ≥ u0s( j∗ ) and, since fdom is increasing, fdom (u0j ) ≥
fdom (u0s( j∗ )−1 ) ≥ u j∗ and therefore δ2 (u j∗ − fdom (u0j )) = 0.

The Σ- sum notation is introduced in Appendix A.3. According to Proposition A.3.3
therefrom, we see that

s2 ( j∗ ) =

νX
1 −1

δ1 ( fdom (u0k ) − u j∗ )δ2 (u j∗ − fdom (u0k−1 ))k = s( j∗ ),

k=0

exactly as desired. We have completed our proof that the selector ζ can be used in
induction.



In the sequel, these various constructions are quite naturally subsumed under ζi
where ζi ≈ ui .

44

CHAPTER 2. BASIC ANALYSIS AND NQA+

2.6.4

IVT≈

We have taken the time to carefully prove these results concerning the selector.
It is a crucial component of the constructive characteristic of proof in NQA+. As a
first example of this, we are finally prepared to prove results concerning continuous
functions, including the Intermediate Value Theorem discussed at length above.
First, we have a theorem that officially ties together the selector and the intuitive
notion of a function.
Both theorems rely on the earlier, restricted definitions of continuity and function, but the parameters have been suppressed for readability. Denote x ≥ y ∨ Inf(x −
y) by x & y and likewise denote x ≤ y ∨ Inf(x − y) by x . y.
Theorem 2.6.2. From the following facts
1. f is a continuous function on [a, b]
2. u is a geometric subdivision of order ν ≈ ∞ of [a, b]
3. ζ is the selector for u and f on [a, b]
infer
a ≤ x ≤ b ∧ x = fdom (x3 ) −→ f (x) ≈ f (ζmin(x≤ζk ) ).
Proof. Denote n = min x≤uk (k). By definition of geometric subdivision b = uν ≥ x.
Hence x ≤ un , and 0 ≤ n ≤ ν. If x = a, then since ζ0 ≈ a, f (x) ≈ f (ζ0 ) by the continuity
of f . Next, assume a < x. Then u0 = a < un . It must be the case that N(n − 1) and
n − 1 ≥ 0, since n = 0 −→ un = u0 , which means n = 0 −→ 0 = 1.
Next suppose that x ≤ un−1 . Then by definition of min (A.3. N.5.) n ≤ n − 1
and thus x ≤ un−1 −→ 0 = 1. So un−1 ≤ x. Since un−1 ≈ un by construction, we
have un ≈ x, and so un ≈ ζn ≈ x. By the definition of the selector we have either
min x≤uk (k) = min x≤ζk (k) or min x≤uk (k) − 1 = min x≤ζk (k), and either way again using
the continuity of f , f (x) ≈ f (ζmin(x≤ζk ) ).



This theorem is a verification of the authors’ statements concerning the ambiguity of domain in NQA+. “The most we can prove is that for any number there is an
approximately equal number where the function is defined,” [89, p. 17], and even
then the point in our domain may not be as useful as a subdivision point given by
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the selector. As a side note, the interesting use of contradiction in the previous theorem does not justify the use of proof by contradiction in general. In fact, the type
of contradiction used above is described in the ordered field theorems in appendix
A.2, and will be discussed again below. We will encounter this “contradiction by
direct evidence” again in IVT≈ , which is very similar to the previous theorem in
that its primary focus is on the availability of infinitely close points in the domain
of f .
Theorem 2.6.3. (Approximate Intermediate Value Theorem.) From the following
facts:
1. f is a continuous function on [a, b]
2. u a geometric subdivision of [a, b] of order ν ≈ ∞, and
3. ζ is a selector for u and f on [a, b]
we can infer

f (ζ0 ) ≤ 0 ≤ f (ζν ) −→ f (ζmin(0≤f(ζk )) ) ≈ 0.
Proof. Designate n = min0≤ f (ζk ) (k). By definition of geometric subdivision f (b) ≈
f (ζν ) ≥ 0. Hence 0 ≤ f (ζn ) and 0 ≤ n ≤ ν. In the special case that n = 0, un = a, which
means f (ζ0 ) ≤ 0 (by hypothesis) and f (ζ0 ) ≥ 0 (by above). Then indeed f (ζ0 ) = 0.
If instead n > 0, then n − 1 ≥ 0. Supposing f (ζn−1 ) ≥ 0 leads to a contradiction,
since by definition of min (A.3. N.5.) n − 1 ≥ n. Hence ( f (ζn−1 ) ≥ 0 −→ 0 = 1) −→
f (ζn−1 ) ≤ 0 ≤ f (ζn ). But ζn−1 ≈ ζn and f is continuous, therefore f (ζn−1 ) ≈ f (ζn ),
which means f (ζn ) ≈ 0.



In the proof of IVT≈ we see how NQA+ reduces most problems in analysis to
finding a subdivision, finding an algorithm for a selector based off of data (for example, points in the domain of a function available at ideally infinitesimal levels of
approximation), and finding an algorithm for min or max. The approximate nature
of these results is due to the approximate nature of our data, and to the restricted
kinds of inference which we can make. The min function algorithm exactly indicates the type of ideal process which is made available by nonstandard analysis;
since we can always find min for a finite set of natural numbers, in a sufficiently
rich model of NSA we can always find min for a hyperfinite set of hypernatural

46

CHAPTER 2. BASIC ANALYSIS AND NQA+

numbers. The process is exactly the same; the results are merely an idealization
and expedition of the same processes. Many more issues concerning hyperrational
approximation and hyperfinite sets are taken up in §4. The geometrical flavor of
this type of construction is particularly emphasized by Suppes, and I investigate
these remarks in the following chapter §3. In §5 we will develop results of a highly
similar nature to IVT≈ in the context of Riemann integration.
Curiously, the proof of IVT≈ has elements of all of the proofs we have encountered so far. We see a form of contradiction evident in the first proof we encountered. The form of subdivision by bisection introduced by Royden became a nonstandard form of geometric subdivision in Goldblatt and Hrbacek when partitioning
was taken to infinitely close segments of the domain. The current issue at stake is
whether or not we can say these functions are truly defined on such a subdivision,
and in fact without quantification and axioms for real numbers - like completeness we cannot. The crucial addition in NQA+ is a rigorous notion of function, subdivision, and proof based on restriction of inference. The authors themselves say before
proving the two theorems shown in this section that “we notice all the theorems of
this section are derived rules of inference,” that is, rather than theorems proper, the
theorems for continuous functions like IVT≈ are actually rules for the verification
of deductions. The complex interplay of the various constructions in [89] coalesces
in these dazzling proofs and in the development of the Riemann integral.

2.7

More familiar results for continuous functions

The extensive preliminary discussion on stratification inevitably leaves one craving more out of the NQA+ development of calculus and analysis. The proof of IVT
and IVT≈ , which I have focused on here, does not really require the machinery
of relative observability or relative standardness for understanding the nonstandard
proofs and leaves the NQA+ result essentially unchanged. In §5 the much more
technical result of Riemann integration in NQA+ and ERNAA will be discussed,
at which point the stratification techniques implemented by Sanders in [73] will be
more appreciable. In the meanwhile, for the sake of completeness, in this section a
partial survey of important theorems in NQA+ related to calculus and nonstandard
analysis will be presented.The following theorem says that “a maximum (mini-
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mum) on a selector of a geometric subdivision is a near maximum (minimum) of
f ,” [89, p. 24]. Given quantifiers, as in [23] we can even state that these values
are attained, that is, that a near maximum and minimum exist on any closed and
bounded domain.
Theorem 2.7.1. (Approximate Extreme Value Theorem.) Denote x ≥ y ∨ Inf(x − y)
by x & y. We say f (x) is a near maximum(y, x1 , y1 ) for f on [a, b] if and only if
x = fdom (x1 ) and

a ≤ y ≤ b ∧ ydom(y1 ) −→ f (y) . f (x)

(the statemement for near minimum is similar). From the following facts:
1. f is a continuous function on [a, b]
2. u is the geometric subdivision of order ν ≈ ∞, and
3. ζ is the selector for f and u on [a, b],
infer

a ≤ x ≤ b −→ f (x) . f (ζmax f (ζ(k)) (k) )

and

a ≤ x ≤ b −→ f (x) & f (ζmin f (ζ(k)) (k) )
Proof. Notice that for any i, 0 ≤ i ≤ ν, that f (umax f (uk ) ) ≥ f (ui ) by definition of max
(Appendix A.3 Recursive Definition A.3.1). By Theorem 2.6.2 from the previous
section, f (x) ≈ f (uminuk ≥x ), and therefore f (x) ≈ f (uminuk ≥x ) ≤ f (umax f (u ) ). Reversing
k

the max and min operators gives the proof for minima.



I notice the simplicity which hyperfinite sets introduce to these proofs through
the use of geometric subdivision. The character of these inferentially restrictive
proofs resemble calculations.
Theorem 2.7.2. (Approximate Rolle’s Theorem.) From the following facts
1. f is a continuous function on [a, b]
2. u is the geometric subdivision of order ν ≈ ∞, and
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3. ζ is the selector for f and u on [a, b],
4. fdom (x) = gdom (x) and
5. n = max f (ζk ) (k)

we can infer, given the fact that 0 < n < ν that
• d f (ζn , dζn ) ≈ g(ζn )dζn (rel dζn ) and
• d f (ζn , −dζn−1 ) ≈ g(ζn ) (rel − dζn−1 )
from which we can infer

g(ζn ) ≈ 0.

Theorem 2.7.3. ( Approximate Mean Value Theorem.) From the following facts
1. 0  b − a
2. f is differentiable on (a, b)
3. u is the geometric subdvision of order ν ≈ ∞ of [a, b]
4. ζ the selector for f and u on [a, b] and
5. a ≤ x ≤ b ∧ x = fdom (t) →
h(x) = (ζnu − ζ0 )( f (x) − f (ζ0 )) − (x − ζ0 )( f (ζν ) − f (ζ0 ))
we can infer
f (ζν ) − f (ζ0 )
≈ f 0 (ζmaxh(ζk ) (k) )).
ζν − ζ0
That is, “any derivative of f is approximately equal to f 0 ” [89, p. 25]. The
authors stress that if fdom is the identity function, on a given interval we can attain
true equality in the mean-value theorem by defining a derivative
f (b) − f (a)
= g(umax f (ζ(k)) (k) )
b−a
by defining the function g as
!
f (b) − f (a)
0
g(x) = f (x) +
− f (umax f (ζ(k)) (k) ) .
b−a
0

The authors say that this derivative schema is sufficient for most applications [89,
p. 26].

3 | Re-examining 17th Century Geometry
Now that the tools for effectively developing basic analysis in NQA+ have been
presented, we turn our attention to more philosophical matters concerning geometrical subdivision as a historical practice in order to investigate the remarks made
by Chuaqui, Suppes, and Sommer introduced in §1. In [89] and [84], as well as
in [88], explicit mention is made to Bonaventura Cavalieri, the seventeenth century
Italian mathematician well-known for his use of infinitesimals in proving theorems
in geometry. In fact, in [89, p. 19], “[the] term geometric subdivision is deliberately
chosen to recognize the historical point that infinitesimals were first used to solve
problems in geometry,” that is, most notably by Cavalieri, who “developed, in anticipation of the calculus, effective methods of calculation of areas and volumes.”
These statements, unfortunately, seem to play no deeper role in the development of
ERNA or NQA+; they are stated without elaboration, and this is unfortunate. These
remarks made by Suppes and Chuaqui deserve to be discussed here for several reasons.
First, an understanding of certain facets of Cavalieri’s work is essential for understanding the role of geometric subdivision in NQA+. When Suppes and Sommer
say, for instance, that infinitesimals are “geometric in origin,” or that infinitesimals
preserve “certain geometric intuitions about the number line,” [84, p. 3-4] they are
clearly referencing the historical project of infinitesimal methods as it was initiated
by Cavalieri. To that end, we will follow Kirsti Andersen in her development of
certain actual details concerning Cavalieri’s texts and their role in his mathematical
thought in order to investigate these remarks.
As it will turn out, current evidence suggests Cavalieri’s concept of “omnes lineae” (“all the lines”) extends the ancient Greek geometrical intuition of indivisibles
49
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as seen in what Andersen calls the theory of magnitudes. The importance of this fact
is that the collections of lines cannot be interpreted as individually additive, which
is a notable revision of traditional interpretations of Cavalieri’s work. Though Cavalieri’s approach is comparable to integration - to the extent that we can actually
transcribe his results into integrals - Cavalieri’s early methods of integration will
be little help in understanding a Riemann-type approach, as investigated in NQA+.
This is due to the fact the Cavalieri techniques have very little to do with sums, despite the fact scholars reporting the results have almost always transcribed them that
way. Cavalieri’s techniques are simply too unique to be compared to later integration techniques in a rigorous way. However, the fact that Cavalieri’s texts indirectly
inspired so much of later calculus, and the fact that Cavalieri’s approach has some
notable features in common with NQA+, encourages our study of his work here.
Second, Cavalieri’s work is necessary for understanding Carl Boyer’s treatment
of the calculus, and the project of arithmetization as a whole. The project of arithmetization is the specific trend in mathematics which NQA+ was reacting to. Boyer
wrote one of the earliest modern treatments of Cavalieri’s work, in [16] and the
seminal History of the Calculus [17], in which Cavalieri plays a sort of polarizing role. Boyer’s work is crucial to most contemporary histories of calculus, and
has influenced many of the modern interpretations concerning analysis, infinitesimals, and especially the limit concept. It will be seen that Boyer, by arduously
advocating for the limit concept, more-or-less denigrated mathematical intuition as
a foundation for formal mathematical thought and provided scholarly support for
the set-theoretical arithmetization of the continuum in mainstream mathematics.
Boyer’s account has certainly shaped modern thought concerning infinitesimals,
which Suppes, Chuaqui, and nonstandard analysts have reacted against.

3.1

The early calculus

In order to introduce Cavalieri, I make a few remarks concerning the history of
infinitesimals in reference to John Lane Bell’s history in [11]. There is something
striking and profound about the metaphysical idea of the infinitesimal. At the heart
of matter and space there is an immutable and indivisible region which forms an
unbreakable, fundamental, perhaps even eternal structure. Various philosophies,
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ideas and mathematics, and even religions1 have conceptualized this unitary feature
of nature, but it is the mathematical treatment which we are concerned with here.
In particular, the idea of a mathematical continuum is closely associated with one
type of indivisible object known as the infinitesimal. In his general introduction to
this history, Bell says,
The concept of infinitesimal was beset by controversy from its beginnings. The idea makes an early appearance in the mathematics of the
Greek atomist philosopher, Democritus c. 450 B.c., only to be banished
c. 350 B.C. by Eudoxus in what was to become official “Euclidean”
mathematics. The reappearance of infinitesimals as indivisibles in the
sixteenth and seventeenth centuries. . . were systematically employed
by Kepler; Galileo’s student, Cavalieri; the Bernoulli clan; and a number of other mathematicians. In the guise of the delightfully named
“linelets” and “timelets,” infinitesimals played an essential role in Barrow’s “method for finding tangents by calculation,” which appears in
his Lectiones Geometricae of 1670. As “evanescent quantities,” infinitesimals were instrumental (although later abandoned) in Newton’s
development of the calculus and, as “inassignable quantities,” in Leibniz’s. The Marquis de l’Hôpital, who in 1696 published the first treatise
on the differential calculus (entitled Analyse des Infiniments Petits pour
l’Intelligence des Lignes Courbes), invokes the concept in postulating
that “a curved line may be regarded as being made up of infinitely small
straight line segments” and that “one can take as equal two quantities
differing by an infinitely small quantity.”
However useful infinitesimals may have been in practice, they could
scarcely withstand logical scrutiny. Derided by Berkeley in the eighteenth century as “ghosts of departed quantities,” in the nineteenth century execrated by Cantor as “cholera-bacilli” infecting mathematics,
and in the twentieth roundly condemned by Bertrand Russell as “unnecessary, erroneous, and self-contradictory,” the use of infinitesimals
in the calculus and mathematical analysis was believed to have been
finally supplanted by the limit concept which took rigorous and final
form in the latter half of the nineteenth century. By the beginning of
the twentieth century, the concept of infinitesimal had become, in analysis at least, a virtual “unconcept.”
Nevertheless, the proscription of infinitesimals did not succeed in exterpating them; they were, rather, driven further underground. Physicists
and engineers, for example, never abandoned their use as a heuristic
device for the derivation of correct results in the application of the calculus to physical problems. Differential geometers of the stature of Lie
and Cartan relied on their use in the formulation of concepts which
would later be put on a “rigorous” footing. Even in mathematical analysis, they survived in Du Bois-Reymond’s “orders of infinity.” And,
in a mathematically rigorous sense, they lived on in the algebraists’
investigations of non-Archimedean fields. [11, p. xi-xii]
I refer the interested reader to Bell’s book for the full tour-de-force of his presentation of infinitesimals within the History of Thought.
1 Leibniz’s

Monadology being the most prominent intersection of all three.

52

CHAPTER 3. RE-EXAMINING 17TH CENTURY GEOMETRY
There are two observations in the above quote which permeate the historical

conception of infinitesimals. One, is the near-countercultural or even heretical description of the scientists who utilized infinitesimals, as opposed to the mainstream
mathematicians who vilified their use (this trend continued even throughout the
twentieth century). Then, there is the alignment with infinitesimals and the projects
of physics and geometry. Both of these trends in the history of infinitesimals lend
credence to Chuaqui, Suppes, and Sommers’ statements, mentioned in the Introduction, that infinitesimals serve “the mathematical practice characteristic of physics,”
as well as preserve “geometric intuitions about the number line.” Modern systems incorporating infinitesimals are a historical extension of the project of Western
physicists and geometers since the Renaissance and well before.
As noted in Bell’s introduction above, there was widespread applications of infinitesimal quantities throughout mathematics in the seventeenth century and much
earlier.2 Infinitesimals never reached such a zenith as they did in the seventeenth
century development of calculus. The main characters of Isaac Newton (16421727) and Gottfried Leibniz (1646-1716) are joined by a legion of scientists and
philosophers including John Wallis (1616-1703), Pierre de Fermat (1601-1665),
Isaac Barrow (1630-1677), and Blaise Pascal (1623-1662), not to mention those involved with the philosophy of René Descartes (1596-1650) in the earlier part of the
century [11, p. 48-76]. We will have much more to say about the development of
calculus, as reported by Carl Boyer, later. First we will see how the influential work
of Cavalieri facilitated the 17th century project and remains of relevance in today’s
mathematics.

3.2

Cavalieri and geometric intuition

Cavalieri’s methods - collectively termed indivisible methods, although this terminology may be unfortunate - are widely considered as a wellspring of inspiration
2 There

were several modern developments to the infinite number concept before the age of calculus, in the Greek tradition, and in non-Western cultures. It would be most pertinent to highlight Simon Stevin’s popularization and original system for the unending decimal representation
of real numbers. Examining Stevin’s work with a modern eye, it is noteworthy as a very early
model of the finite hyperrational numbers ∗ Q, which are basically sequences of finite rational numa ab abc abcd
bers ( 10
, 100 , 1000 , 10000 , . . . ) which converge to a real number .abcde f . . . . As mentioned earlier,
∗ Qlim /∗ Qinf  R. Katz et al. say, “Stevin deserves the credit for developing a representation for the
real numbers to a considerable extent, as indeed one way of introducing the real number field R is
via unending decimals.” Cf. [47, p. 193-195] and [11, p. 63-64].
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for the seventeenth century calculus. His texts Geometria indivisibilibus continuorum nova quadam ratione promota from 1635 and Exercitationes geometricae sex
from 1647 were quite popular, despite their intricacy and complexity. The methods
precipitate many of the important developments of calculus, especially in regards
to the integral.

Figure 3.1: From [3, p. 301]. Cavalieri’s concept of area.

As pictured in the figure above, Cavalieri is best remembered for his approach
to the derivations of areas. In brief, Cavalieri’s method consisted of considering the
collection of all the lines which can be passed through in a given figure by a tangent
surface in transit between endpoints of the figure. Of course it was recognized
that there would have to be infinitely many of these lines, but this detail is rather
irrelevant to Cavalieri’s method. Later authors like John Wallis (§3.3) would expand
on Cavalieri’s methods by considering the concept of infinity arithmetically in a
stunning transition away from geometry to more algebraic and analytic settings.
The purpose of this chapter is to briefly develop Cavalieri’s techniques themselves according to contemporary scholarship and to understand the philosophical
challenges that Cavalieri’s construction presented him and to discern how the notion
of geometric indivisibles informs our intuition (the interest in 17th century indivisible methods has continued to grow in the past two decades). It is important to
observe that these challenges, concerning the nature of infinitesimals and their role
in the continuum, are still present and accounted for in modern systems of NSA,
even though the actual nonstandard techniques will be seen to be rather irrelevant
to Cavalieri’s work. In §3.2.1 the nature of the lines and their relationship to Greek
geometry will be explored. In §3.2.2 some more precise mathematical language
concerning “all the lines” will be developed in order to demonstrate how Cavalieri
anticipated the process of integration, but in a manner incomparable to our current
understanding of the integral.

54

CHAPTER 3. RE-EXAMINING 17TH CENTURY GEOMETRY

3.2.1

Extending the Greek theory of magnitudes: Infinitesimals
and geometric intuition

It is necessary to introduce Cavalieri’s understanding of cubature and quadrature as an extension of early Greek geometrical thought. In practical affairs, Greeks
primarily referred to ratios of areas and lengths of different kinds known as magnitudes. Taking the concept of a magnitude or ratio of surfaces to its extreme,
we have quickly realized that incommensurable and incomparable magnitudes are
inherent in many geometrical constructions, and these ideas are essentially Greek
discoveries.3 The paradoxical nature of these constructions, not to mention later
issues concerning infinite divisibility in Eleatic thought, eluded the Greeks. Greek
mathematicians were quite thoroughly entrenched in the philosophical premises of
the infinitesimal concept, as noted by Bell in the quote above. Cavalieri and his
colleagues Galileo and Toricelli were likewise concerned with this philosophy, as
we will see below. Before turning to Cavalieri’s mathematical practices in more
detail we will therefore discuss their relation to geometric intuition in the form of
the Greek theory of magnitudes.4
As Andersen says,
The purpose of Cavalieri’s method of indivisibles was to provide a
means for quadratures and cubatures of figures. His method was new,
but his ideas of what should be understood by a quadrature or a cubature were entirely based on the Greek theory of magnitudes.
Greek mathematicians divided mathematical objects into different categories. Of particular interest for Cavalieri’s work are the category
containing the natural numbers and the three categories containing onedimensional, two-dimensional, and three-dimensional geometrical figures respectively. Two objects belonging to the same category were
said to be of the same kind and could be combined or related in various
ways.. . .
3 The

terminology of incomparables and incommensurables presented here is found in [92].
White’s discussion on ancient Greek math in the context of hyperfinite constructions is unable to
be discussed here, but other issues from the same paper will be discussed in the following chapter.
Much more, too, could be said concerning Greek theories of ratios and magnitudes which is outside
the scope of this paper. For a standard introduction, see [31].
4 There is a great concern, when discussing the history of infinitesimals, to impose modern mathematical understandings onto old writings. While of necessity I engage in this practice somewhat
for the purposes of this thesis, when comparing hyperfinite math to the approach of Cavalieri in geometric subdivision, I aim to do so by approaching the texts of Cavalieri directly (mediated through
Andersen’s excellent presentation in [3]). Indeed, while reading this chapter it is imperative to think
of geometric subdivisions and hyperfinite partitions whenever “all the lines” is mentioned, with
the caveat that Cavalieri’s method is much more complicated than just “all the lines” and he had
no conception of our understanding of subdivision. Issues concerning the history of calculus and
infinitesimals and its interpretation are taken up by Fraser in [32].
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The Greek mathematicians’ assumptions concerning magnitudes, relations, and compositions implied that when any two magnitudes, A and
B, of the same kind, are given then
1. A and B can be ordered so that precisely one of the following three
possibilities holds:
A>B

A=B

A < B.

2. A and B can be added; the result, which will be denoted by A + B,
is a magnitude of the same kind as A and B.
3. If A > B B can be subtracted from A, forming the magnitude, A −
B, of the same kind as A and B.
4. A and B can form a ratio [A : B].
To understand Cavalieri’s treatment of geometrical figures it is very
important to keep in mind that the described calculations concern the
proper magnitudes. Given two geometrical figures, A and B, we can
interpret the relations = and > by saying that A is equal to or greater
than B if the measure of A is equal to or greater than the measure of
B. However, the Greeks’ concept of numbers did not allow measures
like length, area, and volume to be ascribed to figures, and therefore
they calculated directly with the figures or magnitudes. Thus to effect
a quadrature or a cubature meant for Greek mathematicians to find the
ratio between the figure to be determined and a “known” figure, e.g.
the ratio between a segment of a parabola and its circumscribed parallelogram. [3, p. 299-300]
A primary concern underlying the theory of magnitudes is thus whether or not it
is meaningful to compare certain kinds of mathematical objects. Furthermore, the
nature of these comparisons was not one of combining numbers, as there was no
concept of assigning number to geometrical objects. Comparison of geometrical
objects is often called measurement, and geometry is intricately linked to measurement and its theory. This feature of additivity, considered numerically or geometrically, is of particular importance when considering whether certain constructions
are physically meaningful, and this aspect of Greek geometry continues to this day.
Suppes has discussed these systems of ancient Greek magnitudes. Concerning
Eudoxus’s, Plato’s, and Euclid’s various theories of magnitude, he wrote (with Duncan Luce) that “Theirs was a highly sophisticated theory of measurement. Historical
evidence suggests that it was developed for purely theoretical purposes, to account
for incommensurable magnitudes - pairs of numbers, such as 1 and the square root
of 2, for which no third number exists of which both are even (or integral) multiples - rather than to solve any practical problems, such as those of surveying” [53,
p. 740]. The principle that is meant by a magnitude, especially in Cavalieri’s work,
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is not a numerical assignment of quantity but an ideal ratio between the comparative sizes of distinct objects. Measurement as a practice has, later in the course
of history, been permanently linked with numerical concepts and standards (not to
mention that the Greeks had a variety of measurement practices generally distinct
from geometry); but for the ancient Greeks and so too for Cavalieri, the primary
emphasis of geometry was the ratio of the same features between different objects.
Throughout his work Cavalieri maintains that the ratio of two collections of
lines exists and is meaningful, although this contention was not made without significant intellectual struggle, as described in [3, p. 303]. Here is what Andersen
discovered, when analyzing Cavalieri’s letters to Galileo:
A sine qua non of the [ratio between two figures and their collection
of lines] is that the ratio between two collections of lines exists. Since
each collection of lines consists of indefinitely many lines, the existence of the ratio is not obvious. From his early letters to Galileo it can
be seen that Cavalieri was aware of this problem from the very start of
his work on indivisibles. Thus on December 15, 1621, he asked Galileo
for his opinion on the dilemma, that on the one hand
“it seems that ‘all the lines’ of a given figure are infinite [in number]
and hence not covered by the definition of magnitudes which have
ratios,”
and on the other
“for the reason that if the figure is made larger also the lines become
larger . . . it seems that they [‘all the lines’] are covered by the
mentioned definition” [3, p. 303].
The ratio of lines between figures thus became the cornerstone of Cavalieri’s
method; there is no comparison of infinite quantities of lines but instead a direct
comparison of figures which must have the same amount of lines. The point here is
that this is essentially a continuation of the Greek conception of geometry.
The Greek mathematicians seem to have considered the existence of a
ratio between two magnitudes of the same kind a consequence of the
fact that the magnitudes can be added and ordered. Cavalieri must have
had similar ideas, [for he argued:] Since two collections of lines have
the property that they can be added and subtracted, it is obvious that
they can be compared. . . And by comparing Cavalieri meant to form a
ratio. (Cavalieri never commented upon an ordering of collections of
lines, but it is an implicit assumption in his theory.)
Cavalieri did not trust this argument of additivity sufficiently to let it be
conclusive. Thus he provided the first theorem of Geometria, Book II,
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“all the lines” of plane figures . . . are magnitudes which have a ratio to
each other,
with a proof which was an attempt to verify his thesis that collections
of lines can be multiplied to exceed each other. [3, p. 303-304]
It so happens that Andersen has provided a modern mathematical transcription of
Cavalieri’s conception of omnes lineae, which demonstrates the additive and comparative features of magnitudes.
First, it is crucial to state that “Cavalieri developed his method of indivisibles
under the assumption that there is a difference between a plane figure and its collection of lines,” which the above discussion makes clear. This difference is essentially the difference between different types of magnitude, and in Cavalieri’s
view the collection of lines is not equivalent to the area or volume of a figure. Andersen’s notation provides a map, O (for “omnes”), which takes each “nice” 2-D
plane figure F which would have been considered by Cavalieri and assigns it an
Andersen-Cavalieri magnitude, its collection of lines, and each 3-D solid its collection of planes.

F 7→ OF (l)
F 7→ OS (p).

In the fundamental theorems of Cavalieri’s Geometria we see how OF (l) has the
same properties as the Greek magnitudes, described above. The first fundamental
theorem is the connection between figures and their collections of lines:
F1 : F2 = OF1 (l) : OF2 (l)

which expresses that the ratio between figures is equal to the ratio between their
collections of lines. This will result in an important congruence result, namely that
two congruent figures have congruent collections of lines.
F1  F2 =⇒ OF1 = OF2 ,

even though Cavalieri does not explain what it means for two collections of lines to
be equal. Cavalieri’s understanding of the equality of these collections is essentially
“of the kind we now call an equivalence relation, involving more than just identity
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or congruence” [3, p. 317].
Two more fundamental theorems of Cavalieri are directly related to the Greek
idea of proportionate magnitudes. Essentially, “all the lines” are an additive magnitude
F  F1 + F2 =⇒ OF (l) = OF1 (l) + OF2 (l)

and these magnitudes can be given an ordering
F1 > F2 =⇒ OF1 (l) > OF2 (l).

Cavalieri’s notion of motion traversing a figure with a tangent, or transitus, can be
given a temporal parameterization in Andersen’s notation. Note that every figure
has a regula, which is a base to the plane figure under consideration, through which
all motion for omnes lineae is taken relative to (In Figure 3.1 above, this is the line
BC). A time parameter t is introduced such that when the time used to traverse F is
equal to the altitude a of F, taken with respect to a given regula AB, we characterize
this collections of lines as a set,
OF (l)AB = {l(t) : l(t) is a chord in F parallel to AB and t ∈ [0, a]}.

“This set was considered a magnitude by Cavalieri. Most historians of mathematics
have chosen to describe Cavalieri’s omnes lineae as a sum of line segments. . . This
transcription is unfortunate, because neither Cavalieri’s definition nor his applications of ‘all the lines’ imply the concept of a sum” [3, p. 307-308]. Although the
integral preserves the geometrically intuitive features of additivity and reference to
particular collections of magnitudes (ie, the dimensionality of the integral), this feature alone does not imply that Cavalieri was engaging in an early type of Riemann
sum.
This temporal aspect of Cavalieri’s technique, based on the motion of a figure
in transitus, has become of central importance for our understanding of Cavalieri’s
form of geometric intuition. Though this description forms only a small part of
his actual technique for deriving results from ratios of lines, it is at the root of his
collective method for taking “all the lines” of a figure. Having described these
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collections as generated by “the flowing of indivisibles,” Cavalieri is following a
tradition of associating motion and dynamic processes with geometrical intuition
of the continuum.
Despite the fact that Cavalieri’s lines do not constitute a “sum,” there is an
undeniable collective aspect to their treatment as a ratio. Though it is inappropriate
to compare Cavalieri’s concept of magnitude to the modern notion of an integral,
Andersen indeed agrees with the historical interpretation that the magnitude OF (l)
Ra
can easily be “transcribed” as an integral 0 l(t)dt, where a is the altitude of F. As
will be seen in the next section, this heuristic conception of integral in the form
of “all the lines” was used by Cavalieri and his colleague Toricelli to derive areas
and volumes in inspirational and virtuostic displays.5 Further, we will see that
this interpretation of Cavalieri’s notations as integrals, especially by Boyer, likely
furnished the understanding of Cavalieri’s work from which Suppes was drawing
when discussing Cavalieri’s project.
We now return to our main object of study, the notion of geometric subdivision
itself in NQA+. In the first section, we have uncovered Cavalieri’s geometrical conception of such collections of infinitesimal objects as a magnitude in the sense of
Greek geometry. One important shift in our mathematical thought since the Greeks
is the acceptance of assigning numbers to geometric concepts like volume, area,
and length. This rather radical shift away from the Greek theory of magnitudes,
when examined from the standpoint of Cavalieri’s early work with infinitesimals
objects, does not reject the intuitive rules of meaningful comparisons. As mentioned above, given any magnitudes of the same type, they are subject to the usual
order trichotomy <, =, or >, and any numerical assignments to these magnitudes
(ie, measurements) must obviously obey these laws.
A comparison to the Leibniz characterization of the transfer principle is indicative here: the same rules for measurement of objects at normal scales should apply
to measurements at infinitesimal scales. (For the essence of an integral is a measurement in mathematical terms, and the basis for many forms of measurement is a
numerical assignment to qualitative observation - this is explored in the next chapter). It is my contention in this chapter that the remarks by Chuaqui, Suppes, and
5 cf.

[11, p. 76]. Toricelli’s integration, though outside the scope of this paper, is highly relevant
due to its direct relation to Cavalieri’s work. For an introduction, see [52], and for a thorough
re-visitation to the 17th century indivisible concepts, see [81], or the newly released [44].
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Sommer which reference Cavalieri and this early project of infinitesimal methods
in geometry are an indication of the approach we should take up to understand the
meaning and practice of geometric subdivision. Nonstandard Analysis, through
Leibniz, takes as one of its primary objectives to understand the meaning of mathematics with real infinitesimal objects, much like one of Cavalieri’s main objectives
was to justify his indivisible methods in a meaningful way, based on intuitive principles like Leibniz’s.
What is argued here is that the “geometric” aspect of geometric subdivision
should be understood in terms of its origin in the work of Cavalieri and therefore
its deep connection to the Greek geometers. There is a rich history of this application of nonstandard math throughout mathematics and the sciences; geometric
subdivision as a tool of practice is indisputable. Contemporary mathematics, in
the form of Nonstandard Analysis and many other fields (most notably Smooth
Infinitesimal Analysis), have made it clear that infinitesimal subdivision as a precise mathematical and logical concept is likewise real and lucrative. NQA+ reiterates the mathematical meaningfulness of geometric subdivision, both as a means of
proving theorems and as a part of its philosophical approach to the foundations of
analysis. NQA+ furthermore has the incredibly important contribution of couching
geometrical subdivision in a constructive and finitistic framework, with provable
consistency.
Following Andersen, it is also likely that Cavalieri had in mind a sort of finitistic sense of proof. Cavalieri, of course, had no conception of the model theoretic
tools necessary to do constructive proofs in a finitistic setting using axiomatized
infinitesimals. However, Cavalieri frequently made recourse to proofs that did not
invoke “all the lines” explicitly and in fact thoroughly complicated his own work
in order to try and prove his results without indivisibles.6 “Cavalieri believed that a
sound foundation could be obtained only by keeping the Greek tradition of not using infinitesimals in proofs. Hence he had to suppress all intuitive ideas about how
6 We

do not have a chance here to recount any of these types of proofs without infinitesimals, and
furthermore these proofs are rather an over-complication of Cavalieri’s techniques. For example, in
the last minute before publication, Cavalieri added a seventh book to his Geometria since “He feared
that certain mathematicians and philosophers would doubt the validity of his arguments” [3, p. 349].
Evidence suggests that even Galileo apparently expressed skepticism about Cavalieri’s method
of indivisibles (although these statements are lost), and this skepticism made a great impression on
Cavalieri (cf. [3, p. 348-349,353-358]. This is despite the fact that Galileo employed indivisibles
in his own work. For an introduction to Galileo’s conception of indivisible, see for example [11,
p. 66-69]).
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a plane figure is composed and which role ‘all the lines’ played in the composition”
[3, p. 302]. The clear improvements of NSA in the logic of proofs using infinitesimals hearkens Cavalieri’s emphasis on logical consistency. Let us not forget that
logical consistency in NQA+ is simply a proven fact due to its weakened axiom
systems; yet another connection to Cavalieri’s work.

In conclusion, the most important tool with which Cavalieri investigated the
quadrature was “all the lines,” in Latin omnes lineae. Most importantly, treating
“all the lines” as an extension of the theory of magnitudes allowed Cavalieri to conceive of his project within a familiar framework with ancient roots. In his writings
from 1621-1647 and especially in his letters to Galileo, Cavalieri expresses frustration regarding the philosophical status of “all the lines.” According to Andersen,
Cavalieri struggled with the skepticism of others and his own self-doubt concerning
infinite collections of lines and surfaces. As evidenced in the quote by John Lane
Bell in the previous section, skepticism towards infinitesimals is a trend in their history. Placing his theory within older frameworks such as the theory of magnitudes
and ratios allowed Cavalieri to deal with skeptics and to make his proofs appear
more palatable to himself.

The inspiration for “all the lines” was “the intuitive idea of considering a plane
or solid figure as composed of infinitesimals,” and specifically the ratio of “all the
lines” of distinct figures was the principle feature of comparison. To that extent
they are best understood as an extension of the Greek theory of magnitudes briefly
sketched above. “Many mathematicians since Democritus have used such an idea as
a starting point for their approach to quadratures or cubatures. . . [Cavalieri’s] whole
approach to the problem shows that he had the Greek magnitudes in mind when he
created and developed his theory, and that he used the word magnitudes for ‘all the
lines’ in the Greek mathematical sense” [3, p. 302-304]. To that extent, Andersen
maintains that Cavalieri “was the only one among the leading 17th-century mathematicians who attempted to extend the Greek theory of magnitudes to quantities
involving infinitely many elements, viz. the omnes-concepts, and thus the only one
to create a new method of integration which was not a complete break with the
Greek tradition” [3, p. 364].
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3.2.2

All the lines, omnes-concepts, and agnosticism toward the
composition of continua

Before turning to more concrete details concerning “all the lines,” some historical notes are needed. There appears to be a longstanding confusion concerning
Cavalieri’s stance on the composition to the continuum, one that was propagated
primarily by Cavalieri’s mixed commentary on the subject. Even Cavalieri’s choice
of calling his theory “the method of indivisibles” could be seen as a misnomer.
“Cavalieri’s method is independent of theories concerning the composition of the
continuum; it just happened that he decided to use the term indivisibles as an alternative for ‘all the lines’ and ‘all the planes’” [3, p.364]. Actually, it can be seen that
Cavalieri’s whole approach was essentially agnostic toward the actual composition
of the continuum ([3, p. 306], [17, p. 117],[16, p. 83],[11, p. 69].)
In order to make clear some of Andersen’s points concerning Cavalieri’s method
and its relationship to the continuum, in this section we will demonstrate some of
the important constructions from Cavalieri’s proofs in [3]. When comparing these
constructions to important philosophical questions like the dimensionality of the
indivisibles under consideration, or whether the continuum is composed of indivisibles or not, it will be seen that Cavalieri maintained that his methods were independent of the questions of dimensionality and the composition of the continuum.
In conclusion, it will be seen that the references by Chuaqui, Suppes, and Sommer
to Cavalieri also indicate a continuation of the trend of agnosticism towards the
continuum that Cavalieri initiated.
This agnosticism towards the continuum will have consequences for the mathematical/historical project of arithmetization, which we will examine through the
writing of one of its figureheads, Carl Boyer, in the next section; when we maintain
an agnostic stance towards the actual construction of the continuum, the ideological
concerns of the arithmetizers and 17th-century skeptics concerning infinitesimals
can be seen as misguided. In fact, this agnosticism towards the continuum was advocated by Suppes and Sommer in [84], and in the next chapter we will see how
several applications in the physical sciences hinge on the infinitesimal subdivision
that Cavalieri popularized.
Andersen recounts Cavalieri’s definition of “all the lines” from Book II of Ge-
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ometria as follows.
If through opposite tangents7 to a given plane figure two parallel and indefinitely produced planes are drawn either perpendicular or inclined to
the plane of the given figure, and if one of the parallel planes is moved
toward the other, still remaining parallel to it, until it coincides with
it; then the single lines which during the motion form the intersections
between the moving plane and the given figure, collected together, are
called all the lines of the figure taken with one of them as regula; this
when the planes are perpendicular to the given figure.
These features are captured by the mathematical notation OF (l), introduced in the
previous section. Notably, there is a reference to “motion” and the “collection” of
all lines passed through during the motion.

Figure 3.2: From [3, p. 311]. “All the lines” is generalized to “all the planes” by considering 3 dimensional geometrical figures. But what can we say about the dimension of each
plane in OS (p) - a plane with no width or a very thin cylindrical prism?

Andersen uses her ad hoc mathematical notation in order to introduce some of
Cavalieri’s most important proofs, and as well his early constructions of geometrical analogues to well-known integrals. There is a very well-known example of
Cavalieri’s method which amounts to a geometric proof of the integral
Z
0

a

1
t dt = a2 ,
2

which is the analytic equivalent to the area of a rhombus. This example comes from
Book II of Geometria (See figure 3.3 below).
In this theorem we are given a parallelogram ABDC and its diagonal BC. It is
already known that ABDC = 24ABC = 24BCD, by an earlier theorem of Cavalieri’s
(Book II Theorem 19). Though Cavalieri could easily deduce that the two interior
triangles are congruent, ie that 4ABC  4BDC, with the side-angle-angle theorem
(a theorem from Euclid’s Elements, which was quite familiar to Cavalieri), it is very
7 The

tangent of a plane figure, in Cavalieri’s systems, are slightly different from our modern
conception of tangent to a line. Cf. [3, p. 297].
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possible that “he wanted to base most of the proofs in Geometria on the omnesconcepts” [3, p. 323]. Therefore, in the proof there is an intermediate step which
employs “all the lines.” Most importantly, this allows him to prove the following
corollary, expressed in Andersen’s notation:
OABDC (l) = 2OABC (l),

which follows from Cavalieri’s proof. It is this result which can then be used to
arrive at the transcribed integral.

Figure 3.3: Adapted from [3, p. 322].

To show that OABC = OBDC , we consider an arbitrary pair of segments EF and
GH which correspond in the sense that CG = BF and that each is parallel to AB.
The segments GH and EF lie in OABC (l) and OCDB (l), respectively, by definition
of “all the lines”. Recalling the side-angle-angle theorem, 4CGH  4BFE, which
implies GH = EF. Since these corresponding segments were arbitrary, the equality
will hold for any corresponding segments, and thus OABC (l) = OBCD (l), ie 4ABC 
4BCD. But the congruence law mentioned earlier is meant for this exact purpose:
it states that F1  F2 =⇒ OF1 (l) = OF2 (l). Combining the above equalities with the
congruence law we have OABDC (l) = 2OABC (l).
Now, if we consider the special case where CD = BD, ie where ABDC is a rhombus, we can prove a most interesting result in the Andersen-Cavalieri language:
OBD (BD) = 2OBD (α),

which is “Cavalieri’s geometrical analogy” [3, p. 323] of
a =2

Z

2

a

t dt.
0

Here, the new formula is read “The maxima of all the abscissae of BD are in the
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same ratio as twice all the abscissae of BD.”
The preceding implication concerning abscissae, and the congruence law for
“all the lines”, are part of the essence of Cavalieri’s method. To these details he
devoted many, often overwhelming and verbose, pages. In this example, Cavalieri’s
results are derived from the behavior of the abscissae and the transitus (mentioned
above), which can be considered alongside a generalization of “all the lines” which
Andersen calls “the omnes-concepts”. The omnes-concepts were a “variety of ad
hoc concepts to be used for quadratures and cubatures” introduced in Geometria
[3, p. 310]. The recti transitus is the act of an abscissae traversing BC if ∠BDC is
right, otherwise the motion obliqui transitus (cf. [3, p. 308-309]). It is worthwhile
here to develop the language of abscissae and transitus since Cavalieri uses it very
often, and it directly builds into a notion of integration developed for Cavalieri by
Andersen.

Figure 3.4: From [3, p. 313].

Considering Figure 3.4, we are given line segments EM and PR in three dimensions. In a inference of “all the lines,” Cavalieri inferred that a plane passing
through EM and ON would form a collection of line segments of EM obliqui transitus and of ON recti transitus. The abscissae of ON are the line segments of ON
which arise from the collection of points on the line ON.8 Thus, in Figure 3.4, OH
is an abscissa of ON, and HN is the residue of the abscissa OH. The collection
of all such lines corresponds to “all the abscissae” and “all the residues” of ON.
By earlier results, Cavalieri is always able to infer that the collection of “all the
abscissae” of congruent lines, one taken obliqui transitus and the other taken recti
transitus are equal (cf. [3, p. 308]).
8 Furthermore,

there are familiar results from Cavalieri’s method concerning the ratio of these
abscissae, where motion is taken obliqui transitus for one figure and recti transitus for another. This
is one of the hallmarks of Cavalieri’s method; cf. [3, p. 308-310].
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“From these collections of points Cavalieri derived a spectrum of abscissae con-

cepts which he repeatedly applied”, for example, in the above proof: there is a special result for parallelograms concerning abscissae [3, p. 314]. If we assume that
Figure 3.3 is a parallelogram, we have that CD = BD. Cavalieri’s extensive work
on conic sections then provokes him to declare that for each segment EF which traverses BD, it is equal to the abscissa BF. This is essentially due to the fact that each
abscissa and the corresponding chord with the diagonal form an isosceles triangle
with the diagonal at each point F on BD.
The above result can be extended in an important way, as “the abscissae concepts of Cavalieri’s geometrical calculations can be compared with the modern use
of integrals of linear functions” [3, p. 313]. If we denote the length of BD by |BD|,
Andersen makes the following transcriptions of Cavalieri’s results:
OBD (α) −→
OBD (BD) −→

R |BD|
0

R |BD|
0

t dt

|BD| dt = |BD|2 .

I would like to briefly note that these transcriptions, and Cavalieri’s abscissa concepts, represent a fascinating analogue to older theories concerning measurement
and the area of a triangle as a measurement of uniform acceleration. This visual
analogue will assist in the understanding of the integral transcription for “all the
abscissae” above.

Figure 3.5: From [11, p. 60] Graph credited to Nicole Oresme. Bell, citing Boyer and
Merzbach A History of Mathematics, notes that this graph “amounts to a velocity-time
graph for a body moving with uniform acceleration. In this diagram points on the base of
the triangle represent instants of time, and the length of each vertical line the velocity of the
body at the corresponding instant.” This is essentially what is done with “all the abscissae.”

Taking the collection of “all the abscissae” of BD corresponds directly to Oresme’s
understanding of “the way a measurable form could vary,” as in the figure above, so
long as the motion is uniform. [11, p. 60]. “Oresme held that everything measurable
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is imaginable as continuous quantity,” and in drawing the following graph he gives
expression to Cavalieri’s abscissae concept: at each instant, given the uniform temporal progression implied by the Andersen-Cavalieri time parameter t, the length of
time traversed is equivalent to the physical length of such a line segment traversed
until that time. Therefore, in the Oresme graph from above, in order to directly
correspond to the abscissae concept, the triangle would have isosceles bases of the
same length.
These integral transcriptions can easily be applied to the above theorem to derive the transcribed integral result. The first task is to arrive at the aforementioned
equality
OBD (BD) = 2OBD (α)

from the earlier congruence
OABDC (l) = 2OABC (l).

Since our rhombus can be traversed through a regula BD by a maximal abscissae
of equal length, (since CD = BD), we have
OABCD (l) = OBD (BD) −→

Z

|BD|

|BD| dt.
0

Of course, knowing what we know now about integrals, it is obvious that

R |BD|
0

|BD| dt =

|BD|2 . On the right hand side, by the earlier discussion on the abscissae concept,
we have
OABC (l) = OBCD (l)
= OBD (α)
Z |BD|
−→
t dt.
0

Therefore we have the result OBD (BD) = 2OBD (α) and the associated integral anaRa
logue 0 tdt = 12 a2 . Interpreted geometrically, when considering the understanding
of the abscissae integral in the fashion of Oresme’s graph above, we see that the
area of the rhombus (a2 ) is equal to twice the collection of “all the abscissae” of
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any of its sides.
There are two crucial features of Cavalieri’s proofs to note here, which will play
a part in the central thesis of this paper. In the words of John Lane Bell [11, p. 6970], 1) in Cavalieri’s proofs there is an essential “reduction of dimension,” of solids
to planes and planes to lines; and 2), in working with infinite collections of indivisibles, by putting them in ratio with other surfaces and deriving all of his results in
terms of ratios, Cavalieri was able to keep his results and correspondences “independent of number.” We will discuss the manner in which the second feature poses
a philosophical solution to the paradoxes which arise from the first feature. This will
suggest, following Andersen, a fundamental re-interpretation of Cavalieri’s methods. As it will be seen, Cavalieri’s responses to critics and his clarifications on
matters concerning paradoxes and the composition of the continuum were rather
elusive. In fact, Cavalieri maintained a certain agnosticism toward the composition of the continuum. At the end of this chapter I will compare this agnosticism
to the later work of Suppes and Sommer in ERNA, where it is literally advocated
that, since the continuum is empirically unknowable, we can “dispense with the
continuum” in our formalizations of the mathematics of the physical sciences.
Historically, after Cavalieri considered a plane figure as the collection of all of
its lines, one of the first questions asked was, if we reduce a figure to a collection of
infinitesimals, does each infinitesimal part have one dimension less than the original
figure? If so, we have an apparent contradiction. If the dimension of the figure is 2
and if each of its infinitesimal lines has dimension 1, then the lines have “no width.”
Any combination of items with no width should have no width - a contradiction,
since the lines combine to make a certain area. If the dimension of each infinitesimal
line is in fact the same as the figure, then an infinite number of these widths, being
non-zero, would create a figure with an infinite area; another contradiction.
Reconsider the collection of “all the abscissae.” The concept “all the abscissae”,
which are line segments, does not amount to “all the points” of the given lines.
This concept would have been meaningless to a geometer like Cavalieri, since “the
reduction [of dimension of curves] in this case would be to points, and no meaning
can be attached to the ‘ratio’ of two points” [11, p. 70]. In this case we can see that
the abscissae concept boils down to the use of infinitesimal straight line segments,
what J. L. Bell refers to as microsegments. How does Cavalieri’s use of abscissae
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and “all the lines” circumvent the above paradoxes? Can a plane curve truly be
considered as a collection of microsegments?
The question posed by the dimensionality issue is in essence the problem of the
composition of the continuum. This problem of metaphysics concerns whether or
not a continuum can be infinitely divided or if such a division must terminate in
indivisible parts. This question has been hotly debated since the ancient Greeks, to
the extent that the question appears to be unanswerable - like many other problems
in metaphysics, the issue is essentially one of meaning.9 It was considered very
important in Cavalieri’s time, especially in relation to the philosophy of Aristotle
(who advocated against indivisibles - cf. [11, p. 30-39]). Cavalieri faced these
questions especially from his critic Guldin [3, p. 305] [16, p. 87], who essentially
reiterated the above question: how is the space of plane figures to be considered as
being made up of lines?
In Andersen’s words,

Although questions [concerning the composition of the continuum]
were closely related to his method of indivisibles, Cavalieri decided
not to take part in the discussion, or at least not to reveal his opinion.
Thus, if we return to his reply to Guldin’s interpretations of the magnitude equal to the space occupied by “all the lines” we see an approach
to the problem of the continuum which is very typical of Cavalieri. He
answered [in Exercitationes, p.203] that if one conceives the continuum
to be composed of indivisibles, then a given plane figure and the “magnitude of all the lines” will be one and the same thing. Further, he said
that if one assumes a continuous divisibility, then it can be maintained
that this magnitude consists only in lengths, but because “all the lines”
ought to be considered at their actual position the magnitude is limited
by the same limits as those of the given figure.
Cavalieri’s inclination to leave two possibilities open in the case of the
composition of the continuum is often reflected in his writings. He
did not state exactly how the space occupied by “all the lines” should
be understood if continuous divisibility was assumed, but he argued
for the existence of the ratio between two collections of lines even in
this case. By following his argument, which should not be confused
with his mathematical proof, we can get a vague idea about Cavalieri’s
conception of “all the lines.” He claimed that if the indivisibles do not
make up a continuum, then a given plane figure consists of “all the
lines” and something else (aliquid aliud, Geometria, p. 111). From
this he concluded that the space occupied by “all the lines” is limited;
and that made him deduce that collections of lines can be added and
subtracted. As we saw [in the description above, concerning Greek
magnitudes], this last property he considered to be significant for the
existence of a ratio between two collections of lines.
9 Cf.,

for example, https://plato.stanford.edu/entries/metaphysics/#MetPos
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This argument is previous to the answer to Guldin, presented above,
but it discloses the same idea: In his attempt to imagine “all the lines”
of a given figure Cavalieri saw them either as making up the figure or
as a part of it - which somehow could be considered as having the same
properties as two-dimensional figures. One gets the same impression
from the famous comparison Cavalieri made between a plane figure
containing “all its lines” and a piece of cloth woven of parallel threads
deprived of their thickness. [3, p. 306-307]

Not only was Cavalieri apparently agnostic toward the use of infinitesimals and their
philosophical status, he explicitly made his method independent of the number of
lines and really of any questions concerning the continuum. At several times he
denies that the continuum is actually composed of infinitesimals. It is likely that
“Cavalieri’s apparent ambivalence should be ascribed to the circumstance that he
was not genuinely interested in the philosophical aspects of the composition of the
continuum. The function of ‘all the lines’ was first of all, as Cavalieri himself stated
in the introduction to Exercitationes (p. 3), to be an instrument for quadratures;
and his mathematical treatment of them was independent of any conception of the
continuum” [3, p. 307].
Though Cavalieri’s method was often hampered by an inability to generalize
algebraic formulae, he arduously presented several correct case studies of many
well known integrals, and was perhaps the first one to do so [16, p. 85]. Two of the
major integrals that he anticipated in his work are
a

Z

an+1
,
t dt =
n+1

Z

a

n

0

(αt2 + βt + γ)dt =

0

α 3 β 2
a + a + γa
3
2

but the true beauty in Cavalieri’s output is the amazing number of specific cases
that he proved. In the second integral above, Cavalieri never proved such a general
result but in fact considered separately the cases
Ra
0

Ra
0

(t + b)2 dt,

t dt,
Ra
0

Ra
0

Ra
0

Ra

(a − t)dt,

(t + b)t dt,

0

Ra
0

(t + b)dt,

Ra
0

(t + b)(a − t)dt,

(t + b)(t + b + c)dt,

Ra
0

(a − t + b)dt,
Ra
0

t2 dt,

Ra
0

(a − t)2 dt

(t + b)(a − t + c)dt.

[3, p. 321] And, more important than his results, even, was his tremendous influence on Toricelli, Wallis, and Leibniz in the development of the integral, which is
indisputable despite the controversy some of the interpretations of Cavalieri’s work
might entail.
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Arithmetization, Intuition, and the Continuum

We must bring to bear yet another crucial misconception about Cavalieri’s method,
which was already mentioned in the preceding subsections, and one which will better facilitate the historical import of NQA+’s geometric subdivision. In this section
we will peer into the details of this malappropriation of Cavalieri’s omnes-concepts
as sums, which, in an ironic twist of fate, saved his method from oblivion and became the arithmetical basis of calculus in the 17th and 18th centuries. Most notably,
even though Boyer introduces summation notation (following traditional Cavalieri
interpretations) to show how Cavalieri’s proofs are inaccurate or based on an unsound methodology using indivisbles, his transcription is highly comparable to integration in NQA+. Thus, in an interesting reversal of arithmetization, Chuaqui’s and
Suppes’s approval of Cavalieri’s methods refer to a traditional transcription which
Boyer himself has facilitated.

3.3.1

Boyer’s Interpretation of Cavalieri

Boyer “fixes” one of Cavalieri’s proofs, as it is “stated in a confusingly verbose
geometrical terminology” [16, p. 86]. Boyer felt that the arithmetic notation of
analysis was able to substantially summarize Cavalieri’s methods.10 Indeed the
notation of infinite sums is quite succinct, but at the expense of our geometric and
intuitive understanding of Cavalieri’s method. Boyer, and others, felt that this was
one of the greatest achievements of analysis: to banish intuition from mathematical
formalism. We will return to this after giving Boyer’s rendition of one of Cavalieri’s
integral derivations.

10 Andersen

agrees with Boyer in this characterization; “It is difficult to follow Cavalieri through
the almost 700 pages of this book, so difficult that Maximilien Marie suggested that if a prize existed
for the most unreadable book, it should be awarded to Cavalieri for Geometria [3, p. 294].”
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Figure 3.6: Adapted from [16, p. 86].

Here, measurement is used to assign certain lengths to the features of the above
parallelogram. We let AB = c, PR = x, RS = y, and QR =

x−y
2

= z. With these

assignments we have the power to express Cavalieri’s ratio as the equality
2 |PR|2 + 2 |RS |2 ≡ 4 |QR|2 + |AB|2
=⇒ 2x2 + 2y2 = 4z2 + c2 .

Since this relation holds for any arbitrary position Q along MN, “the totality of
indivisibles in the figures” generated by AB, RS , QR, and AB will be given by

2

N
X

x +3
2

M

N
X

y =4
2

M

Boyer invokes symmetry to note that

N
X

z +
2

M

PN

My

2

=

N
X

c2 .

M

PN
M

x2 , which appears to be derived

from Cavalieri’s understanding of the ratio between two figures.

Moreover, in each of the triangles generated by z there are half as many
indivisibles as there are in that generated by x. Furthermore, the indivisibles of the former are half as long as the corresponding ones in
the latter. (In another place Cavalieri indicated that the language here
could be modified somewhat as follows: if x be regarded as generating
triangle ABD in the time that z generates triangle MBO, then z moves
half as fast as x and for corresponding positions is half as long.) [16,
p. 87]

From these remarks we have the equality
N
X
M

z =2
2

0
X
M

N

1X 2
z =
x .
4 M
2
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Substituting the above sums into the original means

4

N
X

x =
2

N
X

M

=⇒

x +
2

M
N
X
M

x2 =

1
3

N
X

M
N
X

c2

c2 .

M

Indeed, Boyer’s first ratios accurately reflect Cavalieri’s thought, but the introduction of summation in the second part is antithetical to OF . Further, Boyer indicates
the summation from the endpoint M to the endpoint N, a move which is of course
not allowed in standard analysis; one cannot simply sum over a continuous object.
Therefore Boyer seems to be indicating that this technique is not rigorous, so the
transcription is allowed to be “loose;” of course, as will be seen in the later development of integration in NQA+ (§5), such nonstandard sums over infinitesimal
subdivisions of continuous intervals is the norm!
In essence this proof shows the area of a pyramid with a square base is 1/3
the cube with the same base. It extrapolates upon similar techniques as the parallelogram proof in the above section but in higher dimension, as was typical of
Cavalieri. The proof, more properly transcribed, indeed is more complicated than
Boyer’s. It uses the same line segments and relation of squares but relies on a more
fundamental notion of ratio between different parallelograms, that is
PR + RS = 2PQ + 2QR.

(This is most easily seen if the point Q is imagined at the midpoint O.) Invoking
omnes lineae, Cavalieri deduced that
OABD () + OBDC () = 2OAMND () + 2O MBO () + 2OODN ().

Figure 3.7: From [3, p. 311]. A diagram of OF () for a 2-dimensional figure F.

But since “all the squares” of 4ABD were twice in ratio to all the square lines of
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4MBO by their similarity, and the above ratio simplifies to
OBDC () = 2OAMND () + 2OODN ().
Based off of previous principles and results,11 similar to those described by Boyer
in the part of his proof without sums, Cavalieri deduced that OBDC () : OODN () =
8 : 1 and OABCD () : OAMND () = 4 : 1. Introducing these ratios into the simplified
relation above we arrive at the result
OABCD () = 3OBCD ()

which was Cavalieri’s geometric analogy for the integral
a

Z
0

1
t2 dt = a3 .
3

Although Boyer has made some fundamental alterations to Cavalieri’s original proof
(as transcribed by Andersen above), he is actually one of the first to point out that
other historians have not properly abided by the details of Cavalieri’s method. Since
Cavalieri’s “language and method. . . are so confusingly obscure, some historians in
their interpretations have taken excessive liberties with [Cavalieri’s] meaning and
intention,” said Boyer [16, p. 84-85]. For example, as pointed out by Boyer,
Cajori12 has attributed to Cavalieri
type of reasoning in
R a the following
a3
2
demonstrating the equivalent of 0 x dx = 3 :
“Cavalieri finds the sum of the squares of all lines making up a triangle
equal to one-third the sum of the squares of all lines of a parallelogram
of equal base and altitude; for if in a triangle, the first line at the apex
be 1, then the second is 2, the third is 3, and so on; and the sum of their
squares is 12 + 22 + 32 + · · · + n2 = n(n + 1)(2n + 1)/6. In the parallelogram, each of the lines is n and their number is n; hence the total sum
of their squares is n3 . The ration between the two sums is therefore
n(n + 1)(2n + 1)/6n3 = 1/3, since n is infinite.”
Such an argument would impute to Cavalieri either the omission of
infinitesimals of higher order or a clear-cut notion of limit, ideas which
we shall see he was far from harboring. [16, p. 85-86]
Boyer goes on to point out many other authors who make similar mistakes.
Boyer also seems to be aware of the importance of ratio in Cavalieri’s work,
11 Cf. [3, p. 323-326] for details of the proof. The squares notation is introduced on page 311, and
the important ut-unum principle on 317. See Figure 3.7.
12 Florian Cajori, in A history of mathematics, p. 161, c. 1931
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despite the fact that he saw them as an over-complification of Cavalieri’s proofs.
“There is in Geometria a complete lack of emphasis on the algebraic and arithmetical elements,” says Boyer, “which were to lead, first to the rules of procedure of the
calculus and later to the satisfactory definitions of the differential and the integral.”
Cavalieri regarded area and volume as intuitively clear geometrical
concepts, and invariably determined the ratio of these, rather than a
numerical value associated with a single area or volume. This preoccupation with ratios was to be one of the chief causes of the confusion in
the basic ideas of the calculus during the following two centuries. [17,
p. 123]
Indeed, it is a curious situation when later authors, notably Andersen, have found
Cavalieri to be misinterpreted and when authors like Boyer readily admit that he
has, but only because he had caused confusion in the development of the calculus.
Boyer is certainly aware of the dangers of misinterpretation, and for example in
his presentation of Toricelli’s integrals, Boyer is careful not to interpret Toricelli’s
work “in terms of modern notations and ideas” [17, p. 128]. For Boyer, there must
be some sort of reason to abbreviate Cavalieri’s proofs for clarity. Clearly, this sort
of historical research is questioned today.13
The fact that Boyer astutely points out erroneous reasoning in previous histories
of Cavalieri’s works indicates that he was acutely unaware that the use of summation notation was not simply abbreviation or summarization of Cavalieri’s “confusingly verbose geometrical terminology” but in fact represented a fundamental,
and indeed historical, misinterpretation of omnes lineae concepts. Andersen points
out, “in [16] Boyer pointed out the great difference between Cavalieri’s method and
methods, like the arithmetical ones, which discarded certain terms. Thus Boyer
brought some clarity into the understanding of Cavalieri’s method; however he retained the interpretation of Cavalieri’s omnes-concepts as sums, and so did most
writers on the subject” [3, p. 363].

3.3.2

17th Century Roots of Arithmetization

The use of an infinite sums is thoroughly antithetical to Cavalieri’s intention.14
This tendency to regard Cavalieri’s collections as sums, to which Boyer falls prey,
13 Cf.,

for example, [32].
like Enrico Giusti have criticized this tendency in recent years, although noting that
“Cavalieri’s lack of explicitness made the interpretation of the omnes-concepts as sums possible. . . in
his comments accompanying the Italian translation of Geometrica Lombardo-Radice often stressed
that ‘all the lines’ was conceptionally far from a sum. He preferred to see the omnes-concept as
14 Scholars
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is the tendency of 17th century mathematicians, “who did not pay much attention
to the difference between an arithmetical integration and the geometrical method
of indivisibles. Indeed we can conclude that the mathematicians of the 17th century tended to call all methods of integration emerging during the period 1635-1655
methods of indivisibles. . . In particular, it was not recognized that Cavalieri’s collection of lines belonging to a given figure was a magnitude, which was neither
the area of the figure nor an approximation to it” [3, p. 361]. In fact, as has been
discussed, Cavalieri considered his collections of lines as a magnitude conceptually
different from the figure or its area.
Torricelli, an admirer of Cavalieri’s methods (though initially skeptic of them),
often referred to as Cavalieri’s student, and an early practitioner of integration, is
likely responsible for the conceptual shift from Cavalieri’s complicated view of “all
the lines” to the 17th century one of summation. Toricelli was the first to set “all the
lines” of a figure equal to the figure itself, that is, ie. F = OF (l), a concept which appears to be a “short cut in the calculations” which ignores Cavalieri’s fundamental
concern about the foundations of his methods.15 This led the way to the interpreP
tation F = OF (l) = F l which would become the general understanding of “all the
lines” as a means of quadrature and cubature. This was a part of a more fundamental shift in European mathematical thought concerning the relationship of algebra
and geometry; from which algebra arose as the dominant practice of mathematics.
Some of the mathematicians who facilitated a transition from geometric to more
arithmetical integration were Gilles Roberval, Blaise Pascal, and John Wallis. Each
was heavily inspired by Cavalieri’s methods of indivisibles but in so adopting his
philosophical understanding of “all the lines” to their arithmetic methods it is possible they “provoked confusion of arithmetical methods and the method of indivisibles, and also the idea that Cavalieri’s method employed infinitesimals” [3, p. 358].
Wallis’s work on areas and volumes is worthy of note here for its connection to the
historical project of arithmetization of analysis. Consider his derivation of the area
of a triangle:
Wallis supposed [the area] to be divided into an infinite number of lines,
or infinitesimal parallelograms, parallel to the base. The areas of these,
a precursor of Cantor’s concept of a set. It is true that ‘all the lines’ form a set, but that does not
necessarily mean that Cavalieri had any explicit understanding of the concept of a set” [3, p. 363].
15 Andersen notes “In view of Cavalieri’s great concern about foundations, it could be expected
that he refused to acknowledge Torricelli’s treatment. That did not happen; on the contrary he took
advantage of the respect Torricelli’s work had gained,” [3, p. 357].
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taken from the vertex to the base, form an arithmetic progression beginning with zero. Moreover, there is a well-known rule that the sum
of all the terms in such a progression is the product of the last term by
half the number of terms. Since “there is no cause for discrimination
between finite and infinite numbers,” it can be applied to the areas in
the triangle. If the altitude and base of the triangle are taken as A and
B respectively, the area of the last parallelogram in the progression will
1
1
· A · B. The area of the whole triangle is therefore ∞
· A· B· ∞
then be ∞
2,
1
or 2 · A · B. He then applied a similar type of argument to numerous
quadratures and cubatures involving cylinders, cones, and conic sections. [17], 121
It seems Wallis is basically re-proving that the area of a triangle is 1/2ab, using “all
the lines” - but with some crucial differences. The important contribution of Wallis
was his re-structuring of the lines as an arithmetic progression - formally thought
of as infinitesimal parallelograms - and as well an assignment of number to their
cardinality (∞) and their width (1/∞). In fact, Wallis was the first to introduce the
leminiscate ∞ into mathematics.
As noted by Boyer, “In his work on conic sections, Wallis followed Viète,
Descartes, Fermat, and Harriot in the application of literal algebra to the problems of geometry. Wallis, however, went far beyond these men in that he sought to
free arithmetic completely from geometric representation, a goal which he thought
would be easily reached” [17, p. 169]. Interestingly, Boyer, writing in 1959, says
“Modern mathematics has found it necessary to modify greatly the view of the infinite which Wallis held and to banish entirely his infinitely small magnitudes.” This
claim, found very, very often throughout [17] was simply premature.
This overarching belief held by Boyer represents a significant cultural shift in
mathematics that occurred toward the end of the 17th century. Many mathematicians, Wallis being a prime example, embraced arithmetic techniques in analysis
and facilitated what Boyer often refers to as the banishment of mathematical or geometric intuition from their formulations, especially those related to the continuum.
Just as the problem of defining instantaneous velocities in terms of the
approximation of average velocities was to lead to the definition of the
derivative, so that of defining lengths, areas, and volumes of curvilinear
configurations was to eventuate in the formulation of the definite integral. This concept, however, was likewise ultimately to be so defined
that the geometrical intuition which gave it birth was excluded. [17,
p. 8]
Boyer’s overarching program throughout the famous History of the Calculus seems
to be just this eradication of geometrical intuition, which he identifies in part with
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the use of infinitesimals. Boyer is relying on late 19th century scholars like Fedrigo
Enriques and Ernst Mach16 when he makes claims concerning the fundamental limits of perception being a barrier to the intuitive understanding of, most importantly,
the limit concept.
A geometric subdivision, in the context of classical analysis, is an arithmetic
progression of finer and finer subdivisions A1 , A2 , . . . , which tend toward a limiting
subdivision A which is conceptually identified with the area under consideration.
This is strongly distinguished from a geometric subdivision, à la NQA+, which
utilizes infinitesimal subdivisions. According to Boyer, there is a purely logical
foundation for this distinction:
This [limiting subdivision] affords another example of extrapolating
beyond sensory intuition, inasmuch as there is no process by which the
transition from the sequence of [subdivisions] to the limiting area. . . can
be “visualized.” An infinite subdivision is of course excluded from the
realm of sensory experience by the fact that there exist thresholds of
sensation. It must be banished also from the sphere of thought, in the
physiological sense, inasmuch as psychology has shown that for an
act of thought a measurable minimum of duration of time is required
[citing Enriques]. Logical definition alone remains a sufficient criterion
for the validity of the limiting value A. [17, p. 9]
Boyer points to the year 1872 as a crucial turning point in the arithmetical development of calculus, the view which facilitates the above description of a geometric
subdivision. That year experienced Weierstrass’s work on a continuous nondifferentiable function, work by Méray concerning a “precise” infinitesimal analysis,
Cantor’s first paper on the principles of arithmetic, and a major study on the irrational numbers by Dedekind [17, p. 288].
Boyer says exactly how the arithmetical understanding of area was developed
from earlier, more naïve attempts at integration.
In order to free the limiting process just described from the geometrical
intuition inherent in the notion of area, mathematics was constrained to
give formal definition to a concept which should not refer to the sense
experience from which it had arisen. . . After the introduction of analytical geometry it became customary, in order to find the area of a curvilinear figure, to substitute for the series of approximating polygons a
16 A

discussion of Mach’s descriptivism, which “is based on a form of phenomenalism that reduces mental states and physical objects to aggregates or complexes of sensations,” while certainly
outside the scope of this paper, is relevant here. Gillespie, in 1976, apparently went so far as to say
that the History of the Calculus “owes a certain debt to Ernst Mach,” in a brief review which can
be found here https://mathshistory.st-andrews.ac.uk/Extras/Boyer_books/. Indeed,
Boyer’s philosophical views do not seem to be widely discussed.
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sequence of sums of approximating rectangles. The area of each of the
rectangles could be represented by the notation f (xi )δxi and the sum of
P
these by the symbolism S n = ni=1 f (xi )δxi . The area of the figure could
then be defined as the limit of the infinite sequence of sums S n , as the
number of subdivisions n increased indefinitely and as the interval δxi
approached zero. Having set up the area in this manner with the help
of the analytical representation of the curve, it then became a simple
matter to discard the geometrical intuition leading to the formation of
these sums and to define the definite integral of f (x) over the interval
from x = a to x = b arithmetically as the limit of the infinite sequence of
P
sums S n = ni=1 f (xi )δxi as the intervals δxi become indefinitely small.
[17, p. 9-10]
When we examine Boyer’s proof of Cavalieri’s integral, for instance, we see how
easily the arithmetic view is adopted and how Toricelli’s interpretation of Cavalieri’s methods facilitated this view. This powerful notation from the arithmetic
progression and summation comes at the quite severe expense of our intuitive understanding of area, according to Boyer. As we have seen, this is simply not the
only view of how we can develop a system of analysis.

3.3.3

Continuity and the Limits of Empirical Verifiability

We can turn even further in this direction to investigate Boyer’s presentation of
the arithmetization project and its relationship to the infinitely small. In particular,
Dedekind’s construction of the real line as being divisible by a point or cut serves
as the apotheosis of the arithmetization project. Further, Dedekind’s philosophical searches - at least according to Boyer - intersect with the Greek geometrical
questions which were pertinent in Cavalieri’s time. As we will see, the following passages from [17] also correspond in a remarkable way to the question of the
empirical availability of the continuum in mathematical practice. In Dedekind’s
approach to defining the irrational numbers,

. . . he asked himself what there is in continuous geometrical magnitude
which resolved the difficulty when arithmetic apparently had failed:
i.e., what is the nature of continuity? Plato had sought to find this in
a vague flowing of magnitudes; Aristotle had felt that it lay in the fact
that the extremities of two successive parts were coincident. Galileo
had suggested that it was the result of an actually infinite subdivision - that the continuity of a fluid was in this respect to be contrasted
with the finite, discontinuous subdivision illustrated by a fine powder.
The philosophy and mathematics of Leibniz had led him to agree with
Galileo that continuity was a property concerning disjunctive aggregation, rather than a unity or coincidence of parts. Leibniz had regarded
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a set as forming a continuum if between any two elements there was
always another element of the set.
The scientist Ernst Mach likewise regarded this property of the denseness of an assemblage as constituting its continuity, but the study of
the real number system brought out the inadequacy of this condition.
The rational numbers, for example, possess the property of denseness
and yet do not constitute a continuum. Dedekind, thinking along these
lines, found the essence of the continuity of a line to be brought out,
not by a vague hang-togetherness, but in the nature of the division of
the line by a point. He saw that in any division of the points of a line
into two classes such that every point of the one is to the left of every
point of the other, there is one and only one point which produces this
division. This is not true of the ordered system of rational numbers.
This, then, was why the points of a line formed a continuum, but the
rational numbers did not. As Dedekind expressed it, “By this commonplace remark the secret of continuity is to be revealed” [in Essays on
the Theory of Numbers, p.11]. . . .
[For Dedekind], any real number is defined by a cut in the rational number system. This postulate makes the domain of real numbers continuous, in the sense that the straight line has this property. Moreover, the
real number of Dedekind is in a sense a creation of the human mind, independent of intuitions of space and time. . . Dedekind’s work not only
met the need for a definition of number independent of that of [the limit
concept], but in addition gave an explanation of the nature of continuous magnitude. Bolzano, Cauchy, and others had given definitions of
a continuous function of an independent variable. A continuous, independent variable was tacitly understood as one which could take on
all values in an interval corresponding to the points of a line segment.
The arithmetization of 1872, however, went beyond the geometrical
picture and expressed formally, in terms of ordered aggregates, what
was meant by a continuous variable or ensemble. The conditions were:
first, that the values or elements should form an ordered set; second,
that this should be a dense set - that is, between any two values or elements, there should always be others; and third, that the set should be
perfect - that is, if the elements are divided, as in a Dedekind Cut, there
should always be one which produces this cut.
This definition is far removed from any appeal to empiricism and from
the picture of a smooth, unbroken “oneness” or cohesiveness, which instictive feeling associates with the notion of continuity. It specifies only
an infinite, discrete multiplicity of elements, satisfying certain conditions - that the set be ordered, dense, and perfect. This is the sense in
which one is to interpret the remark that the calculus deals with continuous variables. . .
The introduction of uniform motion into Newton’s method of fluxions
was an irrelevant evasion of the question of continuity, disguised by an
appeal to intuition. There is nothing dynamic in the idea of continuity,
nor, as far as we know, is the converse necessarily true. By sense perception we are apparrently unable to conclude whether or not we are
dealing in motion with a continuum.17 The experiments of Helmholtz,
Mach, and others have shown that the physiological spaces of touch
and sight are themselves discontinuous. [17, p. 292-294]

17 Emphasis

mine.
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Here we have arrived at a critical issue. Writing in 1949, Boyer’s account of continuity, the limits of perception, and the saving grace of rigor in the limit concept
is founded on Dedekind’s supposedly predicative definition of number.18 Boyer
concludes:
The continuity of time which Barrow and Newton regarded as assured
by its relentless even flow is now seen to be simply a hypothesis. Mathematics is unable to specify whether motion is continuous, for it deals
merely with hypothetical relations and can make its variable continuous or discontinuous at will. The paradoxes of Zeno are consequences
of the failure to appreciate this fact and of the resulting lack of a precise
specification of the problem. The dynamic intuition of motion is confused with the static concept of continuity. The former is a matter of
scientific description a posteriori, whereas the latter is a matter solely of
mathematical definition a priori. The former may consequently suggest
that motion be defined mathematically in terms of continuous variables,
but cannot, because of the limitations of sensory perception, prove that
it must be so defined. If the paradoxes of Zeno are thus stated in the
precise mathematical terminology of continuous variables and of the
derived concepts of limit, derivative, and integral, the seeming contradictions resolve themselves. The dichotomy and the Achilles depend
upon the question as to whether or not the sets involved are perfect.
The stade is answered upon the basis of dense sets, and the arrow by
the definition of instantaneous velocity, or the derivative.
The mathematical theory of continuity is based, not on intuition, but on
the logically developed theories of number and sets of points. The latter, however, depend, in turn, upon the idea of an infinite aggregate, an
idea which Zeno had invoked to fortify his arguments. Zeno’s appeal to
the infinite was based upon the supposed inconceivability of the notion
of completing in a finite time an infinite number of steps. It is again the
scientific description a posteriori which he questioned, but, so far as we
know, there is no way of proving or disproving the possibility, not only
of the existence of infinite aggregates in the physical sense, but also of
the execution in thought of an infinite number of steps in connection
with aggregates, whether finite or infinite. Since science cannot answer this point, the question may become a hypothetical mathematical
one.19 [17, p. 295]
Discussion’s of Zeno’s paradoxes abound in the literature on infinitesimals, and it
is difficult to say that Boyer has so definitively “resolved” them with limits. It is
unclear whether there is a suitably meaningful way to state Zeno’s paradox in a
“precise mathematical terminology of continuous variables and of the derived concept of limit, derivate, and integral.” More issues concerning Zeno’s paradoxes and
the philosophical issues of hyperfinite methodologies are taken up in the following
chapter.
18 A

deeper look at the issue of predicativity of Dedekind’s constructions can be found in [93].
mine.

19 Emphasis
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I have emphasized with italics two crucial conclusions that Boyer has made in

the above passages, regarding the empirical limits of science and human perception
to verify the properties of the continuum. Of course, as we have seen, these same
epistemological restraints are foundational for NQA+. Boyer has taken the same
absence of empirical verification and decided that since science cannot even verify
whether motion is continuous, we should disregard this aspect of our understanding
of physical reality and embrace idealized mathematical formalism to describe the
continuum. Chuaqui, Suppes, and Sommer agree that the results of classical analysis are powerful tools and ideal “efficient computational schemes for analyzing and
predicting natural phenomena,” and that these results are used widely in physics
and other sciences [83, p. 24]. However, there is a great discrepancy between the
way experiments with continuous phenomena utilize mathematics and its supposed
formally rigorous formalization in classical analysis. Therefore Suppes, Chuaqui,
and Sommer take this same absence of reliable empirical data as the primary motivation for dispensing with the continuum in our mathematical formalizations “that
justify the intuitive practice of physicists” [89, p. 3].
Boyer says, “The continuity of time which Barrow and Newton regarded as assured by its relentless even flow is now seen to be simply a hypothesis,” and NQA+
agrees; to use completeness axioms like Dedekind’s or otherwise to describe the
continuum, however, is only an ideal frame of reference for making sense of continuous phenomena. Indeed, “mathematics is unable to specify whether motion is
continuous, for it deals merely with hypothetical relations and can make its variable
continuous or discontinuous at will.” And indeed, Boyer is correct about the unrestricted kinds of logical inferences which mathematics is allowed to make. However, the choice to use continuous variables for the representation of physical phenomena is only one framework, which has some serious constructive drawbacks.
We can maintain an agnostic status towards the intuitive mathematical operations of physics so long as the results maintain physical meaning (in the sense of
additivity and dimension, as with the sense of the Greek theory of magnitudes) and
so long as they are derived within a restricted frame of inference (these remarks will
be developed further in the following chapter). It has been the point of this chapter to assert that Cavalieri held essentially the same view, in regards to his proofs
which were independent of the composition of the continuum. Infinitesimals are an
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elegant shorthand for computation and match our empirical observations. NQA+ is
a consistent axiom system for constructive nonstandard analysis which can model
the mathematical results of their use.

3.4

Conclusion: Magnitudes and Meaning

It is here where we finally have occasion to confront one of the remarks made
by Suppes and Sommer in [84] concerning “geometric intuitions about the number
line.” I find this reference to geometric intuition to be exceptionally interesting and
woefully short. My purposes thus far have been to bring this aspect of the study
of ERNA (and NQA+) closer to Cavalieri’s actual practice in order to investigate
this remark, and the historical relationship between Cavalieri’s actual practices and
references to Cavalieri have yielded certain negative results which have been discussed.
The remark in question occurs in [84] during an exposition of the hyperrational
numbers. The hyperrationals have been introduced above, and their particular significance in ERNA and NQA+, as well as in reference to the hyperfinite grid, will
√
be elaborated in the following chapter. It is observed that “while 2 is not in ∗ Q,
√
there may be elements of ∗ Q that have the same standard decimal places as 2.”
Presenting the following quote again here, recall that
Part of the point of ERNA is its use in showing that mathematics carried
out for scientific purposes does not rely on the existence of a completed
continuum. The structure of the hyperrationals alone is rich enough to
carry out such mathematics. Standard definitions of continuity, differentiability, and other notions from analysis rely in an essential way on
the existence of a completed continuum; standard analysis takes as basic a completeness axiom such as the least upper bound principle. On
the other hand, the corresponding definitions in nonstandard analysis
do not rely on such principles. By trading in the completeness axioms
for axioms asserting the existence of infinitesimals, we end up with a
system that is actually more constructive, and, in many ways, better
matches certain geometric intuitions about the number line. [84, p. 4]
This reference to geometric intuition abounds in the literature of NSA and is
seen several times throughout this paper. But very little is it ever discussed as to
what geometric intuition refers. Well, it is essentially an impossible task to point
to a single definition of geometric intuition. We ask, why is the methodology of
nonstandard analysis so often conjoined with geometric intuition? In particular,
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I ask how can the hyperfinite grid be associated with geometric intuition of the
real numbers? As it will be seen, hyperfinite sets of rational numbers can be used
to approximate real numbers with an infinite degree of precision. So on the one
hand, hyperrational numbers form an ideal framework for approximation of the
real number line, indicating that in practice there is much less than the geometric
real line to work with.
On the other hand, the study of the hyperreal numbers indicate that there is
much more to the geometric real line when given the full power of abstraction than
has been argued in classical analysis. As Goldblatt says,

The intuitive geometric idea of a line is an ancient one, much older than
the notion of a set of points, let alone an infinite set. The identification
of a line with the set of points lying on that line is a perspective that
belongs to modern times. For Euclid a line was simply “length without
breadth,” and his diagrams and arguments involved lines with a finite
number of points marked on them. By applying the field operations and
taking limits of converging sequences we can assign a point to each real
number, but the claim that this exhausts all the points on the line is just
that: a claim. One could seek to justify it by invoking a principle such
as the one attributed to Eudoxus and Archimedes that any two magnitudes are such that the less can be multiplied so as to exceed the other.
This entails that for each real number r there is an integer n > r, and
that precludes there being any infinitely large or small numbers in R.
But then one could say that the Eudoxus-Archimedes principle is just
a property of these points on the line that correspond to “assignable”
numbers. The hyperreal point of view is that the geometric line is capable of sustaining a much richer and more intricate number set than
the real line. [35, p. 13-14]
Goldblatt concludes his introduction to the hyperreals with this reference to the
ability of infinitesimals to better reflect the geometric intuition of the number line.
Like Boyer, Goldblatt argues that certain geometric claims concerning continuity
are, indeed, only claims; but, we can point a finger back at Boyer and indicate that
verifying the completeness of the standard real line does not indicate the geometric line to which it refers is “real.” In fact, in accordance with Boyer, it appears
such a claim is not verifiable mathematically. Reiterating Suppes’s and Sommers’s
observation,

No experiments can distinguish between any physical quantities, even
space and time, being continuous or discrete at a fine enough level.
Philosophically, we can say that the continuum may be real for Platonists, but it can nowhere be unequivocally identified in the real world of
physical experiments. [83, p. 3]
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Another important consideration is one of appropriate definitions. What do
Keisler, Suppes, Sommer, Chuaqui, and others mean when they refer to geometric intuition? Why is it better represented by infinitesimals as opposed to a completed Platonic continuum of real numbers, and why is it desirable to include in a
formalization of analysis? These questions, though central to my thesis, will perpetually evade me with their breadth, and the reader will forgive me for not attempting
to postulate some definitive answer. Without delving into a longer discussion, it
seems that the answer is simple: geometric intuitions are the shapes and surfaces,
and their behaviors, which we imagine (visualize internally), or feel, when encountering problems in analysis (particularly, concerning functions and basic calculus
with areas and volumes). As with many definitions, a moments thought could completely unwind this tenuous attempt.
The issue of geometric intuition in this case is in fact intimately tied to the
issue of the continuum, as has been made clear in the preceding chapters. The real
number line, considered geometrically, should not be thought of as a completed
object, a continuum of points. This was Brouwer’s mature conception of the “true”
continuum, where points are “endowed with sufficient fluidity to enable them to
serve as generators.”
This fluidity was achieved by admitting
as “points,” not only fully de√
fined discrete numbers such as 2, π, e, and the like - which have,
so to speak, already achieved “being,” - but also “numbers” which are
in a perpetual state of becoming in that the entries in their decimal
(or dyadic) [or, I might add, hyperfinite] expansions are the result of
free acts of choice by a subject operating throughout an indefinitely
extended time. . . In this way Brouwer obtained the mathematical continuum in a way compatible with his belief in the primordial intuition of
time - that is, as an unfinished, indeed unfinishable entity in a perpetual
state of growth, a “medium of free development.” In this conception,
the mathematical continuum is “constructed” [and, I might add, “given
in intuition,”] not, however, by initially shattering, as did Cantor and
Dedekind, an intuitive continuum into isolated points, but rather by assembling it from a complex of continually changing overlapping parts.
[11, p. 218]
The continuum is often characterized with as a dynamic, ever-changing structure
where motion is of primary importance.
The earlier discussion of Cavalieri’s methods also deserves to be tied in here.
Concerning Cavalieri’s ambiguous response to questions concerning the continuum,
mentioned above, Boyer notes that
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Cavalieri did not explain how an aggregate of elements without thickness could make up an area or volume, although in a number of places
he linked his method of indivisibles with ideas of motion. This association had been suggested somewhat vaguely by Plato and the Scholastic
philosophers, and Galileo had followed them in associating dynamics with geometrical representation. . . . Cavalieri followed this trend in
holding that surfaces and volumes could be regarded as generated by
the flowing of indivisibles. [17, p. 122]

Turning to our above elaboration on Cavalieri’s techniques as transcribed by Andersen, we can confirm these remarks but without Boyer’s negative connotation.
The passage of tangents through the area of a surface or solid appears to play a
fundamental role in Cavalieri’s conception of “all the lines,” and motions in transitus are taken at the foundation of his methods. As we have encountered in Boyer’s
writings, Cavalieri’s notions of motion within geometric intuition are the sort of
intuitions that were banished in the re-conceptualization of the “static” continuum
in 1872.
Cavalieri’s description of “all the lines” as a flow from tangent to regula quite
literally evokes Brouwer’s concept of the continuum as a “medium of free development.” The passage of the tangent plane figure forms a collection of indivisible
intersections which can be taken “together,” so to speak, but the motion of the tangent figure belies the fact that much is left in a state of completion as the lines
traverse the figure. Cavalieri’s description of a plane figure and “all its lines” as
“a piece of cloth woven of parallel threads deprived of their thickness” [3, p. 307]
therefore provides an actual geometric intuition of the indivisible conception of the
continuum as an incomplete figure. It is not that the threads have 0 thickness, or
are even of a dimension lower than that of the cloth. When intuiting the indivisible
parts, it is their composition as a part of the whole which gives them the distinctive
character of comprising a continuum. “For there the separateness of two places,
upon moving them toward each other, slowly and in vague gradations passes over
into indiscernibility,” said Weyl in Philosophy of Mathematics and Natural Science
(p. 54, cited in [11, p. 219])
Weyl’s (and, indeed, Brouwer’s) conception of indivisibles in an intuitionistic
continuum are clearly in contradistinction to the interpretation of indivisibles as a
completed, fixed structure, in the manner of Boyer. Bell continues on, from the
above quote:
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While the Brouwerian continuum may posses a number of negative
features from the standpoint of the classical mathematician, it has the
merit of corresponding more closely to the continuum of inuition than
does its classical counterpart. Hermann Weyl pointed out a number of
respects in which this is so:
“In accordance with intuition, Brouwer sees the essential character of
the continuum, not in the relation between element and set, but in that
between part and whole. The continuum falls under the notion of the
‘extensive whole,’ which Husserl characterizes as that ‘which permits
a dismemberment of such a kind that the pieces are by their very nature
of the same lowest species as is determined by the undivided whole.’
(From Weyl, Philosophy of mathematics and natural science, p. 52)”
Quoted in [11, p. 218]
The work of Hermann Weyl provides many bridges between constructive mathematics and the aspects of idealist, abstracting philosophical approaches to the experience of mathematics - epitomized by Husserl, in my view - which would be
essential for a more in-depth approach to elucidating the actual phenomenological
meaning - again, in terms of experience - of the geometric intuition of the continuum that NQA+ and ERNA supposedly provide.
We will conclude this discussion on the meaning of geometric intuition and
infinitesimals with one last indication as to what it is about infinitesimals, in traditional thought, that has allied them with geometric intuition and opposed to the
arithmetical conception of the real line. The quote in question is in Bell’s introduction to the history of the infinitesimal:
Closely associated with the concept of a continuum is that of infinitesimal. An infinitesimal magnitude has been somewhat hazily conceived
as a continuum “viewed in the small,” an “ultimate part” of a continuum. In something like the same sense as a discrete entity is made up
of its individual units, its “indivisibles,” so, it was maintained, a continuum is “composed” of infinitesimal magnitudes, its ultimate parts (it is
in this sense, for example, that mathematicians of the 17th century held
that continuous curves are “composed” of infinitesimal straight lines).
Now the “coherence” of a continuum entails that each of its (connected)
parts is also a continuum, and, accordingly, divisible. Since points are
indivisible, it follows that no point can be part of a continuum. Infinitesimal magnitudes, as parts of continua, cannot, of necessity, be
points: they are, in a word, nonpunctiform.
Magnitudes are normally taken as being extensive quantities, like mass
or volume, which are defined over extended regions of space. By contrast, infinitesimal magnitudes have been construed as intensive magnitudes resembling locally defined intensive quantities such as temperature or density. The effect of “distributing” or “integrating” an
intensive quantity over such an intensive magnitude is to convert the
former into an infinitesimal extensive quantity: thus temperature is
transformed into infinitesimal heat and density into infinitesimal mass.
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When the continuum is the trace of a motion, the associated infinitesimal/intensive magnitudes magnitudes have been identified as potential magnitudes - entities which, while not possessing true magnitude
themselves, possess a tendency to generate magnitude through motion,
so manifesting “becoming” as opposed to “being.” [11, p. 16].

This classic description of magnitude being intensive or extensive derives essentially from Aristotelian thought, and it is a rather inescapable observation, at least
in regard to our intuitive mathematical approach to physics. In the example of laminar flow from [89], which is discussed extensively in §5 below, volume is calculated
as the product of an infinitesimal surface across an instantaneous moment of time,
and a definite integral is derived. Taking the integral of an intensive magnitude is
a philosophical framework which encapsulates much of the “engineer’s practical
treatment of the differential calculus” [11, p. 16]. This naive approach to our understanding of integration and magnitude is what we are describing mathematically
in NQA+; the references to Cavalieri and the intersecting projects of geometry and
physics make this clear.
I reflect again on the references made by Chuaqui’s and Suppes’s towards them
and their relevance to the project of NQA+. As has been noted by Andersen, Cavalieri’s methods didn’t have very much to do with infinitesimals, at least in the way
that we understand them now. In fact, NQA+’s understanding of Cavlieri may actually be based more on Boyer’s transcription of his techniques than Cavlieri’s methods themselves. As we have noted, infinitesimals are irrelevant to Cavlieri’s view of
the continuum. Cavalieri himself declared, on more than one occasion, that “I absolutely do not declare to compose the continuum by indivisibles” [3, p. 307]. To that
extent, I find that the references to Cavalieri in [89] and [88] are simply based off of
out-of-date material concerning Cavalieri’s actual methods, which even Boyer has
noted are notoriously misinterpreted - in part due to Cavalieri’s own vague style of
writing and due to the general acceptance of Toricelli’s interpretation.
I repeat, a moment’s glance at our later chapter on nonstandard Riemann integration in NQA+ (§5) will reveal that in his transcriptions of Cavalieri’s “all the
lines,” ie in the proof above, Boyer is actually anticipating NQA+’s abbreviation for
nonstandard sums. In his transcription of Cavalieri’s “all the lines” as a sum, Boyer
P
denotes the passage from tangent to regula as the sum NM , since M and N are the
endpoints of the ideally subdivided interval [M, N]. I wonder from which sources
Boyer was drawing upon in his interpretation of Cavalieri’s indivisible methods as

3.4. CONCLUSION: MAGNITUDES AND MEANING

89

sums. Further, it seems that the technique and geometrical interpretation of Boyer’s
sums from [16] more accurately precipitates in NQA+ and the notion of nonstandard Riemann sum than any of Cavalieri’s actual methods. Further study on Boyer’s
transcription here is necessary.
Indeed, as many have done, it is tempting to compare Cavalieri’s heuristic methods of integration with the Leibniz integral, or the Cauchy integral, and Newton’s
fluxions. Boyer points out that such comparisons are not valid, since “Cavalieri was
far from possissing the views which are expressed in the terms ‘differential’ and ‘integral’,” [17, p. 123] and Andersen says that “Altogether, Cavalieri’s concepts were
so special and had so little direct influence on further development that it does not
make much sense to relate them to later concepts” [3, p. 363]. It is unclear what
Suppes and Chuaqui understood about Cavalieri’s work and exactly which aspects
of the “all the lines” approach are anticipatory of the geometric subdivision, even
though they emphasize Cavalieri as an important historical figure in this regard.
Suppes wrote extensively on geometry but never seems to have mentioned Cavalieri outside of these references, so far as I have seen.
This represents one of the negative results of my research into the geometric
subdivision of NQA+; in my quest to probe these (rather brief, but explicit) references to Cavalieri throughout the ERNA literature, I have found that actual comparisons of NQA+ to Cavalieri’s methods “do not have much historical value. At most
they can have interest as examples of how the way of thought has changed in the
course of time” [3, p. 363]. The same could probably said for certain contemporary
approaches which actually develop a “Cavalieri integral,” according to the (historically flawed) view that in Cavalieri’s methods “a region is divided into infinitely
many indivisibles, each considered to be both a one-dimensional line segment, and
an infinitesimally thin two-dimensional rectangle” [1]. Relevant to our searches
here, there was recently published an article utilizing the above “Cavalieri integral”
for a geometric and intuitive understanding of generalized Riemann-Stieltjes integral in [36], which we will be unable to discuss.
However, as a point of homage to Cavalieri, the geometric subdivision concept
of NQA+ - which really relies more on an accurate utilization of nonstandard techniques, anyways - is certainly well-founded and, I believe, profound. Though the
methods of geometric subdivision have, in the end, little to do with Cavalieri’s style
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of geometric proof, as a reaction to the project of arithmetization, so espoused
above by Boyer’s description of, for example, Dedekind’s project, NQA+ and
ERNA not only pay respect toward Cavalieri’s contributions to the developments
of calculus, but, I suggest, they also fundamentally capture the spirit of Cavalieri’s
agnosticism towards the composition of the continuum.

4 | Hyperfinite approximation and
other underlying theories
In our investigation of Cavalieri’s techniques, and our discussion of some of
the shortcomings of standard analysis as practiced in the 18th, 19th, and even 20th
centuries, we elucidated some interpretations of geometric intuition and the process of infinitesimal subdivision in contemporary scholarship concerning 17th century indivisibles. It was also investigated how these methods were essentially misinterpreted in the process of arithmetization. In a move beyond classical arithmetic
views of the role of the continuum in analysis, NSA has presented a plethora of
techniques that have reincorporated infinitesimals into mathematics.
Two pertinent questions are: how does NQA+ refine the regular methods of
nonstandard analysis in a constructive and finitistic framework, especially in its use
of geometric subdivision? and, what are the motivations for doing so? As an answer
to the first question, this chapter will focus on the hyperfinite grid as an important
contemporary technique of applied nonstandard analysis. In reply to the second,
it will develop certain highly relevant aspects of Patrick Suppes’s philosophy of
science.
In [84, p. 5], Sommer and Suppes give a motivating example for the isomorphism theorem and other results in ERNA by using the hyperfinite grid, ∗G, which
is a subset of the hyperrationals ∗ Q. To demonstrate how “the continuum is not empirically needed mathematically,” it can be shown that any function ψ from R to R
is empirically indistinguishable from a function ϕ from ∗G to ∗G. These functions
are empirically indistinguishable if for all x ∈ R and for all y ∈ ∗ Q such that x ≈ y,
ψ(x) ≈ φ(y).
Proposition 4.0.1. Let ψ be a function from R to R. Then there exists a function φ
from ∗G H to ∗G H empirically indistinguishable from ψ.
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Proof. (From [84].) To obtain φ from ψ, for q finite, set φ(q) = ψ(std(q)), and set
φ(q) arbitrarily if q is infinite. If x ∈ R and x ≈ q, then x = std(q) and so φ(q) =
ψ(x) =⇒ φ(q) ≈ ψ(x).



In this important early result, which will be developed throughout this chapter,
we gain an important insight in to the authors’ understanding of empirical science.
In experimentation with continuous quantities, approximations and errors are introduced as a practical necessity. As Suppes wrote elsewhere,

Let us recognize that all, or at least almost all, measurements of continuous quantities have errors bounded away from zero. This is contrary
to the mistaken idealism of 19th-century philosophy of physics that
errors could be reduced ever closer to zero in a continuing sequence
of improvements. Given such errors, we also recognize as impossible the exact confirmation of continuous deterministic physical systems.. . . These ideas about error are not just methodological ones, but
important limitations on our knowledge of the world.1 [88, p. 123]
It was this basic philosophical insight, that the presence of errors should be “taken
seriously, as a foundational necessity,” that became one of the unifying underlying
motivations for ERNA and NQA+ as a means for “developing ∗ Q as a weak system of analysis” [84, p. 4]. To that end, in this chapter, we develop mathematical
structures which make NQA+ of practical importance for the mathematical formalization of approximations of continuous phenomena.
In our investigation of approximation and practical approaches to the formalization of mathematics for the physical sciences, we will take these comments as
our basic premise and probe three basic areas of scientific practice which were regarded as primary by Suppes. In 2011, Suppes said: “My own attitude. . . is to go
as deeply as possible into the actual practices of science at the level of measurement, observation, and computation, and how they should be reflected back into
the theory when the limitations imposed by errors or environmental variations are
taken seriously” [88, p. 125]. To that end, this chapter will serve as a brief review
of literature which provide interesting results in the areas of measurement, observation, computation, approximation, and hyperfinite methodologies which could be
potential future terrain for integration in the style of NQA+.
1 Suppes

goes on to mention that he has developed this idea as an answer to Kant’s antinomonies
concerning the continuous structure of matter; important philosophical ideas which are unable to be
developed further here. See, for example [86] and [11, p. 121-130].
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Suppes regarded the principle of geometric subdivision in NQA+ as one of this
system’s primary features of philosophical interest, and, regarding the above three
areas of scientific practice, he notes that geometric subdivision and infinitesimal
methods have been compared extensively to computation. He says, “use of the infinitesimals of modern nonstandard analysis is a natural computation approach,”
[88, p. 124] and these marks have been clearly re-iterated in recent years, most notably by Sam Sanders (§2.4). The possibility of infinitesimal analysis to reflect the
practices of measurement and observation has been noted less, but some interesting
terrain will be pointed to in this chapter as well. It is my hope here to emphasize
Suppes’s view that these points of inquiry, measurement, observation, and computation have foundational impact on our understanding of the mathematical practice
of physical sciences.
The earlier sections of this paper concerning nonstandard analysis have already
demonstrated many of the important features of hyperfinite sets which make them
particularly amenable for practical purposes. A crucial example which has not yet
been mentioned is the hyperfinite grid, which is one of the most notable hyperfinite
sets. In this section, we will discuss relevant features and structure of the hyperfinite
grid, its relation to the number line, and its use in practice. In [89] and [23], the
terminology of the hyperfinite grid is never used explicitly. It can be shown that
many proofs which employ NQA+’s min function are simply employing Keisler’s
algorithm from the below proof on hyperfinite grid approximations.

4.1

Halos, liftings, and approximation

Our discussion here follows Keisler’s presentation of the hyperfinite grid in [48].
The hyperfinite grid embodies the infinitesimal mesh; “one of the most important
features of the hyperreal line is that each interval can be partitioned into hyperfinitely many subintervals of the same length. This feature is captured by the notion
of a hyperfinite grid” [48, p. 219]. For some positive infinite hypernatural number
H, a hyperfinite grid ∗G H is the hyperfinite set of all multiples of 1/H between −H
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and H,

∗

G H = {K/H : K ∈ ∗ Z and |K| ≤ H 2 }
= {−H, −H +

1
1
1
1
, . . . , − , 0, , . . . , H − , H}.
H
H H
H

As Keisler advocates, “we usually take H so that every standard natural number
divides H. It then follows that each standard rational number belongs to ∗G H , that
is Q ⊂ ∗G H ” [48, p. 219], however such a strong choice of H is not in general
necessary.
∗G

H

is a rather bizarre set.2 It approximates R at every finite point; to prove

this, we note that the set
(

k
k
: k ∈ Z, ≤ x
n
n

)

has a greatest element for each finite n. By Transfer, we have that the set
(

k
k
: k ∈ ∗ Z, ≤ x
n
n

)

has a greatest element for each n ∈ ∗ N. Therefore
(

k
k
: k ∈ ∗ Z, ≤ x
H
H

)

has a greatest element K/H ∈ ∗G H and KH /H ≈ x since
KH + 1
KH
≤x≤
H
H
KH
1
=⇒ 0 ≤ x −
≤ .
H
H

2 The

cardinality of hyperfinite sets is a part of their bizarrity, as Edward Nelson illustrates in the
article [62]. Let I be a hyperfinite subset of [0, 1] whose elements are strictly ordered such that
0 = t0 < t1 < · · · < tν−1 < tν = 1
and tk ≈ tk+1 for all 0 ≤ k < ν. “To the naked eye, I looks just like [0, 1]” ([62, p. 32], emphasis mine).
Such an observation obviously recalls the notion of relative observability and optical equipment that
allows the mathematician to “see” smaller infinitesimals or larger infinite numbers from Hrbacek’s
stratification concepts in [40], and as well in Keisler’s figure below. One might refine Nelson’s statement by adding that, for any practical purpose where observation, measurement, and computation
occur at a level where tk − tk+1 remains infinitesimal, the set I (approximately) is [0, 1]. Although I
is hyperfinite, it is “uncountable,” since every internal set is either finite or uncountable (in the sense
of standard cardinality), and Nelson proves this with a version of Cantor’s diagonal argument [62,
p. 32].
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Therefore std(KH /H) = x. This proof appears to be constructive, as it relies on an
algorithm for approximation by an integer reciprocal. Further, note that this proof
could be shortened if we had just defined KH = min x≤ Hn (n) − 1. Thus, as was seen
in many of the continuous function theorems from §2, the min function and its
techniques are a one-step approximation on the hyperfinite grid without transfer.
Thus even though R is not contained in ∗G H , the standard part map serves as
∗
∗
a surjection st : ∗Glim
H → R. Thus G H is a proper uncountable subset of Q with

infinite and infinitesimal members, yet is still strictly a hyperfinite set, enjoying all
of the same first-order properties of finite sets. In these ways, it is similar to the enlargement ∗ R but it is a discretely ordered set, a maximum and a minimum element,
and it essentially is a linearly ordered set of copies of the integers Z. “Each [element
of the grid] has a unique successor and a unique predecessor; this is in contradiction
to the standard properties even of the rational line, let alone the ordinary continuum”
[84, p. 5]. This feature of densely stacked linear orders is common in nonstandard
enlargement and is embodied by the concept of galaxies and the stratified framework for NSA. “The coarse picture of the hyperfinite grid as an ordered set is much
like the hyperreal line or non-Archimedean line, with a [halo] surrounding each real
number, a finite part, and a negative and positive infinite part. However, the finer
details are markedly different” [48, p. 219].

Figure 4.1: From [48, p. ]. The hyperfinite grid compared to the standard real line, with
Keisler’s characteristic optical equipment included. Notice that there is a dense linear ordering of copies of the integers Z in the hyperfinite grid.

Halos and galaxies are important nonstandard structures; the halo of a point
hal(p) = {r ∈ ∗ R : p ≈ r} in the hyperreal line R is the cluster of infinitely close
points around each standard real number (a well-known fact is that hal(q)  R in
∗ R).

The galaxy of a point gal(p) = {r ∈ ∗ R : |p − r|  ∞} in ∗ R is the collection of

points of finite distance from p (as above, gal(p)  R in ∗ R). Each collection forms
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an equivalence class of elements in ∗ R and has significant topological importance.
Further, the halo and galaxy are easily extended to hyperfinite structures and facilitate a framework for understanding approximation and stratification. Essentially,
the restrictions to ∗G H will restrict hal(q)  Z and gal(q)  Z.
There is a more general structure being described in the above examples known
as the lifting method, which is emblematic of the nonstandard approach. As described by Suppes and Sommer,

First, the mathematical objects that are given are “lifted” to approximations on the hyperfinite grid. Second, elementary computations are
then made on the hyperfinite grid to construct, for example, a solution
or some other object. This new object or solution is then taken back
to the standard real line in order to obtain a solution to the original
problem. In particular, one can prove existence theorems for stochastic differential equations in this fashion by solving the corresponding
stochastic difference equations on the hyperfinite grid and then taking
standard parts to obtain a solution of the original stochastic differential
equation. [84, p. 5]
This description of lifting was popularized in, for example [2]. “There are many
examples where [lifting] has either suggested a fruitful new notion, been used to
prove a new result, or been used to give a clearer proof of an older result.” [48,
p. 234].
However, as the reader will recall, there are no standard parts in NQA+, and
therefore all approximations are left in their approximate forms. But this is really
a crucial feature and not a flaw. In fact, as Nelson says, “to simplify theories we
need to have the courage to leave results in simple, external form - fully to embrace
nonstandard analysis as a new paradigm for mathematics” [62, p. 30]. Nelson’s
comment provides a thoroughly mathematical motivation for leaving results in approximate form; even though the main point for developing NQA+ and ERNA so
far has been to accurately represent the mathematical practices of the physical sciences, these approximations also represent the strength of nonstandard methods in
contemporary analysis.

4.2

Finite models, physical meaning, and Ω-invariance

Once our objects have been “lifted” to a discretized nonstandard approximation
there are many natural questions that one asks about the nature of this approxima-
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tion. Essentially, we wonder if this kind of approximation is meaningful, and in
this section we will propose two different ways of asking this question. The first
question was asked by Suppes and Sommer in [84, p. 5].
While the above example of translating from the continuum to the hyperfinite gives support to the dispensability of continuity in the empirical sciences, one may object on the basis that the hyperfinite grid is but
an abstraction that contains the continuum in disguise.
That is, in the hyperfinite grid, are we simply operating with a space that is actually
stronger than the continuum?
This question is answered emphatically in the negative, essentially in two ways
by Suppes and Sommer (and, each answer can be seen as the reverse of the other.)
In one direction, the consistency of statements in ERNA (notably, those based on
approximations of continuous phenomena) are based on constructing finite models
of ERNA’s terms. It is in general impossible for these finite models to be substructures of the nonstandard extension of the model of the continuum, and, since the
universe of interpretations of the terms of ERNA is countable, it is impossible for
any of the finite models (which have the same universe) to be extensions of the standard continuum. In the other direction, given a nonstandard extension of the real
numbers, if we consider a finite set of terms in the language of ERNA, then a crucial
result of Suppes and Sommer is that the interpretation of those terms (considered as
a substructure of the full model) is isomorphic to a finite substructure of the standard rational numbers. In both cases, we see that we are working within a system
strictly coarser than the continuum. These answers are rather technical, and have
to deal with the proof of ERNA’s consistency (which proves NQA+’s consistency),
and so I have breezed over them here.
In [75], Sanders provides a meaningful update to ERNA’s isomorphism theorem, which he states as follows:
Theorem 4.2.1. Let T be a finite set of closed intensional terms in the language of
ERNA, not including min and closed under subterms. There is a bijection f from T
to a finite set of rationals such that
1. f (0) = 0, f (1) = 1, and f (ν) = n0 for some n0 ∈ N.
2. f (g(τ1 , . . . , τk )) = g( f (τ1 , . . . , τk )), for all non-atomic terms in T .
3. τ ≈ 0 iff | f (τ)| <

1
b

for some n0 > b ∈ N.
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4. τ is infinite iff | f (t)| > b for some n0 > b ∈ N.
5. τ is hypernatural iff f (τ) is natural,
6. σ ≤ τ iff f (σ) ≤ f (τ).
With these results Sanders has expanded on the properties of intensional terms,

which he defines as ERNA terms τ(~x) that grow faster than some iteration of the logh
 i
arithmic function, ie, if there is a k ∈ N such that ERNA proves (∀~x) τ(~x) > logk ~x
(k·k is ERNA’s weight function, cf. [75] and [83]).
What concerns us in the above theorem is Sanders’s interpretation of the isomorphism theorem and a certain derivation of a finite model that was provided by the
proof of the isomorphism theorem from [83]. In Sanders’s proof, intensional functions are required because “non-intensional terms can have strange behavior and
hence they are excluded from the isomorphism theorem” [75, p. 16]. Essentially, a
function like log∗ (n) = (µk ≤ n)(logk n ≤ 1a), though theoretically unbounded, has
very small finite values for even astronomically large values of n. Sanders says “it
can be computed that for n0 = 265536 , which is larger than the number of particles
in the universe, log∗ n0 is at most 5” [75, p. 17]. Therefore, there are some models
of bounded arithmetic in which log∗ x is bounded (by the completeness theorem for
formal logic).

From the point of view of logic, this model is “nonstandard” and “exotic.” However, given the slow-growing nature of log∗ x discussed
above, we perceive this function as constant or bounded above in the
“real world.” Thus the “exceptional” model is natural from the anthropocentric point of view.3 Since the isomorphism theorem is intended to
deal with models of physical problems, it seems reasonable to choose
a model of ERNA which corresponds to the real world, i.e. one where
log∗ n is constant. [75, p. 17]
I highlight Sanders’s treatment of non-intensive functions and the anthropocentric
point of view here. It elucidates further motivation for the actual development of
finite models of NQA+ and ERNA; we want models for analysis which “correspond
to the real world.”
That is, we want to develop strictly finite models; one basic kind of such a model
would be, for example, a substitution where every number larger than a given finite
number would be modelled as “infinite.” Consider, for example, Keisler’s proof
3 Emphasis

mine.
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above that any real number can be approximated infinitely closely on the hyperfintie
grid; such a proof was based on transfer of the statement that
n+1
n
≤x≤
,
N
N
that is, x ∈ R can be approximated within 1/N for any finite number N. Plugging
in any finite number verifies this result, however, certain other structures of the ≈
relation are indeed lost when such a model is constructed; most obviously, ≈ is no
longer transitive.
This simple example illustrates some considerations that would have to be made
when developing finite models, such as the one that Suppes was developing with
Ted Alper in 2011. These were mentioned in the introduction; Suppes was planning to replace the geometric subdivision from [89] by “an extremely fine but finite equally spaced grid, with the spacing many orders of magnitude smaller than
any current physical constants or limitations on measurement.” Suppes predicted
that the resulting system would not only be simpler to use but would have “a very
small physical distance corresponding to an infinitesimal, [which] should be the basis of establishing, as a weak form of isomorphism, an indistinguishable reflexive
and symmetric relation between our very large finite models and standard models
using classical analysis, as applied to quantitave empirical tests or simulations of
empirical scientific results in any domain of science, but especially physics” [88,
p. 124-125].
Some finitistic systems have indeed explored such finite constructions in analysis, most notably in Mycielski’s finitistic system FIN from [59], developed in the
dissertation [71] by Ruokolainen. The very interesting results of these systems and
other more finitistic varieties of constructive nonstandard analysis are certainly interesting from the standpoint of NQA+ and ERNA but are outside of the scope of
this thesis. However, the results of analysis using models with strictly finite standard rational representations should certainly be kept in mind, when reading the
results of this section. Such finite constructions are certainly “correspond to the
real world,” where certain ideal structures of ≈ like transitivity are lost; a very clear
example of this is error and threshold measurement, which is considered briefly
below.

100

CHAPTER 4. UNDERLYING THEORIES

In [83, p. 27] Suppes and Sommer actually construct a finite model of ERNA
by considering a system of differential equations, and in the end provide a literal
mapping from the infinitesimal terms to very small but appreciable numbers. We
can solve the differential equation x00 ≈ 32 in ERNA. With the initial conditions
x(1) = 0 and x0 (1) = 0, we have the expected result x(t) ≈ 16t2 − 32t + 16. Stated in
ERNA (a basic extension of NQA+, therefore our earlier definitions hold here) we
have
(∀t)(1 ≤ t ≤ 2 ∧ x00 ≈ 32 ∧ x(1) = 0 ∧ x0 (1) = 0 −→ x(t) ≈ 16t2 − 32t + 16)

=⇒ (∀t)(1 ≤ t ≤ 2 ∧
∧x(1) = 0 ∧

x(t+20 )−x(t+0 )
0

− x(t+00)−x(t)

0

≈ 32

x(1 + 0 ) − x(1)
= 0 −→ x(t) ≈ 16t2 − 32t + 16)
0

By negating this result and instantiating a constant c they arrive at the statement that
there exists a c such that
x(c + 20 ) − 2x(c + 0 ) − x(t)
≈ 32
02
x(1 + 0 ) − x(1)
∧x(1) = 0 ∧
= 0 −→ x(c) 0 16c2 − 32c + 16.
0
1 ≤ c ≤ 2∧

This result allows us to “mine” some crucial information by cataloguing each term.
In the above existential statement, we take the terms x(c), x(c+0 ), x(c+20 ), 2x(c+
0 ), x(1 + 0 ), and x(1) and apply the equation x(t) ≈ 16t2 − 32c + 16, resulting in a
list of finite non-infinitesimal terms
• 16c2 , 32, 32c, 32(c + 0 ), 32(c + 20 )c, c2 , c + 0 , c + 20 , 16, 16(c + 0 ), 16(c +
0 )2 , 16(c + 20 ), 16(c + 20 )2
and a list of infinitesimal terms
• 0 , 02 , 160 , 320 , 640 , 32c0 , 64c0 , 160c , 6402 .
In the above list, 16(c + 20 )2 is the maximal finite non-infinitesimal term. Regarding Sanders’s statement of the isomorphism theorem from above, we want a natural
number b which bounds the infinitesimals from above, and the natural choice is an
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upper bound for the finite terms. Therefore since c ≤ 2, we see
16(c + 20 )2 ≤ 16(2)2 + 1 = 65.
Denote 65 = b. Since 64c0 is the largest infinitesimal term, and taking 2 = c, we
know our infinitesimal terms are bounded above by 1/b and in this finite construction we can simply determine that since 64c0 ≤ 1280 ≤ 1/b we have
0 ≤

1
1
1
.
=
= 7 6
128b 128 · 65 2 (2 + 1)

Such an astronomically small number appeared naturally in the construction of a
finite model of terms; therefore it is mathematically reasonable to suggest that in
the practice of any calculation we can understand the results of that calculation in
terms of actual, appreciable numbers without reference to symbolic infinities or
infinitesimals.
Again, in accordance with Sanders description of the isomorphism theorem,
though this model is “exceptional” from the view of standard logic it is completely
natural from the anthropocentric point of view; a view which is a natural one to
take up, being humans, after all. In conclusion, we see that we have definitively
concluded that the system in which ERNA is practiced is, in the end, strictly coarser
than the continuum.
The second question concerning the meaning of hyperfinite approximations is
whether or not the use of infinitesimals is well defined; that is whether or not the end
results of calculations which involve infinitesimals, especially those computations
in physics, actually depend upon the choice of the infinitesimals used. Formally,
from [77, p. 99]
Definition 4.2.1. (Ω-invariance). Let ψ(n, m) be a bounded formula and fix an
ω ∈ Ω. The formula ψ(n, ω) is Ω-invariant if
(∀n ∈ N)(∀ω0 ∈ Ω)(ψ(n, ω) ⇐⇒ ψ(n, ω0 )).

Therefore it is natural to ask if a formula (or a set of formulas) can retain significant physical meaning if it is independent of which symbolically infinite terms
our chosen. This question was asked by Sam Sanders in [76, p. 98].
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As physics and engineering deal with the modeling of the physical
world, the end result of a calculation (even using “ideal” objects such as
infinitesimals) should have real-world meaning. Thus, the physically
meaningful end result should not depend on the choice of infinitesimal
used in the calculation, as common sense dictates that the real world
does not depend on our arbitrary choice of calculus tool (ie., infinitesimal). Simply put, if we repeat the same calculation with a different
infinitesimal, we expect that we should obtain the same result. Hence
[we observe] that the end results in physics do not depend on the choice
of infinitesimal used in their derivation. This is formalized directly in
the notion of Ω-invariance: our notion of finite procedure in Nonstandard Analysis.

Further, the theory of Ω-invariance was developed within the framework of computability in order to determine the actual decidability of these formulas, which is
an issue thoroughly tied up with physical meaning. It is impossible to outline the
theory of Ω-invariance here, and we refer to [77] for details. Most importantly, Ωinvariance serves as the natural computational counterpart to the fundamental concept of stratification which is the source of inspiration for ERNAA and the proper
venue for a discussion concerning meaning in the results on nonstandard analysis.
Stratification is a philosophical refinement of hyperfinite set theory. Stratification was introduced as a solution to some technical problems in the theory of NSA;
the article [38] by Hrbacek lays these issues out clearly. As has been laid out in
a general way throughout this thesis, the processes of our infinitesimal procedures
must account for the differing sizes of infinitesimals, in accordance with the longstanding practical tradition of engineers of neglecting squares of infinitesimals and
higher orders. The example of laminar flow, given at the end of §5, is a great example of this practice which can be given a formal and logically precise statement
with stratified analysis. The next task of stratified analysis is to determine whether
or not stratified results are meaningful, that is, whether or not they are Ω-invariant.
We will develop stratification further as it is seen in Sanders’s system ERNAA in
§5.

4.3

Philosophy and hyperfinite methodologies

The lifting method represents one aspect of the importance of hyperfinite methods in modern science and mathematics; more generally, and more powerfully for
our present purposes, Keisler asks, “Do we live in a hyperfinite universe?” [48,
p. 232] In this review, which we will quote here, Keisler gives insight into what
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Suppes and Sommer imply when they say ERNA and NQA+ “better match certain
geometric intuitions about the number line.”
Our intuitive concept of a geometric line is based upon a finite amount
of experience with a line in physical space. From this finite experience,
we have no way to determine its microscopic structure. For example, we cannot tell whether it is finite or infinite, whether it has the
Archimedean property, or whether or not it is discretely ordered. Without direct physical evidence, we must fall back on less direct criteria
for choosing a mathematical model for the geometric line.
One can take a Platonistic view that the geometric line exists, look for
properties which the geometric line should have, and represent the geometric line by a mathematical object which has these properties. Alternatively, one can take a pragmatic approach and look for mathematical
lines which are useful in explaining or moderling natural phenomena,
or in the discovery of mathematical results.
One Platonistic view is that the geometric line should be as rich as possible, in some sense containing all possibles points. With this criterion,
the geometric line should be a fully saturated hyperreal line of large
cardinality. Taking this to the extreme, the geometric line should be
a hyperreal line which is a fully saturated model whose universe is a
proper class. A similar but more convenient alternative is to take the
geometric line to be a hyperreal line which is a fully saturated model
whose size is an uncountable inaccessible cardinal.
Another Platonistic view is that the geometric line should be rich but
should also be as much as possible like the large finite lines which
we know from experience. This leads to the hyperfinite grid. On the
hyperfinite grid, Zeno’s Paradox is resolved as follows. We can get
from 0 to 1 in H steps by taking one step of length 1/H every 1/H
seconds, always staying in the hyperfinite grid ∗G H . Along the way,
we will pass through all the points 1/2, 3/4, 7/8, and so on, since they
all belong√to the set ∗G H . Of course, we will overshoot irrational points
but there will be a time at which we pass from below
such
√ as 2/2, √
2/2 to above 2/2 with one step of length 1/H.
A pragmatic argument for the hyperreal line is that it provides a useful
source of models for many natural phenomena. There is an extensive
literature in mathematical economics and physics using the hyperreal
line. In microeconomics, one studies the behavior of economies with a
large number of individually small agents. The large finite economy is
represented by a mathematically simpler infinite economy. Large finite
economies are sometimes modeled by economies with a continuum of
agents, but since the original economy is finite, a hyperfinite set of infinitesimal agents provides a better model than a continuum of agents.
A similar approach is useful in physics, where, for example, a large
finite set of small particles can be modeled by a hyperfinite set of infinitesimal particles. In some cases, as in the work of Arkeryd on the
Boltzmann equation and the work of Cutland in control theory, the real
line is not rich enough to provide a mathematical representation of a
physical phenomenon, and the richer hyperreal line comes to the rescue. The hyperreal line is also helpful in representing the phenomena
with two scales of measurement where one scale is very large compared
to the other. For example, Reeb and his students have studied singular
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perturbations by looking through an infinitesimal microscope to classify hyperreal solutions whose trajectories have infinitely fast and slow
parts.
In physics, the evidence for the existence of an object such as a quark
is indirect, and often the only evidence is that the object makes it easier
to mathematically represent an observed phenomenon. The hyperreal
line makes it easier to mathematically represent natural phenomena,
and this may be taken as evidence that the hyperreal line exists in some
sense. [48, p. 233-234]

This summary by Keisler aptly describes many of the goals in the use of the hyperrationals in our approach to analysis. Most importantly, such a mathematical
foundation would accurately describe the mathematical practice characteristic of
the physical sciences, where a platonistic conception of the real line is simply unable to be empirically verified. As mentioned earlier, there is a strong physical intuition that “no experiments can distinguish between any physical quantities, even
space or time, being continuous or discrete at a fine enough level. Philosophically,
we can say that the continuum may be real for Platonists, but it can be nowhere unequivocally identified in the real world of physical experiments” [83, p. 3]. Further,
Keisler mirrors the above comments by Goldblatt on the richness of the hyperreal
line as a model for the geometric line.
Therefore we can see that the hyperfinite universe postulated by Keisler is presented as a serious alternative model to the continuous (i.e., synechist) view of
reality. There are countless philosophical issues at stake in the hyperfinite view
which remain outside the scope of this thesis; however, since my overarching motive in this chapter is to integrate the theory of hyperfinite sets and their relevance to
physics into NQA+’s integration, I will address two topics in the rest of this chapter: first, a main philosophical concern related to hyperfinite tasks (like NQA+’s
min function) is whether or not they can be usefully modelled, and even whether
or not they are physically possible. Second, since we must remain agnostic to the
possibility of completing hyperfinitely many tasks, we address some notions and
applications from physics literature which allow for such a framework to be developed. Most importantly we will discuss Davey’s understanding of the practices
of physics as logically restrictive, and why some aspects of applied mathematics
(especially seen in physics) appears “less rigorous” than pure mathematics but nevertheless remain valid. Then, the last portion of the chapter will be dedicated to
outlining various applications of integration theory and constructive nonstandard
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analysis to physics, thus outlining a wide scope of possible applications for the
language NQA+.

4.3.1

Hyperfinite sets, Zeno’s paradoxes, and supertasks

Recalling Keisler’s quote above we see that one quite amazing application of hyperfinite methodologies is a proposed resolution of Zeno’s paradoxes (Achilles/Dichotomy,
arrow, and measure). It is a natural question to address to what extent hyperfinite
sets can actually resolve Zeno’s paradoxes, as has been hinted at various times in
this thesis. To that extent, several scholars have limited the scope of hyperfinite
methodologies.
A recent review by Chen [20] discusses some proposed nonstandard resolutions
to Zeno’s paradox of measure4 within certain theories of atomism. In Chen’s analysis, we can distinguish various views on the continuum based off of the assumptions
they make as to whether the continuum is 1) infinitely divisible, 2) if infinite divisibility implies infinitesimal parts, 3) the size of subsets is dichotomous (ie, a part has
either zero size or at least finite size), 4) if the continuum is additive (the size of the
whole is the sum of the sizes of its disjoint parts), 5) if the sum of zeroes is always
zero. From these views, Chen asserts that finite atomism accepts all but (1) and (2)
and infinitesimal atomism accepts all but (3). The “standard” view is that (1), (3),
and (5) are true. Chen develops a version of nonstandard measure theory in order to
define the “composition” of a region by hyperfinitely many parts. Essentially, Chen
argues that the developments of the infinitesimal atomist view within nonstandard
analysis present an interesting alternative to the finite atomist view (the continuum
is divisible into a finite number of finite basic parts) but which does little better than
finite atomism in resolving Zeno’s paradox of measure.
In [92], White gives a negative review of the possibility of solving Zeno’s
Achilles paradox.5 . White argues from a superstructural perspective that Keisler’s
“resolution” likely raises a typical issue that it is impossible to complete a hyperfinite (i.e., uncountably infinite) number of tasks.
4 Encountered in §3 above, the measure paradox asserts that if a line segment with finite length is
decomposable into an infinite number of parts, they must either have width or no width; if they have
width, than the line segment must be infinitely long, and if they have no width, the line segment
must also have no width.
5 In the familiar Achilles paradox, Achilles must run from 0 to 1, along the way encountering
each checkpoint (1 − 2− j ) j∈N
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Does Keisler’s resolution “work”? Sic et non [yes and no]. There are
subsets of a hyperfinite grid of a given mesh (as restricted to [0,1]) that
raise some of the same Zenonian worries about completing sequentially
an infinite sequence of tasks. For example, there is the set of all initial
steps, individually of length 1/H, the sum of which is less than any
real value, as well as the complement of this set relative to the hyperfinite grid restricted to [0, 1]. It would seem that all of the tasks or steps
in the former set would have to be completed, sequentially, before the
runner could undertake work on the tasks/steps in its complement. But
there is no last task/step in the former set nor any first task in the latter.
These “problem-causing” subsets, however, must be external subsets
of the hyperfinite grid restricted to [0, 1]. . . Does it also mean that the
sets are “not there” to cause problems for Keisler’s analysis of the Dichotomy? Well, in most formulations of nonstandard analysis such
problem-causing sets are “there,” as external sets. . . Although this may
be a sort of mathematically “ghostly” existence,. . . it is far from clear
(to me, at least) that the existence of such subsets does not raise more
or less the same issue about the possibility of completing, sequentially,
an infinite sequence of tasks, that Keisler’s resolution of the Dichotomy
in terms of hyperfinite grids was supposed to avoid. [92, p. 438-439]

White’s analysis of Keisler’s solution points to the heart of the issue of working
with hyperfinite methodologies: if it is possible to complete a countably infinite
sequential series of tasks.
In physics and philosophy this question has led to the theory of supertasks,
which comprises a singularly interesting field of study concerned with the physical
possibility of such tasks within theories of spacetime. This field of study contains
many examples which generalize Zeno’s Dichotomy and provide a constructive resolution to the issues raised by White, and justifying Keisler’s resolution on the hyperfinite grid. When considering Zeno’s Dichotomy, it is one question as to whether
the Achilles actually completes the final task or step and a different question altogether as to whether every task or step is carried out; following [55] and [29], and
others, the two questions are not equivalent from the perspective of supertasks.
Given the theoretical possibility of an infinite sequence of tasks being completed in
finite time, the answer to the first question is rather meaningless and the answer to
the second question is yes.
Without going in to depth, we cite one seminal example of a supertask, given in
[29].

A ball bounces on a hard surface. The successive bounces are, we submit, “physically distinct” even though there is no pause between them.
With each bounce its speen on rebound is reduced to a fraction k of its
speed immediately prior to the bounce, where 0 < k < 1. We assume a
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somewhat idealized ball which is perfectly elastic and for which each
bounce takes no time. Under these assumptions, the ball cannot come
to (vertical) rest after finitely many bounces. For no bounce can be the
last; each is followed by another with a fraction k of its initial speed. In
classical mechanics, the time between bounces is directly proportional
to the inital speed of the ball. Therefore if we assume that the time
between the first and second bounce is unit time, the times between
the successive bounces will form a geometric series, 1, k, k2 , k3 ,. . . The
sum of the series is 1/(1 − k), which is finite. So the ball completes an
infinite number of bounces in coming to rest in a finite time, thereby
completing a supertask.
Crucially,

The bouncing ball is not paradoxical in any obvious way, unless one
is simply offended by the notion that it will complete infinitely many
bounces in a finite time. Of course, only an idealized ball can behave
in this way. All real balls are deformed somewhat on bouncing and
will cease to bounce off the table’s surface after some finite number of
bounces. However, the issue is not whether the idealized ball could be
realized in our world. It is whether there is some consistent setting in
which it can execute its behavior. Our claim is that there is a consistent
setting and, moreover, one that is not all that far away in possibility
space from the actual world. [29, p. 235-236]

As Earman and Norton suggest, there are plenty of scenarios in theoretical physics
where the completion of supertasks is a possibility, and the article [55] outlines
several. Most importantly, it appears that a constructive resolution to the metaphysical problem of completing an infinite sequence of steps, or a concrete denial of
such a possibility, would be found in the theory of supertasks. Such results will
have crucial bearing on the actual physical implementation of any attempted hyperfinite methodologies, like the algorithms implied in the proofs of NQA+ above. In
the meantime, given the consistency of NQA+ and ERNA it is clear that hyperfinite methodologies maintain a practical reality in the development of infinitesimal
analysis, which justifies their use as idealizations of actual finite procedures.

4.3.2

Restricted conceptions of truth and the utility of ideal objects

The just-mentioned practicality of hyperfinite methodologies is therefore allied
with the pragmatic approaches to theorizing in physics. This is one area of interest
in which Suppes and Chuaqui wrote considerably: within the contexts of Peircean

108

CHAPTER 4. UNDERLYING THEORIES

pragmatism, Suppes wrote on the pragmatism of physics in [85] and in the context of Vailati’s work in [18]. Chuaqui et al, in particular, developed an extensive
theory of “pragmatic logic” and “pragmatic truth,” in which absolute/Platonic conceptions of truth give way to “Peirce’s dictum. . . that the truth (i.e. the pragmatic
truth) of an assertion depends on the practical effects of it, supposing that they are
accepted as true in the ordinary sense of the word ‘truth’” [57, p. 202]. Further,
both Chuaqui and Suppes were concerned with reflecting the presence of error in
their respective scientific theories. As indicated in the introduction to this thesis,
I suggest that more research is required on the joint work of Suppes and Chuaqui.
This joint work indicates a great domain of future research that would shed light on
the motivations for developing NQA+ and ERNA, and further for new results in the
theory of measurement and in the subject of Peircian pragmatism in mathematics,
logic, and physics.
It is clear that the use of geometric subdivision (and infinitesimals in general)
in NQA+ was developed within other contexts related to the pragmatic viability of
certain fictitious constructions, historically useful in the development of science.
This was the case with Bohr’s atoms, or infinitesimals in the calculus. In Chuaqui
et al’s framework of pragmatic logic, ideal objects can be understood as practical
necessity for theorization at any historical stage of understanding.6 In Suppes’s understanding of the pragmatic nature of experimental science, metaphysical concerns
about rigor and foundations are set aside (much in a similar manner to Cavalieri’s
agnosticism towards the continuum) in the search of development of new mathematical tools and new results [85]. Of course, historically speaking, many of these
constructions, especially in physics, were later rejected as being not mathematically
rigorous ex post facto.
This distinction between the supposed difference in mathematical rigor in physics
and mathematics is the subject of Davey’s article [26], which is an attempt at
explaining the phenomenon instead from within the internal dialectic of physics.
6 To

be precise, in the later development of pragmatic logic in [24], a pragmatic structure is
constructed which studies a domain of knowledge ∆ in the field of empirical sciences. The “real objects” A1 are modelled as partial relations Ri which all have fixed arity; “The reason for using partial
relations is that they are supposed to express what we do know, or what we accept as true, about the
actual relations linking the elements of A1 . Then, the partial structure hA1 , Ri ii∈I encompasses, so
to say, what we know or accept as true about the actual structure of ∆” [24, p. 604-605]. As much
as this partial structure is useful in our theorizing of known science, the theory of pragmatic truth
follows the historic trend of science by introducing a further partial structure hA2 , R j i j∈J of ideal
objects in order to facilitate the theorization of ∆.
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There is an undeniable reality to the statement that the mathematical formulations
of physics are “less rigorous” than the “commonly accepted standards of mathematical rigor” [26, p. 439]. Davey argues that mathematically unrigorous arguments
can. . . settle questions of physics with great decisiveness, and that demanding exacting mathematical rigor is “besides the point and usually distracting, even where
possible” [26, p. 442].
This mirrors Suppes’s remarks in [85], which assert that

Experimentalists are not in any sense searching for epistemic certainty
in designing their experiments or reporting their observations. God
help them if they were. Almost all modern physics is working at the
edge of what is technologically possible. The results are tremulous and
often just barely significant. Repeated experiments are required to actually confirm that what is claimed as a result is indeed one. Nothing
could be further from the philosopher’s pursuit of epistemological perceptual certainty than the status of the actual results most usually obtained in experimental physics. It’s not that these results are not sound
or of the right sort, it is just that the fantasies of philosophers about the
certainty of observations is not at all the right model of how to think
about what experimental physicists are doing, what observations they
are making and how they are reporting those observations. [85, p. 237]
Therefore Davey’s understanding of the logic of physics as mathmematically rigorous conforms to its practical character, which NQA+ strives to emulate. Briefly, we
will describe Davey’s view and interpret how it is reflected in the logical axioms of
NQA+.
Davey identifies one particularly relevant violation of mathematical rigor in
physics, namely, “the employment of mathematically ill-defined concepts,” [26,
p. 442] and develops a context within which they can be understood as logically
rigorous. In particular, Davey denotes the methodology of physics as “inferentially
restrictive” as opposed to mathematics, which is “inferentially permissive.” This
framework is not based around the rigor of the logical inferences made, since mathematics certainly does not “permit” unrigorous arguments (and neither does most
physics). However, the variety or types of inferences made in physics are of a much
more restricted kind. “By describing mathematics as inferentially permissive, [it is
meant that] there is no restriction on the concepts of legal rules of inference that
one can invoke in attempting to prove a theorem or solve a puzzle of mathematics.
In a mathematical proof, any legal inference is permitted and any concept can be
invoked, regardless of the subject matter introduced” [26, p. 444].
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Indeed, a physicist cannot simply invoke any inference we desire, since, recalling Suppes’s quotes, the results of physics are of a barely existent kind. In Davey’s
understanding, the physicist can even employ directly self-contradicting mathematical entities, like the delta function (introduced in nonstandard form in §5 below),
which is unjustifiable from a mathematical perspective. They are allowed in physical methodologies since the inferentially restrictive environment of proof limits the
type of mathematical inferences that can be made with the self-contradictory objects. In mathematical arguments, certain objects - indeed, like infinitesimals - can
derive a contradiction only through such logical concepts as the law of excluded
middle or similar such rules. As Davey says,

One can sometimes engage in reasoning with a self-contradictory concept or inconsistent set of premises by deliberately abstaining from
rules or patterns of inference which would obviously lead from the concept or premises in question to a contradiction. Insofar as such reasoning involves concepts or premises which could lead to contradictions
in fairly obvious ways were certain rules of inference to be exploited,
the mathematician would not describe such reasoning as rigorous, regardless of whether the reasoner explicitly abstains from such rules of
inference or not. In such cases, one reasons unrigorously insofar as one
employs concepts and premises in a way which overtly flies in the face
of such things as no-go or impossibility theorems. The earliest attempts
at exploiting infinitesimals, for example, were criticized as unrigorous
precisely on these grounds, and generally not on the grounds that facts
such as the law of non-contradiction had been violated. [26, p. 445]
Therefore, if such inferences are simply not allowed, physics can operate as if the
objects used are valid. Further, years later, objects like delta function and, indeed
again, infinitesimals, are given mathematically rigorous treatments in inferentially
permissive, the physicists are generally uninterested about these developments [26,
p. 447] !
Reflecting on Davey’s remarks it is no wonder that NQA+ relies on a weakened
and strictly positive logical system similar to intuitionistic logic.7 According to
Bauer, “The difference between intuitionistic and classical logic is in the criteria for
truth, ie., what evidence must be provided before a statement is accepted as true.
Speaking vaguely, intuitionistic logic demands positive evidence, while classical
logic is happy with lack of negative evidence. The intuitionist view is closer to
the criterion of truth in science, where we normally confirm a statement with an
7 See

the axioms from appendix A.1. A good introduction to intuitionistic logic is [58], and I also
recommend Andrej Bauer’s work, for example [6] or [7].
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experiment (positive evidence), but this analogy should not be taken too far” [6].
Bauer confirms Suppes’s and Chuaqui’s remarks about physics classwork made in
§1 above, where
students go to a physics class in which a professor never performs  − δ
calculations, freely differentiates everything in sight, and tops it off by
using the outlawed infinitesimals to calculate lots of cool things. What
are the students supposed to think? Clearly, the “correct” mathematics is useless to them. It’s a waste of time. Why aren’t they taught
mathematics that gives a foundation to what the physics professors are
actually doing?8 Is there such math? [6]
Many mathematicians have felt this same call for reflecting the actual practices of
science. In this section, we have outlined research which describes this practical
character of mathematics in physics, and which situates it within an inferentially
restrictive environment.

4.3.3

Applications to physics and physical sciences

The above philosophical discussion has indicated that nonstandard analysis, especially in a constructive framework like NQA+, is particularly relevant to physical
reality. In the rest of this chapter, we will outline various frameworks which fundamentally connect hyperfinite methodologies to various applications as a source for
potential inspiration and future projects.
Recent hyperfinite frameworks
There are many recent results in classical and constructive nonstandard analysis
that have benefited from the powerful structure provided by the hyperfinite grid.
Goldblatt discusses several early applications of hyperfinite methods in functional
analysis, Ramsey theory, graph theory, and others in [35, § 16-19]. It seems that
no other contemporary use of the hyperfinite grid has achieved such general and
virtuostic results as those of Benci, Di Nasso, Batozzi, and their school; the recent
text [14] demonstrates their results quite effectively, and [13] even connects these
results to an approach to quantum mechanics. NQA+, ERNA, and ERNAA and
other weaker theories will potentially have a lot to extrapolate from these highly
8 Bauer

is specifically not pointing to Robinsonian nonstandard analysis here (he is pointing to
synthetic differential geometry), which uses an inferentially permissive methodology and is at least
as strong in consistency strength as ZFC. Of course, the logic of NQA+ is not classical, it is actually
strictly weaker than some formulations of intuitionistic logic, even though it maintains an overall
axiomatic nonstandard approach.
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general results. Many other examples which develops hyperfinite methodologies,
along with tools from nonstandard analysis, exist, and to that end I mention the
work of Mikhail Katz et. al. in [47] and [63] as another connection to differential
geometry and physics.
Discrete differential geometry, in particular, has seen remarkable applications
and has yet to significantly benefit from hyperfinite methodologies. An example
of a development within the theory of the Reeb-Harthong line can be found in
[33]. Geometric subdivision in NQA+ could be a useful paradigm for constructively
structuring other mesh-type applications within a finitarily consistent language of
nonstandard analysis; subdivision techniques are used widely in numerical analysis
and computer modelling, and are useful in physics. The work in [67] by Ray and
Qin demonstrates the very interesting intersection of these fields, and one which
has not yet received any nonstandard treatment.
Palmgren gives many deeper hyperfinite results in analysis especially within
the framework of Nelson’s probability theory in [65]. As well, that article contains
many aspects of a more general integration theory for Nonstandard analysis in a
constructive setting that is highly comparable to the theory of integration developed
here for NQA+. Other theories of integration in less constructive settings can be
found; for example, Goldblatt’s Robinsonian treatment in [35], Hrbacek’s stratified
treatment in [40] or more generally in [39], or in an applied setting like [19]. The
great generality and power of the nonstandard results, compared to the more simple
and approximate results of NQA+, is of course due to the unrestricted nature of the
set theories and logical inferences involved, but there is much room for extrapolation from these more broad nonstandard sources.

Measurement, observation, and threshold
In May 2020, Phys Org reported on a landmark result in precision measurement
in physics.9 The Max Planck Institute, in [82], developed an ultra-precise atomic
balance known as Pentatrap, which was able to “measure the miniscule change in
mass of a single atom when an electron absorbs or releases energy via a quantum
jump, thus opening a new world for precision physics.” In physics, it is often the
9 Article

available at
https://phys.org/news/2020-05-successfully-infinitesimal-mass-individual-atoms.
html.
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case that “improvement of measuring precision. . . by an order of magnitude often
leads to new physical discoveries,” [94] and indeed Phys Org indicates that such a
result has really changed the game on how refined our measurements can be.
These results are remarkable from our perspective for a number of reasons.
Without understanding any of the theory further, these results certainly reflect Suppes’s remarks (above) that results in experimental physics reside at the limits of
technological and theoretical possibility. The field of precision measurement in
physics, in general, is interesting when considering Suppes’s remarks in [88] that
“measurements of continuous quantities have errors bounded away from zero. This
is contrary to the mistaken idealism of 19th-century philosophy of physics that errors could be reduced ever closer to zero in a continuing sequence of improvements.” It appears that error, though strictly non-zero, is indeed attaining nearinfinitesimal levels of existence in some highly technical forms of measurement.
Regarding the projects ERNA and NQA+ as an approach to a constructive, nonstandard foundation for analysis, Suppes said “absorbing the theory of error10 in
a sharp way into the [nonstandard] foundations [of analysis] has been the solution
to giving a much more robust and simplified system that in some sense matches
very well almost everything that is actually done in scientific practice mathematically. . . everything that one can in fact do that is significant scientifically can be
done within such a restricted, constructive mathematical system” [88, p. 124]. To
that extent, in this section I briefly outline one or two important areas in Suppes’s
contributions to the theory of representational measurement. In particular, the ability of machines and humans to perceive phenomena is restricted to certain thresholds which are certainly non-negligible when compared to the theoretical feasibility
of actual infinitesimal thresholds available in unrestricted frameworks. (This was
noted several times by Boyer in the remarks given in the previous chapter).
The universal restrictions on measurement (limits of perception of various sensations, accuracy and sensitivity of instruments, other constraints like the immateriality of various phenomena) led to the development of threshold representations of
measurement, most notably in psychology. [?] A classic example of such a threshold is “the preference ordering for coffee with various concentrations of sugar in
it.”
10 Emphasis

mine.
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Denote by n a standard cup of a standard brew of coffee that contains
n granules of sugar. Given any two cups m and n, the subject is to express preference for one over the other or indifference between them.
The subject cannot discriminate n from n + 1 by taste for any n and
therefore expresses indiffernece (n + 1) for every n. But for some k,
the subject is not indifferent between n and n + k. Therefore the relation Γcannotbetransitive.However, thestrictpre f erencerelation,n≺ m,
is expected to be transitive. We might hope to find a representation
for this situation in terms of a function ϕ(n), the “underlying hedonic
value” for n, and a function δ̄(n), the upper threshold at n. Thus we
would have n ≺ m, provided that the hedonic value m is sufficiently
above that for n to be noticed, i.e., ϕ(m) > ϕ(n) + δ̄(n). [?, p. 301-302]

The coffee cup hedonic threshold measurement is an interesting early example and
points to the idea of a fixed incremental measure of “indifference.” In [54] Suppes
and Luce develop the presence of threshold measurements historically, and note
that such thresholds have typically been treated as “just noticeable differences,” in
the style of G. T. Fechner.
When dealing with sensory intensity, physical concatenation is available but just recovers the physical measure, which does not at all well
correspond with subjective judgments such as the half loudness of a
tone. A new approach was required. Fechner continued to accept the
idea of building up a measurement scale by adding small increments,
as in the standard sequences of extensive measurement, and then counting the number of such increments needed to fill a sensory interval. The
question was: What are the small equal increments to be added? His
idea was that they correspond to “just noticeable differences” (JND);
when one first encounters the idea of a JND it seems to suggest a fixed
threshold, but it gradually was interpreted to be defined statistically.
[54, p. 11]
Although “Fechner’s JND approach using infinitesimals seemed to be flawed,” and
indeed it was maligned much like other infinitesimal methods from the early twentieth century [54, p. 27], it seems reasonable that there will likewise be a resurgence
of interest in infinitesimal formalizations of threshold measurement. Fechner’s use
of infinitesimal JND is not surprising given the practicality of infinitesimals as a
shorthand and ideal formalization of certain practices of measurement.
The measurement of errors themselves is often framed according to thresholds,
as in the developments in [90]. For example, the error of a calculation in floating
point arithmetic is often measured in “machine epsilon,” which can be thought of as
an upper bound for rounding error with floating point decimal representations [34].
They are all notably related by non-transitivity of the threshold, although certain
transitive framework for indistinguishability in measurement (and, by extension, in
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error) were considered from a different perspective by Suppes in [87].
It is from the perspective of Suppes’s contributions to the theory of measurement
that we should understand his comment (above) that the theory of errors should be
reflected in the foundations of analysis. It is unclear exactly to what extent Suppes
connected NQA+ and ERNA to the theory of measurement explicitly, outside of
the article [88]. The Isomorphism Theorem from [83], discussed above, is an obvious connection. The theory of measurement developed by Suppes et al is heavily
concerned with isomorphism between observed structures and numerical structures
[90].

Quantum physics, quantum logic, and visual proximity spaces
The references pointed to above often indicate a massive potential future interaction between nonstandard models, constructive nonstandard analysis, and quantum mechanics. From the standpoint of classical physics, many intuitive treatments
of physical objects are given by hyperfinite infinitesimal subdivision; a typical example is the hyperfinite vibrating string from [30, p. 27] or, from a different perspective, in [28].
The deep connections between quantum mechanics and measurement are noted
in several places by Suppes (eg. [54] and similar sources), and so the above considerations about error and measurement could very well be applied to quantum
mechanics. As noted in [30, p. 42], there have been several attempts to formalize
quantum mechanics in NSA using an infinitesimal Planck length }, for example
the article [91]. These types of applications are of particular interest here since, as
mentioned above, the development of strictly finite models is one of the key goals
of NQA+ and ERNA. Such a formalization is akin to the framework of ERNA that
was being developed by Suppes and Alper before Suppes’s passing, as mentioned
above, and would be philosophically significant. Further, Suppes was very interested in the theory of visual perception throughout much of his career. It does not
seem that he ever made connections to NQA+ or ERNA in this regard, and so in the
last example we will discuss visual perception and the J. L. Bell’s theory of quantum logic. This result about vision and minimum perception has also been given an
interesting treatment within nonstandard theories of integration. With these potential applications in mind, I will briefly comment on a potential connection between
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nonstandard Riemann integration to quantum logic.
As a model for qualitative phenomena, nonstandard analysis has seen more
and more application; the appendix from [?, p. 36] gives a list of interesting examples. Many of these examples center on a notion of proximity as a qualitative
phenomenon; for example, Raiman’s 1986 framework of “order of magnitude reasoning” can be seen as a qualitative model of the physicist’s approach to closeness,
proximity, and stratified notions of the “order of magnitude” of some observation
[66]. But a more general theory of proximity space is developed by J. L. Bell in
[9] and again in [11], one which has deep connections to perception and quantum
phenomena.
A proximity relation ≈ can formalize theories of sensation with minimum perceptibility; this was indicated in the above discussion on threshold measurement.
These theories can be both transitive (as in [87]) or nontransitive. A natural extension of theories with minimum perception is the logic of perception and the
language of attributes developed by Bell [11, p. 286-290].

Figure 4.2: From [11, p. 289]. Brentano’s chessboard, a one-dimensional nonpersistent
proximity space. U is the sensum from [1/2, 3/2] which manifests a superposition of red
and blue at the level of minimum perceptibility, and what we actually see is violet.

In general, there are structures where the manifestation of attributes is persistent,
i.e., where “if a part U of a space is covered by an attribute, then this attribute continues to cover any subpart of U” [11, p. 288]. In the figure above, attributed to
Brentano, we have a nonpersistent proximity space which results from the nontransitivity of the relation x ≈ y ⇐⇒ |x − y| < 1/2. The red and blue unit intervals are
spread evenly across the proximity space in a framework where the length of minimum perception is 1. In Bell’s words (see [11, p. 289] for the proper definitions)

[The proximity space] P manifests the disjunction R ∨ B. But the if
U is the sensum Q1 = [1/2, 3/2], then R ∨ B is not manifested over U,
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since U is evidently not covered by two subparts over which R and B
are manifested, respectively - indeed U has no proper subparts.
Thus arises the curious phenomenon that, although we can tell, by surveying a (sufficiently large part of) the whole space P, that the part U is
covered by redness and blueness, nevertheless U - unlike P - does not
split into a red part and a blue part. In some sense redness and blueness are conjoined or superposed in U; it seems natural then to say that
U manifests a superposition of these attributes rather than a disjunction. If we take the unit of length on the real line sufficiently small (or,
equivalently, redefine x ≈ y to mean |x − y| ≤ ε for sufficiently small ε)
so that each interval of unit length represents the minimum length discernible to human visual perception, we have (essentially) Brentano’s
chessboard in one dimension. In that case, the “superposition” of the
two attributes blue an dred turns out to be violet, which is what we
actually see. [11, p. 289]
Even continuity can be connected to visual perception:
Let us call a proximity structure (S , ≈) continuous if for any x, y ∈ S
there exist z1 , . . . , zn such that x ≈ z1 , z1 ≈ z2 , . . . zn−1 ≈ zn , zn ≈ y. Continuity in this sense means that any two points can be joined by a finite
sequence of points, each of which is indistinguishable from its immediate predecessor (this is essentially Poincaré’s definition of a perceptual
continuum. In the case of the nonpersistent proximity space we have
presented, continuity means that a red segment and a blue segment can
always be joined by a violet line provided that the coloured segments
are taken to be sufficiently small.) If d is a metric on S such that the
metric space (S , d) is connected, then every proximity structure determined by d is continuous. When S is a perceptual field such as that of
vision, the fact that it does not fall into separate parts means that it is
connected as a metric space with the inherent metric. Accordingly every proximity structure on S determined by that metric is continuous.
Note that this continuity emerges even when S is itself an assemblage
of discrete “points.” This would seem to be the way in which continuity of perception is engendered by an essentially discrete system of
receptors. [11, p. 290]
This exceptionally interesting construction, which appears as an appendix to Bell’s
book, is relevant not only to mathematical and physiological theories of visual perception, but also to quantum logic; as Bell shows in the older article [9], “it can
also be shown that superposition of states in quantum physics is a special case of
the notion of superposition introduced here” [11, p. 290].
To that end, it is highly interesting that Cartier and Perrin derive essentially the
same model for transitive ≈ in [19, p. 203]. This approach, inspired again by Nelson’s Radically Elementary Probability Theory, is thus quite similar to the approach
to integration in NQA+. Interestingly, Cartier’s and Perrin’s theory focuses on the
boundaries between the attributes.
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Cartier and Perrin show that an S -integrable function f can be decomposed
into a Lebesgue integrable function g and a quickly oscillating function h such that
f = g + h. From this, they derive a result using point-sets similar to the example of
Brentano’s chessboard given by Bell. Cartier and Perrin demonstrate this result by
“explaining how grey results from the mixture of black and white.” In this example, we have a space X which is partitioned into quadrable (i.e., internal sets with
boundaries of infinitesimal measure) sets W for white and B for black.
The eye does not distinguish the details in the interior of a set whose
diameter is infinitesimal, nor in a [halo (cf. §2)]. The [halo] of a point
in the interior of W will be seen as totally white; that of a point in the
interior of B will be seen as totally black. The boundary is neither white
nor black since the monad of any point contains white and black, but
this boundary [has infinitesimal measure] and the limit between black
and white will be sharp. [19, p. 203]
In this first example, the attributes black and white are discretely organized in a
manner so that the boundary is neither white nor black. This contrasts with the case
where the boundary is non-infinitesimal, as would be in the case of a nontransitive
proximity relation:
Let us now consider the case where B and W are not quadrable so that
white and black are intermingled. Let us apply [the above theorem]
to the characteristic function IB of B which assures us that there exists
an infinitely fine partition P such that g = E P [IB ] is L-integrable [the
average of IB relative to P; see [19] for the appropriate definitions.] If x
is a point of X, and A is an atom [unit of infinitesimal subdivision] of P
containing x, then we have g(x) = m(A ∩ B)/m(A) so that g(x) measures
the proportion of black in the neighbourhood of x, or the level of grey
at x. Let us notice two particular cases only:
1. g is a simple function, (ie.) there exists a partition (A1 , . . . , An )
of X such that n is limited, the Ai are quadrable and g takes a
constant value on each Ai . The numbers c1 , . . . , cn represent levels
of grey and since the Ai are quadrable, the limit between two greys
is sharp.
2. g is a continuous function. Now black and white shade off gradually.
If g is merely almost continuous, it will be possible to see clear transitions in the level of grey. [19, p. 203]
The connection between nonstandard integration theory and Bell’s quantum logic
deserves to be given a full treatment, and the material presented here is a first step in
that direction. The last step in such a development would be to attempt a translation
of these results into ERNA’s and NQA+’s constructive language.

5 | Riemann Integrals in NQA+ and
ERNAA
The various subjects we have discussed in previous chapters will coalesce in the
following development of Riemann integration in NQA+. The plan for this chapter is to develop the main theorems for definite integrals and hyperfinite sums in
[89] and [23], and then to prove the fundemantal theorems of calculus, alongside
a couple of examples from physics that are given by the authors. The fundamental
theorems are given in two forms, once for hyperfinite sums and in the other for
definite integrals. In order to further develop the earlier statements about stratified
nonstandard analysis, we will re-prove the fundamental theorems for definite integrals in Sam Sanders’s stratified framework ERNAA from [73]. Sanders does not
use all of the constructive tools from NQA+’s development, like the selector, and
therefore I make a couple of slight adaptations Sanders’s proofs and ask whether
use of the selector deserves to be retained in continuing developments of ERNA
and NQA+.
The definite integral plays a central role in the overall project of NQA+. On
the one hand, the authors had the goal of theoretically developing the fundamental
theorems of calculus in NQA+. They used the results from integration to develop
some practical results in classical physics, including the exponential function, fluid
flow (using Pouiselle’s law), and Fresnel integrals for diffraction phenomena. On
another, the integral provides the foundation for the almost-trigonometric and exponential functions. When paired with NQA+’s taylor series, they can develop functions defined “everywhere” and thus a substantial fragment of classical analysis. In
the previous section, many recent results in hyperfinite methodologies and other aspects of scientific practice were presented. All of those applications were selected
because they are particularly relevant to integration and integration techniques.
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5.1

Nonstandard Riemann summation

In this section, we develop the definite integral as a nonstandard Riemann sum
in NQA+ as seen in [89] and [23]. As mentioned in the preceding chapters, infinitely fine geometric subdivisions in the style of Riemann require a hyperfinite
sum. As one of its characteristic features, it turns out that in NQA+ infinite sums
can only be taken to approximate equality, as matches our general understanding of
mathematics as used in the physical sciences.
The basic axioms for summation in NQA+ are given in the appendix A.3, but
they will be restated in this development where necessary. In fact, we recall that
infinite sums are developed recursively: for any term τ, define
1.

i=1 τ(i) = τ(1)

P1

2. N(n) −→

Pn+1
i=1

and

τ(i) =

i=1 τ(i) + τ(n + 1).

Pn

Any sum with the upper bound ν ≈ ∞ is therefore a sum of hyperfinitely many
terms.1 As elaborated on in previous sections, hyperfinite collections enjoy all of
the well-formed properties of finite collections, and many of the axioms and theorems for finite collections (for example, the theorems in A.2) will be employed by
extension for the hyperfinite sums below.
A fundamental nonstandard technique not yet introduced in this thesis is the
principle of overflow. Overflow is an important tool when working with hyperfinite
sets, especially without a notion of transfer as in the usual nonstandard analysis
(see §2.4 above). As mentioned in the preceding paragraph, we will be easily able
to apply overflow to hyperfinite sets. It will be used frequently in the following
development of hyperfinite sums. Since it is highly technical, we will only need a
more intuitive treatment, but for the proper detail see [89, p. 30-31]. In essence,
the overflow principle states that if an internal subset of ∗ N contains an unlimited
hypernatural, it “must contain an initial segment of ∗ N up to some unlimited hypernatural;” since N is not internal, any subset of ∗ N which contains almost all of N
must “overflow” into ∗ N\N (cf. [35, § 11]).
The following notation is of technical importance for developing sums. In our
1 This

notion of hyperfinite, from Chuaqui and Suppes, clearly deserves a refinement in terms of
stratification.
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development, we often encounter sums of the form
31 + 32 + · · · + 3n +

ν
X

ui

i=1

where n is finite; the 3 j terms are combined with ordinary addition. We will denote
Pµ
these types of combination sums with the single notation k=1 tk , where tk is a term,
and many of the theorems in NQA+ concern the behavior of this reduced notation.
The 3 j terms may possible contain the min operator; since there is only finitely
many of them, we will be careful to keep them separate in our development. Recall
that in order to perform open internal induction on hyperfinite sums, the terms are
not allowed to have min.
The following notations and terms t, u, 3 will be discussed in the context of geometric subdivision following the theorem. In essence, each ui ti is the familiar
rectangular approximation of a surface for a given geometric subdivision; later, we
will develop a notation in NQA+ to express this. It is helpful to visualize this in the
usual two dimensions. The following lemma is a special case where the “height” of
each rectangle ui is infinitesimal.
Lemma 5.1.1. From the following facts
1. 1 ≤ i ≤ ν −→ ui ≈ 0,
2. 1 ≤ i < ν −→ ti > 0 and
3. 1 ≤ i ≤ ν −→

3i
ti

≈ ui

infer
Pν
3i
Pi=1
≈0
ν
i=1 ti
and therefore
Pν
ui ti
Pi=1
≈ 0.
ν
i=1 ti
Proof. Given N(n) and |n|  ∞ for some n, then 1/n is limited. Since 3i /ti ≈ ui ≈ 0,
we can infer for a fixed i, i ≤ ν that |3i | < 1n ti . Therefore
ν
X

ν
X

ν

1X
3i ≤
ti .
|3i | ≤
n i=1
i=1
i=1
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This formula is true for any fixed n; since this formula does not contain an instance
of min, we apply the nonstandard principle of overflow to deduce that the largest
P
such n is unlimited. Since νi=1 ti is positive, we have
Pν
3i
Pi=1
≈ 0.
ν
i=1 ti
Simple application of the hypothesis 3i ≈ ui ti hyperfinitely many times gives the
implied result
Pν
ui ti
Pi=1
≈ 0.
ν
i=1 ti
Note that in this theorem, from the additional hypothesis
Pν
Pν
i=1 3i ≈ 0 and also i=1 ui ti ≈ 0.

Pν

i=1 ti

 ∞ we can infer


Regarding the third condition in the above theorem, note that we have an early
notion of in NQA+ in its conception of infinitesimal “relative to” some term (see
Appendix A.4). In terms of the notation introduced in appendix A.2, we can read the
third condition as “3i ≈ ui relative to ti ,” ie that “3i is infinitesimal relative to ti ” since
3i /ti ≈ ui ≈ 0. Though this notion of relativity or stratification was not exploited in
particular by the authors in [89], we will see later in this section that Riemann
integration in ERNA was given an important update with notions of stratification
by Sanders in [73]. Many similar comments could be made concerning the other
following theorems.
Another important axiom schema for hyperfinite sums is the following. The
conditionals can be expanded in the following way, however their intuitive understanding is usually enough to follow most of the theorems.
Definition 5.1.1. (Conditionals).
•

Pν

Pn

•

Pν

Pn

i=1 τ(i) =
σ(i)≤x

i=1 τ(i) =
σ(i)<x

i=1 δ1 (x − σ(i))τ(i).

Likewise,

i=1 δ2 (x − σ(i))τ(i).

The definitions for ≥ and > are similar, and combinations are allowed.
From this definition we have the following important proposition, which is
proved by induction on the above definition of summation.
Proposition 5.1.1.

Pν

i=1 τ(i) =

Pν

σ(i)<x τ(i) +

Pν

σ(i)≥x τ(i).
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The authors stress that the following theorem is the foundation for definite integrals in NQA+. Informally, in this theorem, we are given a bounded term u() (possibly infinitesimal) and a positive infinitesimal-valued term t() whose collection has
a strictly finite hyperfinite sum. Following the language introduced by Cavalieri in
§2, we know that the subdivisions defined by t() are “infinite in number, but finite
in extension.” In the following result, we specify that for a fixed k the hyperfinite
sum of the hypothesized term 3k is approximately equal to the hyperfinite sums of
the rectangles uk tk . Formally, we have
Theorem 5.1.1. From the following facts
1. 1 ≤ i ≤ ν ∧ N(M) ∧ |M|  ∞ −→ |ui | ≤ M,
2. 1 ≤ i ≤ ν −→ 0 < ti ∧ ti ≈ 0,
3. 1 ≤ i ≤ ν −→
P
4. νi=1 ti  ∞

3i
ti

≈ ui and

infer
ν
X

ui ti ≈

i=1

ν
X

3i .

i=1

Proof. The sum is well defined since
ν
X

ui ti ≤

i=1

and therefore

Pν

i=1 ui ti

ν
X

|ui | ti ≤ M

i=1

ν
X

ti

i=1

and all partial sums are finite, as will be crucial later on. We

will recall our definitions to find
ν
X

3i =

i=1
ν
X

ν
X

3i +

i=1
ui ≥0
ν
X

ui ti =

i=1

ν
X

3i and

i=1
ui <0

ui ti +

i=1
ui ≥0

ν
X

ui ti

i=1
ui <0

and so it suffices to show that
ν
X
i=1
ui ≥0

3i ≈

ν
X
i=1
ui ≥0

ui ti

and

ν
X
i=1
ui <0

3i ≈

ν
X

ui ti .

i=1
ui <0

To prove the first approximation, we consider the sum

Pν

i=1 ui ,
ui ≥1/m

where m is
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a limited natural number. Fixing an i such that 1 ≤ i ≤ ν and ui ≥ 1/m, we know
by hypothesis that 3i /ti ≈ ti . Since ui ≥ 1/m, ui is not infinitesimal and therefore
3i /ui ti ≈ 1. ui ti is clearly limited. If n is a limited hypernatural,
1
1
ui ti (1 − ) ≤ 3i ≤ ui ti (1 + )
n
n
from which we infer
ν
ν
ν
X
1 X
1 X
(1 − )
ui ti ≤
3i ≤ (1 + )
ui ti .
n i=1
n
i=1
i=1
ui ≥1/m

ui ≥1/m

ui ≥1/m

Rearrangement gives
Pν

i=1 3i
1
1
ui ≥1/m
(1 − ) ≤ Pν
≤ (1 + ).
n
n
i=1 ui ti
ui ≥1/m

Since this is true for any arbitrary limited hypernatural n by overflow it is true for
some unlimited hypernatural n. Therefore
Pν

i=1 3i
ui ≥1/m
Pν
i=1 ui ti
ui ≥1/m

As stated above,

Pν

i=1 ui ti
ui ≥1/m

≈ 1.

is finite and therefore we can say
ν
X

ν
X

3i ≈

i=1
ui ≥1/m

ui ti .

i=1
ui ≥1/m

So for all limited hypernaturals m
ν
X

ν
X

3i −

i=1
ui ≥1/m

ui ti ≈ 0 ≤

i=1
ui ≥1/m

1
.
m

By overflow, this means that for some unlimited hypernatural η
ν
X
i=1
ui ≥1/η

3i ≈

ν
X

ui ti .

i=1
ui ≥1/η

But by hypothesis, ui ≥ 0. Therefore if 0 ≤ ui < 1/η then ui ≈ 0. According to the
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above Lemma 5.1.1, as stated at the end of that proof, since we have the additional
P
P
hypothesis νi=1 ti = νi=1 ti  ∞ we can infer
ν
X

3i ≈ 0 and also

i=1
0≤ui <1/η

ν
X

ui ti ≈ 0.

i=1
0≤ui <1/η

Finally, using the above definitions, we see
ν
X

ν
X

3i =

i=1
ui ≥0

≈

≈

≈

=

i=1
ui ≥1/η
ν
X
i=1
ui ≥1/η
ν
X
i=1
ui ≥1/η
ν
X
i=1
ui ≥1/η
ν
X

ν
X

3i +

3i

i=1
0≤ui <1/η

3i

ui ti

ui ti +

ν
X

ui ti

i=1
0≤ui <1/η

ui ti .

i=1
ui ≥0

The proof that

Pν

i=1 3i
ui <0

≈

Pν

i=1 ui ti
ui <0

is exactly similar. Therefore

Pν

i=1 ui ti

≈

Pν

i=1 3i .



5.1.1

Definite integrals as hyperfinite sums

Finally we can state some of the important results concerning definite integrals
as hyperfinite sums. Much of this material was proceeded by Chuaqui’s writing in
probability theory from [21] and is heavily influenced by Nelson’s seminal [61].
As it turns out, the authors gave two slightly independent treatments of Riemann
sums. In [89] a simplified notation for sums is given without the selector, since
for all functions fdom is assumed to be the identity. Here we will treat the notation
from [23], where fdom is arbitrary, and so a selector is necessary in order to make the
functions’ definitions on the geometric subdivision precise. Clearly this formulation
provides the most generality.
Geometric subdivisions underly the integrals in several crucial ways. As was
made clear in §2, even the domain of functions is not properly defined without
geometric subdivision. A function f is not necessarily defined on all of the interval
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[a, b], but only ultraclose to points in the range of fdom , and based on the use of a
selector ζ for f on the subdivision u of [a, b]. In that sense, the authors literally
consider the selector to be a geometric subdivision u0 of a larger interval [a1 , b1 ] of
order ν1 [23, p. 129].
This identification of selectors with geometric subdivisions is rather curious. To
me, the notion of the selector and its definition imply that it is an embedding from
units of the subdivision u to nodes of the subdivision u0 (which is preset into the
terms of the NQA+ definition of functions in the form of fB1 [a, b] and fB2 [a, b])
according to one of the selectors introduced Theorem 2.6.1 above, and indeed this
is how they seem to treat it. The two concepts are given the same notations all the
time, making the paper uncomfortable to read at certain times. I have done my best
to render the intentions of the authors according to what I see to be the meaning and
function of the selector and the geometric subdivisions upon which it relies.
Recall that in that theorem the selector could be defined without min; however,
since the min definition is more intuitive (and shorter) we will use it when necessary, with the obvious understanding that it can be done without (cf [23, p. 129]).
For every i < ν the selector is defined such that ui ≤ ζi ≤ ui+1 , and ζi = fdom (u0s(i) ).
(Recall the underlying helper function s(i) = minui ≤ fdom (u0k ) (k), although it will not
be necessary to refer to it).
Notation 5.1.1. (Nonstandard Riemann sums). f is a function defined on the interval [a, b] ⊂ [ fdom ( fB1 (a, b)), fdom ( fB2 (a, b))]. u is a geometric subdivision of [a, b]
and u0 is a geometric subdivision of [ fB1 (a, b), fB2 (a, b)] such that ζ is a selector for
f and u on [a, b]. We abbreviate
b
X

ν
X

f [u, ζ] =

a

=

f (ζi )du

i=1
a<ui ∧ui+1 <b
ν
X

δ2 (b − ui+1 )δ2 (ui − a) f ( fdom (u0s(i) ))du

i=1

Notice that here it is evident that the construction with selector is a constructive
formulation of the usual “tags” of a Riemann partition (ie, a left or a right Riemann
sum). The crucial feature of Riemann integrability in NQA+ (and NSA in general),
as will be seen, is that the Riemann sums as seen here are independent of mesh, so
long as each mesh is infinitesimally fine.
The integral notation itself is axiomatized as expected; for a term τ(x, x1 , . . . , xn , y, z)
Rz
R
written f (x)(y, z) denote the n+4-ary operation y f for τ x (x1 , . . . , xn , y, z), the defi-
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nite integral for of τ with respect to x on [y, z]. Further, in [89] the indefinite integral
is axiomatized but in a manner that is independent from the definite integral and its
is generally less important (cf. [89, §8]). Anyways, from this notation we see
clearly that
b

Z

f (x)dx ≈
a

b
X

f [u, ζ].

a

These preliminary results and the preceding fundamental approximation can be
seen to unify the extensive historical and philosophical commentary throughout the
previous chapters with the earlier results concerning continuous functions and geometric subdivision in NQA+, and therefore we will pause in our development in the
definite integral to discuss some of the finer points of this construction. The development of definite integrals as hyperfinite sums is an important one in nonstandard
analysis. By now, I hope it is emphasized that this is a meaningful process.

Figure 5.1: From [40, p. 113]. The “geometric” interpretation of the integral from the
standpoint of infinitesimal geometric subdivisions.

In fact, it is meaningful from the standpoint of a geometric interpretation of
area. In the end, we need our nonstandard Riemann sum to have the nice properties
we expect area to have. Most notably, we expect area to additive and homogeneous.
If we assign an area A(a, b) to the region below a nonnegative continuous curve f
on the interval [a, b], we expect the following facts to hold:
1. A(a, c) + A(c, b) = A(a, b) when a ≤ c ≤ b and
2. m · (b − a) ≤ A(a, b) ≤ M · (b − a) whenever m ≤ f (x) ≤ M for all x ∈ [a, b].
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This is Hrbacek et. al.’s geometric interpretation of the nonstandard integral, which
we can adapt for nonstandard Riemann sums in NQA+, further evidence to the fact
that much of analysis and nonstandard analysis is possible even in weak systems
[40, p. 112-113]. Let a and b, |a| , |b|  ∞, be endpoints of the closed interval [a, b].
Denote a geometric subdivision of A(a, b) where ui = a + i · du and du = (b − a)/N for
some hypernatural N. As usual, ζ is the selector for f and u on [a, b]. By induction
using item 1 above, we have for any finite N that

A(a, b) =

N−1
X

A(ui , ui+1 ).

i=1

By overflow, the largest such N must be infinite. For such an N, du is sufficiently
small, and so our intuition tells us (and has told us for centuries) that we can approximate each infinitesimal piece of A(a, b). For any fixed i such that a < ui and
ui < b, we approximate the area of the subdivision with the rectangle
A(ui , ui+1 ) = f (ζi ) · du + i · du
where i is some infinitesimal margin of error. To prove this, suppose WLOG
that ζi ≤ ζi+1 . Notice that due to the restricted nature of quantification in NQA+,
f (ζi ) ≤ f (x) ≤ f (ζi+1 ) for all x ∈ [ui , ui+1 ], trivially. Moreover, f (ζi ) ≈ f (ζi+1 ) by the
continuity of f . Then, using item 2 above, we have
(ui+1 − ui ) · f (ζi ) ≤ A(ui , ui+1 ) ≤ (ui+1 − ui ) · f (ζi+1 )
A(ui , ui+1 )
≤ f (ζi+1 )
ui+1 − ui
A(ui , ui+1 )
≈ f (ζi )
ui+1 − ui

f (ζi ) ≤

which can be restated with equality using some infinitesimal term i so that A(ui , ui+1 ) =
f (ζi ) · du + i · du. Taking the sum of partitioned rectangles, we see
A(a, b) =

N−1
X

A(ui , ui+1 ) =

i=1

N−1
X

f (ζi ) · du +

i=1
a<ui
ui+1 <b

≈

b
X
a

f [u, ζ]

N−1
X
i=1
a<ui
ui+1 <b

i · du
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PN−1
i=1
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du = b − a  ∞, the second sum is infinitesimal). In [40, p. 113],

Hrbacek et. al. take this approximation back to its unique standard part, which is
Rb
the integral a f (x)dx. Seeing as NQA+ lacks a standard part, the equality between
integrals and nonstandard Riemann sums must be left as an infinitesimal approximation, which is the whole point of the enterprise.

5.1.2

Theorems for hyperfinite sums

We now develop some fundamental theorems. First, we need the following
lemma, which allows us to pull out constants in a certain way from hyperfinite
sums.
Lemma 5.1.2. For a term x, from 1 ≤ i ≤ ν ∧ ui ≈ x ∧ ti > 0 infer
Pν
ui ti
Pi=1
≈ x.
ν
i=1 ti
Proof. Fixing an i such that 1 ≤ i ≤ ν, we know that for some term εi ≈ 0, ui = x + εi .
Then
ν
X
i=1

ui ti =

ν
ν
ν
X
X
X
(x + εi )ti = x
ti +
εi ti
i=1

i=1
Pν
Pν i=1
u
t
i i
i=1 εi ti
P
−→ Pi=1
=
x
+
.
ν
ν
i=1 ti
i=1 ti

By Lemma 5.1.1, since εi ≈ 0 we can infer
Pν
εi ti
Pi=1
≈0
ν
i=1 ti
and we have the desired result.



The following fundamental theorems will be given two versions, first for sums
R
P
1,2
FT1,2
≈ ( ), which will be extended to the versions for integrals FT≈ ( ). Recall that
for any geometric subdivision u, the nodes ui are equally spaced and du = ui+1 − ui
for all i in the range of the subdivision. The following proof by Chuaqui and Suppes
is quite impressive.
P
Theorem 5.1.2. (FT1≈ ( )) From the following facts
1. f is a continuous function on [a, b] such that a ≤ x ≤ b −→ | f (x)|  ∞
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2. u is a geometric subdivision of [a, b] of order ν and ζ is a selector for f and
u on [a, b]
3. y ≈ 0 ∧ y > 0 ∧ a ≤ x < x + y ≤ b
du
y

4.

≈0

we can infer that if z = fdom (x2 ) and x ≤ z ≤ x + y then
•

P x+y

•

P x+y

x

a

f [u,ζ]
y

≈ f (z)

f [u,ζ]−
y

Px

a

f [u,ζ]

≈ f (z).

Proof. Denote j = min x<ui+1 (i). Since du/y ≈ 0, then x ≤ u j+1 < x + y. We note that
x+y
X
a

f [u, ζ] −

x
X
a

f [u, ζ] =

ν
X

f (ζi ) −

i=1
a<ui
ui+1 <x+y

ν
X

f (ζi )

i=1
a<ui
ui+1 <x

= f (ζ j )du +

x+y
X

f [u, ζ]

x

We can see from Figure 5.2 below that this equality follows due to the fact that
P x+y
P
the subdivision u j is included in the conditions of a f [u, ζ] but not ax f [u, ζ].
Denote p = min x+y≤ui+1 (i). Then
(u j+1 − x) + (x + y − u p ) +

x+y
X

du = y.

x

Noting the notation mentioned above at the start of §2.1, none of these terms contain
Pµ
min and we can abbreviate y = k=1 tk . Likewise we can abbreviate the sum
(u j+1 − x) f (ζ j ) + (x + y − u p ) f (x) +

x+y
X

f [u, ζ]du

x

by

Pµ

3t.
k=1 k k

Note that for any fixed k, 1 ≤ k ≤ µ 3k ≈ f (x) - since x ≈ ζk ≈ x + y

and f is continuous we have f (k) ≈ f (ζk ) ≈ f (x + y). Therefore we use the above
Lemma 5.1.2 to say
(u j+1 − x) f (ζ j ) + (x + y − u p ) f (x) +
y

P x+y
x

f [u, ζ]du

Pµ
= Pk=1
µ

3 k tk

t
k=1 k

≈ f (x).
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As per the hypotheses du/y ≈ 0 and since f (ζ j ) , | f (x)|  ∞, we know
(u j+1 − x) f (ζ j ) + (x + y − u p ) f (x)
≈0
y
and therefore we simplify
P x+y
x

f [u, ζ]du
≈ f (x).
y

This proves the first desired approximation.

Figure 5.2: A diagram of key selector and subdivision values from the proof of Theorem
5.1.2. Note that the location of ζ in the subdivision [u j , u j+1 ] is determined by fdom .

Returning to the original notation, we can see that
P x+y
x

f [u, ζ] + f (ζ j )du (u j+1 − x) f (ζ j ) + (x + y − u p ) f (x) +
=
y
y
(x − u j ) f (ζ j ) − (x + y − u p ) f (x))
+
y
P x+y
(u j+1 − u j ) f (ζ j ) + x f [u, ζ]du
=
.
y

P x+y
x

f [u, ζ]du

Again since du/y ≈ 0 and f (ζ j )  ∞ we have
P x+y
a

f [u, ζ] −
y

Px

a

f [u, ζ]

P x+y
=

x

f [u, ζ] + f (ζ j )du
≈ f (x)
y

as desired.



We can reduce the usual definition of antiderivatives of calculus to an approximate version for nonstandard Riemann sums.
P
Theorem 5.1.3. (FT2≈ ( ).) From the following facts
1. |a| , |b|  ∞, f and F are functions defined on [a, b], and dom f = domF
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2. u is a geometric subdivision for f on [a, b] and ζ is a selector for f and u
3. a ≤ x ≤ b −→ | f (x)|  ∞ and f is continuous on [a, b].
4. If from the following facts
• 1/y ≈ ∞
• x = fdom (x1 )
• x + y = fdom (x2 )
• a ≤ x, x + y ≤ b
we can infer
dF(x, y)
≈ f (x)
y
then we can infer
b
X

f [u, ζ] ≈ F(b0 ) − F(a0 )

a

where a0 = fdom (x3 ), b0 = fdom (x4 ), a0 ≈ a and b0 ≈ b.

Proof. Denote µ(a) = mina≤ζi (i) and µ(b) = minb≤ζi (i) − 1. Note that by hypothesis,
since du ≈ 0 that for any fixed k such that a ≤ uk < uk+1 ≤ b, dF(uk , uk+1 ) ≈ f (uk )du.
Therefore we apply Theorem 5.1.1 to say
b
X

f [u, ζ] =

a

≈

ν
X

f (ζi )du

i=1
a<ui
ui+1 <b
ν
X

dF(ζi , du).

i=1
µ(a)≤i
i+1≤µ(b)

We proceed by induction on hypernaturals such that for every m, µ(a) < m ≤ n,
m−1
X

dF(ζi , du) = F(ζm ) − F(ζµ(a) )

i=µ(a)

We are qualified to use induction here since µ(a) and µ(b) are fixed and since ζ can
always be rewritten without min (cf. Theorem 2.6.1). Indeed, if n = µ(a) + 1, we
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have
µ(a)
X

dF(ζi , du) = dF(ζµ(a) , du)

i=µ(a)

= F(ζµ(a) + du) − F(ζµ(a) )
= F(ζµ(a)+1 ) − F(ζµ(a) )
and if the formula holds for any n > µ(a), we have for any m such that µ(a) < m ≤
n+1
µ(a)+(n+1)−1
X

dF(ζi , du) =

i=µ(a)

µ(a)+n−1
X

dF(ζi , du) + dF(ζµ(a)+n , du)

i=µ(a)

= F(ζµ(a)+n ) − F(ζµ(a) ) + F(ζµ(a)+n+1 ) − F(ζµ(a)+n )
= F(ζµ(a)+n+1 ) − F(ζµ(a) )
as desired. Therefore the formula holds for n = µ(b). Recall that ζµ(a) ≈ a and
ζµ(b) ≈ b, where µ(a) and µ(b) are in the range of dom f , by construction. By the
above we have
b
X

f [u, ζ] ≈ F(ζµ(b) ) − F(ζµ(a) ).

a



5.1.3

Theorems for definite integrals

In this section, we reprove the just-proved fundamental theorems for sums for
definite integrals. Of course, these theorems will rely on the former theorems in
essential ways. First, we need to state the axiom for integrals and prove an intermediate result. The restatements of fundamental theorems will follow easily from
these definitions.
The definite integral and the nonstandard Riemann sum are related by the following definition. It states that functions are integrable, their integrals are linear,
and the integral is approximately equivalent to nonstandard Riemann sums if for
any two given infinitesimal meshes and corresponding selectors, the Riemann sums
are approximately equal. (It seems that the results might be slightly strengthened
with a slightly altered definition of definite integral; see §5.2). That is,
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Definition 5.1.2. (Integrability.) Suppose that from the following facts:
1. a ≤ b < c
2. |a| , |c|  ∞
3. f is a function (that does not contain min) on [a, c]
0

du
du
4. u and u0 are geometric subdivisions of [a, c] such that c−b
≈ c−b
≈ 0, where
the order of u is ν ≈ ∞ and the order of u0 is µ ≈ ∞, ζ is a selector for f and
u on [a, c], and ζ 0 is a selector for f and u0 on [a, c]

we can infer
•

Pb

•

Pc

a

P
f [u,ζ]+ cb f [u,ζ]
c−b

f [u,ζ]
c−b

b

Pc

≈

b

Pc

≈

f [u,ζ]
c−b

a

f [u0 ,ζ 0 ]
.
c−b

Then we can infer that for any geometric subdivision u00 of [a, b] and corresponding
selector ζ 00 for f and u00
Rc
b

f

c−b

Pc
b

≈

f [u00 , ζ 00 ]
c−b

and
Rb
a

f+

Rc
b

c−b

f

Rc
≈

a

f

c−b

.

Notice that the denominators c − b serve a mostly technical purpose and can be
discarded if c−b is not infinitesimal. If c−b is infinitesimal, the earlier Fundamental
theorem 1 with derivatives of integrals is applicable (this seems to be a refinement
of the usual nonstandard approach to the Riemann integral). Further note that the
authors do not require the Riemann integral itself to be finite; this oversight could
be easily resolved, as it will be in the developments in §5.2.
We now show that continuous functions satisfy the hypotheses of the above
definition; that is, continuous functions are Riemann integrable in NQA+. The following proofs in particular demonstrate the utility and flexibility of the definitions.
Theorem 5.1.4. From the following facts
1. f is continuous on [a, c] ∧ a ≤ b < c ∧ a ≤ x ≤ c −→ | f (x)|  ∞.
0

du
du
2. u and u0 are geometric subdivisions of [a, c] such that c−b
≈ c−b
≈ 0, where
0
the order of u is ν ≈ ∞ and the order of u is µ ≈ ∞, ζ is a selector for f and
u on [a, c], and ζ 0 is a selector for f and u0 on [a, c]
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infer
•

Pb

•

Pc

a

P
f [u,ζ]+ cb f [u,ζ]
c−b

f [u,ζ]
c−b

b

Pc
b

≈

Pc

≈

f [u,ζ]
c−b

a

f [u0 ,ζ 0 ]
c−b

P
Proof. If c − b ≈ 0, the result is immediately obtained from Theorem 5.1.2, FT1≈ ( ).
Thus we assume that c − b > 0 and c − b 0 0. Therefore it suffices to discard the
denominators and show
•

Pb
a

f [u, ζ] +

Pc

•

Pc

f [u, ζ] ≈

Pc

b

b

b

f [u, ζ] ≈

Pc

a

f [u, ζ]

f [u0 , ζ 0 ].

The first item follows by simple expansion;
b
X
a

f [u, ζ] +

c
X

ν
X

f [u, ζ] =

f (ζi )du +

i=1
a<ui
ui+1 <b

b

ν
X

f (ζi )du

i=1
b<ui
ui+1 <c
ν
X

= −du +

f (ζi )du

i=1
a<ui
ui+1 <c

≈

c
X

f [u, ζ].

a

The second item requires a finer subdivision. We postulate the geometric subdivisions as stated and then define u00 to be a geometric subdivision of [b, c] of order νµ.
Let ζ 00 be its selector. Thus du00 /du ≈ du00 /du0 ≈ 0, and, for example, on any interval [ui , ui+1 ] there are µ nodes of subdivision of u00 . Denote µ(r0 ) = minc≤ζi00 (i) − 1
and denote for each i such that b < ui , ui+1 < c, µ(r) = minui+1 ≤ζ 00j ( j) − 1.
Notice that for a fixed ui such that b ≤ ui < c we have by the continuity of f that
P
f (ui ) ≈ f (ζi ) ≈ f (ui+1 ). Therefore we apply FT1≈ ( ) to find
Pui+1
f (ζi ) ≈

ui

f [u00 , ζ 00 ]
.
du

Since f is finite on [b, c] and since du00 /du ≈ 0,
f (ζµ0000 (r) )du00
du

=

f (ζµ0000 (r) )
µ

≈ 0.
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So we can add

f (ζi ) ≈

00 ) +
f (ζµ(r)

Pui+1
ui

f [u, ζ]

du

.

Last, we have by Theorem 5.1.1
ν
X
i=1
b<ui
ui+1 <c



ui+1
ν 
X
X

 00
 f (ζµ00 (r) ) +
f (ζi )du ≈
f [u00 , ζ 00 ] .
ui

i=1
b<ui
ui+1 <c

Rewriting gives
c
X
b



ui+1
c 
c
X
X
X

 00
00
00
 f (ζµ00 (r) ) +
f [u, ζ] ≈
f [u00 , ζ 00 ] − f (ζµ(r
)du
=
f [u00 , ζ 00 ].
0)
ui

b

b

A similar proof reveals
c
X

f [u , ζ ] ≈
0

0

c
X

b

f [u00 , ζ 00 ]

b

and by transitivity of ≈ we have
c
X

f [u, ζ] ≈

c
X

b

f [u0 , ζ 0 ].

b



With this established result for continuous functions we can now easily prove
R
FT1,2
≈ ( ).
R
Theorem 5.1.5. (FT1≈ ( )) From the following facts
1. f is a continuous function on [a, b], u is a geometric subdivision of [a, b] of
order ν, and ζ is a selector for f and u on [a, b]
2. a ≤ c ≤ b, a ≤ x ≤ b, y ≈ 0, y , 0, and a ≤ x + y ≤ b.
Then from z = fdom (x1 ) infer
R

x+y
a

f−
y

x
a

R

f

≈ f (z).

Proof. We assume y > 0 (the case for y < 0 follows by symmetry). Since f is
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Riemann integrable in NQA+, we know
x+y
a

R

f−

R

x
a

P x+y

f

x

≈

y

f [u, ζ]
y

P
and thus by FT1≈ ( )
x+y
a

R

f−
y

R

x
a

f

≈ f (z)



as desired.
R
Theorem 5.1.6. (FT2≈ ( )) From the following facts
1. |a| , |b|  ∞, f and F are functions defined on [a, b], and dom f = domF
2. u is a geometric subdivision for f on [a, b] and ζ is a selector for f and u
3. a ≤ x ≤ b −→ | f (x)|  ∞ and f is continuous on [a, b].
4. If from the following facts
• 1/y ≈ ∞
• x = fdom (x1 )
• x + y = fdom (x2 )
• a ≤ x, x + y ≤ b
we can infer
dF(x, y)
≈ f (x)
y
then we can infer
b

Z

f ≈ F(b0 ) − F(a0 )

a

where a0 = fdom (x3 ), b0 = fdom (x4 ), a0 ≈ a and b0 ≈ b.
P
Proof. A simple application of FT2≈ ( ) and integrability for continuous functions
gives
b

Z

f≈
a

b
X

f [u, ζ] ≈ F(b0 ) − F(a0 )

a


This concludes the development of the integral in [89] and [23].
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Stratification and Riemann Integration in ERNAA

As I have noted throughout the thesis, the powerful constructions developed
for analysis in NQA+ and ERNA have recently been given a much-needed update.
Many of the above theorems rely on multiple subdivisions and selectors, and stratification concerns are never considered because the original theorems of NQA+
operate within a basic finite/infinite dichotomy. The purpose of this section is to
introduce Sander’s basic stratified framework for analysis in ERNAA . In the previous section, I have maintained the original non-stratified results. In the following
section we will re-incorporate those main results with stratification following [73]
In fact, according to Sanders, there is an even more serious problem with the development of the Riemann integral as seen above. “As all  − δ definitions of basic
analysis are equivalent to universal nonstandard formulas, it indeed seems plausible that one can develop calculus inside ERNA and NQA+ in a quantifier free way,
particularly, without the use of  − δ statements” [73, p. 1526]. However, Sanders
gives two arguments which shows that this is not really the case; in our entire development from the previous section, entirely because of the fact that the regular
treatment of ≈ is oversimplified,  − δ statements are really just hidden according to
principles from model theory.
NQA+ has no “standard part” function st, which maps every finite number x to the unique standard number y such that x ≈ y. Thus, nonstandard objects like integrals and derivatives are only defined “up to infinitesimals.” This leads to problems when trying to prove e.g. the
fundamental theorems of calculus, which express that differentiation
and integration
other out. Indeed, Chuaqui and Suppes
R cancel each P
1
1
prove [FT≈ ( )] using [FT≈ ( )]. The latter states that differentiation
and integration cancel each other out on the condition that the mesh
du of the hyperfinite Riemann sum of the integral and the infinitesimal
y used in the derivative satisfy du/y ≈ 0. Thus, for every y, there is
a du such that for all meshes dv ≤ du the corresponding integral and
derivative cancel each other out. The definition of the Riemann integral absorbs this problem, but the former is quite complicated as a
consequence. Also, it does not change the fact that  − δ statements
occur, be it swept under the proverbial nonstandard carpet. Similarly,
ERNA only proves a version of Peano’s existence theorem with a condition similar to du/y ≈ 0, contrary to Sommer and Suppes’ claim in
[84]. Thus, ERNA and NQA+ cannot develop basic analysis without
invoking  − δ statements.
Second, we consider to what extent classical nonstandard analysis is
actually free of  − δ statements. For all functions in the standard language, the well-known classical  − δ definitions of continuity or Rie-
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mann integrability, which are Π3 , can be replaced by universal nonstandard formulas. Given that even most mathematicians find it difficult to
work with a formula with more than two quantifier alternations, this is
a great virtue. Indeed, using the nonstandard method greatly reduces
the sometimes tedious “epsilon management” when working with several  − δ statements. Yet, nonstandard analysis is not completely free

of  − δ statements. For instance, consider the function δ(x) = π1  2 +x
2,
∞
with  ≈ 0 and let f (x) be a standard C function with compact support. Calculating the (nonstandard) Riemann integral of δ(x) × f (x)
yields f (0). Hence δ(x) is a nonstandard version of the Dirac Delta.
However, not every Riemann sum with infinitesimal mesh is infinitely
close to the Riemann integral: the mesh has to be small enough (compared to ). Moreover, δ(x) ≈ δ(y) is not true for all x ≈ y, only for x
and y close enough. In general, most functions which are not in the
standard language do not have an elegant universal definition of continuity or integrability and we have to resort to  − δ statements. Thus,
nonstandard analysis is only partially removes the  − δ formalism.
These two arguments show that the “regular” nonstandard framework
does not allow us to develop basic analysis in a quantifier-free way
in weak theories of arithmetic. Moreover, for treating more advanced
analysis, like the Dirac Delta, prevalent in physics, we would have to
resort to  − δ statements anyway. [73, p. 1526]
On the one hand, part of the strength of the “regular” nonstandard approach is its
constant reference to the standard  − δ techniques. This allows infinitesimals to
retain their status as a “shorthand;” in stratified analysis. However, there is a true
move beyond  − δ formulations of analysis that provides a resolution of Sanders’s
criticisms above. The nature of results in stratified analysis are a conceptual improvement from the results in NSA. Thus ERNAA both extends ERNA and our
developments in the previous section and also provides the possibility for an entirely new approach to constructive nonstandard analysis in a finitistic setting. In
this section, we will introduce the basic axioms for ERNAA enough to prove the
R
stratified fundamental theorems FT1,2
≈A ( ).
The concept, introduced earlier, is based on a linear and countable ordering
(A, ) of infinite hypernaturals from Ω = ∗ N\N. The least element is 0 and for
every α, β ∈ A such that α ≺ β, the infinite number ωα is finite compared to ωβ .
“Hence there are many ‘degrees’ or ‘levels’ of infinity and the least number 0 in the
ordering (A, ) corresponds to the standard level” [73, p. 1526].
How can a stratified linear order of infinite numbers become a foundation for
analysis? To see this, we must first develop some notation and new axioms for
infinitesimals to replace the usual infinitesimal axioms (for example, the ones in
Appendix A. 4.) A new binary predicate is introduced such that x ≈α 0 means “x is
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α-infinitesimal.” If x , 0∧1/x ≈α 0, “x is α-infinite.” Lastly, “x is α-natural” means
x is hypernatural and α-finite. Clearly, this is a great conceptual improvement over
the usual dichotomy of infinite numbers. Now, the stratification concept is not always necessary (a lot of stratified NSA looks like regular NSA) but the refinements
can be clearly seen in the following infinitesimal axioms:
1. If x and y are α-infinitesimal, so are x + y and xy.
2. If x is α-infinitesimal and y is α-finite, xy is α-infinitesimal.
3. An α-infinitesimal is α-finite.
4. If x is α-infinitesimal and |y| ≤ x, then y is α-infinitesimal.
5. If x and y are α-finite, then so is x + y.
6. The number α is β-infinitesimal for all β ≺ α.
7. The number ωα = 1/α is hypernatural and α-finite. [73, p. 1527]
Therefore a number x is α-finite if and only if there is an α-natural n such that x ≤ n.
The number ωα is β-infinite for all β ≺ α. x ≈α 0 if and only f |x| < 1/n for all αnatural n ≥ 1 [73, p. 1527]. We say x is ᾱ-infinitesimal or “strict α-infinitesimal with
respect to β” if x ≈α 0 ∧ x 0β 0. Denote a < b ∧ a 0α b by a α b, and a < b ∧ a ≈β b
by a /β b.
With these infinitesimal axioms, Sanders is able to provide a conceptual refinement to the relative sizes of grid mesh which were present in the previous section.
Now, a function is α-continuous2 if
(∀x, y ∈ [a, b])x ≈α y =⇒ f (x) ≈α f (y).
From α-continuity we can introduce infinitesimal meshes and Riemann integrals,
as usual. In [73], a partition π of [a, b] is a vector (x1 , . . . , xn+1 , t1 , . . . , tn ) of nodes xi
with tags ti such that xi ≤ ti ≤ xi+1 , for every i such that 1 ≤ i ≤ n − 1, taking a = x1
and b = xn . Sanders actually defines each tag as the midpoint

xi+1 +xi
2 .

The largest

gap δ = max1≤i≤n (xi+1 − xi ) is the “mesh” of π.
Clearly there are some changes from NQA+’s infinitesimal mesh. First, we
note that these partitions are not equidistant as they are in NQA+. This would
that α-continuity implies β-continuity for all β  α. This result, any others below, rely
implicitly on a notion of stratified transfer that was developed for ERNA in [73]. Issues of stratified
transfer, and transfer in general, are not necessary for understanding any of the theorems of this
thesis unless explicitly stated. Therefore stratified transfer and ERNA’s transfer principle have not
been mentioned.
2 Note
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pose a problem in the theory NQA+ since quantifiers are not allowed; as has been
mentioned throughout the thesis, quantifier restrictions were loosened after [89] to
the extent that [41] and later documents had reduced schemes for quantification
included. From the standpoint of computer implementation, anyway, the extreme
quantifier restriction from [89] is probably unnecessary, and the weakened scheme
for logical quantification over sets from [41] onwards is easily incorporated into any
computational framework. For that reason, the theorems in this section onwards are
stated in a more relaxed logical notation, as they could be easily translated back to
the “From the following facts...infer...” language from the previous section.
For example, in quantifying over the partitioned grid, Sanders employs a pairing function that he developed with Impens in [42] to “uniquely code vectors of
numbers into numbers (and decode them back). As partitions are merely vectors,
it is intuitively clear that quantifying over all partitions of an interval is possible
in ERNA, and thus in ERNAA ” [73, p. 1537]. However, as will be seen in the
definition below, Sanders does include equidistant partitions into the definition of
Riemann integrals as nonstandard infinite. Therefore, to incorporate Sanders’s nonequidistant theory here, we will assume that the language NQA+ can be adapted to
account for the pairing functions.3
Another subtle difference is that Sanders defines the function tags by the midpoint of each subdivision; indeed, this is one of the usual methods for defining
Riemann sums. By using midpoints, such a definition would avoid the use of the
selector, and has a slightly easier manipulation. The problem with this approach
is, just like in the original documents [89] and [23], we cannot say that the selector value, based on the function fdom , necessarily exists exactly at the midpoint of
each subinterval. However, as there is only one midpoint value for every subinterval, there is only one selector value for every subinterval, and thus this is a subtle
distinction. I have therefore adapted Sanders’s definition according to the selector
techniques from the above sections; once it is adapted, we are guaranteed that the
function is defined on each subdivision and the rest of Sanders’s results for Riemann integrals follow naturally. Therefore the following definition and theorem
can be seen as an updated version of the corresponding definition and theorem from
§5.1 above, updated according to the stratification techniques introduced in [73] but
exact pairing function is π(2) (x, y) = 1/2(x + y)(x + y + 1) + y for partition points x, y ∈ π, [75,
p. 8] although it is not important for our development here (cf. [42], [75]).
3 The
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following the more strict selector construction from [89] and [23].

Definition 5.2.1. (Riemann integrable.) Assume ω is α-infinite and that a α
b. Denote n0 = mina≤ ωn (n) and n1 = minb< ωn (n) − 1. Define aω = n0 /ω and bω =
n1 /ω. Let f be a function defined on a partition π1 of [a, b] and let ζ and ζ 0 be
the selectors for f and π1 , π2 (respectively) on [a, b]. The partitions are denoted
π1 = (x1 , . . . , xn+1 , ζ1 , . . . , ζn ), π2 = (y1 , . . . , yn+1 , ζ10 , . . . , ζn0 ).
1. The α-Riemann sum corresponding to f is

Pn
i=1

f (ζi )(xi+1 − xi ).

2. The function f is α-Riemann integrable on [a, b] if for all partitions of [a, b]
with mesh ≈α 0, the Riemann sums are α-finite and α-infinitely close.
3. If f is α-Riemann integrable on [a, b], then the integral of f over [a, b], deRb
noted as a f (x)d(x, α) is defined as the Riemann sum corresponding to f on
the equidistant partition u of [aω , bω ] with mesh ε ≈ 1/ω ≈α 0 and points in
each subinterval from the domain of f defined by the selector ζi . That is,
b

Z
a

f (x)d(x, α) ≡

bω
X

f (ζi )(ui+1 − ui ).

i=aω

Theorem 5.2.1. (Sanders.) A function f which is α-continuous and α-finite over
[a, b], where b − a is α-finite, is α-Riemann integrable over [a, b].
Proof. Following [75, p. 9]. Let π1 and π2 be two α-infinite partitions of [a, b]
with mesh 1/ω1 and 1/ω2 , respectively, such that 1/ω1 ≈α 1/ω2 ≈α 0, and let ζ
P 1
and ζ 0 be the selectors for f on π1 and π2 , respectively. Let ω
i=1 f (ti )(xi+1 − xi )
P 2
and ω
i=1 f (si )(yi+1 − yi ) be the respective Riemann sums. We must create a new
partition π3 according to the following algorithm:
• Denote z1 = x1 = y1 = a.
• Denote by zi+1 the next occurring partition node of π1 or π2 after zi . For
example, z2 = min{x2 , y2 }. Denote ω3 a as the new upper bound, and thus
b = xω1 +1 = yω2 +1 = zω3 +1 . (ω3 ≤ ω1 + ω2 is therefore α-infinite).
• We must assign new tags ti and ti0 to each new partition [zi z,i+1 ] in π3 according to the former selector tags. Since ω1 and ω2 are α-infinite we can say
that there will be at most α-finitely many yi ’s in any interval [xi , xi+1 ], and
vice versa. Note that by an α-finite iteration of Axiom 1 for α-infinitesimals
(above), the sum of α-finitely many α-infinitesimal terms is α-infinitesimal.
• For each i, 1 ≤ i ≤ ω3 , denote ti = ζϕ where ϕ = minzi ≤x j ( j) − 1. Likewise
denote ti0 = ζψ0 where ψ = minzi ≤y j ( j) − 1.
Pqi+1
• Replace f (ti )(xi+1 − xi ) by j=q
f (t0 )(z j+1 − z j ) where qi = min xi =z j ( j). LikeiP j
i+1
wise replace f (si )(yi+1 − yi ) by rj=r
f (s0j )(z j+1 − z j ) where ri = minyi =z j ( j).
i
These are α-finite sums, as mentioned.
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Proceeding in this fashion, we have refined our partitions to the exact equality
ω1
X

f (ζi )(xi+1 − xi ) −

i=1

ω2
X

f (ζi0 )(yi+1 − yi ) =

i=1

ω3
X

f (ti )(zi+1 − zi ) −

i=1

=

ω3
X

f (ti0 )(zi+1 − zi )

i=1

ω3
X

( f (ti ) − f (ti0 ))(zi+1 − zi ).

i=1

Figure 5.3: An example of the partitions π1 , π2 , and π3 and tags ζi , ζi0 , ti , and ti0 . Following
the algorithm, in this example t1 = ζ1 , t2 = ζ2 , t3 = ζ2 , t3 = ζ2 , and so on. Likewise t10 = ζ10 ,
t20 = ζ10 , t30 = ζ20 , and so on.

Define ε = max f (ti )− f (t0 ) (i) for i in 1 ≤ i ≤ ω3 − 1. Then f (tε ) − f (tε0 ) ≈α 0 and thus
i

ω1
X

f (ζi )(xi+1 − xi ) −

i=1

ω2
X

f (ζi0 )(yi+1 − yi )

=

i=1

≤

ω3
X
i=1
ω
3
X

( f (ti ) − f (ti0 ))(zi+1 − zi )
f (tε ) − f (tε0 ) (zi+1 − zi ) ≈α 0.

i=1

Thus the Riemann sums defined by π1 and π2 are α-infinitely close. Further, it is the
case that they are α-finite; by the Approximate Extreme Value Theorem (cf. §2.7)
EVT≈ , the functions attain a near-maximum at f (ζmax f (ζ(k)) (k) ). So for each Riemann
sum on [a, b],
ω
X

f (ζ)(ui+1 − ui ) ≤ ( f (ζmax f (ζ(k)) (k) ) + 1)(b − a),

i=1

and since f and b − a are α-finite (cf. also Corollary 13, [75, p. 7]), we have the
desired result.
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The proof of this result is a simple adaptation of the proof for α = 0, the standard case, and does not require the full machinery of stratification. The following
results depend on this result and we have proven it here to demonstrate the intricacies of non-equidistant geometric subdivisions. In fact, the use of non-equidistant
partitions points, and the lack of selector in [75], point to the fact that ERNA and
ERNAA use more generalized features than NQA+. These subtle differences between the proofs in ERNA and ERNAA and NQA+ indicate why the difference
in terminology “NQA+” is retained. We are certain, following the authors, that
the theory is compatible with the consistency of NQA+. I just wonder if some of
its constructivity and effective computational design is lost without the geometric
subdivision and selector concepts.
Quantification is easily gained: for example, computers since 1993 have developed extensively, and restricted forms of quantification over sets and partitions
like those seen in ERNA are certainly possible. However, Sanders’s assumption in
part (3) of Definition 5.2.1 of [75] that the functions are defined on the midpoints
of each partition is certainly lacking in the depth which was built into the selector.
Further he seems to have made a very slight error in the proof by assuming that
the subintervals [xi , xi+1 ] can only contain one node of the other subdivision yi . It
seems that Sanders has not mentioned the selector in his literature on ERNA and
NQA+, and likewise Rössler and Jéřabek do not consider it in their development of
NQA+. This seems a questionable choice to me, since Suppes and Chuaqui placed
such a clear emphasis on its importance, at least at first. It is unclear why the selector has not been maintained, and for that reason I have attempted to provide a
faithful revision of Sanders’s proof in the theorem presented above.
We then have the following results.
Corollary 5.2.1. (Additivity.) If f is α-continuous and α-finite over the α-finite
interval [a, b], and a α c α b, then
Z
a

c

f (x)d(x, α) +

Z
c

b

f (x)d(x, α) ≈α

Z

b

f (x)d(x, α).

a

Proof. By definition of the definite integral, switching to sums gives the desired
result immediately. We assume the geometric subdivision is equidistant with mesh
1/ω. Letting the notation n0 , n1 , aω and bω be as in Definition 5.2.1 above. Let
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n2 = minc< ωn −1 (n), n3 = minc≤ ωn (n), cω(`) = n2 /ω, and cω(r) = n3 /ω. Then we have:
c

Z

f (x)d(x, α) +

b

Z

a

f (x)d(x, α) =

c

cX
ω(`)

f (ζi )(xi+1 − xi ) +

i=aω

bω
X

f (ζi )(xi+1 − xi )

i=cω(r)

= −(cω(r) − cω(`) ) +

bω
X

f (ζi )(xi+1 − xi )

i=aω
b

Z

f (x)d(x, α)

≈α
a

with exact equality if cω(`) = cω(r) .



Corollary 5.2.2. Let f be an α-continuous and α-finite function over [a, b + c],
where c is an α-finite non-α-infinitesimal positive constant. Then
b

Z

Z

f (x + c)d(x, α) ≈α

a

b+c

f (x)d(x, α).

a+c

Proof. Let aω and bω be as in Definition 5.2.1. We assume the geometric subdivision is equidistant with mesh 1/ω. Let g = minc<n/ω (n) − 1 (xg is the closest approximation to c on the hyperfinite grid). Then, since the mesh is uniform, switching to
sums gives our result immediately:
Z

b

f (x + c)d(x, α) =

a

bω
X

f (ζi+g )(xi+1 − xi )

i=aω

≈α

bX
ω +xg

f (ζi )(xi+1 − xi )

i=aω +xg

Z

b+c

≈α

f (x)d(x, α)

a+c

since a + c − (aω + xg ) ≤ 2/ω ≈α 0, etc.



We require the following definition.
Definition 5.2.2. (α-differentiability.) A function f is α-differentiable at x0 if d f (xε0 ,ε) ≈α
d f (x0 ,ε0 )
for all nonzero ε, ε0 ≈ 0, so long as both quotients are α-finite. Then d f (xε0 ,ε)
ε0
is denoted by Dα f (x0 ) and is called the derivative of f at x0 .
• f is α-differentiable over (a, b) if it is α-differentiable at every point a α
x α b.
• ᾱ-differentials and ᾱ-derivatives are defined the same way using ε, ε0 ≈ᾱ 0
by linearity.
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R
Theorem 5.2.2. (FT1≈α ( ).) Suppose 0  α  β in A. Let f be an α,β-continuous
Rx
and α-finite function on the α-finite interval [a, b]. Denote F(x) = a f (t)d(t, β).
Then F(x) is ᾱ-differentiable over (a, b) relative to γ ≺ α and the equation Dα F(x) ≈
f (x) holds for all a α x α b such that x ∈ dom f .
Proof. Fix ε ≈ᾱ 0 and x ∈ dom f such that a α x α b. Then
dF(x, ε) F(x + ε) − F(x) 1
=
=
ε
ε
ε

x+ε

Z

f (t)d(t, β) −

a

Z

x

a

!

1
f (t)d(t, β) ≈β
ε

x+ε

Z

f (t)d(t, β)

x

by linearity, since ε is not β-infinitesimal. Let ω1 be β-infinite and define a βpartition u of [x, x + ε] by the equidistant partition points ui = x + i ωε1 , and let ζ be
the selector for f and u on [x, x + ε]. Since f is α, β continuous, we know by EVT≈
that

f (ζmin f (ζ(k)) (k) ) /β f (y) /β f (ζmax f (ζ(k)) (k) )
for all y ∈ [x, x + ε] ∩ dom f . Taking the nonstandard Riemann sum over u, we have
ε · f (ζmin f (ζ(k)) (k) ) /β

x+ε

Z
x

f (t)d(t, β) /β ε(ζmax f (ζ(k)) (k) )

and since ε is not β-infinitesimal
1
f (ζmin f (ζ(k)) (k) ) /β
ε

x+ε

Z
x

f (t)d(t, β) / f (ζmax f (ζ(k)) (k) ).

But

f (ζmin f (ζ(k)) (k) ) ≈α f (ζmax f (ζ(k)) (k) ) ≈α f (x)

and we can conclude
F(x + ε) − F(x)
≈α f (x).
ε
Since ε was arbitrary, we can say that for any this holds for any two α-infinitesimals;
the result follows.



In the following proof, note that a transition to a “lower” infinitesimal level is
a potentially irreversible transition to a finer mesh. Thus care has to be maintained

5.2. STRATIFICATION AND RIEMANN INTEGRATION IN ERNAA

147

when working with strict-α- or strict-β-infinitesimal objects.
R
Theorem 5.2.3. (FT2≈α ( )). Suppose 0  α  β in A. Let f be an α-finite ᾱdifferentiable function over the α-finite interval (a, b), and such that Dα f is βcontinuous over [a, b]. For any c, d ∈ (a, b) ∩ dom f such that a α c α d α b, we
have
Z

d

Dα f (x)d(x, β) ≈α f (d) − f (c).

c

Proof. Let ε ≈ᾱ 0. Note that d − c is α-finite. Then using the above Corollaries 5.2.1
and 5.2.2 we have
Z
c

d

f (x + ε) − f (x)
d(x, β)
ε
c
!
Z d
Z d
1
≈β
f (x + ε)d(x, β) −
f (x)d(x, β)
ε c
c
!
Z d+ε
Z d
1
≈β
f (x)d(x, β) −
f (x)d(x, β)
ε c+ε
c
!
Z d+ε
Z c+ε
1
f (x)d(x, β) −
f (x)d(x, β)
≈β
ε d
c

Dα f (x)d(x, β) ≈α

Z

d

≈β f (d) − f (c),
R
where the last line follows by FT1≈α ( ). Since α ≺ β (a β-infinitesimal is α infinitesimal, but a ᾱ-infinitesimal is not β-infinitesimal), we have the desired result.



This result combines several of the above results in a remarkable way. The careful cataloguing of infinitesimals achieved by NSA (in response to the 17th century
indictment that infinitesimals are the “ghosts of departed quantities”) has achieved
new heights in stratified NSA.
With the above results for Riemann integration in ERNAA (in particular, my
own hybrid of ERNAA and NQA+) we can derive some machinery for physics in
a stratified framework, probably akin to how physicists themselves think about infinitesimals (first order, second order, etc. infinitesimal terminology is still applied
today). Most notably, Sanders sketches the following example;
It seems only fair to say that physicists employ a lower standard of
mathematical rigor than mathematicians [citing [26]]. In this way,
limits are usually pushed inside or outside integrals without a second
thought. Moreover a widely held “rule of thumb” is that if, after performing a mathematically dubious manipulation, the result still makes

148

CHAPTER 5. RIEMANN INTEGRALS IN NQA+ AND ERNAA
physical and (to a lesser extent) mathematical sense, the manipulation
was probably sound. As it turns out, stratified nonstandard analysis is
a suitable formal framework for this sort of “justification a posteriori.”
Let fi , a, and b be standard objects. According to the previously mentioned “rule of thumb,” the following manipulation
Z bX
∞

fi (x, y)dx =

a i=0

∞ Z
X

b

fi (x, y)dx →

a

i=0

∞
X

gi (y) −→ g(y)

i=1

is considered valid in physics as long as the function g(y) is physically
and/or mathematicall meaningful. In stratified analysis, assuming 0 ≺
α ≺ β, the previous becomes
Z bX
ωα
a i=0

fi (x, y)dx =

ωα Z
X
i=0

b

a

fi (x, y)dx →

ωα
X

hi (y) −→ h(y).

i=1

. . . Indeed, as a finite summation can be pushed through a Riemann
integral, a β-finite summation can be pushed through a β-Riemann integral. Thus, we can always h(y) and it it is [0-] finite (the very least
for it to be physically meaningful), we have h(y) ≈ g(y), thus justifying
our “rule of thumb.” [73, p. 1539]
Kevin Davey’s article, discussed above, provides a philosophical context for why
such swapping of integrals and sums is possible in an inferentially restrictive environment such as experimental physics. Sanders’s description of physical meaning
in derivations is a further reason indicating how stratification provides better and
more accurate models for the mathematics of the physical sciences. To conclude
the general development of integration within NQA+ and the stratified framework
of ERNAA , we will consider an enlightening example of a derivation in classical
physics which is facilitated by NQA+.

5.3

Example from classical physics

In [89], Chuaqui and Suppes show how several results of classical physics can
be proven in NQA+, demonstrating how its inner mechanisms do in fact resemble
the intuitive practice of mathematics. The examples they choose are theoretical in
character, with results ranging from the Poisson process, laminar flow and volumetric flux, Fresnel integrals and diffraction phenomena, and a catenary problem.
However, as has been made clear throughout this thesis, the language of NQA+ is
also in accordance with the mathematics of experiment, where infinitesimals serve
a computational purpose and restricted logical inferences are made on the fly when
attempting to make mathematical sense of an observation or a measurement.
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To that end, the derivations in [89] resemble the working practice of a scientist, working from known results (such as Newton’s laws or Pouiselle’s law, as
below) and arriving at physically meaningful results through manipulations with
infinitesimals. As a language, NQA+ would make this type of reasoning rigorous
and meaningful. This is what makes stratified analysis such a powerful concept for
NQA+ and ERNA, since it provides intuitive meaning for the notion of “levels of
observation,” or incomparable differences in sizes between different objects, like
particles or galaxies, which can only be accessed at different strata of observation.
To that end we will present one of Chuaqui’s and Suppes’s examples from [89],
that is, the example of laminar flow and volumetric flux in a blood vessel. This
derivation adequately demonstrates how infinitesimal partitions are regularly used
in physics, how the known laws of physics are valid in our mathematical framework,
and how well the language of NQA+ conforms to these derivations. Further, it
provides an example of NQA+’s “relto()” notation, which actually appears to be an
early form of stratification. In this notation,

x ≈ z (rel y) ⇐⇒

x z
≈ ,
y y

which is read “x and z are infinitely close relative to y.” This relativity is based
off of the quotient, and this can be compared to Sanders’s axioms for relative infinitesimals from the previous section. The “relto()” function only appears to play a
superficial role in algebraic manipulations in NQA+, but has fundamentally altered
the practice of analysis in ERNAA . We will demonstrate how the example of laminar flow from [89] was actually an early example of a derivation in ERNAA , thus
providing further justification for Sanders’s important updates to the language.
Note that we define4
Z
arctan(x) ≡
0

x

1
dt
1 + t2

and thus π ≡ 4 arctan(1). From arctan we can derive many useful constructs for
4 Chuaqui

and Suppes fill in the other parameters necessary to define functions (see §2.6) as
follows: arctandom (x) = I(x). On any finite interval [a, b],
( 1
|a| ≤ |b|
2
arctanL (a, b) = 1+a
1
|b| < |a|
1+b2
and we can take bounds for fdom , fB1 and fB2 , by a recursive definition. See [89, p. 47] for details.
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physics, including all of the approximate trigonometric functions; define “almost
tangent” as atan ≡ arctan−1 , and define “almost sin” as

asin(x) =

2atan

 
x
2

1 + atan2

 
x
2

and “almost cosine” as
acos(x) =

 

x
2
 .
1 + atan2 2x

1 − atan2

We can even derive a function that behaves like the Dirac Delta distribution5 (following [73, p. 1538]). Simply take
d(x) = (arctan(x/ε))0 =

ε
ε2 + x 2

,

for any α-infinitesimal ε.

Figure 5.4: From [50]. The concentric flow of blood as infinitesimal annuli is an ideal
model that conforms to our empirical observations about laminar flow.

Laminar flow is a crucial concept from the study of fluid dynamics; it describes
fluid as it travels smoothly down a given pathway. “Laminar flow is the normal
condition for blood flow throughout most of the circulatory system. It is characterized by concentric layers of blood moving in parallel down the length of a blood
vessel” [50]. That being said, we wish to know the volumetric flux, or the volume
of blood in a cross section of the vessel in flow per unit time. Clearly, we wish to
precisely, Sanders proves that if 0 ≺ γ ≺ α ≺ β and f is γ-differentiable with compact
support such that Dα f (x) is β-continuous for x ≈γ 0, then
Z
1 ωα
d(x) f (x)d(x, β) ≈γ f (0).
π −ωα
5 More

See the proof in [73, p. 1538] for detail.
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derive a definite integral. We let the blood vessel have radius R, and we let v(r)
be the velocity of the blood at distance r from the center. Denoting Q(r, s) as the
flux of the annulus from distance r to distance s of the center, we will to calculate
Q(0, R). We assume that Q is additive, and therefore satisfies our intuitive criteria
for a “volume” function (see the discussion in §5.1.1 above). Likewise, we assume
that A(r, s), the surface area of the annulus at our cross section, is additive. We will
consider infinitesimal increments of surface area, A(r, r + dr) for some infinitesimal
dr. Note that dr ≈ 0 but, crucially, dr 0 0 (rel dr). Expressed in ERNAA , dr ≈0 0
but dr 01/dr 0.
We use the known area of an annulus to say
A(r, r + dr) = π(r + dr)2 − πr2
= 2πrdr + πdr2 .
But πdr2 ≈ 0 (rel dr), and thus
A(r, r + dr) ≈ 2πrdr (rel dr).

Restating the above result, we notice that we are operating on two distinct infinitesimal levels; denoting 1/dr = α, we know dr is not α-infinitesimal. Therefore dr2 is
α-infinitesimal but dr is not. That is,
A(r, r + dr) = 2πrdr + πdr2 ≈ᾱ 2πrdr.

Therefore we see that Sanders’s notation subsumes an important concept, and we
will retain it for the remainder of the derivation. Notice that the above derived
area is an infinitesimal circumference of a circle. This is in accordance with the
long-standing practical tradition of engineers, where squares of infinitesimals and
higher degrees are literally negligible in calculations; however, the infinitesimals
are rigorously catalogued here, and there is nothing happening that is outside of
the axioms. This important practice of infinitesimal integrations in physics was
discussed above at the end of §3.
As expressed in Figure 5.4 above, we see that the velocity v(r) is decreasing on
r, the distance away from the center. Thus, on [r, r + dr], vmax = v(r) and vmin =
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v(r + dr). Taking the flux Q to be the product of velocity times surface area, we
have the inequality
v(r + dr)A(r, r + dr) ≤ Q(r, r + dr) ≤ v(r)A(r, r + dr).

However, the velocity for laminar flow is known by Pouiselle’s law. If the length of
the cross section we are considering is L, the difference in blood pressure is P, the
viscosity of the blood is η, we set K equal to the constant K = P/(4ηL) and we have
Pouiselle’s law,
v(r) = K(R2 − r2 ).

Therefore we know
v(r + dr) = K(R2 − (r + dr)2 )
= v(r) − K(dr2 + 2rdr).

Multiplying by 2πrdr we have
v(r)2πrdr − K2πrdr(dr2 + 2rdr) ≈ᾱ v(r)2πrdr
=⇒ v(r)A(r, r + dr) ≈ᾱ v(r + dr)A(r, r + dr)

and therefore
Q(r, r + dr) ≈ᾱ v(r)A(r, r + dr).
Denote the geometric subdivision of [0, R] with infinitesimal mesh α as (r0 , r1 , r2 , . . . , rα−1 , rα )
where r0 = 0 and rα = R. Let ζ denote a selector for v and r on [0, R]. Since Q is
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additive, we can take a nonstandard Riemann sum to say

Q(0, R) =

α−1
X

Q(ri , ri + dr)

i=0
α−1
X

≈ᾱ

v(ζi ) · 2πr(ri+1 − ri )

i=0
R

Z
≈ᾱ 2Kπ

(R2 − x2 )x

0

≈ᾱ

πPR4
8ηL

.

This has solidified many of the important constructions seen in this thesis.

153

154

CHAPTER 5. RIEMANN INTEGRALS IN NQA+ AND ERNAA

6 | Conclusion
In the various developments of NQA+ since its inception, I have found that the
actual practices of integration and analysis from the earliest documents are rarely
discussed. This thesis has been an attempt to remedy this situation, and to provide
an overarching context within which to place our understanding of the theory. I
hope I have made clear the very interesting role which geometric subdivision plays
in the theory of integration in particular.
In one final breath, I will reflect on the three questions which have guided
the preceding presentation. First, I have asked to which practices do Suppes and
Chuaqui refer when they utilize geometric subdivision? Then, what are the motivations for utilizing geometric subdivision and hyperfinite partitions in the development of the language NQA+? Lastly, I ask how does NQA+ facilitate the constructive development of the integral with geometric subdivision, and what relationship
do these results have to the standard view of the continuum of real numbers?
Geometric subdivision refers to contemporary nonstandard hyperfinite partitions, the infinitesimal partition common in physics, and to 17th century indivisible
methods - but in a peculiar interpretation made possible by Toricelli’s interpretation of Cavalieri, and given a modern formulation in the transcription by sums by
Carl Boyer. Of course, many more theories could have been considered here; as
mentioned in the introduction, non-archimedean geometry. But these three areas
have been sufficient to interpret the role of geometric subdivision in the theory of
integration.
It appears that the references to Cavalieri in the NQA+ literature are based on an
interpretation of Cavalieri’s methods as sums, and therefore the references appear
to have little historical value. With this being said, by adopting the nonstandard
P
integral notation as ba f [u, ζ] we are re-embracing an understanding of 17th century
indivisible methods facilitated, most notably, by Carl Boyer. This is an interesting
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philosophical gesture and a reversal of the project of arithmetization.
Geometric subdivision is a form of approximation to continuous structures that
connects NQA+ as a system of analysis to deeper pursuits in the philosophy of science. The connections between geometric subdivision and the 17th century indivisible methods, which were indispensable in the practical developments of physics,
have already been discussed. More generally, I have encouraged an interpretation
of NQA+ that conforms to Suppes’s attitude, which is “to go as deeply as possible
into the actual practices of science at the level of measurement, observation, and
computation, and how they should be reflected back into theory when the limitations imposed by errors or environmental variations are taken seriously”. To that
extent, we noted that the use of infinitesimals most strongly reflects historical practices of computation, but pointed to several interesting examples of how NQA+
might be relevant to a theory of analysis which reflects the practices of measurement and observation as well. Most importantly, I have suggested here that a more
comprehensive study of the joint work of Chuaqui and Suppes is sorely needed.
At a rather deeper level, we have also probed the meaning of the comments in
[84] that NQA+ and ERNA “better match certain geometric intuitions about the
number line.” The adoption of Boyer’s summation notation for Cavalieri’s proofs
is rather indicative in this regard; in a sense, by adopting a nonstandard Riemann
integral we have aligned with a certain interpretation of indivisible methods from
geometry. Concerning the actual meaning of the term “geometric intuition,” I have
had little luck while investigating the NQA+ literature but have pointed to a variety of sources in philosophy which clarify potential motivations for introducing
geometric intuition into the theory.
NQA+ was developed in light of the very possible fact that there will never be
an empirical validation of the existence of the continuum. This most important
fact lead directly to the article [84] and is incorporated directly into the theory of
integration in NQA+. As a language which reflects the actual and intuitive mathematical practices of scientists, NQA+ utilizes a restricted type of inference and
reduces most familiar theorems of analysis to approximate deductive rules. The
proofs are highly constructive and can be reduced to finding algorithms for the selector or for min. NQA+ is a profound restatement of the rules of calculus and
represents a nexus in the history of modern infinitesimals.

A | NQA+ (1993/95)
The name NQA+ was given to the original Chuaqui-Suppes system (predating
ERNA) by Rössler and Jeřábek in [72]. Many proofs of the following theorems as
well as examples can be found in [89]. The 1995 system in [23] is almost the same,
but some aspects of the axioms can be seen in transition to the 1996 formulation as
ERNA in [83]; most notably, restrictions on quantifiers and logical symbols are relaxed and the scope of the presentation is widened. The following is a complete list
of axioms and theorems until §5 of [89] at which point the fragment of infinitesimal
calculus and analysis is built.

A.1

Logical Axioms and Rules

In [89] a weakened first-order logic is assumed; “the present system uses only
free-variable positive logic, for axioms, rules, and proofs. Thus we increase the
constructivity by increasing considerably the number of axioms in order not to use
negation.. . . We use Church’s version of Hilbert’s positive propositional calculus,
but with axiom schemas replacing sentential axioms. The sentential priorities are
→ (if. . . then), ↔ (iff), ∧ (and), and ∨ (or).. . . Greek letters [stand] for formulas, in
particular, for sentential variables.” [89, p. 4]
Notice that “all formulas are open,” since they contain only free-variables.
However the usual way of reading statements with free-variables, such as
Q(x1 , . . . , xn )
by closing them with bounded universal quantifiers
(∀x1 ) . . . (∀xn )Q(x1 , . . . , xn )
can be assumed, as done in [41, p. 65]. Suppes and Chuaqui note “Because of the
restriction to free variables, many of the axioms we shall need in our system are
in the form of rules of inference. For instance, when we would need as an axiom
a statement of the form (∀x)ϕ −→ ψ, instead we shall introduce the rule: from
ϕ infer ψ. Thus, the universal quantifier does not occur” [89, p. 5]. But in this
particular formulation of ERNA the goal was to have a strictly positive, quantifierfree fragment of analysis, and “thus we increase the constructivity by increasing
considerably the number of axioms in order not to use negation,” [89, p. 4] that
is, nor quantifiers. Note that the intended interpretation for the following logical
axioms is the Brouwer-Heyting-Kolmogorov interpretation for intuitionistic logic.1
1 See,

for example, [58].
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Definition A.1.1. Axiom Schemas and Rules of Inference:
L 0. ϕ −→ (ψ −→ ϕ)
L 1. [ϕ −→ (ψ → θ)] −→ [(ϕ −→ ψ) −→ (ϕ −→ θ)]
L 2. (ϕ ∧ ψ) −→ ϕ
L 3. (ϕ ∧ ψ) −→ ψ
L 4. ϕ −→ [ψ −→ (ϕ ∧ ψ)]
L 5. ϕ −→ (ϕ ∨ ψ)
L 6. ψ −→ (ϕ ∨ ψ)
L 7. (ϕ −→ θ) −→ [(ψ −→ θ) −→ ([ϕ ∨ ψ] → θ)]
L 8. (ϕ ←→ ψ) −→ (ϕ −→ ψ)
L 9. (ϕ ←→ ψ) −→ (ψ −→ ϕ)
L 10. (φ −→ ψ) −→ [(ψ −→ φ) −→ (ϕ ←→ ψ)]
L 11. (Modus ponens) From ϕ ∧ (ϕ −→ ψ) infer ψ.
Definition A.1.2. Logic of Identity:
LI 0. ν = ν, where ν is any variable.
LI 1. If ψ results from ϕ by replacing one or more occurrences of τ1 in ϕ by τ2 , or
by replacing τ2 in ϕ by τ1 , then the following is an axiom:
(ϕ ∧ τ1 = τ2 ) −→ ψ.
Definition A.1.3. Substitution rule:
LS. From ϕ we may derive ψ if ψ results from ϕ by substituting a fixed term τ for
a variable ν in every occurence in ϕ.
Theorem A.1.1. (Deduction Theorem). If ψ can be inferred from ϕ and the set of
formulas Σ, and no rules, except for modus ponens (L11), are used, then ϕ −→ ψ
can be derived from Σ.

A.2

Restricted Field Axioms

The usual axioms for a field are extended in NQA+, and truly demonstrate its
constructive character. “The nonlogical primitive concepts are addition +, negative
operation −, multiplication ·, division /, ordering < and the two constants 0, 1” [89,
p. 6]. Several of the elementary functions seen in the proofs from the previous
chapters, such as δ and |·|, are defined here.
As will be clearly seen, “the absence of negation increases the number of axioms considerably, as it is evident by comparing especially the axioms on order
with standard field axioms.”[89, p. 4]. Though negation is avoided, there are many
opportunities to denote this as a shorthand for a combination of axioms. Most of the
proofs of the following theorems rely on a derived reductio ad absurdum, which can
be proven within the weakened system of constructive logic above (Cf. [89, p. 58]).
The field axioms will give us “evidence” of a contradiction, much in the sense
of negation in the BHK interpretation. That is, ¬ϕ ⇐⇒ (ϕ −→ 0 = 1), a falsehood
since we take as an axiom that 0 < 1 (F29 below). The classical law of excluded
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middle ϕ ∨ ¬ϕ is not valid here, and though several of the statements below concerning the field axioms, such as T2.12, might in fact resemble the LoEM, they are
results which rely on the strictly weaker reductio. These axioms remain strictly positive since notions like , are not here defined by shorthand, replaced by x < 0∨0 < x
instead.2
F 0. x + y = y + x.
F 1. (x + y) + z = x + (y + z).
F 2. x + 0 = x.
F 3. x + (−x) = 0.
F 4. x · y = y · x.
F 5. x · (y · z) = (x · y) · z.
F 6. x · 1 = x.
F 7. x · (y + z) = (x · y) + (x · z).
F 8. (x < y ∧ y < z) −→ x < z.
F 9. x = y ∨ x < y ∨ y < x.
F 10. (x < y ∨ x = y) −→ (y < x → 0 = 1).
F 11. (x < y ∨ y < x) −→ (x = y → 0 = 1).
F 12. ((x < y ∨ x = y) → 0 = 1) −→ y < x.
F 13. x < y −→ x + z < y + z.
F 14. (x < y ∧ 0 < z) −→ x · z < y · z.
F 15. (x < y ∧ z < 0) −→ y · z < x · z.
F 16. (0 < x ∧ 0 < y) −→ 0 < x · y.
F 17. (0 < x ∧ y < 0) −→ x · y < 0.
F 18. (x < 0 ∧ y < 0) −→ x · y < 0.
F 19. (0 < x · y ∧ 0 < x) −→ 0 < y.
F 20. (0 < x · y ∧ x < 0) −→ y < 0.
F 21. (x · y < 0 ∧ 0 < x) −→ y < 0.
F 22. (x · y < 0 ∧ x < 0) −→ 0 < y.
F 23. 0 < x · y −→ ((0 < x ∧ 0 < y) ∨ (x < 0 ∧ y < 0)).
F 24. x · y < 0 −→ ((0 < x ∧ y < 0) ∨ (x < 0 ∧ 0 < y)).
F 25. (x < 0 ∨ 0 < x) −→ x · (1/x) = 1.
2 As

for how much this type of positive notation actually “increases constructivity”, I doubt by
much. It seems to be an exercise in possibility, or perhaps motivation to develop more nuanced systems. Though the list of axioms in NQA+ seems to be extravagantly long, “all of these elementary
axioms have, however, an immediate intuitive content.” The key is that no previous theories are
assumed, and the theory must be developed from a basic set of “rules of sentential inference of a
restricted kind” [89, p. 3].
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F 26. (y < 0 ∨ 0 < y) −→ x/y = x · (1/y).
F 27. (x · y < 0 ∨ x · y < 0) −→ 1/(x · y) = (1/x) · (1/y).
F 28. x/1 = x.
F 29. 0 < 1.
F 30.

(a) 0 < x ∨ 0 = x −→ δ(x) = 1.
(b) x < 0 −→ δ(x) = 0.

We elaborate on F30 with the following definition.
Definition A.2.1. Sign function:
1. δ1 (x) = (δ(x) + 1)/2.
2. δ0 (x) = δ1 (−δ(−x)).
Then
(

1, if 0 ≤ x,
0, if x < 0,

(

1, if x > 0,
0, if x ≤ 0.

δ1 (x) =
and
δ2 (x) =

Suppes and Chuaqui then give an extensive list of theorems that follow from the
above axioms.
Notation A.2.1. x − y ≡ [x + (−y)].
Notation A.2.2. (≤). x ≤ y ≡ [x < y ∨ x = y].
Notation A.2.3. (|·|). |x| = y ≡ [(0 ≤ x −→ x = y) ∧ (x ≤ 0 −→ −x = y)].
Theorem A.2.1. Elementary theorems:
T 2.0 0 + x = x.
T 2.1 (−x) + x = 0.
T 2.2 x − x = 0.
T 2.3 0 − x = −x.
T 2.4 0 = −0.
T 2.5 x − 0 = x.
T 2.6 x + y = x + z −→ y = z.
T 2.7 x + y = z −→ x = z − y.
T 2.8 x = z − y −→ x + y = z.
T 2.9 x + y = 0 −→ x = −y.
T 2.10 x = −y −→ x + y = 0.
T 2.11 x + y = x −→ y = 0.
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T 2.12 −(−x) = x.
T 2.13 0 < x −→ −x < 0.
T 2.14 1 · x = x.
T 2.15 x < 0 ∨ 0 < x −→ (1/x) · x = 1.
T 2.16 x < 0 ∨ x > 0 −→ x/x = 1.
T 2.17 y < 0 ∨ 0 < y −→ (x/y = z −→ x = z · y).
T 2.18 (y + z) · x = (y · x) + (z · x).
T 2.19 x · 0 = 0.
T 2.20 x < 0 ∨ 0 < x −→ 0/x = 0.
T 2.21 (x < 0 ∨ 0 < x) ∧ (x · y = x · z) −→ y = z.
T 2.22 (x < 0 ∨ 0 < x) ∧ (x · y = 1) −→ y = 1/x.
T 2.23 (x < 0 ∨ 0 < x) ∧ (x · y = x) −→ y = 1.
T 2.24 y < 0 ∨ 0 < y −→ (x/y) · z = (x · z)/y.
T 2.25 y < 0 ∨ 0 < y −→ (x/y) · z = (z/y) · x.
T 2.26 (y < 0 ∨ 0 < y) ∧ (u < 0 ∨ 0 < u) −→ (x/y) · (z/u) = (z/y) · (x/u).
T 2.27 (y < 0 ∨ 0 < y) ∧ (x < 0 ∨ 0 < x) −→ (x/y) · (y/x) = 1.
T 2.28 (x < 0 ∨ 0 < x) ∧ (x · y = 0) −→ y = 0.
T 2.29 x = 0 ∨ y = 0 −→ x · y = 0.
T 2.30 x · y = 0 −→ x = 0 ∨ y = 0.
T 2.31 x · y < 0 ∨ 0 < x · y −→ y/(x · y) = 1/x.
T 2.32 (x < 0 ∨ 0 < x) ∧ (y < 0 ∨ 0 < y) −→ (z · y)/(x · y) = z/x.
T 2.33 (y < 0 ∨ 0 < y) ∧ (u < 0 ∨ 0 < u) ∧ (x/y = z/u) −→ x · u = z · y.
T 2.34 (y < 0 ∨ 0 < y) ∧ (x = y · z) −→ x/y = z.
T 2.35 x < x −→ 0 = 1.
T 2.36 0 < y −→ 0 < 1/y.
T 2.37 0 < 1/y −→ 0 < y.
T 2.38 y < 0 −→ 1/y < 0.
T 2.39 1/y < 0 −→ y < 0.
T 2.40 y < 0 ∨ 0 < y −→ (0 < x/y → 0 < x · y).
T 2.41 y < 0 ∨ 0 < y −→ (0 < x · y → 0 < x/y).
T 2.42 0 ≤ x −→ |x| = x.
T 2.43 x ≤ 0 −→ |x| = −x.
T 2.44 |x| = |−x|.
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T 2.45 x2 = x2 .
T 2.46 x ≤ |x|.
T 2.47 − |x| ≤ x.
T 2.48 |x + y| = |y + x|.
T 2.49 |x · y| = |x| · |y|.
T 2.50 y < 0 ∨ 0 < y −→ |1/y| = 1/ |y|.
T 2.51 y < 0 ∨ 0 < y −→ |x/y| = |x| / |y|.
T 2.52 |x + y| ≤ |x| + |y|.
T 2.53 |x| − |y| ≤ |x − y|.
T 2.54 |x − y| < c −→ |x| < c + |y|.
T 2.55 |y − x| < x −→ 0 < y.
T 2.56 |x − y| ≤ |x| + |y|.
T 2.57 ||x| − |y|| ≤ |x − y|.
T 2.58 |y − z| ≤ |x − y| + |x − z|.
T 2.59 −y ≤ x ∧ x ≤ y −→ |x| ≤ y.
T 2.60 |x| ≤ y −→ −y ≤ x ∧ x ≤ y.
T 2.61 |x − a| < c/2 ∧ |y − b| < c/2 −→ |(x + y) − (a + b)| < c.
T 2.62 |x − a| < c/2 ∧ |y − b| < c/2 −→ |(x − y) + (a − b)| < c.

A.3

Axioms for Natural Numbers and Open Induction

The following section more or less equates NQA+ with the strength of Primitive
Recursive Arithmetic, although this is not made explicit in [89] or [23]. As is often
said, “PRA is generally recognized as capturing Hilbert’s notion of finitary,” see for
example [83, p. 1] or [4, p. 1]. Recursion, equivalent in certain ways to induction, is
introduced informally in the Chuaqui-Supppes system. In the ERNA system from
[83], the recursion used in NQA+ is made into an explicit function. Recursion in
ERNA is restricted “in the same way as in the development of Kalmar elementary
arithmetic” [83, p. 2]. More information can be found in [5, p. 262-264].
We define a new primitive predicate N, where N(x) means x is a (hyper)natural
number. In the sequel, variables like n will be swapped in for x ∧ N(x) “in standard
fashion.” In this section, recursive forms of summation, exponential, and factorial
functions (for use in Taylor Series) in NQA+, are introduced. It is also clear that the
natural numbers defined as below originate in the same fashion as the hypernaturals,
discussed above (see, for example, Goldblatt [35, ch. 5]). This is made crucially
explicit below by the introduction of unlimited natural numbers as constants in
§A.4.3
3 For

a more general development of the natural number systems in toposes/local set theory and
intuitionistic mathematics alongside a discussion of Peano arithmetic, see John Lane Bell’s lecture
found here https://www.youtube.com/watch?v=nH4g4Kmr-2I.
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N 0. N(1).
N 1. N(x) −→ N(x + 1).
N 2. N(x) −→ 1 ≤ x.
N 3. (N(x) ∧ N(y) ∧ x ≤ y ∧ y ≤ x + 1) −→ (x = y ∨ x + 1 = y).
N 4. N(x) ∧ N(y) ∧ y < x + 1 −→ y ≤ x.
N 5. (min.) For ϕ an internal open formula, where neither N nor min occur, and
x1 , . . . , xn are the distinct free variables in ϕ (except for the first variable), we
define an n-ary function symbol minϕ such that
N(x) ∧ ϕ(x) −→ N(min(x1 , . . . , xn )) ∧ min(x1 , . . . , xn ) ≤ x ∧ ϕ(min(x1 , . . . , xn )).
ϕ

ϕ

ϕ

N 6. (Open internal induction.) For ϕ an internal formula, where neither predicate
N nor min (introduced below) occur, from
(a) ϕ(1)
(b) ϕ(n) −→ ϕ(n + 1),
infer ϕ(n).
N 7. (Open external induction.) External formulas involving “≈” and other predicates are defined in the next section. From
(a) ϕ(1) and
(b) (( 1n ≈ 0 → 0 = 1) ∧ ϕ(n)) −→ ϕ(n + 1),
infer

!
1
≈ 0 → 0 = 1 −→ ϕ(n).
n

N 8. We axiomatize a unary function symbol li, the least natural number greater
or equal to x (internal). N(li(x)) ∧ li(x) ≥ x. The authors introduce this as
a “sort-of Archimedean axiom.” The natural numbers in NQA+ are thus ∗Archimedean. (See the discussion in § 2.4.1 above.)
Theorem A.3.1. N(x) ∧ N(y) −→ N(x + y).
Theorem A.3.2. N(x) ∧ N(y) −→ N(x · y).
Recursive Definition A.3.1. Let τ be a term where min does not occur and x1 , . . . , xm
are its distinct free variables, except for the first one. We introduce an n + 1-ary
function symbol, maxτ (n, x1 , . . . , xm ) with the axioms
1. maxτ (1, x1 , . . . , xm ) = 1.
2. N(n) ∧ τ(n + 1) ≤ τ(maxτ (n, x1 , . . . , xm )) −→ maxτ (n + 1, x1 , . . . , xm ) =
maxτ (n, x1 , . . . , xm ).
3. N(n) ∧ τ(n + 1) > τ(maxτ (n, x1 , . . . , xm )) −→ maxτ (n + 1, x1 , . . . , xm ) = n + 1.
4. N(n) −→ N(maxτ (n, x1 , . . . , xm )).
Recursive Definition A.3.2. For any term τ we define
P
1. 1i=1 τ(i) = τ(1),
P
Pn
2. N(n) −→ n+1
i=1 τ(i) = i=1 τ(i) + τ(n + 1).
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Pν

i=m τ(i) =

Notation A.3.1.

Pν−m
j=0

τ( j + m).

In the following, σ and τ are terms. Recalling δ1 and δ2 from the previous
section, we define
Definition A.3.1.
i=1 τ(i) =
σ(i)≤x

Pn

i=1 τ(i) =
σ(i)<x

Pn

1.

Pn

2.

Pn

i=1 δ1 (x − σ(i))τ(i),
i=1 δ2 (x − σ(i))τ(i).

Proposition A.3.1. (Conditional sums.)
1
X

(
τ(i) =

i=1
σ(i)≤x
n+1
X
i=1
σ(i)≤x

τ(1) if σ(n + 1) ≤ x
0 if x < σ(n + 1)

 Pn



i=1 τ(i) + τ(n + 1) if σ(1) ≤ x

 σ(i)≤x
Pn
τ(i) = 


if x < σ(1)

i=1 τ(i)

σ(i)≤x

Proposition A.3.2.
1.

Pν

i=1 τ(i) =

P

σ(i)<x τ(i) +

2. Let x < y. Then

P

P

σ(i)≥x τ(i).

x≤σ(i) τ(i) =

P

x≤σ(i)<y τ(i) +

P

Proposition A.3.3.
1. From j ≤ n → τ( j) = 0 infer
n
X

τ( j) = 0.

i=1

2. From i , j ∧ j, i ≤ n → τ( j) = 0, infer
n
X
j=1

Recursive Definition A.3.3. (xn ).
1. x1 = x
2. N(n) → xn+1 = xn x.
Recursive Definition A.3.4. (x!).
1. 1! = 1
2. (n + 1)! = n!(n + 1).

τ( j) = τ(i).

y≤σ(i)
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Axioms for Infinitesimals

The main inspiration for the axiomatizations in this treatment is Nelson’s framework Internal Set Theory. A predicate Inf is added such that Inf(x) should be interpreted as “x is infinitesimal;” any formulas involving Inf are not internal (ie, external). Several important concepts are introduced in this section specific to NQA+.
Notably, the constants ν0 and ε0 , inspired by nonstandard analysis and which will
become a defining feature of NQA+, are introduced below. These nonstandard
numbers will be improved significantly with features from stratified nonstandard
set theory by Sam Sanders in [73]. As it turns out, a form of relative approximation
similar to the kind found in stratified nonstandard set theories and ERNAA , is introduced here. The axioms for infinitesimals retain aspects of classical logic. In fact,
the infinitesimal equality approximation introduced for NQA+ strongly relies on a
transitive property, as in (IT 12.), and other properties (I 7., I 8.) which differentiate it from other axiomatizations with infinitesimals, for example the ones found in
Smooth Infinitesimal Analysis (cf. [10]).
I 0. Inf(x) ∧ Inf(y) −→ Inf(x + y).
I 1. Inf(x) ∧ (Inf( 1y ) → 0 = 1) −→ Inf(xy).
I 2. (x < 0 ∨ 0 < x) ∧ Inf(x) −→ (Inf( 1x ) → 0 = 1).
I 3. Inf(x) ∧ |y| ≤ |x| −→ Inf(y).
1
I 4. Inf( 1x ) ∧ (Inf( 1y ) → 0 = 1) −→ Inf( x+y
).

I 5. (Inf( 1x ) → 0 = 1) ∧ (Inf( 1y ) → 0 = 1) −→ (Inf



1
x+y



→ 0 = 1).

I 6. (Inf(y) → 0 = 1) ∧ Inf(x) −→ |x| ≤ |y|.
I 7. ((Inf(x) → 0 = 1) → 0 = 1) −→ Inf(x).
I 8. Inf(x) ∨ (Inf(x) → 0 = 1).
I 9. Inf(1/ν0 ) ∧ N(ν0 ). Define ε0 = 1/ν0 (clearly Inf(ε0 )).
Notice that (I 7.) above acts as the classical law of double negation ¬¬ϕ −→ ϕ
which is not valid as a general rule in weakened propositional logic; likewise (I 8.)
acts as the LoEM for infinitesimals. The following definitions and propositions are
derivable in our weak propositional logic. The symbols ≈, meaning approximately
equal, and x ≈ ∞, meaning x is positive infinite, are not internal.
Definition A.4.1. x ≈ y ≡ Inf(|x − y|).
Definition A.4.2. x ≈ ∞ ≡ Inf( 1x ) ∧ 0 ≤ x.
Definition A.4.3. x . y ≡ x ≤ y ∨ Inf(x − y).
Definition A.4.4. x  ∞ ≡ (Inf( 1x ) → 0 = 1) ∧ y ≤ x.
Theorem A.4.1. Elementary approximations:
IT 0. Inf(x) −→ x ≈ 0.
IT 1. x ≈ 0 −→ Inf(x).
IT 2. x ≈ 0 ∧ |y|  ∞ −→ xy ≈ 0.
IT 3. x ≈ 0 −→ |x|  ∞.
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IT 4. |x| ≈ ∞ ∧ |y|  ∞ −→ |x + y| ≈ ∞.
IT 5. |x|  ∞ ∧ |y|  ∞ −→ |x + y|  ∞.
IT 6. 0  |y| ∧ x ≈ 0 −→ |x| ≤ |y|.
IT 7. (0  |x| → 0 = 1) −→ x ≈ 0.
IT 8. 0  |x| ∨ x ≈ 0.
IT 9. Inf(0).
IT 10. x = y −→ x ≈ y.
IT 11. x ≈ y −→ y ≈ x.
IT 12. x ≈ y ∧ y ≈ z −→ x ≈ z.
IT 13. x1 ≈ y1 ∧ x2 ≈ y2 −→ x1 + x2 ≈ y1 + y2 .
IT 14. x ≈ y ∧ 0  |z| −→

x
z

≈ yz .

IT 15. x ≈ z ∧ y ≈ z ∧ x ≤ u ≤ y −→ u ≈ z.
IT 16. 0  1.
IT 17. x ≈ 0 ∧ 0  |y| −→ |x| ≤ |y|.
IT 18. x ≈ 0 −→ 0 ≤ 1 − x.
IT 19. |x|  ∞ −→ |x + 1|  ∞.
IT 20. |x|  ∞ −→ |x − 1|  ∞.
IT 21. |x| ≈ ∞ −→ |x + 1| ≈ ∞.
IT 22. |x| ≈ ∞ −→ |x − 1| ≈ ∞.
Definition A.4.5. Relative approximate equality:
x ≈ z (rel y) ≡

x z
≈ .
y y

Example A.4.1. Notice that ε0 ≈ ε20 but ε0 ≈ ε20 (rel ε0 ) −→ 0 = 1. It is the case
that ε20 ≈ ε30 (rel ε0 ), however.
Theorem A.4.2. Let 0 < u ∨ u < 0. Elementary relative approximations:
IT 23. x = y −→ x ≈ y (rel u).
IT 24. x ≈ y (rel u) −→ y ≈ x (rel u).
IT 25. x ≈ y (rel u) ∧ y ≈ z −→ x ≈ z (rel u).
IT 26. x1 ≈ y1 (rel u) ∧ x2 ≈ y2 (rel u) −→ x1 + x2 ≈ y1 + y2 (rel u).
IT 27. x ≈ y (rel u) ∧ (z  0 ∨ 0  z) −→

x
z

≈ yz (rel u).

IT 28. x ≈ z (rel u) ∧ y ≈ z (rel u) ∧ x ≤ ν ≤ y −→ u ≈ z (rel u).
IT 29. x ≈ z (rel u) ∧ |u| ≤ |y| −→ x ≈ z (rel y).
IT 30. x . y ∧ y  x −→ 0 = 1.
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