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Abstract. Nature reveals itself in similar structures of diﬀerent scales. A child and an adult share similar
organs yet dramatically diﬀer in size. Comparing the two is a challenging task to a computerized
approach as scale and shape are coupled. Recently, it was shown that a local measure based on
the Gaussian curvature can be used to normalize the local metric of a surface and then to extract
global features and distances. In this paper we consider higher dimensions; speciﬁcally, we construct
a scale invariant metric for volumetric domains which can be used in analysis of medical datasets
such as computed tomography (CT) and magnetic resonance imaging (MRI).
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1. Introduction. A key idea in shape or image analysis is based on the design of invariants.
Structures or images may look diﬀerent on one regime, but given a diﬀerent metric the true
relationship is revealed. The study of metric invariants in computer vision was initiated more
than 20 years ago in [8, 9], where geometry of planar curves under projective transformations
was examined. Scale and aﬃne transformations attracted the main focus [28], where global
and local invariants [11] were used in the process. Other approaches, for example, based on
scale-space signatures [10] and semidiﬀerential invariants [24], were found useful and built the
foundations for future schemes.
Images, on the other hand, require a diﬀerent approach for designing invariants. Due
to their high dimensionality, constructing invariants in images still remains a challenge in
modern computer vision tasks. Lowe’s milestone research on scale invariant feature transform
(SIFT) [23] revolutionized the way we capture meaningful information in images. This was
the beginning of an era where features became more sophisticated and were able to cleverly
compensate for diﬀerent deformations. Let us just mention SURF [2] and aﬃne-SIFT (ASIFT)
[25] as such predecessors. One more milestone we must mention was adopting the equi-aﬃne
metric into computer vision society [33], which was further used for important low-level vision
tasks such as denoising.
Nonrigid shapes became popular in recent years modeling natural behavior. Faces, for ex-
ample, can be considered as bendable shapes where diﬀerent mimics still preserve the intrinsic
(geodesic) distances between pairwise points [4]. While such distances can be evaluated in
linear time [19, 38], their usage in comparison or alignment algorithms is not trivial. Shapes
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404 DAN RAVIV AND RAMESH RASKAR
were compared after their embedding into Euclidean domains [16], spherical spaces [15, 5],
conformal disks or spheres [22], or even graphs [18, 37]. A direct embedding was also found
useful and accurate [6] based on the minimization of the Gromov–Hausdorﬀ distance. Trying
to avoid unbounded distortions, a diﬀerent approach was considered based on the embedding
into the self-structure of the Riemannian geometry [3], which later was used to evaluate in-
trinsic distances and features [36, 26, 27, 7]. One of the useful tools that emerged from this
research provided us with intrinsic distances, known as diﬀusion distances, based on the heat
ﬂow on the geometry [13]. Those average distances successfully replaced geodesic ones in some
applications.
Measuring intrinsic distances or features depends on the method by which we evaluate the
local metric. Traditionally, we consider a Riemannian metric to be locally Euclidean. Such
an assumption provides an isometric invariant property, better known as a bending invariant.
For many practical needs it is suﬃcient, as the stretching is minor, but the results rapidly
degrade in quality when those assumptions do not hold. Trying to overcome such limitations
for meaningful stretching, researchers have shown that a local metric for surfaces can be
altered such that it compensates for scaling [1] by multiplying the metric with the magnitude
of the Gaussian curvature; it can be equi-aﬃne invariant [30] by considering a local volume
preserving quadratic form, or it can even be fully aﬃne invariant [31] by composition of a
scale and equi-aﬃne invariant metrics.
The need to model invariants in higher dimensions than two is clear. Computed tomog-
raphy (CT) and magnetic resonance (MR) data of stretchable organs, such as the liver, the
kidney, and the heart, are just a couple examples that can beneﬁt from better alignment and
learning algorithms. The geometry of those datasets suggests that one can do better than
merely search for a continuous diﬀeomorphism. Recently, it was shown how to couple metric
invariants into a nonrigid alignment algorithm and use it for tracking the left ventricle [32];
however, the alignment was done for textureless surfaces and did not take into account all the
information that appears in the data.
We need to develop a new theory compensating for local stretching in shapes of dimensions
greater than two. Moving toward volumetric data is not straightforward, as manipulating the
metric in two dimensions (surfaces) was based on the Gaussian curvature, which is not even
deﬁned for volumes. In this work we begin by examining scale invariant signatures in curves
from a level-set approach. We reexamine scale invariant metrics of surfaces, and we begin the
journey of designing diﬀerential invariants in volumetric datasets.
The paper is organized as follows: We present a short description of the notation in section
2, followed by section 3, where we provide a brief summary of spectral geometry. Sections 4
and 5 provide a short summary on scale invariants of curves and surfaces, including a fresh look
through level sets. Section 6 is dedicated to scale invariants in volumetric data. We explore
two diﬀerent scenarios, with and without photometric change, and provide the mathematical
construction and proof of invariance for both. In section 7 we numerically validate the results
in various examples.
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SCALE INVARIANT METRICS OF VOLUMETRIC DATASETS 405
2. Definitions. The majority of this paper requires basic knowledge of diﬀerential geom-
etry. Speciﬁcally, we model a curve as a continuous regular function C(t) such that
C : [0, 1] → R2,
C(t) = (x(t), y(t)) ,(2.1)
and its derivative ∂C∂t is well deﬁned for all t. We further consider a surface S as a compact
two-dimensional (2D) Riemannian manifold with a metric tensor g, where
S : U ⊂ R2 → R3,
gij = 〈Si, Sj〉,(2.2)
using the shorthand notation S1 = ∂S/∂u, S2 = ∂S/∂v, where u and v are the coordinates of
U . An inﬁnitesimal displacement ds on the surface is thereby given by
ds2 = g11du
2 + 2g12dudv + g22dv
2.(2.3)
The metric coeﬃcients (gij) transform the surface’s parametrization coordinates u and v into
a Euclidean distance measure.
Considering images as manifolds was shown to be a successful approach [20] and can be
used for higher dimensions as well. Speciﬁcally, volumetric datasets, such as those constructed
from CT or MR imaging (MRI), can be regarded as compact three-dimensional (3D) Rieman-
nian manifolds, again with a metric tensor g, now given by a symmetric semi-positive deﬁnite
3 × 3 matrix. Its six coeﬃcients represent a local distance in the measured space. We can
deﬁne a volumetric Riemannian manifold as a graph V ,
V : R3 → R4,
V (u, v, w) = (u, v, w, I(u, v, w)) ,(2.4)
where I(u, v, w) ∈ R is a scalar value representing the local intensity.
Useful notations in this work, well studied in diﬀerential geometry, are the Christoﬀel
symbols of the ﬁrst or second kind. Such coeﬃcients provide a coordinate expression for the
Levi-Civita connection and are used to express the Riemannian curvature tensor. Given a
local coordinate system ∂
∂xi
, where x1 = u, x2 = v, and x3 = w in our setup, the coeﬃcients
of the second kind can be deﬁned directly from the metric and its derivatives;
Γcab =
1
2
(
∂gca
∂xb
+
∂gcb
∂xa
+
∂gab
∂xc
)
,(2.5)
and the symbols of the ﬁrst kind are given by
Γcab = gcdΓ
d
ab,(2.6)
where Einstein’s summation notation is used.
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406 DAN RAVIV AND RAMESH RASKAR
3. Spectral geometry: Think globally; act locally. In this paper we construct distances
and features on the manifolds generated from the proposed metrics using the spectral geometry
framework. We will encounter the terms summarized here only in the numerical validation
section.
Spectral geometry, also referred to as diﬀusion geometry, introduced in [13, 12], deals with
geometric analysis of metric spaces where geodesic distances are replaced by integral diﬀerence
between heat kernels. Conceptually, this formulation allows us to think of a global distance
while evaluating a local metric.
The starting point of this approach relies on the heat equation
(
∂
∂t
+Δh
)
f(x, t) = 0,(3.1)
which describes the propagation of heat, where f(x, t) is the heat distribution at a point x in
time t. Initial conditions are given by f(x, 0), and Δh is the Laplace–Beltrami operator with
respect to the metric h. The fundamental solution of (3.1) is called a heat kernel, and using
spectral decomposition it can be written as
kt(x, x
′) =
∑
i≥0
e−λitφi(x)φi(x′),(3.2)
where φi and λi are the corresponding eigenfunctions and eigenvalues of the Laplace–Beltrami
operator satisfying
Δhφi = λiφi.(3.3)
The value of the heat kernel kt(x, x
′) can be interpreted as the transition probability
density of a random walk of length t from point x to point x′. The length or time t deﬁnes a
family of diﬀusion distances
d2t (x, x
′) =
∫ (
kt(x, ·) − kt(x′, ·)
)2
da
=
∑
i>0
e−2λit(φi(x)− φi(x′))2(3.4)
between any two points x and x′. The parameter t can be given the meaning of scale, and
the family {dt} can be thought of as the scale-space of metrics. Integrating over t can be
interpreted as the connectivity rate by paths of any length (time) and is referred to as the
commute-time distance [29]. Speciﬁcally,
d2CT(x, x
′) =
∫ ∞
0
d2t (x, x
′)dt(3.5)
=
∑
i>0
1
2λi
(φi(x)− φi(x′))2.
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4. Scale invariant length of curves. We begin this exploration of invariants in a simple
scenario of curves in R2. Consider a curve C(t) = (x(t), y(t)) in the domain t ∈ [0, 1]. The
length of the curve L is given by
L =
∫ 1
0
√
x˙2 + y˙2dt,(4.1)
while the length of the scaled curve C˜ = αC becomes
L˜ =
∫ 1
0
√
α2x˙2 + α2y˙2dt = αL,(4.2)
since ∂αx∂t = α
∂x
∂t . Note that throughout the paper we use the Y˜ notation for indicating a
scaled quantity Y by an unknown factor α.
Even if we do not know a priori what α is, we can normalize the length of the curve using
the second derivative in such a way that scaling will not alter the metric. The new length
measurement will be diﬀerent from the original one, and we will lose some information about
the shape, but it will be invariant to scaling. This is a fundamental concept that will follow
us throughout this paper for all dimensions. Speciﬁcally, we consider the curve’s curvature κ,
κ(t) =
|x˙y¨ − y˙x¨|
(x˙2 + y˙2)
3
2
,(4.3)
and its scaled version,
κ˜(t) =
α2
α3
κ =
1
α
κ.(4.4)
Corollary 4.1. κdL is a scale invariant diﬀerential length measurement.
Proof. From (4.2) and (4.4) it follows that κ˜dL˜ = κdL, which means that κdL is scale
invariant.
Notice that once the curvature vanishes (e.g., κ = 0), the metric is not deﬁned. One
cannot use curvature to normalize for scale if there is no meaningful structure from which to
infer. We will refer to this metric as a pseudometric due to this observation.
Let us re-examine the local invariant metric using a level-set approach. A curve can be
written as the zero (or any other constant) level set of an implicit function F (x, y) (speciﬁcally
F (x, y) = 0), and consequently
∇F =
(
∂F
∂x
,
∂F
∂y
)T
= (Fx, Fy)
T ,
H(F ) =
(
Fxx Fxy
Fyx Fyy
)
.(4.5)
Since the gradient of F is perpendicular to the tangent of its level-set curves F (x, y) = c, it
must be parallel to the normal along the level sets. This leads to the known mean curvature
formula [35, 17]
κ =
∇¯F TH(F )∇¯F
||∇F ||3 ,(4.6)D
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where ∇¯F = (−Fy, Fx)T .
Denoting x˜ = αx and y˜ = αy, we consider the scaled level set F˜ :
F˜ = F (x˜, y˜) = F (αx, αy).(4.7)
Since ∂F˜∂x˜ =
∂F
∂x
∂x
∂x˜ =
1
α
∂F
∂x , we realize that
∇F˜ =
(
F˜x˜, F˜y˜
)T
= α−1 (Fx, Fy)T = α−1∇F T ,
H(F˜ ) =
(
F˜x˜x˜ F˜x˜y˜
F˜y˜x˜ F˜y˜y˜
)
= α−2H(F ).(4.8)
We conclude that the curvature of the scaled level set is 1α that of the original one. Speciﬁcally,
we have the following.
Corollary 4.2. κ˜ = ∇¯F˜
TH(F˜ )∇¯F˜
||∇F˜ ||3 =
1
ακ.
Proof. From (4.8) we realize that
κ˜ =
α−1α−2α−1
((α−2)0.5)3
κ =
α−4
α−3
κ = α−1κ.(4.9)
Theorem 4.3. κds is a scale invariant diﬀerential level-set measurement.
Proof. From Corollary 4.2 we infer that
κ˜ds˜ =
1
α
καds = κds,(4.10)
which concludes the proof.
5. Scale invariant metric for surfaces. A scale invariant metric for surfaces was ﬁrst
introduced in [1], where the authors showed that multiplying the coeﬃcients of the ﬁrst
fundamental form by the Gaussian curvature produces a scale invariant metric. We summarize
their result in this section.
The Gaussian curvature KG can be deﬁned by the ratio between the determinant of the
second and ﬁrst fundamental forms,
KG =
det b
det g
=
b11b22 − b212
g11g22 − g212
,(5.1)
where bij = 〈Sij , n〉 and n = S1×S2||S1×S2|| .
An α scaling of the surface S expands the coeﬃcients of the ﬁrst fundamental form by α2
as
g˜ij = 〈αSi, αSj〉 = α2〈Si, Sj〉 = α2gij(5.2)
and alters the coeﬃcients of the second fundamental form by α since
b˜ij = 〈αSij , n〉 = α〈Sij , n〉 = αbij .(5.3)D
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Corollary 5.1. |KG|gij is a scale invariant metric for surfaces [1].
Proof. We plug (5.2) and (5.3) into the Gaussian curvature of the scaled surface K˜G,
|K˜G|g˜ij =
∣∣∣∣∣
det b˜
det g˜
∣∣∣∣∣ g˜ij =
α2
α4
|KG|α2gij = |KG|gij ,(5.4)
and conclude that |KG|gij is a scale invariant metric.
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Figure 1. Eigenvalues of the Laplace–Beltrami operator of a scaled torus (×1, ×1.5, and ×2). In the top
row we depict the three versions of the shape overlaid with its scalar curvature. At the bottom left, we show the
ﬁrst (smallest) 100 eigenvalues of the Laplace–Beltrami operator using a Euclidean metric, and on the bottom
right we use the scale invariant metric.
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410 DAN RAVIV AND RAMESH RASKAR
6. Scale invariant metrics for volumetric data.
6.1. Scaling of what?. Moving forward from surfaces to volumes introduces a new metric
on the data—usually a coupled measure between geometry and photometry [20, 21]. Speciﬁ-
cally, we deﬁne the volumetric manifold V : R3 → R4 to be a graph on the spatial coordinates,
as V (x, y, z) = (x, y, z, I(x, y, z)). The local metric gij is a 3× 3 semi-positive deﬁnite matrix
(six coeﬃcients), which can be written as
G = (gij) =
⎛
⎝ 1 + I
2
x IxIy IxIz
IxIy 1 + I
2
y IyIz
IxIz IyIz 1 + I
2
z
⎞
⎠ .(6.1)
Notice that the local length measurement ds becomes
ds2 = dx2 + dy2 + dz2 + dI2
= dx2 + dy2 + dz2 + (Ixdx+ Iydy + Izdz)
2
= (1 + I2x)dx
2 + (1 + I2y )dy
2 + (1 + I2z )dz
2
+2IxIydxdy + 2IxIzdxdz + 2IyIzdydz
= [dx, dy, dz]G[dx, dy, dz]T .(6.2)
A fundamental question we must address, as the name of this subsection states, is scaling
of what? We can think of three options:
• Geometric and photometric together, which is a uniform scaling of the manifold’s
metric.
• Photometric alone: The structure is unchanged, but the intensity is altered. An
example is MRI data in which a tumor starts to appear and the change in local
density becomes visible.
• Geometric alone: The structure is scaled while preserving its intensity. An example is
a CT image of a stretchable organ.
Generating a scale invariant metric on a 3D manifold (ﬁrst option) is interesting by itself
but may not have an immediate application, as the intensity and spatial coordinates are
scaled by the same factor. We will derive this formulation in the next section, as it answers
a fundamental question in geometry. In this scenario we will consider the scalar curvature
instead of the Gaussian curvature in the construction of an invariant metric. We then restrict
ourselves to the photometric metric alone (second option). While it is tempting to normalize
only the photometric part of the metric, we will show that it cannot be achieved in the
proposed approach. Finally, we consider a change in structure alone (third option). We wish
to limit ourselves to stretches of the geometry within the volume, without any change of the
photometry. We will solve this problem by introducing a level-set–based invariant metric.
6.2. Scale invariant metric of a 3D manifold. For surfaces (2D manifolds) we normalized
the metric using the Gaussian curvature. For 3D data we propose using the trace of the Ricci
curvature, also known as the scalar curvature. Geometrically it relates to the amount by which
the volume of a geodesic ball deviates with relation to a Euclidean one. In two dimensions,
the scalar curvature is exactly twice that of the Gaussian curvature, which means that it can
also be used for surface normalization.
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The Ricci curvature tensor is well studied in the literature, and here we provide a short
useful summary. Please refer to [14, 35] for further details. The [1, 3] curvature tensor Rlijk
can be explicitly written from the Christoﬀel symbols of the second kind,
Rlijk =
∂
∂i
Γljk + Γ
m
ikΓ
l
jm −
∂
∂j
Γlik − ΓmjkΓlim,(6.3)
from which we deﬁne the [0, 4] curvature tensor Rijkl,
Rijkl = R
m
ijkglm,(6.4)
and the [0, 2] curvature Rij ,
Rij = g
klRkijl.(6.5)
The scalar curvature Sc is the trace of Rij and is deﬁned by
Sc = gijRij.(6.6)
Let us consider an α scaling of the manifold V into V˜ ; then, the coeﬃcients of the inverse
metric gij will scale by α−2, and the Christoﬀel symbols of the second kind will not change,
as shown in the following two corollaries.
Corollary 6.1. An α scaling of the manifold V will alter the coeﬃcients of the inverse metric
by α−2.
Proof. Since gijg
ij = identity and g˜ij = α
2gij , it immediately follows that g˜ij
1
α2
gij =
identity, from which we conclude that g˜ij = 1
α2
gij .
Corollary 6.2. An α scaling of the manifold V will not change the Christoﬀel symbols of
the second kind.
Proof. From Corollary 6.1 and deﬁnitions (2.5) and (2.6),
Γ˜kij =
1
2
g˜km
(
∂g˜jm
∂i
+
∂g˜im
∂j
+
∂g˜ij
∂m
)
=
1
2α2
gkm
(
α2
∂gjm
∂i
+ α2
∂gim
∂j
+ α2
∂gij
∂m
)
=
1
2
gkm
(
∂gjm
∂i
+
∂gim
∂j
+
∂gij
∂m
)
= Γkij .(6.7)
It follows that multiplying the local metric by the size of the scalar curvature is a volumetric
invariant metric.
Theorem 6.3. |Sc|gij is a scale invariant volumetric metric.
Proof. From Corollaries 6.1 and 6.2 and deﬁnitions (6.3), (6.4), (6.5), and (6.6) we readily
have
R˜lijk = R
l
ijk,
R˜ijkl = R˜
m
ijkg˜lm = R
m
ijkglmα
2,
R˜ij = g˜
klRkijl =
1
α2
gklRijklα
2 = Rij ,
S˜c = g˜ijR˜ij =
1
α2
gijRij =
1
α2
Sc.(6.8)D
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Since g˜ij = α
2gij , we infer that
|S˜c|g˜ij =
∣∣∣∣ 1α2Sc
∣∣∣∣α2gij = |Sc|gij ,(6.9)
which concludes the proof.
Note that we did not use the fact that the manifold is of dimension three; hence, it is
true for any dimension. We summarize that the scalar curvature can be used to normalize the
metric of a Riemannian manifold into its scale invariant form.
Can we use the normalization scheme presented above to build a metric that is scale
invariant only to the photometric part? It is tempting to try to normalize the photometric
part out of its curvature, but, as we will shortly see, it is not possible.
Let us revisit the length measurement derived from (6.1). We wish that only the intensity
would be invariant to scaling, meaning dx = dx˜, dy = dy˜, and dz = dz˜. Hence, the length
measurement d˜s becomes
ds˜2 = dx2 + dy2 + dz2 + dI˜2
= dx2 + dy2 + dz2 + (I˜xdx + I˜ydy + I˜zdz)
2.(6.10)
We can also think of G as the sum of the geometric and photometric parts
G = (gij) =
⎛
⎝ 1 0 00 1 0
0 0 1
⎞
⎠+
⎛
⎝ I
2
x IxIy IxIz
IxIy I
2
y IyIz
IxIz IyIz I
2
z
⎞
⎠ = I3×3 + P,(6.11)
where I3×3 is the identity matrix and P = (Pij) is the photometric part. It is extremely
tempting to normalize P according to its curvature and generate a photometric scale invariant
metric. Unfortunately, as the next corollary shows, it cannot be done.
Corollary 6.4. The photometric part P = G − I3×3 of a graph has a degenerate determi-
nant.
Proof. Let us rewrite P as the multiplication of two matrices PA and PB :
P =
⎛
⎝ I
2
x IxIy IxIz
IxIy I
2
y IyIz
IxIz IyIz I
2
z
⎞
⎠
=
⎛
⎝ Ix 0 00 Iy 0
0 0 lz
⎞
⎠
⎛
⎝ Ix Iy IzIx Iy Iz
Ix Iy Iz
⎞
⎠ = PAPB .(6.12)
Since det(P ) = det(PA) det(PB) and det(PB) is zero, we conclude that P always has a degen-
erate determinant.
6.3. Geometric invariant metric: Level-set approach. Constructing a scale invariant
metric for volumes following the footsteps of the successful 2D scale invariant metric [1] is
problematic. As seen earlier, it is doable using the scalar curvature, but in practice it is not
the scaling invariant we expect from data captured out of tomography machinery such as
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Figure 2. Eigenvalues of the Laplace–Beltrami operator of scaled 3-spheres (×1, ×1.5, and ×2). Notice
that it is a volumetric sphere and not a surface, where the color represents the third dimension. We depict
slices (top row) of three versions of the shape overlaid with their scalar curvature, and one similar level set
(middle row) for all three shapes. Using the Euclidean metric (bottom left), we see that the eigenvalues of the
Laplace–Beltrami operator alter dramatically, while using the scale invariant metric (bottom right), we get an
almost perfect invariance.D
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414 DAN RAVIV AND RAMESH RASKAR
CT and MR. We cannot consider the curvature of the manifold for normalization since the
intensity is not scaled. In addition, we cannot ignore the intensities because without them
shortest paths are straight lines, which means no curvature exists.
We need to rethink the invariance in such datasets, and one potential solution is to con-
struct invariant metrics based on the level sets of the data. The intensities along level sets do
not change by deﬁnition, yet the geometry they construct should remain invariant—meaning
that the curvature in question is the Gaussian curvature of the 2D level set of the volumetric
domain.
Let F (x, y, z) = 0 be an implicit surface, and deﬁne its gradient ∇F and Hessian H(F )
as follows:
∇F =
(
∂F
∂x
,
∂F
∂y
,
∂F
∂z
)T
= (Fx, Fy , Fz)
T ,
H(F ) =
⎛
⎝ Fxx Fxy FxzFyx Fyy Fyz
Fxz Fyz Fzz
⎞
⎠ .(6.13)
It can be shown that the Gaussian curvature is a function of ∇F and H.
Corollary 6.5.
Kg = −
det
[
H(F ) ∇F
∇F T 0
]
|∇F |2 .(6.14)
Proof. See [35, 17].
Denoting F˜ = F˜ (x˜, y˜, z˜) = F (αx, αy, αz) as the scaled level set function, and realizing
that ∂F˜∂x˜ = α
−1 ∂F
∂x , and similarly for y and z, we infer that
∇F˜ =
(
F˜x˜, F˜y˜, F˜z˜
)T
=
1
α
(Fx, Fy, Fz)
T = α−1∇F T ,
H(F˜ ) =
⎛
⎝ F˜x˜x˜ F˜x˜y˜ F˜x˜z˜F˜y˜x˜ F˜y˜y˜ F˜y˜z˜
F˜x˜z˜ F˜y˜z˜ F˜z˜z˜
⎞
⎠ = 1
α2
H(F ).(6.15)
We conclude that the curvature of the scaled level set is 1α2 that of the original one. Speciﬁcally,
we have the following corollary.
Corollary 6.6. K˜g =
1
α2Kg.
Proof. We can rewrite the Gaussian curvature Kg as (see [17])
Kg =
∇F TH∗(F )∇F
|∇F |4 ,(6.16)
where
H∗(F ) =
⎡
⎣
FyyFzz − FyzFzy, FyzFzx − FyxFzz, FyxFzy − FyyFzx
FxzFzy − FxyFzz, FxxFzz − FxzFzx, FxyFzx − FxxFzy
FxyFyz − FxzFyy, FyxFxz − FxxFyz, FxxFyy − FxyFyx
⎤
⎦ .Do
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From (6.14), (6.15), and (6.16) we readily have
K˜g =
∇F˜ TH∗(F˜ )∇F˜
|∇F˜ |4
=
α−1∇F Tα−4H∗(F )α−1∇F
α−4|∇F |4 =
1
α2
Kg.(6.17)
Theorem 6.7. |Kg|I3×3 is a level-set scale invariant metric of volumetric data.
Proof. We notice that by deﬁnition P (the photometric part of the metric) does not change
along a level set, meaning the photometric part of the metric vanishes (e.g., dI = 0 on the
level set). Hence, after α scaling it still has no contribution.
Since I˜3×3 = α2I3×3 (e.g., the geometry grid is scaled), and given Corollary 6.6, we infer
that along a ﬁxed level set
|K˜g|I˜3×3 = 1
α2
|Kg|α2I3×3 = |Kg|I3×3.(6.18)
It is interesting to notice that this metric does not rely on the values of the intensities but
only on the level sets they generate. Notice that in positions where the curvature vanishes the
metric is not deﬁned. Those are the locations where the intensity does not change in one or
more directions. While we can simply ignore those places by squeezing them into an -sized
volume, a better strategy will be to interpolate the curvature. That is, we consider positions
with curvature above some threshold to be valid and interpolate for the rest of the domain.
This approach is reasonable if we believe that meaningful curvatures are indicators of local
stretches which are not visible in all places.
An additional result regarding images can be inferred from Theorem 6.7. We can rewrite
the same metric for images, compensating for 2D stretching. The derivatives of the structure
are restricted to Ix and Iy, and the identity is a 2× 2 matrix.
7. Numerical validation. We explored a change in scaling for a horizontal slice (an image)
and a volumetric dataset. The data used for this validation is the brain atlas MNI152 T1 1mm
taken from the FSL open database [34]. We explored curvature change, eigendecomposition of
the Laplace–Beltrami operator, heat kernel signatures (HKS), and commute time distances.
Comparisons were performed with relation to the ground truth of the deformations.
In order to evaluate the local metrics, Christoﬀel symbols, and the diﬀerent curvature
tensors, we used a ﬁnite diﬀerence numerical scheme. As the derivations along the principle
directions are orthogonal and parallel to the grid, their calculation is trivial. A well-known
formulation of the Laplace–Beltrami operator in local coordinates u = (u1, u2, u3)
T is
Δf =
1√
detG
∂T
∂u
(√
detGG−1
∂
∂u
f
)
,(7.1)
where the sign is ﬂipped to impose a semipositive structure, ∂∂u = (
∂
∂u1
, ∂∂u2 ,
∂
∂u3
)T and G =
(gij) ∈ R3×3. Moving from the continuous deﬁnition toward a numerical scheme, we generated
forward and backward derivative matrices for the three main axes x, y, and z, denoted by D+1 ,
D−1 , D
+
2 , D
−
2 , and D
+
3 , D
−
3 , respectively. We further generated a diagonal matrix composed
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416 DAN RAVIV AND RAMESH RASKAR
of the square root of the metric’s determinant and its inverse, denoted by M and M−1, and
the diagonal matrices Gij , where gij for each point appears on the diagonal. It follows that
the Laplace–Beltrami operator L can be written as a matrix by
L =
3∑
i=1
3∑
j=1
M−1D−i MG
ijD+j .(7.2)
We used MATLAB 2014a for its eigendecomposition. We ﬁrst examine two toy examples of
a scaled torus (Figure 1) and a scaled 3-sphere (Figure 2), where we normalize the metric
according to scalar curvature, and generate a scale invariant Laplace–Beltrami operator.
The curvature in many locations is signiﬁcant enough to construct a scale invariant metric,
both for 2D slices and the 3D volume. Notice that the curvatures along the image’s level sets
are scaled by the inverse magnitude of the deformation, while the curvatures of the volume’s
level sets are scaled by the inverse squared magnitude. In the graphs that follow, we square
rooted the second.
In Figure 3 we visualize the signiﬁcant curvatures measured in one 2D slice. We cannot
collect meaningful data in all positions, as ﬂat regions have vanishing curvatures, and in
practice near-ﬂat regions appear unstable for curvature estimation. The global scale factor
is calculated as the median for all measurements and is locally visualized on the slice using
a moving median window (10% × 10%). We experimented with diﬀerent thresholds of the
curvature and found this parameter to be stable. In addition, we chose inliers as points
with up to three standard deviations. The results are summarized in the graphs shown in
Figure 4. We explored diﬀerent thresholds from 10−5 to 5 × 10−2 of the magnitude of the
measured curvature deciding whether a point should be considered an inlier. The results
showed robustness to this feature. We did notice a slight reduction in accuracy of 3%–4%
around the scaling factor of 1.4. This is not that surprising as the scaling is done on subpixel
values. Yet we were amazed by the achieved accuracy.
Next, we explored the level-set curvatures of the entire volumetric brain. Once again,
we were able to get a stable reading of the curvature in many locations to infer the scaling.
The curvature was altered by one over the scaling factor squared. In Figure 5 we depict the
results, and in Figure 6 we show stability graphs for diﬀerent thresholds of the curvature.
In this scenario we also chose outliers according to large shifts from the standard deviation.
Notice that we provide the ratio between the curvatures where the true alignment is known a
priori.
Scaling the local metric can compensate for changes in spectral signatures. We computed
the eigenvalues and eigenvectors of the Laplace–Beltrami operator on two diﬀerently scaled
images. From this decomposition we further approximated HKS in a wide range of temporal
sampling. In Figure 7 we depict the two images, the magnitude of their local curvatures, and
the relevant histograms to assist in visualizing the diﬀerences. We further depict in a log-log
graph HKS for matching points.
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Figure 3. A horizontal slice of an MRI scan of the brain was rescaled multiple times (left). The change in
the level sets’ curvature was evaluated before and after the transformation. The ratio between curvatures with
nonvanishing quantities (middle) shows that many points pose enough information to evaluate scaling. Using
a moving median ﬁlter, we ﬁll up the gaps for the entire slice (right). On top of each ﬁgure we added the true
scaling factor (left) and the approximated one (right).
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Figure 4. A horizontal slice of an MRI scan of the brain was rescaled multiple times, and local curvature was
evaluated. We explored diﬀerent thresholds from 10−5 to 5× 10−2 of the magnitude of the measured curvature,
deciding whether a point should be considered an inlier. In each graph the x axis is the generated scaling, and
the y axis is the computed one. A perfect result would have been the blue line, while the dotted curve was the
calculated one. We added maximum and average distortions as absolute values and relative percentages.
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Figure 5. An MRI (volumetric) scan of the brain was rescaled multiple times (per row). The change
in the level sets’ curvature was evaluated before and after the transformation. The ratio between square root
of the curvatures with nonvanishing quantities (middle) shows that many points pose enough information to
evaluate local scaling. Using a moving median ﬁlter, we can ﬁll up the gaps for the entire brain (right). All the
evaluations were done directly on the volume, while we depict just one slice in the second and third columns.
On top of each ﬁgure we added the true scaling factor (left) and the approximated one (right).
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Figure 6. A volumetric MRI scan of the brain was rescaled multiple times, and local curvature was evaluated.
We explored diﬀerent thresholds from 10−5 to 5 × 10−2 of the magnitude of the measured curvature, deciding
whether a point should be considered an inlier. In each graph the x axis is the generated scaling, and the y axis
is the computed one. A perfect result would have been the blue line, while the dotted curve was the calculated
one. We added maximum and average distortions as absolute values and relative percentages.
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Figure 7. Two scaled images (×1.2) with three chosen points (left, rows one and two), magnitude of level
set curvature (middle column, rows one and two), and their relevant histograms (right, rows one and two). In
dotted red we depict the histogram of the relevant model and in blue the histogram of the scaled (second) one.
We evaluated the Laplace–Beltrami operator (rows three and four) using the Euclidean metric (third row) and
the scale invariant metric (fourth row). On the left we depict the eigenvalues, and from the second column and
above we show the HKS of three matching points in log-log axes.D
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Finally, we evaluated commute time distances in a volumetric domain. In Figure 8 we
depict the accumulating histogram of distances from the center of the brain and from a point
near the cortex’s boundary. The curvature used here for normalizing the volumetric structure
is noisier than that measured on each slice separately, yet the results are appealing. Notice
that we do witness some degradation in quality near the boundary.
We must emphasize that the experiments done in this section are inﬂuenced by the inter-
polation of the data as we tried to simulate the harder-case scenario of a ﬁxed sized image
rather than changing the distance between pixels.
0 500 1000 1500 2000 2500 3000 3500
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x 10−3
Average % Distortion: 38.01
0 1000 2000 3000 4000
0
0.5
1
1.5
x 10−3
Average % Distortion: 103.39
0 20 40 60
0
0.1
0.2
0.3
0.4
Eigenvalues
0 20 40 60 80
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x 10−3
Average % Distortion: 2.00
0 20 40 60 80 100
0
0.5
1
1.5
x 10−3
Average % Distortion: 12.64
0 20 40 60
0
2
4
6
8
10
Eigenvalues
Figure 8. Accumulated histograms of commute time distances measured from the center of the brain (middle
column) and near the cortex (right column). The brain was scaled by a factor of 1.3. We used the Euclidean
metric in the ﬁrst row and the level-set scale invariant volumetric metric on the second. The ﬁrst 50 eigenvalues
are depicted in the ﬁrst column.
8. Discussion and conclusions. First order derivatives deﬁne distances and features and
are the main building blocks in inference and comparison methods of shapes and structures.
Second order derivatives provide additional information on curvature. This knowledge can
then be used to normalize the geometry into a canonical form which is scale invariant. We
recently learned how to do so for surfaces, and in this paper we further researched that using
level sets and focused on volumetric datasets. We considered two diﬀerent scenarios: (a) scale
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invariant tensors (compensating for geometric and photometric deformations), and (b) scale
invariant level sets (compensating just for geometric deformations).
Two limitations should be taken into account using diﬀerential invariants. The ﬁrst is
stability, as second order derivatives are more sensitive to noise and require a smooth version
of the structure. This challenge was addressed by us and others, and feasible solutions exist.
Here, as an example, we measured diﬀusion distances and HKS given the weak form of the heat
equation which handles noise gracefully. The second limitation appears in locations where no
curvature exists. In addition, next to such locations the curvature is unstable and requires
gentle handling. We interpolated the information about the curvature using a sliding window
with a median ﬁlter. Other, more robust and sophisticated, approaches exist. We chose a
simple one to emphasize that this limitation can be easily addressed.
9. Summary. We presented two scale invariant metrics for volumetric data. One compen-
sates for the change in geometry and photometry, while the second focuses on the geometric
part alone. We provided theoretical results and showed diﬀerent examples on an MR atlas.
Generating scale-free features is the ﬁrst step toward improving alignments and inference of
geometric datasets. Here we introduced one important building block for such tasks.
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