Abstract. This paper evaluates the original Hager's adjacent exchange methods in conjunction with heuristics for bandwidth and profile reductions with the objective of reducing computing times of the zero-fill incomplete Cholesky-preconditioned conjugate gradient method. The numerical results obtained in this computational experiment show that the original Hager's exchange methods, although capable of reducing the profile of the instances, are not useful when reducing processing times of the zero-fill incomplete Cholesky-preconditioned conjugate gradient method.
Introduction
A fundamental step in various applications in science and engineering is the solution of large-scale sparse linear systems in the form Ax = b, where A is an n × n large-scale sparse matrix, x is the unknown n-vector solution which is sough, and b is a known n-vector. Generally, it is a step in the simulation that demands a high computing time.
Paging policies and modern hierarchical memory architecture favor programs that consider locality of reference into account [4] . An appropriate vertex labeling is desirable for the low-cost solution of large-scale and sparse linear systems. An adequate vertex labeling provides that the corresponding coefficient matrix A will have narrow bandwidth and small profile [4] . Furthermore, this does not depend on the storage scheme used to represent the matrix. Thereby, the use of a heuristic for bandwidth and profile reductions is an alternative to achieve a sequence of graph vertices with spatial locality. Heuristics for bandwidth and profile reductions are employed to obtain low computing times for solving large-scale sparse linear systems [4] .
Let A = [a ij ] be an n × n symmetric matrix associated with an undirected graph G = (V, E) composed of a set of vertices V and a set of edges E. The bandwidth of row i is β i (A) = i − min 
The problems of bandwidth and profile minimizations are NP-hard [8, 10] .
A prominent method for solving large sparse linear systems is the conjugate gradient method (CGM), used when the coefficient matrix is symmetric and strictly diagonally dominant. Among several preconditioners that researchers have proposed (e.g., see [3] ) for the conjugate gradient method, the incomplete Cholesky (IC) factorization is especially important (see [4] and references therein). IC(l) with l > 0 will yield a better approximation to A than IC(0) at the cost of increased storage and processing times so that we employed the IC(0) preconditioner. In particular, practitioners have been successfully applying the zero-fill incomplete Cholesky-preconditioned conjugate gradient (ICCG for short) method in the solution of several problems (see [4] and references therein).
A previous publication [4] evaluated several heuristics for bandwidth and profile reductions when applied to various large-scale instances contained in the SuiteSparse matrix collection [1] with the objective of reducing the ICCG method. This publication [4] indicated the most promising heuristics for each of the instances. Hager's adjacent exchange methods [5] were proposed to deliver further profile reductions in matrices after the use of a heuristic for profile optimization. This paper evaluates these methods in conjunction with heuristics for bandwidth and profile reductions to verify whether Hager's adjacent exchange methods [5] along with state-of-the-art heuristics for bandwidth and profile reductions can reduce execution times of the ICCG method. To the best of our knowledge, this is the first (published) instance in the field to evaluate Hager's exchange methods along with heuristics for bandwidth and profile reductions with the objective of reducing the execution times of the preconditioned conjugate gradient method.
The remainder of this manuscript is structured as follows. Section 2 gives a brief description of Hager's adjacent exchange methods. Section 3 describes how we conducted the experiments in this computational experiment. Section 4 presents and analyzes the results. Finally, Section 5 provides the conclusions.
A brief description of Hager's adjacent exchange methods
Hager proposed the down and up exchange methods [5] , which, in short, perform symmetric permutations of rows and columns in a matrix to reduce its profile. The down exchange algorithm is first applied, followed by the up exchange algorithm, and they are executed alternately for a number of times previously defined.
To save space, we give only a brief notion of Hager's adjacent exchange methods below. Considering an n × n matrix A and k < l ≤ n, let
= k} is the set of columns in line k, and g i (A) = min {j : f i (A) < j, a ij = 0} is the second non-null coefficient in column j, if it exists, or g j (A) = n+1 otherwise [5] . This 3 formula denotes the change in the profile associated with a series of adjacent exchanges, i.e., interchange row k with k + 1, row k + 1 with k + 2, ..., row l − 1 with l, and perform the symmetric interchange of columns. The elements of the frontier set F k are adjacent vertices to k and on the boundary of the envelope. Based on this formula, Hager [5] proposed the adjacent exchange methods. From the bottom of the matrix, these methods identify a set of lines whose adjacent down interchanges provide the smaller increase in profile and performs the corresponding interchanges if this increase is negative. For each value of k ranging from n−1 to 1, this algorithm chooses a value L, with k < L ≤ n, which provides the smaller result in D k:l , calculating D k:L < 0. After selecting L, if it exists, this algorithm performs the adjacent down interchanges between lines k and L. Then, the procedure performs similar symmetric up adjacent interchanges.
Description of the tests
Sloan's [12] and NSloan [7] heuristics have important parameters that may influence the results. We use the parameters recommended by the heuristics' authors, i.e., w 1 = 1 and w 2 = 2 corresponding respectively to global and local criteria related to the distance of each vertex from the target end vertex and related to the degree of each vertex within Sloan's [12] heuristic; and w 1 = 2 and w 2 = 1 within the NSloan heuristic [7] . The other heuristics do not have parameters that affect the results [4] .
The results obtained using the KP-band heuristic [6] are highly dependent on the choice of a starting vertex of the labeling. Koohestani and Poli [6] did not describe the pseudo-peripheral vertex finder employed. Then, we applied the George-Liu algorithm (see [2] and references therein) to find a pseudo-peripheral vertex to be the starting vertex of this reordering algorithm.
We used the C++ programming language to write the heuristics. In a previous publication (see [4] and references therein), we describe the testing and calibration performed to compare our implementations with the original heuristics. We used a data structure based on the Compress Row Storage, Compress Column Storage, and Skyline Storage Scheme data structures to implement the zero-fill incomplete Cholesky-preconditioned conjugate gradient method [4] .
The workstations used in the execution of the simulations with instances of the SuiteSparse matrix collection [1] contained an Intel R Core TM i7-4770 (CPU 3.40GHz, 8MB Cache, 8GB of main memory DDR3 1.333GHz) (Intel; Santa Clara, CA, United States). In this machine, we use an Ubuntu 14.04.4 LTS 64-bit operating system with Linux kernelversion 4.2.0-36-generic.
Our procedure employs a precision of 10 −16 using double-precision floating-point arithmetic to the preconditioned conjugate gradient method. If the procedure does not achieve this precision, the preconditioned conjugate gradient method stops when the number of iterations is the size of the instance. 4 
Results and analysis
This section presents and analyzes the results obtained in simulations using the ICCG method computed after executing heuristics for bandwidth and profile reductions and Hager's adjacent exchange methods [5] . Specifically, this section shows the results obtained from the solutions of linear systems (ranging from 60,000 to 141,347 unknowns) contained in the SuiteSparse matrix collection [1] . Table 1 shows the instance's name, its size (|V |) and number of non-null coefficients (|E|), the name of the heuristic for bandwidth and profile reductions, the results with respect to bandwidth and profile reductions, the results of the algorithms in relation to execution times, in seconds (s), including times obtained by Hager's adjacent exchange [5] and the ICCG methods. Additionally, the first line of each instance presented in this table shows the results for linear systems solved using the ICCG method without applying a reordering algorithm. These lines are indicated by the symbol "-" in this table. With this result, one can verify the speed-up (or speed-down) (i.e., the time of the ICCG method without applying a reordering algorithm divided by the time of the ICCG method executed in conjunction with reordering algorithms) of the ICCG method provided when applying reordering algorithms. The last column of this table shows these speed-ups/downs. Numbers in boldface are the best results. Table 1 also shows the results obtained by the heuristic for bandwidth and profile reductions that reached the best results in a specific instance [4] . The RCM-GL [2] , Sloan [12] , MPG [9] , NSloan [7] , KP-band [6] , or RBFS-GL [4] heuristics were applied to these instances. Then, our implementation employs Hager's adjacent exchange methods [5] in conjunction with this heuristic for bandwidth and profile reductions. Our executions perform only one iteration of Hager's (down and up) adjacent exchange methods [5] with the objective of reaching low execution times. Table 1 shows that Hager's adjacent exchange methods [5] are effective in reducing the profile of matrices (see column Profile in this table) . Except when applied to the qa8fm instance, Hager's adjacent exchange methods [5] reduced the profile of matrices when computed after a heuristic for bandwidth and profile reductions. Even applying only one iteration (down and up), Hager's exchange methods reduced on average 10% the profile of the matrices resulting from the heuristics for bandwidth and profile reductions evaluated. Thereby, more iterations might provide further profile reductions of the instances at higher computing times. In general, the use of a heuristic for bandwidth and profile reductions without using Hager's adjacent exchange methods [5] reduced executions times of the ICCG method (see column ICCGM in Table 1 ). In simulations with four instances (thermal1, 2cubes sphere, thermomech TC, and boneS01 ), the execution times of the ICCG method was even lower when applying Hager's adjacent exchange methods [5] . In the case of solving the linear system multiple times, the iterative process would amortize the processing times of Hager's adjacent exchange method. However, Figure 1(a) shows that the execution times of Hager's adjacent exchange methods [5] are in general much higher than the execution times of the ICCG method. The objective is to minimize the total computing time of the simulation, including the execution time of the heuristic for bandwidth and profile reductions and Hager's adjacent exchange methods, at least when 
Conclusions
This paper shows simulations using 10 symmetric instances contained in the SuiteSparse matrix collection [1] with the objective of reducing execution times of the zerofill incomplete Cholesky-preconditioned conjugate gradient method. A previous publication [4] exhibited the heuristics for bandwidth and profile reductions that achieved the best speedup when applied to each of these instances. Our simulations applied the selected heuristic to the specific instance to verify the speedup of the ICCG method provided by the heuristic. Afterward, a simulation employed the same heuristic for bandwidth and profile reductions along with Hager's adjacent exchange [5] and ICCG methods to the same instance. This simulation is performed to verify whether the speedup of the ICCG method could be improved. However, even one iteration of Hager's (down and up) adjacent exchange methods [5] is more time consuming than the ICCG method. The results obtained in this computational experiment show that Hager's adjacent exchange methods [5] , although capable of reducing the profile of the instances, are not useful when used to reduce computing times of the ICCG method.
It is well-known that the ICCG method executes with a lower number of iterations and computing times when the condition number of the matrix is small (or the instance presents a better cluster of eigenvalues). Spatial locality significantly improves the computing time of the ICCG method (see [4] and references therein). In this context, with the simulations carried out in this paper, we suppose that the use of an expensive local search employed to reduce bandwidth or profile of matrices does not favor the computing time of a linear system solver because of the high running times of the procedure. Specifically, this paper reveals that the computing times to perform Hager's adjacent exchange methods [5] increase the total running time of a simulation when applying an iterative system solver.
