Single-turn data from a symplectic tracking code can be used to construct a canonical generator for a full-turn symplectic map. This construction has been carried out numerically in canonical polar coordinates, the generator being obtained as a Fourier series in angle coordinates with coe cients that are spline functions of action coordinates. Here we provide a mathematical basis for the procedure, nding su cient conditions for the existence of the generator and convergence of the Fourier-spline expansion. The analysis gives insight concerning analytic properties of the generator, showing that in general there are branch points as a function of angle and inverse square root singularities at the origin as a function of action.
INTRODUCTION
Fast symplectic mapping is a powerful tool for study of long-term stability in accelerators, especially in large hadron storage rings such as the LHC 1,2. Here we are concerned with a representation of the full-turn map in terms of a canonical mixed-variable generator, which can be constructed using many single-turn data from a symplectic tracking code 3. In numerical work to date, the generator has been expanded in a Fourier series in angle variables, with coe cients given as spline functions of action variables. We wish to nd conditions so that this expansion converges in the limit of in nitely many Fourier modes and spline interpolation points to the exact generator of the full-turn evolution de ned by the tracking code. We adopt canonical polar cooordinates I;, where I and are n-component action and angle vectors, respectively. These are usually action-angle coordinates of an underlying linear system, but need not be such. Note that if G 1 and G 2 both satisfy Eqs. 8, then the two solutions di er by a constant at most. Since a constant does not a ect the map de ned through Eqs. 6, we see that a generator, if any, is essentially unique if F is unique. In Ref. 3 a formula for G was derived as a necessary condition on any solution of Eqs.8, but there was no proof that the formula actually satis ed all of the equations, and in fact no proof that G exists. One gets more insight, as well as new ideas for computational methods, by rst establishing the existence of G.
EXISTENCE OF THE GENERATING FUNCTION
In this section we make minimal assumptions about the given functions R and ; namely, that they are in class C 1 have a continuous rst derivative in each of the 2n variables, and that Eq.2 has a unique solution = . We also suppose that the Jacobian matrix of the angular map, 1 + , is nonsingular. These conditions are to hold for I in some open, simply connected set . For the present discussion the angular part of the map given by Eq.2 is best regarded as a map from R n to R n , although in computations one would usually de ne angles modulo 2. In the following sections we shall impose more speci c conditions on R, , and , those that arise naturally in an accelerator tracking code. The conditions stated above will then hold automatically.
We seek a solution G 2 C 2 of Eqs.7 in the region D = R n . 
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One sees that 11 satis es 10 by di erentiation, taking account of path independence. As was mentioned above, this solution is unique up to a constant addend.
To complete the proof that G exists, we show that curl = 0 follows from the symplectic condition Eq.4. In the notation of Eqs. 8, 9 the equations to be veri ed are 
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Now Eq.15 follows from 20 and 18. To prove Eq.13, write it with F T I replacing F I , and substitute the derivatives of F from 20 and 21. The result is the same as 16. Finally, to prove Eq.14, substitute R I from 13 in 17, and again use the symmetry of F I . Thus, curl = 0 has been established.
Even without invoking the argument based on Stokes's theorem, one can derive an explicit formula for G, one that obviously satis es all of the equations 8. Integrate 8 with respect to one variable at a time, using the remaining di erential equations and relations 12 to determine the unknown functions In con rmation of our general arguments one can showby direct computation using Eqs.12 that Fourier amplitudes of integrals such as 22 agree with g m as expressed through 24 and 25. The choice of is correlated with the path, i.e., the order of integrations over single variables. In the course of the calculation one also shows that 22 is 2-periodic in 0 .
PROPERTIES OF THE MAP IN POLAR COORDINATES
We now describe more closely the map functions R and that arise from a tracking code built on a symplectic integrator. We rst treat the case of betatron motion oscillations transverse to the beam direction in one degree of freedom, for which the map in Cartesian coordinates takes the form x 0 = cos 2 x + sin 2 p + Xx; p ; p 0 = , 1 sin 2 x + cos 2 p + Px; p ; 26 where and are positive constants tune, and beta function at the ring position to which the map refers, respectively. Since the full-turn evolution provided by a symplectic integrator amounts to a composition of a large number of polynomial maps, the functions X and P have the form 
CONVERGENCE OF THE FOURIER SERIES
Since R and are analytic in j , it is natural to use a complex variable method to study the convergence of the series 23. Recall that if a function f is 2-periodic and analytic in a strip jIm j ,and continuous on the closure of the strip, jIm j , then its Fourier coe cients obey the bound jf m jkfkexp ,jmj . This is seen by distorting the contour in the integral that de nes f m , and applying Cauchy's theorem. For m 0, say, the interval of integration 0; 2 can be replaced by the straight line segmentbetween ,i and ,i +2, since the contributions of vertical paths leading to and from the displaced interval cancel by periodicity. Conversely,iff m is bounded as stated, then f is analytic in the strip, since its Fourier series converges uniformly for jIm j . The generalization to a function of several variables, 2-periodic in each, is obvious.
We give the proof for a map of type 34. Now to derive exponential decrease of the Fourier coe cients, we work with Eq. 24, which holds under condition 38. Imposing also condition 39, we can now displace the contour of each integration variable j in Eq.24, moving it into the lower upper half-plane a distance , according as m j is positive negative. If any m j is zero, we need not move the corresponding contour. Notice that we need not be concerned about hitting possible zeros of det 1 + at complex . The formula 24 is correct with nonzero determinant at real , and moving the contour to complex is justi ed by Cauchy's theorem, since the determinant and all other ingredients of the integrand are analytic. To extract exponential decrease of g m at large m j , it is su cient to show existence of a such that jIm j I;j ; jIm j ; for some ij independent of I, and i; j =0;1;:::. It is not di cult to specify a region in which g m is analytic as a function of two complex variables I 1 ;I 2 , but we shall omit that discussion in this paper since it is not needed in our applications. We have nished the proof of Theorem 1: For a system in two degrees of freedom, let the map be as described in Eq.34. For I in the region L; ; I; I, with some su ciently small I, the generator GI; 0 exists and is unique up to a constant addend, and its derivatives of any order are continuous and bounded. It is given by a I; = 2 + 1 2i ln 1+i cos 2 Explicit error bounds for approximation of a univariate function and its derivatives byinterpolating cubic splines are known for the case of the Hermite boundary conditions, which require that the derivative of the spline match the derivative of the function at the rst and last knots 6.We assume this case, partly to avoid a longer story concerning approximation theorems with more general conditions 7. Numerical computations could be done with Hermite conditions if automatic di erentiation 8 algebra of truncated power series were used to nd rst derivatives of the map de ned by the tracking code. To date, a di erent spline de nition without derivative data has been used 3,1, but it would be interesting to try the Hermite scheme as well.
Given an ascending sequence of spline knots, x 0 x 1 x n , dene h = max jx i+1 , x i j, and kfk = sup x2 x 0 ;xn jfxj. Let For bivariate spline interpolation of a function fx; y we take two knot sequences, x 0 x 1 x n and y 0 y 1 y m , and de ne h x = max jx i+1 , x i j; h y = max jy i+1 , y i j; R = x 0 ;x n y 0 ;y m ; kfk = sup R jfx; yj. De ne the operator P x so that P x gx is the cubic spline interpolantofgx with Hermite boundary conditions, and similarly for P y . Then the bicubic spline interpolant of fx; y with Hermite boundary conditions is de ned to be sx; y = P y P x fx; y = P x P y fx; y. 
COMMENTS
Wehave seen that elementary arguments prove convergence of the Fourierspline representation of the generating function of a full turn map as de ned by a symplectic tracking code. As is usual in analyses of this sort, the speci c estimates for the region of validity of the Fourier-spline series are probably somewhat pessimistic from a practical stand point. Nevertheless, the analysis reveals the analytic structure of the generating function and gives rates of convergence, results that should be useful in a search for improvements in the practical realization of the method. One feature of the proof shows up very clearly in numerical work 1, 3, namely the restriction to a region in the I 1 ;I 2 plane that excludes neighborhoods of the coordinate axes. A high priority for further work is to avoid this problem, which is really a question of a coordinate singularity, by using Cartesian coordinates. One possibility is a straightforward adaptation of the present method, replacing the Fourier development by an expansion in Hermite polynomials.
