Abstract. A study of the boundedness in probability of the set of possible wealth outcomes of an economic agent facing constraints, and with limited access to information, is undertaken. The wealth-process set is abstractly structured with reasonable economic properties, instead of the usual practice of taking it to consist of stochastic integrals against a semimartingale integrator. We obtain the equivalence of (a) the boundedness in probability of wealth outcomes with (b) the existence of at least one deflator that make the deflated wealth processes have a generalized supermartingale property. Specializing in the case of full information, we obtain as a consequence that in a viable market all wealth processes have versions that are semimartingales.
of bond markets. We assume that all financial activity terminates at time T , where T is assumed to be a finite stopping time (with respect to G).
The purpose of this work is to study equivalent conditions to the boundedness in probability of the set {X T | X ∈ X }. This topic is closely related to the Fundamental Theorem of Asset Pricing. Indeed, the boundedness in probability of {X T | X ∈ X } can be seen as a market viability condition, essentially equivalent to absence of arbitrages of the first kind, an appellation that is borrowed from [8] . (For more information on arbitrages of the first kind, see [10] in the context of large financial markets, [15] in which arbitrages of the first kind are called cheap thrills, as well as [13] where a thorough treatment of market viability in the non-constrained full-information case and the connection with boundedness in probability is being carried out).
Literature dealing with the issue of obtaining a version of the Fundamental Theorem of Asset
Pricing for markets with limited agent's information is scarce. In [9] , and for the case of frictionless discrete-time models, it was shown that the classical "No Arbitrage" condition is equivalent to the existence of a probability Q, equivalent to P, such that that optional projection under Q of the discounted traded asset-prices are Q-martingales. In the last paper, the authors argue by example that the question of viability for continuous-time models can be posed even for processes that are not semimartingales. It is then not hard to understand why such line of research does not seem very promising in continuous time: all the rich machinery of semimartingale theory cannot be directly used, since the processes involved might fail to be F-adapted. To the best of the author's knowledge, a treatment of this problem in a continuous-time setting has not appeared before. (Note, however, that there have been attempts to generalize the results of [9] in different directions, namely, for markets with transaction costs; see for example [3] and [5] .)
The main result of the paper, Theorem 1.4, establishes the equivalence between the boundedness in probability of {X T | X ∈ X } and the existence of at least one strictly positive G-adapted process Y such that all deflated processes Y X, where X ranges in X have some "generalized supermartingale" property under F. To appreciate the need for, as well as the issues involved with, such a generalization, note that while the processes are G-adapted, the "supermartingale" property has to be described under the filtration F. It turns out the the correct description of a deflator Y to be used in the aforementioned equivalent is the following "multiplicative" generalization of the supermartingale concept: for each strictly positive X ∈ X , we ask that
holds for all s ∈ R + and t ∈ R + with s ≤ t. Of course, in the full-information case F = G this
which is equivalent to the supermartingale property of Y X for all X ∈ X . Even in that special case F = G, the existence of such a strictly positive deflator process Y is weaker than existence of a separating measure; indeed, any such process Y is only required to be a supermartingale, and not a uniformly integrable martingale.
Further specializing to the full-information case F = G, a consequence of Theorem 1.4, presented as Theorem 1.5, states that if {X T | X ∈ X } is bounded in probability, then every wealth processes in X has a semimartingale modification. This result has a flavor of the celebrated BichtelerDelacherie Theorem (see, for example, [2] ), as it is connecting L 0 -boundedness of the terminal values of the wealth-process set X with the semimartingale property of the wealth processes of X themselves. The important difference here is that X is not consisting of outcomes of simple stochastic integrals of unit-bounded predictable integrands against a given integrator process, but rather a set of stochastic processes with specific economically-motivated properties.
The structure of the paper is simple: in Section 1 all the results are stated, while Section 2 contains the somewhat lengthy and technical proof of the main Theorem 1.4.
The Results

Probabilistic notation and definitions.
All stochastic processes in the sequel are defined on a filtered probability space (Ω, (G t ) t∈R + , P). Here, P is a probability on the measurable space (Ω, G ∞ ), where G ∞ := t∈R + G t . The filtration G := (G t ) t∈R + is assumed to satisfy the usual hypotheses of right-continuity and saturation by P-null sets. We also consider another filtration F = (F t ) t∈R + that satisfies F ⊆ G, in the sense that F t ⊆ G t holds for all t ∈ R + . This smaller filtration F will model the agent's information structure. It will be assumed throughout that F 0 is trivial modulo P.
The set of all equivalence classes (modulo P) of random variables is denoted by L 0 , and is endowed with the metric topology of convergence in P-measure.
We fix a finite stopping time T (under G) that will have the interpretation of the end of all financial activity. Every stochastic process X that will be used below will be assumed to satisfy
A stochastic process X is call as usual càdlàg if the paths t → X t are P-a.s. right-continuous and assume left-hand limits. Below we also define weaker continuity properties, holding in probability.
Fix a stochastic process X. For τ ∈ R + , if L 0 -lim n→∞ X τ n exists and is the same for any strictly decreasing R + -valued sequence (τ n ) n∈N such that lim n→∞ τ n = τ , we shall be denoting this common limit by L 0 -lim t↓↓τ X t . Note that whenever we write L 0 -lim t↓↓τ X t , it will be tacitly assumed that this is well-defined, with the above understanding. Similarly, if τ ∈ R ++ and L 0 -lim n→∞ X τ n exists and is the same for any strictly increasing R + -valued sequence (τ n ) n∈N such that lim n→∞ τ n = τ , we shall be denoting this latter limit by L 0 -lim t↑↑τ X t .
A stochastic process X will be called L 0 -cád if for all t ∈ R + we have L 0 -lim τ ↓↓t X τ = X t . Further, the process X will be called L 0 -cádlág if it is L 0 -cád and for any fixed τ ∈ R ++ , L 0 -lim t↑↑τ X t exists.
We define D G + to be the class of all nonnegative, L 0 -cád and G-adapted processes. We also set D G
++
to be the set of all X ∈ D G + such that X t > 0, P-a.s., for all t ∈ R + . Remark 1.1. According to Theorem IV.30 in [7] , any X ∈ D G + has a modification that is measurable (when considered as a random element of Ω×R + ) with respect to the product σ-algebra G ∞ ×B(R + ), where B(R + ) is the Borel σ-algebra on R + . This modification of X ∈ D G + is clearly L 0 -cádsince X is; also, the fact that G satisfies the usual hypotheses implies that X is G-adapted. In other words, the modification of X is also in D G + . Furthermore, and in view of the optional projection theorem, it is straightforward to see that the aforementioned modification has a further modification that is G-optional. Of course, it still holds that the latter modification is in D G + . Therefore, as long as we only care about equivalence classes up to modifications for the processes we are considering, we can assume without loss of generality that the processes in D G + are nicely behaved, in the sense that they are G-optional.
1.2.
Wealth process sets. Let X ⊆ D G + and denote X ++ := X ∩ D G ++ . The set X will be called a wealth-process set if:
(1) 1 ∈ X and X 0 ≤ 1 for all X ∈ X ; (2) X is fork-convex: for any any X ∈ X , X ′ ∈ X ++ , any τ ∈ R + and any [0, 1]-valued and F τ -measurable random variable α, the process
A set X as defined above should be thought as modeling the wealth processes, after possible dynamic free disposal of wealth, that are available in the market to be used by some financial agent with normalized unit capital and information flow described by F. The condition 1 ∈ X translates in that the wealth processes are deflated with respect to a "baseline" security in X ; for example, this could be the wealth process generated by the bank account. Fork-convexity has clear economic interpretation: if an agent can invest in two wealth streams X ∈ X and X ′ ∈ X ++ , we should then allow for the possibility that, starting with the wealth process X, at time τ the agent decides to keep a fraction α ∈ F τ in X and invest the remaining fraction in X ′ , therefore asking that the process defined in (1.1) is an element of X as well.
Note that the set X ++ is quite rich, it is really "dense" in X . Indeed, for any X ∈ X , we have
We now introduce a supermartingale-related concept, one that takes into account the fact that F might be strictly contained in G. We shall denote By S
holds for every pair of s ∈ R + and t ∈ R + with s ≤ t. 
Let X be a wealth-process set. The strictly positive process-polar X • ++ of X ++ is
Theorem 1.4 will shed light on the exact structure on X ensuring the non-emptiness of X • ++ .
1.3.
Generating wealth-process sets via trading. We present here a canonical way of constructing wealth-process sets. Let (S i ) i∈I be a collection of processes in D G + with P[S i 0 > 0] = 1 for i ∈ I, representing the prices of some financial assets, all discounted by a fundamental baseline asset. (This means that S i 0 ≡ 1 for some i 0 ∈ I.) The set I can be finite or infinite. Examples of the former situation are equity markets where we usually take I = {1, . . . , d}, for some d ∈ N. The latter situation can describe for example bond markets where I = R + , where each T ∈ I represents the maturity of a zero-coupon bond. Then, S T = P T /B for all T ∈ I, where B ∈ D G ++ is modeling the savings account, and each P T ∈ D G + denotes the price of zero-coupon bond with maturity T , satisfying P T t = 1 for all t ≥ T . Let X 0 denote the set of all processes (1/S i 0 )S i , where i ∈ I; the last set gives all the wealths that can possibly be attained by putting all the initial, normalized to be unit, capital in one of the assets and keeping it there forever. There is no a-priori reason why X 0 should be a wealth-process set; in particular, fork-convexity might fail. There exists however a minimal wealth-process set X that contains X 0 . In order to see how it can be constructed, define X 1 to consist of all processes of
and α is a [0, 1]-valued and F τ -measurable random variable. Obviously, X 0 ⊆ X 1 , and X 1 has to be contained in any wealth-process set containing X 0 . However, X 1 might still fail to be fork-convex. Repeating the previous procedure, and for all n ∈ N, define inductively X n to consist of all processes of the form
++ , τ ∈ R + and α is a [0, 1]-valued and F τ -measurable random variable. Then, X n−1 ⊆ X n holds for all n ∈ N and X n has to be contained in any wealth-process set containing X 0 . Finally, define X := n∈N X n . It is straightforward to check that X is fork-convex, therefore a wealth-process set, and that it is the minimal wealth-process set containing X . Remark 1.3 (On the full information case). If the agent has full information, i.e., F = G, the set X that was constructed above has a nice alternative description, as we now discuss.
LetȒ I
+ denote the set of consisting of all z = (z i ) i∈I ∈ R I + where only a finite number of coordinates z i are non-zero. AnȒ I + -valued simple F-predictable process is of the form θ :
, where n ranges in the natural numbers N = {1, 2, . . .}, τ 0 = 0, and for j = 1, . . . , n, τ j is a finite stopping time and ϑ j isȒ I -valued and F τ j−1 -measurable. Starting from unit initial capital and following the strategy described by the simple F-predictable process θ, the so-acquired discounted wealth process is
We require that there are no short sales of the risky assets and the baseline asset; mathematically,
where the subscript "t−" is used to denote the left-hand limit of processes at time t ∈ R + . It is then easy to see then that X coincides with the class of all no-short-sale wealth processes using simple trading, which are the wealth processes X θ given by (1.2) such that (1.3) holds.
1.4. The equivalence result. We are ready to state the main result of the paper, which connects the L 0 -boundedness of a wealth-process set X with the non-emptiness of X • ++ . The proof of Theorem 1.4 that follows is given in Section 2. Theorem 1.4. Let X be a wealth-process set. Then, the following are equivalent:
(1) The set of terminal wealth outcomes
Furthermore, if X is a wealth-process set such that {X T | X ∈ X } is L 0 -closed, conditions (1) and (2) above are also equivalent to:
Theorem 1.4 refines and widens the scope of previous findings obtained in the full information case, like the ones in [4] and [11] , where the set X was considered to consists of stochastic integrals generated by a semimartingale integrator.
When {X T | X ∈ X } is L 0 -bounded and L 0 -closed, it is natural to call a process X ∈ X ++ that satisfies condition (2 ′ ) of Theorem 1.4 above the numéraire portfolio in X , which generalizes the definition for the full information case (see [16] , [1] , [11] ). Note, however, that {X T | X ∈ X } will be L 0 -closed only in very special cases; for example, this will almost never be the case for the way that X is constructed in §1.3, unless the model is really a discrete-time one. A very particular but important exception is the case where F = G and X consists of all processes of the form X θ = 1 + · 0 i∈I θ i t dS i t , where I is a finite set, each S i , i ∈ I is a nonnegative semimartingale, and θ ranges over all R I + -valued predictable processes such that i∈I θ i t S i t− ≤ X θ t− holds for all t ∈ R + . In that case, the L 0 -boundedness of {X T | X ∈ X } is enough to ensure that the latter set is L 0 -closed as well. This last fact follows we established (in a slightly different form) in [6] .
1.5. More on the full-information case. We conclude with a discussion regarding the case where the agent has full information: F = G. In all that follows we assume that X is a wealth-process set such that the set of terminal outcomes
First of all, and according to Remark 1.2, an element of X • ++ (which in nonempty in view of Theorem 1.4) is a supermartingale that has a càdlàg modification. If we call Y such a càdlàg
In particular, the process 1/Y is well-defined and Itô's formula implies that is a semimartingale.
The existence of Y ∈ X • ++ as described in the previous paragraph has profound implications on the structure of the wealth processes in X . Indeed, fix X ∈ X ++ . Since Z := Y X is an L 0 -cádlág supermartingale, Remark 1.2 implies that it has a modification Z that is a càdlàg supermartingale; in particular, this modification is a semimartingale. But then, X = (1/Y )(Y X) = (1/Y )Z has a modification (1/Y ) Z, which is a semimartingale from the integration-by-parts formula. We have therefore established that each element of X ++ has a modification that is a semimartingale. If X ∈ X , then (1 + X)/2 is an element of X ++ , which therefore has a modification that is a semimartingale, which implies that X itself has a modification that is a semimartingale.
We have already partially established the proof of the following result: Theorem 1.5. Let F = G and consider a wealth-process set X such that {X T | X ∈ X } is L 0 -bounded. Then, {sup t∈R + X t | X ∈ X } is L 0 -bounded, and every process in X has a modification that is a semimartingale. In particular, if X ∈ X is càdlàg, then X is already a semimartingale.
Proof. In view of the discussion preceding the statement of Theorem 1.5, we only need to show that
Observe first that the fork-convexity property of X implies that, for any X ∈ X , the process X τ ∧· is also an element of X whenever τ is a stopping time with a finite number of possible values. Now, assume that {sup t∈[ [0,T ] ] X t | X ∈ X } is not L 0 -bounded. Then, there exist some ǫ > 0 and a sequence (X n ) n∈N where X n ∈ X for all n ∈ N such that P[sup t∈[ [0,T ] ] X n t > n + 1] > 2ǫ for all n ∈ N. Consider the sequence (σ n ) n∈N of stopping times defined via σ n := inf {t ∈ R + | X n t ≥ n + 1} ∧ T for all n ∈ N. There exists a sequence (τ n ) n∈N of stopping times that take a finite number of values and such that P[X n τ n < X n σ n − 1] < ǫ, which means that P[X n τ n > n] > ǫ, for all n ∈ N. As previously noted, we have X := X n τ n ∧· ∈ X for all n ∈ N. Since P[ X n T > n] = P[X n τ n > n] > ǫ for all n ∈ N, {X T | X ∈ X } would not be L 0 -bounded, which is a contradiction and completes the proof.
When X is generated by results of simple integrands with respect to a given locally bounded semimartingale, a version of Theorem 1.5 can be found in [6] . The difference in the present treatment is that no underlying finite-dimensional asset-price process is stipulated from the outset -only the structure of the wealth-process set is modeled.
When F = G, the elements of X • ++ are called strictly positive supermartingale deflators, for obvious reasons. In the utility maximization problem considered in [14] , X • ++ plays the very important role of the domain of a dual problem. All results of [14] hold under the model for wealth processes that appears here, which extends the situation in where X is generated by stochastic integrals with respect to a certain semimartingale. Instead of asking the NFLVR condition of [6] , what we require is the weaker viability condition of L 0 -boundedness of {X T | X ∈ X }.
Proof of Theorem 1.4
We first state and prove Theorem 2.1 below, which is the "static" version of Theorem 1.4.
Throughout, we set
Assume that C is convex and closed in L 0 . Then, the following statements are equivalent:
Proof. We shall prove the implications (1) ⇒ (3), (3) ⇒ (2) and (2) ⇒ (1).
(1) ⇒ (3). To begin with, observe that for proving (1) ⇒ (3) we might assume that 1 ∈ C; otherwise, we consider C := (1/f )C for some f ∈ C ++ and notice that if 1/ f ∈ C • ++ for some f ∈ C ++ , then, with f := f f ∈ C ++ we have 1/ f ∈ C • ++ . Furthermore, observe that we might as well assume that C is a solid set; that is, that f ∈ C and 0 ≤ f ′ ≤ f imply f ′ ∈ C. Indeed, this happens because the random variable f that satisfies the numéraire condition (3) has to be a maximal element of C with respect to the order structure of L 0 . The previous remarks and assumptions will be in force in the course of the proof of (1) ⇒ (3).
For all n ∈ N, let C n := {f ∈ C | f ≤ n}, which is a convex, closed and L 0 -bounded set with 1 ∈ C n ⊆ C. Consider now the following optimization problem:
The fact that 1 ∈ C n implies that the value of the above problem is not −∞. Further, since f ≤ n for all f ∈ C n , one can use of Lemma A.1 from [6] in conjunction with the inverse Fatou's lemma and obtain the existence of an optimizer f n * of (2.1). (In this respect, see also Remark 4.4 in [19] .) Of course, f n * ∈ C n ++ . Fix n ∈ N. For all f ∈ C n and ǫ ∈ [0, 1/2], one has
Fatou's lemma will be used on (2.2) as ǫ ↓ 0. For this, observe that ∆ ǫ (f | f n * ) ≥ 0 on the event {f > f n * }. Also, the inequality log(y) − log(x) ≤ (y − x)/x, valid for 0 < x < y, gives that, on {f ≤ f n * }, the following lower bound holds (remember that ǫ ≤ 1/2):
Lemma A.1 from [6] applied once again gives the existence of a sequence ( f n ) n∈N such that each f n is a finite convex combination of (f k * ) k=n,n+1,... and such that f := L 0 -lim n→∞ f n exists. For future reference, write f n = mn k=n α k n f k * for all n ∈ N, where n ≤ m n ∈ N, α k n ≥ 0 for all n ∈ N and k = n, . . . , m n , and mn k=n α k n = 1. The assumptions on C of Theorem 2.1 imply that all f n for n ∈ N are elements of C, as is f as well.
Fix n ∈ N and some f ∈ C n . For all k ∈ N with k ≥ n, we have f ∈ C k . Therefore, E f /f k * ≤ 1, for all k ≥ n. A use of Jensen's inequality gives
Then, Fatou's lemma applied on (2.3) implies that for all f ∈ n∈N C n one has E[f / f ] ≤ 1. The extension of the last inequality to all f ∈ C follows from the solidity of C by an application of the monotone convergence theorem.
(3) ⇒ (2). This is completely straightforward, since
Let C ⊆ L 0 + with C ++ = ∅ be closed and convex. An element f ∈ C ++ satisfying (1/ f ) ∈ C • ++ that appears in condition (3) of Theorem 2.1 above will be called the numéraire in C. A straightforward application of Jensen's inequality implies that if the numéraire in C exists, it is unique. The result of Theorem 2.1 says in effect that C is L 0 -bounded if and only if the numéraire in C exists.
We proceed with stating and proving two Lemmata of independent interest that will help establish Proposition 2.4, a result concerning the existence of a nice modification of a special class of processes.
as follows from Fatou's Lemma. Now, since
we obtain that L 0 -lim n→∞ √ g n − √ h n = 0. In view of the fact that both sequences (g n ) n∈N ,
Observe also that
From the last two facts we obtain L 0 -lim n→∞ g n 1 = L 0 -lim n→∞ h n .
Lemma 2.3. For each n ∈ N ∪ {∞}, let C n be a convex, closed and bounded subset of L 0 + with C n ++ = ∅, and let f n be the numéraire in C n . Then, L 0 -lim n→∞ f n = f ∞ holds in either of the following cases:
(1) (C n ) n∈N is nondecreasing and C ∞ is the L 0 -closure of n∈N C n .
(2) (C n ) n∈N is nonincreasing and C ∞ = n∈N C n .
Proof. In the course of the proof below we drop all superscripts "∞" to ease the readability. To establish both statements (1) and (2) below, we shall just show the existence of a subsequence ( f mn ) n∈N of ( f n ) n∈N such that L 0 -lim n→∞ f mn = f . It will then follow that any subsequence of ( f n ) n∈N has a further subsequence that converges to f . Since L 0 is equipped with a metric topology, this means that the whole sequence ( f n ) n∈N converges to f .
(1). Lemma A.1 from [6] gives the existence of a sequence ( f n ) n∈N such that each f n is a convex combination of ( f k ) k=n,...,mn for some n ≤ m n ∈ N, and such that f := L 0 -lim n→∞ f n exists. Of course, f ∈ C. Obviously, lim n→∞ m n = ∞; we can also also assume that (m n ) n∈N is an increasing sequence, forcing it to be if necessary.
Since E[f / f k ] ≤ 1 holds for all f ∈ C n and n ≤ k, Jensen's inequality applied by using the convex function R ++ ∋ x → 1/x ∈ R ++ implies that E[f / f k ] ≤ 1 holds for all f ∈ C n and n ≤ k. By Fatou's lemma, E[f / f ] ≤ 1 holds for all n ∈ N and f ∈ C n . As (C n ) n∈N is nondecreasing and C is the L 0 -closure of n∈N C n , Fatou's lemma applied once again will give that E[f / f ] ≤ 1 holds for all f ∈ C. But then, f = f . Now, since f mn is the numéraire in C mn and f n ∈ C mn for all n ∈ N, we have E[ f n / f mn ] ≤ 1 for all n ∈ N. Also, E[ f mn / f ] ≤ 1 is obvious because f is the numéraire in C. Letting g n := f n / f mn and h n := f mn / f for all n ∈ N, the conditions of the statement of Lemma 2.2 are satisfied.
Therefore, L 0 -lim n→∞ h n = 1, which exactly translates to L 0 -lim n→∞ f mn = f .
(2). One applies again Lemma A.1 from [6] to get the existence of a sequence ( f n ) n∈N such that each f n is a convex combination of ( f k ) k=n,...,ℓn for some n ≤ ℓ n ∈ N, and such that f := L 0 -lim n→∞ f n exists. We can assume that (ℓ n ) n∈N is an increasing sequence, forcing it to be if necessary. Following the same reasoning as in the proof of case (1) one can show that f = f .
Define now m 0 = 1 and a N-valued increasing sequence (m n ) n∈N inductively via m n = ℓ m n−1 for all n ∈ N. Then, it is straightforward to check that E[
hold for all n ∈ N. Letting g n := f mn / f m n−1 and h n := f mn / f mn for all n ∈ N, the conditions of the statement of Lemma 2.2 are satisfied. Therefore, L 0 -lim n→∞ h n = 1, which, in view of
The next result concerns the "L 0 -regularization" of processes and is the analogue of path regularization of nonnegative supermartingales (see, for example, Proposition 1.3.14 of [12] ).
Proof. For t ∈ R + , let C t be the closed convex hull of {Z τ | t ≤ τ ∈ R + }. It follows that C t ⊆ C s for s ∈ R + and t ∈ R + with s ≤ t. Also, Z t is the numéraire in C t , since E[Z τ /Z t ] ≤ 1 for t ∈ R + and τ ∈ R + with t ≤ τ . In particular, and in view of Theorem 2.1, C t is L 0 -bounded for all t ∈ R + . Now, for all t ∈ R + , let C t+ := t<τ ∈R + C τ . Then, for all t ∈ R + , C t+ ⊆ C t holds, and we have C t+ = n∈N C t n for any R + -valued sequence (t n ) n∈N with ↓ lim n→∞ t n = t. An application of Lemma 2.3 gives that Z t+ := L 0 -lim τ ↓↓t Z τ exists for all t ∈ R + and it is actually equal to the numéraire in C t+ , where C t+ will denote the L 0 -closure of C t+ . (Observe that the numéraire in C t+ exists by Theorem 2.1, as C t+ ∩ L 0 ++ = ∅ and C t+ is convex and L 0 -bounded.) Consider now the process Z ·+ := (Z t+ ) t∈R + . In view of the right-continuity of the filtration G, we have that Z ·+ is G-adapted. Since for all t ∈ R + we have C t+ ∩L 0 ++ = ∅ and Z t+ is the numéraire in C t+ , it follows that Z t+ ∈ L 0 ++ . Furthermore, we claim that Z ·+ is L 0 -cádlág. Indeed, as C t+ := t<τ ∈R + C τ + holds for t ∈ R + , an application of Lemma 2.3 gives that Z t+ = L 0 -lim τ ↓↓t Z τ + ; furthermore, for all τ ∈ R ++ , we have
It only remains to show that E[Z t+ /Z s+ | F s ] ≤ 1 holds for all s ∈ R + and t ∈ R + with s ≤ t.
Fix s ≤ t and A ∈ F s . For all n ∈ N, let s n := s + 1/n and t n := t + 1/n. For all n ∈ N, and since A ∈ F s ⊆ F s n , we have E[(Z t n /Z s n ) Since A ∈ F s was arbitrary, we get E X t Y t /(X s Y s ) | F s ≤ 1.
Now, since 1 ∈ X , using Proposition 2.4 with Z := Y we obtain a process Y ∈ S G|F ++ such that Y t = lim τ ↓↓t Y τ holds for all t ∈ R + . Fix X ∈ X ++ , s ≤ t and A ∈ F s . For all n ∈ N, let s n := s+1/n and t n := t + 1/n. For all n ∈ N, and since A ∈ F s , we have E[( Y t n X t n /( Y s n X s n )) ++ . Finally, we show that all wealth processes in X are L 0 -cádlág. Pick X ∈ X and consider X := (1 + X)/2. Then, X ∈ X follows from 1 ∈ X and the fork-convexity of X ; furthermore, X ∈ X ++ . Pick then Y ∈ X • ++ . (We have established above that X • ++ = ∅.) Then, (Y X) ∈ S G|F ++ . According to Proposition 2.4, L 0 -lim t↑↑τ (Y t X t ) exists for all τ ∈ R ++ ; as L 0 -lim t↑↑τ Y t also exists and is P-a.s. strictly positive, we obtain that L 0 -lim t↑↑τ X t exists for all τ ∈ R ++ . Then, clearly, L 0 -lim t↑↑τ X t exists for all τ ∈ R ++ . Since X is already L 0 -cád, we conclude that X is L 0 -cádlág.
(1) ⇒ (2 ′ ). The implication (1) ⇒ (3) of Theorem 2.1, applied to the set C ∞ := {X ∞ | X ∈ X } = {X T | X ∈ X } (which is assumed closed) implies that there exists X ∈ X such that E[X ∞ / X ∞ ] ≤ 1 for all X ∈ X . We shall show that (1/ X) ∈ X • ++ . First of all, we show that E[X t / X t ] ≤ 1 holds for all t ∈ R + and X ∈ X . Indeed, for fixed t ∈ R + and X ∈ X , let X ′ := X t∧· ( X t∨· / X t ). Clearly, X ′ ∈ X and X ′ ∞ / X ∞ = X t / X t , which implies that E[X t / X t ] ≤ 1, as we needed to show.
Pick s ≤ t, A ∈ F s , and X ∈ X . Let X = I Ω\A X · + I A X s∧· (X s∨· /X s ). Then, X ∈ X and X t = I Ω\A X t + I A ( X s /X s )X t . Since E[ X t / X t ] ≤ 1, the last inequality translates to
which implies that (1/ X) ∈ X • ++ and finishes the argument. 
