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Abstract 
 
 
 The complex nature of soil can result in an arduous and time consuming task of 
analysis and data interpretation when routine methodology is applied. Furthermore, the 
application of univariate data interpretation techniques on large data sets can often result in 
important information remaining hidden. The research described in this thesis involved the 
investigation of the combination of XRF spectrometry and multivariate chemometric 
techniques as an alternative approach for the assessment of complex soil compositional data 
in impacted soil environments. Vineyards with productivity issues that could be the result of 
an altered soil environment were used as investigation sites through consultation with 
technical committee members of the Mornington Peninsula Vignerons Association (MPVA). 
 
An XRF pressed pellet sample preparation technique and analytical methodology was 
developed to acquire soil compositional data including elements associated with mineralogy, 
vine nutrients and heavy metals. This provided a non-destructive, rapid and reproducible 
analytical methodology that was effective for a variety of different soil types found on the 
Mornington Peninsula. 
Multivariate techniques (PCA, PARAFAC and Tucker) were established for data 
interpretation and showed they could distinguish soils related to soil texture as well as identify 
trends and patterns in soil composition with depth. Two-way PCA provided an adequate 
interpretation of data, but the score plots appeared congested when the large three-way data 
array was examined. Multi-way PARAFAC and Tucker3 models enabled a more effective 
interpretation of a three-way data array, with Tucker3 having the advantage over PARAFAC 
of greater flexibility in the analysis of the data array. PCA and Tucker3 models were 
subsequently selected for application in the investigations. 
 
The XRF/chemometric combination was successfully applied to a variety of situations 
in viticulture where potentially impacted soil environments occurred. Soils on a vineyard 
where organic and conventional management occurred were compared where it was identified 
that soils influenced by organic management had higher total concentrations of elements 
including P, S, Zn and Cu. The organic management practices that would result in these 
observations were the application chicken manure as fertiliser and compost. It was suggested 
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that this would result in a potentially healthier soils compared to soils under conventional 
management. 
Comparison of vineyard soil composition where reclaimed and saline water was 
applied identified higher concentrations of Ca, P, S, Zn, Cu & Mn (known to be vine 
nutrients), and lower concentrations of sodium and chloride in reclaimed water soils. It was 
concluded that the trends and patterns observed suggest that reclaimed water was a potentially 
better option as an irrigation source than saline water for long term use on soil health. 
However, indication of increased Na and Cl content in soils directly under vines where 
reclaimed water was applied suggested that longer term monitoring was required to assess 
possible soil salinity or sodicity issues. 
Soil composition data was assessed where anomalous data in Precision Viticulture 
remote sensing tools was observed. Application of the XRF/chemometrics combination 
identified trends and patterns in soil composition data that correlated with soil profile 
information obtained from pits excavated in areas where variation in EM-38 data occurred. 
The outcome indicated that XRF and chemometrics could be applied as an alternative 
technique to soil pit excavation, which can become costly. The correlation between variation 
in vine vigour and soil composition was assessed across a vine block where it was identified 
that soils in areas of higher vigour vines had higher total concentrations of Zn, Mn and P 
compared to areas of low vine vigour. This demonstrated that XRF and chemometrics could 
be used as a ground-truthing approach to assess the soil environment where subtle variation in 
vine vigour occurs that could subsequently allow for a targeted soil analytical and 
management plan. 
Three vineyards with unresolved vine growth anomalies were investigated where 
trends and patterns in elemental composition of the soils allowed for acquisition of important 
information related to possible factors in the soil associated with the growth issues. Early leaf 
senescence was diagnosed to potentially be due to deficiencies in Mg uptake, annual dieback 
of vines was potentially due to saturation of water above a low permeability clay subsoil and 
there was an association between unproductive vines and increased subsoil Na concentrations 
as a result of external drainage of high saline water. These investigations demonstrated that 
XRF and chemometrics could be used as a technique to diagnose variation in soil 
compositional data in occurrences of unresolved issues of altered growth in viticulture, but 
can be extended for application to other horticultural and agricultural production. 
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 The outcomes of the research demonstrated that the XRF/chemometrics combination 
is an innovative adaptation for soil analytical methodology that is effective for the assessment 
of altered soil environments. This was due to the ability to gather large sets of soil 
compositional data and identify the important trends and patterns including hidden 
information that univariate interpretation techniques may not identify. 
 
There is considerable potential for the techniques developed in this research to be 
incorporated into soil analysis methodology in important areas such as soil research, land 
contamination and crop production where the nature and causes of altered soil compositions 
may need to be determined. 
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oil has been described as the interface between the atmosphere and the underlying 
lithosphere, developed from processes involving weathering of consolidated or 
unconsolidated rock material, water, plants, animals and microbes (White, 2003 & 
2005). This results in a complex composition that is heterogeneous in nature. Soils can 
contain varying amounts of different sized particles (rock, gravel, sands, clays, etc.) and 
particular materials including clay and oxide minerals, carbonates and organic matter. A soil 
can vary in its composition across a region, a farm, or even over a single block (e.g. land, 
crop, etc), and the sources of variation in a soil can be put into two categories: natural and 
induced (Peverill, Sparrow & Reuter, 1999). Table 1.1 summarises the factors that contribute 
to these two categories.  
 
Table 1.1: Summary of the natural and induced factors that cause variation in a soil‟s 
composition. 
Source of variation Factors 
Natural Land topography, parent material and history, climate and 
chemical and biological processes. 
Induced Livestock activity, fertiliser use, cropping practices, cultivation, 
induced drainage, soil preparation for farming. 
Adapted from Peverill et al., 1999, Chapter 3, p.35. 
 
 Variation in a soil occurs over three dimensional space (i.e. horizontally and 
vertically) as a result of important variables including parent material, climate, organisms, 
relief and time (White, 2005). Vertical variation is associated with soil horizons, water and 
nutrient movement and affects from plant roots. Horizontal variation can occur over a small 
scale (e.g. 0.05 m) or on a large scale (e.g. > 2 m) and can be caused by variation in, for 
example, fertiliser application and land forming factors (Peverill, Sparrow & Reuter, 1999). 
This evolution of a soil results in the formation of what are described as a soil horizons, 
classified with particular notation depending on soil forming processes, which forms a 
distinctive profile of the soil. 
 
 Soils in Australia have predominantly been formed on ancient landscapes causing the 
development of the soils to be in influenced by major fluctuations in environmental 
conditions. This has resulted in the soil distribution patterns developed over time to become 
complicated (McKenzie, Jacquier, Isbell and Brown, 2004). This has led to the development 
S 
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of a specific characterisation of Australian soil orders (White, 2003; Isbell?). The important 
factors which form Australian soils and the Australian soil classification are described further 
in Appendix A, p. 160. 
 
1.1. Soil Data Interpretation 
 
The variation in composition can result in a complex set of data in soil investigations. 
Therefore, soil analysis and soil data interpretation can be an arduous and time consuming 
task. Consequently, it is desirable to have improved processes for data evaluation since the 
process of soil data interpretation is a critical component of any soil study. A classic text in 
Australia is „Soil Analysis: An Interpretation Manual’ by Peverill et al. (1999) that thoroughly 
covers the routine and standard protocol for soil sampling, analyses as well as interpretation 
of specific tests (Peverill et al., 1999). A more recent account, „Interpreting Soil Test Results: 
What Do All The Results Mean?’ by Hazelton and Murphy (2007), also explains how to 
understand the results from particular soil tests. However, the interpretation of data in these 
references is primarily focused on single analytical tests and do not cover interpretation of 
multivariate soil data and how this relates to factors in the soil environment (e.g. depth, 
metals, soil composition etc); either natural or induced. 
 
Sena et al. (2002) emphasised that soil research was in need of a better understanding 
of all aspects of the soil environment; particularly in situations to identify trends and changes 
caused by altered management practices or unintentional anthropogenic influences. However, 
the outcomes of exploring the soil environment holistically should be balanced with the 
simplest explanation. These authors also stated that the majority of soil investigations are 
limited in their data interpretation to univariate methods and trivial multivariate linear 
regressions (Sena et al., 2002). More recently, Singh et al. (2006a) reiterated the inadequacies 
in applying univariate data interpretation techniques for routine soil investigations e.g. 
comparing sample to sample or variable to variable. An important limitation to these 
statistical and numerical techniques is that they are unable to extract conceptual descriptions 
of dependencies amongst items in data or explain reasons for the dependencies that exist 
(Singh et al., 2006a). In addition, Singh et al. (2006a) stated that routine soil data 
interpretation techniques used in contaminated soil and its remediation investigations are not 
adequate in obtaining significant conclusions for the investigations, and concluded that there 
was a need for a more thorough and realistic approach for interpreting soil data related to soil 
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remediation studies to prevent environmental and financial risks (Singh et al., 2006a).  A 
recent review by Mostert, Ayoko & Kokot (2010) stated that the use of univariate techniques 
for data interpretation is no longer adequate. However, it should be noted that in certain cases, 
simple assessment of soil data may obviate the need for complex data treatment. 
 
Table 1.2: Examples of current literature on soil research that have employed univariate or minimal 
data interpretation techniques. 
Year Authors Study 
2004 Zhang et al. Changes in soil properties in southern Beijing Municipality following 
land reform.  
2004 Mireles et al. Heavy metal accumulation in plants and soil irrigated with wastewater 
in Mexico City. 
2004 Takeda et al. 
 
Analysis of 57 elements in Japanese soils, with special reference to soil 
group and agricultural use. 
2005 Mantovi et al. Reuse of liquid, dewatered, and composted sewage sludge on 
agricultural land: effects of long term application. 
2005 Lucho-
Constantino et al. 
Chemical fractionation of boron and heavy metals in soils irrigated with 
wastewater in central Mexico. 
2006 Wiel-Shafran et 
al. 
Potential changes in soil properties following irrigation with surfactant-
rich greywater 
 Wei et al. 
 
Changes in soil properties and the availability of soil micronutrients 
after 18 years of cropping and fertilization. 
2006 Rusjan et al. Vineyard soil characteristics related to content of transition metals in a 
sub-Mediterranean winegrowing region of Slovenia. 
2006 Ramos Metals in vineyard soils of the Penedès area (NE Spain) after compost 
application. 
2007 Herpin et al. Chemical effects on the soil-plant system in a secondary treated 
wastewater irrigated coffee plantation – A pilot field study in Brazil. 
2007 Al-Zu‟bi, Y. 
 
Effect of irrigation water on agricultural soil in the Jordan valley: an 
example from arid area conditions. 
2007 Candela et al. Assessment of soil and groundwater impacts by treated urban 
wastewater reuse. A case study: Application in a golf course (Girona, 
Spain). 
 Courtney & 
Mullen 
Soil quality and barley growth as influenced by the land application of 
two compost types. 
2010 Travis et al. Greywater reuse for irrigation: Effect on soil properties 
2011 Rahman et al. Impact of management systems on soil properties and their relationships 
to Kiwifruit quality. 
 
Many recent studies appearing in the scientific literature are limited in their use of 
multivariate analysis; continuing to use univariate methods for data interpretation in soil 
investigations (Table 1.2). The paper published by Wiel-Shafran et al., (2006) is one example 
of the continual use of univariate techniques recently. The study, involving investigation of 
the changes that surfactant rich greywater (GW) had on the properties of soils, used basic one 
way covariance as the only statistical techniques. However, the statistical techniques were not 
used as a way of interpreting and understanding the data. Limited discussion was given on the 
changes to the properties in the soil and the analytical results for the plant analysis were not 
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published. In this instance, the use of multivariate statistical techniques may have enabled a 
full understanding and identification of the trends and patterns, and even interactions 
occurring in the soil, water and plant data. 
 
1.2. Chemometrics 
 
As a consequence of the limitation of information from univariate techniques, 
evaluation of soil data sets requires techniques able to assess large amounts of complex data 
and extract important information occurring amongst all soil components Chemometrics is 
such an approach that has been applied in a variety of situations to extract more meaningful 
information on analytical data. It has been defined as a set of mathematical, statistical and 
other techniques to extract information for optimal measurement procedures and experimental 
design and selection, and the analysis of chemical data for maximum provision of information 
(Massart, 1988). The multivariate chemometric techniques include pattern recognition, factor 
analysis, cluster analysis, principal component analysis (PCA) and N-way PCA. These tools 
are able to provide interpretation of complex data sets by visualization of the relationships 
that occur amongst the data (Singh et al., 2006a).  
It has been suggested by de Sena et al. (1999) that the use of multivariate techniques 
for soil data interpretation held great potential but until the second half the 1980s, their use 
was scarcely published in literature. The use of these techniques significantly increased in the 
1990s but the substitution of univariate data interpretation methods with multivariate methods 
had only just developed (de Sena et al, 1999). The application of multivariate techniques for 
soil analysis was advanced by de Sena et al., (1999) by evaluating PCA and multivariate 
calibration methods to demonstrate the capabilities of chemometrics for soil data 
interpretation. In addition, these authors reiterated that although multivariate techniques had 
increased in use, univariate methods were still routinely used (Sena, 2002). 
 
The application of the multivariate technique PCA, to published soils studies, has 
increased since the article by de Sena et al. (1999), particularly in investigations involving 
characterisation of soils in land contamination or the application of waste materials (Abollino 
et al., 2002, Álvarez-Rogel, Jiménez-Cárceles, Roca & Ortiz, 2007, Golobočanin, Škrbić & 
Miljević, 2004; Lucho-Constantino, Álvarez-Suárez, Beltrán-Hernández, Prieto-García & 
Poggi-Varaldo, 2005; Mostert, Ayoko & Kokot, 2010). PCA has also been used on soil data 
based on geographical information systems (GIS) data where Davis, Aelion, McDermott & 
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Lawson (2009) successfully identified potentially toxic metals in soils and their sources in 
rural and urban areas. Montecchia et al. (2011) have applied PCA to soil data to characterise 
soil microbial communities at pristine and agricultural sites. Dragović and Onjia (2006) were 
able to use PCA to classify soils based on their geographical location. Lucho-Constantino et 
al. (2005b) assessed the effect of wastewater irrigation on the chemical fractionation of metals 
and other soil parameters using univariate regression techniques but subsequently applied 
PCA as the data interpretation technique in an identical study (Lucho-Constantino et al., 
2005a). 
 
More recently, attention has been diverted to the use of the more powerful multivariate 
techniques such as Parallel Factor Analysis (PARAFAC) and N-way PCA (Tucker3). These 
techniques are described as higher order PCA methods due to their ability to interpret multi-
way models (Singh et al., 2006a, 2007a & 2007b) and they have the capability over PCA of 
enabling the identification of complex relationships where models contain greater than two 
factors (Stanimirova et al., 2006). PARAFAC and Tucker3 have been successfully applied in 
the areas of spectroscopy (Bro, 1997), food chemistry (Pravdova, Boucon, de Jong, Walczak 
& Massart, 2002), systems biology (Conesa, Prats-Montalbán, Tarazona, Nueda & Ferrer, 
2010), microbiology (Oros & Cserháti, 2009), air quality (Stanimirova & Simeonov, 2005) 
and water studies (Cid, Antón, Pardo, Vega & Caviedes-Vidal, 2011; Singh, Malik, Singh, 
Bassant & Sinha, 2006). Stanimirova, Zehl, Massart, Vander Heyden & Einax (2006) noted 
that the use of these techniques had gained greater attention in environmental data analysis. 
For soil studies, these techniques are important as soil data are commonly in three or more 
dimensions (e.g. variable, site, depth, time etc). Multi-way PARAFAC and Tucker3 
techniques have been used in the areas of soil contamination and waste application (Carlos 
García-Diaz & Prats-Montalbán, 2005; Pardo, Vega, Debán, Cazurro and Carretero, 2008; 
Stanimirova et al., 2006; Stanimirova, Kita, Malkowski, John & Walczak, 2009). 
Singh et al. (2006a, 2006b, 2007a, 2007b) have applied PARAFAC and N-way 
multivariate techniques successfully in environmental studies. In one study, Singh et al. 
(2006b) investigated the hydro-chemical data of an alluvial river system, using PARAFAC 
and Tucker3, and it was concluded that this approach provided outcomes useful for the 
development of a long term water resource management strategy for the river. In addition, 
Singh et al. (2007b) modelled the hydrochemistry of alluvial aquifers, where the application 
of PARAFAC and Tucker3 was able to unravel the otherwise hidden information related to 
spatial, hydro-chemical temporal variables. Singh et al. (2007a) also used multi-way 
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techniques to model heavy metal fractionation in river sediments and concluded this was 
sufficient to extract information of a complex data set. The application of PARAFAC and 
Tucker3 was also attempted by Singh et al. (2006a) in a soil related investigation. The study 
involved assessing the effects of wastewater irrigation on soils, where multi-way techniques 
were able to be applied to the soil data over three dimensions (site, depth and variable). It was 
suggested that these techniques could be used in remediation studies of contaminated soils 
(Singh et al., 2006a). 
 
 Soil studies, including those involving application of multivariate techniques, apply a 
variety of routine soil analyses as part of their investigations. Standard soil parameters 
routinely measured include pH, electrical conductivity (EC), cation exchange capacity (CEC) 
and organic matter (OM). Rayment & Lyons (2011) recently published a text that covers a set 
of relevant and routine soil chemical tests. The most common analyses performed to measure 
inorganic variables (i.e. metals, nutrients etc) involve extraction procedures. Phosphorous is 
routinely analysed using the Olsen-P extraction method (Olsen et al, 1954). Metals can be 
analysed using extractions with DTPA (Lindsey and Norvell, 1978) or a sequential extraction 
procedure is undertaken that measures the chemical fractionation. Tessier‟s method (Tessier 
et al., 1979) is the most common sequential extraction procedure adapted. In a paper 
published by Theocharopoulos, Mitsios and Arvanitoyannis (2004), the use of atomic 
absorption spectroscopy (AAS) and inductively coupled plasma (ICP) techniques are said to 
be the most common and routinely used for determination of metals in agricultural and 
environmental science, and monitoring. Melaku, Dams and Moens (2005) stated that total 
content of heavy metals in soils are most commonly analysed using acid digestion sample 
preparation techniques, where the extracts are then analysed using ICP mass (MS), optical 
emission (OES) or atomic emission (AES) spectroscopy.  These acid digestions are either 
described as wet digestion (Shuman, 1985; USEPA, 1996) or microwave digestion (Melaku et 
al., 2005; USEPA, 1998) procedures. Sandroni, Smith and Donovan (2003) noted that 
microwave digestion for soils was a routine sample preparation technique and had advantages 
compared to wet digestions including reduction in time, contamination, chemical use and loss 
of volatile components, and an enhanced operator safety. The ICP technique is also able to 
facilitate total elemental analysis of a sample prepared as a slurry. However, total elemental 
analysis can also be performed by X-ray Fluorescence (XRF) spectrometry and this technique 
will be applied in this research to determine the total concentration of a range of elements in 
soil. 
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 The analysis of total elemental concentrations in soils can provide useful information 
but there are also limitations to its interpretation. The total amount of an element does not 
provide information on the element‟s fractionation in a soil e.g. bound to organic matter, 
bioavailable, bound to Fe/Mn oxides etc. Therefore, this information is of little assistance to 
those in the crop production industry. Such information, however, would be more useful in 
land contamination to identify areas of potential contamination on land to be redeveloped. 
Total elemental concentrations may be useful in a crop production context to identify trends 
and patterns in elements in soils across a crop, particularly as soil amendments and fertilisers 
are commonly added to the soil at a constant rate across a plantation. Differences observed in 
total elemental concentrations across a block of particular elements may also allow for 
specific analyses of the soils using conventional methods, to focus on these particular soil 
properties. 
 
1.3. X-Ray Fluorescence 
 
XRF is a non-destructive technique that employs the emission of characteristic X-rays 
to analyse solid materials both qualitatively and quantitatively (Lachance & Claisse, 1995). 
Solid samples for XRF analysis are generally prepared by glass fusion or pressed 
pellet techniques. Glass fusion requires melting of the sample in lithium borate and fusion 
into a glass. This method is able to produce a more homogenous sample that is not affected by 
soil particle size unlike pressed pellet methods. This process, however, can lead to a 
compromised sample as volatile components (e.g. As, P, S) may be lost in the melting process 
due to the high temperatures involved (c. greater than 500°C). This then means that the 
measured concentrations of these elements would be lower than what would actually be 
present in the sample. Pressed pellet is a simpler and quicker sample preparation technique 
that involves the milling of a sample to homogenous consistency and pressing under high 
pressure to form a solid sample (Beckhoff et al., 2006). To aid in formation of the solid pellet, 
binding additives, of low atomic number or organic based, can be added to the sample 
(Beckhoff et al., 2006). A number of different binders have successfully been used to prepare 
soil, sediment and ground mineral samples as summarised in Table 1.3. Binding materials 
have some disadvantages. For example, polyvinylpyrrolidone-methyl cellulose (PVP-MC) 
needs to be mixed in differing ratios depending on the soil composition e.g. sandy soils 
require greater amounts of PVP-MC compared to clay soils (Watson, 1996). Boric acid, as a 
binder, has the disadvantage of requiring ratios with soil sample of close to 1:1, which can 
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dilute the sample and cause additional scattering of X-rays and compromise the analytical 
results. Therefore, the ratio of sample to binder should be as high as possible (Beckhoff et al., 
2006). The binding agent used in this research is a pre-made wax based grinding, binding and 
briquetting additive (XRF multi-mix PXR-250, Premier Lab Supply, Florida, USA). 
 
Table 1.3: Summary of binders used to prepare soil, sediment and ground mineral material for 
XRF analysis 
Binder References 
PVP-MC Watson (1996) 
Corn starch Rose et al. (1986) 
Cellulose Agrawal & Kapoor (1989) 
Ostachowicz, Ostachowicz, Hołyńska & Baran (1995) 
Wegrzynek, Markowicz, Chinea-Cano & Bamford (2003) 
Boric acid Gunicheva, Aisueva & Afonin (1995) 
Lewis, Clarke & Hall (1987) 
No binder Shibata, Suyama, Kitano & Nakamura (2009) 
Methyl cellulose Tao, Zhang & Ji (1990) 
Methyl methacrylate Wilson, Cooke, Crawley, Giles & West (1995) 
Poliviol Custo, Boeykens, Cicerone & Vázquez (2002) 
Wax powder Zambello & Enzweiler (2002) 
Enzweiler & Vendeiatto (2004) 
Elvacite solution Arenas, Ortega, García-Martínez, Querol & Llamas (2010) 
KBr Singh, Agrawal, Joshi, Sudershan & Sinha (2011) 
SX (styrene and wax mixture) van Zyl (1982) 
 
The advantage of XRF analysis for soil elemental analysis, compared to other 
common analytical techniques including inductively coupled plasma techniques (ICP) – either 
mass spectrometry (MS) or atomic/optical emission spectrometry (AES/OES) – and atomic 
absorption spectroscopy (AAS), comes primarily from the sample preparation procedures. 
XRF sample preparation techniques do not involve the destruction of the sample and require 
minimal dilution steps (Wilson et al., 1995). In contrast, ICP or AAS requires use of very 
strong acid mixtures and careful consideration in the digestion processes to ensure full break 
down of the soil components as some elements can remain in the undigested soil matrix, 
compromising the analytical results (Wilson et al., 1995). Destructive digestion sample 
preparation methods are also noted to be more time consuming than XRF pellet preparation 
methods as stated by Arenas, Ortega, García-Martínez, Querol & Llamas (2009). XRF also 
has an advantage of allowing for more effective determination of dominant mineralogical 
components such as silicon, aluminium and iron and at content up to 100 percent. These 
elements are more difficult to analyse using ICP and AA as very strong chemicals, such as 
hydrofluoric acid, are required to break down the resistant aluminosilicate structure (Sastre, 
Sahuquillo, Vidal & Rauret, 2003). Then, in order to compensate for the relatively high 
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amounts of these variables, extra steps would be required to prepare specific standards and 
calculate sample dilutions in order to measure their content, which would add to the time, 
costs and resources of the investigation. 
 
Table 1.4: Summary of literature that compares XRF with ICP analytical methods 
Reference Methods 
compared to 
XRF 
Summary 
Wilson et al. (1995). ICP-OES. Results between two analytical methods were 
generally in agreement.  
XRF results slightly higher due to incomplete 
digestion of soil in ICP method. 
Chander, Hartmann, 
Joergensen, Khan & 
Lmaersdorf (2008). 
Aqua regia and 
nitric acid 
pressure 
digestion. 
Digestion/XRF ratios all below 100% due to 
incomplete digestion of soils using aqua regia 
and nitric acid pressurised digestion. 
Arenas et al. (2011) ICP-AES Results between two analytical methods were 
generally in agreement.  
 
A number of studies have compared XRF and ICP spectrometry for the analysis of 
soils, Table 1.4, where each of these studies showed that soil analysis applying either ICP or 
XRF were adequate, particularly for contaminated soils. However, the literature by Wilson et 
al. (1995) and Chander et al. (2008) both showed that XRF results were generally higher than 
the ICP due to incomplete digestion of the samples in the ICP sample preparation. This 
demonstrates the disadvantages of attempting to destroy the soil sample and applying 
dilutions as part of the sample preparation method for ICP analytical methods. 
 
 The use of chemometrics to interpret soil data has commonly involved conventional 
routine soil analyses (e.g. Lucho-Constantino et al., 2005a; Pardo et al., 2008), and so, this 
research is not intended to repeat this approach. Instead XRF will be the primary analytical 
technique, predominantly as it allows for large sets of soil data to be provided more rapidly 
than by applying conventional soil methods. The combination of XRF and chemometrics for a 
soil investigation has recently been reported by Singh et al. (2011). A pressed pellet technique 
using KBr as a binder was used to prepare a range of agriculturally affected soils at two 
different soil depths. Energy dispersive XRF (EDXRF) was applied to analyse the samples 
and PCA applied to interpret the data. The study concluded that XRF provided a successful 
approach for soil analysis due to simple sample preparation and, an accurate and precise 
technique. The use of PCA to interpret the data was found to be successful in identifying the 
relationships and trends that occurred amongst the soil composition, including depth (Singh et 
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al., 2011). XRF and PCA have also been successfully applied to identify metal pollution in 
soils in an investigation by Qishlaqi, Moore & Forghani (2009). 
 
1.4. The Research 
 
The core of this research is to combine soil elemental composition data, as determined 
by XRF spectrometry, with multivariate data interpretation techniques to improve data 
interpretation and soil characterisation, particularly in cases to assess the causes of variation 
in impacted soil environments.  
 
The sites chosen for this research are vineyards on the Mornington Peninsula, located 
south of Melbourne (Figure 1.1) after earlier project work provided anecdotal information on 
anomalous vine growth situations occurring on a number of vineyards. Vineyards were 
selected following consultation with vignerons through the Mornington Peninsula Vignerons 
Association (MPVA) based on information on anecdotal evidence of anomalous growth 
patterns in vines where the cause(s) were unknown and other situations where an altered soil 
environment could occur. The vineyards in this area are grown on a variety of soil types that 
have developed geologically from Tertiary and Palaeozoic sediments, and Tertiary basalts 
(Sargeant, 2002/03). Factors such as soil type, climate and topography have determined the 
management of the vineyards and as a result, the changes to the soil that have occurred. 
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Figure 1.1: Map of the areas where soils were sampled on vineyards on the Mornington 
Peninsula in relation to the state of Victoria, Australia. Images adapted from YabbyLake.com 
(2011) 
 
 In Chapter 2 of the thesis a suitable XRF pressed pellet sample preparation technique 
and analytical program is developed to measure total elemental concentrations in the soil. It 
provides a rapid, simple and robust analytical technique for routine analysis of soil samples. 
Chapter 3 provides a case study of the application of PCA, PARAFAC and Tucker3 to data of 
varying soil types, where the outcomes are used to select the chemometric techniques for 
application in subsequent chapters. Chapter 4 investigates soils affected by organic 
management to identify the differences in the soil composition, the practices that cause any 
differences observed and the influence of organic management on soils in regards to soil type. 
Chapter 5 explores variation in GIS based data from Precision Viticulture tools to assess 
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differences in the soil composition in areas of variation. Chapter 6 explores situations of 
unsubstantiated causes for anomalous vine growth to identify the underlying factors in the soil 
composition that are the cause for variation in growth.  Chapter 7 provides a comparative 
investigation on the effects of long term application of reclaimed and saline water irrigation 
on soils under viticulture and the assessment of the long term sustainability of reclaimed 
water irrigation for viticulture. 
 
It is anticipated that the outcomes of this research will aid in understanding problems 
in agricultural production, including anomalous growth characteristics, unknown causes for 
unproductive crops and the impact of different soil management practices and irrigation 
sources. The approach adopted for this research was not focused on specific factors in a soil 
(e.g. nutrient status, exchangeable cations, pH, etc.), particularly because conventional soil 
methods previously applied in most of the cases in this research were inadequate in providing 
meaningful information related to issues in crop growth. The use of XRF and chemometrics 
was intended to identify trends and patterns in the soils that may detect differences in soils 
that could not be identified through routine conventional measures. It should also be noted 
that XRF can be performed on plant material. However, this research was focused on 
identifying differences in the soil environment, but an extension of this research could include 
XRF analysis of vine plant material.  
The work attempted to demonstrate that the combination of XRF and chemometrics 
can enable an effective evaluation of soil data for better understanding and decision making. 
The XRF/chemometrics combinations can subsequently be extended for application in other 
soil situations including industries involved in agricultural and horticultural production, land 
contamination assessment, as well as situations where soil data is used to assess impacted soil 
environments. 
Chapter 2: XRF Methodology Development 
 
 
13 
2. XRF Methodology 
Development 
 
 
 
he review below is adapted from Lachance & Claisse (1995). XRF is classed as an 
atomic spectrochemical technique involving the production of X-radiation at the 
atomic level. The production of X-radiation by fluorescence is associated with 
electrons located in the inner shells (e.g. K, L) and these generate characteristic X-radiations. 
 
In order to generate the characteristic X-radiation associated with a particular atom, 
the electrons in that atom must be ejected by incident photons. In order for this to occur, the 
energy of the incident photon must be equal to or greater than the binding energy levels of the 
particular electron shell. The binding energy is also referred to as the critical excitation 
energy as it is the lowest energy that must be equal to or greater in order to eject electrons 
from the atom, thus rendering the atom excited and ionized. The critical excitation energy can 
also be converted to a wavelength called the critical excitation wavelength as follows: 
 

hc
v  and hvE                (1a), (1b) 
and hence, 
E
hc
 , where:              (2) 
 
λ = wavelength, in m; 
h = Planck‟s constant, 6.626×10-34 Js; 
c = the speed of light, 2.998×10
8
 m s
-1
 and; 
E = energy, in J 
 
For XRF, the units for E are in eV or keV and for λ, in Ängström units (10-10 m). 
Therefore, substituting h and c and adding the conversion factors into equation (2), the 
equation describing the relationship between energy (in keV) and wavelength (in nm) is as 
follows: 
T 
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E
24.1
 or 

24.1
E                           (3a), (3b) 
 
 If the irradiation of an atom by photon radiation has an energy that is equal or greater 
than that of the atom‟s critical excitation energy, i.e. the wavelength of the photon is shorter 
than the critical excitation wavelength, the atom is said to be in an unstable or ionized state. 
When an atom is in such a state, electrons from outer levels can replace the ejected electrons 
from the inner levels. This transition of the electrons from the outer shells to the inner shells 
results in an energy loss in the form of the emission of an X-ray photon. The energy of this 
photon is the difference between the two energy levels involved in the electron transition. 
 
 For the purpose of XRF analysis, an excitation source is required to produce high 
energy photons to eject electrons from atoms in a sample. The most common excitation 
energy source is a system including an X-ray tube coupled to a highly stabilised high voltage 
generator where a polychromatic primary beam is emanated. The X-radiation produced exits 
through a thin beryllium window. 
 
 
 
Figure 2.1: Diagram of a typical WD-XRF 
configuration 
 
 
 There are two XRF spectrometer set ups that are used: wavelength dispersive (WD) or 
energy dispersive (ED). The typical set up of a WD spectrometer (Figure 2.1) contains an X-
ray tube that generates photons that are incident at a sample and the characteristics 
fluorescence radiations are produced. The dispersion of the fluorescence radiations by the 
analysing crystal is given by the Bragg equation: 
 
 sin2dn  , where:                 (4) 
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n = order of reflection i.e. 1, 2, 3 etc.; 
λ = wavelength of diffracted line; 
d = crystal‟s inner planar spacing and; 
θ = angle of diffraction. 
 
 The detector measures the intensity and 2θ angles of the characteristic fluorescence 
emissions of elements. 
 
2.1. Sample Preparation Development 
 
The sample preparation for XRF analysis undertaken here was a pressed pellet 
technique. A suitable binder was added to a sample of soil (< 2 mm fraction), the mixture 
milled and then pressed at high pressure. Extent of grinding of soil, the pressure used to bind 
the mixture and choice of binding agent were the key areas explored in the sample preparation 
development process. The selection of a suitable binding agent was critical for a number of 
reasons. A binding agent needs to be able to form a solid and stable sample that doesn‟t 
collapse. However, the binder should not dilute the sample too much as the presence of 
excessive amounts of binder in the pressed pellet sample can cause increased scattering of the 
X-rays and compromise the detection procedure and the ability of the instrument to detect 
elements at lower concentrations (Beckhoff et al., 2006). 
The binding additive used in this research was a wax based grinding, binding and 
briquetting additive (XRF multi-mix PXR-250, Premier Labs, FL, USA). The advantage of 
this binder was that it was available in pre-weighed tablets of 0.5 g size, which would provide 
convenience in terms of consistent measurement of added binder and reduction in time 
normally allocated to weighing a binder. In addition, the ratio of soil to binder to form a solid 
pellet was found to be high, as described below. 
 
For the sample preparation, a method was developed that could be applied to all 
samples regardless of texture. An initial trial included the addition of one half gram tablet to 8 
g of soil sample, 30 seconds of grinding, and pressing the mixture at 400 atm (1 atm = 
101,325 Pa). This process was successful for the clay based soils, but failed to hold together 
soils that had a dominant sand component.  
Therefore, two tablets were trialled per soil sample increasing the addition of binder to 
1 g and giving a desirable high ratio of soil to binder of 8:1 g. In addition, the grinding time 
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was set at one minute and the mixture was pressed at 400 atm and held for thirty seconds. 
This combination was successful for forming pressed pellets for both sandy and clay 
dominant soils. The overall sample preparation process for the soil was as follows: 
 
 8 g of < 2 mm sieved soil was weighed and two half-gram binding additive tablets 
added (XRF multi-mix PXR-250, Premier Lab Supply, FL, USA).  
 The soil-binding agent mixture was ground and homogenised for 1 min in a zirconia 
head (ZIRC-40-BLP, Rocklabs, Auckland, NZ) with a bench top ring mill (BTRM, 
Rocklabs, Auckland, NZ). 
 The homogenised mixture was placed into a 40 mm diameter aluminium cup (AC-
540, Premier Lab Supply, FL, USA) inside a sample preparation die (CD-6090, 
Premier Lab Supply, FL, USA). 
 Mixture was pressed with a penuamatic bench press (P392 hand pump, Enerpac, USA) 
to a pressure of 400 atm and held for 30 seconds before release.  
 
2.2. Development of XRF method 
 
As noted earlier (Section 2.1), a WD-XRF instrument (Bruker AXS, S4 Pioneer, 
Germany) was used to perform the soil analysis. Before soil samples were analysed, 
development of a measurement and calibration method was required to be set up. After 
development, the calibration and sample preparation were validated. 
 
2.2.1. Calibration 
 
The method and elemental calibration was prepared using the FQUANT program 
(v1.7, NIST FP model, Bruker-AXS, Socabim, Germany, 2005) as part of the instrument‟s 
software. Eight standard reference soils (SRS) were used to create a set of calibration curves 
(NCS DC 73319 to 73326, China National Analysis Center for Iron and Steel, China). 
Elements were selected based on an observational good range in levels exhibited over the 
eight standards as noted in the reference data (see Appendix C, p.166). Consequently, a total 
of 19 elements were selected as summarised in Table 2.1. 
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Table 2.1: Summary of elements analysed with XRF 
 Elements 
As Oxides Si, Al, Fe, Mg, Ca, Na and K 
As Elements Cl, Cu, Mn, Mo, Nb, Ni, P, Rb, S, Sr, Ti and Zn 
 
These elements were correctly selected as elements or oxides in the FQUANT 
software depending on their nature as summarised in Table 2.1. Information on the mass of 
samples and the binding additive and its mass were also entered into the setup. The lines to be 
used to measure each element were inspected to ensure no overlapping of elements would 
occur. This resulted in the selection of the Kα line as the fluorescent line for each element. Each 
element was measured for 100 seconds and analysed under vacuum conditions. The line, 
crystal and detector conditions for each element are summarised in Table 2.2. 
 
Table 2.2: Fluorescent line, collimator, crystal and Detector parameters used to measure each element. 
Element Voltage (kV) Current (mA) Collimator 
Aperture (°) 
Crystal Detector 
Al 27 20 0.23 PET Gas 
Ca 50 81 0.46 LiF200 Gas 
Cl 27 150 0.46 PET Gas 
Cu 60 67 0.46 LiF200 Scintillation 
Fe 50 10 0.23 LiF200 Scintillation 
K 50 81 0.46 LiF200 Gas 
Mg 27 150 0.46 OVO-55 Gas 
Mn 60 67 0.46 LiF200 Scintillation 
Mo 60 67 0.46 LiF200 Scintillation 
Na 27 150 0.46 OVO-55 Gas 
Nb 60 67 0.46 LiF200 Scintillation 
Ni 60 67 0.46 LiF200 Scintillation 
P 27 150 0.46 PET Gas 
Rb 60 67 0.46 LiF200 Scintillation 
S 27 150 0.46 PET Gas 
Si 27 20 0.23 PET Gas 
Sr 60 67 0.46 LiF200 Scintillation 
Ti 50 81 0.46 LiF200 Gas 
Zn 60 67 0.46 LiF200 Scintillation 
 
The elements in the eight standards were then measured and the calibration curves 
developed. Figure 2.2 provides an example with the calibration curves and associated data for 
each element viewable by referring to Appendix E, I. Elemental Calibration Data, p.173. In 
principle, the relationship between intensity of the fluorescent line and concentration of the 
element is linear. However, the concentrations and presence of other elements can cause 
attenuation or enhancement (Brouwer, 2003). To correct for the effects of absorption and 
enhancement of other elements, matrix models are applied. In this case, the “Bruker alpha 
value corrections” algorithm, taken from the Lachance & Claisse model (Lachance & Claisse, 
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1995) was employed for this purpose to improve the precision of the calibration curves. After 
observing the calibration graphs, the concentration measured for one SRS for the elements S 
and Cl were deemed to have a gross error, most likely caused by experimental error, which 
would likely compromise the analytical data of the soil samples (Table 2.3). Therefore, the 
data for these standards were removed from the calibration. 
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Figure 2.2: Example of the XRF calibration curves. Depicted is Al (measured as 
Al2O3). Note: Int. net is Net intensity; Conc. XRF is XRF concentration. 
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Table 2.3: Concentration of each element in each standard as measured by XRF and the 
corresponding reference value. Outliers are highlighted in bold font. Concentrations in 
mg/kg unless stated. 
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The concentrations of the elements in each of the measured standards were compared 
to the reference data where square correlation (R
2
) values were close to 1 showing that the 
comparative fit between the reference and measured concentrations was very good (Table 
2.4). The instrumental lower limit of detection (LLD) for each element was calculated by 
taking the average LLDs calculated by the instrument in each standard of the measured XRF 
concentrations (Table 2.4). The LLDs for a particular element in each standard were 
calculated based on the average intensity measurements over the 100 s measurement time, 
producing a 3σ value and then converting that into a concentration from the calibration model. 
 
Table 2.4: Instrument LLD concentrations (as calculated from the SRSs) and squared correlation 
values between the reference concentrations and the XRF measured concentrations for each element. 
Element LLD (mg/kg) R
2
 Element LLD (mg/kg) R
2
 
Al2O3 1436 0.994 Nb 4 0.996 
CaO 40 1.000 Ni 7 1.000 
Cl 6 0.931 P 26 0.998 
Cu 7 0.999 Rb 4 0.997 
Fe2O3 60 0.990 S 26 0.948 
K2O 19 0.997 Si 2255 0.981 
MgO 125 0.996 Sr 4 0.998 
Mn 12 0.996 Ti 24  0.998 
Mo 0.4 0.997 Zn 6 1.000 
Na2O 214 0.992    
 
The method and calibration curves were validated by analysing two different SRSs: 
TILL-1 and TILL-3 (Canadian Certified Reference Materials Project, CANMET Mining and 
Mineral Sciences Laboratories, ON, Canada, 2005). The soils were prepared using the 
developed sample preparation method and subsequently analysed using the developed 
analytical methodology with the Loader program (v1.7.115, Bruker-AXS, Socabim, 
Germany, 2008) as part of the XRF software. The resulting data for these references soils 
were obtained (EVAL2, v2, Bruker-AXS, Socabim, Germany, 2008) and the percentage 
recovery of each element analysed. Satisfactory recovery for the majority of the elements was 
shown, meaning that the analytical method and calibration curves were valid (Table 2.5). 
However, the concentrations found  for P, Ti, Sr, Nb and Mo were unreliable, which 
was reflected in the recoveries of these elements; and the data for the Till SRSs were 
insufficient to compare Cl and S concentrations (Table 2.5). Hence, to ensure confidence in 
measuring these elements for this research, two of the SRSs used to construct the calibration 
curves were prepared and analysed as samples. The results are shown in Table 2.6 where the 
concentrations of the elements for both standards were within the 95% confidence interval (as 
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stated for the SRSs, see Appendix C, p.166) in Table 2.6. Therefore, the calibration curves for 
these elements were valid and the unreliable results shown in Table 2.5 were most likely due 
to the composition of the Till SRSs or experimental error. 
 
Table 2.5: Concentration of elements in Till reference standards as measured by developed XRF 
method compared to reference data. 
 Till-1 Till-3 
Concentration  Concentration  
XRF  Reference  
Recovery 
(%) 
XRF  Reference  
Recovery 
(%) 
Oxides (%) 
SiO2 62.07 60.9 101.92 66.72 69.1 96.56 
Al2O3 13.18 13.7 96.20 11.41 12.2 93.52 
Fe2O3 6.604 6.82 96.83 4.032 3.92 102.86 
CaO 2.463 2.72 90.55 2.38 2.63 90.49 
MgO 2.054 2.15 95.53 1.839 1.71 107.54 
K2O 2.029 2.22 91.40 2.28 2.42 94.21 
Na2O 2.626 2.71 96.90 2.592 2.64 98.18 
Elements (mg/kg) (unless otherwise noted) 
Cl 61.14 - -* 58.76 - -* 
Cu 47.19 47 100.40 21.68 22 98.55 
Mn 1427 1420 100.49 498.8 520 95.92 
Mo 3.311 2 165.55* 1.206 2 60.30* 
Nb 13.51 10 135.10* 9.199 7 131.41* 
Ni 22.48 24 93.67 42.6 39 109.23 
P 1303 930 140.11* 600.1 490 122.47* 
Rb 44.81 44 101.84 62.68 55 113.96 
S  292.5 < 0.05% - 168.7 < 0.05% -* 
Sr 254.6 291 87.49* 287 300 95.67 
Ti 4995 5990 83.39* 2829 2910 97.22 
Zn 94.14 98 96.06 56.21 56 100.38 
* = Results were unreliable or not available for comparison 
 
Table 2.6: Concentration of elements, requiring further validation, in reference standards 20 and 22 as 
measured by developed XRF method compared to reference data. 
 Standard 20 Standard 22 
 Concentration  Concentration  
 XRF  Reference  
Recovery 
(%) 
XRF  Reference  
Recovery 
(%) 
Elements (mg/kg) 
Cl 53 62 ± 10 85.5 37 (39)* 94.9 
Mo 0.98 0.98 ± 0.11 100.0 3.3 2.6 ± 0.3 126.9 
Nb 28 27 ± 2 104 39 38 ± 3 102.6 
P 423 446 ± 25 94.8 688 695 ± 28 99.0 
S  211 210 ± 43 100.5 182 180 ± 36 101.1 
Sr 187 187 ± 9 100.0 75 77 ± 6 97.4 
Ti 2734 2710 ± 80 100.9 10540 10800 ± 310 97.6 
* = reference value 
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2.3. Sample Preparation Reproducibility 
 
 The sample preparation technique developed in Section 2.1 was analysed for its 
reproducibility. To achieve this, a representative soil sample collected from a vineyard was 
prepared five times and analysed using the developed XRF analytical method (Section 2.2). 
Table 2.7 summarises the concentration of each element in each replicate, and the mean, 
standard deviation (σ) and 3σ. The results from this analysis showed that the reproducibility 
of the sample preparation method was adequate for the determination of the elements selected 
given the small 3σ values. However, Ni concentrations were inconsistent due the levels being 
below the LLD as described in Table 2.4, p.20 
 
Table 2.7: Measured concentrations, mean concentration, and standard deviation (σ) and 
3σ of the average concentrations, of a five replicate soil sample collected from a vineyard. 
 Concentration (mg/kg) 
Element Rep 1 Rep 2 Rep 3 Rep 4 Rep 5 Mean σ 3σ 
Al2O3 (%) 5.70 5.73 5.58 5.46 5.50 5.59 0.12 0.35 
CaO (%) 0.189 0.195 0.191 0.188 0.190 0.191 0.002 0.007 
Cl 89.4 89.0 88.5 90.4 90.7 89.6 0.9 2.8 
Cu 11.8 11.3 11.4 12.1 11.7 11.7 0.3 0.9 
Fe2O3 (%) 2.18 2.65 2.49 2.32 2.78 2.48 0.24 0.72 
K2O (%) 0.296 0.295 0.284 0.284 0.284 0.289 0.006 0.191 
MgO (%) 0.151 0.154 0.150 0.152 0.146 0.150 0.003 0.009 
Mn 93.1 93.1 90.1 95.5 96.8 93.7 2.6 7.7 
Mo 2.3 2.2 2.2 2.3 2.2 2.2 0.1 0.2 
Na2O (%) 0.102 0.104 0.095 0.096 0.098 0.099 0.004 0.012 
Nb 20.5 21.6 20.7 21.2 19.9 20.8 0.7 2.0 
Ni 2.49 4.2 5.2 2.9 1.3 3.2 1.5 4.5 
P 350 355 345 354 355 352 4.4 13.3 
Rb 22.8 22.5 23.0 24.0 24.0 23.2 0.7 2.1 
S 274 272 264 257 282 270 9.7 29.1 
SiO2 (%) 83.52 82.45 83.08 83.62 83.17 83.17 0.46 1.38 
Sr 32.4 31.7 30.8 32.8 32.0 31.9 0.8 2.3 
Ti 6252 6214 6103 6259 6269 6220 68 205 
Zn 10.2 11.3 10.2 11.5 10.4 10.7 0.6 1.9 
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 The developed XRF methodology was applied to the sampled soils in the subsequent 
investigations in this research. Where soils with high sand content were analysed, Ni was 
omitted from these investigations due to the respective concentrations being below the 
calculated lower levels of detection. This omission is noted by the absence of Ni in the 
multivariate loading plots. In addition, in the few cases where elemental concentrations were 
below the LLDs, the LLD value was assigned as the elemental concentration. 
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3. Establishment of multivariate 
techniques for soil data 
interpretation. 
 
 
he research described here explores the combination of XRF soil elemental analysis 
and chemometric techniques to describe soil composition data. Soil samples from a 
vineyard located in the Tuerong area of the Mornington Peninsula were used to 
develop the analytical approaches due to the variation in soil types identified on the property. 
PCA, PARAFAC and Tucker3 chemometric techniques were employed to interpret soil 
elemental composition data. 
 
Site selection for a potential vineyard requires a comprehensive investigation 
including gathering data on climate, topography, geology and soil types (Creasy & Creasy, 
2009; White, 2003). The soil survey process is an essential diagnostic tool as certain soil 
characteristics relate to a low, or high, yield potential site (Table 3.1). The methods for soil 
characterisation require an extensive number of different procedures such as ground-truthing
1
, 
field surveys, excavation of soil pits and soil profiling (White, 2003; White, 2009).  
 
The variation in soil characteristics of potential vineyards can be extensive and pits 
(approximately 2.5 per hectare) are routinely excavated on a 75 × 75 m grid; and if the soil 
pattern is found to be more complex a 50 × 50 m grid (6 pits per hectare) is often used (White, 
2003). Furthermore, soil cores may need to be taken in cases of potential differentiation 
occurring in soil characteristics (White, 2003). Overall, the more information on the 
characteristics of a soil that are obtained the better prepared and informed the vigneron is to 
make decisions based on cultivar choice, any prior soil amelioration, spacing of vines and 
even trellising systems (Creasy & Creasy, 2009; Nicholas, 2004; White, 2003).  
 
 
 
                                               
1
 Ground-truthing is the process of verifying and relocating boundaries of notional soil classes 
identified through remote sensing and proximal sensing (White, 2003). 
T 
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Table 3.1: Characteristics of low and high potential sites for vineyard establishment 
Low Potential Site High Potential Site 
Underlying impervious rock or other barriers 
Absence of impervious rock or other shallow 
impervious boundaries 
Shallow topsoil, < 0.5 m Deep soil, > 1.5 m 
Soils with sandy to sandy loam textures, or high 
proportion of stone > 2 mm 
Clay loam to light clay textured soils, < 5% 
stones by volume 
Low organic matter, less than 1% C High organic matter, > 1% and well humified 
Weak soil structure, especially in the subsoil 
Well aggregated soil where aggregates stable in 
water 
Poorly drained subsoil indicated by grey colours 
and orange-red mottles 
Soils with good drainage throughout soil profile 
with subsoil containing uniform orange to red-
brown colours 
Reproduced from White (2003), p.219 
 
A soil sampling protocol was implemented based on anecdotal information on 
variation in soil types on the vineyard. The preliminary investigation involved exploration of 
PCA to identify variation and features of different soil types related to depth and texture. 
Subsequently, the data was used to explore three-way PARAFAC and Tucker3 with the 
intention of providing a more effective interpretation of the variation occurring amongst the 
soils. 
The outcomes were used to decide the chemometric techniques for application in 
subsequent investigations. 
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3.1. The Site and Soil Sampling 
 
The vineyard, located in the Tuerong area of Victoria, had had a detailed soil survey 
conducted (Wetherby, 1999). A summary of the soil survey is presented in Figure 3.2 (p.28) 
with the average soil texture described for each plot of grape variety planted. A total of five 
major soil textures were identified as stated, in some cases in unconventional notation, by the 
consultancy: 
 
 Sandy Loam (deep) (SLd);  
 Sandy Loam (SL);  
 Light Sandy Clay Loam (LSCL);  
 Sandy Clay Loam (SCL); and  
 Light Medium Clay (LMC).  
 
The difference between the SLd and SL soils was that the topsoils of SLd soil were 
deeper – ranging from 65-140 cm – compared to the SL soils where the topsoils were 
generally no greater than 60 cm (Wetherby, 1999). 
 
3.1.1.  Soil Sampling and Preparation 
 
Soils from each of the five areas of different soil textures were collected (Figure 3.2). 
To avoid compromised samples as a result of vineyard activity, the soils were collected clear 
of the existing grapevine blocks (see CD1: Appendix E\III: Site Images\Chapter 3). The sites 
where soils were collected were mainly in grassed areas. However, the SLd and SCL soils 
were collected in areas close to remnant bushland and the SL soil was taken on a bare area of 
land, with no influence from vegetation. 
At each site, soil core samples were taken in 10 cm increments to 50 cm resulting in a 
total of 25 samples – 5 sites × 5 depths – taken across the property.  
 
The soil samples were collected using an ergonomic bipartite auger (Eijkelkamp, 
Netherlands) as pictured in Figure 3.1. The potential for contamination between soil depths 
was kept to a minimum by carefully removing the soil sample and removing any loose soil 
remaining in the soil in that layer. The collected soil sample was carefully placed into labelled 
paper bags to absorb any excess moisture. The soils were left to air dry at room temperature 
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for a week before being sieved to less than 2 mm and stored in labelled polyethylene plastic 
Ziplock bags ready for analysis. 
 
 
Figure 3.1: The ergonomic auger. The different 
'heads‟ are used depending on the soil type. Image 
courtesy of Barry Meehan, RMIT. 
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Soil Core Samples 
 Sandy Loam, deep (SLd)  Sandy Clay Loam (SCL) 
 Sandy Loam (SL)  Light Medium Clay (LMC) 
 Light Sandy Clay Loam (LSCL)  
 Variety  Soil Type 
 Chardonnay 
 
Light Medium Clay 
 Gewürtztraminer Sandy Clay Loam 
 Pinot Gris Light Sandy Clay Loam 
 Pinot Noir Sandy Loam 
 Shiraz Sandy Loam, deep 
Figure 3.2: Vineyard Site Map and the five soil core sampling points related to the five 
different soil types. Image adapted from vineyard website. 
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3.2. Data Collection and Organisation 
 
For each of the 25 samples, the total elemental concentrations were determined in 
duplicate using the developed XRF method (see Chapter 2) and the duplicate results averaged. 
The raw data obtained from the XRF analysis can be found on CD1 by referring to Appendix 
E, II. XRF Raw Data, p.173. The magnitude of the concentration differences between the 
major elements compared with the trace elements, from the raw data, was too high for 
acceptable application of the data array to the chemometric techniques as the major elements 
would dominate the analysis. As factor analysis systems, including multivariate methods, 
work based on the variance occurring in the data, the data was transformed. This allows for 
compression of the variances between the elements and ensures equal contribution of each 
element in the chemometric analyses. In this instance, as the data could be converted to the 
same units and no other data from other soil analyses were used, log transformation of the 
data was adequate following conversion of all concentrations to parts per million. 
 
The resulting data were modified and organised related to the particular chemometric 
technique applied. For PCA, the log transformed data were mean centred and the covariance 
dispersion matrix analysed. For multi-way PARAFAC and Tucker3, the data were initially 
mean centred across the elemental concentrations, then reshaped into a three dimensional data 
array (depth × soil texture × element) and the covariance matrix subsequently analysed. These 
processes were achieved using the PLS toolbox 4.0 (Eigenvector Research Inc., WA, USA, 
2006) in MATLAB 7.9 software (R2009b, MathWorks, MA, USA). It should be noted that in 
all the multivariate plots displayed in this document, the elements analysed as oxides will be 
labelled as the elemental form, e.g. SiO2, as analysed, is labelled as „Si‟. This is to provide 
clarity in the loading plots of the elements. 
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3.3. Implementation of PCA 
 
 PCA is a two-way pattern recognition model that is commonly used in environmental 
studies (Pardo et al., 2008). This technique provides extraction of useful information related 
to the interrelationships that exist between the objects and descriptive variables (Pardo et al., 
2004). PCA is a data reduction technique that explains the majority of the variation occurring 
in data whilst reducing the number of variables to a minimal number of uncorrelated 
components (Boruvka et al., 2005; Sena et al., 2002). According to de Sena et al. (1999) and 
Geladi and Kowalski (1986), PCA describes a data matrix, X, of rank r as a sum of r matrices 
of rank 1: 
rMMMMX  ...321             (5) 
The rank 1 matrices, Mh, can subsequently be described as the product of two vectors: a score, 
th, and a loading, p‟h: 
''...''' 332211 TPptptptptX aa             (6) 
Kroonenberg (2008) described the decomposition of a data array by PCA, in sum notation, as: 
 


S
s
ijjsssisij ebgax
1
, where;            (7) 
xij = data matrix, X (I × J); 
ais = normalized matrix of subject coefficients, A (I × S) – „scores‟; 
bjs = matrix of variable scores, B (J × S) – „loadings‟; 
gss = square S × S diagonal matrix; 
eij = residual matrix, I × J and; 
S = number of components. 
 
The created principal components (PC) of the system are mutually orthogonal, 
uncorrelated and consecutively explain the maximum of the residual variation in the data 
(Sena et al., 2002). Commonly, it is only the first few PCs that describe the majority of the 
total variation in the data and are subsequently utilised to characterize the data in a simple 
manner (Sena et al., 2002). The score vectors relate to the objects (e.g. samples) and the 
loading vectors correspond to the variables in the PC composition. The selected PCs are then 
used to display the data onto the new reduced space as score and loading plots. The score plot 
is used to observe the clustering of objects. The loading plot allows for the understanding of 
the correlation that occurs amongst variables. Uncorrelated variables are orthogonal to each 
other and highly correlated variables are described as having a small cosine angle between the 
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loading vectors (Sena et al., 2002). The loading size of each variable is also important, in 
regards to the PC model, with variables close to the origin considered unimportant; usually an 
indication that the content of these variables are relatively uniform in all objects. An object 
with similar coordinates to a variable means that that variable has a direct influence on the 
object. In comparison, a variable with a loading opposite to an object will have an inverse 
influence on that object. 
 
3.3.1. Results and Discussion 
 
 
The pre-processed two-way data array ((sites and depths) × variables) was applied to a two 
component PCA model as described in Section 3.2, p.29. The eigen values of the PCA 
provide the relative contribution of explained variance in each extracted factor as well as the 
cumulative captured data variance. The eigenvector analysis revealed that the first two 
components were sufficient to interpret the data since over 90% of the variance was captured 
by these two factors (Table 3.2). The resulting PC score and loading plots for the two 
identified factors are displayed in Figure 3.4 with a legend explaining the identity of the 
samples in the score plot in Figure 3.3. 
 
Table 3.2: Summary of eigenvector analysis of two 
component PCA model. 
Principal 
Component 
Eigenvalue 
Variance 
Captured (%) 
Cumulative 
Variance 
Captured (%) 
PC1 0.840 71.29 71.29% 
PC2 0.241 20.44 91.73% 
  
LEGEND 
 
Colour Soil Texture 
SLd Sandy Loam, deep 
SL Sandy Loam 
LSCL Light Sandy Clay Loam 
SCL Sandy Clay Loam 
LMC Light Medium Clay 
 
Suffix Depth (cm) 
1 0-10 
2 10-20 
3 20-30 
4 30-40 
5 40-50 
 
Figure 3.3: Legend for soil samples in 
score plot of PCA (Figure 3.4) 
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Figure 3.4: Loading and score plots of a two component PCA model for all soil samples. 
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The PC plots (Figure 3.4) showed three distinct features occurred amongst the soils: 
 
 Soil types followed a similar trend in terms of composition changes with depth.  
 The first PC showed a general trend where as the soil texture changed from sandy 
loam to heavier clay dominant textures, the associated soil samples changed from 
negative to positive loadings. The main elements and oxides that influenced the soils 
in the first component were from the positive loadings of K, Rb, Mg and Fe; and to a 
lesser extent S, Al, Ca, Zn, Cu, Sr and Na. 
 The second PC showed that the topsoils of each soil were influenced by P, S and Ca, 
and less intensely by Mn and Zn; with a decrease in their influence as depth 
increased. 
 
In the first PC, soils could generally be distinguished from each other related to their 
texture; particularly the sandy loam soils and the heavier textured SCL and LMC soils. This 
trend was predominantly driven by the positive loadings of K, Rb, Mg and Fe. Other elements 
that had a significant influence were Al, Ca, S, Zn, Cu, Sr and Na. The relatively strong 
positive loadings of these elements were directly correlated with the positive scores of the 
LMC soil, an indication of higher total concentrations of these elements in this soil. In 
addition, the SL and SLd soils were inversely correlated with the above listed elements, and 
indication of lower total concentrations compared to the LMC soil. Considering this 
relationship, it could be suggested that the first PC characterised the soils related to the 
differences in the relative amounts of clay minerals in the soils. It is known that K, Rb, Mg 
and Fe (as well as Al, Na, Sr, Zn and Cu) can be associated with clay and oxide minerals 
(Kabata-Pendias & Kabata-Pendias, 2001; McKenzie et al., 2004; White, 2003; White 2005). 
This was consistent with a study by Hardy and Cornu (2006), where, using PCA, a similar 
relationship between higher concentrations of K, Mg, Al and Fe, and correlation with clay 
textured soils was identified.  
In addition, Fe, Ca, P, S, Zn, Cu, K and Mg are considered essential plant nutrients 
(White, 2005). Therefore, the patterns observed may suggest that as the soil texture changes 
from light porous sandy loam soils to a sandy clay loam to a heavier clay soil, there is a 
potential increase in the concentrations of nutrients. This was consistent with literature as well 
as soil analysis performed in the vineyard soil survey (Dry, 2007; Nicholas, 2004, Wetherby, 
1999).  
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PCA has been able to identify trends and patterns in the total concentrations of 
elements in soils with differing textures related to their association with clay mineralogy. 
There was evidence that PCA was also able to differentiate soils based on their texture, 
predominantly between light sandy soils and heavier clay soils as a result of the differences in 
the relative amounts of clay and oxide minerals in these soils. 
 
 Whereas the first PC characterised soils based on soil texture, the second PC identified 
patterns occurring in the soils related to depth. 
The strong influence in PC2 of S, P and Ca – and to a lesser extent Mn and Zn – on 
the topsoil (0-10 cm) of the soils was an indication that the total concentration of these 
elements was greater compared to the underlying soil. The similar loadings of these elements 
and the associated higher concentrations in the uppermost soil, in this instance, may be related 
to the soil organic matter component of the soil. These elements, particularly S and P, can be 
largely associated with organic matter (McKenzie et al., 2004; Troeh & Thompson, 2005; 
White, 2003; White, 2005). Elements Mn and Zn are also known to be associated with 
organic matter (Kabata-Pendias & Kabata-Pendias, 2001; White, 2005). Calcium also 
contributes to PC2 and literature indicates that exchangeable cations – including calcium – are 
held more strongly onto high cation-exchange capacity sites, such as those present in humus 
of organic matter (McKenzie et al., 2004; Troeh & Thompson, 2005; White, 2003). As depth 
increased, the second PC showed that the concentrations of these elements decreased due to 
the loadings of depths continuing to have an inverse relationship to the loadings of S, P, Ca, 
Mn and Zn. This may suggest that there is a potential decrease in the organic matter in the 
soils, if in fact these elements are predominantly associated with organic matter in the topsoil. 
This trend would be consistent with the general patterns of organic matter in soil with depth 
(Troah & Thompson, 2005). However, soil organic matter and elemental fractionation 
analyses would need to be performed to understand the decrease in the concentration of these 
elements and if this trend relates to the organic matter content in the soil. 
 
 The ability of PCA to interpret total elemental data of different textured soils has 
shown that trends and patterns can be identified that characterise soils based on their texture 
and highlight how elemental concentrations can change with depth in a soil profile. The 
identified trends show that there is a potential relationship between total elemental 
concentrations, soil texture, and soil organic matter. 
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Although it was found that the combination of XRF soil analysis and data 
interpretation by PCA was able to identify important information on trends and patterns in 
different soils, the output of the PC score plot was cluttered due to three dimensional nature of 
the soils (depth × soil texture × variable) applied to a two-way analysis (depth and soil texture 
× variables).  
Consequently, there is a need to pursue more powerful chemometric methods that can 
handle three-way data sets to obtain defined information on the variation occurring in soils. 
This was performed using PARAFAC and Tucker3 models. 
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3.4. Implementation of PARAFAC 
 
 PARAFAC is essentially a three dimensional version of PCA, originating from 
psychometrics, and is considered the simplest and most restrictive model compared to PCA 
and Tucker3 models (Bro, 1997). This provides an advantage as it is capable of handling a 
complex data set involving a three dimension structure; in this instance: soil texture, depth 
and elemental data.  The PARAFAC model decomposes data into trilinear components, with 
each component consisting of one normalized score vector and two principal loading vectors 
(Bro, 1997; Kroonenberg; 2008). A PARAFAC model, X, of three arrays, (I × J ×K), contains 
three loading matrices, A (I ×S), B (J ×S) and C (K × S), with the elements aif, bjf and ckf 
respectively (Bro, 1997). According to Kroonenberg (2008), the decomposition of a 
PARAFAC data array of the three mode model X (I × J ×K) given as a sum notation is: 



S
s
ijkksjsissssijk ecbagx
1
)(              (8) 
xijk = trilinear model X (I × J ×K); 
gsss = elements of the superdiagonal core cube ς (i.e. gpgr = 0 if p ≠ q ≠ r) 
eijk = residual matrix of I × J ×K 
S = number of factors for each loadings matrix.  
 
The number of factors for each loading matrix are the same given the constraints of 
the PARAFAC model (Singh, 2006a). This is a desirable characteristic in regards to data 
interpretation as only one component interpretation is necessary (Kroonenberg, 2008). The 
core array of the PARAFAC model is such that it is described as being superdiagonal; that is, 
the core elements contain the same number of factors in each mode. This can be represented 
diagrammatically as shown in Figure 3.5. The consecutive modes in the PARAFAC analysis 
are obtained using the alternate least squares approach, as described in Bro (1997). 
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Figure 3.5: Superdiagonal core array for 
PARAFAC. Adapted from Kroonenberg 
(2008). 
 
The selection of the number of components for the PARAFAC model requires 
validation using diagnostics such as split-half analysis, residual analysis or the so-called core 
consistency (Bro, 1997; Singh et al., 2006a). Once an appropriate model is identified, the 
loading data can be plotted for each mode to visually ascertain relationships between objects 
in each mode as well as across each mode.  
 
3.4.1. Results and Discussion 
 
A two component PARAFAC model was applied to the three-way pre-processed data 
array, X, of depths (I) × soil texture (J) × elements (K) as described in Section 3.2, p.29.  
As part of the diagnostic process to select an appropriate PARAFAC model for data 
interpretation, the so-called core consistency was used as the standard (Singh, 2006a). This 
diagnostic proposes the appropriateness of a particular model in a manner that it does not 
overfit the data (Singh et al., 2006a). This is viewed through a plot of core size and core 
element where for a valid PARAFAC model, superdiagonal
2
 elements should have a core size 
of close to or equal to one, and non-super diagonal elements should have a sore size of close 
to or equal to zero (Stanimirova & Simeonov, 2005). This would indicate a core consistency 
of 100%, which means that the PARAFAC model is valid. A model with core consistency of 
50% is considered inappropriate and a core consistency of zero or less means that the data in 
the multi-linear model cannot be described or that too many components have been used 
(Singh et al., 2006a). 
                                               
2
 A superdiagonal element is one which contains the same number of factors in each mode i.e. (1,1,1), 
(2,2,2), (3,3,3) etc (Kroonenberg, 2008) 
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The core consistency diagnostic for the two factor PARAFAC model of the data 
showed 100% core consistency across the super diagonal elements (red circles) of the original 
core due to these elements having a core size of close to one and the non-super diagonal core 
elements (green circles) having core sizes close to zero (Figure 3.6). This meant that the 
model was appropriate and did not overfit the data. The total data variance explained by the 
two factor model was over 85%. Following the confirmation of the suitable PARAFAC 
model, the loading plots for each of the three modes – depth, soil texture and element – could 
be interpreted (Figure 3.7). 
 
 
Figure 3.6: Core consistency diagnostic for a two factor PARAFAC model showing 
the appropriate 100% core consistency. 
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Figure 3.7: PARAFAC loading plots of the three modes (depth, soil texture 
and element) from the two component model 
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The output of the PARAFAC analysis identified clear differences in the elemental 
composition of the soil textures (Figure 3.7). The loadings of the elements were similar to 
what was observed in the PC loading plots. This suggested that interpretation of the elemental 
characteristics in the PARAFAC analysis would be similar to what was described with PCA 
(see Section 3.3, pp.30-35). 
 
In order to interpret the information from the PARAFAC plots, the first factors of the 
three modes were evaluated together followed by the second factors. 
Analysis of the loadings in the first factor of each mode showed that at all depths 
(depth mode), the SCL and LMC soils (site mode), were predominantly influenced by K, Rb, 
Mg and Fe (as well as Al, Cu, Sr, Na, Ca and S) (element mode) (Figure 3.7). This 
information agreed with what was described previously in the first PC of the PCA whereby 
soils with a heavier clay texture, e.g. LMC, were strongly influenced by elements that could 
be related to clay and oxide minerals, and nutrients. Conversely, sandy dominant textured 
soils (i.e. Sandy Loam, deep and Sandy Loam) were influenced in the opposite direction, 
suggesting low clay mineral content and nutrient status. 
However, the information obtained was clearer with PARAFAC analysis compared to 
PCA due to PARAFAC‟s ability to treat soil texture and depth as two separate factors. 
Consequently, PARAFAC analysis was able to provide a more effective interpretation of how 
the trends in elemental composition vary in the five soils as related to soil texture.  
 
Interpretation of the second factor in each of the modes identified the trends in the 
total elemental concentrations of S, P, Ca, Zn and Mn within the soil profiles of the five 
different soil textures that was not clearly substantiated with PCA (see Section 3.3, pp.30-35).  
By observing the positive loadings of the three modes, it could be interpreted that: 
from 0-20 cm (depth mode), all soil textures (site mode) were influenced by higher total 
concentrations of S, P, Ca as well as Zn and Mn (element mode) (Figure 3.7). Further 
observation of the Site mode suggested that, generally, as the clay component of soil became 
more dominant in the soil texture, the concentration of these elements was higher. This was 
due to the loadings of the soil textures becoming more positive as soil texture changed from 
sandy loam to sandy clay loam to clay.  
This pattern may relate to differences in the organic matter component in each of the 
soils – as suggested earlier by the possible correlation between the total concentration of these 
elements and the soil organic matter component – within the first 20 cm of each soil texture. 
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In this case, the results suggest that organic matter component of the soil may be more 
influential or higher in the heavier texture soils compared to the sandy soils. This was 
consistent with higher organic carbon found in soils within the LMC classified soils compared 
to the sandy loam textured soils as performed in the vineyard soil survey by Wetherby (1999). 
However, it should be noted that too much clay may, in fact, hamper the formation of organic 
matter. Furthermore, the SCL soil core, which had the strongest positive loading, was 
collected within a remnant woodland area with high vegetation compared to other soils which 
were collected in open grassland areas. This suggests that the amount of vegetation and its 
influence in organic matter formation may be a factor that controls total elemental 
concentrations, particularly those noted to have an association with organic matter. This 
agrees with the factors that contribute to organic matter in soil (Troah & Thompson, 2005). 
Furthermore, although the SLd and SL soils had identical textures, the PCA 
characterised the SL soil with the lowest total concentrations of S, P, Ca, Zn and Mn. A factor 
that may contribute to this is that the SL soil was sampled on soil absent of grasses and 
vegetation. This may indicate that even on essentially the same soil texture, the influence of 
organic matter from grasses and vegetation may have an influence on variation in total 
concentration of elements. This was consistent with the fact that grasses and their roots 
contribute to the organic matter in soils (Troeh & Thompson, 2005). Determining soil carbon 
would allow for a clearer understanding into the influence soil organic matter may have on the 
total levels of elements in soil related to depth and soil texture.   
 
Implementing PARAFAC provided a suitable analysis of a complex soil data set that 
enabled a more effective interpretation of the soil data compared to two-way PCA, 
predominantly as depth and soil texture could be analysed as two separate factors. In this 
particular investigation, variation in the elemental characteristics of soils with different soil 
texture was more clearly identified. In addition, the implementation of PARAFAC was able to 
distinguish the variation in total elemental concentrations in terms of depth in the soil profile, 
which was not clearly distinguished with PCA. This relationship between total elemental 
concentrations and depth led to suggestion that organic matter in soil may influence the total 
elemental concentrations found in a soil. 
 
Like PARAFAC, a similar multi-way chemometric technique is Tucker3. Compared 
with PARAFAC, which is constrained to the same number of factors in each mode, Tucker3 
has the important advantage of flexibility in the selection of factors within each mode (Singh, 
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2006a). This results in difficulties for PARAFAC to fit a data array compared to Tucker3 
(Kroonenberg, 2008). Therefore, the exploration of Tucker3 on soil data was warranted to 
allow for greater flexibility in interpreting the complexities of the soil data. 
 
Chapter 3: Establishment of XRF and multivariate techniques for soil data interpretation  
 
43 
 
3.5. Implementation of Tucker3 
 
Tucker3 is described as multi-way PCA due to its ability to analyse a data set in three 
(or more) arrays (Stanimirova et al., 2006). The benefit of interpreting data with Tucker3, 
compared to PARAFAC, is that it provides greater flexibility in the interpretation process due 
to the ability to choose a different number of factors in different modes. In addition, any 
fallible data can be fit exactly to the Tucker3 model given enough components; in 
comparison, PARAFAC allows only few such data arrays to be fitted (Kroonenberg, 2008). 
Another advantage of Tucker3 is that the original core array, G, can be rotated to produce a 
core array of optimal superdiagonality
3
, Gd, to maximize the variance of the core (Singh, 
2006a). The resulting matrix subsequently contains a limited number of elements but high 
absolute values that can allow for a greater understanding between them (Singh et al., 2006a).  
 
 The Tucker3 data array contains the set of modes constituted by the different 
components of the data set and then decomposed into matrices (Stanimirova et al., 2006). For 
example a three-way model would have an array X (I × J × K). The data array, X, is 
decomposed into three matrices of A (I × P), B (J × Q) and C (K × R) with the loading vectors 
in each mode being orthogonal (Singh, 2006a; Stanimirova et al., 2006). P, Q and R refer to 
the number of factors extracted in the first, second and third modes respectively (Staminirova 
& Simeonov, 2005). According to Henrion (1994), Kroonenberg (2008) and Singh et al. 
(2006a), the equation for decomposition of a three-way model in sum notation is; 

  

P
p
Q
q
R
r
ijkkrjqippqrijk ecbagx
1 1 1
)(             (9) 
where aip, bjq and ckr are the elements of the loading matrices A B and C of (I × P), (J × Q) 
and (K × R) respectively; gpqr refers to the elements (p,q,r) of the core array G (P × Q × R) 
and eijk is the error term for the X data array. The core array of the Tucker3 model is three-
way orthogonal and can be visually described as shown in Figure 3.8. 
 
  
                                               
3
 A superdiagonal core array is one in which the core elements with the same number of factors (i.e. 
(1,1,1), (2,2,2), (3,3,3) etc.) have value, whilst all other core elements have zero value (Kroonenberg, 
2008) 
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Figure 3.8: The Tucker3 core array of 
model X (I ×J × K). Adapted from 
Kroonenberg (2008). 
 
Tucker3 requires the selection of a model of optimal complexity which is achieved by 
analysing the explained data variance of each different factor combination of the model‟s 
complexity (P × Q × R), beginning with the simplest combination – one factor in each mode 
(1,1,1) – and then with increasing complexity (1,1,2), (1,2,1), (1,2,2) etc. The model of 
optimal complexity is selected based on a combination of as small a number of factors in each 
mode but retaining a high explanation of the data variance (Singh et al., 2006a, Stanimirova 
and Simeonova, 2005). This model is then applied to Tucker and the generation of the loading 
plots in each mode. The selected model of optimal complexity is then subject to an analysis of 
its core, G, where the significant core elements are identified for data interpretation 
(Stanimirova and Simeonova, 2005). The significant core elements are then interpreted based 
on the product of the signs (negative or positive) of the core element and the corresponding 
loadings in each mode. 
 
3.5.1. Results and Discussion 
 
The elemental data were pre-processed as described in Section 3.2, p.29. A model of 
optimal complexity to apply to the Tucker model was determined by analysing the explained 
data variance of all possible models with increasing complexity of components from P 
(depth), Q (site), R (element) =1,...,5. This was achieved by plotting explained data variance 
against model complexity using the N-way toolbox in MATLAB (version 3.20, Andersson & 
Bro, 2011; Andersson and Bro, 2000) (Figure 3.9). According to Figure 3.9, a (2,2,2) model 
was suitable as the model of optimal complexity and included: two factors in the depth, site 
and element modes. Selection of a more complex model, e.g. (3,2,3) model, could lead to 
over-interpretation of the data (Singh et al., 2006a). 
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Figure 3.9: Explained data variance, %, of different models of complexity (1,1,1) to (5,5,5) 
 
The (2,2,2) model was then subject to Tucker3 and the loadings for each mode were 
produced (Figure 3.10). The core, G, was analysed to identify the significant core elements to 
apply to interpret the soil data, where it showed that two core elements could explain over 
95% of the variation in the data (Table 3.6).  
 
Table 3.6: Core analysis output of the (2,2,2) Tucker3 optimal 
model core array showing the significant core elements. 
Component 
Model 
[D,S,E]* 
Value 
Fraction 
Explained Data 
Variance 
Summed 
Fraction 
Explained 
Data Variance 
[1,1,1] -4.31 76.74% 76.74% 
[2,2,2] -2.14 18.93% 95.67% 
* D = Depth Mode, S = Site Mode, E = Element Mode 
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Figure 3.10: Tucker3 loading plots of the three modes (depth, soil texture and 
variable) from the (2,2,2) model. 
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The two core elements, (1,1,1) and (2,2,2), identified as significant by the Tucker3 
analysis, were analysed to interpret the elemental data.   
The (1,1,1) core element described the first factor in the depth (A1), site (B1) and 
variable (C1) modes and had a negative value (Table 3.6). Consequently, the product of the 
loading signs in the first factors of the three modes must be negative and as the first factor in 
the depth mode contained only negative values, the (1,1,1) factor combination could be 
interpreted in two ways: 
 negative loadings in the depth mode, negative loadings in the site mode and negative 
loadings in the variable mode or;  
 negative loadings in the depth mode, positive loadings in the site mode and positive 
loadings in the variable mode 
 
 Interpretation of negative loadings in the first factor of all modes showed that at all 
depths, the SCL and LMC soils were influenced by K, Rb, Mg and Fe (as well as Al, Cu, Zn, 
Sr, Na, Ca and S). This was identical to the interpretation in the previous section applying the 
PARAFAC technique and consequently, further analysis of the (1,1,1) core element was not 
required.  
 
 The second core element, (2,2,2), described the second factor in each mode and had an 
overall negative value (Table 3.6). Therefore, the product of the signs of the loadings must be 
negative. Given that the loadings in the second factor of the site mode were all negative, the 
(2,2,2) core element could be interpreted in two ways: 
 negative loadings in the depth mode (A2), negative loadings in the site mode (B2) and 
negative loadings in the Variable mode (C2) or;  
 positive loadings in the depth mode, negative loadings in the site mode and positive 
loadings in the variable mode 
 
Interpretation of negative loadings in all factors showed that from 0-20cm, all soils 
were influenced by Ca, S, P and Zn. This was identical to the interpretation of the second 
factors in the PARAFAC model applied in the previous section (see Section 3.4, pp.36-42). 
Therefore, interpretation of the (2,2,2) core element showed that the total concentrations of 
Ca, S, P and Zn in each soil texture was greatest in the first 20 cm of the soil profile.  
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Implementation of Tucker3 did not identify new information about the soils compared 
to PARAFAC. Both techniques are considered three-way PCA models and therefore, are 
similar in their approach to unravel data sets. Hence, PARAFAC and Tucker3 produced 
identical information about the different soil types and trends with depth. However, given that 
the Tucker3 model provides greater flexibility in the selection of factors for data 
interpretation, investigations in subsequent chapters that involve three-way data sets were 
subject to Tucker3 analysis. 
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3.6. Summary and Conclusions 
The investigations undertaken in this chapter have successfully demonstrated that the 
implementation of the combination of XRF and chemometric techniques to soil data sets 
provide an effective and efficient approach for soil data interpretation. 
Exploration of PCA, PARAFAC and Tucker3 models identified important information 
on soil characteristics in soils of different soil textures.  
 
The important characteristics in the soil that were able to be identified by applying 
PCA, PARAFAC and Tucker3 analysis included:  
 A visual representation of the overall trends in the different soil types, particularly 
with depth; 
 The ability to characterise different soil textures related to total elemental 
concentrations; 
 The light medium clay soils (LMC) were strongly characterised by elements 
associated with clay and oxide minerals (Al, Fe, K and Mg etc.) and plant 
nutrients (Fe, K, Mg, Cu, Zn, Ca, S etc.). In comparison, the sandy loam soils 
(SLd and SL) were „least‟ influenced by these elements. 
 Identification of differences in the total elemental content of Ca, P, S, Mn and Zn in 
the topsoil of the soils (approximately 0-20 cm) that may potentially be related to the 
nature and amounts of organic matter in these soils.  
 PARAFAC and Tucker3 were able to identify the differences in the total 
concentrations of  these elements and oxides in relation to soil texture 
 An understanding of the trends elements have in regards to depth and; 
 A possible correlation between the clustering of elements and particular soil 
characteristics e.g. P and S with organic matter, K and Mg with clay minerals. 
 
The implementation of PARAFAC and Tucker3 was able to provide a more effective 
interpretation of soil data, compared to PCA, as they were able to handle the three 
dimensional nature of the soil data. In addition, the Tucker3 model provided a more enhanced 
interpretation of the data, compared to PARAFAC, due to its flexibility in the selection of 
factors to interpret the data. 
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The advantages of applying XRF soil analysis and multivariate chemometric 
techniques are that they have shown to provide characterisation and discrimination in soils 
and at what depths they occur. Routinely, multiple soil analyses, processes and soil data 
interpretation methods are required to identify similar information i.e. ICP analysis for metals, 
pit excavation, data correlation analysis etc. In addition, the use of multi-way chemometric 
models have shown to be able to uncover complex relationships in the data compared to 
univariate data interpretation techniques. Consequently, a more effective method to interpret 
soil data is provided and results in a reduction in the time taken in the soil data interpretation 
process. 
 
It is outside the scope of this research but, there is potential for XRF soil analysis and 
multivariate data interpretation techniques to be applied in other forms of soil study including 
potential to predict the texture of an unknown soil sample and a methodology for decision 
making for pre-establishment practices for potential vineyard sites. Demonstrations of such 
investigations undertaken are described in Appendix B, p.163.  
 
The trends in P, S, Ca and trace elements such as Mn and Zn in regards to soil texture 
and depth able to be identified by PARAFAC and Tucker3 was potentially linked the nature 
and amounts of soil organic matter. Combined with soil organic matter analysis, there is 
potential for application in investigations to characterise elements and their association with 
organic matter characteristics in soils. In particular, it could be used as part of the general soil 
survey process, e.g. mapping and large land surveys, to provide background data on the trends 
and patterns in elements in the soil and the influences from organic matter characteristics. 
 
PCA and Tucker3 techniques were applied in subsequent chapters involving 
investigations of soil related issues in existing vineyards where they will be used to identify 
underlying factors in the soil environment responsible for anomalous growth characteristics in 
vines and soil characteristics, and identification of changes to the soil environment from 
subtle differences in management practices. The purpose for applying these techniques in 
these situations is that routine soil analysis and data interpretation have not been successful or 
have been ambiguous in their results.  
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4. The effect of organic 
management practices on the 
soil environment. 
 
 
rganic viticulture is an increasingly worldwide operation primarily driven by 
consumer demand for products that are considered „clean‟ and environmentally 
friendly (Creasy & Creasy, 2009; Madge, 2005; White, 2003). The increased 
implementation of organic viticulture in Australia is also due to anecdotal suggestion of a 
poor quality soil environment for grape vines under conventional management and that 
organic management improves aspects of the soil, biological and vine characteristics 
(Kennedy, 2007; Smith, 2005). 
 
The term „organic‟, as applied to farming, was first proposed in 1946 by J.I. Rodale 
(Grainger & Tattersall, 2005). The primary aim of organic viticulture is to eliminate the use of 
synthetic agents to combat disease and pests (Creasy & Creasy, 2009; White 2003). It has 
been stated that a truer goal for organic management in crop production is to improve upon 
the quality of the soil as determined for its particular use, maintain diversity and reduce the 
use of non-renewable resources (Creasy & Creasy, 2009). The framework of organic 
viticulture and its processes and guidelines have been presented in a number of research 
publications: McCoy (2001), Madge (2005) and White (2003). Organic viticulture practices 
implement both physical (e.g. cultivation) and chemical (e.g. composts, mulching materials, 
„organic‟ fungicides/fertilisers etc.) processes that influence the soil environment. For 
example, mechanical cultivation of soil is used to remove weeds instead of herbicides, 
although this can compromise the structure of the soil unless ameliorants are added (Creasy & 
Creasy, 2009; White, 2003). These ameliorants would then need to be considered „organic‟, in 
the management context, e.g. gypsum, lime (Madge, 2005; White, 2003). An alternative for 
reduction in weeds is to add mulching materials, compost or other forms of organic waste 
(Cock, 1985; White, 2003). 
 
 
 
O 
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Table 4.1: Summary of published literature associated with organic management. 
Study Literature 
The impacts of organic management on 
the biological environment and 
development of organic alternatives for 
disease resistance. 
Alonso et al., 2005; Gaigher & Sanways, 2010; 
Jacometti, Wratten & Walter, 2010; Marinari, 
Masciandaro, Ceccanti & Grego, 2000; Probst, Schüler & 
Joergensen, 2007; Whitelaw-Weckert, 2005. 
Vine, grape and wine characteristics. 
Cass & Roberts, 2005; Chan & Fahey, 2011; Mulero, 
Pardo & Zafrilla, 2010; Nikolaidou, Pavlatou-Ve, 
Kostopolou, Mamolos & Kalburtji, 2010; Pinamonti, 1998; 
Reeve et al., 2005; Savocchia, Mande, Crisp & Scott, 
2011; Tofalo, Schirone, Telera, Manetta & Corsetti, 2010; 
Wilson, 2006. 
The effects of organic practices on 
heavy metal content in plants. 
Zaccone, Di Caterina, Rotunno & Quinto, 2010. 
Changes in soil structure properties. Cock, 1985. 
The changes in organic carbon from 
compost application. 
Sodhi, Beri & Benbi, 2009. 
Comparing a range of crop yield, soil 
fertility and soil activity properties 
Surekha, Latha, Rao & Kumar, 2010. 
 
There have been a large number of publications reporting different aspects of organic 
management, as summarised in Table 4.1. The increase in recently published papers 
concerning organic management suggests that the issue is of continuing and growing interest.  
Organic management and its effects on the soil environment including nutrient 
availability, soil organic carbon and soil fertility have been investigated (Derrick & 
Dumaresq, 1999, Holb & Nagy, 2009; Marriott & Wander, 2006; Panwar, Ramesh, Singh & 
Ramana, 2010; Pinamonti, Nicolini, Dalpiaz, Stringari & Zorzi, 1999, Rahman, Holmes, 
McCurran & Saunders, 2011). In some of the above literature, differences in the properties of 
the soils as a result of organic management compared with other applied management 
techniques were not significant and the impact of organic management practices on the soil 
chemical environment were not well understood. Therefore, understanding the effect of 
organic management practices on the soil environment can in some circumstances be 
complicated due to factors such as the nature of the soil tested and the management practices 
implemented. 
Long term studies of organic management in viticulture are rare and there are limited 
publications in Australia (Wheeler & Crisp, 2009). Although organic management practices 
applied to the soil are essentially identical between viticulture and other agricultural crops, 
expected differences in specific „organic‟ amendments added to the soil and the rates of 
application as the crop requirements for vines need to be considered, particularly from the 
physical and chemical perspective of the soil. Consequently, there is scope to implement 
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better soil data interpretation methods to understand the impacts organic management 
practices have on the soil chemical environment and its components; particularly compared to 
conventional management. The association between viticulture and this research provides an 
opportunity to supplement the limited information in the area of organic management and 
viticulture. 
 
 In this chapter, the effect organic management practices have on the soil environment 
compared to conventional management methods will be assessed in a viticultural context. 
This investigation, involving the vineyard in the previous chapter, was designed following 
initial discussions with the vineyard manager when it was revealed that both organic and 
conventional management occur on the vineyard. The site was used for an exploratory 
investigation to study differences in the soil environment due to different management 
regimes. In addition, the vineyard was known to contain subtle differences in soil texture in 
which both organic and conventional management are implemented. Therefore, this 
investigation will provide an insight into how organic management affects soils of different 
textures. Such an approach has not been undertaken in previous investigations involving 
organic management. 
 
This chapter involves two sections. The first focuses on identifying differences in 
topsoils under organic viticulture. PCA was implemented to interpret the soil data. The 
second section investigates the variation in soil characteristics in organic and conventional 
viticultural soils related to site, soil texture and depth. This permits identification of how 
differences in management alter soil characteristics in the underlying soil. Tucker3 was 
employed to interpret this more complex three-way data set.  
The information obtained in each section will be used to ascertain the organic 
management practices that are the cause for the differences in the soil environment. 
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4.1. Site and Sampling  
  
Organic management has been employed on the Tuerong vineyard since the 2007-08 
season (K. Harris, personal communication, 2011). The different management practices 
undertaken organically and conventionally are detailed in Table 4.2. For the most part, the 
differences in chemicals used to combat pests and disease are the most pronounced. Organic 
management practices are applied on vine blocks on the east side of the drive-way of the 
property and conventional management practices on the west side (Figure.4.1). Anecdotally, 
the vineyard contained five different soil types: Sandy Loam (deep), Sandy Loam, Light 
Sandy Clay Loam, Sandy Clay Loam and Light Medium Clay (see Chapter 3, Section 3.1, 
p.26-28). Soils were collected within the different soil textures in both the organic and 
conventional management areas. Figure 4.1 displays the vineyard, the areas of organic and 
conventional management and areas of the vineyard where samples were taken.  
 
Table 4.2: A list of management practices and chemicals applied organically and 
conventionally. 
Practice Organic Conventional 
General Locally sourced composted 
greenwaste (one application 
in 2007 at an uncertain rate) 
 
Weed removal Mechanical cultivation 
(approximately 5 cm soil 
depth) 
Glyphosphate 
Glufosinate-ammonium 
Fertiliser Application Nitrogen Boron, zinc and magnesium 
 Chicken manure  
Pest and Diseases Sulphur Sulphur 
 Copper Copper 
 Potassium bicarbonate Spiroxamine 
  Zn-ethylenebis(dithiocarbamate) 
 Poly(ethylenethiurandisulfide) 
 Methoxyfenozide 
 Quinoxyfen 
 Metalaxyl-M 
 Fenhexamid 
 Pyraclostrobin 
 Cyprodinil 
 Fludioxinil 
 Indoxacarb 
 Myclobutamil 
NOTE: Information provided by the vineyard manager (K. Harris, personal communication, 
2010) 
Two soil samplings were undertaken for this investigation. The first involved the 
collection of eighteen 0-20 cm topsoil samples, ten from the conventional area and eight from 
the organic area (Figure 4.1). This resulted in two samples collected for each soil texture 
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under the two different management practices e.g. for the sandy loam textured soil two topsoil 
samples were collected in the organic managed area and two topsoil samples in the 
conventional area. The second sampling involved the collection of nine core samples; four 
from the organic and five from the conventional areas in 10 cm increments to a depth of 50 
cm. All soil samples were collected on a vine row at a midway point between the bottom and 
top of drainage mounds. The collection and preparation of the soils were undertaken 
following the procedure described in Chapter 3, Section 3.1.1, pp.26-27. Images of the sites 
can be viewed on CD1: Appendix E\III. Site Images\Chapter 4. 
 
The soil samples were analysed using the XRF method (see Chapter 2) and the 
resulting data subject to chemometric techniques. For the topsoil samples the data was subject 
to PCA due to the two-way data structure (sites × elements). For the core samples, the three-
way data array (depths × sites × elements) was examined using Tucker3. 
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KEY 
Management Type Sample Type 
 Organic  Conventional ■ = core sample ● = topsoil sample 
Soil Texture 
SL = Sandy Loam SLd = Sandy Loam, deep SCL = Sandy Clay Loam 
LSCL = Light Sandy Clay Loam LMC = Light Medium Clay 
Figure 4.1: Map of vineyard displaying the areas where conventional and organic management 
occur, the different soil textures on the property and where the topsoil and core samples were 
collected in relation to the different managements and soil textures. 
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4.2. Topsoil Investigation 
 
 The reason for examining topsoil samples was predominantly due to the fact that this 
is where the influence of organic management practices would most likely effect the soil due 
to, for example, compost and fertiliser application (Nicholas, 2004; White, 2003). In addition, 
the majority of vine roots are located in the topsoil, so the effects of organic management 
practices would potentially influence the uptake of nutrients. PCA was applied to identify 
whether the implementation of organic management practices alter the elemental composition 
of the topsoil, compared to conventional management, and their influence related to soil 
texture. 
 
4.2.1. Results and Discussion  
 
Before the application of PCA, one sample (LSCL,C2) was removed as excessive 
concentrations of S and Ca were found that would compromise the data analysis. Consultation 
with the vineyard manager revealed that this sample was collected in an area where gypsum 
was stockpiled during the pre-establishment phase (K. Harris, personal communication, 
2011). 
 
The XRF data (see Appendix E, II. XRF Raw Data, p.173) were appropriately pre-
treated and then subject to two-way PCA (see Chapter 3, Section 3.2, p.29). The eigenvector 
analysis showed that four PCs explained over 93% of the variance in the data (Table 4.3). The 
loading and score plots were analysed, where it was observed that the first two PCs provided 
the information required to distinguish soils in the organic area from those in the conventional 
area. Subsequently, only the loading and score plots of PC1 and PC2 are displayed in Figure 
4.4. 
 
Table 4.3: Summary of eigenvector analysis. 
Principle 
Component 
Eigenvalue 
Variance 
Captured (%) 
Cumulative 
Variance 
Captured (%) 
PC1 0.260 44.68 44.68 
PC2 0.174 29.94 74.62 
PC3 0.067 11.52 86.14 
PC4 0.041 7.06 93.20 
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In the score plots, the soils were labelled regarding the type of management and the 
related texture and Figure 4.2 provides a key to the labels of the each of the soil samples. 
 
Legend 
 
 Management Type 
Soil Texture Organic Conventional 
Sandy Loam, deep (SL,d) SLd,O1 SLd,O2 SLd,C1 SLd,C2 
Sandy Loam (SL) SL,O1 SL,O2 SL,C1 SL,C2 
Light Sandy Clay Loam 
(LSCL) 
- - LSCL,C1 - 
Sandy Clay Loam (SCL) SCL,O1 SCL,O2 SCL,C1 SCL,C2 
Light Medium Clay (LMC) LMC,O1 LMC,O2 LMC,C1 LMC,C2 
 
Figure 4.2: Summary of the labels of the topsoils in relation to soil texture and management 
regime shown in the PC score plots. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 4: The effect of organic management practices on the soil environment 
 
 
59 
1.251.000.750.500.250.00-0.25-0.50-0.75-1.00
1.00
0.75
0.50
0.25
0.00
-0.25
-0.50
PC1 (44.68%)
P
C
2
 (
2
9
.9
4
%
)
LSCL,C1
LMC,O2
LMC,O1
LMC,C2
LMC,C1
SCL,O2
SCL,O1
SCL,C2
SCL,C1
SL,O2
SL,O1
SL,C2
SL,C1
SLd,O2
SLd,O1
SLd,C2
SLd,C1
Score Plot
 
0.40.30.20.10.0
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
-0.1
-0.2
-0.3
PC1 (44.68%)
P
C
2
 (
2
9
.9
4
%
)
K
Na
Ca
Mg
Fe
Al
Si
Zn
Ti
Sr
S
Rb
P
Nb
Mo
Mn
Cu
Cl
Loading Plot
 
Figure 4.3: PCA loading and score plots for PC1 and PC2 of topsoil samples and associated major 
characteristics  
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The score plots in each PC were analysed to note any distinction between soils taken 
in the organic and conventional areas. Consideration was taken to ensure that the differences 
observed were due to organic management and not from other influences such as 
mineralogical characteristics. Table 4.4 summarises the important findings of this approach, 
listing the soils taken in the organic area that were different from the conventional area and 
the corresponding elements that were associated with these differences. 
 
Table 4.4: Summary of information related to differences in 
soil characteristics of soils sampled in the organically 
managed area of the vineyard. 
PC Soils Elements 
PC2 
 
SLd,O1; SLd,O2; 
SL,O1; SL,O2; 
SCL,O2 
Ca, S, P, Cu, Zn and to a lesser 
degree Mg. 
 
Differences were observed in soils taken in the organic area compared to those in the 
conventional area. In particular, these differences were associated with the sandy loam and 
sandy clay loam textured soils (Table 4.4). The elements that distinguished these soils were 
Ca, S, P, Cu, Zn and Mg and implied that the total concentration of these elements was higher 
in comparison to similar textured soils in the conventional area (Figure 4.3). As described in 
the previous chapter, the similar loadings of Ca, S, P and Zn may be related to influences 
from soil organic matter (see Chapter 3, p.34). Cu and Mg are also known to associate with 
soil organic matter (Kabata-Pendias & Kabata-Pendias, 2001; Troeh & Thompson, 2005). 
This was consistent with a general soil analysis by a consultancy where soil organic matter in 
the organic area, 5.0%, was higher compared to the conventional area, 3.4% (E.E. Muir & 
Sons, 2007 & 2009). This may relate to the higher total concentrations of Ca, S, P, Mg and Zn 
stated above. However, soil organic matter analysis would be required on the soils collected 
in this study to properly assess and confirm the changes in organic matter in the collected 
soils. 
 
The organic management practices implemented on this vineyard which could be 
responsible for the direct higher total concentrations of Ca, S, P, Cu, Zn and Mg in the 
organic amended soils was the application of compost (performed in 2007) or chicken 
manure. Compost increases the overall organic matter content of the soil (White, 2003). 
Higher organic matter in soils where compost has been applied was consistent with published 
studies (Marriott & Wander, 2006; Panwar, Ramesh, Singh & Ramana, 2010; Rahman et al., 
2011; Sodhi, Beri & Benbi, 2009; Stewart, Cameron, Cornforth & Main, 2000; Surekha, 
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Latha, Rao & Kumar, 2010). It has also been found that soil S, P, Cu and Zn concentrations 
can be higher where organic management practices, such as compost application, are 
implemented and remain higher in the soil over at least a two year period compared to 
conventional management (Panwar et al., 2010; Rahman et al., 2011; Surekha et al., 2010). 
As well, a compositional analysis of poultry manure, used as a fertiliser on another vineyard 
used in this research, found that organic carbon, Ca, S, P and Mg were major components of 
the manure (Table 4.5). 
 
Table 4.5: Composition of poultry manure in regards 
to Ca, S, P and Mg content. 
Component Total Concentration (%) 
Organic Carbon 47.8 
Ca 2.17 
P 1.97 
S 0.55 
Mg 0.47 
NOTE: Analysis performed by SWEP Analytical 
Laboratories (2005). 
 
The higher total Cu concentrations observed on soils in the organic area could 
originate from residuals of foliar spray fungicides, as they are added at twice the amount over 
a given season in the organic area compared to the conventional area (K. Harris, personal 
communication, 2011). This was consistent with anecdotal soil analysis performed on the 
vineyard (E.E. Muir & Sons, 2007 & 2009) and published literature (Holb & Nagy, 2009; 
Pietrzak & McPhail, 2004; Wightwick, Mollah, Smith & MacGregor, 2006). 
 
Table 4.6: Comparison of the content of P, S, Ca, Cu, Zn and Mg in the soils and vine petioles under 
organic and conventional management. 
 P S Ca Cu Zn Mg 
Soil (mg/kg) 
Organic Area 84 30 819 10.5 5.6 383 
Conventional Area 16 22 423 4.5 32 290 
Vine Petiole (mg/kg) 
Organic Sample 1 266 100 1022 4.7 5.7 851 
Organic Sample 2 195 104 976 20.1 10.1 1028 
Conventional Sample 1 154 86 973 5.7 10.5 789 
Conventional Sample 2 97 69 1064 4.7 10.5 881 
NOTE: Analysis conducted by E.E. Muir & Sons (2009) 
 
The higher total concentration of Ca, S, P, Cu, Zn and Mg found in the soils in the 
organic area suggests that the available fraction of these elements may also be higher 
compared to the soils in the conventional area. This was consistent with anecdotal soil testing 
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and, in general, vine petiole analysis (Table 4.6) performed on the vineyard (E.E. Muir & 
Sons, 2007 & 2009), and agrees with published investigations involving the effects of organic 
management on the soil environment (Panwar et al., 2010; Rahman et al., 2011; Surekha et 
al., 2010). A higher available fraction of these elements could indicate of a potentially better 
soil chemical environment for the vines as these elements are considered nutrients (Creasy & 
Creasy, 2009; Nicholas, 2004; White, 2003). This may then lead to less frequent application 
of nutrient amendments for these elements to replenish soil fertility, which is a benefit in 
terms of cost. This would particularly be the case for the sandy loam soils as they contain a 
low nutrient supply capacity (Nicholas, 2004). However, these elements may be 
predominantly associated with the organic matter fraction in the soil, as influenced by the 
application of compost, which is a less available fraction in the soil for vines to access. 
Further investigation into the chemical fractionation of these nutrients would need to be 
undertaken to understand the chemistry of these elements and their availability status for vines 
and whether they are positive for vine health, or potentially toxic to soil organisms. 
 
Table 4.7: Summary of inconsistencies in the PCA and the reasons for these inconsistencies. 
PC Soils Comments 
PC1  LMC,C1; LMC,C2 First PC characterised soils related to textural clay content. 
Scores for these two samples were similar to sandy loam 
textured soils implying these soils were sandy loam textured in 
mature, rather than a light medium clay texture. 
PC1 & PC2 LMC,O1; 
LMC,O2; SCL;O1 
Influences from K, Fe, Rb and Al associated with clay 
mineral/iron oxide elements 
 
 There were inconsistencies in the PCA plots resulting in unclear interpretation of how 
organic management practices alter the soil environment in heavier textured soils; particularly 
the LMC soils (Table 4.7). This was predominantly due to the trends and patterns in the first 
PC where a cluster of elements (K, Fe, Mg, Rb, Al, Zn), likely associated with clay and iron 
oxide mineralogy. The influence of these suspected clay related elements on the LMC soils 
taken in the organic area may be an indication that organic management practices do not 
significantly alter the total elemental concentrations of heavier textured soils compared to 
lighter textured soils. In addition, the score plot of the first PC identified that the LMC soils 
taken in the conventional area had negative scores similar to the sandy loam textured soils 
(Figure 4.3). This implied that the soil compositions of these soils were more similar to a 
sandy loam, rather than a light medium clay. These characteristics were consistent with soil 
texture data of the topsoils analysed during the pre-establishment phase by Wetherby (1999). 
In contrast the topsoils of the LMC soils in the organic area were characterised with a light 
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sandy clay loam texture. However, another explanation for this pattern could be that the LMC 
topsoils in the conventional area may be depleted of nutrients compared with the LMC soils in 
the organically managed area. This may also be correlated with the sandy loam topsoils 
characterised where the LMC conventionally managed were collected. 
 Hence, differences between organic and conventional management in the LMC soils 
could not be compared appropriately and require further investigation, as demonstrated in the 
next section.  
 
 This investigation has shown that differences in soil composition of differently 
managed soils can be identified using XRF and multivariate methods. Undertaking a similar 
investigation using conventional methods would be a more tedious process but using 
multivariate techniques to interpret the data may identify important trends and patterns in soil 
data that could relate to the differences in management. 
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4.3. Soil Core Investigation 
 
 The purpose for investigating the soils with depth was to explore if and how 
differences in management practices alter the underlying soils in the soil profile. This is an 
area of importance in viticulture as some vine roots can penetrate deep into the soil. In 
general, comparative studies involving different managements focus on topsoil samples and 
the effects of organic management on soils, with depth, have seldom been reported. The 
approach reported here, of using chemometrics for such an investigation, is novel. 
The outcomes of the previous section indicated that further investigation was required 
to obtain more information relating to organic management practices and heavier textured 
soils.  
 
 As previously outlined in Section 4.1 (pp.54-55), soil core samples were collected in 
10 cm increments to 50 cm in the areas of suggested differences in soil texture. Tucker3 was 
applied to analyse the three-way data array (5 depths (P) × 9 sites (Q) × 18 elements(R)). 
 
4.3.1. Results and Discussion 
 
The data produced from XRF analysis (see Appendix E, II. XRF Raw Data, p.173) 
were pre-processed and examined using Tucker3 analysis following the description given in 
Chapter 3.2, (p.29).  
A range of models increasing in complexity (P, Q, R = 1,...,5) were plotted against 
explained data variance to determine the model of optimal complexity for application to 
Tucker3. It was determined that an optimal model of complexity was a (3,3,3) model, 
explaining over 81% of the variance in the data, which included three factors in the depth, site 
and variable modes (Figure 4.4). 
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Figure 4.4: Explained data variance plotted against models of increasing complexity (1,1,1) to 
(5,5,5). 
 
The (3,3,3) model was then subject to Tucker3 analysis and the loading plots produced 
(Figure 4.6). Analysis of the core, G, identified that the first three core elements explained 
almost 88% of the data variance (Table 4.8). 
 
Table 4.8: Core analysis output of the (3,3,3) Tucker3 optimal 
model core array. 
Component 
Model 
[D, S, E]* 
Value 
Fraction 
Explained Data 
Variance 
Summed 
Fraction 
Explained 
Data Variance 
[1,1,1] -4.62 73.56% 73.56% 
[2,2,2] 1.64 9.31% 82.87% 
[1,3,2] -1.21 5.09% 87.96% 
* D = Depth Mode, S = Site Mode, E = Element Mode 
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Figure 4.5 provides a key to the labels of the samples sites in the Site mode of the 
Tucker3 analysis. 
 
Legend 
 
 Management Type 
Soil Texture Organic Conventional 
Sandy Loam, deep (SL,d) SLd,O SLd,C 
Sandy Loam (SL) SL,O SL,C 
Light Sandy Clay Loam (LSCL) - LSCL,C 
Sandy Clay Loam (SCL) SCL,O SCL,C 
Light Medium Clay (LMC) LMC,O LMC,C 
 
Figure 4.5: Summary of the labels of the topsoils in relation to soil 
texture and management regime shown in the PCA score plots. 
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Figure 4.6: Tucker3 loading plots for the depth, site and element modes in the (3,3,3) model. 
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The loadings in the second factor (B2) of the site mode distinguished soils in the 
organic area (strong negative loadings) from those in the conventional area (predominantly 
weak positive or weak negative loadings) (Figure 4.6). The (2,2,2) core element included the 
second factor in the site mode as well as the second factor in the depth (A2) and variable (C2) 
modes.  
 
The interpretation of this core element with positive loadings in the second factor of 
the depth mode (A2), positive loadings in the second factor of the site mode (B2) and negative 
loadings in the second factor of the variable mode (C2) showed that the SLd, SL and SCL soils 
taken in the organic management area were influenced predominantly by Ca, S, P, Zn and Cu 
from at depths from 0-30 cm compared to similarly textured soil in the conventional area. 
This indicated that the total concentrations of these elements were higher in soils in areas 
where organic management occurred, compared to soils in the conventional area. This was 
consistent with what was identified for the topsoils in the organic area (see Section 4.2.1, 
pp.60-63).  However, Tucker3 analysis was also able to indicate that the higher concentrations 
of these elements occurred primarily from 0-20 cm, and partly in the 20-30 cm fraction.  
 
The higher total concentrations of Ca, S, P, Zn and Cu in the organic amended soils 
were described to be  likely due to the application of compost, chicken manure and greater use 
of Cu fungicide (for Cu only) in the organic amended vine blocks (see Section 4.2.1, pp.60-
63).  
The observation that the influence of Ca, S, P, Zn and Cu in the soils in the organic 
area occurred predominantly within the first 20 cm of the soil profile could suggest that since 
the addition of the compost to the surface soil in 2007, these elements have leached through 
the soil to 20 cm by 2010 (when the soils were collected). Similar trends were observed for P, 
Zn and Cu comparing organic, conventional and integrated management systems over a three 
year period (Panwar et al., 2010). The organic management practice that could influence this 
observation was cultivation of soil to remove weeds, which was suggested by Blaise, Rupa 
and Bonde (2004) in an investigation comparing conventional and organic management. At 
the vineyard in this investigation of the research, this practice is aimed to incorporate the first 
5 cm of the soil, but can vary given the uneven terrain (K. Harris, personal communication, 
2011). As the structure of the topsoils in the organic area are disturbed and turned over, 
compared to the conventional area, it may result in greater movement of Ca, S, P, Zn and Cu 
further down the soil profile; particularly after rainfall and irrigation.  
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Furthermore, the topsoils of the mounds of the conventional managed area were 
known to have water repellent properties (K. Harris, personal communication, 2011). This 
results in reduced drainage of water vertically through the soil profile and higher run off 
(Harper & Gilkes, 1994; Rodríguez-Alleres, Benito, de Blas, 2007) and as a result a potential 
decrease in the leaching of Ca, S, P, Zn and Cu. 
 
However, another explanation for the higher total concentration of selected elements 
in the first 20 cm of the soils in the organic area may relate to the application of the compost 
in 2007. The compost was applied directly to the surface of the soil, at an uncertain rate, so 
the trend observed suggests that the 0-20 cm fraction of soil may predominantly contain 
compost with minimal amounts of the original soil. This identified trend may also indicate 
that the approximate application rate of the composted greenwaste, which was uncertain, may 
perhaps have been applied to the surface soil to a depth of approximately 20 cm. 
 
The higher total concentration of Ca, S, P, Zn and Cu within the first 20 cm of the 
soils in the organic area compared to the conventional area suggests that there may be a 
greater available fraction of these elements within the main rootzone of the vines, which could 
be beneficial for the vine soil environment. This was consistent with incomprehensive routine 
soil analysis performed the vineyard (see Table 4.6, p.61). However, as noted in the previous 
section, a fractionation analysis of these elements would be expected to understand the 
possible nutritional benefits for vines in more detail across the vineyard. 
 
There was no observed difference in the elemental characteristics of the soils taken in 
the organic and conventional areas in the LMC soil. This was considered due to the elements 
associated with the clay component having the greatest influence on these soils rather than 
differences in management practices as indicated by observing negative loadings in the first 
factor of the depth mode (A1), negative loadings in the site mode (B1) and negative loadings 
in the element mode (C1) of the (1,1,1) core element (Figure 4.6). This suggested that the 
implementation of organic management practices does not significantly alter the total 
elemental content in soils of heavy clay based textured soils. Consideration should be given to 
gather more detailed information such as elemental fractionation, nutrient and organic matter 
analyses to further evaluate potential differences in heavier textured soils influenced by 
organic management. Although, it should be stated that in view of the relatively short period 
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of time in which organic management has been applied to this vineyard, the effects of the 
organic management practices may take longer to observe on heavier textured soils. 
 
The (1,1,1) and (3,1,2) core elements were not interpreted as they did not reveal any 
information that distinguished the different textured soils in the organic and conventional 
areas. 
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4.4. Summary and Conclusions 
 
 The application of the XRF and chemometrics compared soil elemental data of 
different textured soils in areas where organic and conventional management were 
undertaken.  It was found that there were differences observed in the characteristics of soils 
under the influence of organic management. Investigations were undertaken on topsoils and 
soil cores and the outcomes of both investigations are summarised in Table 4.9. 
 
Table 4.9: Summary of differences identified in soils in the organic area from each of the two 
investigations and the organic management practices that were the likely cause for the differences 
observed. 
Investigation Soils in Organic 
Area Affected 
Elemental 
Differences 
Observed 
Organic Management Practice 
Potentially Responsible 
Topsoils Sandy Loam 
Sandy Loam, deep 
Sandy Clay Loam 
Ca, Mg, S P, Zn 
and Cu 
 Compost application (Ca, Mg, S P, 
Zn and Cu) 
 Greater rates of copper fungicide 
application (Cu) 
Soil Cores Sandy Loam 
Sandy Loam, deep 
Sandy Clay Loam 
Ca, S, P, Zn and 
Cu from 
0-30 cm 
 Compost application (Ca, Mg, S P, 
Zn and Cu) 
 Greater rates of copper fungicide 
application (Cu) 
 Cultivation of weeds (0-30 
cm),water repellent surface soils in 
conventional area and surface soil 
application of compost 
 
In both investigations, the total elemental concentrations of Ca, Mg, P, S, Cu and Zn 
were, essentially, higher in the soils managed organically compared to those under 
conventional management. This difference was ascertained to be predominantly due to the 
addition of compost and its possible effect of increasing soil organic matter. In addition, the 
more frequent application of Cu fungicide spray was a potential factor for the indicated higher 
Cu concentrations in the organic managed area. The soil core investigation showed that the 
influence of organic management practices on the total elemental concentrations of the above 
listed elements occurred predominantly within the first 20 cm of the soil and was suggested to 
be due to a combination of cultivation to remove weeds and surface soil application of 
compost in the organically managed area, and, water repellent surface soils in the 
conventional area. 
The higher total concentrations of Ca, Mg, P, S, Cu and Zn, considered vine nutrients, 
may correlate with a greater available fraction of these elements for vine root uptake in the 
organic amended soils, as compared to general data on available levels of vine nutrients 
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performed by a consultancy (see Table 4.6, p.61). Therefore, this could be viewed as a 
beneficial response of vine health to organic management, compared to conventional 
management. Therefore, the implementation of organic management practices potentially 
improves the soil chemical environment for vine growth compared to conventional 
management. However, conventional soils analyses such as elemental fractionation, pH and 
organic matter, should be undertaken as described in the discussions in this chapter. 
 
It was suggested that there was insignificant variation in the soil environment of 
heavier clay dominant soils related to organic management and conventional management 
practices. Therefore, it was concluded that differences in management practices do not have a 
notable effect on the variation in the total concentration of elements in heavier textured soils. 
However, the increased length in time taken for the results of organic management to take 
effect was suggested to be a possible explanation for the insignificant differences observed 
between the LMC soils. 
 
The application of XRF/chemometrics comparing soil textures, soil depths and using 
chemometrics have not been applied in previous investigations involving organic 
management. Therefore, a novel approach for such an investigation was applied here and has 
potential to be used in similar situations involving different management processes and 
identifying their effect on soil properties. The work described in this chapter enhanced the 
limited studies involving the effects of organic viticulture on soils. 
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5. Soil assessment in Precision 
Viticulture 
 
 
recision Viticulture is a contemporary term used in the viticulture industry for 
vineyard management decisions that:  
 
„encompasses a range of tools and technologies that allow viticulturists and winemakers to 
make more informed, targeted management decisions in the vineyard.’  
–Proffitt, Bramley, Lamb, & Winter, (2006), p.8. 
 
Precision Viticulture has proven to be successful as a viticultural management tool in 
aspects of harvesting, soil salinity mapping and management of irrigation to improve 
uniformity of vine growth (Proffitt et al., 2006). Other studies utilising precision agriculture 
have noted its use and the resulting implications for soil and plant sampling and analysis 
(Bramley & Janik, 2005; Cook & Bramley, 2000), fertiliser management (Cook & Bramley, 
2000) and soil surveying and vineyard design (McKenzie, 2005). Application of precision 
viticulture has been described as a cyclical process linked by a three step method (Figure 5.1). 
The most critical step is „data interpretation and evaluation‟ as this will provide the necessary 
information to construct the targeted management plan in the third step.  The data 
interpretation and evaluation is performed either exploratory through spreadsheet software or 
spatially and visually through Geographical Information Systems (GIS) (Proffitt et al., 2006). 
However, GIS information is commonly provided visually through maps, and the cause of 
any anomalous variation occurring in both soil and, or, vines, that may appear is assumed. 
Further investigation is required if there needs to be identification of underlying factors 
responsible for variation. This process is referred to as ground-truthing (Proffitt et al., 2006). 
 
P
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Figure 5.1: Flowchart of the steps involved in the Precision Viticulture process cycle. 
Taken from Proffitt et al. (2006), p.9. 
 
The soil environment is an important factor to consider when assessing anomalous 
variation in, for example, yield and plant cell density (vine vigour) mapping. Soil is the 
medium that provides grape vines nutrients and water, and there are strong reasons to explore 
variation in the soil environment to identify soil characteristics related to variation in 
precision viticulture data. One such example, described by White (2003), involved a 
generated yield map which exhibited lower than expected yield in a section of a vine block. 
Investigation of the soil characteristics showed that the cause of lower yields was a shallow 
impervious subsoil with poor drainage, and higher yields were due to deep permeable sandy 
loam soils.  
 
So, there is scope to incorporate data interpretation techniques as part of the ground-
truthing anomalies in remote sensing data to assess differences in the soil environment. This 
would result in a greater amount of information and a better understanding of unexplained 
anomalies observed from GIS based Precision Viticulture data. The work described in this 
chapter looks at this idea and aims to assess the soil characteristics of a vineyard in the Main 
Ridge area where variation in Precision Viticulture data generated by two remote sensing 
tools: EM-38 (see p.76) and plant cell density (PCD) by using XRF spectrometry and 
multivariate data interpretation. The remote sensing and Precision Viticulture analysis on this 
vineyard was undertaken by Tony Proffitt, at AHA Viticulture consultancy, an expert in the 
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Precision Viticulture in Australia. The Specterra company performed the aerial work (A. 
Murray, personal communication, 2011). 
Firstly, soil pits excavated in areas of anomalous variation in EM-38 data occurring on 
a vine block are explored. Soil cores are collected in these areas and application of PCA used 
to correlate differences in the elemental composition data to the visual and descriptive 
observations of the soil profiles from the pit excavation. The investigation will be aimed to 
assess whether the XRF/chemometrics approach can be applied in similar situations instead of 
soil pit excavation. Secondly, variation in PCD data over a four year period is examined.  
Tucker3 is applied to identify the factors in the soil that may contribute to the variation in 
growth characteristics and whether they were induced by management practices or from 
natural variation. The outcomes will demonstrate that XRF and chemometrics to be used as a 
method to gather information on soils related to varying vine vigour. 
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5.1. Pit Excavation Applied in EM-38 Data Exploration. 
 
Pit excavation is a ground-truthing approach to explore differences in a soil profile 
where there is variation in electromagnetic induction (EMI) data. 
EMI sensors are predominantly used in the agricultural industry to map changes in soil 
conductivity to identify sodium affected soils and, observe and map topsoil and subsoil 
salinity distribution (Proffitt et al., 2006). In the viticultural industry, EMI sensors have been 
applied since the mid 1990s to map and determine spatial variability in pre-established and 
established vineyards (Proffitt et al., 2006). Electromagnetic induction (EMI) sensors produce 
an electromagnetic signal that enters the soil where a secondary signal is induced and detected 
by a receiving coil on the sensor. The strength of the secondary signal is proportional to the 
conductivity in the soil (Proffitt et al., 2006). EM-38 is an EMI sensor that measures the bulk 
electrical conductivity as influenced by types and amounts of clays, salts, moisture and rock 
in the soil (Proffitt et al., 2006). It has also been reported that vineyards with steel posts can 
distort EMI data (Lamb, Mitchell & Hyde, 2005).  
 
The investigation in this section explores a vine block in the Main Ridge vineyard 
with large variation in EM-38 data. Soil pits were excavated in these areas by the vineyard to 
explore if there were differences in the soil profile related to the variation in the EM-38 data. 
Soil cores were collected adjacent to these soil pits and PCA applied to identify trends and 
patterns in the elemental composition data that correlates with the known differences 
observed in the associated soil pits. 
 
5.1.1. Site and Sampling 
 
The EM-38 sensor was applied to the vineyard in 2007 to a soil depth of 750 mm by 
AHA Viticulture (A Murray, personal communication, 2010). Soil pits were excavated on the 
smallest vine block on the vineyard in areas of high (blue colours), mid (orange colours) and 
low (red colours) soil bulk conductivity (Figure 5.2). Although there was clear variation in the 
EM-38 measurements across the vine block, there was no correlation with the growth of the 
vines. 
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PIT A (High) PIT C (Low) PIT B (Medium) 
 
Figure 5.2: EM-38 data map of vineyard. The investigated vine block, 
„Ridge‟, and associated location of excavated pits in high (Pit A), medium (Pit 
B) and low (Pit C) reading locations. EM-38 analysis performed by AHA 
Viticulture (2007). 
 
The excavation of three soil pits was organised by the vineyard manager to examine 
any visual differences in the soil profiles (images on CD2: Appendix E\III: Site 
Images\Chapter 5.1). The important visual and descriptive observations of these three pits are 
summarised in Table 5.2. 
 
The soil sampling involved the collection of two soil cores adjacent to each soil pit 
three metres apart, with each core taken midrow of two vine rows (Table 5.1). In terms of 
depth, samples for each core were initially collected every 5 cm, to a depth of 10 centimetres, 
and then in 10 cm increments to an 80 cm depth to correspond with the depth of the EM-38 
data. The soil samples were collected and prepared as described in Chapter 3, Section 3.1.1., 
pp.26-27 
 
Table 5.1: Summary of where the soil cores were collected in proximity to 
the location of the soil pits. 
 EM-38 
readings 
Rows where 
pits excavated 
Distance from 
start of row (m) 
Rows where soil 
collected 
Pit A High 
Between: 
2 and 3 
10 
Midrow between 
rows 3 and 4 
Pit B Medium 
Between: 
17 and 18 
9 
Midrow between 
rows 18 and 19 
Pit C Low 
Between: 
27 and 28 
60 
Midrow between 
rows 28 and 29 
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Each soil sample was analysed by XRF (see Chapter 2, p.26-27) and PCA was 
employed to identify trends and patterns in the soil profiles that correlated with the 
observations of the soil pits.  
 
Table 5.2: Summary of the description of the soil profiles excavated in the areas of high, 
average and low EM-38 readings. 
Pit Soil Profile Comments 
A 
 
 High bulk conductivity measurements. 
 Anomalous unstructured soil profile*. 
Absence of ordered horizons. 
 Dark material associated with organic material 
from the remnants of pine tree
#
. 
o Observation of slightly charred woody 
debris and pine needles in soil. 
 Infiltration of water – possible spring# – likely 
due to anomalous structure of soil profile. 
 Soil described as wet and easiest to excavate#. 
B 
 
 Average bulk conductivity measurements 
 Soil profile typical for the area*. 
 Dark surface soil, followed by lighter 
underlying layer. Topsoil overlies the clay 
subsoil (orange/brown areas). 
 Observation of water present (30 mL) at 
bottom of pit (~ 1.6 m) after 10 hours
#
. 
C 
 
 Low bulk conductivity measurements 
 Typical soil profile for the area*. 
o However, topsoil appears lighter in colour 
than the topsoil of pit B. 
 Soil described as hardest to excavate of the 
three sites
#
. 
 Absence of roots present in clay subsoil. 
# A pine tree previously in this area of the property was felled and burned. Information gathered 
from vineyard manager (A. Murray, personal communication, 2007). 
* According to soil survey of the Mornington Peninsula (Sargeant, 2002/03). 
 
5.1.2. Results and Discussion 
 
 The XRF data (see Appendix E, II: XRF Raw Data, p.173) were pre-processed as 
described in Chapter 3, Section 3.2, p.29 and the two-way data set (54 samples × 19 elements) 
subject to PCA using three components. 
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Table 5.3: Eigenvector analysis of the soil data set.  
PC Eigen value Proportion EDV (%) Cumulative EDV (%) 
1 0.404 59.31 59.31 
2 0.076 26.53 85.85 
3 0.019 5.00 90.85 
The eigenvector analysis showed that three PCs could explain over 90% of the total 
data variance (Table 5.3). The loading and score plots of the three PCs are displayed in 
Figures 5.4 and 5.5. Figure 5.3 summarises the labelling system used in the PC score plots. 
 
Legend 
 
EM-38 
reading 
 Soil Core Label 
Depth 
(cm) 
Label 
Depth 
(cm) 
High 
 Pit A, Core 1 
a 
b 
c 
d 
e 
0-5 
5-10 
10-20 
20-30 
30-40 
f 
g 
h 
i 
40-50 
50-60 
60-70 
70-80 
 Pit A, Core 2 
Mid 
 Pit B, Core 1 
 Pit B, Core 2 
Low 
 Pit C, Core 1 
 Pit C, Core 2 
 
Figure 5.3: Summary of the labelling system used in the PC score plots. 
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Figure 5.4: The PCA score and loading plots of PC1 and PC2 
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Figure 5.5: The PCA score and loading plots of PC1 and PC3. 
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The PCA identified differences in the elemental composition of each soil pit and Table 
5.4 summarises this important information including the soil cores, depths and elemental 
influences. These compositional differences can be related to soil profile properties outlined 
in Table 5.1, p.78 
 
Table 5.4: Summary of the elemental differences in the soils of the 
areas of variation in EM-38 data as identified by PCA. 
Soil PC Core Depths (cm) Influences 
Pit A PC2 A1 
A2 
0-20 cm 
0-20; 30-80 cm 
Ca, P, S, Cu and Zn 
Pit B PC1 & PC3 B1 
B2 
30-80 cm 
20-80 cm 
Al, Fe (PC1); K, 
Cu (PC3) 
Pit C PC1 & PC3 C1 
C2 
40-80 cm 
30-80 cm 
Al, Fe (PC1); S 
(PC3) 
 
Most soils collected in the area of pit A were distinct from other soil samples as 
identified by their positive scores in PC2. This trend was predominantly due to the strong 
positive loadings of S, Zn, P, Cu, as well as Ca in PC2 (Figure 5.4), which implied higher 
total concentrations of these elements in the soils around pit A. These elements were 
previously described to potentially be associated with soil organic matter characteristics (see 
Chapter 3, Section 3.3, pp.33-35). As a result, the clustering of soil samples in pit A was 
ascribed to potential differences in organic matter component in the soil. This was particularly 
the case for the soil profile of one of the cores, A2, where PCA found that the influence of S, 
Zn, P, Cu and Ca occurred throughout the soil profile (Table 5.4). This was consistent with 
the observations of the presence of slightly charred organic material and pine needles 
throughout the anomalous soil profile of pit A, as a result of the removal and incineration of a 
pine tree before vine plantation (described in Table 5.1, p.78). It has been shown that pine 
needles contain a large amount of S, P, Zn and Ca (Viksna, Znotina & Boman, 1999). As 
well, pHCa measurements of the subsoils in this core were rather acidic, ranging from 4.34 to 
4.66, which was consistent with the acidifying effect that pine needles have. Hence, the 
elemental compositional differences observed in soil of pit A, as identified by PCA, correlated 
with the description of the soil profile from routine soil pit excavation. 
The influence of the proposed variation in organic matter in pit A was only observed 
in the first 20 cm of the other soil core taken near pit A, A1 (Table 5.4). This meant that only 
the topsoil of this soil profile was anomalous due to the remnants of vegetation and indicated 
that the soil profile below this depth had not been disturbed compared to the adjacent core as a 
result of the removal of the pine tree. This provides important information to the vigneron to 
know the boundaries of where the anomalous soil profiles occur. With further core sampling 
Chapter 5: Soil assessment in Precision Viticulture 
 
 
83 
in this area, the distribution of the anomalous soil profile caused by the remnants of pine tree 
vegetation could be mapped. 
 
The first and third PCs provided information that distinguished the pit B and pit C 
soils, particularly in relation to the clay subsoil. Pit B subsoils, with positive scores in PC3, 
were influenced by higher K and Cu concentrations as indicated by their positive loadings 
(Figure 5.5). The source of the higher K and Cu in the pit B clay subsoils would be indicative 
of natural variation due to their association with such minerals (Kabata-Pendias & Kabata-
Pendias, 2001; White, 2005). Conversely, the pit C subsoils, with negative scores in PC3, 
were heavily influenced by higher concentrations of S compared to the pit B clay subsoils. At 
these depths, S would be strongly associated with iron oxides and aluminium in the clay 
subsoil (Kabata-Pendias & Kabata-Pendias, 2001). This may be an indication that S is 
strongly adsorbed onto these minerals compared to the clay subsoils around pit B and is not 
significantly leached through the soil. This could be caused by the presence of a pan within 
the clay subsoils in the pit C area. Pans are hard impervious subsoil layers caused by 
cementation and the presence of high clay content (Chesworth, 2008). This correlates with the 
anecdotal observations that the soils in pit C were hard and difficult to remove (Table 5.1, 
p.78). The impervious nature of pans could explain the absence of vine roots in the clay 
subsoil, compared to the other soil pits (Table 5.1, p.78). Hence, the identified differences in S 
concentrations in the pit C soils, potentially associated with the presence of a clay pan, 
corresponded with the physical description of the difficulties in the excavation of the soils in 
the area. 
 
 Applying XRF and chemometrics to assess soil profiles in areas of varying EM-38 
data has demonstrated that this approach could correlate characteristics of soil elemental 
composition with visual and descriptive differences observed in soil pit excavation. This 
would be described as a novel approach as soil pit excavation is routinely used to determine 
visual and descriptive differences in soil profiles. There is potential for this approach to be 
considered in similar situations where soil pits are required to assess a soil where variation in 
precision viticulture data obtained by GIS occurs. As well, this approach can be extended to 
other investigations where soil pits are required to be inspected including areas of expected or 
anecdotal soil or crop variation. Instead, soil cores could be collected and differences in 
elemental composition identified through chemometric techniques to assess soil profiles of 
potentially altered regions. However, such a proposition would require further investigation to 
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be undertaken on different data and soil types. In the instance of EMI analysis, this would 
require comparison of soil profiles in varying data across an entire property, rather than a 
single block. As well, other soil types where EMI sensors have been applied would require 
investigation.  
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5.2. Soil Composition Assessment and PCD. 
 
PCD is a vegetation index that maps vine biomass. This is performed by aerial 
measurement of its reflectance at the near infrared (NIR) and red wavebands and calculated 
using the following formula: 







RED
NIR
PCD  
A high PCD value will have a strong near infrared reflectance whilst the red waveband 
reflectance is low due to chlorophyll absorption and indicates a healthy and vigorous vine 
canopy with a high photosynthetically active biomass (PAB) (Proffitt et al., 2006). Areas of 
uncharacteristic vigour can then be targeted to alter management strategies to improve or 
decrease vine vigour e.g. pruning or increasing irrigation (Proffitt et al., 2006). The PCD tool 
does not allow the viticultural manager or consultant to recognise the cause for the variation 
in growth characteristics, so ground-truthing is required.  
 
 
Figure 5.6: PCD maps taken over the four year period. Yellow-red colours indicate lower vigour and 
blue colours indicate high vigour. PCD analysis performed by AHA Viticulture (2007, 2008 and 
2010).  
 
Vine block 
investigated 
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In this investigation, PCD mapping data was monitored over a four year period (2007 
to 2010) on the same vineyard as Section 5.1. Over this time, anomalous vine vigour was 
found to occur on the largest block on the vineyard (Figure 5.6). The results in 2007 showed 
that the vines on the east side of the block tended to show higher vigour compared to vines on 
the west side. To remediate the issue, irrigation was applied more frequently on the westerly 
half of the block. PCD analysis was undertaken in 2008 and showed that the vigour was 
generally more uniform; but still contained lower vigour growth on the western side. 
Increased irrigation was not continued beyond that year. PCD was again applied in 2010 
where notable differences in vigour between the west and east half of block occurred again, 
similar to the 2007 data. 
 
5.2.1. Site and Sampling 
 
The vine block studied in this investigation contained a declining slope from west to 
east and a marginal declining slope in a north to south direction (Figure 5.7). 
 
 
Figure 5.7: Image showing the rows and transect where the soil samples were collected. 
Aerial image obtained from Google Earth (2011). 
 
The sampling regime was aimed to incorporate soils across the block, where lower and 
higher vigour were described, by employing a systematic sample design (Peverll et al., 1999). 
The block (consisting of 48 rows of vines) was divided in terms of rows; where rows 5, 18, 
27, 36 and 47 were selected to take samples. Along each of these rows, divisions were made 
into 42.5 m transects. Soils were collected in the centre of the transect block in each selected 
row (i.e. approximately 21 m). Figure 5.7 describes where the soil samples were collected. 
The „R‟ in each label refers to the vine row and the „T‟ refers to the transect. The colours for 
N 
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each label refer to the variation in the vine vigour as identified in the 2010 PCD map (Figure 
5.6). Yellow to orange colours relate to below average vigour and blue colours relating to 
above average vigour. 
At each site, a 0-20 cm topsoil sample was collected on the vine row (i.e. under the 
vine canopy) and another sample collected directly adjacent in the middle of the vine row (site 
images on CD2: Appendix E\III: Site Images\Chapter 5.2). Soils were collected and prepared 
as described in Chapter 3, Section 3.1.1, pp.26-27.  
Each of the topsoil samples was analysed by XRF (described in Chapter 2). Tucker3 
was employed for interpretation of the three-way data array (row, P × site, Q × element, R). 
 
5.2.2. Results and Discussion 
 
 The XRF data (see Appendix E, II: XRF Raw Data, p.173) was pre-processed and the 
three-way data array (2 rows × 32 sites × 19 elements) subject to Tucker3 analysis as 
described in Chapter 3, Section 3.2, p.29. Analysis of the explained data variance of a range 
of different model complexities (P = 1,2; Q,R = 1,...,5) showed that the model of optimal 
complexity was a (2,4,3) model (Figure 5.8). Only two factors were applied for the row mode 
(P) as these were the only two variables in this mode i.e. „midrow‟ and „on row‟. This model 
included two factors in the row mode, four factors in the site mode and three factors in the 
element mode. 
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Figure 5.8: Explained data variance (%) of different model complexities, from (1,1,1) to (5,5,5) 
 
The (2,4,3) model was subsequently subject to Tucker3 and the loading plots 
generated (Figure 5.10). The core array was then analysed and showed six significant core 
elements explaining almost 94% of the data variation (Table 5.5). 
 
Table 5.5: Core analysis output of (2,4,3) Tucker3 optimal 
complexity model. 
Component 
Model 
[R, S, E]* 
Value 
Fraction 
Explained Data 
Variance 
Summed 
Fraction 
Explained Data 
Variance 
[1,1,1] 2.11 42.76% 42.76% 
[2,2,1] -1.27 15.54% 58.30% 
[1,3,2] 1.12 12.07% 70.37% 
[2,2,2] -1.02 10.02% 80.39% 
[1,1,2] -0.90 7.84% 88.23% 
[1,4,3] -0.76 5.50% 93.73% 
* R = Row Mode, S = Site Mode, E = Element Mode 
 
 A summary of the labelling system in the site mode loading plots is given in Figure 
5.9. The colours of the symbols refer to the relative vine vigour as measured by the PCD (in 
2010). The labels, i.e. 47, 36, etc, refer to the vine row and the post scripts, i.e. a, b, c…, refer 
to the transect in which the soil sample was collected in the particular vine row. For example, 
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the ● data point labelled „28e‟ refers to the soil sample taken in row 28, transect 5 and is 
described as having an average vine vigour in the PCD. 
Legend 
 
 Vine vigour 
 Well below average 
 Moderately below average 
 Below average 
 Average 
 Above average 
 Well above average 
 
Suffix Transect  
a 1  
b 2  
c 3  
d 4  
e 5  
f 6  
g 7  
 
Figure 5.9: Summary of labels in the 
Site mode loading plots. 
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Figure 5.10: Tucker3 loading plots of the three modes (row, site and element) for the (2,4,3) 
optimal complexity model. 
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In the site mode, the fourth factor (B4) separated soils located where higher and lower 
vigour occurred (Figure 5.10). Soils in higher vigour areas had positive loadings whereas 
negative loadings were predominantly observed for soils in low vigour areas as summarised 
in Table 5.6. Of the significant core elements, the (1,4,3) model contained the fourth factor in 
the site mode along with the first component of the row mode (A1) and third factor in the 
variable mode (C3) (Table 5.5). 
 
Table 5.6: Soils with positive and negative loadings in the fourth factor of 
the Site mode. There is a separation of soils taken in areas of high (blues) 
and low vigour (yellows and oranges). 
Positive loadings in B4 Negative loadings in B4 
47T3* 36T2 28T5 47T1 28T3 5T1 
47T4 36T3 28T6 47T2 28T4 5T2 
47T6 36T4 18T4 47T5 18T1 5T3 
47T7 36T5 18T6 36T1 18T2 5T4 
 36T6  28T1 18T3 5T5 
 36T7  28T2 18T5 5T6 
*Unknown due to interference from vegetation 
 
The interpretation of the (1,4,3) core element with negative loadings in the row mode 
and positive loadings in the site and element modes showed that soils taken in areas 
predominantly of higher vigour were characterised by the positive loadings of Zn, Mn, Cl, P, 
Ti and Nb both midrow and on row. The influence of these elements was associated with 
higher total concentrations in the soils where higher vine vigour occurred compared with soils 
taken where lower vigour occurred. Of these elements, Zn, Mn and P may be the most likely 
to influence vine vigour as they are considered important nutrients for vine growth and 
photosynthesis (Creasy & Creasy, 2009; Nicholas, 2004). Table 5.7 summarises the role of 
these nutrients in vine growth and suggests that a potential cause for the higher vine canopy at 
lower elevations may be related to higher available levels of Zn, Mn and P compared to areas 
where lower vine vigour was observed. Hence, analysis of available Zn, Mn and P would be 
the next step in determining if plant availability of these nutrients is the key factor responsible 
for the variation in growth. This information shows an advantage of using chemometric 
techniques as important differences in total elemental concentrations can be identified, which 
can be used to investigate specific soil characteristics, rather than a broad set of analyses, that 
could be causing variation in crop growth.  
A characteristic of the vine block which may influence the uptake of Zn, Mn and P, is 
the declining slope toward the areas of higher vigour. A sloped block would suggest that 
water drains naturally to lower elevations of the block where it would be more available to the 
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vines. As a result, this may mean increased uptake of Zn, Mn and P in the soils where the 
higher vigour was observed compared to vines at higher elevations, which may not have 
access to as much water. Another property of the soil that may account for potentially higher 
availability of these elements at lower elevations could be related to the pH of the soil being 
in a range that results in greater availability of Zn, Mn and P, compared to the soil at higher 
elevation where the vine canopy was lower. Therefore, pH analysis should be undertaken to 
identify whether imbalances across the vine block are contributing to the variation in the vine 
canopy. 
 
The higher chlorine concentrations are also important as it commonly relates to 
salinity, but background information on the soils in the area, the total concentrations of Cl 
found and the management of the vines suggests that salinity would not be an issue in this 
case.  
 
It should be noted that other important analyses need to be undertaken such as 
nitrogen, which is a key nutrient for vine growth (Nicholas, 2004), and pH in order to provide 
more detailed information about the potential soil related causes for the variation in the vine 
canopy. 
 
Table 5.7: Summary of role the elements that influenced the soils taken in areas have on vine 
growth. 
Nutrient Nutrient Type Role in grape vine growth 
Mn Micronutrient 
 Key role in the synthesis of chlorophyll in the 
photosynthesis process (Creasy & Creasy, 2009; Nicholas, 
2004) 
 Reduction-oxidation reactions associated with enzymes in 
the majority of functions within the plant tissues (Creasy & 
Creasy, 2009) 
Zn Micronutrient 
 Protein synthesis, pollination and fruit set and the production 
of plant hormones (Nicholas, 2004) 
 Synthesis of plant growth regulator (Creasy & Creasy, 2009) 
P Macronutrient 
 Energy transfer within cells and between different parts of 
the vine (Nicholas, 2004). 
 Component of cell membranes (Nicholas, 2004). 
 Abundant in actively growing shoot and root tips (Creasy & 
Creasy, 2009) 
 Sugar metabolism, respiration and photosynthesis (Creasy & 
Creasy, 2009) 
 
Another important factor which Tucker3 identified was that the influence of Zn, Mn, 
P, Cl, Ti and Nb occurred for soils taken both midrow and on vine rows. This suggests that 
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the variation in content across the investigated block was natural rather than through ongoing 
management practices; particularly as no management practices are undertaken that involve 
the application of these elements on this vineyard. This exemplifies an advantage of using 
such complex statistical techniques like Tucker; allowing the understanding of trends and 
patterns in soils properties in crop production systems. 
 
If it were found that the lower vigour vine soils at higher elevations had lower plant 
available levels of Zn, Mn and P, this issue could be alleviated in two ways. Immediate 
suggestions would be for application of Zn, Mn and P soil ameliorants in the lower vigour 
areas and increased irrigation and, or, addition of soil amendments to adjust the pH.  
The other strategy, given that the low vigour is a continual occurrence, would be to 
separately manage the higher and lower elevations of the block. This would allow for the 
lower vigour vines to be managed separately. However, further investigations would be 
required, as described below, before such a suggestion is undertaken. 
An extension to this investigation could incorporate analysis of the underlying soils. 
This approach may be able to uncover further information on whether differences in 
composition of the subsoils may be a factor related to the variation in vine growth across the 
block e.g. identification of shallow clay subsoils at higher elevations compared to soils at 
lower elevations. 
 
 The implementation of Tucker3 has demonstrated its potential to enhance the 
diagnosis of variation occurring in PCD data. It can provide important information on 
differences in soil composition which could then lead to specific analyses to be performed. 
This may then result in improvements in the managing of vines with higher or lower vigour. 
This provides a novel approach for PCD investigations as differences in vine vigour are more 
often than not left undiagnosed and managed through changes to pruning or irrigation (Proffitt 
et al., 2006). 
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5.3. Summary and Conclusions 
 
 XRF and chemometrics were applied as a ground-truthing approach to assess the soil 
composition where variation in data from Precision Viticulture tools occurred. This method 
was successful in ascertaining differences in elemental data in the soil environment that could 
be related to variation occurring in GIS data obtained from EM-38 and PCD precision 
viticulture tools.  
 
 In the first investigation, PCA identified trends and patterns in soil composition that 
correlated with the visual and observational descriptions in excavated soil pits. The soils 
collected near pit A were associated with higher total concentrations of Ca, P, S, Cu and Zn 
which correlated with the anomalous soil profile of pit A and the remnant vegetation from the 
removal of a pine tree on the property. In comparison, the pit C subsoils were characterised by 
high S concentrations, potentially due to the effects of the presence of a subsoil clay pan. This 
correlated with the description that the soils in pit C were hard to excavate. This investigation 
demonstrated that the application of XRF and chemometrics has potential to be applied in 
place of soil excavation to assess differences occurring in soil profiles associated with 
expected or anecdotal variation. 
 
In the second section, the application of the Tucker3 identified the variation in the vine 
vigour PCD data was correlated with naturally higher total concentrations of Mn, Zn and P in 
topsoils. This lead to suggest that there may be higher available levels of these elements at 
lower elevations where the higher vigour occurs. However determination of pH and nitrogen 
– unable to be determined using XRF – should be undertaken as subsequent analyses. The key 
outcome of this investigation is that key trends and patterns in elemental concentrations were 
able to be identified that characterised soils where low and high vine vigour were known. This 
may lead to more precise management plans to be composed incorporating soil data rather 
than simply pruning more vigorous vines or increasing irrigation of low vigour vines as 
routinely advised. It may also allow for similar investigations to focus on key pieces of 
information identified by the XRF/chemometrics approach, rather than broad soil analyses. 
 
The outcomes of the investigations have demonstrated that application of XRF and 
chemometrics can be extended for the interpretation of GIS based data. This is due to the 
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ability for identification of underlying differences in the soil composition related to areas of 
data variation that the GIS tools are unable to obtain.  
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6. Identification of soil factors 
responsible for anomalous vine 
characteristics. 
 
 
lthough management tools such as those employed by precision viticulture can 
identify subtle variation in growth characteristics in vines, more pronounced 
features are often identified visually by the vigneron. However, the causes – often 
related to soils – that lead to these growth anomalies are often not diagnosed. The most 
common reason is due to the routine methods used to sample and analyse soils in viticulture. 
Commonly, topsoil samples (e.g. 0-15 cm) are collected at a number of random points within 
a vine block and composited together. Consequently, the results obtained are not 
representative of the soils in the areas where the poor growth is occurring and therefore cause 
uncertainty in the understanding of how they relate to the anomalous growth. In addition, the 
majority of vine roots are found within the first metre of the soil, referred to as the „effective 
root depth‟, and should be considered in soil analysis in viticulture (Creasy & Creasy, 2009; 
White, 2003). Ultimately, it may be that the costs involved to sample and analyse soils 
compromise the approach for soil analysis in viticulture. Therefore, there is scope to 
incorporate comprehensive soil sampling regimes and better data interpretation techniques to 
identify the factors in soil that are the cause for anomalous vine growth characteristics.  
Studies involving diagnosis of unexplained growth characteristics in agriculture, 
horticulture etc., are rarely published. This chapter attempts to demonstrate that the 
combinations of XRF spectrometry and chemometrics can be used in situations to identify 
factors responsible for unexplained growth characteristics to provide investigative research in 
this area of soil science. 
 
Three situations of anomalous grape vine growth characteristics were established 
through consultation with vineyard managers throughout the research. These investigations 
include early leaf senescence in a vineyard in the Merricks area, a case of annual dieback that 
occurred on a vineyard in Tuerong and an unproductive area of vines on a separate vineyard 
in Tuerong. In each of these cases, the underlying reasons for the altered growth 
A 
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characteristics had not been identified, even though routine soil analysis and, or, vine petiole 
analysis was previously undertaken.  
The key aim of the work described in this chapter is to use the XRF/chemometric 
combination to identify the factors in the soil that could be the cause of the anomalous vine 
growth characteristics. The aim being to demonstrate that this approach for soil data 
interpretation has potential for application in similar situations involving anomalous growth 
characteristics.  
 
The first investigation, involving the annual occurrence of early leaf senescence, used 
Tucker3 to identify the factors in the soil that were the cause for the anomalous leaf 
symptoms. Soils were taken across the affected block in the suggested areas where the leaf 
symptoms occur and outside this area. The following investigation identified the cause of 
unexplained annual dieback of vines within a vine block. Similar to the preceding 
investigation, core sampling was undertaken and Tucker3 applied to identify the factor – or 
factors – responsible for the anomalous dieback. The third investigation involved an area of 
unproductive vines within a block and application of PCA to identify the underlying soil 
factors that are the cause for the poor growth. 
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6.1. Early Leaf Senescence 
  
This investigation explored the observation of early leaf senescence experienced in a 
vine block established with the common Shiraz grape variety. Discussions with the vigneron 
noted that the anomalous leaf symptoms occurred every mid to late January over a number of 
years and was anecdotally confined to vines planted at the lowest elevation of the block 
(Figure 6.1). Conventional soil and vine petiole analysis previously undertaken across the 
vineyard and on the affected block was unable to identify the factors responsible (see 
Appendix D1, pp.168-170. 
 
 
Figure 6.1: Image of vine rows, looking south toward 
high elevation, taken from lower elevations where the 
early leaf senescence occurred. 
 
To identify the differences in the soil environment that were the cause for the 
anomalous growth characteristics, soil samples were collected across the Shiraz vine block 
within and outside of the suggested anomalous growth area. The resulting three-way data 
array was subject to Tucker3 to interpret the data. 
 
6.1.1. Site and Sampling 
 
The vineyard, located in the Merricks area, had vines planted at low density, oriented 
in a north to south direction. The vines in the affected vine block were grafted onto R99, R110 
and SO 4 rootstocks; however, it was unknown as to which rootstocks were planted in which 
areas of the block (G. Mihaly, personal communication, 2010). Figure 6.2 shows the vine 
block and where the soils were collected after consultation with the vigneron. At each site 
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(images on CD2: Appendix E\III: Site Images\Chapter 6.1), soils cores were collected at a 
midway point on mounded vine rows in 10 cm increments to a 50 cm depth and prepared as 
described in Chapter 3, Section 3.1.1, p.27.  
 
 
 Legend 
 Site Name Row Elevation Early Leaf Senescence 
 R2-LOW 2 Low Yes 
 R10-LOW 10 Low Yes 
 R20-LOW 20 Low Yes 
 R30-LOW 30 Low Yes 
 R2-HIGH 2 High No 
 R10-HIGH 10 High No 
 R20-HIGH 20 High No 
 R30-HIGH 30 High No 
 R10-MID 10 Middle No 
 R20-MID 20 Middle No 
 Control - Low - 
Figure 6.2: Map of Shiraz block showing the sampling sites. Samples taken at low 
elevations were suggested as the areas where the early leaf senescence occurred. Map 
courtesy of Google Earth, 2011. 
N 
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Each soil sample was analysed by XRF (see Chapter 2) and Tucker3 was employed as 
the chemometric technique due to the three-way structure of the data array, (5 depths × 11 
sites × 19 elements). 
 
6.1.2. Results and Discussion 
 
 The soil elemental data, (see Appendix E, II: XRF Raw Data, p.173), were pre-
processed before the three-way data array, (5 depths, P × 11 sites, Q × 19 elements, R), was 
subject to Tucker3, as described in Chapter 3, Section 3.2, p.29. The explained data variance 
of a set of different model complexities (P, Q, R = 1,....,5) were analysed where the model of 
optimal complexity was selected to be a (2,3,3) model (Figure 6.3). This included two factors 
in the depth mode, three factors in the site mode and three factors in the element mode.   
 
Figure 6.3: Increase of explained data variance, %, of different model complexities, (1,1,1) to 
(5,5,5) 
 
  The (2,3,3) model was subsequently subject to Tucker3 analysis where the loading 
plots for the depth, site and element modes were produced (Figure 6.5). The core analysis 
diagnostic was applied and identified three significant core elements, which explained over 
88% of the data variation (Table 6.1). 
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Table 6.1: Core array diagnostic  displaying the significant core 
elements for data interpretation of the Tucker3 model 
Core Element 
[D,S,V]* 
Value 
Fraction 
Explained Data 
Variance  
Summed 
Fraction 
Explained 
Data 
Variance  
[1,1,1] -2.35 57.25% 57.25% 
[2,2,2] -1.43 21.16% 78.41% 
[1,3,2] 0.99 10.04% 88.45% 
* D = Depth Mode; S = Site Mode; V = Variable Mode 
 
Figure 6.4 provides a guide to the labels of the soil sample sites in the Site mode. 
 
Legend 
 
Label Colour Row Elevation 
R2-Low  2 Low 
R10-Low  10 Low 
R20-Low  20 Low 
R30-Low  30 Low 
R10-Mid  10 Middle 
R20-Mid  20 Middle 
R2-High  2 High 
R10-High  10 High 
R20-High  20 High 
R30-High  30 High 
Control  - Low 
 
Figure 6.4: Summary of labels in the Site mode of 
the Tucker3 loading plots. 
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Figure 6.5: Tucker3 loading plots of the depth, site and element modes from the (2,4,3) model for 
data interpretation. 
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 The loadings in the site mode were analysed to identify the factors that distinguished 
soil samples in areas at lower elevations on the block, where the early leaf senescence was 
generally observed. Subsequently, the core elements that included these factors were 
thoroughly interpreted. 
 
 The loadings of the site mode showed that the second factor (B2) predominantly 
distinguished soils collected where the early leaf senescence occurred at lower elevations 
(positive loadings) compared to soils taken in the middle and higher elevations (negative 
loadings) (Figure 6.5). Therefore, the (2,2,2) core element was selected to interpret as it 
incorporated the second factor of the site mode, along with the second factor in the depth (A2) 
and element (C2) modes. The interpretation of a combination of negative loadings in all 
modes (A2,B2 and C2) showed that soils taken at higher and mid elevation (except R2-
HIGH) were dominantly influenced by Ca, P, Cu, Al, Fe, Ni and S at all depths. This was 
indicative of higher total concentrations of these elements in the soils at higher elevations 
compared to soils at lower elevations where the early senescence occurs. Conversely, 
interpretation of negative loadings in the depth mode and positive loadings in the site and 
variable modes showed that at all depths, the soils taken at the lowest elevations were 
influenced predominantly by K, as well as Na and Si. This indicated that the total 
concentrations at the lower elevations were higher compared to soils at higher elevations. 
 
 Differences in Ca, P, Cu, Fe, S and K levels could influence the early leaf senescence 
symptoms as they are considered nutrients for vines (Creasy & Creasy, 2009; Nicholas, 
2004). Investigating these vine nutrients showed that the amount of P and K available to the 
vine can cause early leaf senescence symptoms (Creasy & Creasy, 2009; Nicholas, 2004). For 
P, Table 6.2, in cases of severe deficiencies in soil, red colouration on leaves and early 
defoliation can occur (Nicholas, 2004). This correlates with the observed early senescence 
symptoms. Tucker3 indicated lower total P concentrations at lower elevations where the leaf 
senescence occurred compared to the higher elevations. Therefore, the lower total 
concentration of P may relate to severe deficiencies in the soil causing the early leaf 
senescence. However high soil K concentrations can also be associated with early leaf 
senescence due to its relationship with Mg. It is known that potassium and magnesium 
compete for the same uptake channels in roots and that high potassium content in soil 
interferes with the uptake of magnesium (Creasy & Creasy, 2009). Deficiencies in magnesium 
occur where potassium is favoured for uptake by the vine over magnesium (Nicholas, 2004). 
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The symptoms of magnesium deficiencies (see Table 6.2) in red grape varieties – which 
include Shiraz – are diagnosed by red discolouration in leaves (Creasy & Creasy, 2009; 
Nicholas, 2004). Lower concentrations of Mg at lower elevations were consistent with the 
(2,2,2) core element which showed that Mg had the same loading sign as P (negative) in C2 
(Figure 6.5). These trends suggested that the early leaf senescence at lower elevations was 
potentially due to magnesium deficiency and reduced magnesium uptake from the soil caused 
by a preference of the vines to favour uptake of potassium. 
 
Table 6.2: The role of P and Mg for vine growth and the symptoms of deficiency shown on 
vine foliage. 
Element Role in Vine Growth Symptoms of deficiency
# 
Phosphorus 
(P) 
Energy transfer within cells and throughout 
the vine. Component of membranes 
surrounding cells. 
 (Nicholas, 2004) 
 
Abundant in actively growing shoots and 
root tips. Sugar metabolism, respiration and 
photosynthesis. 
(Creasy & Creasy, 2009)  
Magnesium 
(Mg) 
Key metal present in chlorophyll. Sugar 
production. 
(Nicholas, 2004) 
 
Chlorophyll synthesis, enzyme activation, 
membrane stability and partitioning of 
carbohydrates from leaves to roots. 
(Creasy & Creasy, 2009) 
 
# Images taken from Nicholas (2004), pp.175 & 177. 
 
In addition, the SO 4 rootstock – planted on this block – is known to assimilate 
magnesium poorly (Dry, 2007; Rombough, 2002; Whiting, 2003). This may indicate that the 
vines grafted to SO 4 rootstock were planted in the areas where the early leaf senescence 
occurred. It was previously noted (p.97) that it was unknown as to which rootstocks were 
planted in which areas of the block. If the SO 4 rootstocks were planted in the area of lower 
elevations, it could exacerbate the early leaf senescence symptoms observed. This is a factor 
that indicated that the early senescence would more likely due to deficiencies in magnesium 
uptake rather than P deficiencies.  
 
To confirm the suggestions of Mg and, or, P deficiencies analysis of plant available 
fractions as well as pH should be undertaken. If deficiencies in P and Mg were identified 
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through further soil analysis, the application of P and Mg soil ameliorants would be 
considered. For deficiencies in Mg, the application of dolomite (CaMg(CO3)2) or Epsom salts 
(MgSO4) would be recommended (Nicholas, 2004). Given that soil testing performed on the 
vineyard showed the soils to be acidic (pHCa 5.2-5.5) (SWEP Analytical Laboratories, 2007), 
dolomite application would be most suitable. This would increase the Mg concentrations in 
the soil and raise the pH to provide greater availability of the Mg.  
To improve P levels in the soil, readily soluble P fertilisers (e.g. mono-ammonium 
phosphate) can be applied through fertigation for alleviation of chronic P deficiencies; 
however, these amendments can potentially acidify the soil (Nicholas, 2004). Slower release P 
fertilisers can also be applied (e.g. superphosphate) with superphosphate having the advantage 
of including gypsum, which would aid in maintaining soil structure. The slower release P 
fertilisers also have the benefit of not having acidifying properties (Nicholas, 2004). 
 
The information obtained and used as part of this investigation was presented to the 
vigneron. The vineyard owner acknowledged the correlation between the leaf symptoms 
observed on the vineyard and the possible causes as outlined in literature. As a result, a 
surface application of dolomite was undertaken by the vineyard owner, at their own 
discretion, on the lower third of the block (at 200 kg/acre) in the winter of 2010 before the 
season began (G. Mihaly, personal communication, December 2010). The vineyard manager 
was contacted in February 2011 in regards to the issue as this was the time when the early 
senescence symptoms become prominent. It was revealed that the early leaf senescence 
symptoms had noticeably diminished in the affected area after the application of the dolomite 
(G. Mihaly, personal communication, February 2011). This provided additional evidence that 
Mg uptake deficiency, as suggested by the differences in total K and Mg concentrations at the 
lower elevations of the block, was the potential cause for the early leaf senescence on the 
vines at lower elevations. However other factors including the liming affect of the dolomite 
and above average rainfall during the 2010-11 season should also be considered as factors that 
may contribute to the improvement of the leaf symptoms observed. 
 
This investigation showed that differences in soil composition could be used to deduce 
possible causes of anomalous leaf symptoms in vines where routine soil analysis could not. It 
was shown that the approach of applying XRF and chemometrics has promise for application 
to provide preliminary diagnosis of trends and patterns in soils in similar situations. 
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6.2. Vine Dieback 
 
 This investigation involves a vineyard in the Tuerong region where the vineyard 
manager identified an area of vines that experienced complete dieback annually. The block 
where the anomalous growth occurred grows both Pinot Gris and Chardonnay varieties, with 
the growth problem existing in the Chardonnay plantation (Figure 6.6). The Chardonnay are 
grafted to 101-14 rootstock whereas the Pinot Gris are planted as cuttings on their own roots 
(T. Lewis, personal communication, 2010).  
The cause of the anomalous growth was uncertain, although it was believed that a 
higher salt uptake by the Chardonnay may be the reason (T. Lewis, personal communication, 
2010). However, the cause for the dieback was not confirmed from routine soil analysis 
performed on the vineyard (see Appendix D, p.171) (T. Lewis, personal communication 2007; 
E.E. Muir & Sons, 2007 & 2008; Petrik Laboratories, 2004). 
 
 
Figure 6.6: Image of the area of the vine block where 
dieback of vines occurred. 
 
To identify the factor(s) in the soil that were responsible for the anomalous vine 
growth in the plantation of Chardonnay, soils were collected in areas on the block where the 
dieback and healthy growth was observed in the Chardonnay planted area as well as in the 
unaffected area planted with Pinot Gris. To interpret the three-way data array, Tucker3 was 
applied. 
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6.2.1. Site and Sampling 
 
The dieback occurred on a ridge at the highest elevation of the block. The area of the 
dieback was surveyed to select sites for soil sampling inside and outside of the dieback area. 
Figure 6.7 shows the block where the dieback occurred and the sampling sites. 
 
 
Legend 
 Site 
Sampling Point 
(Row) 
Affected 
Growth? 
Cultivar Rootstock 
 PG1 490 No Pinot Gris Own Roots 
 PG2 490 No Pinot Gris Own Roots 
 Ch-A-1 507 Yes Chardonnay 101-14 
 Ch-A-2 508 Yes Chardonnay 101-14 
 Ch-A-3 506 Yes Chardonnay 101-14 
 Ch-A-4 505 Yes Chardonnay 101-14 
 Ch-A-5 504 Yes Chardonnay 101-14 
 Ch-UA-1 504 No Chardonnay 101-14 
 Ch-UA-2 506 No Chardonnay 101-14 
 Control Adjacent to 
Pinot Gris 
- - - 
Figure 6.7: Map of vine block where dieback occurs and the sampling sites. Blue markers 
indicate areas where dieback occurred. 
 
 Soils were collected in nine locations on the affected block as well as at a control site 
(Figure 6.7). Five sampling points were selected in the area where affected growth was 
observed for the Chardonnay vines (blue markers) and two sites where the growth was 
healthy (green markers). Two sites were also selected in the area growing the Pinot Gris 
cultivar where they were on the affected block, but had normal growth characteristics (purple 
Area of dieback 
N 
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markers). A site was selected, adjacent to the affected block, to act as a control site (black 
marker). 
At each site (images on CD2: Appendix E\III: Site Images\Chapter 6.2), a soil core 
was taken in 10 cm increments to a 50 cm depth on the vine row at a half way point on a 
mound following the process described in Chapter 3, Section 3.1.1, p.26-28. The soil samples 
were subsequently subject to XRF (see methodology in Chapter 2) and Tucker3 applied to the 
resulting data. 
 
6.2.2. Results and Discussion 
 
 The data generated by XRF (see Appendix E, II: XRF Raw Data, p.173) were pre-
processed before the three-way data array (5 depths, P ×10 sites, Q × 18 elements, R) was 
subject to Tucker3 analysis as described (see see Chapter 3, Section 3.2, p.29). An analysis of 
the explained data variance of a number of model complexities (P, Q, R = 1,....,5) was used to 
identify that an optimal model of complexity was a (3,3,3) model (Figure 6.8). This model 
included three factors in the depth, site and variable modes. 
 
Figure 6.8: Explained data variance, %, of different model complexities, (1,1,1) to (5,5,5) 
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The (3,3,3) model was subsequently subject to Tucker3 and allowed for the generation 
of the loading plots of the three modes (Figure 6.10). The core analysis diagnostic was used to 
determine that there were four core elements of significant data variation explaining over 85% 
of the data variance (Table 6.3). Figure 6.9 provides a key to the labels in the Site mode of the 
Tucker3 analysis. 
 
Table 6.3: Core analysis of the (3,3,3) model of optimal 
complexity for displaying the significant core elements. 
Core Element 
[D,S,V]* 
Value 
Fraction 
Explained Data 
Variance  
Summed 
Fraction 
Explained 
Data 
Variance  
[1,1,1] 3.87 70.77% 70.77% 
[3,1,2] 1.11 5.85% 76.62% 
[2,1,2] 1.03 5.00% 81.62% 
[2,2,1] -0.89 3.79% 85.41% 
* D = Depth Mode; S = Site Mode; V = Variable Mode 
 
Legend 
 
 Label Description 
 Ch-A1 Chardonnay in area of dieback, sample 1 
 Ch-A2 Chardonnay in area of dieback, sample 2 
 Ch-A3 Chardonnay in area of dieback, sample 3 
 Ch-A4 Chardonnay in area of dieback, sample 4 
 Ch-A5 Chardonnay in area of dieback, sample 5 
 Ch-UA1 Chardonnay outside area of dieback, sample 1 
 Ch-UA2 Chardonnay outside area of dieback, sample 2 
 PG-UA1 Pinot Gris outside area of dieback, sample 1 
 PG-UA2 Pinot Gris outside area of dieback, sample 1 
 Control Control Site 
 
Figure 6.9: Summary of labels in the site mode of the Tucker3 analysis 
and a description of what each sample represents. 
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Figure 6.10: Loading plots of the Tucker3 analysis of the (3,3,3) model of optimal complexity for 
data interpretation. 
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 The site mode showed that soils collected in the area where dieback occurred had 
negative loadings in the second factor (B2) that essentially distinguished these soils from the 
soils collected in unaffected areas (Figure 6.10). The (2,2,1) core element included B2 as well 
as the second factor in the depth mode (A2) and the first factor in the element mode (C1).  
Given the negative value for this core element, interpretation through observation of 
positive loadings in the depth mode (A2), negative loadings in the site mode (B2) and positive 
loadings in the element mode (C2) showed that the soils outside of the vine dieback area were 
predominantly influenced by Al, Fe and Mg at the 40-50 cm depth. This meant that the total 
concentration of these elements was higher compared to soils within the dieback area.  
The association between Al, Fe and Mg may relate to the clay subsoil of the soils in 
this area (Sargeant, 2002/03). This was a potential indication that there was a difference in the 
mineralogical composition of the soils where vines were affected by vine dieback compared 
to the soils outside this area. In particular, the clay subsoils outside the dieback area began at 
more shallow depths (approximately 40 cm). In comparison, the clay subsoil in the affected 
growth area did not begin until deeper in the soil profile and indicated the sandy topsoil was 
deeper (Sargeant, 2002/03). 
The differences in the depth of the clay subsoil across the relatively flat landscape at 
the higher elevations could influence the dieback. It is known that there is poor drainage in 
this area of the vineyard and „pooling‟ of water due to a ridge that may be causing water to be 
held in this area (T. Lewis, personal communication, 2008). The identification that the 
subsoils were potentially shallower outside the vine dieback area suggest that these samples 
were collected along this ridge. The „pooling‟ of water may, as a result, relate to a 
waterlogging issue. This diagnosis would be consistent with the characteristics of the 101-14 
rootstock, planted in the affected area, as it is susceptible to waterlogging (Dry, 2007; 
Whiting, 2003). Further evidence to substantiate the diagnosis is that waterlogging is known 
to occur in the soils in this area (Sargeant, 2002/03). Therefore, the cause of the dieback of the 
vines may be related to the nature of the topography within and outside of where the vine 
dieback occurs, whereby they may have low permeability, causing poor drainage and 
saturation above the clay subsoil and the likelihood of waterlogging. However, the observed 
patterns are not consistent with common topographical factors that influence drainage as it 
would be expected that the shallower soils where growth of vines was considered normal, 
would be more affected by such a physical soil property. 
In addition, it was found that there was no direct correlation between higher salt 
content in the soils and the area of the affected vines. This was in contrast to the suggestion by 
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the vineyard manager that the dieback was caused by increased salt uptake (T. Lewis, 
personal communication, 2008). However, the proposed issue of poor drainage may 
exacerbate the increase in salt uptake, particularly after irrigation. The possibility of soil 
fertility was also dismissed as potential cause for the vine dieback as the statistical analysis 
did not identify any significant trends and patterns in the elemental data that may highlight 
this suggestion.  
 
The information found from the XRF and chemometric data analysis was found to be 
rather inconclusive in identifying significant differences in the soil composition that may 
relate to the vine dieback. However, the investigation was able to suggest that soil fertility and 
salt in the soil could be dismissed as factors potentially responsible for the vine dieback. The 
precise cause for the dieback of the vines requires more detailed investigation. However the 
trends and patterns occurring in the results obtained may indicate that soils pits are required to 
be excavated within the area of poor growth to ascertain the type of clays in the subsoils, 
differences in the soil profiles within and outside of the dieback area and understand the 
localised topography. This would identify the drainage properties and root growth potential of 
the soil. If it were to be found that the clay subsoils were low in permeability, it would 
constitute a low potential site for vine growth; contrary to the favoured growing conditions of 
a Chardonnay and 101-14 rootstock combination (Dry, 2007; Whiting, 2003). In addition, 
petiole analysis of the vine leaves in the affected area and outside should be considered to 
assess the levels of sodium and chloride in the vines. This would ascertain whether there is an 
increase in salt uptake in the vines where the dieback occurred due to the suggested poor 
drainage. 
 
In summary, although clear differences in the total elemental content of the soils could 
not be identified to gather concise information on a possible cause for the dieback of the 
vines, this investigation has demonstrated that the XRF/chemometrics combination may be 
utilised to dismiss factors in the soil environment associated with anomalous growth 
characteristics.  
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6.3. Unproductive Vine Growth 
 
 This investigation explored unproductive vines that occurred within a vine block on a 
vineyard in the Tuerong area (Figure 6.11). To alleviate this problem, a viticultural consultant 
suggested the application of compost on the vine rows as this had been successful in other 
vineyards where similar unproductive vine growth symptoms occurred. An application of 
municipal greenwaste to 20 cm depth on the vine rows of the affected grape vines was 
undertaken in 2006 (J. Wright, personal communication, 2007). Immediate improvement in 
growth and health of the affected vines was subsequently found after application. However, 
the cause of the unproductive vines was not identified, but was thought to be due to drainage 
through the vineyard from an adjacent property (J. Wright, personal communication, 2006). 
 
 
Figure 6.11: The area where poor productivity was observed. 
Note the depression as well as the composted vine rows to 
improve vine growth. Image courtesy of Barry Meehan. 
 
 To identify the differences in the soil environment that are the cause of the 
unproductive vines, soils were collected within and outside of the affected area of the block, 
and along the composted area and adjacent creek. The PCA methodology was subsequently 
applied to interpret the variation in the elemental data. 
 
6.3.1. Site and Sampling 
 
The unproductive vines occurred on a block growing Pinot Noir cultivar on own roots 
(K. Harris, personal communication, 2011). Within this block, the poor growth occurred in 
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areas along a depression through the block; whereas growth characteristics considered normal 
were observed at higher and lower elevations (Figure 6.11). 
 
The collection of soils for this study was performed as described in Chapter 3, Section 
3.1.1, p.26-27. Six cores were collected between vine rows; two cores in the middle of the 
area of unproductive growth and four cores taken outside the affected area (both at high and 
lower elevations). Topsoil samples were also collected, on the vine rows, in the areas of 
compost application and outside. Finally, four topsoil samples were collected along the 
adjacent creek that ran adjacent to the block. Figure 6.12 shows the points of sampling of the 
cores and topsoil samples (site images on CD2: Appendix E\III: Site Images\Chapter 6.3). A 
systematic soil sampling in terms of depth was not undertaken. The different soil depth layers 
taken in each of the cores taken differed, whereas, the topsoil samples were all 10 cm 
samples.  
 
Each of the samples were analysed using the XRF analytical method (see Chapter 2). 
Given the variation in depth layers sampled, PCA was applied for data interpretation. 
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Legend 
Label Rows Unproductive 
Growth 
Depths (cm) Comment 
R24/25A 24-25 No 0-42 
Core Samples 
R24/25B 24-25 Yes 0-59 
R24/25C 24-25 No 0-55 
R42/43A 42-43 No 0-150 
R42/43B 42-43 Yes 0-138 
R42/43C 42-43 No 0-94 
R24-SC 24 Yes 0-10 Start of Compost 
R24-MC 24 Yes 0-10 Middle of Compost 
R24-EC 24 Yes 0-10 End of Compost 
R31-SC 31 Yes 0-10 Start Compost 
R31-MC 31 Yes 0-10 Middle of Compost 
R31-EC 31 Yes 0-10 End of Compost 
R42-SC 42 Yes 0-10 Start Compost 
R42-MC 42 Yes 0-10 Middle of Compost 
R42-EC 42 Yes 0-10 End of Compost 
R42-NC 42 No 0-10 No Compost 
Creek 1 - - 0-10 
Creek Topsoil Samples 
Creek 2 - - 0-10 
Creek 3 - - 0-10 
Creek 4 - - 0-10 
Figure 6.12: Sampling sites and associated descriptions where soils collected on the affected 
vine block. 
 
6.3.2. Results and Discussion 
 
 The soil elemental data (see Appendix E, II: XRF Raw Data, p.173) were pre-treated 
and the two-way data array (65 samples × 18 elements) subject to the PCA as described in 
Unproductive 
Growth Area 
N 
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Chapter 3, Section 3.2, p.29. The eigenvector analysis of a two component PCA revealed that 
almost 86% of the variation in data was contained within the first two PCs and could 
subsequently be used to interpret the data (Table 6.4). Figure 6.14 displays the PC loading and 
score plots of the two PCs. Figure 6.13 provides a key to the labels in the Score plot of the 
PCA. 
 
Table 6.4: Eigenvector analysis of the soil data set, showing the 
most significant components 
PC Eigen value Proportion EDV (%) Cumulative EDV (%) 
1 0.511 53.25 53.25 
2 0.313 32.69 85.95 
 
Legend 
 
42/43A 
Unaffected Growth 
42/43B 
Affected Growth 
42/43C 
Unaffected Growth 
Label Depth (cm) Label Depth (cm) Label Depth (cm) 
1 0-15 15 0-17 29 0-16 
2 15-30 16 17-23 30 16-16 
3 30-40 17 23-28 31 26-36 
4 40-50 18 28-36 32 36-43 
5 50-60 19 36-44 33 43-55 
6 60-70 20 44-54 34 55-65 
7 70-82 21 54-64 35 65-72 
8 82-92 22 64-72 36 72-82 
9 92-100 23 72-86 37 82-94 
10 100-110 24 86-97  
11 110-120 25 97-107 
12 120-130 26 107-115 
13 130-140 27 115-124 
14 140-150 28 124-138 
24/25A 
Unaffected Growth 
24/25B 
Affected Growth 
24/25C 
Unaffected Growth 
Label Depth (cm) Label Depth (cm) Label Depth (cm) 
38 0-19 43 0-20 48 0-20 
39 19-29 44 20-30 49 20-28 
40 29-40 45 30-40 50 28-37 
41 40-49 46 40-46 51 37-55 
42 49-58 47 46-59  
Row 43, Compost Row 30, Compost Row 24, Compost 
Label Depth (cm) Label Depth (cm) Label Depth (cm) 
52-54 0-10 56-58 0-10 59-61 0-10 
Row 43, No 
Compost 
 
55 0-10 
Soils Along Creek 
Label Depth (cm) 
62-65 0-10 
 
Figure 6.13: Summary of labels of samples in the score plot. 
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Figure 6.14: Loading and score plots of PCA; PC1 v PC2 
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 The PC score plot identified differences in soils inside and outside the affected vine 
growth area. Attention was given to the depths where important information was identified in 
the affected soils as this would allow for conclusions to be made in regards to the factors 
responsible for the observed unproductive growth. 
 
A large group of soils collected in the area of affected growth were clustered with 
positive loadings in the second PC. These soils were influenced by the positive loadings of 
Fe, Mg, Al and Na in the second PC (Figure 6.14). These elements are associated with clay 
minerals (White, 2003; White, 2005). The depths identified in the affected growth area that 
were dominantly influenced by these elements were correlated with the clay subsoil and 
indicated that there was a difference in the associated soil environment (Table 6.5). The key 
element that influenced these soils was Na; an indication that there were higher sodium 
concentrations within the clay subsoils in the affected area. Therefore, the cause of the 
dieback of the vines in the affected area may be indicative of a sodium issue in the clay 
subsoil. In particular, the clay subsoils may be sodic. This was consistent with the Sodosol 
classification of some soils around this area (Sargeant, 2002/03). Sodic subsoils create a poor 
environment for vine root growth as aeration, drainage properties and water availability are 
diminished (Nicholas, 2004).  
 
Table 6.5: Soil samples influenced by Fe, Mg, Al, and Na identified in 
the second PC. 
Core Affected Growth 
Labels on score 
plot 
Depths (cm) 
42/43A No 11-14 110-150 
42/43B Yes 20-28 44-138 
24/25A No 42 49-58 
24/25B Yes 46-47 40-59 
 
However, there were clay subsoil samples collected from areas outside the affected 
growth area that also appeared to be influenced by Na (Table 6.5). Consequently, to identify 
whether sodium in the clay subsoil was a clear characteristic of the soils in the unproductive 
area, a subsequent PCA was undertaken that removed Fe, Mg and Al from the data array. 
 
Table 6.6: Eigenvector analysis of subsequent PCA; removing Fe, Al 
and Mg. 
PC Eigen value Proportion EDV (%) Cumulative EDV (%) 
1 0.451 65.82 65.82 
2 0.132 19.25 85.07 
3 0.038 5.54 90.61 
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Figure 6.15: Loading and score plots of subsequent PCA; removing Fe, Al and Mg. 
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The eigenvector analysis of the subsequent PCA showed that three PCs explained over 
90% of the data variation (Table 6.6). However, the second PC revealed a clustering of soil 
samples with strong positive loadings that were taken in the area where the unproductive 
vines occurred that were influenced by the positive loadings of Na (Figure 6.15). These soils 
were identical to those that clustered together in the previous PCA. Therefore, this was 
indicative that there were notable higher sodium concentrations that were exclusive to the clay 
subsoils of soils where the vines were unproductive. From this subsequent analysis, it could 
be concluded that differences in the sodium concentrations in the clay subsoil was a key factor 
in the soil that may be responsible for the unproductive section of vines. In particular, it could 
be deduced that the higher sodium concentrations may result in the clay subsoils having sodic 
characteristics. Further evidence to support sodicity as a potential factor for the unproductive 
vines was stability tests on soil aggregates of the clay subsoils where the higher sodium 
concentrations occurred showed complete dispersion. This is an indication of sodicity in soils 
(Stevens, 2006). 
The sodium related issue of sodicity was determined over salinity as Cl did not have 
very strong loadings in the second component of the second PC. This meant that the variation 
in Cl was not that significant across all the soil samples. This may mean that bicarbonate is 
the principal anion in the soil and pH may be an issue. However, this was dismissed as the 
pHwater and pHCa values determined on the subsoils of the samples were acidic to slightly 
basic ranging from between 5.50-7.40 and 4.30-6.40 respectively. 
 
The origin of the elevated sodium levels in the clay subsoils could originate from 
management on the vineyard or from a source outside the vineyard. As the unproductive vines 
are grown on identical soils to those outside the affected area, it may appear that the source of 
the elevated sodium is external to the vineyard. If the elevated sodium was related to a 
management practice, i.e. irrigation water, then the poor growth may have been observed 
across different sections of the entire block or vineyard and the elevated sodium present in all 
clay subsoil samples collected. However, as stated in Section 6.3 on page 112, anecdotal 
evidence suggested water draining through the vineyard from another property was the cause 
of the altered growth (J. Wright, personal communication, 2007). As the trends in the sodium 
were found to occur in the clay subsoil, it may be that the characteristics of the water 
suggested to drain through the property may be high in sodium, which flushes through the soil 
and results in sodium exchange onto clay particles in the subsoil. The poor growth area 
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identified in the map (see Figure 6.12, p.114) was a likely indicator of the preferential path of 
the drainage through the vine block from row 24 toward the creek. 
 
The approach undertaken to alleviate this growth problem was through compost 
application on the advice of a viticulture consultant, as previously described, where 
immediate improvement in growth of the vines was noted (see p. 112). Vine roots were found 
to be growing in the compost as well. The compost was a green municipal waste described as 
„woody‟ in appearance and suggests that the improved growth in vines is as a result of 
physical changes to the soil e.g. leaching of salts rather than nutritional benefits of the 
compost. Therefore, the cause of the growth anomaly was soil related, as diagnosed in this 
investigation.  
 
However, for long term sustainability of the vineyard and grape production, it would 
be considered that further analysis be performed on the soil and hydrogeology of the 
underlying soils to determine if external drainage is, in fact, the precise factor responsible for 
the unproductive vines. Soil cores could be collected across the entire vine block to build up 
the data, using XRF and chemometrics, to more specifically determine the potential path of 
the water that may be draining through the vine block of the property and develop a better 
management plan. If diagnosed as subsoil water drainage from an external source, the 
drainage of the water through the subsoil could be diverted away from the vine block through 
engineering measures. 
 
The trends and patterns identified in this investigation demonstrated that the approach 
of applying XRF and chemometrics provides useful information about soils that can be used 
to identify potential causes for growth problems in crop production. Therefore, it could be 
possible in similar situations involving altered growth characteristics in crops, where limited 
information is available, for XRF and chemometrics to be applied to identify anomalies in soil 
data associated with variation in growth. 
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6.4. Summary and Conclusions 
 
 The application of XRF/chemometric methods was used to identify the underlying 
causes in the soil for unknown causes for anomalies in vine growth characteristics. This 
approach was successful in identifying differences in the elemental characteristics of soils in 
the affected growth areas. This lead to the establishment of the factors in the soil environment 
that were potentially associated with the differences in vine growth. Table 6.7 summarises the 
investigations, the findings and the factors responsible. 
 
Table 6.7: Summary of the investigations, the findings from the applied methodologies and the 
ascertained cause of the problems in growth 
Section Anomalous Growth 
Characteristic 
Key Findings Potential Cause of 
Anomalous Growth 
6.1 
Early Leaf 
Senescence 
Differences in P, K and 
Mg concentrations. 
Deficiency in Mg uptake in 
vines at lower elevations 
6.2 
Recurrence of vine 
dieback 
Differences in Al, Fe 
and Mg in clay subsoil. 
Poor drainage exacerbated by 
clay subsoils and vine 
rootstock. 
6.3 Unproductive vines 
Differences in Na in 
clay subsoil. 
Subsoil sodicity caused by 
drainage of water with high 
sodium concentrations. 
 
 The first investigation ascertained that there were differences in the P, K and Mg 
concentrations at higher and lower elevation that may factor in the cause for the occurrence of 
early leaf senescence occurring at lower elevations of a vine block. A deficiency in Mg was 
more so suggested, considering that the SO 4 rootstock assimilates magnesium poorly. 
Application of dolomite to the soil to alleviate the problem was undertaken by the vineyard 
manager where the leaf symptoms notably decreased during the subsequent growing season, 
providing evidence that the diagnosis of deficient Mg uptake was accurate. 
 
 In the second investigation, it was found that the soils in areas of dieback of vines 
were potentially caused by poor permeability of the clay subsoil that resulted in perched water 
above the clay subsoil and potential waterlogging. It was also suggested that the pooling of 
water in the affected area could result in the increased uptake of salts suggested by the 
vigneron. It was recommended that further investigations such as clay subsoil characterisation 
and vine petiole analysis be undertaken to further explore and substantiate the diagnosis to 
clarify how the clay subsoil may be affecting the growth of the vines. 
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 The investigation involving the area of unproductive area of vines identified elevation 
of total sodium concentrations in the clay subsoils in the poor growth areas that may be 
related to induced sodicity. The source of the excess sodium was potentially due to the influx 
of water of high sodium concentrations draining through this particular section of the vine 
block on the property. Further investigation into characterising the sodium in the clay subsoils 
and investigating the hydrogeology would be the next steps required to devise a strategy to 
best manage the vines. 
 
In each of the investigations routine soil analysis and limited soil information were 
inadequate in identifying the causes for the anomalous growth characteristics. However, the 
application of the XRF/chemometrics approach was successful in identifying differences in 
the soil composition that may be linked to the differences in growth characteristics. This was 
possible due to the capabilities of chemometrics to unravel the complexities of soil data sets, 
uncover hidden information within them and visually distinguish the soils in the affected 
growth areas. Therefore, this demonstrated a novel approach for such investigations. 
Consequently, there is potential for this approach to be applied in similar situations involving 
unexplained anomalies in viticulture as well as extension into other crop production. 
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7. The effects of reclaimed and 
saline water irrigation on the 
soil environment.  
 
 
he use of wastewater for irrigation has become more widespread due to conditions 
such as drought, water use efficiency and stress on fresh water consumption, which 
result in the exploration of more irrigation sources for agricultural production 
(Hamilton et al., 2005; Toze, 2006). The importance of this issue is gaining recognition with 
numerous published papers investigating wastewater application as well as a recent book 
reviewing the use of reclaimed water on crops (Stevens, 2006).  
 
In Australia, the term reclaimed water (or more generically, recycled water) is defined 
as „wastewater that may have been treated to some extent, and used again without first being 
discharged to the environment‟ (Stevens, 2006). The term wastewater, or effluent water, refer 
to the reuse of water from sewage. The volume of reclaimed water used in Australia, as of 
2009-10, was calculated to be 374 GL with the majority used in agriculture (34% of total) and 
the water supply industry (28% of total) (ABS, 2011). This was an increase in use since 2004-
05, where approximately 208 GL of reclaimed water was used (ABS, 2006). Australian states 
have published regulations on the treatment and use of reclaimed water (DHE & EPA SA, 
1999; EPA Victoria, 2003). Toze (2006) reviewed the benefits and risks of effluent water for 
crops and concluded that effluent water reduces the wastage of a potential resource as well as 
the pressures on the environment. However, he stressed that there are pathogenic and 
chemical concerns, but these can be improved with more effective treatments, management 
practices, and ongoing research and development. In addition, the horticultural industry in 
Australia noted that although they accept the idea of alternate irrigation sources, a number of 
concerns about reclaimed water use were highlighted including risk assessment for disease, 
consumer perception and cost (Hamilton et al., 2005). In terms of the health of the soil 
environment, the two major issues that recycled water poses are salinity and sodicity (Stevens, 
2006). Stevens (2006) highlighted that other soil related issues to consider are crop nutrition 
due to the amount of nutrient related elements in reclaimed water, potentially toxic heavy 
T 
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metals that may be phytotoxic and the forms of organic material that may be present (e.g. 
disinfection by-products and synthetic organic material). 
There are published literature that have assessed the effect of recycled water on soil 
properties (Bhardwaj, Goldstein, Azenkot & Levy, 2007; Candela et al., 2007; Coppola et al., 
2004; Lucho-Constantino, 2005b; Mireles et al., 2004; Pollice, Lopez, Laera, Rubino & 
Lonigro, 2004; Segal et al., 2011; Stevens, McLaughlin & Smart, 2003; Wiel-Shafran et al., 
2006; Wu & Guo, 2006; Xu, Wu, Chang & Zhang, 2010). Negative impacts of reclaimed 
water use have been suggested such as altered soil chemistry caused by high sodium 
concentrations in reclaimed water and potential salinity and sodicity issues and possible 
accumulation of heavy metals (Candela et al., 2007; Lucho-Constantino et al., 2005; Singh et 
al., 2006a; Stevens, 2003; Xu et al., 2011). More recent publications have successfully 
applied chemometric techniques in soil related cases involving wastewater irrigation studies 
involving soil (Dawes & Goontilleke, 2006; García-Díaz & Prats-Montalbán, 2005; Lucho-
Constantino et al., 2005a; Singh et al., 2006a). However, the short and long term impacts of 
reclaimed water application are not clearly understood particularly with respect to viticulture. 
Therefore, there is a need to study the impacts of applying reclaimed water as an irrigation 
source has on a soil‟s properties, and the sustainability of reclaimed water irrigation for 
viticulture. 
 
On the Mornington Peninsula, reclaimed water is applied as an alternative irrigation 
source on vineyards in the lower topographical regions as a result of lower rainfall, saline 
water sources, poor water access and sandy soils. The vineyards used in this chapter were all 
located in the Tuerong region of the Mornington Peninsula and selected after consultation 
with members of the MPVA. Four vineyards were selected; two under saline water irrigation 
and two under reclaimed water irrigation. Each vineyard had been in operation since 
approximately 1999 and subsequently provided a comparative study of how two different 
irrigation sources alter the soil environment and in particular, the effects of reclaimed water. 
In addition, the soils in the region of the four vineyards were similar, providing an ideal 
situation for comparison. 
 
The key aim of the work presented in this chapter is to identify differences in soil 
composition associated with irrigation with reclaimed and saline water and deduce whether 
the use of reclaimed water may be a beneficial alternative source for irrigation in viticulture, 
particularly compared to saline water irrigation. 
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7.1. Sites and Sampling 
 
The vineyards used in this investigation were all located in the Tuerong area on the 
Mornington Peninsula and commenced operations at approximately the same time (1998-
1999). The soils in this area have been classed as chromosols according to a soil survey 
performed on the Mornington Peninsula (Sargeant, 2002/03). 
 Two vineyards, adjacent to each other, had irrigated with saline water harvested from 
a creek and held in dams since operation began. The water quality parameters of the creek 
water were known to widely vary and in some instances the water was too saline to be used to 
irrigate the vines (K. Harris, personal communication, 2007). Further information on the 
properties of the dam and creek water is displayed below (Table 7.1). Both of these vineyards 
have since changed to using reclaimed water for irrigation, which started after this 
investigation. The other two vineyards, also adjacent to each other, had applied reclaimed 
water, sourced from the Eastern Treatment Plant Gunnamatta pipeline, since the vine crop 
was established. In addition, two control sites with pristine soils were selected within a 
remnant bushland. Table 7.1 displays typical analysis of the reclaimed water, harvested creek 
water and data of the water held in the dams of the vineyards which harvest the saline creek 
water. A more detailed review of the typical data of the reclaimed water can be viewed in 
Appendix D, p.172. 
The map below displays the four vineyards sampled, the control sites and which 
vineyards were irrigated with saline water (Vineyard A and B) and reclaimed water (Vineyard 
C and D) (Figure 7.1). 
 
Table 7.1: Comparison of major water parameters analysed in the harvested creek water, the creek 
water held in dams on Vineyards A and B, and the reclaimed water supplied to vineyard C and D. 
Parameter Harvested 
Creek Water
* 
Vineyard A – 
Dam Water
* 
Vineyard B – 
Dam Water
* 
Reclaimed 
Water
# 
EC (µS/cm) 2068-5432 1347-1700 1197-1500 890-1000 
pH 6.17-7.97 7.30-7.64 7.67-9.06 6.4-8.3 
Turbidity (NTU) 1.05-113.33 1.00-4.67 2.00-12.35 2-17 
Total Kjeldahl Nitrogen (mg/L) N/A 1.3-1.6 1.4-1.6 3-32 
Na (mg/L) 510-651 207-225 170-207 100-130 
Ca (mg/L) 35-46 20.7-28.0 15-23.9 11-23 
Mg (mg/L) 83-114 44-45 28.5-39.4 7.8-11 
K (mg/L) 3-4 3.9-6.3 3.8-7.2 19-29 
* This data was obtained from tests performed on these waters from 2005-2006 by Ecowise. 
# This data was obtained from South East Water in 2007 
N/A = not analysed 
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Figure 7.1: Locations of vineyards sampled and control sites.  
N
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 At each vineyard, a site was selected for sampling after consultation with vineyard 
managers (images on CD2: Appendix E\III: Site Images\Chapter 7). At each site, soils were 
collected on a mounded vine row at three points on the mound and at locations under and 
between irrigation drips. A total of twelve cores were collected at each vineyard as 
summarised in Figure 7.2. At each sampling point a 0-50 cm soil core was collected in 5 cm 
increments. Identical 0-50 cm soil cores were collected for the control sites in two areas of 
remnant bushland (images on CD2: Appendix E\III: Site Images\Chapter 7). All soil samples 
were collected and prepared as described in Chapter 3, Section 3.1.1, pp.26-27 
 
  Soil Sample 
 
● Bottom Mound, Under Drip 
■ Bottom Mound, Between Drip 
● Mid Mound, Under Drip 
■ Mid Mound, Between Drip 
● Under Vines, Under Drip 
■ 
Under Vines, Between Drip 
Figure 7.2: Example of how the soils were sampled at each vineyard and a description of the 
samples collected. 
 
 After each soil sample was subject to XRF analysis (described in Chapter 2), the data 
across each depth (i.e. 0-5, 5-10, 10-15 cm etc.) in the three soils cores collected Mid Mound, 
Under Drip were averaged. This process was repeated for the three cores collected at the Mid 
Mound, Between Drip; Under Vines, Between Drip and Under Vines, Under Drip locations. 
This provided six points of data at each vineyard: 
 Bottom Mound, Under Drip; 
 Bottom Mound, Between Drip; 
 Mid Mound, Under Drip; 
 Mid Mound, Between Drip; 
 Under Vines, Under Drip and; 
 Under Vines, Between Drip. 
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7.2. Results and Discussion 
 
 The XRF data (see Appendix E, II: XRF Raw Data, p.173) were arranged 
appropriately and pre-processed for Tucker3 analysis as described in Chapter 3, Section 3.2, 
p.29. The data array consisted of 10 depths, P × 26 sites, Q × 17 elements, R). A range of 
models with increasing complexity (P,Q,R = 1,....,5) were analysed to select the model of 
optimal complexity to apply to Tucker3. The results, Figure 7.3, show that a (2,4,4) model 
was suitable explaining over 75% of the data variation. 
 
Figure 7.3: Increase in explained data variance, %, of a range of models of differing 
complexities, (1,1,1) to (5,5,5). 
 
 Subsequently, the (2,4,4) model was subject to Tucker3 analysis and the loading plots 
for the depth, site and variable modes were produced (Figure 7.5). In order to interpret the 
data, the core analysis diagnostic was applied and the significant core elements, explaining 
over 85% of the variation in the data, are displayed in Table 7.2.  
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Table 7.2: Core array summary of the significant 
components for data interpretation of the (2,4,4) model 
of optimal complexity.  
Component 
[D,S,E]* 
Value 
Fraction 
Explained 
Data 
Variance 
Summed 
Fraction 
Explained 
Data 
Variance  
[1,1,1] 7.60 34.11% 34.11% 
[2,2,1] -5.14 15.58% 49.69% 
[1,4,3] 4.04 9.62% 59.32% 
[1,3,2] -3.80 8.54% 67.85% 
[2,3,2] -3.44 6.97% 74.82% 
[2,1,1] -3.06 5.53% 80.36% 
[1,2,2] 3.05 5.48% 85.84% 
* D = Depth Mode; S = Site Mode; E = Element Mode 
 
Figure 7.4 provides a guide to the labels on the site mode of the different soils. 
 
Legend 
 
Saline Water Irrigated Soils 
Label Description Label Description 
S1-BB Bottom Mound, Between Drips S2-BB Bottom Mound, Between Drips 
S1-BU Bottom Mound, Under Drips S2-BU Bottom Mound, Under Drips 
S1-MB Mid Mound, Between Drips S2-MB Mid Mound, Between Drips 
S1-MU Mid Mound, Under Drips S2-MU Mid Mound, Under Drips 
S1-UB Under Vines, Between Drips S2-UB Under Vines, Between Drips 
S1-UU Under Vines, Under Drips S2-UU Under Vines, Under Drips 
Reclaimed Water Irrigated Soils 
Label Description Label Description 
R1-BB Bottom Mound, Between Drips R2-BB Bottom Mound, Between Drips 
R1-BU Bottom Mound, Under Drips R2-BU Bottom Mound, Under Drips 
R1-MB Mid Mound, Between Drips R2-MB Mid Mound, Between Drips 
R1-MU Mid Mound, Under Drips R2-MU Mid Mound, Under Drips 
R1-UB Under Vines, Between Drips R2-UB Under Vines, Between Drips 
R1-UU Under Vines, Under Drips R2-UU Under Vines, Under Drips 
Control Soils 
Label Description Label Description 
C1 Control Site 1 C2 Control Site 2 
 
Figure 7.4: Summary of the labels for sites in the site mode in Figure 7.5. 
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Figure 7.5: Tucker3 loading plots for depth, site and variable modes of the (2,4,4) model of 
optimal complexity. 
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 Analysis of the (2,4,4) model identified seven core elements that could be used to 
interpret the data (Table 7.2). Each core element was analysed to identify differences in the 
soil composition of soils under reclaimed and saline water irrigation and the results are 
summarised in Table 7.3. 
 
Table 7.3: Summary of differences in the soil composition of soils under different irrigation 
sources as identified from analysis of each core element of the Tucker3 analysis. 
Core 
Element 
Depth Site Elements 
Reclaimed Water Irrigation 
[1,1,1] 
0-50 cm, 
more so 
from 10-25 
cm 
Soils from R1-UB, R1-BB, R1-MU 
& R1-UU. All soils from R2. 
Ca, P, S, Sr, Zn, Cu and Mn 
[1,4,3] 
0-50 cm, 
more so 
from 10-25 
cm 
R1-UB, R2-UB & R2-UU 
 
Na, Cl, S, Fe, Mg, P, Zn, Rb, 
Cu, Mn, K and Al 
[2,1,1] 0-25 cm 
Soils from R1-UB, R1-BB, R1-MU 
& R1-UU. All soils from R2. 
Ca, S, P, Sr, Zn, Cu, Mn 
Saline Water Irrigation 
[1,4,3] 
0-50 cm, 
more so 
from 10-25 
cm 
S1-MB, S1-MU, S1-BB. All soils 
from S2. 
 
Na, Cl, S, Fe, Mg, P, Zn, Rb, 
Cu, Mn, K Al 
 
 Interpretation of the (1,4,3) core element showed that soils under saline water 
irrigation (negative loadings in site mode) were predominantly influenced by Cl and Na 
(positive loadings in variable mode) throughout the soil profile, but mostly from 10-25 cm 
(negative loadings in the depth mode). This is an indication of higher concentrations of these 
elements in these soils compared to those in the reclaimed irrigation vineyards. Na and Cl are 
associated with salt; hence the effect of irrigating with saline water has resulted in higher salt 
content in the soil. The 10-25 cm depth where the highest concentrations of salt occurred was 
well within the root-zone, resulting in potential uptake of salts. Excessive salt content in soils 
can be detrimental for vine health and can lead to salinity and or sodicity issues. This was 
identified in the previous chapter (Section 6.3, pp.117-120). Saline soils decrease moisture 
uptake, increase Na and Cl toxicity and cause nutrient imbalance (Nicholas, 2004). A 
subsequent effect of high concentrations of salt in the soil is that they reduce the quality of 
wine (White, 2003). Sodic soils can decrease water infiltration, cause poor environments in 
the subsoil for root growth, and drainage, aeration and water availability problems occur 
(Nicholas, 2004; White, 2003). Although the vines in the vineyards where saline water 
irrigation was applied did not show indication of altered growth, long term application of 
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saline water from the adjacent creek as an irrigation source may not be sustainable for the 
health of the vines and grape production as salt levels could potentially accumulate in the soil 
and cause the salinity and or sodicity issues described above. The fact that both vineyards that 
used the saline creek water have since changed to reclaimed water as an irrigation source (see 
p.125) suggests that the salt levels in the saline waters were too high for the drainage 
properties of the soils. It is known that the internal drainage properties of the soils in this area 
are slow, particularly due to impermeable clay subsoils (Sargeant (2002/03). Amelioration of 
such issues can be effected through the addition of gypsum (Nicholas, 2004), if drainage 
permits, but this would increase costs for the vigneron. Otherwise, reducing the impact of 
salinity from irrigation in agricultural soils is usually performed through irrigation 
management (Stevens, 2007; White, 2005). 
  
Conversely, interpretation of the (1,1,1) core element showed that the soils in the 
vineyards irrigated with reclaimed water (negative loadings in site mode) were influenced by 
Ca, P, S, Sr, Zn, Cu and Mn (negative loadings in variable mode) throughout the soil profile 
to 50 cm, but more so from 10-25 cm, (negative loadings in depth mode) compared to the 
soils collected where saline irrigation water was applied. This was an indication that these 
elements were higher in total concentration compared to the soils irrigated with saline water. 
In particular, the soils collected at the vineyard labelled R2 were predominantly influenced by 
Ca and S due to the strong positive loadings of the soils in the first factor (B1) of the site 
mode (Figure 7.5). This was due to the annual addition of gypsum to the soils (D. Buchanan, 
personal communication, 2010). The (2,1,1) core element provided further detail on the 
influence of  Ca, P, S, Sr, Zn, Cu and Mn on the soils irrigated with reclaimed water where it 
was identified that the influence of these elements occurred from 0-25 cm (positive loadings 
in the depth mode). Therefore, overall, it could be concluded that the influence of reclaimed 
water as an irrigation source increases the total concentration of Ca, P, S, Sr, Zn, Cu and Mn 
predominantly in the first 25 cm of the soil. This was consistent with published literature 
investigating wastewater on soil for the elements Ca, P, Zn and Cu (Singh et al., 2006a, Xu et 
al., 2010). The soils collected mid mound (RW1-MB & RW2-UB) and directly under the 
vines (RW1-UB & RW2-UU) on the R1 and R2 vineyards were where the higher 
concentrations of these elements occurred on these vineyards. Given the drip irrigation 
systems are located directly under the vines, it would be expected that the effects of reclaimed 
water would have the greatest affect on soil properties at these locations on the drainage 
mounds. 
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A higher total concentration of Ca, P, S, Zn, Cu and Mn in the soil potentially relates 
to a higher fraction available to the vines compared to soils under the creek water irrigation. 
This was consistent with routine soil analysis by a consultancy for all these elements except 
Mn (see Appendix D, p.173). The 0-25 cm depths where the strongest influence of these 
elements occurred would be within the vine root-zone. This may be viewed as a positive 
effect of reclaimed water as these elements are essential nutrients for vines (Creasy & Creasy, 
2009; Nicholas, 2004; White, 2003). Stevens (2006) noted that it could be expected that the 
use of reclaimed water irrigation may match nutrient supply of crop demand better than using 
other water sources in many circumstances. This was supported by a study in Victoria, 
Australia where irrigation with reclaimed water provided a more even supply of nutrients 
compared with conventional irrigation sources and fertiliser application (Stevens, 2006). 
However this would require verification through relevant soil analysis including plant 
available fraction and pH analysis.  
Higher available levels of nutrients would generally be considered beneficial for the 
management of the vines as it would reduce the need to apply soil amendments to compensate 
for losses due to vine uptake, subsequently reducing the costs for the vigneron. This was 
noted in Stevens (2006) whereby a study was referred to which stated that a benefit of 
reclaimed water irrigation was reduction in the use of fertilisers. However, higher 
concentration of these elements could potentially be a disadvantage as it could promote over 
vigorous vines, which would lead to increased pruning over summer to maintain optimal vine 
balance, increasing labour and disposal costs. An imbalance in nutrient loadings to plant 
requirements as a result of reclaimed water irrigation causing increased vegetative growth was 
noted in a study referred to in Stevens (2006). As well, levels could potentially be toxic to 
organisms in the soil (Stevens, 2006). 
 
Interpretation of the (1,4,3) core element identified that some of the soils in both 
vineyards irrigated with reclaimed water were influenced by high concentrations of Na and 
Cl, an indicator of salinity, particularly from 10-25 cm (Table 7.3, p.131). These soils were 
collected directly under the vines (R1-BU, R2-BU, R2-UU) where the drip irrigation system 
is situated and, so, the effects of the composition of the reclaimed water on the soil are more 
greatly influenced at these points on the vine row. This indicates that the use of reclaimed 
water may increase salt content in the soil which could result in potential salinity or sodicity 
issues. However, further analysis of the (1,4,3) core element showed that the influence of Na 
and Cl was greater for the soils in the saline water irrigated vines due to the higher negative 
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loadings in the fourth factor (B4) of the soils taken in the saline irrigated vineyards (Figure 
7.5, p.130). Therefore, it could be concluded that over an identical period of time, application 
of reclaimed water for irrigation of vines may increase the salt content in the soils, but not as 
significantly as saline water irrigation. Consequently, the application of reclaimed water for 
irrigation, in this instance in these particular conditions, is potentially better option in terms of 
the effects of salinity. This was consistent with conventional soil testing performed on the 
vineyards by a consultant where Cl (total) and Na (exchangeable) concentrations were higher 
in Vineyard B (saline creek water) than in Vineyard C (reclaimed water) (E.E. Muir & Sons, 
2007) (see Appendix D, p.173). However, longer term application of reclaimed water, i.e. 
greater than 10 years, may result in accumulation of salts in the soils at levels that may lead to 
salinity or sodicity issues and should be considered and monitored, particularly if the drainage 
of these soils are inadequate to remove the salts. Such potential problems were discussed by 
Stevens, McLaughlin and Smart (2003) and Dawes and Goonetilleke (2006). The higher Na 
and Cl concentrations observed from 10-25 cm depths in the reclaimed water sites may be 
indicative of seasonal rains leaching salts through the soils profile, particularly as the soils 
were collected in winter during vine dormancy. This suggests that further investigation should 
be undertaken to assess the potential accumulation of salt content in soils irrigated by 
reclaimed water by collecting and analysing soils over different periods during the year as 
well as over a number of years. 
 
The higher total concentrations of elements related to vine nutrients and lower levels 
of Na and Cl identified in the soils under reclaimed water irrigation indicate that compared to 
saline water irrigation, reclaimed water irrigation could be a more sustainable alternative for 
the irrigation in viticulture. Irrigation with reclaimed water potentially decreases the need for 
addition of soil amendments to replenish nutrients, which would decrease costs. It also may 
reduce the possibility of salinity or sodicity issues caused by high salt content in the irrigation 
water, which would impact on vine health and grape quality. However, the higher salt levels 
that may potentially occur in the soils directly under the vines in the reclaimed irrigation soils 
suggests that sodium and chlorine in the soil be continually monitored over a season and years 
to prevent salinity or sodicity issues in the future. Addition of gypsum could be applied to 
prevent these problems occurring in the long term, but increases material and labour costs. 
However, to understand whether the application of reclaimed water compared to saline water 
as an irrigation source is more sustainable, the whole life cycle analysis of water must be 
considered, which should include drainage properties of the soils and costs of using reclaimed 
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water. Other important considerations that should be acknowledged are crop nutrition 
consideration, risks to soil and plant health, the potential risks of organic components in 
reclaimed water on human health and the environment, potential implications on groundwater 
and environmental flows, and even the risks to the health of the consumer (Stevens, 2006). 
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7.3. Summary and Conclusions 
 
 XRF and chemometrics were used to assess the composition of soils on vineyards 
where saline water and reclaimed water irrigation were employed, in order to identify 
differences in the soil environment as a result of the different irrigation sources. The 
investigation found that soils under reclaimed water irrigation had higher concentrations of 
elements that could be associated with vine nutrients Ca, Zn, Cu, P and S, particularly from 0-
25 cm in the soil profile. This was considered a potential benefit for vine health due to 
potential increased availability. This would also reduce the need to apply soil amendments to 
replenish nutrient losses from vine uptake. However, soils with too high nutrient status could 
result in excessive vine vigour and pruning of vines over summer that would increase labour 
costs. Conversely, the soils under saline water irrigation were predominantly influenced by 
Na and Cl – and indication of increased salt content in the soil. This could be a detriment for 
vine health and grape quality as higher salt concentrations in soils cause salinity and or 
sodicity issues that, in the long term, would mean that irrigation with saline water may not be 
the most sustainable option for the production of vines grown on these soils, particularly as 
these soils have slow internal drainage. 
 Higher Na and Cl content were also found in soils under reclaimed water irrigation on 
sites directly under the vines, but not as high as saline water irrigation. This was an indication 
of the potential negative effects from the reclaimed water application. This indicates that 
further work should be undertaken to monitor salinity and sodicity in soils irrigated with 
reclaimed water. For example, monitoring salinity and exchangeable sodium at different times 
during the season and over a number of years would aid in understanding accumulation of 
salts in the soil by reclaimed water use and potential impacts on soil conditions and vine 
health. 
It was concluded that from the trends and patterns in the soil composition, the use of 
reclaimed water application as an irrigation source is potentially more sustainable for the long 
term growth of vines established on soils in the Tuerong area of the Mornington Peninsula.  
 
 The ability for the XRF/chemometric approach to identify differences in soil 
composition as a result of different irrigation sources demonstrated that this approach can 
potentially be applied in similar investigations, particularly to assess the long term effects of 
altered management practices. It would also be useful for application in soil composition 
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comparison in more complex data sets involving factors such as different sampling times over 
a season and or comparison over a number of years. 
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8. Conclusion and Future Work 
 
 
he work described in this thesis involved the development of a combination of XRF 
spectrometry, for the analysis of soil elemental composition, and multivariate data 
interpretation techniques, for soil data interpretation. This combination was 
developed as an alternative approach for the assessment of impacted soil environments as 
routine soil analysis and data interpretation can be time consuming, arduous and often 
inadequate in resolving soil related issues due to the complexities of soil data and important 
information can be hidden. Situations involving anecdotal evidence of suspected altered soil 
environments were targeted through consultation with members of the MPVA Technical 
Committee, providing the author with access to vineyards as investigation sites. Outcomes 
from the investigations showed the innovative use of XRF and chemometrics as a 
combination to effectively identify altered soil environments which allowed for potential 
elucidation of anomalous issues in crop production that common soil analytical methodology 
was unable to resolve. It therefore provides an effective approach for application in similar 
situations such as contaminated land. Furthermore, the combination has the potential to be 
incorporated into soil analytical methodology in situations where further and comprehensive 
assessment of potentially altered soil environments is required (i.e. changes in crop 
management, assessing remote sensing data). There is also potential for the XRF and 
chemometrics combination to be applied in important areas where an altered soil environment 
is required to be assessed including land contamination and land surveying, as well as being 
combined with other soil composition diagnostic techniques such as X-ray diffraction (XRD) 
and Infra-red spectroscopy (IR). It has been demonstrated in this research that XRF and 
chemometrics also has potential as a method for soil texture identification (see Appendix B, 
p.163). 
 However, there was a drawback in using the XRF and chemometrics approach, 
particularly in relation to interpreting the information identified by the chemometric 
techniques and how they relate to management, which was identified. The example occurred 
in Chapter 4 where some of the important core elements identified in the Tucker3 analysis 
were not reflected as meaningful in terms of the organic and, or, conventional management. 
These other core elements may identify other important pieces of information on the soil that 
may reflect trends and patterns in elemental ratios or an effect of an unknown management 
practice. 
T 
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The stated aims set out for this research were achieved. A reproducible XRF pressed 
pellet sample preparation and analytical technique for the determination of the total 
concentration of elements in soil was developed, including determination of important soil 
elements related to mineralogy (e.g. Si, Al and Fe), non-metallic nutrients (S and P) and 
heavy metals (e.g. Cu, Zn, Rb, Sr). Compared with soil digestion and ICP-MS, this multi-
elemental analytical technique for soils is non-destructive and rapid. 
Multivariate data interpretation techniques – PCA, PARAFAC and Tucker – were 
established for soil data interpretation and identified trends and patterns in soil composition 
related to soil type and depth. Two-way PCA provided an effective data interpretation 
technique, but was not ideal for complex three-way data arrays due to congestion in the score 
plots. Multi-way PARAFAC and Tucker3 analysis of three-way data provided a clear 
interpretation of patterns in soils related to site, depth and elements, with Tucker3 providing 
greater flexibility in unravelling data. PCA and Tucker3 were subsequently selected for 
application in the investigations involving altered soil environments in viticultural production.  
 
Investigations were undertaken involving the assessment of soils influenced by 
changes in management including organic management and reclaimed water. In these 
investigations, the XRF and chemometrics approach was clearly able to distinguish patterns in 
soil composition due to the changes in management and as a result, assess their application in 
viticulture long term. In the organic management study, it was identified that soils in 
organically managed areas had higher concentrations of elements potentially related to 
organic matter and vine nutrients compared to conventional management, most likely caused 
by the application of composted organic matter and chicken manure as a fertiliser. This may 
indicate that the soil environment under organic management is healthier for vines compared 
to conventional management. In the reclaimed water investigation, soils were found to have 
higher nutrient and lower Na and Cl concentrations compared to soils influenced by saline 
water irrigation. This indicated that the long term application of reclaimed water may be a  
more sustainable option for irrigation of vines. However, the chemometric analysis showed 
that Na and Cl concentrations were higher in soils directly under vines where reclaimed water 
was applied compared with other soil samples on the drainage mounds as an effect of the drip 
irrigation systems used. This suggested that longer term monitoring of soils under reclaimed 
water should be undertaken to assess the possibility of induced salinity or sodicity issues. 
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The outcomes of these investigations showed that the XRF/chemometrics combination 
can be utilised in soil research and routine soil analysis to assess the short and long term 
impacts of changes in management on the soil environment. Examples in crop production 
could include the effect of applying agricultural (e.g. grape marc) and industrial (e.g. dairy, 
biosolids) waste on the soil environment or the assessment of new fertilisers, composts or 
recycled water sources (e.g. industrial, residential, local) and whether they are sustainable for 
use for the health of the soil and crop. In these studies, important assessments such as rates of 
leaching, mineralisation of nutrients and accumulation of potentially toxic heavy metals could 
be determined. 
 
In cases where anomalous variation in data was observed in remote sensing tools in 
Precision Viticulture, XRF and chemometrics was applied as a ground-truthing approach to 
identify variation in soil composition. Trends in soil composition were identified that 
correlated with soil profile observations obtained from soil pit excavation in areas of EM-38 
data variation. This demonstrated that there was potential for the XRF/chemometrics 
approach to be applied in similar situations instead of excavation of soil pits, which can 
become expensive and are more destructive to the soil. Topsoils taken across areas of subtle 
variation in vine vigour data were analysed and it was found that soil in areas of higher vine 
vigour had higher concentrations of vine nutrients (Mn, P and Zn) that was determined to be 
natural variation and not induced by management practices. This outcome showed that XRF 
and chemometrics has potential for application in similar situations to assess soil 
environments where anomalies in vine vigour data are observed and enable targeted solutions 
to best manage the soil where the variation in growth occurs. The ability to show that the 
variation in nutrients was natural suggests that this technique could determine whether soil 
characteristics are a product of the natural environment or anthropogenically induced, which 
is important in areas such as land contamination. This is discussed further in this chapter. 
With further development, application of XRF and chemometrics could be 
incorporated as a soil assessment technique in remote sensing applications to acquire 
information on soils trends and patterns across a vineyard (e.g. nutrients) as well as with 
depth (e.g. subsoil formation). In Precision Viticulture applications, besides anomalous 
variation in EM-38 data and vine vigour, it can be extended to understand variation in grape 
yield data. In addition, it can be applied in land surveying where remote sensing is used to 
map variation in land for crop production and urban development. The XRF and 
chemometrics combination can be incorporated as part of the soil surveying process for the 
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establishment of land for crop production by identifying variation in soil composition across 
three dimensions and enabling consultancies and prospective crop growers with vital 
information on the best areas to plant crops or predicting the pre-establishment practices 
required to maintain and improve the soil environment. The XRF/chemometrics approach 
provides a less destructive and potentially lower cost alternative to soil pit excavation. In 
addition, it could be applied to assess variability in underlying soil composition of land for 
housing and building development and provide important soil information to engineers to 
assist in decision making in compromised circumstances. 
 
The combination of XRF and chemometrics was also applied in situations of 
anomalous vine growth characteristics where routine analysis was unable to diagnose the 
cause for the altered growth characteristics. Trends in soil composition were revealed that 
resulted in the identification of potential underlying causes of uncharacteristic growth. 
Symptoms of early leaf senescence were suspected of being caused by a deficiency in soil 
Mg, annual dieback of vines was potentially caused by saturation of water above a low 
permeability clay subsoil and areas of unproductive vines had elevated subsoil Na levels, 
indicative of a potential sodic environment, originated from external drainage of water high in 
sodium. The results have shown that the XRF/chemometrics combination can identify factors 
in the soil environment that may be key factors responsible for a variety of unresolved crop 
growth issues and consequently, can be extended for use in other varieties of crop production 
and horticulture where the causes for growth anomalies are unknown. 
 
The outcomes of the investigations in this research are beneficial for viticultural 
consultancies and vignerons, as well as other consultancies involved in crop production. The 
XRF/chemometric technique provides an alternative approach for acquisition and 
interpretation of soil data associated with a range of issues encountered in agriculture and 
horticulture (e.g. changes in management practices, causes for unproductive crops, the effect 
of compost and waste application etc.). Application of XRF and chemometrics reduces time in 
data acquisition and interpretation of large and complex soil data sets compared to routine 
techniques (e.g. ICP-MS and univariate data interpretation). It also provides a clear indication 
of trends and patterns in soil data, which can then be used to identify potential causes for 
alterations in the soil, the potential effect on the health of the crop and targeted 
recommendations that are passed on to the vigneron, farmer etc. This provides the client with 
an understanding of the particular issue being investigated and the necessary changes to 
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management that are required to optimise the soil environment to improve growth and 
productivity. 
In order to implement and incorporate the XRF/chemometrics approach into routine 
soil studies and environmental consultancy work, students, researchers and existing 
consultants would be required to undergo training in the use of appropriate statistical software 
(e.g. MATLAB) and how to process and interpret the data. Soils would be analysed using 
XRF instrumentation, with soil data obtained from external laboratories to be provided in a 
raw, text-based, data format to allow for easy application and convenient interpretation. 
 
 
 
8.1. Further Application 
 
Beyond this research, the combination of XRF and chemometrics could be utilised in 
other fields where altered soils are involved. There is great potential for application in land 
contamination where soils are assessed to determine the nature and extent of contamination 
(Abollino et al., 2002; Golobočanin et al., 2004; Pardo et al., 2008; Stanimirova et al., 2006; 
Stanimirova et al., 2009). Application could also include mapping the distribution of 
contamination on former farmland, mining sites, landfills and industrial facilities sites, 
particularly in cases where the land is rezoned for residential development. The outcomes 
could potentially allow for a more targeted and less expensive management plan for disposal 
of contaminated soils and remediation. 
A similar approach could also allow for identification of whether a high concentration 
of a potential contaminant in soil is due to contamination or natural variation in the soil. 
Cluster analysis has been successfully been used to discriminate lithogenic and anthropogenic 
metals in agricultural soils (Micó, Recatalá, Peris & Sánchez, 2008). Using multivariate 
methods such as PCA, PARAFAC and Tucker, this is achieved by observing the trends and 
patterns between the contaminant with other variables and depth in the chemometric analyses. 
For example, potential nickel contamination in a soil assessed using XRF and chemometrics, 
may show that Ni is associated with clay related elements such as Al and Fe. This would 
indicate that the higher levels are due to Ni‟s association with clay minerals present in the 
soil, and that nickel is not likely to be a contaminant.  
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The process of land surveying for mineral ore exploration in the mining industry is 
another area where XRF and chemometrics could be applied. This is due to the ability for 
XRF spectrometry to determine major mineralogical elements (i.e., Al, Fe, Si, Mg, K, etc.) 
and chemometrics to identify patterns in elemental data. This approach could be incorporated 
with X-Ray diffraction of the soil or mineral sample to validate the prognosis of the 
XRF/chemometrics analysis. In addition, this approach could be utilised to diagnose 
undesirable impurities in mineral ores, clays, coal etc., on already existing mining sites. This 
could ultimately provide a reduction in production costs and waste by avoiding the processing 
of unsuitable material. 
 
The approach is not restricted to the use of XRF to gather soil data. Routine soil 
analysis such as pH, EC, cation exchange capacity, organic matter etc., can be incorporated 
with XRF data and applied to chemometric techniques, providing a greater amount of 
information, but without increasing the complexities of the data interpretation. Investigations 
involving soil and chemometrics have successfully used other soil methods to gather data 
(e.g. Lucho-Constantino et al., 2005a; Pardo et al., 2008). 
 
This research has established that the combination of XRF spectrometry and 
multivariate data interpretation is an effective technique for the elucidation of impacted soil 
environments in a broad range of situations encountered in viticulture, but also relevant to 
other crop production. This technique is an innovative adaptation of soil analytical 
methodology that can be applied in the assessment of altered soil environments. The 
technique has shown that there is potential for application in important areas of impacted soil 
assessment including agriculture, horticulture, land contamination and soil surveying. 
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Appendix A: Australian soil 
development and classification 
 
 
 Soils formation is connected to a variety of external factors in the landscape including 
geology, climate, landform development, water movement, vegetation and fauna (McKenzie 
et al., 2004). A brief description of the formation of soils includes the addition, loss, internal 
reactions (transformations) and internal movements (translocations) of materials (McKenzie 
et al., 2004). The most important of these soil forming descriptors in regards to the Australian 
landscape are listed in Table A1. 
 
Table A1: The most important soil forming factors as influenced by the Australian 
landscape. 
Process Examples 
Additions Hillslope deposition, alluvial deposition, plant litter, 
substrate weathering and soluble salts 
Losses Erosion, solution loss and volatilisation 
Transformations New mineral formation, organic matter decomposition 
and iron 
Translocations Clay, iron, soluble salts, carbonate and bioturbation 
NOTE: Adapted from Table 2.1, p.32 in McKenzie et al., 2004 
 
 The common ancient landscapes in Australia can result in difficulty in understanding 
the processes that occurred to form a particular soil. Although major fluctuations in the 
environmental conditions can reveal important information about the history of the formation 
of a soil, particular combinations of soil forming processes that have resulted in the evolution 
of distinctive soils in Australia should be considered (McKenzie et al., 2004). 
 In relation to classifying Australian soils, specific notation was developed to describe 
the different soil horizons in a soil profile and the type of soils (Table A2). This was mainly 
due to the ancient landscapes in Australia and the many cycles of weathering, erosion and 
deposition that have resulted in layering of soil parent materials (White, 2005). The notations 
of different soil horizons and their characteristics adopted for Australian soils are now 
accepted and are published in important literature such as The Australian Soil and Land 
Survey Field Handbook (National Committee on Soil and Terrain, 2009). Furthermore, Isbell 
(1996) produced a document organising and classifying the broad range of different soil types 
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found in Australia, which are described in Table A2. McKenzie et al. (2004) provides a 
detailed compendium of these different soil types found in Australia. 
 
Table A2: General descriptions of soil horizons and soil type notations used to describe soils found in 
Australia 
Soil horizons* Description 
O 
Subclasses O1 and O2 
Horizons described as containing large amounts of organic matter, 
accumulated on the surface of the soil. Not common in Australia. 
P 
Subclasses P1 and P2 
Contain large proportion of organic materials accumulated either under 
water or in very wet area. Organic material in various stages of 
decomposition and layers often referred to as peat layers 
A 
Subclasses A1, A2 and A3 
Mineral horizons at or near the soil surface with some organic matter 
accumulation and commonly darker in colour than underlying horizons. 
B 
Subclasses B1, B2, B3 
Described to contain one or more of clay, iron, aluminium, or organic 
material; a structure or consistence different from horizons below and the 
A horizons above or; stronger colours than horizons below or above. 
C Below B horizons containing unconsolidated or consolidated material. 
Often partially weathered and geological features noted. 
D Below A and B horizons but unlike C horizons. Contain a contrasting 
pedological organisation to the overlying horizons. 
R Contains a large proportion of rock unable to be dug by hand 
Soil Order
# 
Description 
Anthroposols „Human made‟ soils 
Calcarosols Lacking strong texture contrast and containing calcareous material 
throughout 
Chromosols Strong texture contrast, pH >5.5 in B horizon. Often brightly coloured 
soils. 
Dermosols Lacking strong texture contrast, structured B horizon. Often with clay 
skins on ped faces. 
Ferrosols Lacking strong texture contrast, high free iron in B horizon. 
Hydrosols Wet soils due to prolonged seasonal saturation 
Kandosols Lacking strong texture contrast, massive B horizon. Strongly weathered 
soils. 
Kurosols Strong texture contrast, pH <5.5 in B horizon. Relevant to clay increase. 
Organosols Dominantly organic soil material 
Podosols Bs, Bh, or Bhs horizons. Related to Podzols. 
Rudosols Elementary pedological organisation 
Sodosols Strong texture contrast, sodic B horizon. Influenced by sodium 
Tenosols Weak pedological organisation. 
Vertosols Greater than 35% clay, cracks, slickensides. Shrink swell soils 
* Adapted from p.148-151 in Isbell (2002) 
# Adapted from Table (i) and Figure (i) on p. xv in McKenzie et al. (2004) 
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Appendix B: Application for 
identification of soil texture 
 
 
 The example below is an exploratory investigation to demonstrate that 
XRF/chemometrics combination can be applied and established with further development as a 
technique to identify soil texture of an unknown. 
 The correlation between soil composition and soil texture shown in Chapter 3 suggests 
that the elemental make up of a soil is associated with a soil texture, particularly in the first 
factor of the PCA, PARAFAC and Tucker models. Commonly soil texture is identified 
through particle size fractionation or through feel by hand. 
 To demonstrate the potential for XRF and chemometrics to ascertain the texture of an 
unknown soil, it is important to have a database of XRF data of known soil textures. The 
flowchart in Figure A1 provides the step-by-step processes to implement the technique. The 
key area of this method is that all soils need to be collected in the same manner in regards to 
depths to allow for application of multi-way techniques. 
 
To demonstrate this methodology, the soils and associated data collected in Chapter 3 
were used as the database. Two soil core samples with unknown textures were collected on 
local vineyards; one from the neighbouring property, soil X, and one on a property 
approximately 1 km away, soil Y. Both these soils were collected on vineyard properties, but 
adequate distance from any possible compromise from vineyard activity. The collection of 
these unknown soils was performed following the same sampling protocol as the database 
soils – i.e. core sampling at 10 cm increments to a 50 cm depth. 
 
The XRF elemental data were pre-processed as described in Chapter 3 (Section 3.2., 
p.29) and subject to Tucker given the three-way data array (depths, soil texture and element). 
The optimal model of complexity to apply to the Tucker model was a (2,2,2) model as 
identified using the N-way toolbox. Subsequently, The loading data of the three modes: depth, 
soil and variable; were generated and analysed (Figure A2).  
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Figure A1: Flow chart of steps involved in the Soil Texture Identification Method 
 
Observing the trends of the soils in the first factor of the soil texture mode showed that 
the soils were distinguished based on soil texture and that the soils of unknown textures 
showed similar patterns to the known soil textures. Soil X had a similar loading in the first 
component soils with sandy loam textures (Figure A2). Hence, the soil texture of soil X could 
be classified as a sandy loam soil. In addition, the second component was able to extract 
further information on the topsoil of soil X. It showed that soil X likely had a greater organic 
matter content than the known sandy loam textured soils. This was due to the association of 
CaO, P, S, Zn and Mn with soil organic matter, previously described in Chapter 3 (Chapter 3, 
Section 3.3.1, pp.34-35).  
For soil Y, the soil texture for this soil was able to be identified as a sandy clay loam. 
This conclusion was reached as the loading for soil Y was similar to the SCL soil in the first 
component of the Site mode (Figure A2). Interpreting the second component of the soil, depth 
and element modes revealed that the topsoil for soil Y had an apparent higher content of 
organic content, compared to the light sandy and sandy clay loam soils due to influences from 
the elements associated with organic matter. Hence, it could be concluded that soil Y soil was 
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a sandy clay loam that contained a notable influence of higher organic matter content in the 
first 20 cm of the soil. 
 
The soil textures of the unknown textured soils were subsequently determined through 
feel by hand and found to be identical to what was identified for each soil using the 
XRF/chemometric analysis. 
It has been demonstrated that applying XRF and multivariate data interpretation 
techniques can provide a potential alternative method for soil texture identification. However, 
it should be noted that this may only be possible for soils of similar provenance as the type of 
parent material influences the major and trace elements present in the soil. However, there is 
scope for further development to combine data of a range of soils with differing parent 
material, texture, location, organic matter, depth, etc. This may then allow for identification 
for not only soil texture of an unknown soil specimen, but also information about its parent 
material, the climate conditions from which it came, etc.  
Soil texture determined through particle size distribution can become expensive if 
many samples are required to be analysed. The novelty of this tool comes from the ability to 
visually distinguish soil textures based on trends and patterns in soil composition. As well, the 
soil composition data can subsequently be used to provide other soil information such as 
trends in soil composition with depth. With further development and application a database of 
different soils can be built up and become more comprehensive and accurate in its ability to 
identify the texture of an unknown soil. With a large catalogue of data from different soils 
from different areas and origins the tool has the potential to be built similarly to a texture 
diagram. 
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Figure A2: Tucker output showing the three modes: depth, soil and element. 
Unknown textured soils are marked with an X and Y in the soil mode. 
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Reference Soils  
 
 
T
a
b
le
 A
1
: 
R
ef
er
en
ce
 d
at
a 
fo
r 
th
e 
se
le
ct
ed
 e
le
m
en
ts
 i
n
 t
h
e 
ei
g
h
t 
 s
ta
n
d
ar
d
 r
ef
er
en
ce
 s
o
il
s 
(N
S
C
 D
C
 7
3
3
1
9
-2
6
, 
C
N
A
C
IS
, 
C
h
in
a)
. 
C
o
n
ce
n
tr
at
io
n
s 
in
 m
g
/k
g
 u
n
le
ss
 s
ta
te
d
 
S
ta
n
d
ar
d
 
7
3
3
2
6
 
1
1
.9
2
±
0
.1
5
 
1
.7
2
±
0
.0
6
 
7
0
±
9
 
2
1
±
2
 
5
.1
9
±
0
.0
9
 
2
.5
9
±
0
.0
4
 
1
.8
1
±
0
.0
8
 
1
7
6
0
±
6
3
 
1
.4
±
0
.1
 
1
.6
6
±
0
.0
4
 
1
6
.6
±
1
.4
 
2
0
.4
±
1
.8
 
7
3
5
±
2
8
 
1
4
0
±
6
 
(3
1
0
) 
6
2
.6
0
±
0
.1
4
 
1
5
5
±
7
 
4
8
3
0
±
1
6
0
 
6
8
0
±
2
5
 
N
o
te
: 
D
at
a 
b
eh
in
d
 "
±
" 
u
n
ce
rt
ai
n
ty
; 
U
 =
 t
α
 •
 s
/√
N
 .
 α
=
0
.0
1
, 
S
 i
s 
st
an
d
ar
d
 d
ev
ia
ti
o
n
, 
N
 m
ea
n
s 
n
u
m
b
er
 o
f 
d
at
a 
(N
>
8
).
 D
at
a 
en
cl
o
se
d
 i
n
 b
ra
ck
et
s 
ar
e 
u
n
ce
rt
if
ie
d
 v
al
u
es
. 
 
7
3
3
2
5
 
2
9
.2
6
±
0
.3
4
 
2
.3
6
±
0
.0
5
 
6
2
±
1
0
 
1
6
.3
±
0
.9
 
3
.5
2
±
0
.0
7
 
2
.5
4
±
0
.0
5
 
1
.0
4
±
0
.0
4
 
5
1
0
±
1
6
 
0
.9
8
±
0
.1
1
 
1
.6
2
±
0
.0
4
 
2
7
±
2
 
1
9
.4
±
1
.3
 
4
4
6
±
2
5
 
8
8
±
4
 
2
1
0
±
4
3
 
7
3
.3
5
±
0
.1
8
 
1
8
7
±
9
 
2
7
1
0
±
8
0
 
4
2
±
3
 
7
3
3
2
4
 
2
1
.2
3
±
0
.1
6
 
1
.2
7
±
0
.0
5
 
5
7
±
1
1
 
1
1
.4
±
1
.1
 
2
.0
0
±
0
.0
5
 
3
.0
4
±
0
.0
5
 
0
.5
8
±
0
.0
4
 
3
0
4
±
1
4
 
0
.3
1
±
0
.0
6
 
2
.7
1
±
0
.0
6
 
9
.3
±
1
.5
 
1
2
±
2
 
3
2
0
±
1
8
 
8
5
±
4
 
1
2
3
±
1
4
 
7
4
.7
2
±
0
.1
9
 
3
8
0
±
1
6
 
2
2
4
0
±
8
0
 
3
1
±
3
 
7
3
3
2
3
 
2
1
.5
8
±
0
.1
5
 
0
.2
6
±
0
.0
4
 
(3
9
) 
4
0
±
3
 
1
0
.3
0
±
0
.1
1
 
1
.0
3
±
0
.0
6
 
0
.4
9
±
0
.0
5
 
1
4
2
0
±
7
5
 
2
.6
±
0
.3
 
0
.1
1
±
0
.0
2
 
3
8
±
3
 
6
4
±
5
 
6
9
5
±
2
8
 
7
5
±
4
 
1
8
0
±
3
6
 
5
0
.9
5
±
0
.1
4
 
7
7
±
6
 
1
0
8
0
0
±
3
1
0
 
2
1
0
±
1
3
 
7
3
3
2
2
 
2
3
.4
5
±
0
.1
9
 
(0
.1
0
) 
(7
6
) 
1
4
4
±
6
 
1
2
.6
2
±
0
.1
8
 
1
.5
0
±
0
.0
4
 
0
.6
1
±
0
.0
6
 
1
3
6
0
±
7
1
 
4
.6
±
0
.4
 
0
.1
2
±
0
.0
2
 
2
3
±
3
 
4
0
±
4
 
3
9
0
±
3
4
 
1
1
7
±
6
 
4
1
0
±
5
4
 
5
2
.5
7
±
0
.1
6
 
4
2
±
4
 
6
2
9
0
±
2
1
0
 
4
9
4
±
2
5
 
7
3
3
2
1
 
1
2
.2
4
±
0
.0
9
 
0
.2
2
±
0
.0
3
 
9
5
±
7
 
3
9
0
±
1
4
 
8
.0
9
±
0
.1
3
 
1
.7
0
±
0
.0
6
 
0
.3
4
±
0
.0
5
 
1
4
5
0
±
8
2
 
1
8
±
2
 
0
.1
9
±
0
.0
2
 
2
7
±
2
 
5
3
±
4
 
3
0
3
±
3
0
 
2
3
7
±
8
 
2
6
0
±
4
3
 
5
6
.9
3
±
0
.1
8
 
3
9
±
4
 
4
3
9
0
±
1
2
0
 
9
7
±
6
 
7
3
3
2
0
 
1
0
.3
1
±
0
.1
0
 
0
.1
6
±
0
.0
2
 
1
0
0
±
6
 
9
7
±
6
 
1
8
.7
6
±
0
.3
3
 
0
.2
0
±
0
.0
2
 
0
.2
6
±
0
.0
3
 
1
7
8
0
±
1
1
3
 
2
.9
±
0
.3
 
0
.0
8
±
0
.0
2
 
6
4
±
7
 
2
7
6
±
1
5
 
1
1
5
0
±
3
9
 
1
6
±
3
 
2
5
0
±
3
6
 
3
2
.6
9
±
0
.1
8
 
2
6
±
4
 
2
0
2
0
0
±
5
0
0
 
1
4
2
±
1
1
 
7
3
3
1
9
 
1
4
.1
8
±
0
.1
4
 
8
.2
7
±
0
.1
2
 
6
8
±
1
2
 
2
4
.3
±
1
.2
 
4
.4
8
±
0
.0
5
 
2
.4
2
±
0
.0
4
 
2
.3
8
±
0
.0
7
 
6
5
0
±
2
3
 
1
.1
6
±
0
.1
0
 
1
.7
2
±
0
.0
4
 
1
5
±
2
 
3
1
.5
±
1
.8
 
7
7
5
±
2
5
 
9
6
±
4
 
(1
2
6
) 
5
8
.6
1
±
0
.1
3
 
2
3
6
±
1
3
 
3
8
0
0
±
1
2
0
 
6
8
±
4
 
 E
le
m
en
t 
 
A
l 2
O
3
 (
%
) 
C
aO
 (
%
) 
C
l 
C
u
 
F
e 2
O
3
 (
%
) 
K
2
O
 (
%
) 
M
g
O
 (
%
) 
M
n
 
M
o
 
N
a 2
O
 (
%
) 
N
b
 
N
i 
P
 
R
b
 
S
 
S
iO
2
 (
%
) 
S
r 
T
i 
Z
n
 
Appendix D: Data obtained from external sources 
 
 
169 
Appendix D: Data obtained from 
external sources 
 
 
D1. Soil Data – Section 6.1, Early Leaf Senescence 
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D2. Soil Data – Section 6.2, Dieback of Vines (affected block) 
 
Table D4: Conventional analyses of soils collected on vine block affected by dieback of vines.  
Parameter Units 2004* 2007
#
 2008
#
 
Phosphorus (Olsen) mg/kg N/A 54.3 33.2 
Potassium (Colwell) mg/kg 133.0 213.0 136.0 
Sulphur (KCL40) mg/kg 33.0 39.1 49.6 
pH (1:5 water)  7.1 6.0 7.1 
pH (CaCl2)  6.5 5.4 6.5 
Salinity (EC) (1:5 water) dS/cm 0.20 0.26 0.22 
Chloride mg/kg 111.0 253.0 187.0 
Texture  N/A Clay loam Clay Loam 
Organic carbon % 3.42 3.18 2.26 
Nitrate mg/kg 21.0 35.0 9.0 
Ammonium mg/kg 7.0 2.0 2.0 
Copper (DTPA) mg/kg 1.74 1.19 3.86 
Zinc (DTPA) mg/kg 2.31 2.07 5.86 
Manganese (DTPA) mg/kg 3.45 2.8 2.6 
Iron (DTPA) mg/kg 188.4 100.3 110.7 
Boron (HWS) mg/kg 0.7 0.6 1.0 
Phosphorus (Colwell) mg/kg 131.0 120.0 91.0 
Calcium (Exch) meq/100g 11.56 10.66 13.60 
Magnesium (Exch) meq/100g 1.81 1.40 2.90 
Sodium (Exch) meq/100g 0.68 0.85 1.09 
Potassium (Exch) meq/100g 0.30 0.27 0.31 
Aluminium (Exch) meq/100g N/A < 0.01 < 0.01 
Cation exchange capacity meq/100g N/A 13.18 17.90 
Ca/Mg ratio  N/A 7.6 4.7 
Exchangeable sodium % (ESP)  N/A 6.4% 6.1% 
Exchangeable Al %  N/A < 0.1% < 0.1% 
* Analysis performed by Petrik Laboratories (2004) 
# Analysis performed by E.E. Muir & Sons (2007 and 2008) 
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D3. Reclaimed Water Data (Chapter 7) 
 
 
Figure D1: Chemical analysis of reclaimed water as performed by South East Water (2007). 
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D4. Soil results – Section 7.2, Results and Discussion 
 
Table D5: Soil data collected in 2007 comparing a vineyard irrigated with saline 
water (Vineyard B) and a vineyard irrigated with reclaimed water (Vineyard C) 
Parameter Units Vineyard B Vineyard C 
Phosphorus (Olsen) mg/kg 7.2 47.6 
Potassium (Colwell) mg/kg 51.0 189.0 
Sulphur (KCL40) mg/kg 27.1 43.2 
pH (1:5 water)  5.6 6.4 
pH (CaCl2)  4.9 5.8 
Salinity (EC) (1:5 water) dS/cm 0.24 0.30 
Chloride mg/kg 334.0 213.0 
Texture  Clay loam Clay loam 
Organic carbon % 1.35 4.16 
Nitrate mg/kg 2.0 14.0 
Ammonium mg/kg 3.0 3.0 
Copper (DTPA) mg/kg 1.33 5.41 
Zinc (DTPA) mg/kg 1.70 5.94 
Manganese (DTPA) mg/kg 6.5 30.9 
Iron (DTPA) mg/kg 205.7 65.1 
Boron (HWS) mg/kg 0.6 1.0 
Phosphorus (Colwell) mg/kg 14.0 79.0 
Calcium (Exch) meq/100g 1.67 11.51 
Magnesium (Exch) meq/100g 1.19 1.97 
Sodium (Exch) meq/100g 0.86 0.85 
Potassium (Exch) meq/100g 0.11 0.44 
Aluminium (Exch) meq/100g 0.22 < 0.01 
Cation exchange capacity meq/100g 4.05 14.77 
Ca/Mg ratio  1.4 5.8 
Exchangeable sodium % (ESP)  21.2% 5.8% 
Exchangeable Al %  5.4% < 0.1% 
NOTE: Soil analysis performed by E.E. Muir and Sons (2007) 
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Appendix E: Calibration data, raw 
data and images  
 
 
 The information referenced throughout the thesis to Appendix C is viewable on the attached 
CDs. The below sections outline the location of the viewable files. 
 
I. Elemental Calibration Data 
 
The calibration curves and associated data can be viewed on CD1 in the following directory:  
Appendix E\I. Elemental Calibration Data\Chapter 2, Calibration Data.xls 
 
II. XRF Raw Data 
 
Files are found on CD1 in the following directory: Appendix E\II. XRF Raw Data\ 
The list below outlines the file names of the XRF raw data for each investigation in each 
chapter. 
 
Chapter File Names(s) 
Chapter 3:  Chapter 3.xls 
Chapter 4:  Chapter 4.xls 
Chapter 5.1:  Chapter 5, 5.1.xls 
Chapter 5.2:  Chapter 5, 5.2.xls 
Chapter 6.1:  Chapter 6, 6.1.xls 
Chapter 6.2:  Chapter 6, 6.2.xls 
Chapter 6.3:  Chapter 6, 6.3.xls 
Chapter 7:  Chapter 7, Vineyard A.xls; Chapter 7, Vineyard B.xls;  
Chapter 7, Vineyard C.xls; Chapter 7, Vineyard D.xls 
 
III. Site Images 
 
Appendix E: Calibration data, raw data and images 
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For Chapters 3 and 4, site images can be found on CD1 in the following directory: Appendix 
E\III. Site Images\. Site Images for Chapters 5, 6 and 7 are found on CD2 in the following 
directory: Appendix E\III. Site Images\. 
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