Abstract-In real-domain problems
Introduction
The Learning Classifier System (LCS) [1] is a rule-based system which uses evolutionary algorithms to facilitate rule discovery. It has been applied to different data mining problems and shown effectiveness in both predicting and describing evolving phenomenon [e.g., 2]. However, in the real-domain environments, having generated a large number of domain describable rules, LCS need further steps in which a subset of the generated rules can be found that describe the environment to reveal new domain patterns and/or support the existence of previous known ones. In other words, a knowledge extraction and compaction process is required to run over the rules generated from the classifier system. Several approaches have been attempted to develop an effective compaction algorithm that increases the level of rules' readability, interpretation, and organization of the underlying knowledge held in the LCS ruleset. Wilson's algorithm [3] , Fu and Davis [4] , and Dixon et al. [5] are some examples of these data-driven approaches which extract a minimal set of rules that covers the original dataset. However, these attempts have a common deficiency in terms of their data dependency and often poor performance. To select the rules that only cover the dataset will, undoubtedly, ignore a large part of the discovered domain knowledge achieved by LCS. Moreover, if the noise level of the original dataset is high, then choosing the rules that only match it will lead to noisy and inaccurate rules.
Another heuristic specificity-based approach proposed in [6] to extract knowledge from an LCS generated ruleset without relying on the original dataset. It aims to recursively extract a feature dependency tree from the final population building on a statistical and inductive tree-based evolution algorithm (SI3E) [7] . This approach, however, was applied on non-noisy boolean function problems; and thus, it may be inappropriate to be used in real problem domains of both high dimension and noise level. Actually, in the simple 6-bit multiplexer problem this approach generates a very large output for such a simple problem.
In this research, a new rule-driven compaction approach has been proposed and implemented with the objective to understand LCS generated rules and their complex underlying knowledge. And, extract hidden knowledge from rules by discovering interesting patterns which may highlight new domain features in addition to being efficient in classifying new future cases. Clustering has been used to produce clusters of similar rules that share most of the attributes and features.
In section 2, a brief introduction to learning classifier systems, XCS [8] in particular, is presented followed in section 3 by the new knowledge extraction approach. Section 4 reports on the results of implementing this approach and its application to a breast cancer dataset. Finally, a brief comparison between the main data-driven compaction approaches and the newly proposed rule-driven approach is presented in section 5 followed by the conclusion in section 6.
Learning Classifier Systems
Learning Classifier Systems are rule-based learning systems that exploit evolutionary computation techniques, reinforcement learning, and other heuristics to generate a set of rules for a given environment. The first LCS architecture was introduced by Holland [1] . However, this system was both complex and difficult to predict its behaviour [9] . Building on his early development, Boole [10] , NewBoole [11] , and ZCS [12] , Wilson presented the extended LCS-XCS. It may be said that most current LCS research has made a shift away from Holland's original formalism after Wilson introduced XCS [e.g., 13].
XCS
XCS uses the accuracy of rules' predictions of expected payoff as their fitness. In addition, XCS uses genetic algorithms (GA) [14] to evolve generalizations over the space of possible state-action pairs of a reinforcement learning task with the aim of easing the use of such approaches in large problems, i.e., those with state-action combinations that are too numerous for an explicit entry for each. An algorithmic description of XCS can be found in [15] .
XCS consists of a limited size population [P] of classifiers (rules)
. Each classifier is in the form of "IF condition THEN action" (condition action) and has a number of associated parameters. The condition may consist of binary representation for simple problems, integer intervals [16] , real values [17] , or a combination of these. Table 1 presents a brief definition of the parameters associated with XCS rules. Genetic algorithms are used to search the space for possible classifiers where the operators of selection for reproduction, crossover, and mutation operate within the action sets [A] . Roulette wheel selection was used in the reproduction since the beginning of XCS, where the classifiers are selected proportionally to their fitnesses. Recently, tournament selection was suggested instead in [18] , where two independent tournaments are held by choosing the classifiers randomly and then selecting the best one. The modified Widrow-Hoff update mechanism is used in updating the classifiers' parameters in order to guide the search for better rules.
XCS combines accuracy-based fitness with niche GA. It is designed to evolve a complete, accurate, and maximally general solution of the problem space. This is achieved since more accurate classifiers are desired for the accuracy-based selection. However, general classifiers appear in more action sets and therefore have higher opportunity for reproduction. In such a process, five evolutionary pressures were analysed in [19] . The guidance of selection, deletion, mutation, subsumption, and fitness pressures have been theoretically analysed and illustrated. Current understanding of how XCS behaves can be found in [20] .
XCS Knowledge Representation
LCS in general and XCS in particular were applied to different data mining problems in which the latter was used in different real problem domains and proved to have a good potential in describing the problem space [e.g., 21]. Also, it was shown that if LCS is applied with an appropriate representation, it could be effective for predicting and describing evolving phenomenon [2] as accurate as or better than other competitive machine learning algorithms [22] .
Typically XCS uses the ternary representation {0, 1, #} to encode the condition part of a rule. However, other representations were suggested in certain problems. Wilson [3] introduced an integer interval representation to enable XCS to be applied to oblique integer data. The representation for the continuous-valued inputs was first introduced in [17] (see [23] for discussion).
Herein, Wilson's [3] representation is used in which each attribute (Ai) in the condition is represented as an interval [pi, qi] 
The New Approach for Compaction
As mentioned in the previous section, XCS has the ability to generate a full map for the given problem with maximally accurate generalizations over the state-action space. However, the huge size of the generated solution may still be considered as a barrier to exploit its entire knowledge. For example, more than 1100 rules were generated when XCS was applied to the WBC dataset [16] . A three-phased approach, as depicted in Figure 1 , is proposed to combat the effects of the large numbers of XCS generated rules and to manage the complexity found among their condition elements. The proposed architecture aims, also, to extract the hidden patterns which represent interesting chunk of knowledge each describes a part of the problem space. The three stages in this approach are: pre-processing and encoding, clustering, and rules discovery which are explained in sections 3.1, 3.2, and 3.3 respectively. In the first stage, rules' noise is reduced by eliminating weak rules, and the rules' encoding gets changed into a simpler binary representation to ease the infiltration into the condition element in order to extract representative patterns. In the second stage, the QT-Clust algorithm is adapted and utilised to find the natural groups of rules from which the final stage extracts and discovers two types of patterns: compacted predictors and aggregate definite patterns. 
Rules Pre-processing and Encoding
This phase takes place in two stages: pre-processing and encoding. First, the weak rules are identified and then removed from the original ruleset based on their low experience or high prediction error. The low experience of rules indicates that they either match a very small fraction of the dataset, which obviously could be matched by other rules, or by those that were generated late in the training process which implies that XCS did not have enough time to decide whether to delete them or approve their fitness. Moreover, the high prediction error of a rule indicates its inaccuracy and/or has significant missing information.
Pre-processing continues when the action of the rules that have sufficient experience with both low estimated error and low prediction payoff is converted. This step is reasonable in binary problems in which low prediction for a rule indicates that it belongs to the opposite action. However, this step should be modified later in the multiaction problem (i.e., with rules having 3 or more actions).
Rules with similar action are isolated from other ones into a separated set since the purpose of the proposed approach is not to predict the action of the rule, but to find the natural groups having the same action. In the case of the binary action, there are only two sets: action one set and action zero set. In XCS this is not a straightforward step as the prediction array calculation plays a major role to decide which action should be taken (as described in section 2). This means that there could be some cases that exist in both sets. Therefore, it is essential to find these overlapped rules and place them in a separated set (overlapped action set) which can be considered to be suspicious patterns that the expert needs to study further.
Rules Encoding
The second stage of this phase is the encoding stage. Encoding the rules signifies the transformation of XCS rules from the integer interval representation into the binary one. This step is only performed over the condition after the rules for each action were separated in the previous pre-processing stage. Each attribute in the condition is encoded using k binary bits where k is its possible discrete value [24] . The i th value (i=1.. k) is set to 1 if it is within the attribute range value, and 0 otherwise. For example, if a rule contains two attributes (A1 and A2) each of which has 10 possible values (1..10), and its conditions are::
Rule (1) then its binary encoding is:
A1
A 2 1111000000 0111100000 Rule (1) One of the advantages for this encoding is that it can support the mathematical and logical operations that can be executed over the rules. For example, extracting the overlapped cases between action-zero and action-one sets can be converted into the logical and (∧) operator, as it is the case between Rule(1) and the following rule (Rule(2)):
A 2 0110000000 0011111000 Rule (2) Then, the newly formed overlapped rule is: A1 A 2 0110000000 0011100000 Rule(1) ∧ Rule (2) Note that if an attribute is not included into the rule then all its possible values will be set to "0", whereas if all the possible values were "1" then this attribute is a general one and can be considered as a don't care attribute "#". Moreover, it is important to illustrate that if an attribute has all its bits equal to "0", then the whole rule is considered invalid and should be deleted. The output of this stage is the rules in the new binary representation which will feed into the next phase, namely the clustering phase.
Rules' Clustering
This marks the second phase in this new approach where similar rules are identified and then grouped to form suitable clusters. Clustering is an unsupervised learning technique that is well-known for its ability to find natural groups from a given dataset where data elements within one cluster have high similarities to each other but are dissimilar to other data elements in other clusters [25] . There are many clustering techniques in the literature, each with its own characteristics, limitations, and advantages. The categories of clustering techniques are "neither straightforward, nor canonical" [26] . However, studying the literature suggests that clustering algorithms can be classified into five main categories, namely: hierarchical methods, Self Organizing Map (SOM), partitioning, density-based, and grid-based methods. Although useful, these methods suffer from deficiencies which can be summarised as follows:
• Algorithms such as the SOM and the partitioning methods require the number of clusters needed as an input to drive the clustering process. Determining the number of clusters is also a well-studied area in the literature (e.g., [27] ) and is still an open problem that seems "… impossible to determine the right number of clusters" [28] . In order to adhere to the required number of clusters, a data element may be forced in or out of a cluster despite its low/high correlation with its other members, which can in return decrease the quality and accuracy of the discovered clusters. Thus, changing such a parameter may considerably affect the final clustering result.
• The splitting and merging of clusters in the hierarchical methods, which are divided into agglomerative or divisive algorithms, is irreversible which can lead to generating erroneous clusters.
• Density-based and grid-based methods are efficient in low-dimension space, but their efficiency may significantly be degraded if the dimension of the problem space is high [25] . Extensive approaches for feature selection have been long studied (e.g., [29] [30]) to reduce data dimensionality. However, using these techniques can result in loosing knowledge and critical data which will affect the accuracy of the produced clusters.
It is worth mentioning that the nature of XCS rules contributes and/or drives the selection, design, or adaptation of a certain clustering algorithm, simply because of the following reasons. First, rules have the problem of "curse of dimensionality" [31] . That is, the dimension of the rule space (attributes) could be very high; and therefore, the selected algorithm should have the ability to deal with it in terms of the quality of the generated clusters and execution time. Therefore, the selected algorithm should capture the relevant part of the space and ignore the other irrelevant parts. Second, the singularity of some of the well-experienced rules that have low prediction error is an important issue since they may cover rare, unusual conditions, or dependencies between features. Therefore, these rules should not be forced into an existing cluster, but should be kept isolated in order to present them to the domain specialist to confirm their significance. This suggests that the selected algorithm should have the tendency to produce large clusters as well as small ones, where necessary.
For the above two reasons, the QT-Clust algorithm [32] , which was introduced as a new paradigm of quality-based algorithms, has been adapted to fit the context of this research. This algorithm was originally developed to use with expression data to "… identify, group, and analyse coexpressed genes" [32] . Its main goal is to group similar elements into the largest possible clusters with their quality guaranteed. Rulei is defined as a group of x bits as follows: n x where
In our adaptation, the quality of a cluster is guaranteed by allowing Rulei to join a cluster C if it has at least similarity (σ) with all the rules in the same cluster. Therefore, the quality of the cluster is quantified by its diameter which is defined within this work as:
where i and j are rules in cluster C. S is the similarity measure being used to capture how related the two rules are. In our case, in XCS rules in the binary encoding, Jaccard binary similarity coefficient [33] (Sij) is used to measure the similarity between Rulei and Rulej This similarity measure ignores the situation in which both rules have not had the attribute value exist, which means that in both rules the attribute value is 0. For example, Jaccard similarity between Rule(1) and Rule(2) is explained below with p being in bold and q underlined:
A1
A 2 1111000000 0111100000 Rule(1) 0110000000 0011111000 Rule(2)
Rule Rule
Sij
This implies that there are 5 similar bits and 5 different ones. There are other possible similarity measures that can be used instead, but this simple measure was found to be efficient and suitable for XCS rules since the absence of an attribute value in both rules does not indicate a similarity but the existence does.
By calculating the similarity measure between all the rules, the similarity matrix is formed and passed to the QT-Clust algorithm to generate the possible clusters accordingly. The QT-Clust algorithm can be summarized as follows:
Input: the similarity matrix (SM) for all the rules. It assigns high score to similar rules which have considerable amount of similar attribute values, and low similarity value to others.
Do maxLC=empty
For i=1 to no of rules in SM Open a new temporary cluster TCi containing Rulei. Find all the rules in the SM that can join the cluster by maintaining its diameter.
If size(TCi)>maxLC then maxLC= TCi End for Add maxLC to the final clusters set. The rules within maxLC are removed from the SM so that they are not allowed to join another cluster.
Until all the rules are clustered (i.e., the SM is empty) Output: the final group of clusters.
One of the issues that affect the quality of the generated clusters is choosing the value of σ as it could change the number and size of clusters. Increasing the value of σ will not reduce the accuracy of the clusters since no unrelated rule will be forced to join a cluster. Whereas decreasing this value could ignore some differences between rules which could affect the clusters accuracy. Further discussion on the effect of σ is illustrated in the next section.
Rule Discovery

Figure 2: An Overview of the Rules' Characteristics
The aim of clustering the rules is to extract an explicit knowledge that identifies potential meaningful relationships between attributes in similar rules. Each cluster represents a conjoint patterns describing a part of the domain problem and revealing some evidence about complicated relations between its interior attributes. These discovered patterns could highlight an implicit, previously unknown knowledge about the domain problem. However, a domain expert should be involved to sustain the benefits from these patterns and guide a future search for another.
Two levels of output are formed from each rule cluster generated from the previous stage. Each level represents an abstraction, generalization, and certainty level as shown in Figure 2 . First, in order to recast the implicit knowledge within LCS rules into a first level of explicit knowledge, an Aggregate Average Rule (AAR) of all the attribute values of all rules for each cluster is computed. The set of computed aggregate average rules are combined to form the predictor ruleset that can describe the original dataset. Table 2 is an example of a cluster of 10 rules (R1-R10), where each rule has 15 attributes in the proposed binary encoding scheme. Having clustered these rules into one group indicates the existence of sufficient internal similarity between their attributes values, which drives the computation of the aggregate average rule of all the attribute values of the rules in this cluster so as to reveal the main characteristics of this cluster in the following computed aggregate average rule: And hence, this rule represents the first level of transforming the rules in the cluster into its general abstract implicit knowledge. Furthermore, some patterns in Table 2 have overlapped (or definite occurrence) within all the rules in the same cluster. For example, A7 has a value of "1" for all the ten rules in the same cluster to suggest that this attribute's value is a definite pattern within this cluster. In opposition to this patter is the value of A6 which exists in most but not in all the rules of this cluster; and therefore; it is considered as an indefinite pattern. In order to reveal a high level of abstract general knowledge, the concept of the Aggregated Definite Rule (ADR) has been defined to represent the definite patterns that describe a common agreement on all attribute-value ranges to reveal the highly general characteristics for a given cluster. In this example, the aggregate definite patterns are: These aggregate definite patterns represent a generic, abstract, explicit type of knowledge which may be said to be in-line with "saying less and less about more and more" [34] . The quality of these patterns is mainly controlled by the similarity measure σ as increasing the value of σ will increase the certainty of the patterns (see figure 3 ) since highly similar rules are grouped in clusters. On the other hand, decreasing the similarity level between clustered rules will widen the search area and enhance the discovery of more general patterns with lower level of certainty. Certainly, aggregate definite rules should be extracted within the clusters if sufficient number of participated rules exists.
Evaluation
This section evaluates the proposed compaction approach over a well known medical dataset, namely the Wisconsin breast cancer dataset (WBC) [35] . This evaluation starts by applying XCS over the WBC. Two selection schemes within XCS are tested in our experiments: roulette wheel and tournament selection. This is an extension to an ongoing investigation to compare between the two selection schemes [36] . Then, the results achieved from applying the rule-driven approach over the generated rulesets are presented. Two strategies are used to analyse these results: accuracy and representative validation.
WBC Dataset
The Wisconsin breast cancer dataset (WBC) is a dataset that contains 683 cases of two actions; malignant (34.5%) and benign (65.5%). Every case has nine integer attributes associated with the diagnosis. Also, each attribute ranges between 1 and 10. Table 3 [21] shows an example of the results of XCS prediction accuracy over the WBC dataset. It is clear that the result of 96.4±2.5 (the average accuracy and standard deviation) compared to other learning algorithms illustrates the efficiency and ability of XCS to tackle real complex problems. 
Results
In XCS, the following parameters were used in this paper after [16] where: β=0.2, ε0=1, ν=5, θGA=48, χ=0.8, µ=0.04, m0=2, r0=4 and N=6400. Also, the tenfold crossvalidation procedure [37] was performed for ten runs in which the data is divided into ten folds, each run nine of them are used as training data and the tenth fold is used for testing. Table 4 shows the accuracy performance and the population size for XCS using both selection schemes averaged over 10 runs. This result agrees with Kharbat et al. [36] that addressed the superiority of roulette wheel selection in terms of the size of its generated solution. The basic input for the clustering algorithm is the similarity matrix (SM) which is calculated based on the selected similarity measure (i.e., Jaccord measure). Figure 3 below illustrates an example for the SM for one of the XCS populations. Both axes represent the rules and a cross position (x,y) represents the similarity between rule x and rule y. Therefore, the SM is square symmetric matrix (i.e., (x,y)=(y,x)) in which its diagonal represents the similarity for each rule with itself (in the WBC case =100%). To clarify the clusters graphically we sign the similarity if it is greater than σ (in this case it was assumed to be 60%) and is blanked otherwise.
Figure 3: Graphical Representation for the Similarities between the Rules in a Cluster
Our goal is to discover the patterns present in the rules by grouping similar rules maintaining the unique ones that could describe rare conditions or special cases. Table 5 and 6 show the maximum and mean size of clusters for each action (diagnosis) with both tournament and roulette wheel selection with different values for σ tested. The QT-Clust algorithm has the ability to maintain both clusters size: large and very small ones, and this has been observed from the size of the clusters that ranged from 0.11% up to more than 60% of the original rules'. Therefore, the algorithm is not biased towards generating large clusters, but towards forming accurate ones which is an essential requirement behind the selection of this clustering algorithm as discussed above.
As expected, decreasing the required similarity between rules enlarges the size of clusters which could result in over populating them and loosing some of the unique and descriptive patterns. However, if σ was high, similar rules could be kept separated into different clusters. The latter situation will not only require an extra effort from the expert to check and re-join these rules, but may also show several rules hiding the interesting patterns into a loaded number of usual rules. Thus, this reaffirms the significance of choosing the appropriate value for σ. If more than one rule are grouped within a cluster, then they should have sufficient similarity which may strongly imply that there exists some common patterns within the same cluster. This can be clear from Figure 4 that demonstrates the rules within one of the clusters graphically. Since the rules are converted into binary representation, their attributes values can be 0 or 1. It is clear that there are sufficient similarities between the 23 rules within the cluster which allow us to calculate the central average value for each attribute to capture the relevant attributes values and therefore extract a predictor rule that can represent this cluster. In this cluster, as an example, the central average value for each attribute of the 23 rules is shown in Figure 5 . In other words, each cluster produces a central average predictor that represents the common features in it. All average predictors from clusters are combined to form the compacted solution. 6  11  16  21  26  31  36  41  46  51  56  61  66  71  76  81  86   Attributes   value   R1  R2  R3  R4  R5  R6  R7  R8  R9  R10  R11  R12  R13  R14  R15  R16  R17  R18 attributes-values exist (equal to 1). As described in the previous section, all these attribute-values agreements form an aggregate definite rule for this cluster which is used to improve domain understanding.
As an example of the generated predictor rules and ADRs, table 7 shows simple discovered patterns for the malignant diagnosis. The potential knowledge of these examples will need an expert to be verified. However, since the WBC dataset is a public and previous known, the extracted and discovered patterns are known to be correct and useful. 
Analysis of Results
In order to evaluate the use of the QT-Clust algorithm to extract representative patterns and high quality predictor rules, two validation methods will take place. First, the validity of the generated predictor rules is measured by reference to the original facts [38] . That is, generated aggregate predictor rules are matched to the original WBC dataset and then compute the classification accuracy. Within this work, this method is to be called the "accuracy validity". The second evaluation method is to measure the degree that the generated predictors and ADRs represent their clusters. This is done also by applying the cases that match the rules in a cluster to its generated predictor and ADR rules and calculate the percentage of their matches. This method is to be called the "representative validity".
Accuracy validity
"Accuracy validity" aims to calculate the accuracy of the generated predictors (which are the aggregate averaged rules (AAR) from the generated clusters) when they are matched against the original dataset WBC. Although matching the whole dataset is not the aim of the proposed approach, this validation method will assess the extent to which the predictor rules are able to describe the original dataset. Tables 6-10 show the results of the proposed approach with different values of σ for both roulette wheel and tournament selection schemes. Each table describes the number of predictor rules for the 10 experiment sets generated from XCS. In addition, the tables include the accuracy of the clusters which is calculated as a ratio from the original rule set accuracy over the WBC dataset. Finally, the percentage of the extracted aggregate definite rules (ADR) from the compacted rules size is displayed to illustrate the amount of sufficient agreement within clusters.
Tournament and roulette wheel selection did not differ significantly in terms of number of predictor rules in Tables 8 and 9 (when σ=60), whereas there is statistically significant different in the other two cases among Tables 10-13 (σ =75 and σ =90) since the two-tailed probability is 0.02 and 0.05 respectively, which is lower or equal than alpha (i.e., 0.05). This result suggests that roulette wheel selection may be better selection mechanism in generating more compacted explanatory solution to the problem space. One of the main features of the data in the real world is its noise and uncertainty [39] , and hence the WBC is not likely to be an exception. Therefore, generating an accurate compacted solution that covers every data element in a dataset is unexpected. This approach does not tend to extract a compacted solution that covers the entire dataset, but to describe the domain problem within this data trying to ignore the noisy parts. Figure 6 shows a comparison between roulette wheel and tournament selection in terms of the accuracy, the size of the generated compacted solution, and number of extracted aggregate definite rules (ADRs). Increasing σ in both schemes improves the accuracy and increases the size of the compacted solution. This is predictable since with high σ the similarity between the rules in the same cluster is very high; and therefore, the number of clusters will increase as well which will keep the opportunity for the clusters to cover the unique or noisy elements in the data. By decreasing σ, some of the rules that cover the noisy data in the original dataset will join other rules to form a common one that describe a domain situation. 
Representative Validity
Using this approach, we aim to assess the extent to which each AAR and ADR rule represent the cluster they belong to. In particular, this measures the ratio of the number of the matched facts by the original rules in a cluster to the number of matched facts by the AAR and ADR from the same cluster. This estimation is done as well to evaluate the ADR rule extracted from the cluster to estimate its representation level, which will allow assessing the level of knowledge within extracted patterns. Figure 7 present an illustration of this evaluation. The output of this evaluation technique is the percent of how much the predictor rule covers the facts that are covered by the entire cluster. This evaluation is performed as well for the aggregate definite rule (ADR). The predictor rule can be considered as a representative rule if it matches most of the facts that the rules within the cluster match. Table 14 shows the average percentage of the representation level for predictor rules and the ADRs extracted from clusters using different σ for both selection schemes. For example, when σ=60 the predictor rules match 86.1% of the cases that the original rules within the cluster do. This value seems to be reasonable taking into consideration that many facts are matched by more than one rule. Moreover, from Table 14 the level of representation of the ADRs is considerably high which indicates their ability to describe common patterns that describe the problem space sufficiently. 
Data vs. Rule driven compaction approaches
As mentioned before, many approaches have been attempted to develop sufficient compaction algorithms based on the original dataset to extract minimal ruleset that covers the original data and eliminate all the other discovered rules. Wilson's and Dixon's algorithms are two examples of such. This section compares between the datadriven approaches (DDA) and the rule-driven approach proposed in this research (RDA) in terms of: the size of the compacted solution, its accuracy, and generality. The comparison is carried out using three problems: (1) the well known multiplexer problem in which there exists a maximally general non-overlapping 1 solution, although overlapped rules could be found; (2) the count one problem where the solution with overlapped rules is its nature; and (3) the WBC problem as a real-problem in which its solution is expected to have overlapping non-maximally general since there is no wellknown solution.
The multiplexer problem
The multiplexer problem is a well known binary function which is defined for binary strings of length l = k + 2k under which the first k bits index into the remaining 2k bits, returning the value of the indexed bit. A correct classification results in a payoff of 1000, otherwise 0. The final population within the multiplexer problem depends on the selection scheme being used while training, for example, when the roulette wheel selection is used then the result will be a maximally general accurate solution with minimal number (or none) overlapped classifiers. Whereas if tournament selection is used, then the generated solution will contain the maximally general accurate solution with both types of classifiers: overlapped and non-overlapped. Non-overlapped classifiers have higher numerosity, experience and fitness than the overlapped rules (for further details see [36] ). Since Wilson's algorithm sorts the rules within the population by their numerosity, experience or fitness [3] , the non-overlapped rules will be at the top of the sorted population. This leads the non-overlapped solution to cover the original dataset at first which lead overlapped classifiers been deleted in both selection schemes as shown in Table 15 . In this case, the difference between DDA and RDA is clear in the case of tournament population where the overlapping rules exist. The clustering approach has been able to discover the patterns that characterize the common features and differences between rules which include both overlapped and non-overlapped rules. This discovery does not depend on the data coverage as in the DDA where rules are captured only if they cover new data elements that were not covered by previous rules. Therefore, DDA have the ability to discover the maximally general accurate rules and ignore any other unique patterns found within the population.
The count one problem
This is another binary task which is defined for a binary string l using k relative bits [18] . If the number of ones in the k relative bits is greater than k/2, then the classification should be 1 else it should be 0. The 1000/0 reward scheme is used. Only the overlapped solution is available for such problem in both roulette wheel and tournament selection. Table 16 shows the average size of the XCS generated population and the compacted solution produced by DDA and RDA for this problem with l=20 and k=7, where the maximally general solution should contain 68 rule. It is clear that there is a difference between both strategies in terms of the size of the final rules. In fact, Puig and Mansilla [40] noted that Wilson's algorithm has the ability to generate more compacted ruleset, however, it seems that it is missing some rules in some of the generated populations. The main question hence is: if there are different extracted compacted solutions, which one has the best quality? To answer this question the specificity (which is defined as the number of non-# bits) of the compacted solution is analysed. The specificity issue illustrates the ability of each algorithm to produce the required solution with high quality rules. The Count one problem experiment is done using l=20 and k=7 in which the maximally general rule should have only four specific bits and the rest of the 16 bit should be #. Table 17 and 18 reveal that Wilson's and Dixon's Algorithms produce more specific solution than the clustering approach. There is a statistically significant difference between the specificity of the clustering approach solution and Wilson and Dixon algorithms in Table 17 and 18. This indicates that the data-driven approaches are not recognizing the maximally general rules and therefore some important patterns are ignored and replaced by others with fewer implications. 
The WBC
Before discussing the results of the compaction algorithms over the WBC dataset, some observations of the data-driven approaches are to be highlighted. First, rules added to the final compacted solution should enhance its accuracy to the better; which implicitly assign certain effect for each rule in the solution; and therefore, deleting any of them will reduce the accuracy of the final solution. Second, the accuracy of the compacted final solution is a calculation based on the prediction array calculations. This means that if the rules are separated by their action, some of the cases will not be matched by any of the existing rules or they will be matched by more than one rule with different actions.
There are differences between the two compaction schemes in terms of the accuracy and the size of the generated solution. The DDA (i.e., Wilson and Dixon et al.) succeed in reducing the size of the population keeping its accuracy as high as possible (90% in Wilson's Algorithm and 98% in Dixon et al). And, the RDA (using the proposed approach) has larger compacted solution and less accuracy than its predecessor (i.e., 87%). To highlight the reason behind this, the final generated rules from the DDA approach are analysed where some serious observations are noted and discussed. Firstly, there exist some rules with very low experience (values between zero and five), high prediction error or/and low payoff prediction which indicate that these weak rules are in use. Based on this observation these weak rules affect the accuracy. And, if they were eliminated, then the accuracy will fall accordingly. Actually, the performance drop to 70% after eliminating the weak rules from Wilson's final compacted solution. In the proposed rule-based approach, these weak rules are deleted in the first stage to ensure that weak noisy rules will not influence the produced clusters.
Second, Table 19 shows the average generality of the rules (which is defined as the average of the intervals' width) within the final compacted solution for both data and rule driven approaches. The difference between the clustering approach and Wilson's algorithm is significant. This indicates that Wilson's algorithm generates an over-fitted solution that may only have a great concern to cover the existing data and ignore more general descriptive patterns that were learned by the system. However, in Dixon et al. algorithm the generated solution has almost the same level of generality as the proposed approach. In summary, using clustering to extract and discover interesting patterns reveals its efficiency and superiority over data driven approaches from many perspectives. That is, the ability to discover most of the existing patterns in the available rules and to extract the most general descriptive blocks to be a supporting base for the specialists. No weak or suspicious rules are allowed to be part of this discovery; and therefore, the quality of these patterns is almost guaranteed. Although the CPU-time is not a current issue in the discussion, the time needed in the clustering is much less than that of Wilson's algorithm and competitive with Dixon et al.'s algorithm.
Conclusion
Because of the large number of generated rules by XCS, and the complexity of their relations, it is essential to develop an efficient algorithm that increases the level of rules readability, interpretation, and organization of the underlying knowledge held in the generated ruleset. Previous attempts suffer from serious deficiency in terms of data dependency, poor performance, and/or dimensionality challenge. In this paper, we have proposed and implemented modelling the ruleset via clustering. One of the quality-based clustering algorithms (QT-Clust) is utilised to correspond to hidden patterns, search for the natural groups of rules, and represent their concepts.
A three-stage approach has been designed and implemented exclusively as a postprocess of XCS to extract a subset of organized and representative knowledge rules that highlight some interesting patterns and describe the problem space. The first stage consists of preparing the rules and their representation; reduce the noise by eliminating the weak rules from the input rules, and covert the interval representation into a binary one.
Having prepared the ruleset to match the required format, the QT-Clust algorithm is applied, in the second stage of the proposed approach, where the ruleset is clustered by convening the most related rules into separated groups. Using this algorithm has strengthened the proposed rule-driven compaction approach since it does not require the number of clusters as a pre-input, and guarantees the quality of the generated clusters. The proposed approach has shown encouraging results in terms of its ability to generate an organized representative subset of rules and to extract useful descriptive patterns in the last stage. The two rule-types extracted from each cluster, AAR and ADR, capture the natural structure of the original ruleset which improve the knowledge and understanding of the domain and can be utilised in describing and predicting the diagnosis for new/previous cases.
Furthermore, the newly proposed approach has been compared to main data-driven compaction approaches in which the former has proved its ability to highlight many potentially interesting rules that describe the problem space efficiently. The results reveal that data-driven approaches could suffer from over-fitting the data in which rules with low experience or high prediction error are used, in addition to some discovered patterns been ignored. Moreover, the final produced compacted rules in the data-driven approaches still depend on the prediction array calculation which allows some of the over-general/specific to remain within the final solution. These insufficiencies are absent in the rule driven approach, but, the quality of the rules still depends on the similarity value that is determined by the specialist or imperially.
Finally, this newly proposed and implemented approach needs further validation to assess the quality of the generated rules compared to the data-driven approach, where the research team is currently carrying on with the involvement of a breast cancer domain specialist. Moreover, a fair comparison between the previous data-driven approaches and the rule-driven ones is essential to clarify the real potential in both of them in terms of their performance; ability to extract hidden patterns, and the extent to which theses can enhance knowledge discovery let alone reaffirming existing knowledge.
