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Abstract Metalearning attracted considerable interest in the machine learn-
ing community in the last years. Yet, some disagreement remains on what does
or what does not constitute a metalearning problem and in which contexts the
term is used in. This survey aims at giving an all-encompassing overview of
the research directions pursued under the umbrella of metalearning, reconcil-
ing different definitions given in scientific literature, listing the choices involved
when designing a metalearning system and identifying some of the future re-
search challenges in this domain.
Keywords Metalearning ∙ Metaknowledge extraction ∙ Life-long learning
1 Introduction
The term metalearning first occurred in the area of educational psychology.
One of the most cited researchers in this field, John Biggs, described met-
alearning as being aware of and taking control of one’s own learning [6]. Hence,
metalearning is viewed as an understanding and adaptation of learning itself
on a higher level than merely acquiring subject knowledge. In that way, a
person aware and capable of metalearning is able to assess his or her learning
approach and adjust it according to the requirements of a specific task.
Metalearning as used in a machine learning context has many similarities
to this description. Subject knowledge translates into base-learning, where
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experience is accumulated for one specific learning task. Metalearning starts
at a higher level and is concerned with accumulating experience over several
applications of a learning system according to [9].
In the last 20 years, machine learning research was faced with an increasing
number of available algorithms including a multitude of parametrisation, pre-
processing and postprocessing approaches as well as a substantially extended
range of applications due to increasing computing power and wider availabil-
ity of computer-readable data sets. By promoting a better understanding of
machine learning itself, metalearning can provide an invaluable help avoiding
extensive trial and error procedures for algorithm selection, and brute force
searches for suitable parametrisation. Looking at how to profit from past ex-
perience of a predictive model on certain tasks can enhance the performance
of a learning algorithm and allow to better understand what makes a given
algorithm perform well on a given problem.
The idea of metalearning is not new, one of the first and seminal contri-
butions having been provided by [53]. However, the literal term only started
appearing in machine learning literature in the 1990s, yet still many publi-
cations deal with problems related to metalearning without using the actual
word. This contribution tries to grasp every point of view metalearning has
been investigated from, citing books, research and review papers of the last
decade. We hope this survey will provide a useful resource for the data mining
and machine learning community.
The remainder of this paper is organized as follows. In Section 2 we re-
view definitions of metalearning given in scientific literature, focusing on com-
mon themes occurring in all of them. Section 3 describes different notions of
metalearning, linking them to the definitions given in Section 2. In Section
4 practical considerations arising when designing a metalearning system are
discussed, while open research directions are listed in Section 5.
2 Definition
In the 1990s, the term metalearning started to appear in machine learning re-
search, although the concept itself dates back to the mid-1970s [53]. A number
of definitions of metalearning have been given, the following list cites the main
review papers and books from the last decade:
1. Metalearning studies how learning systems can increase in efficiency
through experience; the goal is to understand how learning itself can
become flexible according to the domain or task under study. ([65])
2. The primary goal of metalearning is the understanding of the inter-
action between the mechanism of learning and the concrete contexts
in which that mechanism is applicable. ([25])
3. Metalearning is the study of principled methods that exploit meta-
knowledge to obtain efficient models and solutions by adapting ma-
chine learning and data mining processes. ([9])
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4. Metalearning monitors the automatic learning process itself, in the
context of the learning problems it encounters, and tries to adapt
its behaviour to perform better. ([62])
Learning systems that adapt and improve by experience are a key concept
of definitions 1, 3 and 4. This in itself however does not suffice as a descrip-
tion, as it basically applies to all machine learning algorithms. Metalearning
becomes metalearning by looking at different problems, domains, tasks or con-
texts or simply past experience. This aspect is inherent in all of the definitions,
although somewhat disguised in definition 3 using the term metaknowledge in-
stead. Metaknowledge as described by the authors stands for knowledge to
be exploited from past learning tasks, which may both mean past learning
tasks on the same data or using data of another problem domain. Definition
2 differs in emphasising a better comprehension of the interaction between
domains and learning mechanisms, which does not necessarily imply the goal
of improved learning systems, but the pursuit of a better understanding of for
which tasks individual learners succeed or fail.
Rephrasing, the common ground the above definitions share, we propose
to define a metalearning system as follows:
Definition 1
1. A metalearning system must include a learning subsystem, which adapts
with experience.
2. Experience is gained by exploiting metaknowledge extracted
(a) . . . in a previous learning episode on a single dataset, and/or
(b) . . . from different domains or problems.
Furthermore, a concept often used in metalearning is that of a bias, which, in
this context, refers to a set of assumptions influencing the choice of hypotheses
for explaining the data. [9] distinguishes declarative bias specifying the rep-
resentation of the space of hypotheses (for example representing hypotheses
using neural networks only) and procedural bias, which affects the ordering of
the hypotheses (for example preferring hypothesis with smaller runtime). The
bias in base-learning according to this theory is fixed, whereas metalearning
tries to choose the right bias dynamically.
3 Notions of Metalearning
Metalearning can be employed in a variety of settings, with a certain disagree-
ment in literature about what exactly constitutes a metalearning problem.
Different notions will be presented in this section while keeping an eye on
the question if they can be called metalearning approaches according to Def-
inition 1. Figure 1 groups general machine and metalearning approaches in
relation to Definition 1. Each of the three circles presents a cornerstone of the
definition (1: adapt with experience, 2a: meta-knowledge on same data set, 2b:
meta-knowledge from different domains), the approaches are arranged into the
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circles and their overlapping sections depending on which parts of the defini-
tion applies to them. As an example, ensemble methods do generally work
with experience gained with the same data set (definition 2a) and adapt with
experience (definition 1), however, the only approach potentially applying all
three parts of the definition is algorithm selection, which appears where all
three circles overlap.
Fig. 1 Notions of metalearning vs. components of a metalearning system
3.1 Ensemble methods and combinations of base-learners
Model combination is often used when several applicable algorithms for a
problem are available. Instead of selecting a single algorithm for a problem, the
risk of choosing the wrong one can be reduced by combining all or a subset of
the available outcomes. In machine learning, advanced model combination can
be facilitated by ensemble learning according to [17] and [69], which comprises
strategies for training and combining outputs of a number of machine learning
algorithms. One often used approach of this type is resampling, leading to
a number of ensemble generation techniques. Two very popular resampling-
based ensemble building methods are:
– Bagging introduced in [12], which denotes repeated random sampling with
replacement to produce a dataset of the same size as the original training
set. The dataset is subsequently used for training of a base model and the
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collection of models obtained in this way forms an ensemble with indi-
vidual models’ decisions combined typically using voting (in classification
problems) or averaging (in regression problems).
– Boosting proposed in [21], which manipulates the probability with which
samples are drawn from the original training data, to sequentially train
classifiers focusing on the ‘difficult’ parts of the training set. Hence each
consecutive ensemble member focuses on the training examples that can-
not be successfully handled by the ensemble developed up to that point.
The ensemble is usually built until a specified number of ensemble mem-
bers is generated (although other stopping criteria are possible) and their
decisions are combined using a weighted voting mechanism. Although the
ensemble members can be ‘weak’ learners (i.e. models only slightly better
than chance), this property must hold in the context of an increasingly
difficult resampled dataset. As a result at some stage the ‘weak’ learner
may in fact need to be quite complex and powerful.
The above approaches exploit variation in the data and are referred to as met-
alearning methods in [9] and [62]. Bagging however does not satisfy point 2
of Definition 1, as consecutive random samples from the original dataset are
independent from each other, so there is no experience from previous learn-
ing episodes involved. In the case of boosting however, the ensemble is built
sequentially and it is the performance of previous ensemble members (i.e. ex-
perience gained while trying to solve the problem) that influences the sampling
process.
More often, the following two approaches are considered as metalearning
techniques:
– Stacked generalisation (or stacking) as introduced in [68], where a number
of base learners is trained on the same dataset. Their outputs are subse-
quently being used for a higher level learning problem, building a model
linking the outcomes of the base learners to the target value. The meta-
model then produces the final target outcome.
– Cascade generalisation [23], which works sequentially. When building a
model, the output of the first base learner is appended to the original
feature set and passed on to the next learner with the original target values.
This process can then be repeated.
Although in these cases the information about base-learning is drawn in the
sense of point 2a of Definition 1, these algorithms are limited to a single
problem domain with a bias that is fixed a priori, so that they, using the
definition above, do not undoubtedly qualify as metalearning methods.
3.2 Algorithm recommendation
A considerable amount of metalearning research has been devoted to the area
of algorithm recommendation. In this special case of metalearning, the aspect
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of interest is the relationship between data characteristics1 and algorithm per-
formance, with the final goal of predicting an algorithm or a set of algorithms
suitable for a specific problem under study. As a motivation, the fact that it
is infeasible to examine all possible alternatives of algorithms in a trial and
error procedure is often given along with the experts necessary if pre-selection
of algorithms is to take place. This application of metalearning can thus be
both useful for providing a recommendation to an end-user or automatically
selecting or weighting algorithms that are most promising.
[62] points out another aspect: it is not only the algorithms themselves, but
different parameter settings that will naturally let performance of the same
algorithm vary on different datasets. It would be possible to regard versions of
the same algorithm with different parameter settings as different learning algo-
rithms altogether, but the author advocates treating the subject and studying
its effects differently. Such an approach has for example been taken in [26] and
[41], where the authors discuss a hybrid metalearning and search based tech-
nique to facilitate the choice of optimal parameter values of a Support Vector
Machine (SVM). In this approach, the candidate parameter settings recom-
mended by a metalearning algorithm are used a starting point for further
optimization using Tabu Search or Particle Swarm Optimization techniques,
with great success. [51] investigate increasing the accuracy and decreasing
runtime of a genetic algorithm for selecting learning parameters for a Support
Vector Machine and a Random Forests classifier. Based on past experience on
other datasets and corresponding dataset characteristics, metalearning is used
to select a promising initial population for the genetic algorithm, reducing the
number of iterations needed to find accurate solutions.
An interesting treatment of the above problem can also be found in [31],
where the authors propose to take into account not only the expected per-
formance of the algorithm but also its estimated training time. In this way
the algorithms can be ordered according to the estimated training complexity,
which allows to produce relatively well-performing models very quickly and
then look for better solutions, while the ones already trained are producing
predictions. These ideas are further extended in [30], where some modifications
of the complexity measures used are introduced.
The classic application area of algorithm selection in machine learning
is classification. [56] however tries to generalise the concepts to other areas
including regression, sorting, constraint satisfaction and optimisation. Met-
alearning for algorithm selection has also been investigated in the area of time
series forecasting, where the term was first used in [48]. A comprehensive and
recent treatment of the subject can be found in [66] and [37], where time series
are clustered according to their characteristics and recommendation rules or
combination weights derived with machine learning algorithms. In the area
of data mining, algorithm recommendation was identified as an important
1 In a more advanced form it is the relationship between data and algorithm characteris-
tics, and algorithm performance.
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research issue at the 2001 KDD conference and the 2006 KDD workshops
according to [9].
Several systems for algorithm recommendation have been implemented.
Following a previous successful European commission funded project, a project
named ‘meta-learning assistant for providing user support in machine learning
and data mining’ (METAL) [40], investigated model selection and combina-
tion approaches. A tool resulting from this project is the data mining advisor
(DMA), a web-based system providing rankings of classification algorithms
for users as described in [24], which however is no longer accessible. The last
updates on the METAL project webpage date back to 2004/2005, and the
webpage is currently offline. There is however another project focussing on
preprocessing for data mining with a metalearning approach, called Mining-
Mart [43]. Although the software tool is still available for download2, its most
recent version is dated October 2006.
3.3 Dynamic bias selection
In classic algorithm recommendation, the bias depends on the available learn-
ing algorithm chosen and is not modified dynamically. Dynamic bias selection
is often mentioned in relation to a continuous flow of training examples (data
streams), where metalearning algorithms can be used for bias management
and detecting concept drifts, as argued in [9]. In their metalearning review,
[65] cite [13] as the only example of dynamic bias selection apart from a few
projects before 1992. In this contribution, a rule-based system which includes
quality information about each rule, influencing the prediction process is used.
The quality of a rule is updated continuously, which makes selection of the bias
dynamic.
Very fast decision trees (VFDT) according to [18] dynamically adjust their
biases with new incoming examples, with bias in this case referring to splitting
tests in the tree nodes.
Another work qualifying as dynamic bias selection is the Learnt Topology
Gating Artificial Neural Networks (LTGANN) by [32]. In this contribution,
neural networks are used for three different purposes: as base learners, as
‘local experts’ predicting the performance of one assigned base learner and
as gating networks. The gating networks are used to discover relationships
between different network topologies and their performance, influencing the
topology of new networks added to the system.
3.4 Inductive transfer
A different flavour of metalearning runs under the name of ‘inductive transfer’,
or ‘learning to learn’. The emphasis here is not on investigating a preferably
extensive set of problems as in algorithm selection; it is mostly used for a
2 http://www-ai.cs.uni-dortmund.de/MMWEB/downloads
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smaller selection of multiple related learning tasks. However, in the spirit of
metalearning, knowledge from one problem domain is transferred across other
domains or tasks. A learning mechanism thus accumulates experience that
is supposed to improve performance through time. This notion puts a bigger
focus on aspect 2 of Definition 1. Although aspect 1 still applies, most research
in inductive transfer looks at a single learning mechanism and not a whole
learning system.
[9] distinguish two main forms of knowledge transfer using the example of
neural networks. One is representational transfer, where training of the base
learner is carried out sequentially. Functional transfer refers to training sev-
eral neural networks in parallel while sharing all or a part of their internal
structure. A special case of functional transfer is multitask learning, where a
neural network uses output nodes to accommodate for more than one task.
[20] discusses inductive transfer in kernel methods using the example of Sup-
port Vector Machines and regularisation networks. Single-task kernel learning
algorithms are extended to multi-task learning by forcing all hypotheses to
share a common component along with the problem-specific deviations. Ker-
nel learning from a different perspective is presented in [2]: a suitable kernel
matrix for a linear Hebbian classifier is learnt with improving a basic kernel by
learning chains of kernel transforms. Based on the results on an initial problem
set, the kernel can then be applied to related problems.
In a special issue on metalearning, [54] present several contributions in the
field of inductive transfer. [70] approaches the subject from a Bayesian per-
spective, using a framework including latent variables for modelling a shared
structure among different learning scenarios. [55] uses a neural network with
extra contextual inputs for different tasks. The task hence shifts to finding a
single learner for the domains, only distinguished (‘indexed’) by the additional
inputs.
In a recent survey article [46], inductive transfer is presented as a special
case of a wider category of ‘transfer learning’, alongside transductive and unsu-
pervised transfer learning. Transfer learning has been defined as a mechanism
‘which aims to help improve the learning of the target predictive function in
a new domain, using the knowledge gained in other domains’. Although this
does not strictly adhere to Definition 1, the authors discuss relevant research
issues of (1) what knowledge to transfer, (2) how to transfer it, and (3) in
which situations to transfer the knowledge. This last point seems especially
interesting as it can be equally well cast as in which situations not to transfer
the knowledge, since it may happen that the source and destination domains
are not related. In such a case the performance of the new model rather than
benefiting, could suffer from the knowledge transfer (so called ‘negative trans-
fer’) [46].
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3.5 Metalearning systems
The major usual steps of a modelling process consist of data analysis, data
preprocessing, model building and a phase of interpretation and evaluation.
Rather than applying metalearning in only a part of this process, latest re-
search started taking a more holistic view by investigating metalearning frame-
works and architectures.
While not yet mentioned in the seminal review of [65], [9] give an overview
of (semi-)automatic metalearning systems for data mining, only two of which
target more than one aspect of the knowledge discovery process: Project CIT-
RUS according to [67] seems to have been discontinued after a few publications
in 1996 and 1997, however, it did target the complete modelling process. A bit
more recently, [5] propose the Intelligent Discovery Assistant (IDA), providing
a template for ontology-driven assistants for knowledge discovery dealing with
preprocessing, model building and post-processing. A realization of this idea
has been materialized within the e-LICO project3, which investigated the con-
cept of ‘meta-mining’ – ontology and metaknowledge driven recommendation
of data mining workflows as proposed in [44] and evaluated in [45]. A somewhat
related term, ‘domain-driven data mining’, also gained some recognition in the
last years. The idea promotes a ubiquitous intelligence to be incorporated into
the data mining process from a more methodological point of view, increasing
reusability and understanding of algorithms. An overview of research done in
this area and a discussion of future challenges and issues can be found in [16].
For continuous streams of data and the example of softsensors in pro-
cess industry, [33] develop an architecture promoting life-long learning, where
base-learners and pre- and post-processing methods can be plugged in and
dynamically combined. A metalearning component optimises the system with
regard to a global performance function. [31] describe the implementation of
an extensive metalearning architecture in detail, dealing with aspects like al-
gorithm selection and parameter tuning, with the latter topic also addressed
in [42] for automatic tuning of parameters of decision trees.
METALA is an agent-based architecture with a metalearning component,
which has been implemented as a J2EE based framework with details given
in [29]. It supports an arbitrary number of algorithms, which are managed
by agents. Using metalearning on statistical and information-theoretic task
properties, the best algorithm is dynamically selected, if the pool of algorithms
and tasks is updated.
A distinct concept of lazy metalearning has been extensively studied in
[8]. The motivation for this work is the apparent lack of automation in model
creation, which leads to bottlenecks in the models lifecycle and scalability
(two other attempts at automation of model development methodology can
also be found in [14] and [15]). The main premise in lazy metalearning is that
there is access to a large library of both local and global, pre-computed mod-
els together with their meta-information, which are perceived as commodity
3 http://www.e-lico.eu/
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and which have been enabled by the recent expansion of cloud computing and
crowdsourcing. The idea is to build dynamic on-demand ensembles using the
models from the library as the building blocks, rather than optimizing and tun-
ing of pre-computed models [8]. Since exhaustive enumeration of all possible
combinations of models in a library would be intractable, a multi-step selection
process based on metaknowledge, query information and correlation of errors of
the ensemble members is employed. According to [8], a multi-criteria decision
making process is followed in order to (1) create the model by pre-selecting the
initial building blocks for the assembly and compiling their meta-information,
which is an off-line phase, and (2) perform dynamic model assembly, where the
best subset of models for a given query is selected on-line, i.e. during runtime.
The process is also able to determine the weights of the ensemble models in
the fusion schema, based on their local performance around the query. Some
other recent approaches to development of metalearning frameworks can be
found in [39] for the problem of electricity load forecasting, [1] for financial
fraud detection or [61] for bankruptcy prediction.
4 Considerations for using metalearning
Before applying metalearning to any problem, certain practical choices have
to be made. This includes the choice of a metalearning algorithm, which can
even constitute a meta-metalearning problem itself. Selection of appropriate
metaknowledge and the problem of setting up and maintaining metadatabases
have to be tackled, research efforts of which will be summarised in this section.
4.1 Prerequisites
As also elaborated on in [9], metalearning can not be seen as a magic cure to
machine learning problems for a variety of reasons. First of all, the extracted
metafeatures need to be representative of their problem domain, otherwise, an
algorithm will fail to identify similar domains. On the same note, if a problem
has not been seen before, metalearning will be unable to exploit past knowledge
to improve prediction performance. Performance estimation may be unreliable
because of the natural limitations of estimating the true performance of the
dataset. Different metafeatures might be applicable to each dataset. These is-
sues emphasise the importance of being critical when designing a metalearning
system.
4.2 Metalearning algorithms
[62] gives a survey on efforts to describe properties of algorithms. The au-
thor distinguishes qualitative properties (for example type of data that can be
handled, learning strategy, incrementality) and quantitative properties (bias-
variance profile, runtime properties like scalability and resilience). In an effort
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to find an implementation and vendor-independent method for representing
machine learning models, the XML-based standard PMML has been devel-
oped and gained some recognition in the last years. A detailed description of
PMML can be found in [27].
The choice of a metalearning algorithm naturally depends on the prob-
lem and the task to be solved. Generally, traditional classification algorithms
are very successful in metalearning algorithm selection and can include meta-
decision trees [60], neural networks, Support Vector Machines or any other
classification algorithms, with the k -Nearest Neighbours being another pop-
ular choice [9]. Applying regression algorithms is less popular, even smaller
is the number of available algorithms to learn rankings. One of the simplest
ranking method involves dividing the problem space using clustering of avail-
able datasets according to a distance measure (usually k -Nearest Neighbour)
of the metafeatures and using average performance ranks of the cluster into
which a new problem falls [11]. [10] also look at the magnitude and significance
of the differences in performance. The NOEMON approach introduced by [35]
builds classifiers for each pair of base forecasting methods with a ranking be-
ing generated using the classifiers’ outputs. [58] build decision trees using the
positions in a ranking as target values.
4.3 Extracting metaknowledge
According to [9], metaknowledge is derived in the course of employing a learn-
ing system. A very common form of metaknowledge is the performance of
algorithms in certain problem domains, which is to be linked with charac-
teristics of the task. Several possibilities for characterising a problem domain
exist.
The most straightforward form of metaknowledge extracted from the data
include statistical or information-theoretic features. For classification prob-
lems, [9] mention the number of classes and features, ratio of examples to fea-
tures, degree of correlation between features and target concept and average
class entropy. For other application areas, features can look completely differ-
ent, as for example summarised in [38] for the area of time series forecasting,
where features can include, for example, length, seasonality, autocorrelation,
standard deviation and trends of the series.
[64] propose measures for the difficulty of a classification problem that can
be used as an input for metalearning. They include class variation, denoting the
probability that, by means of a distance measure, any two neighbouring data
records have a different class value and example cohesiveness, measuring the
density of the example distribution in the training set. In a similar approach,
[36] also suggest comparing observations with each other and extract ‘case
base properties’, which assess the quality of a dataset using measures such as
redundancy, for example induced by data records that are exactly the same, or
incoherency, which, for example occurs if data records have the same features
but different class labels.
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Alternatively to looking at the data only, information of individual algo-
rithms and how they solved the problem can be considered, for example their
predicted confidence intervals. This can be achieved by using a model that is
fast to build and train and investigating its properties. In this spirit, [4] sug-
gest building a decision tree for a classification problem and using properties
of the tree such as nodes per feature, tree depth or shape to characterise it.
Another approach is landmarking as proposed in [47], using the performance
of simple algorithms to describe a problem and correlating this information
with the performance of more advanced learning algorithms. A list of land-
marking algorithms can be found in [62]. Landmarking algorithms can also be
run on only a small sample of the data available, reducing the training time
required. Performance information of different algorithms and learning curves
generated when more data is added to the training set can then be used to
select an algorithm according to [22].
Empirical evaluation of different categories of metafeatures in the con-
text of their suitability for predicting classification accuracies of a number
of standard classifiers can be found in [52]. The authors distinguish 5 such
categories of features i.e. simple, statistical, information-theoretic, landmark-
ing and model-based, which corresponds to the general categorization evident
from the literature.
As with any learning problem, metalearning is subject to the ‘curse of
dimensionality’ [7] and other issues, which can traditionally be solved by se-
lecting a subset of relevant features. Although to the best of our knowledge,
in the context of metalearning this issue has only been addressed in relatively
few publications (e.g. [59,34,52]), we assume that the reason for this is quite
simple – meta-feature selection does not differ from feature selection at the
base-level, and the machine learning literature is very rich in this regard (a
comprehensive review of various feature selection techniques can be found in
[28]).
4.4 Metadatabases
As metalearning profits from knowledge obtained while looking at data from
other problem domains, having sufficient datasets at one’s disposal is impor-
tant. [57] propose transforming existing datasets (‘datasetoids’) to obtain a
larger number of them and show success of the approach on a metalearn-
ing post-processing problem. [62] states that there is no lack of experiments
being done, but datasets and information obtained often remain in ‘people’s
heads and labs’. He proposes a framework to export experiments to specifically
designed experiment databases based on an ontology for experimentation in
machine learning. The resulting database can then, for example, give informa-
tion on rankings of learning algorithms, the behaviour of ensemble methods,
learning curve analyses and the bias-variance behaviour of algorithms. One ex-
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ample of such database can be The Open Experiment Database4. An analysis
of this database together with a critical review can be found in [19].
An alternative approach to the problem of scarcity metadatabases has been
presented in [50], where the authors describe a dataset generator able to pro-
duce synthetic datasets with specified values of some metafeatures (like kur-
tosis and skewness). Although the proposed generator appears to be at a very
early stage of development, the idea is definitely very promising, also from
the point of view of performing controlled experiments on datasets with spec-
ified properties. Similarly to feature selection, synthetic data generation has
received a considerable attention in the recent generic machine learning and
data mining literature, especially in the context of data streams and concept
drift (please see [3] and references therein).
5 Conclusions and Research challenges
Research in the area of metalearning is continuing in several directions. One
area is the identification of metafeatures. As mentioned before, the vast ma-
jority of publications investigates extracting features from the dataset, mostly
in the form of statistical or information theoretic measures. Landmarking is
a different approach using simple base learning algorithms and their perfor-
mance to describe the dataset at hand. However, [9] argue that characteristics
of learning algorithms and gaining a better understanding of their behaviour
would be a valuable research avenue with very few publications, for example
[63], that exist in this area to date.
A lot of publications on metalearning focus on selecting the base-learning
method that is most likely to perform well for a specific problem. Fewer pub-
lications like [11] and [49] consider ranking algorithms, which can be used
to guide combination weights and to increase robustness of a metalearning
system.
Regarding adaptivity and continuous monitoring, many approaches go fur-
ther than the static traditional metalearning approaches, for example by using
architectures that support life-long learning such as in [33]. However, research
in this area can still go a long way further investigating continuous adjust-
ment, rebuilding or discarding of base-learners with the help of metalearning
approaches.
Users of predictive systems are faced with a difficult choice of an ever in-
creasing number of models and techniques. Metalearning can help to reduce the
amount of experimentation by providing dynamic advice in form of assistants,
decrease the time that has to be spent on introducing, tuning and maintaining
models and help to promote machine learning outside of an academic environ-
ment. In this context, architectures and frameworks using metalearning have
been named in Section 3.2. However, many of these are work in progress, no
longer maintained or tackle only one of the aspects in a modelling process, so
this area would benefit from further research and implementations as well.
4 http://expdb.cs.kuleuven.be/
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