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ABSTRACT
We derive a family of linear inference algorithms that generalize
existing graph-based label propagation algorithms by allowing them
to propagate generalized assumptions about “attraction” or “com-
patibility” between classes of neighboring nodes (in particular those
that involve heterophily between nodes where “opposites attract”).
We thus call this formulation Semi-Supervised Learning with Het-
erophily (SSLH) and show how it generalizes and improves upon
a recently proposed approach called Linearized Belief Propagation
(LinBP). Importantly, our framework allows us to reduce the prob-
lem of estimating the relative compatibility between nodes from
partially labeled graph to a simple optimization problem. The result
is a very fast algorithm that – despite its simplicity – is surprisingly
effective: we can classify unlabeled nodes within the same graph
in the same time as LinBP but with a superior accuracy and despite
our algorithm not knowing the relative compatibilities beforehand.
1. INTRODUCTION
An important problem in graph data management is node label-
ing (also called node classification). In a widely applicable sce-
nario, we are given a graph with only part of the nodes labeled
and where we assume that the (potentially weighted) edges reflect
the strength of coupling between their end points. Given this input
alone, Semi-Supervised Learning (SSL) methods attempt to infer
the labels of the unlabeled data as closely as possible (fig. 2a).
Existing SSL methods commonly assume “smoothness” of la-
bels over the graph, i.e. a certain homophily or assortative mixing
property in the network that results in “birds of a feather flock to-
gether.” For example, it is well-known that people with similar
political affiliations are more likely to be linked or following each
other in social networks.
However, the reverse is often true in actual data and is also called
heterophily (“opposites attract”). For example, in English, nouns
often follow adjectives, but seldom follow other nouns. A set of
predators might form a function group in a biological food web,
not because they eat each other, but because they eat similar prey
(thus they “link” to similar nodes but not to each other) [6, 22]. In
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Figure 1: (a,b): Networks are formed based on relative affinities between
the classes of nodes (here represented by their color). (c,d): The problem
we are studying in this paper: We are given a partially labeled graph (i.e.
the adjacency matrix W and a few classes of nodes) but we we do not know
the relative affinities between classes. How can we efficiently (1) learn the
relative affinities and (2) then predict the labels for the unlabeled nodes?
online auction settings, fraudsters are more likely linked to accom-
plices than amongst themselves [27]. Even some social networks
have disassortative structure where pairs of nodes are more likely
to be connected if they are from different classes (e.g., female and
male members on dating websites). We are interested in these sce-
narios and even more general attractions among classes. For ex-
ample, assume a social dating network with three different kinds of
classes amongst its users. Class 1 prefers to date users of class 2
(and v.v.), whereas users of class 3 prefer to date among themselves
(see fig. 1a).1 We call these relations simply heterophily relations,
as they naturally generalize notions of similarity/dissimilarity and
assortative or disassortative mixing.2
In this paper, we show how a range of widely used SSL meth-
ods (e.g., those based on Local and Global Consistency (LGC) [42]
or Harmonic Function methods (HF) [44]) can be generalized in
a natural way to propagate heterophily from labeled to unlabeled
data. We also show how we can learn the affinities between classes
of neighbors from partially labeled data with a computationally re-
markably simple framework.
Our first contribution relies on a simple but remarkable insight
on the modulation properties of row-sum-constant matrices that are
familiar from Markov chains: 3 Linearly transforming (or “modu-
1Notice that we imply undirected, i.e. symmetric relationships throughout this paper.
2In the physics community, homophily or assortative mixing is also referred to as
“ferromagnetism,” while heterophily or disassortative mixing is referred to as “antifer-
romagnetism.”
3A Markov process is described by a state transition matrix T where Ti, j = P[X (t+1)=
i |X (t)= j] is the probability to end up in state i if starting at j in the previous step.
In that formalism, T is column stochastic and the column-wise sums are equal to 1:
∑i Ti, j = 1 [5].
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(c) Modulation properties of row-stochastic matrices H.
Figure 2: (a) In graph-based Semi-Supervised Learning (SSL), we infer a
labeling function f for all n nodes based on given labels x for n` < n nodes
and the known graph structure W plus some “smoothness assumption” (also
called “homophily,” i.e. close nodes should have similar labels). (b) Our
generalization allows arbitrary assumptions of relative coupling strengths
between classes of neighboring nodes (e.g., “opposites attract”). (c) We
express such arbitrary couplings with the help of a simple linear transfor-
mation by a symmetric and doubly stochastic compatibility matrix H. This
paper shows not only (1) how to infer the missing labels from existing ones
by using H, but also (2) how to also learn the compatibility matrix H.
lating”) a stochastic row vector x (which can represent the inferred
label distribution of a node) with a row-stochastic matrix H results
in a vector f that is still stochastic (f = xH). This property also
holds in more general form: modulating a vector with row-sum s
with a row-stochastic matrix leads to another vector with row-sum s
(see fig. 2c). This property even holds when H and x have zero row-
sums, i.e. when they are centered around 0. Thus, having influences
from different neighbors, these influences can be superposed and
still lead to a vectors centered around 0 (see appendix A for a more
general discussion). This simple observation allows us to express
a node’s label distribution as a linear function of the label distri-
butions of its neighbors and, furthermore, to express arbitrary simi-
larity or dissimilarity relationships between neighboring nodes. We
call the matrix H interchangeably potential or compatibility (mod-
ulation, affinity, coupling, heterophily) matrix, as it captures the
pair-wise preference or coupling strengths between nodes and their
classes in a network. This, in turn, allows us to derive a natural
generalization of several well-known semi-supervised learning ap-
proaches by generalizing the commonly used regularization terms
to situations with heterophily. We thus call our first contribution
Semi-Supervised Learning with Heterophily (SSL-H).
The second problem is how to learn the affinities or compatibil-
ities between labels from partially labeled data. Our second key
contribution is more technical, and in the end a computationally
simple way to learn the compatibility matrix H. Here, we draw an
interesting connection to the Locally Linear Embedding (LLE) [29]
framework. While the problems in LLE and our setup are different
(LLE tries to find an optimal linear embedding across neighbors
to reduce the dimensionality of the data; we find an optimal “het-
erophily explanation” between the classes of neighbors in a net-
work), the mathematical formalism is similar. The resulting linear
equations lead to a well-behaved optimization framework that can
be solved very quickly with standard optimizers. Our second con-
tribution is thus a family of algorithms for Heterophily Estimation.
Together, LHE and SSL-H allow us to both (1) learn heterophily
and to (2) infer the labels of unlabeled data (see fig. 2b).
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Figure 3: (a): Our derived methods can considerably improve on the ac-
curacy of existing methods, e.g., here 0.98 for “SSLH” instead of 0.89 for
prior work “LinBP” for a graph with 10k nodes with only 80 labeled nodes.
Our methods can even work better if the compatibility between nodes is
not given, e.g., here still 0.96. (b): This additional step of estimating het-
erophily is extremely fast. Our most accurate method “DHE” learns the
compatibility matrix on a graph with 5M edges in just 2 seconds.
Contributions. The two main contributions are thus:
1. Semi-Supervised Learning with Heterophily (SSL-H): We gen-
eralize semi-supervised learning to general heterophily as-
sumptions. The commonly used smoothness assumption is
the important special case with the identify matrix as affinity
matrix. The resulting framework can still be expressed by
efficient matrix multiplications and implemented on top of
existing linear algebra packages.
2. Linear Heterophily Estimation: We show how heterophily
can be learned from existing partially labeled data even at
the presence of few labels. This resolves the issue that the
propagation matrix would otherwise have to be supplied by
domain experts. The resulting framework is a simple convex
optimization framework which can be solved with standard
off-the-shelf solvers.
Significance of contributions. The resulting speed of our ap-
proach is significant fig. 3. We learn heterophily from graphs with
millions of edges in less than 1min by using a standard optimizer
in Python run on a single CPU. This is in stark contrast to common
parameter estimation frameworks that rely on log-likelihood esti-
mations and variants of expectation maximization which become
computationally expensive for large datasets (e.g., a recent paper
at KDD [22] develops a method that scales to graphs with maximal
thousands of nodes). In order to achieve these speeds, our approach
makes heavy use of linear algebra. Linear algebra is the key tech-
nical tool in machine learning that allows algorithms to scale, very
similar to relational algebra in databases, and there are future paths
to further increase the speed. For example, our results are achieved
without yet basic optimization (we have not yet used gradient de-
scent [15]). Even without that, and to the best of our knowledge,
this is the first approach that can determine the relative compati-
bility (that are related to potentials in undirected graphical models)
for graphs with millions of edges in 2 sec and with high accuracy
on a single CPU hardware.
Outline. Section 2 gives extensive background on related work
and lays the ground for our contributions. Section 3 derives an en-
ergy minimization framework that is requires for our later contribu-
tions. Section 4 shows how to generalize semi-supervised learning
to heterophily. Section 5 shows how to learn heterophily from par-
tially labeled data. Section 6 shows our first experiments before
section 7 concludes.
2
Update equation Closed form Energy function
bi
na
ry
HF [44] f← x+ S¯Wrowf f = (I− S¯Wrow)−1x E(f) = fᵀLf s.t. f` = x`
LNP [38] f← α¯x+αWrowf f = α¯(I−αWrow)−1x E(f) = ||f−x||2 +µfᵀLf
LGC [42] f← α¯x+αWredf f = α¯(I−αWred)−1x E(f) = ||f−x||2 +µfᵀLnf
RWR [26] f← α¯x+αWcolf f = α¯(I−αWcol)−1x E(f) = ||f−x||2 +µfᵀLf
FaBP [14] f← x+hWf−h2Df f = (I−hW+h2D)−1x E(f) = ||f−x−hWf+h2Df ||2
m
ul
ti-
cl
as
s
HF F← X+ S¯WrowF F = (I− S¯Wrow)−1X E(F) = ∑i, j Wi j||Fi:−F j:||2 s.t. F` = X`
LNP [38] F← α¯X+αWrowF F = α¯(I−αWrow)−1X E(F) = ||F−X||2 + µ2 ∑i, j Wi j||Fi:−F j:||2
LGC F← α¯X+αWredF F = α¯(I−αWred)−1X E(F) = ||F−X||2 + µ2 ∑i, j Wi j|| Fi√Dii −
F j√
D j j
||2
MRW [16] F← α¯U+αWcolF F = α¯(I−αWcol)−1X E(F) = ||F−X||2 + µ2 ∑i, j Wi j||Fi:−F j:||2
RNC [19] F← X+ S¯Z−1WF not known not known
LinBP [9] F← X+WFH−DFH2 vec(F)= (I−H⊗W+H2⊗D)−1vec(X) E(F) = ||F−X−WFH+DFH2 ||2
Figure 4: Comparison of several SSL methods for inferring the labels of unlabeled nodes. HF: harmonic function method [44], LNP: linear neighborhood
propagation [38], LGC: local and global consistency method [42], RWR: random walks with restarts [26], MRW: MultiRankWalk [16], RNC: relational
neighbor classifier [19], FaBP: fast belief propagation [14], LinBP: linearized belief propagation [9]. Underlined terms for FaBP and LinBP are optional “echo
cancellation” (EC) terms; their highlighted energy functions are derived in section 3, and allow us later in section 5 to complement fast inference with similarly
scalable learning of the compatibility matrix from partially labeled graphs.
2. FORMAL SETUP AND RELATED WORK
This section defines essential concepts while reviewing and com-
paring important related work on semi-supervised learning (sec-
tion 2.1), random walks with restarts (section 2.2), belief propaga-
tion (section 2.3), and locally linear embedding (section 2.4). Since
a main contributions of this paper is a generalization of various
prior approaches, this section is longer than usual. For the same
reason, we also use a unified notation that emphasizes similarities
between different methods.
General notations. We make extensive use of matrix notation.
We write both vectors (x) and matrices (X) in bold. We use row-
wise (Xi:), column-wise (X: j), and element-wise (Xi j) indexing of
matrices. For example, Xi: is the i-th row vector of X (and therefore
bold), whereas Xi j is a single number (and therefore not bold).
2.1 Semi-Supervised Learning (SSL)
In graph-based Semi-Supervised Learning (SSL), we are given
a graph of n nodes among which n` nodes are labeled with a cat-
egorical class label from L = {1, . . . ,k}. WLOG all labeled nodes
have indices i ≤ n`. The goal is to predict the class labels of the
unlabeled nodes (i.e. for n`+ 1 ≤ i ≤ n) given the graph and var-
ious assumptions of “smoothness” between labels of neighboring
nodes. Our following description of SSL combines the expositions
and notations of several works [4, 17, 35, 40, 43, 45] in view of
our later contribution. For the sake of consistency, our notation and
formalism may at times differ from those used in original works.
Let G = (V,E) be the graph with n = |V |, m = |E|, and real
edge weights given by w : E → R. The weight w(e) of an edge e
indicates the similarity of the incident nodes and a missing edge
corresponds to zero similarity. The symmetric weighted adjacency
matrix (or weight matrix) W ∈ Rn×n is defined by Wi j , w(e) if
e = (i, j) ∈ E, and 0 otherwise.4 For the remainder of this paper,
we assume that all edges have the same weight w(e) = 1. The
diagonal degree matrix is defined as D , diag(D11, . . . ,Dnn) with
Dii , ∑ j Wi j . Throughout this paper, we assume a graph without
any isolated vertices (thus D can be inverted). This is reasonable
since we intend to infer labels of a node based on its neighbors,
which becomes vacuous for an isolated node without neighbors.
4Notice that |W|= 2m since each undirected edge corresponds to two elements in W.
Most binary SSL algorithms (e.g., [38, 42, 44]) specify the ex-
isting labels by a vector x = [x1, . . . ,xn]ᵀ with xi ∈ L = {+1,−1}
for i ≤ n` and xi = 0 for n`+ 1 ≤ i ≤ n. Then a real-valued label-
ing function assigns a value fi with 1 ≤ i ≤ n to each data point
i, based on which the final classification is performed as sign( fi),
with n`+1≤ i≤ n. In various algorithms, the values for the labeled
nodes are either “hard-clamped” to the given ground labels and are
never allowed to change, or “soft-clamped” and are thus allowed to
differ from the given labels.5
The various SSL methods then differ in how they compute fi for
each node i and commonly justify their formalism from a “regular-
ization framework”, i.e. by motivating a different energy function
(also varyingly called penalty, loss, or cost function) and proving
that the derived labeling function f is the solution to the objective
of minimizing the energy function. The energy function commonly
consists of two terms: (i) a fit term to existing labels, e.g. ( fi− xi)2
where xi denotes the given label and fi the learned label, and (ii) a
smoothness or regularization term, e.g. ( fi− f j)2. The motivation
is that if two points 1 and 2 are close (in a high-density region),
then so should be the corresponding labels f1 and f2.
SSL methods are also sometimes called transductive classifica-
tion [40]. In transductive inference, we reason from observed train-
ing cases directly to test cases in contrast to inductive inference,
where we first infer general rules from training cases, and only
then apply them to new test cases. This can be seen in that we
are learning a labeling function that only applies to the given un-
labeled nodes, and not a more general function. This distinction is
important as transductive inference is generally seen as weaker (it
only needs to predict labels for the supplied unlabeled nodes), but
in turn, gives better predictions (it can focus on only the unlabeled
nodes and not a more general labeling function).
We focus in the following on four influential methods: The first
three (HF, LNP, LGC) were originally used for binary classification
and are widely used in machine learning; the forth (RNC) was from
the start targeted for mult-class classification and is more widely
known in the data mining community.
1) Harmonic Functions (HF). The HF method [44] fixes the
values of labeled nodes to their given ground labels and minimizes
5The notion “clamping” (hard and soft clamping) is used, e.g. in [23, Sec. 19] and by
Scikit-learn [31]. An alternative notion is “soft label assignment”[13, 35].
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the following energy function for the unlabeled nodes:
E(f) =
1
2∑i, j
Wi j( fi− f j)2
We can ensure hard-clamping by setting f` = x` where x` stands
for the rows of x that correspond to the subset of indices of labeled
nodes. We can then write the energy function in vector notation as
E(f) =
n
∑
i=1
f 2i
n
∑
j=1
Wi j−
n
∑
i, j=1
Wi j fi f j = fᵀ(D−W)f = fᵀLf (1)
with the unnormalized graph Laplacian: L, D−W.
The solution can be calculated iteratively by evaluating, for each
unlabeled node, the new value as weighted average value of its
neighbors (this is also called the “harmonic property”):
fi←
∑nj=1 Wi j f j
Dii
These updates can also be written by defining the row-stochastic
adjacency matrix Wrow , D−1W (thus ∑ j W rowi j = 1), and S as the
diagonal seed label indicator matrix with Sii = 1 if 1≤ i≤ n`, and
0 otherwise (i.e. S identifies the labeled nodes in the graph). Fur-
ther define the diagonal identity matrix I, diag(1, . . .1), where the
dimensions are inferred from the context, and let S¯ , I− S (i.e.
the diagonal identity matrix with ones present only for unlabeled
nodes). Noticing that Sx = x, we can write:
f← x+ S¯Wrowf
The closed-form is then: f = (I− S¯Wrow)−1x.
2) Linear Neighborhood Propagation (LNP). The LNP method
[38] is a label propagation method with one key difference to HF:
The values for labeled nodes are soft-clamped and are thus allowed
to differ from the given labels. In the iterative formulation, a node
absorbs a fraction α (0 < α < 1) of label information from its
neighbors, and retains α¯ , 1−α of its initial state:
f← α¯x+αWrowf
In the first iteration, f0 = x on the right side. The closed form
solution is then: f = α¯(In−αWrow)−1x
Alternatively, LNP can be derived from a regularization frame-
work by using the energy function:
E(f) =
n
∑
i=1
( fi− xi)2 + µ2 ∑i, j
Wi j( fi− f j)2
This can be written in vector notation as:
E(f) = ||f−x||2F +µfᵀLf
where || · ||F stands for the Frobenius norm of a vector or matrix
(i.e. the square root of the sum of the squares of its elements). The
update equation can then be recovered by substituting α = µ2+µ .
3) Local and Global Consistency (LGC). The LGC method [42]
is similar to LNP in that given labels of nodes are soft-clamped. It
is different to both above methods in that the labels are normalized
by the square root of the degree fi/
√
Dii when computing the sim-
ilarity. The intended effect is that in graphs with highly varying
degrees among nodes, the influence of high degrees is reduced.
The energy function for this method is given by:
E(f) =
n
∑
i=1
( fi− xi)2 + µ2
n
∑
i, j=1
Wi j
( fi√
Dii
− f j√
D j j
)2
The regularizer can be written more compactly as:
1
2
n
∑
i, j=1
Wi j
( fi√
Dii
− f j√
D j j
)2
= fᵀD−
1
2 (D−W)D− 12 f = fᵀLnf
with Ln ,D− 12 LD− 12 = In− D− 12 WD− 12 standing for the normal-
ized graph Laplacian. By defining the reduced adjacency matrix
Wred , D− 12 WD− 12 = In−Ln, the update equation becomes:
f← α¯x+αWredf
and closed form: f = α¯(In−αWred)−1x.
Observations. The above three SSL algorithms show basically
three ways of normalizing the adjacency matrix W. The various
normalizations represent different ways to help regularize the con-
nection between closely-connected segments in a graph. Depend-
ing on assumptions of a particular graph problem, different regular-
izations may be advantageous (for example, to reduce the influence
of nodes with high degrees). The three SSL algorithms can be for-
mulated as (or are closely related) to the following energy function:
E(f) = (f−x)ᵀS(f−x)+ fᵀRf (2)
where R ∈ Rn×n is the regularization matrix and S is a diagonal
seed label indicator matrix with Sii = s`> 0 for 1≤ i≤ n`, and Sii =
su ≥ 0 for n`+1≤ i≤ n, where s` and su are two parameters [40].
The solution of eq. (2) can be shown to be
f = (S+R)−1Sx
For example, in HF the Laplacian matrix L is used for R. And
s` = ∞, su = 0. That is, fi is hard-clamped and must be strictly
equal to xi for 1 ≤ i ≤ n`, while there is no constraints on fi for
n`+ 1 ≤ i ≤ n. For LGC, the normalized Laplacian matrix Ln is
adopted for R and 0 < s` = su < ∞. Here su = s` arises from the
label propagation process defined, and it has the effect of keeping
fi of unlabeled i within a reasonable range.
Multi-class classification. It is easy to extend existing label
propagation algorithms to multi-class classification problems [38]
by assigning a vector to each node, where each entry represents the
belief of a node in a particular labeling class. Each of the classes is
propagated separately and, at convergence, we adopt a “one-versus-
all” approach. Suppose there are k classes, and the label set is
L = {1,2, . . . ,k}. Let M be a set of n× k matrices with nonneg-
ative real-valued entries. Any matrix F ∈M corresponds to a spe-
cific classification on X that labels node i as argmaxc≤kFic. Thus, F
can be viewed as a n× k-dimensional label matrix or, equivalently,
as a function that assign labels for each node. The initial labels are
given by an indicator matrix X∈Rn×k: each row i≤ n` is described
by Xi: with Xic = 1 if node i is labeled with class c and Xic = 0 oth-
erwise. For each unlabeled node (i> n`), Xic = 0, for (1≤ j ≤ k).
Initially, we set F0 = X. After convergence, the matrix F contains
fitted label distributions (without necessarily probabilistic interpre-
tation) with Fic giving the “belief” by which node i believes in label
c. Figure 4 shows the required changes to the energy function, up-
date equations and closed-form solutions for HF, LNP, LGP, and
RNC respectively (we will discuss FaBP and LinBP separately).
Notice that labels for different classes do not interact with each
other. In other words, they do not influence each other, and these
models cannot model heterophily.
4
Modeling dissimilarity and relation to this work. Few papers
have looked into ways to adapt the existing SSL frameworks to han-
dle both similarity and dissimilarity. It is easy to see that simply
encoding dissimilarity with negative edge weight is not appropriate
as the energy function can become unbounded [43]. [10] defines a
different graph energy function for dissimilarity edges. In partic-
ular, if i and j are dissimilar, one minimizes Wi j( fi + f j)2. Note
the essential difference to similarity edges is the plus sign instead
of minus sign, and Wi j stays non-negative. This forces fi and f j to
have different signs and similar absolute values so they cancel each
other out (the trivial solution of zeros is avoided by other similar-
ity edges). The resulting energy function is still convex and can be
easily solved using linear algebra. Similarly, [37] adopts a differ-
ent objective function as minimizing a ratio, which is solved by a
semidefinite program. Notice that both of these methods are limited
to expressing binary dependencies between nodes (e.g., more sim-
ilar or more dissimilar) and there is no obvious way to generalize
these approaches to handle arbitrary heterophily. Even less clear
is how the relative strengths of similarity and dissimilarity can be
learned from existing data. This paper addresses these points.
2.2 Random walks with Restarts (RWR)
Similar to other semi-supervised learning methods, random walk-
based methods make the assumption that the graph is homophilous,
i.e. that instances belonging to the same class tend to link to each
other or have higher edge weight between them [16]. In general,
given a graph G = (V,E), random walk algorithms return as out-
put a ranking vector f that results from iterating following equation
until convergence:
f← α¯u+αWcolf (3)
where u is a normalized teleportation vector with |u| = |V | and
||u||1 = 1. Other than for u, the formulation is equivalent to LNP
[38] (see section 2.1) and the ranking vector f can be solved for
analogously. Notice that above eq. (3) can be interpreted as the
probability of a random walk on G arriving at node i, with telepor-
tation probability α¯ at every step to a node with distribution u [16].
Variants of this formulation are used by PageRank [25], Person-
alized PageRank [11, 7], Topic-sensitive PageRank [12], Random
Walks with Restarts [26], and MultiRankWalk [16] which runs k
random walks in parallel (one for each class c).
We now give a formulation of MultiRankWalk [16] that was not
stated before, and from which it will become clear later that it and
other forms of rand walks are a special form of the framework de-
veloped in section 4: (1) For each class c ∈ [k]: (a) set ui ← 1 if
node i is labeled c, (b) normalize u s.t. ||u||1 = 1. (2) Let U be the
n× k matrix with column i equal ui. (3) Then iterate until conver-
gence:
F← α¯U+αWcolFIk
(4) After convergence, label each node i with the class c with max-
imum value: c = argmax j Fi j .
Finally, notice that spectral clustering methods (e.g., spectral
clustering by [24] and “normalized cuts” [34]) also have direct ran-
dom walk interpretations. However, those methods are unsuper-
vised and thus do not use any labeled data.
2.3 Belief Propagation (BP)
Belief Propagation. Another widely used method for semi-
supervised reasoning in networked data is Belief Propagation (BP)
[33] that has its origin in approximate probabilistic inference in
undirected graphical models. Similar to the other SSL methods,
BP helps to propagate the information from a few labeled nodes
throughout the network by iteratively propagating information be-
tween neighboring nodes. In contrast to all prior methods, BP can
also handle the case of heterophily, i.e. multiple classes influencing
each other. However, BP has not closed-form, has no simple linear
algebra formulation with matrix multiplication, and, importantly,
for graphs with loops, BP has well-known convergence problems
and despite a lot of work on convergence of BP (see e.g., [8, 21])
exact criteria for convergence are not known [23, Sec. 22]. There-
fore, practical use of BP is still non-trivial (see [33] for a detailed
discussion from a practitioner’s point of view).
By using the symbol for the Hadamard product6 and using m ji
for the k-dimensional message that node j sends to node i, we can
write the BP update equations [23, 39] for the belief vector of each
node as:
fi← Z−1i xi
⊙
j∈N(i)
m ji (BP) (4)
Here, we write Zi for a normalizer that makes the elements of fi
sum up to 1. In parallel, each node sends messages to each of its
neighbors:
mi j←H
(
xi
⊙
v∈N(i)\ j
mvi
)
(BP) (5)
where Hcd is a proportional “coupling weight” (or “modulation”)
that indicates the relative influence of class c of a node on class
d of its neighbor. Thus, the outgoing messages are computed by
multiplying together all incoming messages at a node (except the
one sent by the recipient) and then passing through the H edge
“potential.” In view of our notation in this paper, we refer to this
transformation by the edge potential as “modulation.”
Parameter learning. The exact representation of probability
distributions in graphical models, while very expressive from the
modeling point of view, is statistically and computationally pro-
hibitive. Typically learning of the potentials in a graphical model
is done via maximum likelihood (ML) estimation i.e. finding the
set of parameters that maximize the log-likelihood of the data, and
iterative expectation-maximization (EM) methods [17, 32]. While
in many cases these methods work well in practice, they often re-
quire careful initialization and problem-specific heuristics to yield
good results. An additional challenge with our setup is that we es-
timate the parameters and the remaining labels on the same data
set. For example, Sen and Getoor [32] consider a scenario in which
they first learn a classifier on a fully labeled training data, and then
apply the learned classifier to a separate partially labeled data set.
Our goal with this paper is to formulate the parameter estimation
problem using efficient linear algebra calculations. We will later
be able to cast the resulting estimation problem as a simple convex
optimization problem while preserving full modeling power, thus
providing a novel and very scalable approach to parameter estima-
tion. For this, we build upon the following recent result:
Linearized Belief Propagation. [14] proposed to linearize be-
lief propagation for the case of two classes and proposed fast belief
propagation (FaBP) as a method to propagate existing knowledge
of homophily or heterophily to unlabeled data. This framework
is the result of a certain limit consideration of BP and allows to
specify a “homophily factor” h (h > 0 for homophily or h < 0 for
heterophily) and to then use this algorithm with exact convergence
criteria for binary classification (e.g., yes/no or male/female).
Recent follow-up work [9] derived a generalized solution for
the multi-class case and called it “Linearized Belief Propagation”
6The Hadamard product (also called component-wise multiplication operator), is de-
fined by: Z = XY⇔ Z(i, j) = X(i, j) ·Y (i, j).
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(LinBP). That work observed that the original update equations of
BP can be reasonably approximated by linearized equations
fi← xi + 1k · ∑j∈N(i)
m ji (LinBP) (6)
mi j←H
(
fi−1k m ji
EC
)
(LinBP) (7)
by “centering” the belief vectors x, f and the potential matrix around
1
k . A vector or matrix x is centered around c if all its entries are
close to c and their average is exactly c. If a vector x is cen-
tered around c, then the residual vector around c is defined as xˆ =
[x1− c,x2− c, . . .] and centered around 0. In other words, the vec-
tors become probability vectors and the potentials doubly stochas-
tic matrices. Subsequently, this centering allows them to rewrite BP
in terms of the residuals, and the derived messages remain centered
for any iteration (thus no normalization is necessary).
The “echo cancellation” (EC) term is a result of the condition
“v ∈ N(i) \ j” in the original BP equations and is mainly required
for correspondence between BP and LinBP. We will thus distin-
guish between two versions of LinBP: the one with and the one
without EC terms. Notice that no other linearized propagation
framework considers such a term and we will separately investi-
gate in the experiments the value of this term.
This formulation allows an iterative calculation of the final be-
liefs starting with an arbitrary initialization of F (e.g., all values
zero):
F← X+WFH−DFH2
EC
(8)
This process was shown to converge if and only if the spectral
radius ρ of a matrix is smaller than 1:
ρ
(
H⊗A−H2⊗D
EC
)
< 1 (9)
Here, ⊗ stands for the Kronecker product between two matrices.
The closed form solution was shown to be:
vec
(
Fˆ
)
=
(
Ink−H⊗W+H2⊗D
EC
)−1
vec
(
X
)
(10)
Here, the vectorization vec
( · ) of a matrix stacks its columns one
underneath the other to form a single column vector. That work
also proposed to scale the matrix as
Hε = εH (11)
in order to guarantee convergence and has shown the quality of
labeling to be widely independent of the “scaling factor” ε and
suggested a general default value of 0.5 of the value that would
lead to divergence.
Relation to this work. Our paper builds upon the work on
LinBP, yet generalizes and extends it in several ways: (i) We show
how the previously shown SSL methods together with LinBP can
be seen as particular instances in a wider design space of SSL that
notably also includes “heterophily” in addition to the commonly
used smoothness (= homophily) assumption (fig. 6). (ii) We derive
a method to learn the compatibility matrix from partially labeled
data. This avoids the reliance on domain experts. We achieve this
by deriving the loss function that is minimized by LinBP (theo-
rem 1). Importantly, our derivation leads to a simple convex op-
timization framework which allows us to deploy standard off-the-
shelf optimizers for our purpose. (iii) We show that the labeling
quality depends on the scaling factor ε and, most interestingly, the
highest labeling quality can be achieved above the exact phase tran-
sition between convergence and divergence.
2.4 Locally Linear Embedding (LLE)
Locally Linear Embedding (LLE, also sometimes referred to as
Locally Linear Reconstruction) [29] is a method to derive compact
representations of high-dimensional data by building a linear re-
lationship among neighboring points. Our treatment here is brief;
further details can be found in various sources [20, 29].
The LLE algorithm assumes the data consist of n real-valued
vectors xi, each of dimensionality k. In our notation, we write them
as entries of a n×k matrix X. LLE then reconstructs each data point
from its neighbors by constructing a locally linear combination.
Reconstruction errors are measured by the loss function
E(W) =
n
∑
i=1
||Xi:−
n
∑
j=1
W rowi j X j:||2 (12)
which adds up the squared distances between all the data points
and their reconstructions. The weights W rowi j summarize the con-
tribution of the j-th data point to the i-th reconstruction. To com-
pute the weights W rowi j , one minimizes the loss function subject to
the constraint of all rows of the weight matrix summing to one:
∑ j W rowi j = 1. The optimal weights W
row
i j are found by solving a
least-squares problem and can be computed in closed form.
In the final step of LLE, each high-dimensional observation Xi:
is mapped to a low-dimensional vector Fi: representing coordinates
on the manifold. This is done by choosing d < k-dimensional co-
ordinates Fi: to minimize the embedding loss function
E(F) =
n
∑
i=1
||Fi:−
n
∑
j=1
W rowi j F j:||2 (13)
This loss function, like the previous one, is based on locally lin-
ear reconstruction errors, but here we fix the weights W rowi j while
optimizing the coordinates Fi:.
Relation to this work. LLE is originally an unsupervised learn-
ing algorithm. We will later use a similar formulation for estimat-
ing compatibility in partially labeled data, i.e. we will estimate the
heterophily matrix H instead of the embedding Wrow from data.
3. ALTERNATIVE ENERGY FUNCTIONS
The goal in this section is to formulate the solution to the up-
date equations of LinBP [9] as the solution to an optimization prob-
lem, i.e. as an energy minimization framework. While the authors
of LinBP derived the formulation from probabilistic principles (as
approximation of the update equations of standard belief propaga-
tion), it is currently not known whether there is a simple objective
function that a solution minimizes. Knowledge of such an objective
is helpful as it allows principled extensions to the core algorithm.
We will next derive the objective function for LinBP and will use
it later in section 5 to solve the problem of parameter learning, i.e.
learning the compatibility matrix from a partially labeled graph.
THEOREM 1 (LINBP LOSS FUNCTION). The energy function
minimized by the LinBP update equations is
E(F) = ||F−X−WFH+DFH2
EC
||2 (14)
Discussion. The corresponding energy function for FaBP in
fig. 4 follows by substitution. We invite the reader to take a mo-
ment and compare the energy functions for LinBP with those of
other multi-class SSL methods in fig. 4. Notice that, except for the
EC term, the difference between the original weight matrix W and
the reduced one Wred, and the modulation by the compatibility ma-
trix H, the update equations of LinBP and LGC only differ by the
factors α and α¯ . However, the energy function has a fundamentally
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different form: LinBP has one single quadratic term, whereas LGC
(and also all other SSL methods) have more than one quadratic
term. As we will later see, the single quadratic term for LinBP will
play a crucial role when we estimate the parameters from partially
labeled data.
4. SSL WITH HETEROPHILY (SSL-H)
SSL algorithms rely on the “fundamental smoothness assump-
tion of semi-supervised learning” [4, 35, 45]: If two points 1 and
2 are close, then their respective labels f1 and f2 should be close.
To illustrate, consider the loss term fᵀRf ≥ 0 for the binary case
where R ∈ Rn×n is the regularization matrix (e.g., L in the case
of HF, recall eq. (1)). This term is also called “smoothness term”
since it measures the smoothness of f on the graph (smaller values
mean smoother f). Roughly speaking, f is smooth if fi ≈ f j for
those pairs with large Wi j . This property is sometimes informally
expressed by saying that f varies slowly over the graph, or that f
“follows the data manifold” [45].
In the presence of heterophily (i.e. nodes of the same class being
incompatible), this smoothness assumption does not hold anymore,
for obvious reasons. Quite in contrary: for example, if in a dating
network, females are more likely to connect to males, then the node
labels will show the opposite of smoothness. We next present 6
ideas that generalize SSL to “SSL with Heterophily (SSL-H):”
Idea 1: Modulated regularization. Our first idea is to “mod-
ulate” the label distribution with a stochastic heterophily matrix H
before sending it as message across an edge. We define our under-
lying assumption as follows:
DEFINITION 2 (SMOOTHNESS ASSUMPTION OF SSL-H). If
two points 1 and 2 are close, then the label vector f1 and the
modulated label vector Hf2 should be close.
Based on this assumption, we propose to replace the regularization
term in multi-class SSL with the following term:
fᵀR(Hf) (15)
Here, H can either be a [k× k]-dimensional symmetric doubly-
stochastic matrix or the residual matrix after centering around 1k
(the equivalence of both versions is formally shown in appendix A).
For example, one can generalize the approximate energy function
for multi-class Linear Neighborhood Propagation (LNP, see fig. 4,
and accordingly the update equations) to LNP with Heterophily
(LNP-H) as:
E(F)≈||F−X||2 + µ
2
n
∑
i, j=1
Wi j||Fi:−F j:H||2
Notice that the fundamental smoothness assumption of SSL corre-
sponds to the special case in SSL-H of using the identity matrix Ik
as idempotent modularizer, since Ikf = f. We call our generaliza-
tion of existing SSL algorithms “modulated regularization.”
Idea 2: Energy function. Our second idea originates from com-
paring the energy function for LinBP derived in section 3 with those
of the other multi-class methods in fig. 4. Notice that after setting
H = Ik, the update equations look similar except for relative fac-
tors α and α¯ . Yet the energy function for LinBP consists of only a
single quadratic term. We suggest to use this single quadratic term
(“|| · ||2”) for the energy function of SSL-H instead of the more
common two terms, fit term and regularization term (“∑(·)2”). The
reason for this choice are twofold: (i) some of the update equations
do not have a corresponding two term energy function (as proved
in [36]). In contrast our energy minimization is always possible;
(ii) the other reason will become apparent in section 5 where we
soft clamping hard clamping
W LinBP [9] (0,0,0) –
Wrow LNP [38] (1,0,0) HF [44] (1,0,1)
Wred LGC [42] ( 12 ,
1
2 ,0) –
Wcol MRW [16] (0,1,0) –
Figure 5: Various propagation matrices with either soft or hard clamping
and their correspondences in our continous parameter space (α,β ,γ).
estimate H from partially labeled data. It turns out that “|| · ||2” can
be evaluated considerably faster than “∑(·)2” since simple matrix
multiplication can be performed efficiently. For example,
E(F) = ||F−X−WFH||2
Idea 3: Hard clamping. Our third idea is to model clamping
by “pushing” clamping into the respective propagation matrix W∗
before performing the update equations. We refer here with W∗ to
any of the four propagation matrices from fig. 4 or fig. 5. Recall
from fig. 4 that we modeled seed labels with a diagonal seed la-
bel indicator matrix S with Sii = 1 if 1 ≤ i ≤ n`, and 0 otherwise.
Let’s now redefine this matrix as diagonal “clamping matrix” C
with Cii = 1 if i should be hard-clamped to its original value, and
let C¯ , I−C. Then (C¯W∗) is a modified propagation matrix that
has all rows corresponding to clamped nodes removed. This corre-
sponds to removing only incoming edges to clamped nodes, which
means that those nodes will remain unmodified at each iteration.
E(F) = ||F−X− (C¯W∗)FH||2
Idea 4: A continuum of propagation and clamping matrices.
Recall that Wrow,D−1W, Wcol,WD−1, and Wred,D− 12 WD− 12 .
Notice that all four matrices from fig. 5 are just special cases of a
family of propagation matrices defined by: W(α,β ) , D−αWD−β .
We then recover our four matrices as W = W(0,0), Wrow = W(1,0),
Wcol = W(0,1), and Wred = W(0.5,0.5). It is therefore natural to
investigate the performance of SSL-H on ground truth data for all
values of (α,β ). Similarly, we can also model hard and soft clamp-
ing in a continuum by defining C¯(γ) , I− γC, and 0 ≤ γ ≤ 1. We
then recover soft clamping for C¯(0) and hard clamping for C¯(1).
To see why various degree of clamping are an expressive addition
to linearized propagation, notice that hard-clamping models multi-
plicative belief propagation with deterministic a prior beliefs. For
example, an explicit belief x = (1,0,0) guarantees that the belief
stays the same throughout future iterations. This can normally not
be achieved in a linear system as a strong influence from a set of
neighbors can always overwrite an explicit belief. Yet clamping (in
various strengths) can compensate for that.7 For notational concise-
ness, we combine the parameters and write W(α,β ,γ), C¯(γ)W(α,β ).
We thus have:
E(F) = ||F−X−W(α,β ,γ)FH||2
Idea 5: Echo cancellation. Our fifth idea is to introduce the
echo cancellation (EC) term from LinBP to other variants of SSL.
This term is originally motivated based on sound probabilistic rea-
soning in the original BP update equations: a node sends a mes-
sage across an edge that excludes information received across the
same edge from the other direction (“v ∈ N(i) \ j” in eq. (5)). On
tree-based graphs, this echo cancellation is required for correctness
of exact probabilistic inference. In loopy graphs (without well-
justified semantics), this term still compensates for the message a
7Notice that one could thus further generalize clamping by considering a vector γ
with 0 ≤ γi ≤ 1 that represents the strength of clamping for each node i. Then define
C¯(γ ) , I−diag(γ )C. We do not investigate here this generalization any further.
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node t would otherwise send to itself via a neighbor s (thus the term
“echo”). Experiments suggest that sometimes this term improves
the label predictions, at other times not. We thus propose to use the
EC term as an optional parameter to tweak existing algorithms.
E(F) = ||F−X−W(α,β ,γ)FH+D∗FH2
EC
||2 (16)
Here D∗ hides a number of details and is appropriately defined as
D∗ , diag(D∗11, . . . ,D∗nn) with D∗ii , ∑ j W
(α,β ,γ)
i j W
(α,β ,γ)
ji .
Notice that this allows modifying existing algorithms in the obvi-
ous way. For example, by adding the echo cancellation term to the
standard PageRank equation eq. (17), one can diminish the mutual
PageRank increase from two directly connecting nodes:
f← α¯n 1+αWrowf−α2D∗f
EC
(17)
Idea 6: Scaling modulation. Our sixth idea is to introduce the
scaling factor ε into the update equations. As our experiments in
section 6 show, this parameter allows us to increase the accuracy
of label prediction with only few iterations and at one very well-
defined value: the boundary of convergence and divergence of the
update equations. Our intuition for this empirical observation is this
boundary condition is an optimal tradeoff between two competing
influences: (i) higher values allow information to propagate further;
and (ii) lower values prevent creating adverse coupling effects. At
the boundary, the label information can propagate far without yet
creating adverse coupling effects. We call the multiplicative factor
which exactly separates convergence from divergence, the “con-
vergence boundary” ε∗. Choosing any ε with s , εε∗ and s < 1
guarantees convergence. We call any choice of s the “convergence
parameter”.
SSLH. By putting these 6 ideas together, we now define Semi-
Supervised Learning with Heterophily (SSL-H) as follows:
DEFINITION 3 (SSL WITH HETEROPHILY (SSL-H)). Using
above introduced notations, Semi-Supervised Learning with Het-
erophily is a family of label update equations given by:
F← X+ εW(α,β ,γ)FH−ε2D∗FH2
EC
(18)
We also give sufficient and necessary convergence criteria, a
closed-form solution, and the energy function that these update
equations are minimizing.
THEOREM 4 (SSL WITH HETEROPHILY (SSL-H)).
1) Convergence: The update equations converge if and only if
ρ
(
εH⊗W(α,β ,γ)ᵀ+ε2H2⊗D∗
EC
)
< 1 (19)
2) Closed-form: If they converge, then they converge towards the
closed-form solution given by:
vec
(
F
)
=(I−εH⊗W(α,β ,γ)ᵀ+ε2H2⊗D∗
EC
)−1vec
(
X
)
(20)
3) Energy function: The closed-form minimizes the following en-
ergy function:
E(F) = ||F−X− εW(α,β ,γ)FH+ε2D∗FH2
EC
||2 (21)
Figure 6 shows how existing SSL methods can be seen as spe-
cial instances of SSL-H. Thus all these methods can be motivated
from first principles as approximations of standard BP on particu-
lar choices of graphs. This connection was previously not known.
clamping propagation compatibility energy
matrix C matrix W∗ matrix H EC function
HF [44] hard Wrow I n ∑(·)2
LNP [38] soft Wrow I no ≈ ∑(·)2
LGC [42] soft Wred I no ∑(·)2
MRW [16] soft Wcol I no −
RNC [19] soft W I no −
LinBP [9] soft W H yes/no || · ||2
SSL-H C¯(γ) W(α,β ) H yes/no || · ||2
Figure 6: Existing multi-class SSL methods are particular choices in a larger
design space for SSL-H methods.
Notice that we took one liberty in interpretation with this table:
The original formalization of RNC [18, 19] has a probabilistic in-
terpretation of the label distribution and thus required normaliza-
tion of the label distributions after each update. However, this nor-
malization prevents the formalism from having convergence guar-
antees nor a closed-form solution (compare to BP that does not have
a closed-form solution nor convergence guarantees either). We thus
suggest to use residual labels in X, to remove the normalizing step,
and to interpret the resulting label distribution in the framework of
SSL-H. Then RNC just becomes a special case of LinBP with the
heterophily matrix being the identity matrix.
From eq. (18), we can now easily generalize the harmonic func-
tions (HF) method [44] to “harmonic functions with heterophily”
(HF-H) by choosing H 6= Ik. We can also create entirely novel
variants; e.g., a soft-clamped variant for HF-H (by choosing γ = 0)
or a hard-clamped variant of LinBP (by choosing γ = 1).
Finally notice that the propagation matrix is transposed in the
closed-form (as indicated by the transpose symbol “ᵀ.”) This is
not necessary for LinBP, LGC and any other variant in which the
propagation matrix is symmetric.
5. COMPATIBILITY ESTIMATION
In this section, we focus on learning compatibility from partially
labeled data in a scalable way. The model we like to learn are the
independent parameters for the compatibility matrix H. We refer to
H as “heterophily matrix” to remind us the generalization that it al-
lows. We start from the our previously derived energy minimization
objective of SSL-H, derive our first method (LHE in section 5.1),
and then improve on this method with in terms of speed (MHE in
section 5.2) and accuracy (DHE in section 5.3).
5.1 Linear Heterophily Estimation (LHE)
We next derive “Linear Heterophily Estimation” (LHE) from our
previously derived energy minimization objective of SSL-H. We
start by drawing similarities between the energy functions for LLE
(eq. (12)), LNP (fig. 4), and LinBP without EC (eq. (14)):8
E(W)=
n
∑
i=1
||Xi:−
n
∑
j=1
W rowi j X j:||2 (LLE) (22)
E(F)≈||F−X||2 + µ
2
n
∑
i, j=1
Wi j||Fi:−F j:||2 (LNP)
E(F)= ||F−X−εW(α,β ,γ)FH||2 (SSL-H) (23)
Notice that LLE tries to learn W, whereas SSL-H and LNP try to
learn F. Also notice that by: (i) ignoring the explicit labels X (i.e.,
8In the remainder, we will ignore the optional EC term. In our experiments, we have
not identified any parameter regime where including the EC term for propagation con-
sistently outperforms alternatives without EC. However, the idea behind EC does be-
come crucial for making DHE work in section 5.4 for learning.
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ignoring the fit term in LNP and ignoring the vector in SSL-H);
(ii) the scaling factor ε; (iii) and the type of propagation matrix;
and (iv) by replacing H with the identity matrix I), the right side of
eq. (22) and eq. (23) become the same. Based on this comparison,
we propose to learn the heterophily matrix H by minimizing the
following energy function, subject to (H = Hᵀ) and (H1 = 1):
E(H) = ||X−W(α,β ,γ)XH||2 (LHE) (24)
This is justified for several reasons: (i) The difference between
E(X) and E(F) on the left sides is not relevant for learning H.
These are two different loss functions and we can focus only on
one of them; (ii) ε is a redundant parameter in this setting; (iii)
We can use the mathematical machinery developed for LLE for our
own problem setup; and (iv) This formalism explains heterophily
for both LinBP and our generalization of SSL-H. At the same time,
this formalism assures that the problem is convex with one well-
specified optimum, and thus any standard optimizer can solve it.
Unconstrained optimization. We can easily transform the con-
straint optimization problem into an unconstrained one by posing
the optimization problem simply over the k∗ , k(k−1)2 degrees of
freedom of a k× k-dimensional doubly stochastic matrix. Thus, let
h∈Rk∗ and define H as function of the k∗ entries of h. The remain-
ing matrix entries can be calculated in a straight-forward way from
symmetry and normalization conditions. For example, for a k = 3,
we have k∗ = 3 degrees of freedom. Thus, H can be reconstructed
from a 3-dimensional vector h = [h1,h2,h3]ᵀ as follows:
H(h) =
[
h1 h2 1−h1−h2
h2 h3 1−h2−h3
1−h1−h2 1−h2−h3 h1+2h2+h3−1
]
We now have an unconstrained convex optimization problem:
E(h) =||X−W(α,β ,γ)XH(h)||2 (LHE) (25)
In our experiments with standard Python optimization libraries, we
found that the latter formulation to be faster in practice.
5.2 Myopic Heterophily Estimation (MHE)
We next introduce a considerably faster method that we call “My-
opic Heterophily Estimation” (MHE). We call it “myopic” as it tries
to infer the relative frequencies between classes in the network by a
straightforward frequency calculation between neighbors, followed
by a transformation into a symmetric, doubly-stochastic matrix.
The key motivation comes by observing that the formulation of
eq. (24) requires that an iterative gradient descent algorithm evalu-
ates the multiplication with the adjacency matrix W in each itera-
tion. Our goal is to derive an objective that factors out this calcula-
tion into one calculation before the actual iteration.
Given a partially labeled n× k-matrix X with Xic = 1 if node i
has label c (recall that some nodes have no label, and thus their
corresponding row Xi: is the null vector). Then the n× k-matrix
N,WX has entries Nic representing the number of labeled neigh-
bors of node i with label c. Furthermore, the k× k-matrix M ,
XᵀN = XᵀWX has entries Mcd representing the number of nodes
with label c that are neighbors of nodes with label d. This symmet-
ric matrix represents the observed frequencies of neighbors among
the labeled nodes. Intuitively, we are trying to find a compatibility
matrix which is “similar” to M in some way. We consider three
intuitive variants of defining similarity with respect to M:
1. We make M row-stochastic by dividing each row by the sum
of each row. The vector of row-sums can be expressed in matrix
notation as M1. Thus define the “observed compatibility matrix”:
H˜ = diag(M1)−1M (Variant 1) (26)
This matrix is row-stochastic (for each class c, the entry H˜cd gives
the relative frequency of a it being connected to class d), but not
doubly-stochastic. We propose to find the symmetric, doubly stochas-
tic matrix H (i.e., it fulfills the k∗ , k(k+1)2 conditions implied by
H = Hᵀ and H1 = 1) that is closest to the observed compatibility-
matrix H˜ under the Frobenius norm as distance metric
E(H) = ||H− H˜||2 (MHE) (27)
This convex optimization problem of finding a Frobenius-norm
optimum doubly stochastic approximation to a given matrix can be
solved efficiently, for example, with an algorithm proposed in [41].
2. The other two variants use the same optimization criterium,
but first calculate different symmetric, but non-stochastic observed
compatibility matrices. The second variant uses the same normal-
ization method as LGC [42] from section 2:
H˜ = diag(M1)−
1
2 Mdiag(M1)−
1
2 (Variant 2) (28)
3. The third variant divides M by a number, s.t. the average
matrix entry is 1k . This divisor is just the sum of all entries (in
vector notation written as 1ᵀM1) divided by k:
H˜ = k(1ᵀM1)−1M (Variant 3) (29)
Notice that all three variants above have a second, deeper justi-
fication: On a fully labeled graph, each variant will learn the “cor-
rect” matrix, i.e. the matrix that best encodes the couplings between
neighbors in a graph (we will verify this in our experiments where
MHE is able to recover the compatibility matrix that was used for
generating the fully labeled graph). However, MHE only consid-
ers the subgraph induced by the labeled nodes and thus requires a
sufficient number of neighbors that are both labeled.9
5.3 Distant Heterophily Estimation (DHE)
We will introduce a method called “Distant Heterophily Estima-
tion” (DHE) which uses some kind of “smoothing” that helps to
take into account more than just the nearest neighbor. In a graph
with m edges and a small fraction f of labeled nodes, the number
of labeled neighbors may be quite small too (∼m f 2). Yet the num-
ber of “distance2-neighbors” (i.e. nodes which are connected via a
path of length 2) is higher in proportion to the average node degree
d (∼ dm f 2). Similarly for distance-`-neighbors (∼ d`−1m f 2). Can
we leverage this information to improve our estimate of H?
Notice that information that travels via a path of length ` gets
modulated ` times, i.e. via a power of the modulation matrix: H`.
We propose to use powers of the matrix H to be estimated and
compare them against an observed “length-` compatibility matrix.”
Powers of the adjacency matrix W` with entries W `i j describes
the number of paths of length ` between any nodes i and j. Sim-
ilarly to before, let N(`) , W`X and M(`) , XᵀN(`) = XᵀW`X
with entries M(`)cd representing the number of nodes of class d
that are neighbors of nodes of class c. Normalize this matrix in any
of the previous three variants to H˜(`), and then minimize following
“distance-smoothed” energy function
E(H) =
`max
∑`
=1
w`||H`− H˜(`)||2 (30)
9Recall from the comparison between inductive and transductive inference in the intro-
duction that much of the predictive power in SSL methods comes from the availability
of a large number of unlabeled data. MHE entirely ignores the graph structure given
by unlabeled data.
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Figure 7: Illustration for non-backtracking paths
where the vector W of weights is a trade-off between having more
data points for higher distances ` in proportion to d, but an attenu-
ated signal. To parameterize the weight vector, we will use a “scal-
ing factor” λ defined by w`+1 = λw`. For example, a distance-3
weight vector will then be [1,λ ,λ 2]ᵀ. We will comment on the
optimal choice of this scaling factor during the experiments.
5.4 Non-backtracking paths
In our previous approach of learning from more distant neigh-
bors, we made a slight but consistent mistake. We illustrate this
mistake with the help of fig. 7. Consider the blue node i which has
one orange neighbor j, which has two neighbors, one of which is
green node u. Then the blue node i has one distance-2 neighbor
u that is green. However, our previous approach will consider all
length-2 paths, one of which will lead back to node i. Thus, the row
entry for node i in N is N(2)i: = [1,0,1] (assuming blue, orange, and
green represent classes 1, 2, and 3, respectively). In other words,
M(2) will always overestimate the diagonal entries.
What we propose is to ignore echos and to only consider “non-
backtracking paths” in the powers of the adjacency matrix, which
we denote with a subscript EC (for “echo cancellation”). Thus, we
replace W` with W(`)EC and calculate H˜
(d)
EC from M
(`)
EC , XᵀW
(`)
ECX.
For example, W(2)EC = W
2−D (a node i with degree di has di as
the diagonal entry Wii in W). Length-3 non-backtracking paths are
already more involved: W(3)EC = W
3− (DW+WD−W). Longer
length paths can be calculated recursively as follows:
PROPOSITION 5 (NON-BACKTRACKING PATHS). Let W(`)EC be
the matrix with W (`)EC i j being the number of non-backtracking paths
of length ` from node i to j. Then W(`)EC for `≥ 3 can be calculated
from following recurrence relation:
W(`)EC = WW
(`−1)
EC − (D− I)W
(`−2)
EC
with starting values W(1)EC = W and W
(2)
EC = W
2−D.
EXAMPLE 6 (NON-BACKTRACKING PATHS). Consider H =[0.1 0.8 0.1
0.8 0.1 0.1
0.1 0.1 0.8
]
. Then H2 =
[0.66 0.17 0.17
0.17 0.66 0.17
0.17 0.17 0.66
]
, and the top entry of the
first row (permuting between first and second position) follows the
series 0.8,0.66,0.562,0.4934, . . . for increasing exponent ` (shown
as continuous line H` in fig. 8a). We created synthetic graphs with
n = 10000 nodes, average node degree d = 10 and powerlaw de-
gree distribution with coefficient−0.3, compatibility matrix H with
h = 3 (see section 6 for details on the synthetic graph generator),
and removed the labels from 1− f = 90% of nodes Based on 1000
repetitions, we calculated the mean of the previously mentioned
entry in both H˜(`) and H˜(`)EC. The the two bars in fig. 8a show
the corresponding matrix entries, illustrating that the approach
based on non-backtracking paths leads to a consistent estimate, in
contrast to the full paths.
Efficient calculation of H˜(`)EC. Calculating either H˜
(`) or H˜(`)EC
requires multiplications of multiple matrices. While matrix mul-
tiplication is associative, and the order in which we perform the
1 2 3 4 5
`
0.35
0.40
0.45
0.50
0.55
0.60
n=10k, d=25, h=3, f=0. 1
H`
H˜(`)
H˜
(`)
EC
(a)
1 2 3 4 5 6 7 8
`
10-3
10-2
10-1
100
101
T
im
e
 [
se
c]
W`
H˜(`)
(b)
Figure 8: (a): Example 6: Using non-backtracking paths H˜(`)EC leads to an
unbiased estimator, in contrast to using all paths H˜(`). (b): Example 7:
Calculating paths of increasing length ` quickly becomes infeasible since
W` becomes less sparse with `. In contrast, our proposed sequence for
calculating H˜(`) avoids calculating W` explicitly and is super fast.
multiplications does not change the result, it does considerably de-
termine the time to evaluate a product. A naive evaluation strategy
can quickly become problematic for increasing `.
We illustrate with M(4): a default strategy is to first calculate
W(4) = W(W(WW)) and then M(4) = Xᵀ(W(4)X). The problem
is that the intermediate result W(`) can be exponentially large. Con-
cretely, if W is sparse with m entries and average node degree d,
then W2 has in the order of d more entries entries (∼ dm), and W`
exponential more entries (∼ d`−1m).
Thus intuitively, we like to choose the evaluation order so that
intermediate results are as sparse as possible.10 In our case, the
ideal way to calculate the expressions is to keep n× k intermediate
matrices as in M(4) = Xᵀ(W(W(W(WX))). The way we propose
to calculate H˜(`)EC is to first iteratively calculate N˜
(`)
EC = WN˜
(`−1)
EC −
(D−I)N˜(`−2)EC with starting values N˜
(1)
EC =WX and N˜
(2)
EC =WN˜
(1)
EC−
DX, then M˜(`)EC = X
ᵀN˜(`)EC, and finally H˜
(`)
EC from normalizing M˜
(`)
EC.
EXAMPLE 7 (EFFICIENT CALCULATION OF H˜(`)EC ). Using the
parameters from example 6, fig. 8b shows the times it takes to eval-
uate W` against the more efficient evaluation strategy for H˜(`)EC.
Notice that calculating W` for such graphs with powerlaw degree
distribution scales worse than for uniform degree distribution.
6. EXPERIMENTS
Questions. Our experiments focus on following three questions:
(1) How well do the various propagation schemes propagate a known
heterophily as function of relevant problem parameters? (2) How
well do the various estimation methods estimate heterophily in a
partially labeled graph as function of problem parameters, and (3)
How scalable are the methods?
Experimental protocol. We chose to evaluate our techniques
in a completely controlled simulation environment, as this allows
us to change parameters of the ground truth and evaluate the ac-
curacy of our techniques as result of systematic changes to such
parameters. In other words, this allows us to explore the methods
10 This observation is well known in linear algebra and is analogous to query opti-
mization in relational algebra: The two query plans R(x)1 (pixS(x,y)) and pix(R(x)1
S(x,y)
)
return the same values, but the former can be considerably slower. Similarly,
the “evaluation plans” (WW)X and W(WX) are algebraically equivalent, but the for-
mer is considerably slower for sparse and (n×n) W, and (n× k) X with n k.
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Problem n number of nodes 104,102−106
parameters d average degree 5,10,25
dist degree distribution powerlaw with exponent -0.3
h strength of compatibility 2,5,8
f fraction of labels 0.05,0.001−0.9
Solution α,β propagation matrix 0,0.5,1
parameters γ clamping 0,0.5,1
s convergence parameter 0.1−10
r number of iterations 1−20
EC echo cancellation yes / no
Figure 9: Key parameters and typical values used in the experiments.
in a well-controlled, reproducible setting and make general obser-
vations that would not be apparent when examining only particu-
lar individual data set on their own. Real networks usually have
a powerlaw degree distribution with many low-degree vertices. In
contrast, the well-studied stochastic block-model [1] leads to net-
works with degree distributions that are not similar to those found
in most empirical network data. Our synthetic graph generator is
thus a variant thereof with two important differences: (1) We ac-
tively control the degree distributions in the resulting graph; and (2)
we plant exact graph properties (instead of fixing a property only
in expectation). In other words, our generator preserves natural de-
sired degree distribution and “plants” a compatibility matrix during
graph generation, which allows us to control all important prob-
lem parameters. The input to the generator is a tuple of parameters
(n,m,α,H,dist) where n is the number of nodes, m is the number
of edges, α is the node label distribution with α(i) being the frac-
tion of nodes of class i (i ∈ [k]), H is a doubly stochastic symmetric
compatibility matrix, edge potential, and dist is a family of degree
distributions (e.g., uniform or power law with specified coefficient).
Details of the data generator are found in the online appendix
Parameter choices and quality assessment. Throughout our
experiments, we use k = 3 classes and the following compatibility
matrix H =
[1 h 1
h 1 1
1 1 h
]
, parameterized by a value h representing the
ratio between min and max entries. Thus parameter h models the
strength of the potential. For example, H =
[0.1 0.8 0.1
0.8 0.1 0.1
0.1 0.1 0.8
]
for h = 8,
and H =
[0.2 0.6 0.2
0.6 0.2 0.2
0.2 0.2 0.6
]
for h = 3. We create graphs with n nodes
and assign each equal fractions of nodes to one of the 3 classes:
α = [ 13 ,
1
3 ,
1
3 ]. We also vary the parameter m and use d = 2
m
n as
average degree in the graph as parameter for the experiments and
assume a uniform distribution or a power law distribution with co-
efficient 0.3. We then remove a number of nodes so that only a
fraction f of the nodes have labels and test accuracy of a method
based on the hold-out set. For each node in the hold out set, we
calculate the label with maximum belief as predicted by a method
and then evaluate labeling “accuracy” as the percentage of correctly
retrieved labels on the hold-out set only. Notice that accuracy of 13
corresponds to random assignment of labels. Key parameters and
their values are reported in fig. 9.
Computational setup and code. We implemented our algo-
rithms in Python that uses optimized libraries for sparse matrix
operations.11 The implementation runs on a 2.5 Ghz Intel Core
i5 with 16G of main memory and a 1TB SSD hard drive. To al-
low comparability across implementations, we limit evaluation to
one processor. We use fmin slsqp in scipy.optimize to minimize our
function using Sequential Least SQuares Programming. For calcu-
lating the approximate spectral radius of a given matrix, we use a
fast approximate method from the PyAMG library [3] that imple-
ments a technique described in [2]. Our code including the data
11Scipy and Numpy: http://docs.scipy.org/
generator is inspired by Scikit-learn [28] and will be made avail-
able to encourage reproducible research.
6.1 Accuracy for heterophily propagation
Each subfigure of row 1 in fig. 10 shows the average accuracy
as function of the numer of iterations r (between 1 and 20) and the
convergence parameter s (between 0.1 and 10). The figures also
display the unmodified convergence parameter s0, the number of
simulations for each data point, and the standard deviation (std)
for accuracy for one choice of r (r = 3 for n = 104 and r = 3 for
n= 103). The chosen parameters are n=104,h=5,d= 25, f =0.05.
Our experiments lead to following insights:
1. For strong potentials (h ↑), few iterations (r ↓) and a higher
convergence parameter (s > 1) can give higher accuracy than
iterating until convergence with s = 0.5. Figure 10a shows an
instance where iterating only 4 times and using s= 3 instead of s=
0.5 increases the accuracy from 0.85 to 0.969. The conclusion is
that we do not need to run until convergence for maximal accuracy.
2. For strong potentials (h ↑), normalized propagation ma-
trices (α +β > 0) and clamping (γ > 0) can increase accuracy.
Rows 1 in fig. 10 shows examples with h = 5 where normalized
propagation matrices (Wcol and Wred) and clamping (γ = 1) leads
to higher accuracy. The intuition is that with s0 = 17.16, the unnor-
malized propagation matrix would have to be weakened by a factor
> 17 for the update equations to converge. By avoiding to iterate
until convergence, we can choose a higher convergence parameter.
In addition, clamping also reduces the effect of cycles (s0 = 16.34).
Notice that the accuracy increases from 0.85 to 0.99.
3. For weak potentials (h ↓) or high fraction of labeled nodes
( f ↑), normalized propagation matrices and clamping do not
necessarily work better. Not shown is that for weak potentials
(h = 2), W works similarly well as the normalized variants, and
it appears that s = 0.5 as suggested in [9] work rather robustly.12
Also not shown is that for high fraction of labeled nodes ( f = 0.9),
clamping can reduce the accuracy and W works better than Wred.
4. There is no strong empirical support for the use of the
echo cancellation term. Overall we had difficult time finding any
parameter choice for which the echo cancellation term can add ad-
ditional benefit to other recommendations.13 For this reason, we
recommend to ignore the echo cancellation term.
6.2 Results on heterophily estimation
5. DHE works best for variant 1 and increasing `max and scal-
ing factor in the order of λ = 10. In fig. 10e, DHE is used with
our three variants and different maximal path lengths `max to esti-
mate the compatibility matrix. The vertical axis shows the L2-norm
between estimation and GT. We observed that variant 3 generally
performs worse, and variant 2 generally has higher variance, which
is why we propose variant 1. We also see that increasing `max to
5 generally works best. However `max above a certain threshold
around 100 becomes unstable (fig. 10f). This observation holds
over a wide range of d and f (fig. 10g). Figure 10h shows the ad-
vantage of using `max = 5, λ = 10 for estimating H as compared to
just MHE, i.e. DHE with `max = 1.
6. DHE works well enough to allow estimation and labeling
on the same graph with high accuracy. Figure 10i and fig. 10j
show results from first estimating H from a partially labeled graph,
and then labeling the remaining nodes with SSLH and parameters
(α,β ,γ) = (0,1,0.5) with s= 3 for h= 3 and s= 5 for h= 8 and 4
12On a side note, notice that Wred converges after only r= 3 iterations in row 2, whereas
W needs r = 4 iterations for s = 0.5.
13If we fix s = 0.5, then the EC term can sometimes improve the accuracy.
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Figure 10: (a)-(d): Section 6.1: Using a convergence parameter that would not make the iterations converge (s > 1) with few iterations (r = 4), together
different propagation matrices (α or β 6= 0), and clamping (γ 6= 0) increased accuracy from 0.85 to 0.99 in the case of a strong coupling (h = 5) and dense
network (d = 25). (e)-(l): Section 6.2: DHE works generally better with increasing maximal path length `max (a) and scaling factor λ in the order of 10 (b).
This holds for a broad range or parameters, such as f (c) and allows the compatibility matrix to be estimated with higher accuracy, especially for small f (d).
As result, the predicated labels by using DHE can better (e, f), and lead to the intersting result that using DHL to estimate the compatibility matrix and then
SSLH to label the remaining nodes can be better than using the existing method LinBP without knowing the compatibility matrix.
iterations. We see that DHE can outperform MHE and LHE, which
both work comparably.
7. Combining DHE with SSLH on a graph with unknown
heterophily H can work better than LinBP and knowing H.
Figures 3a, 10k and 10l from the introduction show that DHE com-
bined with SSLH can solve the problem of labeling the remain-
ing nodes with an accuracy higher than LinBP (i.e. SSLH with
(α,β ,γ) = (0,0,0) and s = 0.5 and 10 iterations) even when the
compatibility matrix is not known to SSLH, but to LinBP.
6.3 Results on Scalability
8. We can estimate H in a fraction that it takes to label the re-
maining nodes. Our overview fig. 3b from the introduction shows
the enormous scalability of our combined methods. On our largest
graph with 400k nodes and 5M edges, propagation with 10 itera-
tions took 56 sec, estimation of the ideal εmax 39 sec, estimation of
the compatibility matrix with LHE 14 sec, MHE only 0.4 sec, and
our suggested method DHE with best accuracy and still superior
speed 2 sec. Notice that this last result that learning heterophily
from a partially labeled graph is more than one order faster time
than later propagating it is one of our key surprising results.
7. CONCLUSIONS
This paper proposes a novel SSL formulation that allows us to
use not only similarity and dissimilarity, but any type of mutual
coupling strengths between different classes of nodes (we abstract
this with the doubly stochastic compatibility matrix). We show how
our formulation generalizes a number of existing frameworks and
naturally extends them from the commonly used “smoothness as-
sumption” to heterophily. Notably, this approach includes a recent
approach called Linearized Belief Propagation as special case and
improves on its prediction accuracy. The paper also showed how
to estimate the compatibility matrix based on partially labeled data
in a fraction of the time it takes to later label the remaining data.
We intend to polish and release our code as part of the open-source
Scikit-learn Python library [31] to allow reproducible results.
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APPENDIX
A. USEFUL MODULATION PROPERTIES
OF VECTORS AND MATRICES
Multiplication of a vector with a matrix corresponds to a linear
mapping (also called linear transformation) of the vector. Such lin-
ear transformations preserve the operations of vector addition and
scalar multiplication [48]. In the following, we will expose impor-
tant “modulation properties” of certain matrices that are at the core
of semi-supervised learning with heterophily.
The first fact is widely used for the theory of Markov chains. We
state the theory in a bit more general way.
LEMMA 8 (MODULATION BY A ROW-SUM-CONSTANT MATRIX).
Linearly mapping a row-vector with row-sum r with a matrix with
constant row-sum r leads to a vector with row-sum rs.
PROOF. Let x= [x1, . . . ,xk] be a k-dimensional row vector whose
entries sum to s (∑ki=1 xi = s), and H to be a [k×k] matrix with con-
stant row-sum r (∑ki=1 H ji = r). Consider the k-dimensional row
13
n,n` number of nodes, or labeled nodes
i, j,v indices used for nodes
k number of classes
c index used for classes
I n×n diagonal identity matrix
W n×n symmetric adjacency matrix (data graph)
D n×n diagonal degree matrix
L n×n Laplacian matrix: D−W
Ln n×n normalized Laplacian matrix: I−Wred
Wrow n×n row stochastic adjacency matrix: D−1W
Wred n×n row stochastic adjacency matrix: D− 12 WD− 12
S n×n diagonal seed label indicator matrix
C n×n diagonal hard clamping matrix
X n× k a priori label matrix
F n× k inferred label matrix
H k× k compatibility (heterophily, affinity, or coupling) matrix
ε Scaling factor for H
W˜(`) n×n non-backtracking walk matrix for path length `
H˜(`)EC k× k observed compatibility matrix with EC for path length `
Xᵀ transpose of matrix X
vec
(
X
)
vectorization of matrix X
X⊗Y Kronecker product between matrices X and Y
ρ(X) spectral radius of a matrix X
Xi:,X: j i-th row vector, and j-th column vector of X
||X|| Frobenius norm of matrix X:
√
∑i, j |Xi j|2
Table 1: Nomenclature
vector f resulting from “modulating” (linearly transforming) x by
H. We show that the entries of f also sum to rs:
f = xH
fi = ∑`x`H`i
∑
i
fi =∑
i
∑`x`H`i
= ∑`x`∑
i
H`i︸ ︷︷ ︸
=r
= r∑`x` = rs
Notice that the same also applies to column-vectors modulated
“from the left” by column-stochastic matrices. This follows imme-
diately from the transpose: fᵀ = Hᵀxᵀ.
The case for r = s = 1 covers the well-known from Markov
chains: Mapping a stochastic row-vector with a row-stochastic ma-
trix from the right leads to another row-stochastic vector. The ad-
ditional condition that no entry of the resulting vector is negative
follows from the non-negativity of the input and the positivity of
multiplication.
The case for r = s = 0 has been implicitly used in recent work
that proposed the linearization of Belief Propagation [9]: Mapping
a residual row-vector with a residual matrix from the right leads to
another residual vector.
The second fact has to do with residual vectors. The original
LinBP paper [9] proposed to center both, beliefs f and the het-
erophily matrix H. We next show that centering the heterophily
matrix is actually not required. We again pose the underlying idea
as slightly more general:
LEMMA 9 (MODULATING RESIDUAL VECTORS). Consider a
residual row vector modulated by an arbitrary matrix. Adding or
subtracting a constant value to each entry of the matrix does not
change the resulting modulated vector.
PROOF. Let x= [x1, . . . ,xk] be a k-dimensional residual row vec-
tor (∑ki=1 xi = 0), and H to be a [k× k] matrix. Consider the k-
dimensional row vector f resulting from transforming x by H, and
the row vector f′ resulting from transforming x by H′ where H ′i j =
Hi j +δ . It is easy to show that that f′ = f:
f′ = xH′
= x(H+δ1k×k)
= f+δ x1k×k︸ ︷︷ ︸
=0
= f
Notice that x needs to be a residual vector (i.e. centered around 0)
for this equivalence to hold.
A consequence is that our formulation of SSL-H (and thus also
the formulation LinBP) works identically if the heterophily matrix
H is not centered but instead kept as a doubly-stochastic matrix.
Thus, the centering of both beliefs f and the heterophily matrix H
as suggested in [9] is actually not necessary. Instead, if the relative
frequencies by which different node classes connect to each other
is known, then this matrix can be used without centering during the
linearized propagation and will lead to identical results and thus
node labels.
EXAMPLE 10. Consider the residual vector x2 = [2,−1,−1]
and the row-stochastic heterophily matrix H2 =
[0.1 0.8 0.1
0.8 0.1 0.1
0.1 0.1 0.8
]
from
fig. 2c. Then f2 = x2H2 = [−0.7,1.4,−0.7]. Now consider the
residual matrix H′ after centering around 13 (i.e. H
′
i j = Hi j − 13 ).
Then f′2 = x2H′2 is still [−0.7,1.4,−0.7].
Despite this equivalence, we still suggest to learn residual het-
erophily matrices. The reasons are: 1) the scaling of heterophily
matrices described in eq. (11) and during our experiments are cleaner
to formalize with centered matrices; and 2) entries in a residual ma-
trix are not required to follow any domain conditions, in contrast
to stochastic matrices for which the probabilistic interpretation re-
quires all entries to be ≥ 0. This lack of a non-negativity constraint
allows learning to happen slightly faster, in practice.
B. PROOF LINBP LOSS FUNCTION
PROOF THEOREM 1. It was shown in [9] that if the update equa-
tions eq. (8) converge, then they converge towards the solution to
the following equation system that is equivalent to eq. (10):
F = X+WFH−DFH2
EC
(31)
Observe now that if eq. (31) holds, then the energy function
eq. (14) becomes zero as F−X−WFH+DFH2
EC
= 0. On the other
hand, the energy function is quadratic and can never become nega-
tive, and its possible minimum is zero. And when it becomes zero,
then also eq. (31) holds.
Thus, minimizing eq. (14) also leads to the solution after conver-
gence of the update equations.
C. PROOF SSL WITH HETEROPHILY
PROOF THEOREM 4. By using the substitutions W← (C¯W∗)
and H← (εH), claim 1 follows from eq. (9), claim 2 follows from
eq. (10), and claim 3 follows from theorem 1.
14
j	
...	
-­‐‑1	
Nj	 `
`i	
...	
(a)
-­‐‑2	 -­‐‑1	
-­‐‑1	
-­‐‑3	
...
	
Nj\{u}	
u	 j	` ` `
`
`
(b)
Figure 11: Illustrations for proof of proposition 5.
D. PROOF NON-BACKTRACKING PATHS
PROOF PROPOSITION 5 (NON-BACKTRACKING PATHS). We
prove by induction on `, the length of the paths. First notice that
W(1)EC = W, because there is no back-tracking path of length 1.
Also, W(2)EC =W
2−D, because W2 includes the only feasible back-
tracking paths of length 2 on its diagonal Wii = di where di is the
degree of node i.
Next assume the recurrence relations holds for paths of length
up to `−1. Then the number of non-backtracking paths of length `
that start at node i and arrive at node j consists of two parts:
(1) The number of paths that have not backtracked at previous
steps and that arrive at node j at step ` are ∑u∈N j WEC
`−1
iu , where
N j stands for the neighbors of j (see fig. 11a).
(2) Among those, we need to subtract the number of walks that
backtrack at the `-th step. Those paths need to pass through j at step
`− 2. Consider such a path that passes through a neighbor u ∈ N j
at step `−3 (see fig. 11b). At step `−1 there are d j−1 paths that
continue from node j to neighbors (because the walk that would
backtrack to u is forbidden) and then come back at step `. Thus we
need to subtract WEC
(`−2)
i j (d j−1) such paths. This gives us
WEC
(`)
i j = ∑
u∈N j
WEC
(`−1)
iu −WEC(`−2)i j (d j−1)
which leads to our recurrence relation in matrix notation.
E. EXISTING GRAPH GENERATORS AND
HARDNESS OF NODE LABELING
There is a large body of work that proposes various realistic syn-
thetic generative graph models. However, almost all of this work
assumes unlabeled graphs. While one could use these existing
graph generators to have realistic graphs, one cannot easily take
a graph and then label the nodes according to some desired com-
patibility matrix. In fact, this problem is NP-hard.
PROPOSITION 11 (LABELING WITH POTENTIALS). Given a
graph G(V,E). Finding labels ` : v ∈V → [k] so that the labels fol-
low a given stochastic affinity matrix H (where H(i, j) determines
the average fraction of nodes of class j connected to a node of class
i) is NP-hard.
PROOF PROOF PROPOSITION 11. Membership in NP follows
from the fact that we can easily verify a solution by calculating
the average neighbor-to-neighbor relations in a labeled graph. We
use a simple reduction from the problem of Graph 3-colorability.
Graph 3-colorability is the question of whether there exists a la-
beling function k : v→ {1,2,3} such that k(u) 6= k(v) whenever
(u,v) ∈ E for a given graph G = (V,E) and is well known to be
NP-hard [50]. Assume now that we have a method that allows us
to label any graph G(V,E) following the heterophily matrix H =
1
2
[0 1 1
1 0 1
1 1 0
]
, i.e., neighboring nodes never have the same label. It fol-
lows immediately that such a solution would also be solution to
graph 3-colorability.
Algorithm 1: Planted graph generator that creates a synthetic directed
graph with one planted edge potential.
Input: (n,m,α,H,dist)
Output: W, X
1 Assign classes to nodes: k(v),X
2 Calculate number of edges for each (type, type)-pair:
M ∈ Nk×k,mout,min
3 Assign indegree and outdegree distributions to nodes: dout(v),din(v)
4 Assign actual edges between nodes: W
We thus need graph generators which generate both the graph
topology (i.e., W) and the node labels (i.e., X) in the same process.
We know of only two papers that have proposed graph generators
that generate labeled data in the process: the early work by [32] and
the very recent work by [49]. Neither graph generator is available.
In addition, neither of the papers gives a way to know the “ground
truth” actual potential matrix that was used to label data (e.g., [49]
suggests this as future work).
We therefore had to implement our own synthetic graph gener-
ator with the additional design decision that any potential matrix
can be “planted” as exact graph property. This allows us to sepa-
rate the concern between (1) how does our method work on graphs
with certain properties, (2) what is the variation in properties of a
given generative model. By planting exact properties (instead of
expected properties) we can focus on question (1) only. The ran-
dom graph generator is described in detail in the next section. The
standard stochastic blockmodel generates networks with a structure
that is not similar to that found in most empirical network data.
F. SYNTHETIC GRAPHS WITH A PLANTED
DIRECTED COMPATIBILITY MATRIX
In the following, we describe a family of “planted graph gener-
ators” that create random synthetic graphs with a given set of pa-
rameters planted as exact graph properties.14 Our motivation is to
break apart the overall question of “relative performance between
methods” into two distinct yet complementary questions: (i) How
well do the methods perform for a particular choice of parameters
of a problem? (ii) What parameters are representative of a partic-
ular domain? Our aim in this paper is to address only the former
of the two questions, which can be answered by a completely con-
trolled ground truth.
The idea is simple: we create several random graphs with care-
fully chosen graph parameters (or even exhaustively explore the
entire parameter space) and then evaluate the relative performance
of alternative methods as function of these parameters. Notice that
we would not be able to systematically explore the differences with
real-life data, as such data represent but a few particular choices
of parameters. In contrast, our setup with carefully generated syn-
thetic data gives us a methodical way to determine the conditions
under which each method performs in relation to others.
F.1 The graph generator (algorithm 1)
We next describe the planted graph generator that creates a ran-
dom synthetic directed graph with a single planted directed edge
compatibility matrix H. This setup of one single directed poten-
tial corresponds to our formulation from [47, Corollary 17]. We
are planting the compatibility by ensuring that the number of edges
14Notice that “planted” here means that the resulting graphs have a desired graph prop-
erty not just in expectation, but rather exactly.
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between nodes of different classes is proportional to the their com-
patibilities. In other words, M ∝H, where M( j, i) is the number of
directed edges from a node of class j to a node of class j.
The input to the algorithm is a tuple of parameters (n,m,α,H,dist)
where n is the number of nodes, m is the number of edges, α is the
node label distribution with α(i) being the fraction of nodes of class
i (i∈ [k]), H is an arbitrary k×k-edge potential, and dist is a family
of degree distributions (e.g., uniform or power law with specified
coefficient). The output is a directed graph with adjacency ma-
trix W with m = |W| and explicit belief matrix X with each row
xv =X(v, :) being an indicator vector that maps a node v to its class
k(v). The graph generation proceeds in 4 steps (algorithm 1):
Line 1: The number of nodes for each class is given by: n = nα,
with appropriate rounding. Each node gets assigned a ran-
dom node class such that the number of nodes for each class
is n(i) = |{v | k(v) = i}|. This can be done by random sam-
pling without replacement, or simpler, by a random permu-
tation of a label vector of size n. For example, assume n =
[2,3,1]ᵀ, we then simply use a random permutation of the
tuple (1,1,2,2,2,3).
Line 2: Let Hsum , ∑ j,i H( j, i) be the sum of all entries of the
given potential H (notice that Hsum = k2 in case H is centered
around 1). Scaling H by H−1sum leads to a “density matrix”
that gives the relative fraction of edges between two classes
among all edges. Multiplying by m leads to M , mHsum H
where M( j, i) is the number of edges in the graph from a
node of class j to a node of class i. The number of out-
going (or incoming) edges to nodes of a class is then the
row-wise (or column-wise) sum: mout( j) = ∑i M( j, i) (or
min(i) = ∑ j M( j, i)). The average outdegree (or indegree)
for each class is then: dout = moutn (or din = minn).
Line 3: For each class j, we now have the number of nodes n( j),
the total number of outgoing edges mout( j) (and incoming
edges min( j)), and a desired degree distribution family dist.
From these numbers, we can now calculate an actual outde-
gree (and indegree) distribution. For example, assume that
n( j) = 3, mout( j) = 11, and dist is the family of power-law
distributions with exponent β = −1.15 Then the best fit ac-
tual degree distribution (i.e., the actual vector of integer out-
degrees for that class) is (6,3,2). Finally, the degrees are
randomly assigned to each node per class. The result are two
functions that assign outdegrees and indegrees to each node:
dout(v) and din(v). In our experiments, we assign indegree
and outdegree independently. Alternatively, those could be
made arbitrarily correlated (e.g., the node with highest inde-
gree also has the highest outdegree).
Line 4: Thus far, we have: (1) for each node v, it’s class k(v), and
the number of outgoing edges dout(v) and incoming edges
din(v); (2) for each class j, the row vector M( j, :) of the
number of outgoing edges to all other classes, and the col-
umn vector M(:, j) of the number of incoming edges from all
other classes. We next find a random edge assignment that
fulfills these constraints. Our concrete instantiation works as
follows: we initialize a counter matrix M′ and counting vec-
tors d′out and d′in with M, dout, and din, respectively. We
then decrement M( j, i)′, d′out(s), and d′in(t) by one for any
new edge that connects node s with class k(s) = j to node
t with class k(t) = i. We repeatedly pick an edge between
15Power laws are varyingly defined in the literature in three different ways. In our
formulation, we use the formulation in terms of “degree distribution”: d(v) ∝ v−δ
where δ (v) is the degree of the node with v-th highest degree. See [46, Sect. 4] for a
detailed discussion on the relation between the three formulations.
classes from M′ and find a random source and target consis-
tent with d′out and d′in, until all entries are 0. In this step,
we may also add additional constraints when assigning new
edges (e.g., that we never have a directed cycle of length 2,
such as s→ t→ s).
Notice that steps 1-3 ensure that the resulting random graph has
the desired parameters “planted” as exact graph properties. Here,
we make the implicit assumption that higher order properties of a
graph (e.g., the number of triangles in a graph) do not have signif-
icant impact on the relative performance between the methods we
are comparing. One could think about refining step 4 in order to
plant such triadic measures as well. For example, one could incor-
porate the idea of [30], which describes a preferential attachment
graph generator with adjustable clustering coefficient, by constrain-
ing the set of edges from which additional edge is sampled.
EXAMPLE 12 (DIRECTED GRAPH 1). Consider parameters n=
1000, m = 3000, α= [0.35,0.25,0.4]ᵀ, H =
[1 h 1
1 1 h
h 1 1
]
with h = 2 or
h= 8, and a power law distribution with exponent -0.5 as dist. Fig-
ure 12a shows the outdegree distribution among different classes
of nodes. Figures 12b and 12c show the resulting “clustered adja-
cency matrices” for graphs with weak (h = 2) or strong potential
(h = 8).
F.2 Parameter relationships
From the previous discussion follows that the average node de-
gree per class is determined by the remaining parameters. Con-
cretely the ratio between average outdegree of classes j and i is
given by:
dout(i)
dout( j)
=
mout(i)
mout( j)
· n( j)
n(i)
=
∑c H(i,c)
∑c H( j,c)
· α( j)
α(i)
(32)
In other words, one of the three parameters per class (dout(i),
∑c H(i,c), α(i) ) needs to be unspecified. For example, if two
classes have the same row sum in the compatibility matrix (and
thus the same number of outgoing edges), then the outdegrees are
inversely proportional to the number of nodes of that class. In turn,
if we like to specify the node fractions, and have the same out-
degrees, then the compatibility matrix needs to be adopted. We
illustrate this relationship with two examples.
EXAMPLE 13 (DIRECTED GRAPH 2). First, assume parame-
ters n = 120, m = 1080, α = [ 16 ,
1
3 ,
1
2 ], H =
[1 8 1
1 1 8
8 1 1
]
, and a pow-
erlaw distribution with exponent −0.4. Figures 13a and 13d
show the resulting degree distribution and clustered adjacency
matrix. The latter represents the number of edges between differ-
ent classes: M =
[ 36 288 36
36 36 288
288 36 36
]
= 36H. Notice that |M| = |W| =
1080 = m = 9n. Also notice that the vector of average outdegrees
is dOut = [18,9,6].
EXAMPLE 14 (DIRECTED GRAPH 3). Starting from example 13,
we next assume that that all classes have the same average outde-
gree dOut = [9,9,9] = m/n, yet they keep the uneven node distribu-
tion from before: α= [ 16 ,
1
3 ,
1
2 ]. Based on eq. (32), we thus have to
adjust the compatibility matrix by weighting the individual rows ac-
cordingly. We can do this, for example, by setting H =
[ 1 8 1
2 2 16
24 3 3
]
.
Figures 13b and 13e show the resulting degree distribution and
clustered adjacency matrix with M =
[ 18 144 18
36 36 288
432 54 54
]
= 18H.
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Figure 12: Example 12: Our synthetic graph generator takes a tuple (n,m,α,H,dist) and creates a random graph with those exact graph properties planted.
For (b) and (c), node ids were permuted as to have nodes of identical classes with consecutive ids. We refer to this representation as the “clustered adjacency
matrix”.
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Figure 13: Examples 12 and 13: Directed graphs. Example 14: Undirected graph.
F.3 Undirected graphs with a symmetric com-
patibility
We next discuss two simple modifiations that allow algorithm 1
to create undirected graphs with a planted symmetric compatibility
matrix.
1. In line 4, we only create a new edge from node s to t, if the
nodes are not yet connected in the reverse direction t→ s.
2. After the creation, we create for every edge (s→ t), the cor-
responding backedge (t→ s).
EXAMPLE 15 (UNDIRECTED GRAPH). We use the same pa-
rameters as in example 13, but now create an undirected graph
with m = 540 and H =
[1 8 1
8 1 1
1 1 8
]
. Figures 13b and 13e show the
resulting degree distribution and clustered adjacency matrix with
M =
[ 36 288 36
36 36 288
288 36 36
]
= 18H. Notice that now |M| = |W| = 1080 =
2m.
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