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Ladder Chains: A Variation of Random Walks
Chenhe Zhang1 and Xiang Fang2
Abstract. The authors propose a new variation of random walks called ladder chains
L(r, s, p). We extend concepts such as ruin probability, hitting time, transience and re-
currence of random walks to ladder chain. Take L(2, 2, p) for instance, we find the linear
difference equations that the ruin probability and the hitting time satisfy. We also prove the
recurrence of a critical case (p =
√
2−1). All approaches of these results can be generalized
to solve similar problems for other ladder chains.
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1 Introduction
Research on random walks has a long history. The random walk problem was first formally
proposed by Pearson in 1905 [9]. At the same year, Rayleigh solved it and extended the
problem to 2-dimensions [11]. Later on, Po´lya discussed the recurrence of random walks
of several dimensions in his paper [10]. After that, Erdo˝s and Re´nyi initiated the study
of random graphs in [4, 6] and greatly advanced the research on graph theory. There
is also much research on discrete variations of random walks such as Le´vy flight, random
walks on Riemannian manifolds, and random walks on finite groups (see [12, 1]). In the past
several decades, the related theoretical work has made a tremendous success in various fields,
including but not limited to, physics, psychology, computer science, and solving Laplace’s
equation (see [13, 8, 2, 7]).
However, to the best knowledge of the authors, there is little mature research on the
variation of random walks as follows. Suppose {ξn} is a sequence of independent and iden-
tically distributed random variables and X = (Xn, n > 1) is a stochastic process, where Xn
is a simple function of (ξn, · · · , ξn−r+1) unrelated to n. Define Sn = X1 + · · · + Xn. Then
it is natural to ask the three questions as below.
(Q-1) What is the ruin probability for {Sn}?
(Q-2) How to calculate the mean duration of this case?
(Q-3) Can we define the transience and recurrence about {Sn} similarly to Markov chains,
along with an easy criterion?
Although it is easy to see that (Sn, n > 1) is a second order Markov chain, we cannot directly
apply the properties of higher order Markov chain to answer the above questions. Therefore,
1Department of Mathematics, Zhejiang University, Hangzhou 310027, P.R.China; 3150104161@zju.edu.cn
2Department of Mathematics, Zhejiang University, Hangzhou 310027, P.R.China; 3150103685@zju.edu.cn
1
ar
X
iv
:1
81
2.
03
05
9v
1 
 [m
ath
.PR
]  
7 D
ec
 20
18
we start from a new perspective and solve these kinds of problems using the methods for
random walks in [14].
The rest of the paper is organized as follows. In Section 2, we give and prove the linear
differential equation that the ruin probability satisfies, using reflection principle. This is
followed in Section 3 by proving the existence of the mean duration and the linear difference
equation it satisfies. Finally, we compute the “absorption probability” for a critical case
and derive the recurrence of this case in Section 4.
2 How likely is the gambler ruin?
Think about such a question. Suppose two gambler A and B are gambling under the rule
as follows. If A wins B, B gives A a coin; otherwise, A gives B a coin. Specially, if A wins B
both this round and previous round, B has to give A an extra coin. We already know that
the probability that A wins B is p > 0 and they have a and b coins respectively. How likely
is A before B to ruin within finite rounds? It is easy to find that this problem is a variation
of the gambler’s ruin problem. To solve it, we first introduce some notations.
Consider the Bernoulli scheme (Ω,A,P), where
Ω = {ω : ω = (x1, x2, · · · ), xi = ±1}, A = {A : A ⊆ Ω}.
Let ξ1, ξ2, · · · , ξn, · · · i.i.d. ∼ Bernoulli(p) and q = 1− p. Define
Xk =

−1, if ξk = −1,
2, if ξk = ξk−1 = 1,
1, otherwise,
(2.1)
and Sk = X1 + · · ·+Xk. For any n ∈ N and starting point x ∈ R, define Sxn = x+ Sn and
stopping time
τxk =
{
min{l : Sxl 6 L or Sxl > U, 0 6 l 6 k}, ∃l = 0, · · · , k, s.t. Sxl 6 L or Sxl > U,
k, otherwise,
(2.2)
where L < U are two integers. Let
Axk =
k⋃
l=0
{w : τxk = l and Sxl 6 L}, αk(x) = P(Axk), (2.3)
and
Bxk =
k⋃
l=0
{w : τxk = l and Sxl > U}, βk(x) = P(Bxk). (2.4)
Obviously we have for any positive integer k,{
αk(L) = βk(U) = 1,
βk(L) = αk(U) = 0
(2.5)
as the boundary conditions.
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Theorem 2.1. For any integer x ∈ [L,U ], there exists 0 6 α(x) 6 1 and 0 6 β(x) 6 1
such that
α(x) = lim
k→∞
αk(x), β(x) = lim
k→∞
βk(x).
Proof. It is easy to see that {Axk}∞k=1 is a sequence of increasing events. Therefore,
0 6 α1(x) 6 α2(x) 6 · · · 6 αk(x) 6 · · · 6 1.
The monotone convergence theorem promises the convergence of {αk(x)}, that is lim
k→∞
αk(x)
exists and is in [0, 1]. Similarly, we know lim
k→∞
βk(x) exists and is in [0, 1].
The following theorem gives the values of α(x) and β(x).
Theorem 2.2. Suppose U − L > 4, then the α(·) defined above are the unique solution of
the linear difference equation
α(x) =

0, x = U,
qα(x− 1), x = U − 1,
pqα(x) + qα(x− 1), x = U − 2,
pqα(x) + pα(x+ 2)− pqα(x+ 1) + qα(x− 1), L+ 1 6 x 6 U − 3,
1, x = L.
(2.6)
And the β(·) defined above are the unique solution of the linear difference equation
β(x) =

1, x = U,
p+ qβ(x− 1), x = U − 1,
p2 + pqβ(x) + qβ(x− 1), x = U − 2,
pqβ(x) + pβ(x+ 2)− pqβ(x+ 1) + qβ(x− 1), L+ 1 6 x 6 U − 3,
0, x = L.
(2.7)
Proof. We only give the proof of β(·). For k > 2 we have
βk(U − 1) = pP(BU−1k |ξ1 = 1) + qP(BU−1k |ξ1 = −1)
= p+ qβk−1(U − 2).
(2.8)
Similarly,
βk(U − 2) = pP(BU−2k |ξ1 = 1) + qP(BU−2k |ξ1 = −1)
= p
(
P(BU−2k , ξ2 = 1|ξ1 = 1) + P(BU−2k , ξ2 = −1|ξ1 = 1)
)
+ qβk−1(U − 3).
(2.9)
Notice that
P(BU−2k , ξ2 = 1|ξ1 = 1) = P(BU−2k |ξ2 = ξ1 = 1)P(ξ2 = 1|ξ1 = 1) = p (2.10)
and
P(BU−2k , ξ2 = −1|ξ1 = 1) = P(BU−2k |ξ1 = 1, ξ2 = −1)P(ξ2 = −1|ξ1 = 1) = qβk−2(U − 2),
(2.11)
3
so we have
βk(U − 2) = p2 + pqβk−2(U − 2) + qβk−1(U − 3). (2.12)
For L+ 1 6 x 6 U − 3 and positive integer k, define
Lk =
{
min{1 6 l 6 k : ξl = −1}, ∃l = 1, 2, · · · , k, s.t. ξl = −1,
k + 1, ∀l = 1, · · · , k, ξl = 1.
(2.13)
In other words, Lk is the least positive number l such that ξl = −1. Then we have
βk(x) = pP(Bxk |ξ1 = 1) + qP(Bxk |ξ1 = −1)
= p
(
P
(Bxk , Lk = 2|ξ1 = 1) + P(Bxk , Lk > 3|ξ1 = 1))+ qβk−1(x− 1)
= p
(
P
(Bxk , Lk = 2|ξ1 = 1) + pP(Bxk |Lk > 3))+ qβk−1(x− 1).
(2.14)
(a) Figure 1: Given Tk > 3 (b) Figure 2: Given ξ1 = 1
From the above two figures we can see that the paths
(x, x+ 1, x+ 3, x+ 3 +X3, · · · , x+ 3 +X3 + · · ·+Xk)
in Bxk satisfying Lk > 3 are in one-to-one correspondence with the paths
(x+ 2, x+ 3, x+ 3 +X2, · · · , x+ 3 +X2 + · · ·+Xk−1)
in Bx+2k−1 satisfying ξ1 = 1. By the reflection principle, we know
P(Bxk |Lk > 3) = P(Bx+2k−1 |ξ1 = 1). (2.15)
Furthermore,
βk−1(x+ 2) = pP(Bx+2k−1 |ξ1 = 1) + qβk−2(x+ 1), (2.16)
which means that
P(Bxk |Lk > 3) =
βk−1(x+ 2)− qβk−2(x+ 1)
p
. (2.17)
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Combine (2.14), (2.17) with
P(Bxk , Lk = 2|ξ1 = 1) = P(Bxk |ξ2 = −1, ξ1 = 1)P(ξ2 = −1|ξ1 = 1) = qβk−2(x) (2.18)
and we get
βk(x) = pqβk−2(x) + pβk−1(x+ 2)− pqβk−2(x+ 1) + qβk−1(x− 1). (2.19)
According to Theorem 2.1 and (2.5), we finally find the linear difference equation that β(x)
satisfies. According to the theory of linear difference equations, (2.7) has and only has one
solution β(·). By the same token, we can get the corresponding conclusion for α(·).
The answer to the question we asked at first is a direct corollary of the above theorem
as follows.
Corollary 2.3. The probabilities that A ruins before B within finite rounds and B ruins
before A within finite rounds are β(0) and α(0) respectively, where α(·), β(·) can be computed
by (2.6) and (2.7) after setting L = −a and U = b.
Corollary 2.4. For any integer x ∈ [L,U ], α(x) + β(x) = 1, where U − L > 4 are two
integers and α(·), β(·) follows Theorem 2.1.
Proof. Suppose γ(x) = α(x) + β(x)− 1, then Theorem 2.2 gives
γ(x) =

0, x = U,
qγ(x− 1), x = U − 1,
pqγ(x) + qγ(x− 1), x = U − 2,
pqγ(x) + pγ(x+ 2)− pqγ(x+ 1) + qγ(x− 1), L+ 1 6 x 6 U − 3,
0, x = L,
(2.20)
which has the only solution 0. Therefore, α(x) + β(x) = 1.
According to the Theorem 2.2 and its proof, whether U −L > 4 or U −L < 4, U,L and
x are integers or not, we always have the following corollary.
Corollary 2.5. For any real number x ∈ [L,U ], there exists 0 6 α(x) 6 1 and 0 6 β(x) 6 1
such that
α(x) = lim
k→∞
αk(x), β(x) = lim
k→∞
βk(x).
Furthermore, α(x) + β(x) = 1.
Hence, as the classic gambler’s ruin problem, we can conclude that there must be one of
the two gamblers ruin within finite rounds.
3 When will a gambler ruin?
We have defined the τxk as a stopping time from above. In this section, we will first give
the linear difference equation that mk(x) = Eτxk (obviously it exists because it is bounded)
satisfies, and then prove the existence of lim
k→∞
mk(x) for any integer x ∈ [L,U ] and 0 < p < 1.
For simplicity, we assume that U and L are two integers satisfying U − L > 4 and x is an
integer between them in the rest of the paper.
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Theorem 3.1. The mk(·) defined above are the unique solution of the linear difference
equation
mk(x) =

0, x = U,
1 + qmk−1(x− 1), x = U − 1,
1 + p+ pqmk−2(x) + qmk−1(x− 1), x = U − 2,
1 + pqmk−2(x) + pmk−1(x+ 2)− pqmk−2(x+ 1) + qmk−1(x− 1), L+ 1 6 x 6 U − 3,
0, x = L.
(3.1)
Proof. For any given integer x ∈ [L,U ], define Eτxk = mk(x). Proceed as in the derivation
of the recurrent relations for βk(x) and we have
mk(U − 1) = pE(τU−1k |ξ1 = 1) + qE(τU−1k |ξ1 = −1)
= 1 + qmk−1(U − 2),
mk(U − 2) = pE(τU−2k |ξ1 = 1) + qE(τU−2k |ξ1 = −1)
= p
(
E(τU−2k 1{Lk = 2}|ξ1 = 1) + E(τU−2k 1{Lk ≥ 2}|ξ1 = 1)
)
+ qE(τU−2k |ξ1 = −1)
= p
(
E(τU−2k |Lk = 2, ξ1 = 1)P(Lk = 2|ξ1 = 1)
+ E(τU−2k |Lk ≥ 3, ξ1 = 1)P(Lk ≥ 3|ξ1 = 1)
)
+ q(1 + EτU−3k−1 )
= 1 + p+ pqmk−2(U − 2) + qmk−1(U − 3).
(3.2)
Furthermore,
mk(x) = pE(τxk |ξ1 = 1) + qE(τxk |ξ1 = −1)
= p
(
E(τxk 1{Lk = 2}|ξ1 = 1) + E(τxk 1{Lk > 3}|ξ1 = 1)
)
+ q(1 + Eτx−1k−1 )
= p
(
E(τxk |Lk = 2, ξ1 = 1)P(Lk = 2|ξ1 = 1)
+ E(τxk |Lk > 3, ξ1 = 1)P(Lk > 3|ξ1 = 1)
)
+ q(1 + Eτx−1k−1 )
= p
[
q(2 + Eτxk−2) + p
(
1 + E(τx+2k−1 |ξ1 = 1)
)]
+ q + qmk−1(x− 1).
(3.3)
Also,
mk−1(x+ 2) = pE(τx+2k−1 |ξ1 = 1) + qE(τx+2k−1 |ξ1 = −1)
= pE(τx+2k−1 |ξ1 = 1) + q
(
1 +mk−2(x+ 1)
)
.
(3.4)
Hence,
pE(τx+2k−1 |ξ1 = 1) = mk−1(x+ 2)− q(1 +mk−2(x+ 1)), (3.5)
and
mk(x) = 1 + pqmk−2(x) + pmk−1(x+ 2)− pqmk−2(x+ 1) + qmk−1(x− 1). (3.6)
Combining the boundary conditions that{
mk(L) = 0,
mk(U) = 0
(3.7)
with (3.2) and (3.6) gives the linear difference equation showed in (3.1).
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Theorem 3.2. For any integer x ∈ [L,U ] and 0 < p < 1, there exists m(x) such that
m(x) = lim
k→∞
mk(x). The m(x) is called mean duration.
Proof. See Appendix A.
4 Ladder Chains
In this Section, we generalize the Sn in the Section 2 to a specific r-th order Markov Chain
named ladder chain, denoted by L(r, s, p), and prove the recurrence of L(2, 2,
√
2− 1).
4.1 Basic Concepts
Definition 4.1. Suppose ξ1, ξ2, · · · , ξn, · · · i.i.d. ∼ Bernoulli(p) and s is a positive integer.
Define
Xk =

−1, if ξk = −1,
s, if ξk = ξk−1 = · · · = ξk−r+1 = 1,
1, otherwise,
(4.1)
and Sn = X1 +X2 + · · ·+Xn. Then we call the stochastic process S = (Sn : n > 1) a ladder
chain with order r, step s, and probability p, simply denoted by S ∼ L(r, s, p).
Similar to the transience and recurrence of a state of a Markov chain, we can define the
transience and recurrence of a ladder chain here.
Definition 4.2. A ladder chain S = (Sn : n > 1) is said to be transient if
P(Sn 6= 0 for any n > 1) > 0. (4.2)
Otherwise, the ladder chain S is said to be recurrent.
4.2 Recurrence of L(2, 2,
√
2− 1)
Before demonstrating the recurrence of the ladder chain L(2, 2,
√
2 − 1), we first prove a
rather intuitive theorem about the ruin probability when U or L are infinite.
Theorem 4.1. Suppose S = (Sn : n > 1) ∼ L(2, 2, p) and x is a given positive integer.
Then for p =
√
2− 1,
P(Sn > x for some n > 1) = P(Sn 6 −x for some n > 1) = 1. (4.3)
Proof. It is easy to see that the event
{ω : Sn > x for some n > 1} ⇔ {ω : the particle leaves (−∞, x) from 0}
⇔
(
lim
k→∞
B0k
)∣∣∣∣U=x
L=−∞
,
(4.4)
and
{ω : Sn 6 −x for some n > 1} ⇔ {ω : the particle leaves (−x,+∞) from 0}
⇔
(
lim
k→∞
A0k
)∣∣∣∣U=+∞
L=−x
.
(4.5)
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Therefore, we have
P(Sn > x for some n > 1) = β(0)
∣∣∣U=x
L=−∞
, P(Sn 6 −x for some n > 1) = α(0)
∣∣∣U=+∞
L=−x
.
(4.6)
Solving the characteristic equation of (2.7) gives{
λ1 = λ2 = 1,
λ3 = −
√
2.
(4.7)
Therefore, the general formula of β(x) is given by
β(x) = c1 + c2x+ c3λ
x
3 , (4.8)
where
c1 =
p2LλU−13 −pLλU−23 +pqLλU−33 +p(q−p)λL3
p(q−p)λL3 +q(1−2q−p(U−L))λU−33 +(p(U−L)+2q2−p)λU−23 +(−p2(U−L)+2p2−q)λU−13
;
c2 =
−p2λU−13 +pλU−23 −pqλU−33
p(q−p)λL3 +q(1−2q−p(U−L))λU−33 +(p(U−L)+2q2−p)λU−23 +(−p2(U−L)+2p2−q)λU−13
;
c3 =
p(p−q)
p(q−p)λL3 +q(1−2q−p(U−L))λU−33 +(p(U−L)+2q2−p)λU−23 +(−p2(U−L)+2p2−q)λU−13
.
(4.9)
Since for fixed U ∈ R,
lim
L→−∞
c1 = 1, lim
L→−∞
c2 = lim
L→−∞
c3 = 0, (4.10)
and for fixed L ∈ R,
lim
U→+∞
c1 = lim
U→+∞
c2 = lim
U→+∞
c3 = 0, (4.11)
we know that
β(0)
∣∣∣U=x
L=−∞
= 1, β(0)
∣∣∣U=+∞
L=−x
= 0. (4.12)
It suffices to apply α(0) + β(0) = 1 for any L < U and thus we have
α(0)
∣∣∣U=+∞
L=−x
= 1, (4.13)
which completes the proof.
It is easy to see that the p0 =
√
2− 1 here is the probability such that EXk = 0,∀ k > 2
of L(2, 2, p0). We end the paper with a theorem about the transience and recurrence of
the ladder chain L(2, 2, p). Since the corresponding properties of ladder chains with higher
orders and steps can be derived by a similar method, we omit them in this paper.
Theorem 4.2. The ladder chain L(2, 2,
√
2− 1) is recurrent.
Proof. Define L′k = inf{n > k : ξn = −1}, T = inf{n > 1 : Sn = 0}, and T ′ = inf{n > 1 :
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Sn = 0 or 1}. Obviously, ∀k > 1, P(L′k <∞) = 1. On one hand,
P(ξ1 = 1, T <∞) = P(ξ1 = 1, T <∞, L′2 <∞)
=
∞∑
k=2
P(ξ1 = 1, T <∞, L′2 = k)
=
∞∑
k=2
P(T <∞|ξ1 = 1, L′2 = k)P(ξ1 = 1, L′2 = k)
=
∞∑
k=2
P(Sn 6 0 for some n > 1|ξ1 = 1, L′2 = k)P(ξ1 = 1, L′2 = k)
= pq +
∞∑
k=3
P(Sn−k 6 2(2− k) for some n > k + 1)P(ξ1 = 1, L′2 = k).
= pq +
∞∑
k=3
P(Sn 6 2(2− k) for some n > 1)pk−1q.
(4.14)
By Theorem 4.1, we find P(Sn 6 2(2−k) for some n > 1) = 1 for any k > 3 and consequently
P(ξ1 = 1, T <∞) =
∞∑
k=2
pk−1q = p. (4.15)
On the other hand,
P(ξ1 = −1, T <∞) = P(ξ1 = −1, T <∞, T ′ <∞)
=
∞∑
k=2
P(ξ1 = −1, T <∞, T ′ = k)
=
∞∑
k=2
P(ξ1 = −1, T <∞, T ′ = k, Sk = 0)
+
∞∑
k=2
P(ξ1 = −1, T <∞, T ′ = k, Sk = 1)
(4.16)
For any ω ∈ Ω satisfying {ξ1 = −1, T < ∞, T ′ = k, Sk = 1}, assume for contradiction that
ξk = −1; then it follows that Xk = −1 and Sk−1 = 2, which means that there exists some
l < k − 1 such that Sl = 0 or 1 and T ′ = inf{n > 1 : Sn = 0 or 1} 6 l < k.
P(ξ1 = −1, T <∞) =
∞∑
k=2
P(ξ1 = −1, T <∞, T ′ = k, Sk = 0)
+
∞∑
k=2
P(ξ1 = −1, T <∞, T ′ = k, Sk = 1, ξk = 1)
=
∞∑
k=2
P(ξ1 = −1, T ′ = k, Sk = 0)
+
∞∑
k=2
∞∑
l=k+1
P(ξ1 = −1, T <∞, T ′ = k, Sk = 1, ξk = 1, L′k+1 = l)
(4.17)
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For any l > k + 1, according to Theorem 4.1,
P(ξ1 = −1, T <∞, T ′ = k, Sk = 1, ξk = 1, L′k+1 = l)
=P(Sn 6 0 for some n > l + 1, ξ1 = −1, T ′ = k, Sk = 1, ξk = 1, L′k+1 = l)
=P(Sn−l 6 2(k + 1− l) for some n > l + 1|ξ1 = −1, T ′ = k, Sk = 1, ξk = 1, L′k+1 = l)
· P(ξ1 = −1, T ′ = k, Sk = 1, ξk = 1, L′k+1 = l)
=P(Sn 6 2(k + 1− l) for some n > 1)P(ξ1 = −1, T ′ = k, Sk = 1, ξk = 1, L′k+1 = l)
=P(ξ1 = −1, T ′ = k, Sk = 1)pl−k−1q.
(4.18)
Substituting (4.18) into (4.17) and applying Theorem 4.1 again give
P(ξ1 = −1, T <∞) =
∞∑
k=2
P(ξ1 = −1, T ′ = k, Sk = 0)
+
∞∑
k=2
P(ξ1 = −1, T ′ = k, Sk = 1)
=
∞∑
k=2
P(T ′ = k|ξ1 = −1)P(ξ1 = −1)
=
∞∑
k=2
P(Sn > 1 for some n > 1)P(ξ1 = −1) = q
(4.19)
Therefore,
P(T <∞) = P(ξ1 = 1, T <∞) + P(ξ1 = −1, T <∞) = p+ q = 1, (4.20)
which completes the proof.
Appendix A: Proof of Theorem 3.2
Theorem 3.2. For any integer x ∈ [L,U ] and 0 < p < 1, there exists m(x) such that
m(x) = lim
k→∞
mk(x). The m(x) is called mean duration.
Proof. We first prove that mk(x) is bounded on [L,U ] for any 0 < p < 1, where U and L
are two integers such that U − L > 4. We demonstrate it in two cases.
•(Case a) p 6= √2− 1.
The random variable Sxτxn =
n∑
k=0
Sxk1{τxn = k} describes the walk at the stopping time τxn .
Computing the expectation of both sides gives
ESxτxn = E
n∑
k=0
(Sxk − Sxn + Sxn)1{τxn = k}
= ESxn − E
n−1∑
k=0
(Xk+1 + · · ·+Xn)1{τxn = k}
= ESxn −
n−1∑
k=0
(EXk+11{τxn = k}+ E(Xk+2 + · · ·+Xn)1{τxn = k}).
(4.21)
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From the definition of Xk and τ
x
n , we can conclude that 1{τxn = k} is only related with
(ξ1, · · · , ξk), and (Xk+2, · · · , Xn) is only related with (ξk+1, ξk+2, · · · , ξn). Hence, by the
independence among ξ1, · · · , ξn we know that 1{τxn = k} and (Xk+2, · · · , Xn) are mutually
independent. It follows that
E(Xk+2 + · · ·+Xn)1{τxn = k} = (n− k − 1)(p2 + 2p− 1)P(τxn = k). (4.22)
Besides, we have
ESxn = E(x+X1 + · · ·+Xn) = x+ p− q + (n− 1)(p2 + 2p− 1) (4.23)
and
n−1∑
k=0
EXk+11{τxn = k} =
n−1∑
k=0
EXk+11{τxn = k, Sxk 6 L}+
n−1∑
k=0
EXk+11{τxn = k, Sxk > U}.
(4.24)
If Sxτxn 6 L, then
{
P(Xk+1 = 1) = p
P(Xk+1 = −1) = q
, which shows that
EXk+11{τxn = k, Sxk 6 L} = (p− q)P(τxn = k, Sxτxn 6 L). (4.25)
Similarly, if Sxτxn > U , then
{
P(Xk+1 = 2) = p
P(Xk+1 = −1) = q
, which shows that
EXk+11{τxn = k, Sxk > U} = (2p− q)P(τxn = k, Sxτxn > U). (4.26)
Substitute (4.22), (4.23), (4.24), (4.25), (4.26) into (4.21) and we find
ESxτxn = x+ p− q + (n− 1)(p2 + 2p− 1)
− (p− q)
n−1∑
k=0
P(τxn = k, Sxk 6 L)− (2p− q)
n−1∑
k=0
P(τxn = k, Sxk > U)
− (p2 + 2p− 1)
[
(n− 1)(1− P(τxn = n))− n∑
k=0
kP(τxn = k) + nP(τxn = n)
]
= x+ p− q − (p2 + 2p− 1)P(τxn = n)− (p− q)(P(Axn)− P(τxn = n, Sxn 6 L))
− (2p− q)
(
P(Bxn)− P(τxn = n, Sxn > U)
)
+ (p2 + 2p− 1)Eτxn .
(4.27)
Notice that in this case p2 + 2p− 1 6= 0 and −L 6 Sxτxn 6 U a.s. Therefore, we have
mn(x) = Eτxn 6 1 +
2max{|L|, |U |}+ 2|p− q|+ |2p− q|
|p2 + 2p− 1| (4.28)
is bounded on [L,U ].
•(Case b) p = √2− 1.
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E(Sxτxn )
2 =
n∑
k=0
E(Sxτxn )
21{τxn = k}
=
n∑
k=0
E(Sxk − Sxn + Sxn)21{τxn = k}
= E(Sxn)2 +
n−1∑
k=0
E(Sxn − Sxk )21{τxn = k} − 2
n−1∑
k=0
ESxn(Sxn − Sxk )1{τxn = k}
= E(Sxn)2 −
n−1∑
k=0
E(Sxn − Sxk )21{τxn = k} − 2
n−1∑
k=0
ESxk (Sxn − Sxk )1{τxn = k}
= E(Sxn)2 −
n−1∑
k=0
E(Xk+1 + · · ·+Xn)21{τxn = k} − 2
n−1∑
k=0
ESxk (Xk+1 + · · ·+Xn)1{τxn = k}
(4.29)
In this case, we have EX2 = · · · = EXn = 0. Simple computation gives
V arX1 = 1− (p− q)2 = 12p− 4,
V arXk = 4p
2 + pq + q = 4− 6p, k > 2,
Cov(X1, X2) = 2p
2 + q2 − 2pq = 6− 14p,
Cov(Xk, Xk+1) = 4p
3 + 2p2q + q2 − pq2 − pq − 2pq2 = 3p− 1, k > 2
(4.30)
Then it follows that
E(Sxn)2 = V ar(x+X1 + · · ·+Xn) + (ESxn)2
= V arX1 + · · ·+ V arXn + 2
[
Cov(X1, X2) + Cov(X2, X3) + · · ·+ Cov(Xn−1, Xn)
]
+ (ESxn)2
= 8 + 2n− 22p+ (x+ p− q)2.
(4.31)
Notice that
n−1∑
k=0
ESxk (Xk+1 + · · ·+Xn)I{τxn = k} =
n−1∑
k=0
ESxkXk+1I{τxn = k}
=
n−1∑
k=0
ESxkXk+1
(
I{τxn = k, Sxk 6 L}+ I{τxn = k, Sxk > U}
)
=
n−1∑
k=0
E(SxkXk+1|τxn = k, Sxk 6 L)P(τxn = k, Sxk 6 L)
+
n−1∑
k=0
E(SxkXk+1|τxn = k, Sxk > U)P(τxn = k, Sxk > U)
=
n−1∑
k=0
(p− q)E(Sk|τxn = k, Sxk 6 L)P(τxn = k, Sxk 6 L)
+
n−1∑
k=0
(2p− q)E(Sk|τxn = k, Sxk > U)P(τxn = k, Sxk > U).
(4.32)
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So we have ∣∣∣∣∣
n−1∑
k=0
ESxk (Xk+1 + · · ·+Xn)I{τxn = k}
∣∣∣∣∣ 6 (2p− q)max{|L|, |U |}. (4.33)
Besides,
E
n−1∑
k=0
(Xk+1 + · · ·+Xn)2I{τxn = k} = E
n−1∑
k=0
X2k+1I{τxn = k}+ E
n−2∑
k=0
(Xk+2 + · · ·+Xn)2I{τxn = k}
+ 2E
n−2∑
k=0
Xk+1(Xk+2 + · · ·+Xn)I{τxn = k}
(4.34)
First,
E
n−1∑
k=0
X2k+1I{τxn = k} 6 E
n−1∑
k=0
4I{τxn = k} ⇒ 0 6 E1 6 4. (4.35)
Also,
E
n−2∑
k=0
(Xk+2 + · · ·+Xn)2I{τxn = k}
=
n−2∑
k=0
[
V ar(Xk+2 + · · ·+Xn) +
(
E(Xk+2 + · · ·+Xn)
)2]P(τxn = k)
=
n−2∑
k=0
(2n− 2k − 6p)P(τxn = k) = 2n− 6p+ (6p− 2)P(τxn = n− 1) + 6pP(τxn = n)− 2Eτxn
62n− 2Eτxn .
(4.36)
At last,
∀k = 0, · · · , n− 1, j = k + 2, · · · , n, −2 6 Xk+1Xj 6 4, a.s.
⇒− 2 6 E
n−2∑
k=0
Xk+1(Xk+2 + · · ·+Xn)I{τxn = k} 6 4.
(4.37)
By (4.29), (4.31), (4.33), (4.34), (4.35), (4.36), (4.37), and the fact that L 6 Sxτxn 6 U a.s.
we eventually find
Eτxk 6 2 + 11p+ (2p− q)max{|L|, |U |}+
(x+ p− q)2 + max{L2, U2}
2
, (4.38)
which means that {mk(x)} is bounded on [L,U ]. From the denifition of τxk in (2.2), we
can see obviously that τxk 6 τxk+1, a.s., which means that {mk(x)} is non-decreasing for
any fixed x. Hence, m(x) = lim
k→∞
mk(x) exists for any integer x ∈ [L,U ] according to the
monotone convergence theorem.
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