The convergence of the generalized simulated annealing with time-inhomogeneous communication cost functions is discussed. This study is based on the use of LogSobolev inequalities and semigroup techniques in the spirit of a previous article by one of the authors. We also propose a natural test set approach to study the global minima of the virtual energy. The second part of the paper is devoted to the application of these results. First we propose two general Markovian models of genetic algorithms and we give a simple proof of the convergence toward the global minima of the tness function. Finally we introduce a stochastic algorithm which converges to the set of the global minima of a given mean cost optimization problem.
Introduction
Let E a nite state space and q an irreducible Markov kernel. The main purpose of this paper is to study the limiting behavior of a large class of time-inhomogeneous Markov processes controlled by two parameters ( ; ) 2 R 2 + and associated to a family of Markov kernels Q ; (x; y) having the following property: 9k > 0 : k ?1 q(x; y)e ? V (x;y) Q ; (x; y) k q(x; y)e ? V (x;y) (1) where V : R + E 2 ! R + f1g, V (x; y) < +1 () q(x; y) > 0 and, for any x; y 2 E ( ; ) ! Q ; (x; y) 2 C 1 .
For a discussion on the origins of this problem the reader is referred to the introduction Work partly supported by INTAS-RFBR 95-0091 and EU TMR Programme Project ERBF MRX CT 960075A . Laboratoire de Statistique et Probabilit es, CNRS-UMR C5583, Bat 1R1, Universit e Paul Sabatier, 118 Route de Narbonne, 31062 Toulouse Cedex, electronic address: delmoral@cict.fr, miclo@cict.fr.
AMS subject classi cations: 60J05, 92D15 keywords: Simulated Annealing, Genetic Algorithms, Stochastic Optimization of A.Trouv e ( 12] ) who studies the asymptotic behavior of such chains, with time homogeneous function V (x; y), using large deviation techniques. The fundamental notions here are those of the log-Sobolev constant a( ; ) of Q ; and the relative entropy of a measure with respect to another measure. Other complementary results relating to time-inhomogeneous communication cost function can be found in Frigerio/Grillo 7], Younes 13] and more recently in L owe 9] where Sobolev inequalities are used rather than log-Sobolev inequalities for classical models where q is assumed to be reversible and V is associated to an a priori potential depending on .
For a probability measure m on E, inverse-freezing schedule 2 C 1 (R + ; R + ) and 2 C 1 (R + ; R + ), we denote ( ; P; F t ; X t ) the canonical process associated to the family of generators (L t; t ) t 0 = (Q t; t ? I) t 0 whose initial condition is m 0 = m and we denote m t the distribution of X t .
The aim of section 1.1 is to give several conditions on the rate of increase of t ; t ! +1 to ensure the entropy of m t with respect to t; t converges to 0. We shall examine as much of the theory as possible in a form applicable to general optimization problems and so in particular to mean cost optimization problems. To illustrate our results we will restrict attention to various special classes of generalized simulated annealing. We will commence with a detailed analysis of general Markov kernels of the form Q (x; y) = X u2U q (x; u; y)e ? V(x;u;y) (2) where U is a given nite set, V : E U E ! R + and q : E U E ! R + , 2 R + , is a family of functions satisfying some continuity and irreductibility conditions. This situation can be formulated in the general form (1) . We will settle this question together with the explicit computation of the corresponding communication cost function V . In a nal stage we will give several conditions on the rate of decrease of the cooling schedule to ensure the convergence in probability of the corresponding canonical process X t , as t ! +1, to the set of global minima of the virtual energy associated to V .
Another application is the situation in which the Markov kernel Q ; has the form Q ; (x; y) = q (x; y) e V (x;y) with lim !+1 V (x; y) = V (x; y)
q (x; y) = q(x; y)
for some Markov kernel q and some function V : E E ! R + . In this situation, let be the unique invariant probability measure of the Markov generator L = Q ? I, where Q (x; y) = q(x; y) e ? V (x;y)
We will give several conditions on the rate of decrease of the cooling schedule and on the rate of convergence lim t!+1 V t = V to ensure the entropy of m t with respect to t converges to 0.
The above results imply the convergence in law of the canonical process X t to the set of the global minima V ? of a virtual energy V . This leads us to investigate more closely the properties of such function. The purpose of section 1.2 is to introduce a natural test set approach to study V ? . More precisely we will give a condition for a given subset H E to contain V ? .
Section 2 is devoted to application of these results. An area of application of these results is the situation in which Q is the transition probability kernel of a genetic algorithm. Such algorithms can be formulated by a Markov process with state space E = S N (N > 1 and S a nite set) and whose transition probabilities Q includes a mutation transition Q (1) and a selection mechanism Q (2) . More precisely the mutation transition is modelled by independent motion of each particles and the selection mechanism chooses randomly in the previous population according a given tness function.
The rst convergence result was obtained by Cerf 2] in the case in which Q = Q (1) Q (2) and the mutations vanish, that is lim !+1 Q (1) (x; y) = 1 x (y). In section 2.1 we will use the results of section 1.1 and the test set approach introduced in section 1.2 to derive a new and simple proof of the convergence in probability of such algorithms to the set of the global minima of the tness function in the following situations:
Q (2) and Q = Q (1) + (1 ? ) Q (2) 0 < < 1 Finally, in subsection 2.2 we apply the results of the rst section to mean cost optimization problems. However here we touch upon a slightly di erent aspect of the theory. Namely, the object will be to nd the global minima of a function U : E ! R + de ned by
The purpose of this section is to study the limiting behavior of time-inhomogeneous Markov chains controlled by two parameters ( ; ) 2 R 2 + and associated to a family of Markov kernels Q ; (x; y) having the following property (1) with the assumptions given in the introduction. This is in keeping with our second objective, which is to introduce some areas in which such results are useful. The reader who is especially interested in genetic algorithms has to consult corollary 1 propositions 3 and 4. Finally, the numerical solving of mean cost optimization problems only requires the use of Theorem 2 or corollary 4.
Relative Entropy Convergence
Our analysis will be based entirely on considerations of the time continuous semigroup associated to the Markov kernels Q ; (x; y) introduced in (1). Namely, de ne, for
For a probability measure m on E, an inverse-freezing schedule 2 C 1 (R + ; R + ) and 2 C 1 (R + ; R + ), we denote ( ; P; F t ; X t ) the canonical process associated to the family of generators (L t; t ) t 0 = (Q t; t ? I) t 0 whose initial condition is m 0 = m and we write m t the distribution of X t . Whenever X is time homogeneous (i.e. t = and t = ) it is well known that L ; has a unique invariant probability measure ; so that Using these notation, whenever X is time homogeneous, one has the following basic inequality (for instance see Miclo 10] For another approach using only spectral gap estimates the reader should consult 4]. Using log-Sobolev inequalities one of the authors addressed the convergence of a simulated annealing associated to a Markov transition kernel of the form using the entropy distance to stationarity (see 10]). The purpose of this section is to extend these results to general Markov transition kernels of the form (1). What follows is an exposition of some basic results regarding the description of ; which is due to Bott and Mayberry 1] and also exposed in . For x 2 E we denote G E (x), or G(x) when there is no possible confusions, the set of x-graphs. We shall also use the notations, for x 2 E and g 2 G( Because of the general orientation provided in this section we can proceed immediately to review the most important special class of generalized simulated annealing which we shall study latter. Let us consider the transition probability kernels:
q (x; u; y)e ? V(x;u;y) (11) where U is a given nite set, V : U E 2 ! R + and q (x; u; y) 0. The proof of Theorem 1 shows the importance that the Markov kernel q is irreducible. For this purpose we will assume the existence of non negative functions q(x; u; y) so that q (x; u; y) = q(x; u; y) and we will work with the following irreducibility condition (I) 8x; y 2 E 9(p k ; u k ) 1 k r : p 0 = x p k 2 E u k 2 U p r = y q(p k ; u k ; p k+1 ) > 0 Our immediate goal is to prove the following consequence of Theorem 1 which gives conditions assuring the convergence stated in Theorem 1 for a time-inhomogeneous Markov chain with transitions (11) . This corollary is applied in section 2 to the convergence of genetic algorithms Corollary 1 Assume q and q satisfy the continuity and irreducibility conditions (C) and (I). Then, the transition probabilities Q (x; y) = X u2U q (x; u; y)e ? V(x;u;y) (12) satis es the inequalities (1) V (x; u; y) ? V (x; y)
using (14) we get the system of inequalities
To end the proof it remains to check condition (6) . Choose q(x; y) > 0, after some computations we nd
V (x; u; y)
thus (13) implies (6) and using theorem 1 the proof of the rst assertion is complete.
Examination of the invariant distribution of L soon yields that for all x 6 2 V ? we have lim !+1 (x) = 0. Then, to prove the last assertion it is enough to recall the basic inequality km t ? t k 2 TV 2 Ent t (m t ) where k.k TV is the distance in total variation given by k ? k TV = 2 sup
It is quite transparent from de nition (12) that the following situations are covered
Q (2) and Q = Q
(1)
In section 2 we will develop properties of both class of chains which we shall nd includes, as a special case, the evolutionary processes studied by Cerf in 2]. For the sake of unity and to highlight issues speci c to evolutionary processes, we give some examples to suggest how these results translates in this special situation.
Examples:
1. If d 1 ( ) = p and d 2 ( ) = q for some p 0 and q > 0, it clearly su ces to choose t = log t.
2. Let us study a way to combine the transitions Q (1) ; : : :; Q This situation can be formulated in the form (11) with U = E r?1 and q (x; u; y) = q
The usefulness of Theorem 1 will now be illustrated in the case where the transition probabilities Q ; converge to a transition probability kernel Q as ! +1. Theorem 2 Let Q (x; y) be a Markov kernel such that Q (x; y) = 0 () q(x; y) = 0.
Suppose the assumptions of Theorem 1 are satisfy and for every q(x; y) > 0 lim t!+1 j log Q t; t (x; y) ? log Q t (x; y)j = 0
where is the unique invariant probability measure of the Markov generator Q ? I.
proof:
By the same line of arguments as before may be described as follows Using (9) the proof is complete.
We now make the above observations precise by considering more speci c, though general, transitions Q ; .
Corollary 4 Let V be a non negative function V : E E ! R + and Q ; (x; y) = q (x; y) e V (x;y) . Suppose the assumptions of Corollary 2 are satis ed and, for every q(x; y) > 0, jV t (x; y) ? V (x; y)j = o(1= log t) (21) When the inverse freezing schedule has parametric form t = K ?1 log t, for t su ciently large and K > c, we have log t jU t (x) ? U(x)j = 0
The following examples illustrate the results and the conditions stated in the above theorems.
1. Let us now turn our attention to the transition probability kernel Q ; (x; y) = q(x; y) e ? V (x;y) where V (x; y) = (U (y) ? U (x)) + if q(x; y) > 0; and + 1 otherwise
In this case the conditions (6) and (7) take the form
U (x) < +1 sup 
For H E and g an x-graph over H (that is g 2 G H (x)) it is convenient to de ne a new communication cost V H by making the set H a taboo set. Namely, for every 
The lemma is an easy consequence of the following lemma Lemma 3 Let Q be an irreducible transition probability over E with invariant measure . Let X be a Markov chain with transition probability Q and initial measure m such that m(x) > 0 for all x 2 E. Given a subset H E de ne T 1 = inf fn 1 : X n 2 HgQ = P(X T 1 = y=X 0 = x)
ThenQ is an irreducible Markov kernel over H and its invariant probability measure is given by~ (x) = (x)= (H) There are several ways to prove Lemma 2 and 3. The following is may be the shortest in this context. On the other hand we have from which our claim follows easily.
We now give a de nition that we will use in our formulation of our test set approach to understand the limiting behavior of a generalized simulated annealing. V H (g) = min g2G H (x) V H (g) H = fH 1 ; : : :; H n g being a V -partition it is clear that V H V H . So our claim will follow provided for every g 2 G H (x) we can build a newg 2 G H (x) such that V H (g) V H (g). For this purpose let g 2 G H (x) for some x 2 H and let i 2 f1; : : :; ng such that x 2 H i . We are going to construct an x-graphg 2 G H (x) such that V H (g) V H (g). For this we introduce the set ? = f(j ! k) : 9(y; z) 2 g such that y 2 H j and z 2 H k g Obviously ? is not an i-graph over f1; : : :; ng but examination of ? soon yields that it contains at least one i-graph G i . Now for j 6 = i and (j ! k) 2 G i (unique) there exists an arrow (y j ! z k ) 2 g such that y j 2 H j and z k 2 H k . On the other hand, from the de nition of V H there exists a path p 2 C y j ;z k and 0 n 1 < n 2 jpj such that 80 l n 1 p l 2 H j 8n 1 < l < n 2 p l 6 2 H 8n 2 l jpj p l 2 H k and V (p) = V H (y j ; z k ). Given such a path p 2 C y j ;z k let us set y j = p n 1z k = p n 2
such that V (g j ) = 0, with the conventionỹ i = x.
Using the above construction it is easily seen that the set of arrows
is an x-graph over H and, from the construction of g it follows that
this ends the proof.
The following concept of -stability leads to a natural test set approach to study V ? . Let us now reduce all of the results of this section to a proposition which we shall use for later reference. 
Applications
In this section we examine two applications. In section 2.1 we use the results of the rst section to derive a new and simple proof of the convergence of the genetic algorithms. We shall prove this important result in a way di erent from the original proof of Cerf 2] . The proof splits quite naturally into two distinct parts: 1. We use the relative entropy convergence results stated in the rst section to prove the convergence of the algorithm. 2. Then, we investigate the test set approach, introduced in the second part of section 1, to prove that the set of the global minima of the virtual energy is contained in the product of the set of the global minima of the tness function. In section 2.2 we apply corollary 4 to construct a stochastic algorithm for the numerical solving of a general mean cost optimization problem.
Genetic Algorithms
A genetic algorithm is a discrete time Markov process b x = (b x n ) n with state space E = S N (N > 1 and S a nite set) and whose transition probabilities G n include a mutation M n and a selection S n mechanism. The N-tuple of elements of S, i.e. the points of the set E, are called particle systems and will be mostly denoted by the letters x; y; z. In what follows, we shall distinguish two kinds of combinations. Namely The study of the convergence, as N ! +1 or n ! +1, of such algorithms requires speci c developments because each individual particle is no longer Markovian and it is di cult to produce mean error estimates. In 3] one of the authors applies and extended such algorithms to non linear ltering problems. One of the apparent di culty in establishing a convergence result as n ! +1 is nding a candidate invariant measure which enable us to describe some aspects of the limiting behavior of the algorithm. To our knowledge, Cerf gives in his PhD. dissertation 2] the rst convergence result n ! +1 for a genetic algorithm to converge in probability to the global minima of a given tness function. More precisely, he studies the following situation:
1. The state space S is nite and G n = M n S n 2. The mutation Markov transition kernels K n (x 1 ; y 1 ) are governed by a parameter a and a cooling schedule (n) : N ! R + . Namely, M n (x; y) = Q time setting a precise study using large deviation techniques and the powerful tools developed by Trouv e 12]. Simplifying and extending techniques of Cerf and Trouv e, our results are obtained by using the relative entropy convergence result stated in corollary 1 and by investigating the test set approach introduced in section 1.2.
General results and notations
In this section we will consider genetic algorithms described by the transition probability kernel 
Examples:
The following mutation transition kernels have the properties (27) then the transition probability kernel 1) is clearly the same as the mutation transition probability kernel (24) studied by Cerf.
In this special situation, the rst model Q = Q (1) Q (2) is of course identical to Cerf's model of genetic algorithm. The asymptotic mutation dynamics of the genetic algorithms is governed by the kernel k and the function a. The irreducibility condition on the kernel k and the fact that a is an equivalence relation are su cient conditions in order to allow the system of particles to visit all the state space E. Thus, using the above notations, it is easily checked that q (1) is irreducible and q (2) (x; x) > 0 for every x 2 E. For every k = 1; 2 and q (k) (x; y) > 0 we have sup 0 jd log k (x; y)=d j < +1 for some 0 0. Then, returning to our general model (12) , the conditions introduced in corollary 1 are satis ed in both situations 1.
Q 
A convergence theorem
To clarify the notations, we will use in the remainder of section 2, the superscript( .)to distinguish the communication cost functions and the virtual energy function and the critical height associated to the transition probability kernels Q from those associated toQ . From the above observations and corollary 1, choosing of the form t = K ?1 log t where K > c (resp. K >c) for t su ciently large, yields that the canonical process ( ; P; F t ; X t ) associated to the family of generators (L t ) t 0 = (Q t ? I) t 0 (resp. (Q t ? I) t 0 ) converges in probability to the set of the global minima V ? (resp.Ṽ ? ) of the virtual energy V (resp.Ṽ ) associated to Q (resp.Q ) and described in corollary 1. One open problem is to compare c andc. Let us remark thatc does not depends on the choice of the parameter 2]0; 1 . In view of these observations the bulk of the proof rests on showing that V ? andṼ ? are subsets of (f ? ) where (f ? ) is the set in E de ned by
The main purpose of this section is to prove a more general result. We will prove that V ? andṼ ? are subsets of (f ? ) \ A, where A is the set in E de ned by A = fx 2 E : x k x l 81 k; l Ng By A we will denote the partition of A induced by the equivalence relation A = fA 1 ; : : :; A n(a) g A i = fx 2 E : x] S i g 81 i n(a) As usual we associate to each typical element x = (x 1 ; : : :; x N ) 2 A the subset A(x) = fy 2 E : y] S(x 1 )g Note that A is 0-stable with respect to V andṼ . Moreover, from our constructions, a routine proof yields that A is a V andṼ -partition of A. In view of propositions 2 and 3 it follows that V ? A,Ṽ ? A and
Now, from proposition 4, to prove that V ? andṼ ? are subsets of (f ? ) it clearly su ces to nd a constant such that the subset (f ? ) \ A is -stable with respect to V A and V A . As we will see such results holds when the size N of the particle systems is greater that a critical value which depends on the functions a and f. We shall study this critical size now, beginning with two important lemmas. Before to proceed we need to introduce some additional notations.
By ? x 1 ;x 2 , x 1 ; x 2 2 S, we denote the paths q in S joining x 1 and x 2 , that is 80 l < jqj k(x l ; x l+1 ) > 0 q 0 = x 1 q jqj = x 2 We will also note R(a) the smallest integer such that for every x 1 ; x 2 2 S in two di erent classes there exists a path joining x 1 and x 2 with length jqj R(a). These results and proposition 4 combine to yield the following Theorem 3 We note ( ; P; F t ; X t ) the canonical process associated to the family of generators (L t ) t 0 = (Q t ? I) t 0 (resp. (Q t ? I) t 0 ), c (resp.c) the critical height associated to the communication cost function V (resp.Ṽ ) and m t the distribution of X t . If t assumes the parametric form t = K ?1 log t, for su ciently large t, with K > c and if N > N(a; f) (resp.Ñ(a; f)), then we have lim t!+1 Ent t (m t ) = 0 and lim
where is the invariant probability measure of L = Q ? I (resp.Q ? I).
We come to the proof of lemmas 4 and 5.
proof of lemma 4:
Let x = (x 1 ; : : :; x N ) and y = (y 1 ; : : :; y N ) be two elements of A such that b f(x) b f(y).
First of all let us remark that
In this situation, a routine proof yields V A (x; y) = 0 andṼ A (x; y) = 0
If a(x 1 ; y 1 ) > 0 then the irreductibility condition implies the existence of a path q 2 ? x 1 ;y 1 and a pair of integers 0 n 1 < n 2 jqj such that 80 k n 1 q k 2 S(x 1 ) 8n 1 < k < n 2 q k 6 2 S(x 1 ) 8n 2 k jqj q k 2 S(y 1 )
Let us prove (29). For this, let p 2C x;y be the path de ned by 80 k jqj p k = (q k ; x 2 ; : : :; x N ) p jqj+1 = (y 1 ) p jqj+2 = y (p k ; p k+1 ) (a)jqj So thatṼ (x; y) (a) R(a) and the proof of (29) is completed.
The proof of (30) Let us write p t 1 = (q t 1 ; x 2 ; : : :; x N ). In this situation p k 6 2 A for all t 0 < k t 1 and it is easy to verify that V (p (1) In a more precise language p T k ?1 contains n On the basis of the de nition of V andṼ and in view of the proof of these lemma it is clear that the above result is easier to establish for the cost functionṼ . It also turns out that the estimate of the cost of bad transitions with respect toṼ provide a quick and natural way to estimate their cost with respect to V .
In 2] an inductive proof of this result is presented for the genetic algorithm associated to V and without the equivalence relation considered here. The main contribution here is the extension of the results presented in 2] to any equivalence relation a and to the genetic algorithm associated to the cost functionṼ . On the other hand and in contrast to the inductive proof presented in 2], the approach described here is based on a precise study of the cost of bad or good paths.
The constants (a; f);~ (a; f) represent the di culty for a population to travel from an equivalence class to a better ones. In connection with this remark it is interesting to note that~ (a; f) does not depend on the tness function f and (a; f) >~ (a; f) In other words, it is more di cult for the genetic algorithm associated to V to move from one con guration to a better one. The above observations also implies that the critical value N(a; f) is greater thanÑ(a; f).
Examples:
Let see what happens when our second general model (26) 
Mean Cost optimization
In this short section we discuss the ways in which the results of section 1 are applied in mean cost optimization problems. Namely, the object will be to nd the global minima of a function V : E ! R + given by
where E is a nite set and G(x) is the set of x-graphs over E. Z is a random variable taking value in a nite set F. We note its distribution.
U : F E ! R + and V : F E E ! R +
We have seen how to construct a stochastic algorithm converging in probability to global minima of the virtual energy associated to a communication cost function. It is clear from the description above that the appropriate communication cost function are given by V (x; y) = (E(U(Z; y)) ? E(U(Z; x))) + or V (x; y) = E(V(Z; y; z))
Unfortunately the huge size of the set F often preclude the use of such algorithm and the essential problem is to compute a mean cost function at each step. Remark : The Poisson equation is a standard tool in the study of Markov processes. For instance it was also used by Younes 13 ] to study the convergence of a stochastic gradient algorithm to a maximum likelihood estimator. The context of Younes is more complex that those considered here, and the speed of convergence cannot be obtained by a mere application of the iterated logarithm law as before. But Younes also noticed that if the convergence is fast enough (in a negative power in time), then one can couple the estimation procedure to a simulated annealing algorithm (with the classical reversibility conditions) to get the global minima of a function depending on the parameter to be estimated. To do that, Younes uses the Dobrushin coe cients, but the entropy approach enable one to get more precise results on the admissible logarithmic schedules of temperature (the constant c given below).
Let us x some terminology:
Let ( (Z) ; P (Z) ; F (Z) t ; Z t ) be the canonical process associated to the generator L. For a given probability measure m on E, ; 2 C 1 (R + ; R + ) and given the Markov process Z we note ( (Z) ; P (Z) ; F (Z);t ; X t ) the canonical process associated to the family of generators (L t; t ) t 0 = (Q t; t ? I) t 0 whose initial condition is m 0 = m and we note m t the distribution of X t where Q ; (x; y) = q(x; y) e ? V (x;y) with q irreducible
To capture all randomness we note = (Z) (Z) , F t = F (Z) t F (Z);t and we de ne P as follows In many practical situations we also want a quantitative measure of the convergence (38). Unfortunately our method of proof is not suitable for estimating such quantitative behavior. In our settings a natural alternative approach is to look at the convergence of the mean value of the process t ! Ent t (m t ) with respect to the random media (given by Z). In view of the inequality (20) we immediately observe that the speed of convergence of the mean value is related to the speed of convergence of the mean values of Ent t ; t (m t ) and jV t (x; y) ? V (x; y)j. The rst term, linked to the critical height c( t ) and to the derivative of t , depends in a complicated way on the constant A, but we know that it is a non decreasing function of the parameter A. On the other hand, the second term is a non increasing function of the parameter A. If we know how these quantities are linked to A a good adjustment of this parameter is then related to a classical minimization problem. We will examine this quantitative behavior in a forthcoming paper.
