The pair production of squarks is one of the main search channels for supersymmetry at the LHC. We present a fully differential calculation of the next-to-leading order (NLO) SUSY-QCD corrections to the on-shell production of a pair of squarks in the Minimal Supersymmetric Standard Model (MSSM), supplemented by the leading-order decay of the squarks to the lightest neutralino and a quark. In addition, we use the Powheg method to match our NLO calculation with parton showers. To this end, the process was implemented in the Powheg-Box framework and interfaced with Pythia6 and Herwig++. We study the differential scale dependence and K-factors, and investigate the effects of the parton showers for a benchmark scenario in the constrained MSSM. *
Introduction
Supersymmetry (SUSY) [1] [2] [3] [4] [5] [6] [7] [8] [9] is one of the most attractive extensions of the Standard Model (SM). Besides its theoretical appeal, SUSY can provide an explanation for conceptual problems and observations which cannot be accommodated within the SM. These include, for example, the hierarchy problem and the existence of dark matter, which emerges naturally in SUSY with R-parity conservation. With the start of the LHC, the direct search for SUSY has entered a new era. It is now possible to discover (or exclude) SUSY particles in the TeV mass range favoured by the solution to the hierarchy problem and dark matter. The main SUSY production processes at the LHC in R-parity conserving SUSY models are the pair production of the strongly interacting squarks (q) and gluinos (g), i.e. the processes pp →qq,qq,qg andgg.
The leading order (LO) cross section predictions for the pair production of strongly interacting SUSY particles in hadron collisions were first calculated some time ago [10] [11] [12] [13] . The calculation of the next-to-leading order (NLO) SUSY-QCD corrections has been performed in [14] [15] [16] [17] , assuming all squarks to be degenerate in mass (except for stop pair production, where all squarks apart from the stop have been assumed to be degenerate). The NLO corrections have been found to be positive and in general large, between 5% and 90% depending on the process and the input parameters. The inclusion of the NLO corrections is required for quantitative phenomenological studies not only because of the large corrections, but also because the higherorder contributions reduce the dependence of the prediction on the unphysical factorization and renormalization scales from about ±50% at LO to typically ±15% at NLO. Recently, a calculation of squark pair production without any assumptions on the sparticle spectrum has been published [18, 19] , including the subsequent decay of each squark into a quark and the lightest neutralino with NLO corrections in both production and decay. Furthermore, completely general NLO predictions for squark and gluino production based on the MadGolem framework have been presented and compared to resummed predictions from jet merging [20] . In the past years a lot of effort has been put in calculating the production processes beyond NLO, taking into account resummation and threshold effects [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . These corrections can increase the inclusive cross section by up to 10% and lead to a further reduction of the scale uncertainty. Furthermore, electroweak contributions have been considered at LO [32, 33] and at NLO [34] [35] [36] [37] [38] [39] [40] . These corrections can be significant, but strongly depend on the model parameters and the flavour and chirality of the produced squarks.
The LO cross sections and NLO corrections in SUSY-QCD can be calculated with the publicly available computer program Prospino [41] . Since the program is based on the calculations in [16, 17] the NLO corrections can only be evaluated for degenerate squark masses. Furthermore, these corrections are implemented such that the various subchannels, characterized by different flavour and chirality combinations, are always summed up. Results for individual subchannels can be returned, but these are obtained by scaling the exact LO cross section for the specific subchannel with the global K-factor, the ratio of the total NLO cross section and the total LO cross section, obtained for degenerate squark masses. 1 This approach is based on the assumption that the K-factors do not vary significantly between the different subchannels. Besides the NLO corrections to the total cross section, NLO differential distributions in transverse momentum and rapidity of the produced SUSY particles have been presented in [16] . It was found that for these distributions, and for the SUSY scenarios considered, the NLO corrections mainly scale the LO distribution by a global K-factor, with shape distortions of at most O(10%). Based on these results it has been assumed that differential K-factors are rather flat in general.
In the first part of this paper the calculation of squark pair production for squarks of the first two generations is presented at NLO in SUSY-QCD without any assumptions on the squark masses. All subchannels are treated individually and the results are implemented in a partonlevel Monte-Carlo program, which allows to calculate arbitrary distributions at NLO [42] . Our calculation for squark pair production is understood as the first step towards the calculation and implementation of all squark and gluino production channels at NLO in a fully flexible partonic Monte-Carlo program. Anticipating to include SUSY-QCD corrections also in the decays of the produced particles, squark-squark production constitutes an excellent channel for setting up the framework for this project. Since squarks are scalar particles, no spin correlations have to be taken into account when decays of the squarks are added. Additionally, as illustrated in [43, 44] , squark pair production is the dominant channel in the higher mass region for squarks and gluinos, which is probed in the current and upcoming searches at the LHC. Our calculation is completely independent of the calculation of squark pair production at NLO presented in [18] , since the methods used to treat and cancel the soft and collinear divergences in the virtual and real corrections are different: in our calculation we apply the Catani-Seymour subtraction formalism whereas in [18] phase space slicing has been used.
Besides calculating higher-order corrections in perturbation theory, it is mandatory to combine these fixed order parton level results with a parton shower to obtain more precise predictions for measurements at hadron colliders. The combination of a fixed order NLO calculation with the all-order effects of a parton shower is non-trivial, as the double counting of contributions contained in both the NLO result and the parton shower has to be avoided (see e.g. [45] ). Several methods exist to perform such a matching consistently, the two most widely used being MC@NLO (see [46] ) and Powheg (see [47] and [48] for a detailed description). We follow the Powheg method and use the program package Powheg-Box [49] as a framework for matching our NLO calculation for squark pair production with parton showers.
The paper is organized as follows: Sec. 2 is devoted to the details of the NLO calculation. Besides the standard problems of treating ultraviolet (UV) divergences in the virtual parts and canceling infrared (IR) divergences in the real contributions, another type of divergences related to intermediate on-shell gluinos emerges in some channels for the real parts, and requires a non-trivial subtraction formalism. The implementation in the Powheg-Box is described in Section 3. Section 4 summarizes our main findings. In addition to the discussion of the pure NLO effects, we investigate the impact of different parton showers by interfacing our results with three shower programs: the p T -ordered shower from Pythia6 [50] and both the default and the Dipole Shower of Herwig++ [51] [52] [53] [54] . Our conclusions are given in Sec. 5. 2 Squark Pair Production at NLO
Elements of the NLO Calculation
At LO the pair production of squarks of the first two generations proceeds through two quarks in the initial state:
where the indices i, j characterize the flavour and chirality of the corresponding particle. The Feynman diagrams contributing to this process are depicted in Fig. 1 . In the following we take into account only the production of squarks of the first two generations (ũ,d,c,s). The corresponding quarks are treated as massless. The amplitudes depend on the flavours and chiralities of the particles and can be categorized into four different subchannels: The first two are those where the squarks have the same flavour, and the same or different chiralities. The u-channel in Fig. 1 (b) only contributes to these two subchannels. The remaining two categories of subchannels are those where the squarks have different flavour, and the same or different chiralities.
Squark pair production at NLO receives contributions from real emissions of one additional parton, a gluon or anti-quark, as well as from virtual SUSY-QCD (SQCD) corrections. The virtual corrections to squark pair production consist of gluino, quark and squark self-energies, vertex corrections and box diagrams. Generic Feynman diagrams for these corrections are depicted in Fig. 2 . The individual Feynman diagrams contributing to the quark, squark and gluino self-energies, to the vertex correction diagrams and to the box diagrams are listed in Fig. 3 . Note that the diagrams in the last line of this figure do not contribute when both squarks have different flavours.
The loop diagrams of the self-energies and vertex corrections lead to UV divergencies. We use dimensional regularisation [55] to handle these UV divergencies. Dimensional regularisation is a convenient regularisation scheme because it respects all gauge symmetries. However, it breaks SUSY as it introduces a mismatch between fermionic and bosonic degrees of freedom. Invariance under SUSY transformations inquires the strong gauge coupling g s and the SUSY Yukawa couplingĝ s be equal to all orders in perturbation theory for large scales. At one-loop level, when using dimensional regularisation, this relation is violated and needs to be restored by adding a finite counterterm [56] ,ĝ
The UV divergencies can be absorbed by introducing renormalization constants for the nonvanishing squark and gluino masses, the quark, squark and gluino fields and the strong coupling constant. For the mass and field renormalization constants we choose the on-shell renormalization conditions. In case of the strong coupling constant we work in the MS-scheme [57] , where only the 1/ UV poles along with some universal terms are absorbed into the counterterm δg s which relates the bare strong coupling g
s and the renormalized coupling g s according to
The counterterm δg s is determined from the transverse part of the gluon self energy, which contains contributions from SM as well as SUSY particles. The experimental value of α s is given in SM QCD with five active quark flavours at the scale of the Z boson mass [58] . We have decoupled the heavy squarks and gluinos as well as the top quark from the running of α s in order to avoid artificial large logarithms in our calculation. This can be accomplished by subtracting the logarithms of the masses of the heavy particles [59] , hence
with
and ∆ = 1/ − γ + log 4π denoting the UV pole and the universal constants that have been absorbed in the counterterm together with a logarithm of the renormalization scale µ R over the 't Hooft scale µ. Here, γ is the Euler-Mascheroni constant and β 0 the one-loop beta function coefficient. This definition of δg s assures that only the gluon and the five light quarks contribute to the running of α s .
The code for the LO amplitude and the virtual corrections has been generated with the Mathematica packages FeynArts 3.5 [60, 61] and FormCalc 6.1 [62, 63] . The one-loop integrals in the calculation are evaluated by the program package LoopTools 2.6 [62] . FeynArts provides a model file with the Feynman rules of the MSSM. In contrast to the model file of the SM, in the MSSM model file no counterterms are specified. These have been added according to the renormalization procedure described above. It has been checked explicitly that this procedure renders the calculation UV finite. After canceling all UV divergencies by renormalization the IR divergencies remain. These will cancel against the IR divergencies of the real emission diagrams by applying the Catani-Seymour subtraction formalism [64, 65] .
The matrix elements of the real emission can be classified in two different topologies. The first topology contains diagrams with two quarks in the initial state and an additionally emitted gluon:
The t-channel diagrams contributing to this process are shown in Fig. 4 . The second topology is comprised of diagrams with a quark and a gluon in the initial state and an emitted, massless antiquark. These diagrams are depicted in Fig. 5 . Apart from implementing the process
it is important to include for i = j also g q j →q iqjqi (6) in order to account for all possible initial state configurations. Both topologies lead to IR/collinear divergencies. Diagrams withinitial states, which contain soft and collinear divergencies, are collected in Figs. 4 (a) and (b). The diagrams with qg initial states which emit a massless anti-quark, result in collinear divergencies only. The corresponding diagram is shown in Fig. 5 (a).
The soft and collinear divergencies are subtracted by the Catani-Seymour dipoles which have been generated using the SuperAutoDipole 1.0 package [66, 67] . SuperAutoDipole itself provides an interface with the program MadGraph 4.4.30 [68, 69] , which automatically produces a code for the squared matrix elements of the real emission diagrams by calling the HELAS subroutines based on the helicity amplitude formalism [70] . The dipoles needed to render the real emission matrix elements finite are organized in pairs of potentially collinear partons with an additional reference to a spectator particle. For diagrams with two quarks in the initial state this gives rise to twelve individual dipoles: The emitted gluon can be collinear or soft and in each case any of the other three particles in the initial or final state can serve as spectator particle. For diagrams with a quark and a gluon in the initial state only three dipoles are necessary: The emitted antiquark can only become collinear to the initial state gluon while the other three particles can act as the spectator particle. Hence, the counterterms dσ A which are subtracted from the squared real emission matrix elements read:
and dσ
The real emission diagrams in Fig. 5 (c) have to be handled with care in parameter regions where the gluino is heavier than one or both squarks in the final state. In this case these diagrams give rise to another kind of singularity since the intermediate gluino can be produced on-shell. The subtraction procedure for these divergencies is described in detail in Sec. 2.2.
Having subtracted the counterterm dσ A from the real emission matrix elements the IR divergencies in the virtual corrections are still left. With the choice of dipoles as published in [64, 65] the counterterms in Eq. (7) can be integrated analytically over the one-parton phase space. This integration yields the so-called I-terms and P K-terms which can be evaluated in the 2-particle phase space used for the Born matrix elements and virtual corrections. The former contain all the 1/ poles that are necessary to cancel the poles in the virtual contributions. The latter are the finite collinear remainders which are left after initial state collinear singularities have been factorized into the non-perturbative parton distribution functions (PDFs) defined in the MS-scheme. These P K-terms involve an additional integration over x, which is the longitudinal momentum fraction after the splitting in the initial state. The program SuperAutoDipole generates a Fortran code for the I-terms as functions of the momenta and masses of the partons. It provides a flag in order to separately extract the coefficients of the 1/ 2 and 1/ poles as well as the finite parts. In principle the program LoopTools, which has been used to evaluate the virtual corrections, provides the same feature for the coefficients of the poles of the loop diagrams. By combining these two tools it is possible to compare the coefficients of the poles for every phase space point during the numerical evaluation of the process and check whether the cancellation of the divergencies in the virtual corrections works. However, it has to be taken into account that in the code generated by LoopTools the term
has been factored out. In order to achieve agreement between the coefficients of the poles from the virtual corrections and the I-terms this factor has to be added back in by hand. This changes the coefficient C −1 of the 1/ poles and the finite part C 0 of the virtual corrections calculated by LoopTools:
With this modification the cancellation of the IR divergencies from the virtual corrections by subtracting the integrated Catani-Seymour dipoles can be carried out successfully. 2 Implementing the finite collinear remainder terms in the numerical evaluation as part of the 2-particle phase space has a drawback. The code slows down dramatically as for every phase space point an additional integration over the longitudinal momentum fraction x has to be carried out. To reduce the computing time it is convenient to perform the integration over the 3-particle rather than the 2-particle phase space with an additional integration over x. By taking advantage of the fact that the phase space factorizes, the Born-level phase space can be mapped onto the real emission phase space and the P K-terms can be integrated together with the real emission matrix elements and dipoles [71] . Apart from speeding up the numerics, this factorization of the phase space allows for consistency checks of the program, since the finite collinear cross section can be determined either as part of the 2-particle or as part of the 3-particle phase space.
Subtraction of On-shell Intermediate Gluinos
The gluon-initiated real contributions (cf. Fig. 5 ) q i g →q iqjqj give rise to another type of singularity: for mq j < mg the intermediateg in the diagrams (c) can be produced on-shell. In principle, the resulting divergence originating from theg propagator can be cured by the introduction of a finiteg width Γg,
But looking at these resonant contributions from a different point of view, they correspond to the LO production q i g →q ig , followed by the decayg →q jqj . Keeping it as part of the real corrections toqq production would spoil the predictivity of the NLO calculation, as for a very large region in the parameter space this resonant contribution easily exceeds the full NLO corrections. Moreover, considering all SQCD pair production channels (notablyqg production) and their subsequent decays, these channels would be double counted. Therefore, these contributions have to be removed in a consistent way.
The general structure of the qg channels can be written as
where M nr comprises the non-resonant diagrams (denoted (a) and (b) in Fig. 5 ), and the resonant ones are combined in M r . On-shell intermediate states which require some kind of subtraction formalism are not a unique feature of SQCD pair production processes, but occur in other processes, too. There exist several methods to cope with them, the most relevant ones for Monte Carlo (MC) event generators being the following:
• Diagram Removal -type I (DR-I): This approach was first used in the context of tW production, see [72] . It simply amounts to leave out all resonant diagrams, i.e. not only |M r | 2 but also the interference term 2 Re(M r M * nr ) is completely removed.
• Diagram Removal -type II (DR-II): This method was proposed in a recent calculation of the NLO corrections toqq production [18] . Here, only the |M r | 2 part is dropped, whereas the interference term is kept.
Both approaches are easy to implement in a MC event generator, but obviously break gauge invariance and therefore give in principle arbitrary results, as it is not guaranteed that the neglected terms are small.
• Diagram Subtraction (DS): In this approach a 'counterterm' is introduced which removes the resonant contributions for (pq j + pq j ) 2 → m 2 g locally, i.e. only the contributions originating from on-shell gluinos are subtracted. 3 This method respects gauge invariance (in the limit Γg → 0) and retains both the interference terms and off-shell contributions from |M r | 2 . Furthermore, by construction it allows a pointwise subtraction, and thus represents an ideal method for MC event generators.
The actual implementation of the DS scheme in a MC generator is quite involved. In the following we will make some remarks on the different building blocks required. For more details see [72] .
The general form of the subtraction term for the DS method can be written as follows:
with the invariant mass of theg defined as m 2 q jqj = (pq j +pq j ) 2 . The different elements guarantee the following properties:
• The case of an on-shell intermediateg can only occur if the energy in the partonic centerof-mass system is sufficient to generate both an on-shellg and theq i not originating from the 'g decay'. This is ensured by the first step-function, Θ( √ŝ − mg − mq i ).
• Only the case mg > mq j requires subtraction, which is ensured by the factor Θ(mg − mq j ). This is a non-trivial restriction only in the case of same flavourq with different chiralities for a hierarchy like mq 1 < mg < mq 2 . In all other cases there is either only one type ofq involved, or flavour conservation dictates whichq can originate from the on-shellg.
• The choice dσ sub ∝ |M r | 2 ensures the exact cancellation of theq ig contribution in the limit mq jqj → mg. Moreover, using the full amplitude squared retains spin correlations.
• The subtraction term is supposed to remove only contributions with mq jqj = mg. An arbitrary phase space point in the 3-particle phase space Φ 3 will usually not fulfil this criterion. Therefore the kinematics has to be adapted appropriately by a mapping Φ 3 →Φ 3 .
Besides putting theg on its mass-shell, this momentum reshuffling has to respect energymomentum conservation. Furthermore, it should preserve the on-shell conditions for the final state squarks and become an identity transformation for mq jqj = mg. This situation is similar to the construction of the transformed kinematics in the Catani-Seymour formalism. Therefore we adopted the formulae for the case where both the spectator and the emitter are final state massive particles from [65] to construct the momenta of theq i ,pq i , and of the intermediateg,pg. The momenta ofq j andq j are then obtained by performing the 'decay' of theg in its rest frame, preserving the original direction ofq j , and boosting the result alongpg.
• In the limit Γg → 0, the subtracted term has to reduce tô
which requires the Breit-Wigner form of the (squared)g propagator, as
leads to m 2
4 . The reshuffling procedure obviously destroys this form in |M r | 2 , hence it has to be restored here explicitly. As actual value of 4 Note that this holds strictly speaking only if the range of integration for m 2 q jqj comprises the complete real axis. The physical phase space boundaries for m Γg we do not use the physical width, but consider this parameter as a pure regularisation parameter, which is chosen such that the result is independent of its value. Note that we introduce a non-vanishing Γg solely where it is necessary, i.e. in M r , but not in M nr , as this would change the IR behaviour and invalidate the cancellation of these divergencies against the Catani-Seymour subtraction terms. Moreover, terms linear in Γg which appear in the interference term M r M * nr are discarded, as we only aim to reproduce the first term in an expansion in Γg/mg, i.e. we consider the limit Γg → 0. As the separation of the different terms and the correct treatment of theg width (especially in the interference term) in an implementation based completely on MadGraph routines is quite involved, we calculated the real amplitudes squared analytically with the help of FeynCalc [73] .
• The last subtlety in the implementation is the form of the Jacobian for the MC integration over the 3-particle phase space. While the applied formalism for the reshuffling of the finalstate kinematics guarantees that the transformed momenta lie within a '' phase space, i.e. they fulfil (pq j +pq j ) 2 = m 2 g by construction, a naive implementation of the subtraction term in the integral over the whole phase space would not only remove on-shell contributions, but also off-shell terms, if the integration limits are not adapted appropriately. To clarify this point, consider a specific parametrisation of the 3-particle phase space with 2 invariants (chosen as s 2 = (pq j + pq j ) 2 and t 1 = (p g − pq i ) 2 ) and 2 angles which describe theg decay, see [74] . In terms of these integration variables the phase space element has the form
where the integration over t 1 has been mapped on the interval [0, 1] as needed for an MC in-
) and λ(x, y, z) = x 2 + y 2 + z 2 − 2xy − 2xz − 2yz. Using the same parametrisation for the phase space integration of the subtraction term with its reshuffled kinematicsΦ 3 , one has to take into account that in the 'restricted' phase space with s 2 = mg the Jacobian has to be rescaled according to the replacement s 2 → mg in Eq. (15):
In the following, we will discuss some results obtained with the different schemes. Furthermore, the (in)dependence of the predictions on the actual value of the regularisingg width is analyzed 6 .
To this end we consider a scenario within the CMSSM with mq < mg (for the actual values of the masses, see Tab. 4 in Sec. 4). We take into account only the first generation and show in Fig. 6 for a representative set of the four possible channels (same/different flavour with same/different chirality) the contribution of the qg initiated channels σ qg , as a function of the regularising width Γg. This comprises only the 2 → 3 parts of the respective processes, i.e. the real amplitudes squared and the counterterms for the subtraction of the IR divergencies. Thus the differences visible in this quantity (which is not a physical observable) directly indicate the influence of the neglected terms in the on-shell subtraction methods. We note that for all cases the result is rather stable with respect to the value used for Γg and thus insensitive to this parameter. (This holds of course only for the considered range. If Γg is increased further its influence becomes visible, while for smaller values the result becomes numerically unstable.) Moreover, we note that the magnitude of the terms neglected in both DR schemes can be sizable. The two curves shown for the DS scheme have been obtained by including/excluding the correction factor for the Jacobian, see Eq. (16). While not being as drastic as in case of 'DR vs. DS', the influence of this term is nevertheless non-negligible. However, these observations have to be interpreted with a grain of salt: comparing the absolute size of the considered quantity σ qg to the full NLO cross section for the different channels, we note that it amounts only to a sub percent effect in the scenario considered here 7 . The actual numbers of σ NLO for the DS scheme with the corrected 7 This statement holds only for the production ofq of the first generation. If second generationq are involved, the discrepancies in the results for the total cross sections of the different subchannels obtained with the different methods can become rather large. Comparing e.g. the DS-II and the DR-II method for the benchmark point CMSSM 10.1.5, we observe deviations up to O(20%) for channels including second generations squarks. These large effects can be explained by the fact that in these cases the qg contributions gain in relative importance due to larger PDF factors f (e.g. fufg > fufc). Nevertheless, the impact of these channels on the total cross section after summing all subchannels is very small, of O(1%).
Jacobian are depicted in the plots. The effect on distributions is in general small. We will show some examples in Sec. 4.3.
Tests and Comparisons
The complete NLO calculation, as described in the previous sections, has been implemented in a Fortran program in order to perform the phase space integration and the convolution with the PDFs numerically by means of statistical Monte Carlo methods. The integration routine used for this purpose is MONACO, which is a modified version of the Fortran subroutine VEGAS [75] and is part of the Monte Carlo program VBFNLO [76] [77] [78] . In order to check the various parts of the implementation of the calculation and in order to exclude possible error sources, numerous internal tests have been performed. Among these are the check whether the Catani-Seymour dipoles cancel the real emission contributions in the singular regions, the check whether the I terms of the integrated dipoles render the correct coefficients of the 1/ and 1/ 2 terms and the check whether the cross section of the finite collinear remainder coincides in the implementations as part of the 2-particle and as part of the 3-particle phase space. We have checked carefully that the recalculated matrix elements for the gluon-initiated real contributions lead to the same results as the corresponding MadGraph routines. To further validate the code these tests have been supplemented, as far as possible, by a comparison of the results for the LO and NLO cross section to results obtained with the program Prospino2 [41] . The program Prospino2 computes NLO cross sections efficiently for the production of SUSY particles at hadron colliders based on the calculations accomplished in [16] . However, some simplifications have been made which have to be taken into account for a consistent comparison of the results. While the LO cross section for squark pair production is calculated correctly, i.e. taking the degenerate masses into account, and separately for the various flavour and chirality combinations, the NLO corrections are always summed over the subchannels assuming a common mass for all squarks. The K-factor, i.e. the ratio between the NLO and LO cross section
is determined for the total cross section, with all subchannels summed up. Results for the NLO cross sections of different subchannels can be returned but have been obtained by scaling the LO cross sections with the K-factor obtained from the total cross section at LO and NLO. Thus, it is assumed that the K-factor does not change for different flavour and chirality combinations. Since Prospino2 reads SUSY Les Houches Accord (LHA) [79] spectrum files but calculates an average squark mass for the evaluation of the NLO corrections, it is most sensible to compare results for a scenario with degenerate squark masses. For that purpose all squark masses have been set to mq = 1800 GeV , the gluino mass is chosen to be mg = 1600 GeV .
Additionally, Prospino2 uses CTEQ6 PDFs throughout, i.e. the CTEQ6L1 set for the LO and the CTEQ6M set for the NLO cross section. u RũR have the same cross section and so haveũ LdR andũ RdL . As a consequence, only 20 out of the 36 possible channels have cross sections that differ from each other. Several of these 20 cross sections differ just due to PDFs, i.e. different flavours in the initial state, and thus all subchannels can be summarized in the 4 categoriesũ LũL ,ũ LdL ,ũ LũR andũ LdR . The sum of the LO and NLO cross sections for all subchannels contributing to these categories with the corresponding K-factors in comparison to the ones obtained with Prospino2 are listed in Table 1 . As everywhere else in this work the charge conjugated processes are included for every subchannel. In the last line of Table 1 the sum of all subchannels is stated. As can be inferred from the table the LO cross sections are in perfect agreement. The NLO total cross sections agree within their errors and consequently the total K-factors are the same. While Prospino2 assumes that this total K-factor is constant in the various subchannels, calculating the NLO cross sections for the subchannels individually shows that this approximation is not entirely satisfactory. The K-factors of the individual subchannels vary in the range between 1.11 − 1.26. Therefore, an independent treatment of subchannels seems appropriate, as in general squarks of different chiralities and thus different channels have different masses, decay widths and kinematic distributions. We have also verified that for a scenario with mq < mg, i.e. mq = 1600 GeV and mg = 1800 GeV, which corresponds to the case where a gluino is resonantly produced, the LO cross sections in all subchannels and the total NLO cross section perfectly agree with the results obtained with Prospino2.
In order to check our calculation also for non-degenerate squark masses, we have compared LO and NLO cross sections to all combinations of subchannels given in Table 6 of [18] , where the benchmark point CMSSM 10.1.5 from [80] was used. We find perfect agreement at LO but deviations of about 1% to 20% depending on the subchannel at NLO which can be attributed to the implementation of the DR-II type on-shell subtraction scheme instead of the DS subtraction scheme, which was chosen in our case. Using the DR-II scheme in our calculation we find very good agreement with [18] at NLO. Furthermore, we have cross checked our results against those presented in Table II in [20] for the benchmark points CMSSM 10.2.2 and CMSSM 40.3.2 (defined again according to [80] ). In the former, the gluino is heavier than the squarks of the first two generations, in the latter the gluino is lighter. We find agreement on the sub-percent level in all subchannels independent of the scenario chosen and therefore independent of whether subtraction of on-shell intermediate gluinos has to be performed or not.
Matchingqq Production with Parton Showers Using the Powheg Method
To obtain realistic predictions for measurements at the LHC, a combination of the fixed order NLO results described in the last chapter with parton shower programs is mandatory. The Powheg method [47, 48] is one option to perform this matching consistently and will be used in the following. The basic idea of the Powheg method consists of generating the hardest emission first, maintaining full NLO accuracy, and adding subsequent radiation with a p T -vetoed shower program. If the ordering variable in the parton shower is different from p T one has to add a truncated shower to obtain a complete description. Formally, the Powheg cross section for n particles in the final state derived with this procedure has the following form:
with Φ n representing the underlying Born phase space. The phase space for the real emission is constructed from Φ n and the radiation variables, denoted Φ rad here, thus Φ n+1 = {Φ n , Φ rad }. R corresponds to the full real amplitude squared, whereas R s is chosen such that in the limit of a soft/collinear emission R s → R. 8 Choosing R = R s obviously simplifies the expression, but in some cases a different choice is more appropriate, see the discussion below. The scale p min 
and the Powheg Sudakov form factor
Note that for R = R s , only R s affects the generation of the first emission, while the contributions of the remnant term (R − R s ) are 'regular', i.e. they do not contain any soft/collinear divergent terms and can thus be generated with usual MC methods. The main steps of the method as the actual generation of the first emission or the subtraction of the IR divergencies in the real terms are process-independent and have been automatised in the Powheg-Box framework (see [49] for details).
Implementation in the Powheg-Box

SQCD Processes in the Powheg-Box
So far only SM processes have been implemented in this program package (the only exceptions being slepton pair production [81] and tH − production [82] , however in both processes the created BSM particles do not interact strongly and are therefore not affected by the radiation generation). That is why as a first step towards the implementation of our pure (S)QCD process we had to make sure that all steps in the existing code are suited for dealing correctly with this type of processes. To this end, the following aspects implemented in the Powheg-Box had to be considered:
1. The automatised version of the FKS method [83] used in Powheg for the IR divergencies in the real contributions might be affected. In the first step of the implemented algorithm, all singular regions for the flavour structures of the process under consideration are identified.
Here only pairs of massless partons are relevant. Therefore the occurrence of massive colour-charged sparticles does not spoil this procedure.
The subtraction terms used in this method consist of the eikonal factors for the soft singularities and the factorization formulae for the collinear singularities (see appendices A and B in [49] for details). Forqq production, collinear singularities can only appear in initial state (IS) radiation. Hence the corresponding formulae are unchanged. Soft gluons can be radiated off final state (FS) squarks, but as the eikonal factors are independent of the spin of the emitter, only minor changes in the code were necessary. To be more specific, the routine softalr in sigsoftcoll.f was modified in a way that the sums over massive coloured particles comprise also the PDG codes of SQCD particles. Moreover, we had to ensure that the correct SU (3) Casimir factors for squarks (C F ) and gluinos (C A ) are used.
Correspondingly, the implemented formulae for the soft-virtual cross section had to be adapted. Again, only in the parts concerning massive coloured particles the occurring sums had to be extended to SQCD particles with the correct Casimir factors. These changes affect solely the subroutine btildevirt in sigsoftvirt.f.
2. The generation of the first emission according to the 'Powheg master-formula' in Eq. (18) as implemented in the Powheg-Box is not affected by the presence of coloured sparticles.
3. Moreover, the Powheg-Box provides several 'utility routines' for the calculation of α s , calling PDF libraries, writing out LesHouchesEvent (LHE) files, performing simple analyses etc. Besides some minor changes in the output to LHE files, the only possible source of problems are the implemented formulae for α s . Here the MS scheme with 5 active flavours is used. As we decoupled all heavy (s)particles from the running of α s in our calculation, no changes were necessary at this point.
Process-dependent Ingredients
Apart from these changes in the main part of the program, the usual process-dependent parts for the implementation of a process in the Powheg-Box had to be provided. These consist of
• the list of all independent flavour structures for the relevant Born and for the real channels,
• the Born phase space, here for a 2 → 2 process with massive particles,
• the Born and the colour/spin-correlated 9 Born amplitude squared,
• the finite part of the virtual contributions, calculated as described in Sec. 2,
• the real contributions squared for all subchannels,
• the colour flows for the Born configurations in the large-N c limit.
As we do not impose any assumption on the masses of the produced squarks, we have in principle 36 configurations of same/different flavour/chirality squarks with different masses in the final state, which have to be treated in separate runs of the code and are combined afterwards. 10 To reduce the computation time of our code, subchannels with final state squarks of the same mass are combined by using the smartsig option of the Powheg-Box.
Implementation of the On-shell Subtraction
Implementing the subtraction of contributions with an on-shell intermediateg as described in Sec. 2 is quite involved. The occurring problems are mostly related to the way the phase space for the real radiation is built up in the Powheg-Box: being implemented in a process-independent way it is tailored to the generation of the hardest emission, i.e. starting from a point in the phase space for the 2 → n Born-like configuration, the integration over the 1-particle phase space of the radiated parton is performed using its rescaled energy and two angles relative to the emitting particle. Comparing this situation to the way the subtraction is built up in our stand-alone NLO program it is obvious that 1. it is not possible to perform a Breit-Wigner-mapping (BW-mapping) for the integration over the invariantg mass as discussed in footnote 5. Thus the usage of a Γg mg would worsen the convergence of the integration (if the result converges at all) and 2. a restriction of the phase space on the on-shell configurations as described above is not straightforward.
Furthermore, all different schemes except for the simplest DR-I scheme lead to real contributions which are no longer positive definite. This has two consequences: first of all the fraction of events with negative weights is increased, as the B function in Eq. (18) is no longer guaranteed to be positive. Second the mechanism for the actual generation of the hardest emission is based on the assumption that the ratio R s /B in the Powheg Sudakov form factor is positive. Both problems were discussed in the context of the implementation of tW production in the Powheg-Box [84] . While the fraction of events with negative weights can be reduced by applying a 'folded' integration over the radiation variables, a feature that is implemented in the Powheg-Box and described in [49] , the second problem cannot be solved directly. The proposition in [84] adapted to our process consists in introducing a cut on the invariant mass of the intermediateg close to the resonant region:
Method BW-mapping phase space restriction neg. weights cut for radiation regulator Γg DR-I  unnecessary  unnecessary  none  unnecessary  unnecessary  DR-II  unnecessary  unnecessary  yes  yes  yes  DS-I  not possible  not possible  yes  yes  yes  DS-II  possible  possible  yes  unnecessary  yes with ∆ = O(Γg). The motivation for this procedure was based on the observation that the situation R s /B < 0 occurs most often close to the resonant region. We have checked that this holds for our process, too. Nevertheless, in view of all these problems we have opted against a 'direct' implementation of the DS scheme. Instead we implemented the subtraction mechanism such that for the actual Powheg generation only the non-resonant amplitudes squared (|M nr | 2 in Eq. (11)) are used. This corresponds in fact to the DR-I method 11 , hence we retain the positive features of this method, namely the absence of both the artificial cut mentioned above and the need for a mapping, that absorbs the gluino BW. The interference term and the resonant amplitude squared (2 Re(M r M * nr ) + |M r | 2 in Eq. (11)) with the corresponding subtraction term for the on-shell intermediateg on the other hand are treated as regular remnants. 12 This corresponds to choosing R s ∝ |M nr | 2 in Eq. (18) .
The actual integration of the remnant terms can then be performed using a phase space parametrisation which probes the resonant region with a suitable BW-mapping. A drawback of this solution is the usually quite high negative weight fraction for these remnant terms. In the original code, regular remnants are supposed to be positive, as they normally comprise the full matrix elements squared for subchannels which do not have any IR divergencies. Therefore the parts of the code concerning these contributions had to be extended. All in all, this scheme is sort of a hybrid between the DR-I scheme and the 'usual' DS method. In Tab. 2 we summarize the advantages/disadvantages and prerequisites of the aforementioned methods.
Checks
To test the validity of our Powheg implementation, several tests have been performed. A first important check concerning the correct implementation of the Born and the real contributions (and in our case the changes in the routine softalr) is the cancellation of the IR singularities in the real contributions against the corresponding FKS terms. This behaviour is checked in the Powheg-Box by comparing the real matrix elements squared in the soft/collinear limit with the known approximations, which depend only on the Born amplitudes.
Moreover, the Powheg-Box allows the user to produce as a by-product arbitrary LO/NLO differential distributions. We compared these with our independent NLO implementation and found full agreement for all considered observables. Note that this also validates the FKS subtraction method as implemented in the Powheg-Box and the dipole subtraction used for our NLO calculation.
CMSSM-point
10.3.6 * 550 GeV 825 GeV 0 GeV 10 +1 10.4.5 690 GeV 1150 GeV 0 GeV 10 +1 Besides these basic tests, a valid implementation should fulfil several requirements inherent in the Powheg method itself. First of all, the generated events should guarantee NLO accuracy for inclusive quantities. Moreover the generated hardest emission should reproduce the predictions given by the NLO calculation 13 for large p T , up to higher order corrections. To check if these requirements are fulfilled we have compared several NLO predictions for suitable differential distributions with the corresponding Powheg predictions after generation of the first hard emission, i.e. at the level of events written out to an LHE file. Some of these results are shown in the next section.
Results
This section summarizes our main findings. As there are no hints for SUSY at the LHC to date, we chose for illustration two mSUGRA scenarios, one with mq > mg and the other one with mq < mg that are not yet excluded by data, see e.g. [85, 86] . For the SM-parameters, we used [58] 
Our scenarios are based on the CMSSM-points 10.3.6 * and 10.4.5 14 proposed in [80] , the input parameters are summarized in Tab. 3. To generate the resulting mass spectra we used Softsusy 3.3.4 [87] . The thus obtained on-shell masses are then used as input variables for our calculation. As Softsusy implements non-vanishing Yukawa corrections, the masses of the second generation squarks are slightly different from the corresponding ones of the first generation. To simplify the analysis and save computing time, we replaced these values by taking the mean of the mass pairs, i.e. we set Despite concentrating on the production process, we will show some distributions including the decays of the produced squarks. To this end, we consider the decay channel with the shortest 'cascade',q → qχ 0 1 . While having the largest or at least second largest branching ratio (BR) for q R , the BR forq L is quite small. This is mainly due to the fact that in both scenarios theχ 0 1 is mostly bino-like, moreover in case of point 10.3.6 * the channelq →gq opens up. As we do not intend to perform a complete analysis for all possible cascades, we nevertheless consider only this channel. For the calculation of the LO branching ratios we used the program Sdecay 1.3 [88] . The results are listed in Tab. 5.
The renormalization (µ R ) and factorization (µ F ) scale were chosen as µ R = µ F = mq, the bar indicating the average over allq masses of the first two generations.
For the PDFs we used the LO set CTEQ6L1 and for NLO results CT10NLO with α s (m Z ) = 0.118 [89] . Both sets are taken from the LHAPDF-package [90] . In the LO calculation, α s was computed using the 1-loop RGEs, while for the NLO calculation the 2-loop results were used. All results shown in the following have been obtained for the LHC with a center-of-mass energy of √ s = 14 TeV. In the results including the decays of theq or parton shower effects more than one parton occurs in the final state. These are then clustered into jets using Fastjet 3.0.3 [91] . We use the anti-k T algorithm [92] with R = 0.4. If not stated otherwise we require the transverse momentum and the pseudorapidity of the jets to fulfil
We include the error bars in all distributions, if not indicated differently.
NLO Results
Before investigating the effects of the NLO corrections on differential distributions, we will analyze the scale dependence of the total cross sections. The variation of the unphysical factorization and renormalization scales in the LO and NLO cross sections can provide a rough estimate on the remaining theoretical uncertainties due to higher order corrections. Figure 7 shows the scale dependence of the LO and NLO cross sections of squark pair production calculated with input parameters according to the CMSSM point 10.3.6 * of Table 3 . The renormalization and factorization scale have been set to a common value, which is varied by a factor of 10 in both directions around the central value given by the average squark mass mq. The NLO cross section exhibits clearly a much flatter scale dependence than the LO cross section. Varying the latter by a factor of two around the central value results in a dependence of about ±40%. In the NLO cross section the scale dependence in the same range reduces to ±10%. The dependence on the factorization scale is very weak and the residual scale dependence is dominated by the renormalization scale dependence of α s . The cross sections at the central scale amount to σ LO = 14.47 fb and σ N LO = 17.40 fb,
implying a K-factor of K = 1.20 (25) and thus an enhancement of the LO cross section due to the NLO corrections by 20%. In the rest of this section the effects of the NLO corrections on differential distributions shall be presented. These effects are exemplified based on two observables:
• The invariant mass of the squark pair in the final state, mqq = pq i + pq j 2 .
• The transverse momentum of each squark in the final state, pq T = p 2 q i ,x + p 2 q i y . Figure 8 displays the comparison of the scale dependence in these distributions at LO and NLO for the CMSSM point 10.3.6 * . The bands in these plots have been obtained by varying the factorization and renormalization scale by a factor of 2 up and down. As for the total cross section the scale dependence is reduced in both distributions at NLO. Note that the NLO bands overlap significantly with the estimated uncertainty range obtained for the LO predictions.
The effects of the NLO corrections on the shapes of the distributions can be visualized by normalizing the distributions to unity, i.e. by dividing the LO distributions by the LO cross section and the NLO distributions by the NLO cross section. If the K-factor were flat, which means that the NLO distributions coincide with the LO distribution scaled by the K-factor of the total cross section, the normalized LO and NLO distributions would match exactly. In [16] it was found that the normalized p T and rapidity distributions are hardly (i.e. within ∼ 10%) affected by the transition from LO to NLO. These results have been obtained with a common squark mass of mq = 600 GeV, a gluino mass of mg = 500 GeV and a top quark mass of m t = 175 GeV for the factorization and renormalization scale µ R = µ F = mq at a center-of-mass energy of √ s = 14 TeV. Adopting these parameters in the present calculation the distributions of [16] have been reproduced. For the scenario analyzed here, the normalized distributions are shown in Fig. 9 . The p T distribution exhibits similarly moderate effects as already found for this distribution in [16] . The shape of the invariant mass distribution is affected more by the NLO corrections. These effects can be quantified by determining the differential K-factor, defined as the NLO differential cross section divided by the LO differential cross section. The differential K-factor for the p T and invariant mass distributions is also depicted in Fig. 9 , lower panel. For the p T distribution the K-factor varies in a range of ±10 %, while in the case of the invariant mass distribution the variation comprises a range of almost ±20 %. For comparison the figures with the differential K-factor also include the constant K-factor of the total cross sections, depicted by the dashed line. In both cases rescaling the LO distributions by the global Kfactor, as has been a common procedure so far, would overestimate the tail of the distributions and underestimate the threshold regions. Besides using the (fixed) average of theq masses for µ R and µ F we have performed the same analysis with a dynamical scale, the average of the transverse masses of theq, defined as
The total K-factor for this scale choice is a bit larger than before (K = 1.24). The pq T distribution is in this case better described by rescaling the LO result with the global K-factor (the values of the differential K-factor range from 1.3 to 1.15, compared to 1.3 to 1.05 in case of the fixed scale). For the mqq distribution, however, the differences between the two scale choices are smaller (with the dynamical scale we find a differential K-factor ranging from K = 1.4 to K = 1.05, compared to the range K = 1.4 to K = 1.0 for the fixed scale). The shapes of the differential K-factors are not affected by the different scale choice.
Certainly, the investigation at production level with unstable particles in the final state is only a first step towards a realistic analysis of the effects of NLO corrections on differential distributions. Nevertheless, it already gives a first hint that for squark pair production at the LHC the leading order distributions cannot be simply multiplied by an overall K-factor to obtain proper NLO distributions and that fully differential distributions should be used for phenomenological studies, in particular for investigations of particle properties.
In order to obtain more realistic predictions we have also added the LO decayq → qχ 0 1 for the produced squarks. The quarks originating from this decay and the gluon from the real corrections are clustered into jets which are ordered in p T . Therefore, we show in the following the transverse momentum distributions p T j1 of the hardest jet and the invariant mass distribution m j 1 j 2 of the two hardest jets. Figure 10 displays these distributions, again normalized with the appropriate cross sections, and the corresponding differential K-factors. While the differential K-factor of the p T distribution does not exhibit a strong variation, the differential K-factor of the m j 1 j 2 distribution inherits the visible phase space dependence already observed in the mqq result. Using µ R = µ F = m T does not modify these observations significantly. These distributions can be considered as examples for the fact that the observed variation of the K-factor at production level can still have a visible impact after adding decays. Similar results have been found in [18] where differential K-factors have been studied for squark pair production and decay with NLO corrections in both stages.
Powheg Results
For the investigation of the Powheg results (and the influence of different parton showers in Sec. 4.4), we generated event samples with 5M events using our Powheg-Box implementation. We neglected events with negative weights for the CMSSM-point 10.3.6 * (mq > mg) by setting the flag withnegweights to 0, which is justified by the fact that their total fraction amounts to less than one per mille. For the CMSSM-point 10.4.5 (mq < mg) we kept the events with negative weights, as they are more frequent due to the subtraction of on-shell gluinos, as discussed in Sec. 3.1.3. Figure 11 : Comparison of NLO results with the results after the first radiation generated according to the Powheg method (LHE) using the CMSSM point 10.3.6 * for several inclusive observables: the invariant mass of the twoq, mqq, and the sum of the transverese momentum, pq T , the rapidity, yq, and the pseudorapidity, ηq, distributions for bothq. The lower part of each plot shows the ratio LHE/NLO. Note that the curves are essentially identical and thus not distinguishable.
As in the discussion of the NLO-results, we first consider results with undecayedq. Except for demanding that the emitted parton fulfils p j T > 1 GeV we do not impose any cuts here. In Fig. 11 we present several distributions of inclusive quantities for the benchmark point 10.3.6 * : the invariant mass of the produced squarks mqq, the transverse momentum pq T , the rapidity yq and the pseudorapidity ηq, where p T , y and η are obtained by summing the individual distributions of bothq. Shown are the NLO predictions compared to the distributions at the level of the generated Powheg events (which are by default written into an LHE file, thus denoted LHE in the following) after the first radiation but without further parton shower.
The differences between the NLO and the LHE curves are at most in the percent range. Hence the Powheg-events reproduce the NLO results, as expected for inclusive observables. A similar behaviour is observed when considering the second benchmark point, 10.4.5, with the DS-scheme applied.
Next we turn to exclusive variables, which are expected to show some sensitivity to the additional emission of partons. The results shown in the following are again obtained for the benchmark point 10.3.6 * . In Fig. 12 the pqq T distribution of theqq-system is shown, which corresponds at NLO to the p T distribution of the emitted parton.
Comparing the NLO with the LHE curve (left plot in Fig. 12 ), we note large discrepancies over the whole range. For low values of pqq T , the NLO result is divergent, whereas the behaviour of the LHE output reflects the Sudakov damping inherent in the way the Powheg events are generated according to Eq. (18) . For high pqq T -values, where the two curves should coincide again, the ratio LHE/NLO amounts to about 1.8, i.e. the LHE result is enhanced by this factor with respect to the outcome of an NLO simulation. A similar behaviour was already observed in other Powheg-implementations, e.g. Higgs production in gg fusion [93] and vector boson pair production [94] . As discussed in these references, this enhancement can, on the one hand, be traced back to the sizable NLO K-factors of the investigated process, as for large p T of the radiated parton the Powheg master-formula, Eq. (18), behaves as
i.e. the ratio B/B enhances the (N)LO-prediction, which is described by R s . On the other hand, this enhancement is also induced by the usage of different scales in the NLO calculation (where a fixed scale µ R = µ F = mq is used) and the Powheg event generation (here the relevant scale is related to the p T of the radiated parton with respect to its emitter). The authors of [93] proposed a simple test for this explanation: the whole event-generation is performed with B → B in Eq. (18), thus the enhancement-factor should drop out. To eliminate the effect of the different scales, we used for the comparison a lower scale of µ R = µ F = 400 GeV, thus we expect to see an agreement of the (N)LO prediction and the LHE outcome with B → B in the region pqq T ≈ 400 GeV. The results depicted in the right panel of Fig. 12 indeed show the expected behaviour.
To reduce this effect, a simple procedure was proposed in [93] . In essence, the generalized Powheg master-formula with R = R s is used, with R s = FR. The function F has to fulfil F → 1 in the limit of soft/collinear radiation and should vanish for harder radiation. This behaviour can be achieved e.g. with the following form (see [93] ):
Here, h is a parameter which controls the 'damping' of the B/B-enhancement (larger h corresponds to a softer damping, i.e. the (N)LO-behaviour is restored for larger values of p T ). This choice is also implemented in the Powheg-Box and therefore used in the following.
In Fig. 13 we show again the pqq T -distribution, now with different values of h. As expected, the actual value of h determines the value of pqq T where the NLO behaviour is restored. At first glance, the ad-hoc introduction of this additional parameter seems to introduce a certain amount of arbitrariness in the prediction obtained with a Powheg simulation. But we recall here that all results are determined up to higher-order effects. Moreover, we have checked that the distributions of inclusive observables are not affected by the actual value of h, as expected.
In the following, we will use h = 50 GeV, which ensures that the pqq T -distribution at NLO and after the generation of the Powheg radiation coincide for pqq T > 200 GeV. Of course, the agreement between these two results is not limited to this specific distribution, but can be observed in other distributions which are sensitive to the emission of an additional parton, too. As an example the rapidity distributions for the radiated parton, y j , and for theqq-system, yqq, (with a cut pqq T > 200 GeV) are shown in Fig. 14 .
The choice R = R s increases the fraction of negative weights to around 5%, as it essentially selects the IR-divergent regions. This fraction was completely negligible for h → ∞ and scenarios with mq > mg. To eliminate this effect, we used the folding-option as implemented in the Powheg-Box (see [49] for details). After applying this procedure with f ξ = 5, f y = 2, f φ = 1 15 for the integration over the radiation variables ξ, y and φ, respectively, with the choice h = 50 GeV, the fraction of events with negative weights is below one per mille and thus again completely irrelevant.
As in the case of the inclusive observables discussed earlier, these observations hold equally well for the other considered benchmark point, 10.4.5, with the DS-scheme applied.
Subtraction of Contributions with On-shell Intermediateg in Powheg
As discussed in Sec. 3.1.3 there exist several possible ways to implement a pointwise subtraction scheme for the contributions with intermediate on-shellg in the Powheg-Box. In this section we will show some results obtained with the different methods discussed earlier. To this end we consider the event samples generated for the benchmark point 10.4.5 with the settings specified in the sections above. The results presented in the following are all based on the Powheg LHE output, theq are again left undecayed and no cuts are applied.
In Fig. 15 ation is performed with the complete real amplitudes squared after subtracting the on-shell contributions, whereas the DS-II results are obtained with the method described in Sec. 3.1.3, i.e. the resonant parts with the respective subtraction terms are treated as regular remnants. All methods except the DR-I scheme require the introduction of a regularizingg width. We use Γg = 1 GeV here.
Comparing the distributions for the p T and the invariant mass of theq (upper row) we note that the differences between the methods are smaller than 2% over the whole considered range and mostly dominated by statistical fluctuations. The same conclusion holds for the rapidity of the radiated parton, y j . Larger discrepancies occur in the p T -distribution of the radiated parton, p j T , for high p T -values where the distribution is essentially dominated by the actual form of the real amplitudes squared and thus becomes more sensitive to the applied subtraction method. Both DR schemes give smaller predictions than the DS methods. The differences amount to O(3 − 5%) for the DR-I method and O(5 − 8%) for the DR-II method.
Another important point in the context of the Diagram Subtraction scheme is the independence of the result of the numerical value for the regulator width Γg, see Sec. 2.2. As already stated there, the contribution of the qg channels to the total cross section is independent of this value. The effect of Γg on distributions obtained after the Powheg simulation can be estimated from the results depicted in Fig. 16 , where the DS-II method was applied for Γg = 0.1 GeV, 1 GeV, 10 GeV. As can be concluded from the plots, the results are essentially independent of the actual value of Γg over the whole range considered here.
Influence of Different Parton Showers
To test the influence of different parton showers, we have interfaced the LHE files obtained from the Powheg-Box with different shower programs: Pythia 6 (version 6.4.26) [50] , where we invoked the usage of the p T -ordered shower as appropriate for the Powheg method by calling the routine PYEVNW, and Herwig++ (version 2.6.1) [51, 52] both with the default shower and the Dipole shower 16 [53, 54] . When comparing the results obtained with the different showers, we will focus on observables related to the jet originating from the first emission created according to the Powheg method. These observables play e.g. an important role in the disentangling of q andg production in case of scenarios where the shortest possible cascades are predominant, i.e. theg decays intoqq and theq into qχ 0 1 . Further studies on parton shower effects for these processes applying merging techniques to combine matrix elements forqq + 1 or 2 partons with Pythia 6 can be found in the literature [95, 96] .
As we are mainly interested in the effects of the parton showers, we switched off hadronisation and simulation of the underlying event in the used programs. The Pythia results have been obtained with the Perugia 0 tune [97] (MSTP (5) To study solely the effects of the parton showers on the results at production level we consider in a first step again the case of undecayedq. However, interfacing the Powheg events to the Herwig++ Dipole shower with undecayed scalar particles is not possible, as the splitting kernels which invoke theq are not implemented in the current version. Therefore we compare in Fig. 17 only the default shower of Herwig++ with Pythia and the NLO results. Considering first the inclusive quantities pq T and mqq in the upper row we note that both showers hardly affect the NLO prediction for these distributions, as is expected for final state particles with masses of O(TeV).
In the lower row of Fig. 17 the p T and rapidity of the hardest jet are shown. Considering first the predictions for p j1 T we notice that both showers agree for p j1 T 200 GeV and predict lower rates than the NLO distribution for p j1 T 100 GeV. This behaviour is caused by additional radiation produced in the showering stage that may be too hard and/or develop too large angles to be clustered together with the original parton into the hardest jet. For smaller p j1 T values the Herwig++ result is up to 10% larger than the Pythia prediction.
For the y j1 distribution in Fig. 17 we observe some discrepancies between the showers, too. While Pythia essentially reproduces the NLO result, the Herwig++ default shower has a higher jet-rate especially in the central region. The observed difference in the shape of the curve is caused by relatively soft jets. Considering the same quantity for jets with p j1 t > 100 GeV (instead of p j1 t > 20 GeV) the two shower predictions coincide around y j1 = 0. This discrepancy can be traced back to initial state radiation (ISR): Comparing the same observable with ISR turned off, the two showers agree with each other. The Herwig++ prediction without ISR stays more or less the same in the central region, whereas the Pythia result goes up by almost 10% around y j1 = 0. This observation can be attributed to the fact that Pythia is known to create more soft wide-angle radiation and therefore 'pulls' the third jet away from the central 16 The Herwig++ default shower is angular-ordered, hence even after applying a pT -veto the thus obtained results are not complete. In principle one has to add a truncated shower, which adds soft, wide-angle radiation, see [47] , but as this option is not available in Herwig++ our results do not contain this additional radiation. However, by comparing with the output of the Dipole Shower, which is pT -ordered, an estimate of the importance of these left-out contributions is possible. region. A similar effect was described recently in a study on parton shower effects in vector boson fusion, see [98] .
While being of some interest for the understanding of the different parton showers, event samples with undecayedq are obviously not very relevant for phenomenological studies. As a last step we therefore consider again the simplest possible decay channelq → qχ 0 1 and compare the output of Pythia and Herwig++ (now with both the default and the Dipole shower). The decays are performed by the shower programs directly, but we use again the BRs from Tab. 5. We have checked that the distributions after the decay without parton shower perfectly agree with the results obtained with our own decay routine.
In Fig. 18 we plot the missing transverse energy E miss T carried away by theχ 0 1 , and the p Tdistributions of the three hardest jets as obtained with the three parton showers, compared to the NLO prediction. The E miss T shape is barely affected by the showers. Only at the very end of the shown range (where the quarks from the original decay tend to be rather soft) both Pythia and the Herwig++ default shower drop significantly below the NLO curve. Turning next to the jet distributions a large discrepancy between both Herwig++ showers and the Pythia results for all p j T distributions is obvious. While the two hardest jets are significantly softer in case of Pythia, the rate for a third jet is much higher than in the Herwig++ results. The reason for these large effects is related to the way the decays of theq are performed in the showers and the way the p T -veto is applied in case of Herwig++. Pythia performs the decays during the showering stage and creates the additional radiation off theq-decay products independently of the radiation related directly to the production process (i.e. ISR and radiation off the parton created in the Powheg simulation). The starting scale for the shower is related to the mass of the decaying particle. In contrast, the produced particles in Herwig++ are decayed before the parton shower. The imposed p T -veto with the veto-scale being determined by p P W G T , the p T of the first (Powheg) emission, is then applied for radiation related both to the production and the decay process. The starting scale for the final state showers from the q produced in theq decay is therefore much smaller than in the simulation with Pythia. To compensate this effect, we have modified Pythia such that p P W G T determines the starting scale for all types of radiation. 17 The resulting distributions are shown in Fig. 19 . Looking again first at the differential cross section for E miss T we observe that the Pythia shape now shows no longer any deviation from the NLO result. Comparing the p T -distributions of the three hardest jets it is obvious that the difference between Pythia and the Herwig++ showers has shrunk considerably. The two hardest jets are slightly softer than in the NLO result, but match essentially the NLO curve in the hard region (up to deviations of O(10%)). Comparing the three shower MCs we note that the most pronounced differences occur (as expected) in the low p T region, where Pythia predicts slightly lower rates. The Dipole shower and the Herwig++ default shower agree rather well with each other in the whole range. The distribution for the third jet develops larger discrepancies: while 17 The sole purpose of this change is to compare the parton showers on an equal footing. A realistic prediction for phenomenological discussions should instead treat production and decay consistently at the same order of perturbation theory. After matching the full process to a parton shower with the Powheg method, the starting scale for the shower is unambiguously related to the pT of the first (hardest) emission, regardless of its origin. We leave this extension of our calculation to future work. both Herwig++ showers predict higher rates than the NLO calculation up to p j3 T ≈ 400 GeV and agree quite well with each other, the Pythia result ranges slightly below the NLO curve for p j3 T 100 GeV and deviates up to 30% from the Herwig++ shower results.
Considering the rapidity distributions of the second and the third hardest jet depicted in Fig. 20 we observe that all showers essentially reproduce the NLO result for the second jet (this also holds for the hardest jet). The results of the third jet show, however, rather large differences between the showers, again as in the case of undecayedq in the central region of the detector. While Pythia ranges only slightly above the NLO prediction, the Herwig++ showers (in particular the default shower) predict higher rates around y j3 = 0.
These differences can again be attributed to a large extent to differences in the IS shower. Turning off ISR, the Dipole shower and Pythia predict (within O(10%)) identical y j3 distributions. The Herwig++ default shower, however, still deviates by more than 20% from this result. The p j3 T curves for the Herwig++ showers are still nearly identical for p j3 T > 100 GeV, while the difference to Pythia is reduced to < 10%. However, for soft jets the default shower deviates by up to +15% from the other two shower MCs. To clarify if these effects are caused solely by the missing truncated shower in Herwig++ or if the differences in the shower algorithms (especially the size of the available phase space for radiation) are responsible for the observed discrepancies would require more detailed studies. high multiplicity of partons in the final state is the shape ρ(r) of the jets. We use a definition similar to [99] and define for the shape of the i th jet 
with the distance r = ∆y 2 + ∆φ 2 relative to the jet-axis. Here p ji T (r 1 , r 2 ) is the summed transverse momentum of all partons which are clustered into the jet under consideration and lie in an annulus with inner/outer radius r 1 /r 2 around the jet axis, i.e. have a distance r 1 ≤ r ≤ r 2 to the jet axis. We used ∆r = r 2 − r 1 = 0.05 for our analysis.
The result for the three hardest jets is presented in Fig. 21 (where we used again our modified Pythia version). Comparing the obtained jet shapes we note that Pythia and the Herwig++ default shower essentially predict the same shapes for the two hardest jets, while the Dipole shower is slightly broader. The third jet, in contrast, is much broader in the simulation with Pythia than with the Herwig++ showers.
This observation matches the observations made for the y j3 distributions: Pythia seems to generate more soft, wide-angle partons and thus 'dilutes' the structure of the original 'parton-jet' for the rather soft third jet, while the hard jets are affected little due to their intrinsically high p T .
Conclusions
A tremendous effort has been and will be devoted to the search for supersymmetric particles at the LHC. For the interpretation of the experimental data precise theoretical predictions are crucial. The work presented in this paper contributes to this effort by providing NLO corrections to the pair production of squarks of the first two generations in a flexible partonic Monte Carlo program. In contrast to previous calculations no assumptions regarding the squark masses have been made and the different subchannels have been treated independently. The subtraction of on-shell intermediateg has been performed with several methods proposed in the literature. The differences between these methods turned out to be negligible for total rates and quite small for distributions in general. In the second part of this work, the NLO calculation at parton level has been matched to parton showers using the Powheg method. The Powheg-Box has been used as a framework, adapted to accommodate strongly interacting SUSY particles and the subtraction of on-shell intermediate gluinos.
It has been found that the K-factors in the individual subchannels can vary by about 20%. Thus a proper NLO treatment of individual channels, rather than using an averaged K-factor, is mandatory to improve the accuracy of the cross section prediction. As expected, the higherorder corrections substantially reduce the scale dependence, from about ±40% at LO to ±10% at NLO. While the shape of semi-inclusive distributions like the squark transverse momentum is hardly affected by NLO corrections, more exclusive observables, including e.g. invariant mass distributions, are more sensitive to higher-order terms. K-factors have been found to vary up to ±20% depending on the kinematics, both at the level of squark production and at the level of realistic final states from squark decaysq →χ 0 1 q supplemented by the clustering of partons to form jets. Simply scaling LO distributions with the global K-factor obtained from the total cross section will thus not provide an accurate prediction of exclusive observables, irrespective of whether fixed or dynamical scales are used.
Comparing the Powheg results to the NLO distributions the expected agreement for inclusive observables has been found. Some discrepancies in the results for observables which are sensitive to additional radiation have been observed and could be attributed to spurious higher-order terms, which have to be suppressed.
Matched NLO plus parton shower results have been obtained for three different showers: the p T -ordered shower of Pythia 6, the default shower and the Dipole shower of Herwig++. As expected, inclusive quantities as the transverse momentum distribution of the squarks are hardly affected by shower radiation. The distributions of the hardest QCD jet are modified by up to 20% compared to NLO, with differences between different showers of O(10%). A consistent comparison of the different showers for final-states including the decaysq →χ 0 1 q required a modification of the starting scale for the radiation off the decay products in Pythia. Sizeable differences between the different showers were found for example in the distributions of the third-hardest jet. These differences could be traced back to the implementation of initial state radiation. We note that a complete description of the SUSY processes should include NLO plus parton shower corrections not only in the production but also in the decay processes. This is left for future work.
Exploiting current and future LHC data to search for physics beyond the Standard Model requires an accurate theoretical prediction for exclusive observables, including distributions and cross sections with kinematic cuts. The fully differential calculation of the SUSY-QCD corrections to squark pair production matched with parton showers shows that LO predictions scaled with inclusive K-factors often fail to properly describe such exclusive observables. The results presented here provide a first step towards a fully differential description of SUSY particle production and decay at the LHC, and should form the theoretical basis for future experimental analyses.
