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Resumen
En este trabajo se estudia la existencia y unicidad de la solucio´n para el problema de Dirichlet{
∆u(x) = f(x), x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω,
donde Ω es un subconjunto abierto, conexo y acotado de RN , f es un campo escalar
continuo sobre Ω y g es continuo en la frontera ∂Ω. Para el caso f = 0 se analizan
algunas propiedades de las funciones armo´nicas y se demuestra la existencia de solucio´n
mediante el me´todo de Perron, esto bajo cierta hipo´tesis de regularidad en la frontera del
dominio. En el caso general se construye la solucio´n fundamental de la ecuacio´n de Laplace
a partir de las propiedades de simetr´ıa del operador Laplaciano, se deduce una fo´rmula de
representacio´n integral para la funcio´n solucio´n y se demuestra que dicha solucio´n verifica
los datos del problema. Finalmente se presentan algunos criterios geome´tricos que aseguran
la regularidad en los puntos de la frontera.
Palabras clave: Problema de Dirichlet, ecuacio´n de Laplace, solucio´n fundamental,
funcio´n armo´nica, funcio´n de Green.
Abstract
In this work we study the existence and uniquessly of solution for the Dirichlet problem{
∆u(x) = f(x), x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω,
where Ω is an open, connected and bounded subset de RN , f is a continuous scalar field
on Ω and g is continuous on the boundary of Ω. For the case f = 0 some properties
of the harmonic fuctions are analyzed and the existence of the solution is demostrated by
the Perron method, this under a certain hypothesis of regularity of the domain boundary.
In the general case the fundamental solution of the Laplace equation is constructed based
on the properties of operator Laplaciano symmetry, a formula of integral representation for
the solution fuction is deduced and it is demostrated that the solution verifies the problem
data. Finally some geometric criteria that ensure the regularity in the boundary points are
presented.
Key words: Dirichlet problem, Laplace equation, fundamental solution, harmonic fuc-
tion, Green fuction.
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Introduccio´n
Una ecuacio´n en derivadas parciales para una funcio´n u(x1, ..., xN) es una relacio´n de la
forma
F (x1, x2, ..., xN , u, ux1 , ux2 , ..., ux1 x1 , ux1 x2 , ... ) = 0,
donde F es una funcio´n de las variables independientes x1, x2, ... xN , de la funcio´n descono-
cida u y de un nu´mero finito de sus derivadas parciales. Ecuaciones de este tipo aparecen en
aplicaciones de las matema´ticas y son de gran intere´s a causa de su conexio´n con feno´menos
del mundo f´ısico; en f´ısica, qu´ımica e ingenier´ıa son abundantes sus aplicaciones, Simmons
(1993). Cuando se intenta modelar feno´menos estacionarios, es decir independientes del tiem-
po, con frecuencia aparece el operador diferencial el´ıptico de segundo orden,
∆u = ux1x1 + ux2x2 + ... + uxNxN ,
denominado Laplaciano. En te´rminos de dicho operador se plantea la ecuacio´n de Laplace
∆u = 0, la ecuacio´n de Poisson ∆ u = f y en particular el siguiente problema de Dirichlet:
Sea Ω ⊂ RN abierto, conexo y acotado. Sea una funcio´n f continua sobre Ω y g
continua sobre ∂Ω, (la frontera de Ω). Hallar u tal que ∆u = f en Ω y u = g
sobre ∂Ω.
Cuando Ω es un subconjunto de R2 o de R3, el problema anterior puede ser resuelto
por el me´todo de separacio´n de variables, con el cual la ecuacio´n diferencial parcial se reduce
a ecuaciones diferenciales ordinarias. En contextos ma´s generales se requiere otro tipo de
estrategias, un me´todo alternativo para resolver el problema de Dirichlet en dominios gene-
rales se conoce con el nombre de me´todo de Perron de funciones suba´rmonicas; consiste en
definir el conjunto de funciones que satisfacen ∆u ≥ 0 sobre Ω, u ≤ g sobre ∂Ω; y probar
que la solucio´n es la funcio´n ma´xima que verifique tales condiciones.
En esta monograf´ıa se presenta un estudio detallado de la existencia y unicidad de la
solucio´n del problema de Dirichlet, se basa principalmente en algunos apartes de los textos
Primer curso de ecuaciones en derivadas parciales, ( Peral Alonso 2004) y Partial Diffe-
rential Equations, ( John 1978). Este trabajo esta´ dirigido a estudiantes con conocimientos
ba´sicos de ca´lculo, topolog´ıa y ecuaciones diferenciales; una de sus metas es motivar la inves-
tigacio´n en estos temas de gran intere´s, que conllevan a aplicar los conocimientos adquiridos
y afianzar las habilidades matema´ticas.
La estructura de los to´picos tratados en este texto es la siguiente: en el cap´ıtulo uno se
recuerdan algunas definiciones y resultados respecto a topolog´ıa, ana´lisis funcional, ca´lculo
vectorial y ecuaciones en derivadas parciales, esto dara´ sustento teo´rico a los procedimientos
desarrollados en los cap´ıtulos posteriores. En el cap´ıtulo dos se estudia la invarianza del
operador de Laplace bajo isometr´ıas, hecho que sugiere encontrar la forma del Laplaciano
para funciones radiales y posteriormente definir la solucio´n fundamental de la ecuacio´n de
Laplace; esta sera´ empleada para hallar una fo´rmula de representacio´n de la solucio´n del
problema de Dirichlet. Se demuestra la existencia de funcio´n de Green para una bola abierta
de RN y la solucio´n al problema de Dirichlet en dicha bola.
Algunas propiedades de las funciones armo´nicas se estudian en el cap´ıtulo tres, la pro-
piedad del valor medio, el principio del ma´ximo, la regularidad de una funcio´n armo´nica, el
teorema de Azcoli y el teorema de Harnack para convergencia de sucesiones de funciones;
adema´s se presenta la definicio´n de funcio´n subarmo´nica y se extiende el principio del ma´xi-
mo a estas funciones. En el cap´ıtulo cuatro se aborda el problema de Dirichlet en un dominio
Ω con frontera regular. Se prueba la existencia de solucio´n del problema para la ecuacio´n
de Laplace mediante el me´todo de Perron, y luego se examinan las condiciones de regulari-
dad que deben verificar los puntos de la frontera. Tambie´n se resuelve la ecuacio´n de Poisson.
Este texto fue redactado en el editor matema´tico LATEX, que con su estupenda labor
de mecanograf´ıa permite organizar el contenido de manera que resulte ma´s atractivo. Como
referencia del manejo de este software puede consultarse Mora y Borbo´n (2014).1
1Mora, W. y Borbo´n, A. (2014). Edicio´n de textos cient´ıficos LATEX 2014. Revista Matema´tica. Educacio´n
e Internet. Instituto tecnolo´gico de Costa Rica.
Objetivos
Objetivo General
Realizar un estudio detallado de la existencia y unicidad de la solucio´n para el problema de
Dirichlet a trave´s del me´todo de Perron.
Objetivos Espec´ıficos
1. Analizar el problema de Dirichlet en un dominio con frontera regular, mediante el
me´todo de Perron.
2. Presentar algunas condiciones geome´tricas sobre la frontera del dominio para asegurar
su regularidad.
3. Utilizar la funcio´n de Green en dominios generales para resolver la ecuacio´n de Poisson.
4. Elaborar un documento que presente en detalle las demostraciones y dema´s procedi-
mientos del estudio realizado.

1 Preliminares
Ninguna certeza existe all´ı donde
no es posible aplicar la Ma´tematica o en
aquello que no pueda relacionarse con la Matema´tica
Leonardo da Vinci
En este primer cap´ıtulo se presentan algunos conceptos y resultados ba´sicos respecto a to-
polog´ıa, ana´lisis funcional, ca´lculo vectorial y ecuaciones en derivadas parciales; que sera´n
indispensables en el estudio de existencia y unicidad de la solucio´n para el problema de Diri-
chlet. Se omite la prueba de teoremas y proposiciones pues su uso es frecuente en cualquier
estudio de ana´lisis matema´tico.
1.1. Topolog´ıa y ana´lisis funcional
El propo´sito de esta seccio´n es estudiar los denominados espacios me´tricos. Se extienden los
conceptos de conjunto abierto y cerrado a espacios me´tricos generales; tambie´n el concepto
de convergencia de una sucesio´n y la continuidad de una funcio´n. Por u´ltimo se resaltan
algunas propiedades de aquellos espacios me´tricos que poseen una estructura ma´s fina; estos
que son completos, compactos o conexos. Se toman de referencia los textos Kreyszing (1989),
Munkres (1997), Rubiano (2002), Royden y Fitzpatrick (2010).
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1.1.1. Espacios me´tricos
Muchos problemas de ana´lisis matema´tico no persiguen el estudio de entes individuales,
una funcio´n, una sucesio´n, un operador; sino de amplias colecciones de tales objetos. Con
gran frecuencia tales colecciones resultan ser espacios vectoriales, es decir conjuntos cuyos
elementos pueden sumarse y multiplicarse por escalares, o ma´s precisamente:
Definicio´n 1.1.1 Un espacio vectorial, sobre el conjunto de nu´meros reales R, es un
conjunto X cuyos elementos se llaman vectores y sobre el que esta´ definida una operacio´n
binaria + llamada adicio´n de vectores y una multiplicacio´n por un escalar η, que satisfacen
las siguientes propiedades; para x, y, z ∈ X y α, β ∈ R:
Suma:
1. Es una operacio´n cerrada, ( x + y ) ∈ X
2. Es conmutativa, x + y = y + x
3. Es asociativa, x + ( y + z ) = ( x + y ) + z
4. Tiene elemento neutro. Existe un u´nico 0 ∈ X tal que x + 0 = x
5. Todo elemento de X posee un inverso, es decir a cada x le corresponde un u´nico
elemento −x ∈ X, tal que x + (−x) = 0.
Multiplicacio´n:
1. Es una operacio´n cerrada, αx ∈ X
2. 1 x = x, siendo 1 la unidad de R
3. α ( β x ) = ( α β ) x
4. α ( x + y ) = α x + α y
5. ( α + β ) x = α x + β x.
Si para la multiplicacio´n escalar en lugar de nu´meros reales se toman nu´meros complejos, se
dice que X es un espacio vectorial sobre los nu´meros complejos. Un ejemplo de un espacio
vectorial sobre los nu´meros reales es el conjunto RN . Se obtiene al tomar todas las N-uplas
de nu´meros reales x = ( x1, ..., xN ), y = ( y1, ..., yN ), dotadas de suma y multiplicacio´n
por escalares; esto es,
x + y = (x1 + y1, ..., xN + yN ), cx = (cx1, ..., cxN ).
RN verifica las propiedades de un espacio vectorial (ve´ase Munkres (1997)). Una combinacio´n
lineal de los vectores a1, a2, ...,am ∈ X es un vector de X de la forma c1 a1 + ...+cmam para
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ciertos escalares c1, ..., cm ∈ R. Ahora bien, si a cada elemento x ∈ X le corresponde al
menos una m-upla de escalares c1, ..., cm tal que,
x = c1 a1 + ... + cmam, (1-1)
se dice que el conjunto de vectores {a1, a2, ...,am} forma un sistema de generadores de
X. Los vectores {a1, a2, ...,am} son linealmente independientes si ninguno de ellos es com-
binacio´n lineal de los restantes o, lo que es equivalente, si existe una combinacio´n lineal de
ellos igual al vector cero, necesariamente los escalares de la combinacio´n lineal son cero.
Definicio´n 1.1.2 Los vectores {a1, a2, ...,am} forman una base de X si generan X y
son linealmente independientes.
El siguiente conjunto de vectores se llama base esta´ndar para RN ,
e1 = (1, 0, 0, ..., 0)
e2 = (0, 1, 0, ..., 0)
...
eN = (0, 0, 0, ..., 1).
(1-2)
Se introduce en seguida la notacio´n y la terminolog´ıa ma´s corriente relativa a funciones
cualesquiera. Sean V y W dos conjuntos. La notacio´n,
T : V −→ W,
se usa para indicar que T es una funcio´n cuyo dominio es V y cuyos valores esta´n en
W . Para cada x de V , el elemento T (x) de W se llama imagen de x a trave´s de la
funcio´n T . La imagen del dominio V , T (V ), es el recorrido de T .
Definicio´n 1.1.3 Sea H un espacio vectorial real. Una funcio´n 〈·, ·〉 : H × H → R se
llama producto interior si satisface para todo x, y, z ∈ H y λ ∈ R las siguientes condi-
ciones:
a) 〈x,x〉 ≥ 0
b) 〈x,x〉 = 0 si y so´lo si x = 0
c) 〈y,x〉 = 〈x,y〉
d) 〈λx,y〉 = λ〈x,y〉
e) 〈x + y, z〉 = 〈x, z〉+ 〈y, z〉.
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Para un espacio vectorial dado pueden existir diferentes funciones producto interior. Un
producto interior particularmente usado en RN se presenta a continuacio´n.
Si x = (x1, ..., xN ) e y = (y1, ..., yN ) se define,
〈x , y 〉 = x · y = x1 y1 + ...+ xN yN . (1-3)
Este producto interior se conoce con el nombre de producto punto y se trabajara´ en varias
situaciones en los pro´ximos cap´ıtulos, por tanto conviene recordar algunos hechos ba´sicos.
Definicio´n 1.1.4 Conjunto ortonormal
Se dice que un conjunto de vectores S = {u1, ..., uk} es un conjunto ortonormal si
ui · uj = 0 i 6= j (1-4)
ui · ui = 1. (1-5)
Si so´lo se satisface la ecuacio´n (1-4), se dice que el conjunto es ortogonal.
Uno de los objetivos del ana´lisis es un estudio amplio de funciones cuyos dominios y recorridos
son subconjuntos de espacios vectoriales. Uno de los ejemplos ma´s sencillos, y que se tratan
en todas las ramas de la matema´tica, son las llamadas transformaciones lineales. Supo´ngase
ahora que V y W son espacios vectoriales que tienen el mismo conjunto de escalares y
conside´rese la siguiente definicio´n.
Definicio´n 1.1.5 Sean V y W espacios vectoriales. Una funcio´n T : V → W se llama
transformacio´n lineal si para todo x, y en V y todo escalar α, satisface las siguientes
propiedades:
1) T (x + y) = T (x) + T (y)
2) T (α x) = α T (x).
Esto significa que T conserva la adicio´n y multiplicacio´n por escalares. Las dos propiedades
pueden combinarse en una fo´rmula que establece que,
T (αx + βy) = α T (x) + β T (y), (1-6)
para todo x e y de V y todos los escalares α y β.
Definicio´n 1.1.6 Sean U, V, W espacios vectoriales. Sea T : U → V una funcio´n con
dominio U y valores en V , y S : V → W otra funcio´n con dominio V y valores en W . La
composicio´n S ◦ T es la funcio´n S ◦ T : U → W definida para todo x en U mediante,
(S ◦ T ) (x) = S [T (x) ] , (1-7)
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As´ı pues, para aplicar x mediante la composicio´n S ◦ T se aplica primero x mediante T y
luego se aplica T (x) por medio de S.
Teorema 1.1.1 (Ve´ase Grossman (2008)) Sea T : RN → RM una transformacio´n lineal.
Existe entonces una u´nica matriz A ∈ MM×N tal que T (x) = A(x); donde la j-e´sima
columna de A es T (ej), siendo ej la base esta´ndar de RN .
La matriz A se denomina matriz de transformacio´n correspondiente a T . Se considera en
seguida un tipo especial de transformacio´n lineal.
Definicio´n 1.1.7 Una transformacio´n lineal T : RN → RN se denomina isometr´ıa si
para cada x, y ∈ RN :
| T (x) | = | x |
T (x) · T (y) = x · y,
siendo | · | la norma eucl´ıdea.
Proposicio´n 1.1.1 (Ve´ase Apostol (1998)) Si T : RN → RN es isometr´ıa, entonces los
vectores columna de la matriz de transformacio´n correspondiente a T forman un conjunto
ortonormal.
En el pro´ximo cap´ıtulo se vera´ la utilidad de las transformaciones lineales en este contexto,
por el momento se continu´a el estudio de espacios vectoriales.
Para abordar los espacios me´tricos se considera en primer lugar la definicio´n de me´trica.
Este concepto fue introducido por el matema´tico france´s Maurice Rene´ Fre´chet (1978-1973)
y constituye uno de los pasos decisivos en la creacio´n de la topolog´ıa general, Rubiano (2002).
Se trataba de definir el concepto de distancia, entre objetos matema´ticos, de la manera ma´s
general posible.
Definicio´n 1.1.8 Sea X un espacio vectorial real. Una funcio´n ρ : X×X → R se llama
me´trica si para todo x, y, z en X,
i) ρ(x,y) ≥ 0
ii) ρ(x,y) = 0 si y so´lo si x = y
iii) ρ(x,y) = ρ(y,x)
iv) ρ(x,y) ≤ ρ(x, z) + ρ(z,y).
Un espacio vectorial X, dotado de una me´trica ρ, se llama espacio me´trico y se denota por
(X, ρ). La propiedad iv) se conoce como desigualdad triangular para la me´trica y recuerda
el hecho de que la distancia ma´s corta entre dos puntos es la que se toma directamente entre
ellos. A continuacio´n se extiende el concepto de valor absoluto a espacios vectoriales.
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Definicio´n 1.1.9 Sea X un espacio vectorial real. Una funcio´n de valor real no negativa
||·|| definida sobre X se llama norma si para cada x,y ∈ X y un nu´mero real λ,
a) ||x|| = 0 si y so´lo si x = 0
b) ||λx|| = |λ| ||x||
c) ||x + y|| ≤ ||x||+ ||y||.
Se denomina espacio vectorial normado (X, ||·||) a un espacio vectorial X dotado de una
norma ||·||. El siguente resultado permite definir una me´trica en te´rminos de una norma.
En este caso se dice que la me´trica es inducida por una norma.
Teorema 1.1.2 (Ve´ase Rubiano (2002)) Si (X, ||·||) es un espacio vectorial normado, la
fo´rmula,
ρ(x,y) =‖ x− y ‖, (1-8)
define una me´trica para X.
Considere´rese por ejemplo RN = { (x1, x2, ..., xN) | xi ∈ R, i = 1, 2, ..., N }, el espacio
euclidiano N-dimensional, cuya me´trica se define en te´rminos de la norma eucl´ıdea.
Definicio´n 1.1.10 Para x = (x1, ..., xN) ∈ RN la norma Euclidiana de x viene dada
por
‖ x ‖= [x21 + ...+ x2N]1/2 . (1-9)
Se definen a continuacio´n tres importantes tipos de subconjuntos de un espacio me´trico.
Dado un punto x0 ∈ X y un nu´mero real r > 0:
a) Br(x0) = B(x0, r) = {x ∈ X | ρ(x,x0) < r}, bola abierta
b) B¯r(x0) = B¯(x0, r) = {x ∈ X | ρ(x,x0) ≤ r}, bola cerrada
c) Sr(x0) = S(x0, r) = {x ∈ X | ρ(x,x0) = r}, esfera.
En los tres casos x0 y r son el centro y el radio respectivamente. As´ı, la bola abierta,
B(x0, r), esta´ constituida por el conjunto de puntos x ∈ X cuya distancia a x0 es menor
que r. En este estudio se trabajara´ sobre el espacio euclidiano N-dimensional, algunos objetos
centrales sera´n: la bola unitaria de RN ,
BN = {x ∈ RN : ‖ x ‖≤ 1}, (1-10)
y la esfera unitaria de RN ,
SN−1 = {x ∈ RN : ‖ x ‖= 1}. (1-11)
El s´ımbolo SN−1 que denota la esfera unitaria tiene exponente N − 1 puesto que au´n
cuando la bola unitaria es un objeto N-dimensional, su superficie es un objeto de dimensio´n
N − 1. Conside´rese por ejemplo el c´ırculo en R2, B2 es un objeto bidimensional y su
circunferencia S1, es un objeto unidimensional.
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Definicio´n 1.1.11 Sea X un espacio me´trico. Un subconjunto Q de X es abierto si
para todo punto x ∈ Q existe una bola abierta centrada en x y contenida en Q. De otra
parte, un subconjunto K de X es cerrado si su complemento en X es abierto; es decir
Kc = X −K es abierto.
Es u´til tener un nombre especial para un conjunto abierto que contenga un punto dado
x0 ∈ RN . De esta manera se entiende por vecindad de x0, Vx0 , a un conjunto abierto V que
contiene al punto x0, Munkres (1997). Por ejemplo B(x0, r) es una vecindad de x0 para
cualquier r > 0.
Definicio´n 1.1.12 Para un subconjunto E de un espacio me´trico X, un punto c ∈ X se
llama punto adherente si c no puede ser separado del conjunto E por ninguna de sus
vecindades. Esto es, para toda Vc se tiene Vc ∩ E 6= ∅.
Definicio´n 1.1.13 Para un subconjunto E de un espacio me´trico X, un punto c ∈ X se
llama punto de acumulacio´n de E si toda vecindad de c contiene al menos un punto de
E distinto de c. El conjunto de puntos de acumulacio´n de E se llama derivado de E y se
denota por E
′
.
Los siguientes conceptos tiene sentido en un espacio me´trico arbitrario, puesto que se utili-
zara´n so´lo en RN , aqu´ı se definen so´lo para este caso.
Definicio´n 1.1.14 Sea A un subconjunto de RN . El interior de A se define como la unio´n
de todos los conjuntos abiertos de RN que esta´n contenidos en A; se denota por Int A. El
exterior de A se define por la unio´n de todos los conjuntos abiertos de RN que son disjuntos
de A; se denota por Ext A. La frontera de A consiste de aquellos puntos que no pertenecen
ni al interior de A ni al exterior de A; se denota por ∂A.
A partir del concepto de me´trica se definio´ conjunto abierto, conjunto cerrado y vecindad.
En seguida se presenta la nocio´n de convergencia de sucesiones en espacios me´tricos.
Definicio´n 1.1.15 Una sucesio´n {xn} en un espacio me´trico X converge a el punto
x ∈ X si para todo ε > 0 existe N ∈ N tal que ρ(xn, x) < ε para todo n ≥ N .
El punto al que converge se denomina l´ımite de la sucesio´n; para denotar la convergencia
de {xn} a x a menudo se escribe {xn} → x. Las sucesiones permiten dar la definicio´n de
continuidad de una funcio´n sobre un espacio me´trico.
Definicio´n 1.1.16 Sean X e Y espacios me´tricos. Una funcio´n f : X → Y es continua
en el punto x0 de X si para toda sucesio´n {xn} en X tal que,
{xn} → x0 entonces {f(xn)} → f(x0). (1-12)
Se dice que f es continua en X si es continua en todo punto de X.
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Esta definicio´n de continuidad puede ser entendida a partir del resultado siguiente.
Proposicio´n 1.1.2 (Ve´ase Royden y Fitzpatrick (2010)) Sean X e Y espacios me´tricos.
f : X → Y es continua en el punto x0 de X si y so´lo si para cada conjunto abierto V de
Y que contiene a f(x0) existe un conjunto abierto U de X que contiene a x0 tal que
f(U) ⊂ V .
Para realizar un estudio provechoso de problemas interesantes en ana´lisis matema´tico, es
indispensable considerar espacios me´tricos que posean una propiedad adicional. Dicha pro-
piedad se plantea a continuacio´n.
Definicio´n 1.1.17
i) Una sucesio´n {xn} en un espacio me´trico X se llama sucesio´n de Cauchy si para cada
ε > 0 existe un nu´mero natural N tal que si n,m ≥ N entonces ρ(xn, xm) < ε.
ii) Si toda sucesio´n de Cauchy en X converge en X se dice que el espacio me´trico X es
un espacio completo.
1.1.2. Espacios compactos
Una clase importante de subespacios de RN la constituyen los espacios compactos. En segui-
da se define el te´rmino cubrimiento para luego hablar de compacidad en espacios me´tricos.
Definicio´n 1.1.18 Sea X un subespacio de RN . Un cubrimiento de X es una coleccio´n
de subconjuntos de RN cuya unio´n contiene a X. Si cada subconjunto es abierto en RN se
llama cubrimiento de X.
Antes de ofrecer la definicio´n formal de espacio compacto resulta u´til presentar una visuali-
zacio´n informal. Esta apreciacio´n se debe al matema´tico John D. Baum y se tomo´ del texto
Topolog´ıa General de G. Rubiano:
“Supo´ngase que una gran multitud de personas (posiblemente infinita) esta´n afuera
bajo la lluvia, y que cada una de estas personas usa su sombrilla, claramente ellas
permaneceran sin mojarse. Sin embargo, es posible que ellas este´n juntas de manera
tan compacta, que no sea necesario que todas abran sus sombrillas, tan so´lo un nu´mero
finito, y todav´ıa permanezcan sin mojarse. En este caso podr´ıa pensarse que estas
personas forman una especie de espacio compacto.” ( Rubiano 2002, pa´g. 135).
Definicio´n 1.1.19 Sea X un subespacio de RN . El espacio X es compacto si todo cu-
brimiento abierto de X contiene una subcoleccio´n finita que tambie´n forma un cubrimiento
abierto de X.
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En general lo que resalta la propiedad de compacidad es que el estudio de cubrimientos
abiertos puede restringirse a estudiar cubrimientos finitos. Los resultados que se presentan
a continuacio´n tienen gran intere´s para el propo´sito de este estudio.
Proposicio´n 1.1.3 (Ve´ase Royden y Fitzpatrick (2010)) Si X es un subespacio compacto
de RN entonces X es cerrado y acotado.
Teorema 1.1.3 (Ve´ase Royden y Fitzpatrick (2010)) Sea X un subespacio compacto de
RN . Si f : X → RN es continua entonces f(X) es un subespacio compacto de RN .
Proposicio´n 1.1.4 (Ve´ase Royden y Fitzpatrick (2010)) Si X es un subespacio cerrado
y acotado de RN entonces X es compacto.
1.1.3. Espacios de funciones
Para un espacio me´trico X se denota por C(X) al espacio de funciones continuas de valor
real en X. Ahora bien, si X es compacto toda funcio´n continua sobre X toma un valor
ma´ximo; en particular para la funcio´n f ∈ C(X) se define:
‖ f ‖max= ma´x
x∈X
|f(x)|. (1-13)
Esta norma induce una me´trica conocida como me´trica uniforme. Para f, g ∈ C(X) se
define,
ρ(f, g) =‖ f − g ‖max . (1-14)
Definicio´n 1.1.20 Sean X e Y espacios me´tricos con me´tricas ρx y ρy respectivamente.
Sea {fn} una sucesio´n de funciones, fn : (X, ρx) → (Y, ρy) para todo n ∈ N. Supo´ngase
que para cada elemento x ∈ X el l´ım
n→∞
fn(x) existe. Si se define f(x) como el valor de este
l´ımite, entonces f(x) define una funcio´n f : (X, ρx) → (Y, ρy). En este caso se dice que
{fn} converge puntualmente a f .
Si en la definicio´n anterior se supone que cada fn es continua, en general no se puede esperar
que f tambie´n sea continua. Se requiere entonces un tipo de convergencia ma´s fuerte para
una sucesio´n de funciones.
Definicio´n 1.1.21 Sean (X, ρx), (Y, ρy) espacios me´tricos y {fn} una sucesio´n de fun-
ciones con fn : (X, ρx) → (Y, ρy) para todo n ∈ N. Se dice que {fn} converge uniforme-
mente a una funcio´n f si, para cada ε > 0 existe N0 ∈ N tal que si n ≥ N0 entonces
ρy (fn(x), f(x)) < ε para cada x ∈ X.
Una sucesio´n que es de Cauchy con respecto a la me´trica uniforme se llama uniformemente de
Cauchy. La propiedad que sigue garantiza la completitud del espacio de funciones continuas
sobre un compacto.
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Proposicio´n 1.1.5 (Ve´ase Royden y Fitzpatrick (2010)) Sea X un espacio me´trico. Si
X es compacto entonces el espacio de funciones continuas C(X) es completo en la me´trica
uniforme.
Antes de culminar este apartado se consideran dos definiciones de gran intere´s en el estudio
de sucesiones de funciones.
Definicio´n 1.1.22 Acotacio´n uniforme
Sea X ⊂ RN compacto. Una sucesio´n, {fn} ⊂ C(X), de funciones continuas de valor real
se dice acotada uniformemente si existe una constante M > 0 tal que para cualquier x ∈ X
se verifica |fn(x)| ≤M .
Definicio´n 1.1.23 Equicontinuidad
Sea X ⊂ RN compacto. Sea {fn} ⊂ C(X) una sucesio´n de funciones continuas de valor
real. Se dice que {fn} es equicontinua si para cualquier nu´mero real ε > 0 existe un real
δ > 0 tal que si x, y ∈ X verifican |x− y| < δ entonces |fn(x)− fn(y)| < ε para todo
n ∈ N.
1.1.4. Espacios conexos
Definicio´n 1.1.24 Sea X un espacio me´trico. Una separacio´n para X la constituye un
par A, B de subconjuntos abiertos no vac´ıos, tales que A ∪B = X y A ∩B = ∅.
No´tese que en la definicio´n anterior los conjuntos A y B son complementarios entre s´ı; esto
es equivalente al requerir que A y B sean ambos cerrados o ambos abiertos, o que exista
A ⊂ X no vac´ıo, abierto y cerrado. Lo que se quiere realmente es que A y B sean dos pie-
zas separadas; es decir que no haya puntos de A adherentes a B o viceversa, Rubiano (2002).
Algunos espacios me´tricos parece que esta´n formados de una sola pieza o literalmente sus
partes constituyentes no esta´n desconectadas. Para precisar:
Definicio´n 1.1.25 Sea X un espacio me´trico. Se dice que X es conexo si no existe una
separacio´n para X en el sentido de la definicio´n (1.1.24).
Desde luego un subespacio sera´ conexo si visto como espacio es conexo; claramente la cone-
xidad del subespacio no depende del espacio que lo contiene. La primera nocio´n de conexidad
fue dada por K. Weierstrass,1 la cual en el contexto de R2 significa lo siguiente: un subcon-
junto M ⊂ R2 es conexo si dos puntos cualesquiera de M pueden ser conectados por un
camino que no se sale de M . Para aclarar esta idea se presenta la definicion de conjunto
convexo y se vera´ que estos conjuntos resultan ser conexos.
1Karl Theodor Wilhelm Weierstrass (1815 - 1897). Matema´tico alema´n que se suele citar como el padre del
ana´lisis moderno. Entre sus logros ma´s destacados figuran la definicio´n de continuidad de una funcio´n,
la demostracio´n del teorema del valor medio y el teorema de Bolzano-Weierstrass.
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Definicio´n 1.1.26 Un subconjunto A de RN se llama convexo si para todo par de puntos
a, b de A el segmento de recta que une a y b esta´ contenido en A.
Proposicio´n 1.1.6 (Ve´ase Rubiano (2002)) Sea A un subconjunto de RN . Si A es con-
vexo entonces A es conexo.
Con la propiedad de conexidad es posible caracterizar a los subconjuntos abiertos del espacio
euclidiano; este es el objeto de la definicio´n siguiente.
Definicio´n 1.1.27 Un subconjunto A de RN abierto y conexo se llama dominio.
Se finaliza este para´grafo presentando un par de resultados que dara´n sentido a algunos
procedimientos que se realizara´n posteriormente.
Proposicio´n 1.1.7 (Ve´ase Royden y Fitzpatrick (2010)) Un espacio es conexo si y so´lo si
los u´nicos subconjuntos que son abiertos y cerrados a la vez son todo el espacio y el conjunto
vac´ıo.
Teorema 1.1.4 (Ve´ase Royden y Fitzpatrick (2010)) Sea X un espacio conexo e Y cual-
quier espacio me´trico. Si la funcio´n f : X → Y es continua entonces f(X) es un subespacio
conexo de Y .
1.2. Ca´lculo vectorial
Se presentan algunas definiciones respecto a ca´lculo en campos escalares; estos conceptos
dara´n bases para desarrollar los procedimientos de ca´lculo requeridos en el desarrollo de
los cap´ıtulos siguientes. Para esta seccio´n se toman de referencia los textos Apostol (1998),
Marsden y Tromba (1991).
Definicio´n 1.2.1 Sea A un subconjunto abierto de RN y x = (x1, ..., xN) ∈ A. Si a cada
x le corresponde un u´nico nu´mero real f(x1, ..., xN) se dice que f es una funcio´n de valor
real en las variables x1, ..., xN o ma´s brevemente, f es un campo escalar.
En la definicio´n anterior el conjunto A se llama dominio de la funcio´n f y el conjunto de
valores f(x1, ..., xN) correspondiente a dicho dominio, se denomina recorrido de la funcio´n
f . En el caso en que la funcio´n f asigna a cada x en su dominio un vector f(x), se dice
que f es un campo vectorial en RN .
1.2.1. L´ımites y continuidad
El concepto de l´ımite es una herramienta ba´sica y u´til para el ana´lisis de funciones y por
ende es indispensable presentar la teor´ıa de l´ımites de campos escalares.
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Definicio´n 1.2.2 Sea A ⊂ RN un conjunto abierto. Sea f : A → R y sea x0 un
elemento de A. El l´ım
x→x0
f(x) = b si y so´lo si para todo ε > 0 existe un δ > 0 tal que para
cualquier x ∈ A que satisfaga ‖ x− x0 ‖< δ se verifica |f(x)− b| < ε.
La definicio´n anterior significa intuitivamente que conforme x se acerca a x0, los valores de
f(x) se acercan a b. Es preciso recordar que un campo escalar f puede tener a lo ma´s un
l´ımite cuando x→ x0.
Teorema 1.2.1 (Ve´ase Apostol (1998)) Sea A ⊂ RN un conjunto abierto. Sea una fun-
cio´n f : A→ R y sea x0 un elemento de A. Si l´ım
x→x0
f(x) = b1 y l´ım
x→x0
f(x) = b2 entonces
b1 = b2.
Las propiedades de los l´ımites en campos escalares se disponen como en el caso de funciones
de una variable (ve´ase Apostol (1998)). Por otra parte, la continuidad en funciones de varias
variables intuitivamente significa que la gra´fica de la funcio´n no presenta agujeros.
Definicio´n 1.2.3 Sea A ⊂ RN un conjunto abierto. Sea f : A → R. Sea x0 un punto
de A. Se dice que f es continua en x0 si y so´lo si
l´ım
x→x0
f(x) = f(x0). (1-15)
f es continua en el conjunto A cuando es continua en cada punto x0 de A.
Como se menciono´ antes, por C(A) se denota el espacio de funciones continuas en A. Si se
realizan operaciones, suma y producto entre funciones continuas, la continuidad se preserva.
De igual modo para el caso del cociente entre funciones continuas, siempre que la funcio´n
denominador no sea nula (ve´ase Marsden y Tromba (1991)).
1.2.2. Derivacio´n
Esta seccio´n introduce las derivadas en campos escalares. En primer lugar se considera la
derivada de un campo escalar respecto a un vector para en seguida dar la definicio´n formal
de derivada parcial y funcio´n diferenciable.
Definicio´n 1.2.4 Sea A ⊂ RN un conjunto abierto. Sean f : A → R, a un punto de
A e y un punto arbitrario de RN . La derivada de f en a con respecto a y se denota con
el s´ımbolo f ′(a; y) y se define por
f ′(a ; y) = l´ım
h→0
f(a + hy)− f(a)
h
, (1-16)
cuando tal l´ımite existe.
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En el caso particular en el que y es un vector unitario, es decir, cuando ‖ y ‖= 1, la
distancia entre a y a + hy es | h |. En tal caso el cociente de diferencias (1-16) representa
el promedio de variacio´n de f por unidad de distancia a lo largo del segmento de recta que
une a con a + hy, Apostol (1998).
Definicio´n 1.2.5 Si y es un vector unitario, la derivada f ′(a; y) se llama derivada di-
reccional de f en a en la direccio´n de y.
La derivada direccional hace posible hallar la razo´n de cambio de una funcio´n de dos o ma´s
variables. Cuando se calcula la derivada direccional respecto al j-e´simo vector de la base
esta´ndar, se define la derivada parcial respecto a la j-e´sima variable.
Definicio´n 1.2.6 Sea A ⊂ RN un conjunto abierto y x = (x1, ..., xN) un punto de A. Sea el
campo escalar f : A → R. Entonces ∂f/∂x1, ∂f/∂x2, ... ,∂f/∂xN , las derivadas parciales
de f respecto a la primera, segunda, ... , N-e´sima variable; son las funciones con valores
reales de N variables, definidas en el punto x por
∂f
∂xj
(x1, ..., xN) = l´ım
h→0
f(x1, ..., xj + h, ..., xN)− f(x1, ..., xk, ..., xN)
h
= l´ım
h→0
f(x + hei)− f(x)
h
(1-17)
si existen los l´ımites, donde 1 ≤ j ≤ N y ej es el j-e´simo vector de la base esta´ndar.
En otras palabras ∂f/∂xj es la derivada de f respecto a la variable xj manteniendo las
otras variables fijas.
Definicio´n 1.2.7 Sea A ⊂ RN y x0 un punto de A. Sea f : A→ R un campo escalar.
Se dice que f es diferenciable en x0 si existen las derivadas parciales de f en x0 y si
l´ım
x→x0
‖ f(x)− f(x0)−T(x− x0) ‖
‖ x− x0 ‖ = 0, (1-18)
donde T = Df(x0) es la matriz renglo´n[
∂f
∂x1
(x0), ...,
∂f
∂xN
(x0)
]
, (1-19)
y T(x− x0) es el producto de T con x− x0 considerado como un vector columna.
Se escribira´ Ck(A) para denotar el espacio de funciones k veces continuamente diferenciables
en A y por C∞(A) el espacio de funciones infinitamente diferenciables en A.
Teorema 1.2.2 (Ve´ase Marsden y Tromba (1991)) Sea f : A ⊂ RN → R. Si existen to-
das las derivadas parciales de f y son continuas en una vecindad de un punto
x0 ∈ A entonces f es diferenciable en x0.
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Definicio´n 1.2.8 Sea f : A ⊂ RN → R un campo escalar. El gradiente de f es la
funcio´n vectorial ∇f definida por
∇f (x1, ..., xN) = (fx1 (x1, ...xN) , ..., fxN (x1, ...xN)) =
∂f
∂x1
e1 + ...+
∂f
∂xN
eN (1-20)
donde ei es el i-e´simo vector de la base esta´ndar.
Entonces el gradiente es un vector cuyas componentes son las derivadas parciales de la funcio´n
f y esta´ definido en cada punto x0 ∈ A donde las derivadas parciales fx1(x0), ... , fxN (x0)
existen. En ocasiones se emplea el s´ımbolo Df para denotar el gradiente de la funcio´n f .
Teorema 1.2.3 (Ve´ase Marsden y Tromba (1991)) Sea f : A ⊂ RN → R un campo
escalar diferenciable e y un punto arbitrario de RN . La derivada direccional de f en x, en
la direccio´n de y esta´ dada por
f ′(x ; y) = ∇f(x) · y. (1-21)
Es decir la derivada direccional en la direccio´n de y puede expresarse en te´rminos del
producto punto entre el vector gradiente y el punto y.
Teorema 1.2.4 (Ve´ase Apostol (1998)) Sean f y g dos campos vectoriales tales que la
funcio´n compuesta h = f ◦ g este´ definida en un entorno del punto a. Supo´ngase que g es
diferenciable en a, con diferencial g′(a). Sea b = g(a) y supo´ngase que f es diferenciable
en b, con diferencial f ′(b). Entonces h es diferenciable en a y la diferencial h′(a) viene
dada por,
h′(a) = f ′(b) ◦ g′(a),
que es la composicio´n de las transformaciones lineales f ′(b) y g′(a).
Se puede expresar la regla de la cadena en funcio´n de las matrices jacobianas Dh(a), Df(b) y
Dg(a) que representan las transformaciones lineales h′(a), f ′(b) y g′(a) respectivamente.
Puesto que la composicio´n de transformaciones lineales corresponde a la multiplicacio´n de
sus matrices, se obtiene,
Dh(a) = Df(b)Dg(a), (1-22)
donde b = g(a). La ecuacio´n (1-22) es la llamada forma matricial de la regla de la cadena.
Supo´ngase que f es un campo escalar, en consecuencia h tambie´n lo es; en este caso las
derivadas parciales de h se pueden expresar para j = 1, ..., N mediante,
Dmh(a) =
N∑
j=1
Dj f(b)Dm g(a), (1-23)
es decir, se obtienen las derivadas parciales de los componentes de h en funcio´n de las
derivadas parciales de los componentes de f y g.
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Definicio´n 1.2.9 Sea A ⊂ RN un conjunto abierto. Sea f : A → R un campo escalar
tal que f ∈ C2(A). El operador lineal ∆ definido por la ecuacio´n,
∆f =
∂2f
∂x21
+
∂2f
∂x22
+ ... +
∂2f
∂x2N
, (1-24)
se llama Laplaciano N-dimensional.
El operador Laplaciano sera´ objeto de estudio en los pro´ximos cap´ıtulos. Por el momento, en
la siguiente seccio´n de preliminares se recordara´n algunos conceptos ba´sicos sobre integracio´n
de funciones.
1.2.3. Integracio´n
En esta para´grafo se introducen las definiciones de integral de l´ınea y de superficie, se pre-
sentan las ecuaciones de transformacio´n a coordenadas esfe´ricas en RN y las fo´rmulas de
Green, resultados indispensables para abordar el problema de Dirichlet.
Definicio´n 1.2.10 Sea J = [a, b] un intervalo cerrado de R. Sea α una funcio´n vectorial
definida en el intervalo J . Cuando t va tomando los valores de J , la funcio´n α(t) describe
un conjunto de puntos en el N-espacio llamado gra´fica de la funcio´n. Si α es continua en
J la gra´fica se llama curva.
Al estudiar las integrales de l´ınea interesa no so´lo el conjunto de puntos de una curva sino
la manera como tal curva ha sido originada, es decir la funcio´n α.
Definicio´n 1.2.11 Sea J = [a, b] un intervalo cerrado de R. Se llama camino continuo
a una funcio´n α : J → RN continua en J . El camino se llama regular si existe α′ y es
continua en el intervalo abierto (a, b). El camino se llama regular a trozos si el intervalo
[a, b] puede descomponerse en un nu´mero finito de subintervalos en cada uno de los cuales
el camino es regular.
Definicio´n 1.2.12 Sea α un camino regular a trozos en el N-espacio definido en el in-
tervalo [a, b] y sea f un campo vectorial definido y acotado sobre la gra´fica de α. La integral
de l´ınea de f a lo largo de α se define por,∫
α
f ds =
∫ b
a
f(α(t)) · α′(t) dt, (1-25)
es decir, se integra el producto punto de f con α′.
Teorema 1.2.5 (Ve´ase Marsden y Tromba (1991)) Sea f continua en una regio´n que
contiene un camino regular a trozos α.
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i) Si α esta´ definida por las ecuaciones x = x(t), y = y(t) donde a ≤ t ≤ b, entonces,∫
α
f (x, y) ds =
∫ b
a
f (x (t) , y (t))
√(
dx
dt
)2
+
(
dy
dt
)2
dt.
ii) Si α se define mediante x = x(t), y = y(t), z = z(t), donde a ≤ t ≤ b, entonces,∫
α
f (x, y, z) ds =
∫ b
a
f (x (t) , y (t) , z(t))
√(
dx
dt
)2
+
(
dy
dt
)2
+
(
dz
dt
)2
dt.
Por ejemplo si α es la frontera de la bola unidad en R2, otra forma de expresar esta curva es
a trave´s de las ecuaciones x = cos t, y = sen t, 0 ≤ t ≤ 2pi; y si f (x, y) = 1 entonces,∫
α
f(x, y) ds =
∫ 2pi
0
√
cos2 t+ sen2 t dt = 2pi.
Previo a introducir el concepto de integral de superficie se considera la definicio´n de superficie
parametrizada.
Definicio´n 1.2.13 Una superficie parametrizada es una funcio´n Φ : D ⊂ R2 → R3. La
superficie S correspondiente a la funcio´n Φ es su imagen, S = Φ(D). Se puede escribir,
Φ(u, v) = (x(u, v), y(u, v), z(u, v)).
Definicio´n 1.2.14 Si f(x, y, z) es una funcio´n continua de valores reales definida en la
superficie S, se define la integral de f sobre S como,∫
S
f ds =
∫
D
f(u, v)
√[
∂(x, y)
∂(u, v)
]2
+
[
∂(y, z)
∂(u, v)
]2
+
[
∂(x, z)
∂(u, v)
]2
dudv.
Por ejemplo si D es la bola unidad en R3 entonces S es la superficie de la esfera generada
por la ecuacio´n x2 + y2 + z2 = 1, y si f (x, y, z) = 1 se deduce que,∫∫
S
f(x, y, z) ds =
∫ 1
−1
∫ √1−x2
√
1−x2
√
− 1
x2 + y2 − 1 dy dx = 4pi.
Como se vera´ ma´s adelante, en este estudio sera´ indispensable conocer la medida de superficie
de la bola unitaria de RN . A continuacio´n se presenta una fo´rmula sencilla para calcular la
medida de un bola N-dimensional. Sea BN = {(x1, ..., xN ) : x21 + ... + x2N ≤ 1}, la bola
cerrada de radio 1. Su medida esta´ dada por,
υN =
pi
N
2
Γ(1
2
N + 1)
,
donde Γ es la funcio´n gamma. Para N = 1 la fo´rmula arroja υ1 = 2, la longitud del
intervalo [−1, 1 ]. Para N = 2 resulta υ2 = pi, el a´rea de un disco de radio 1.
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Proposicio´n 1.2.1 (Ve´ase Apostol (1998)) Sea BN(a), la bola N-dimensional de radio
a. Entonces υN(a) = a
NυN donde υN denota la medida de la bola unitaria (1-10).
En otras palabras, la medida de una bola de radio a es aN veces la medida de una bola
de radio uno. Tambie´n, a partir del valor υN se puede calcular el valor de la medida de
superficie de la esfera unitaria (1-11), obteniendo
ωN = superficie (S
N−1) = N υN . (1-26)
Desde luego, la medida de cualquier bola en RN no cambia si se traslada su centro a un
punto x0 de RN sin modificar el radio.
Teorema 1.2.6 (Ve´ase Apostol (1998)) Sea Ω un dominio. Sean x0 ∈ Ω y r > 0 tal
que Br(x0) ⊂ Ω. Sea f : Ω→ R un campo escalar. Si f ∈ C(Ω) entonces,
f(x0) = l´ım
r→0
1
υNrN
∫
Br(x0)
f(x) dx,
donde υN designa la medida de la bola unitaria.
El resultado anterior se puede extender a calcular la integral u´nicamente sobre la frontera
de la bola.
Teorema 1.2.7 (Ve´aseApostol (1998)) Sea Ω un dominio y f : Ω → R un campo esca-
lar. Sea un punto x0 ∈ Ω y r > 0 tal que Br(x0) ⊂ Ω. Si f ∈ C(Ω) entonces,
f(x0) = l´ım
r→0
1
ωNrN−1
∫
Sr(x0)
f(x) dσ(x), (1-27)
donde ωN denota la medida de la N-esfera unitaria.
En los procesos de integracio´n a menudo resulta u´til transformar la variable para facilitar su
manejo. Una aplicacio´n importante de la fo´rmula de cambio de variables es el caso de coor-
denadas polares en R2, coordenadas esfe´ricas en R3, y su generalizacio´n en RN . Estas son
particularmente importantes cuando la funcio´n, o el conjunto sobre el que se esta´ integrando
exhibe algu´n tipo de s´ımetria. En seguida se considera la transformacio´n de coordenadas
cartesianas a coordenadas esfe´ricas en el espacio euclideano N-dimensional.
Para y = (y1, ..., yN ) ∈ RN y (ρ, θ1, ..., θN−1 ) ∈ (0,∞)× (0, pi)× ...× (0.pi)× (0,2pi), se
propone la transformacio´n ( Stein y Shakarchi 2003, pa´g. 193):
y1 = ρcosθ1
y2 = ρsenθ1cosθ2
...
yN−1 = ρsenθ1senθ2...senθN−2cosθN−1
yN = ρsenθ1senθ2...senθN−2senθN−1,
(1-28)
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cuyo elemento diferencial esta´ dado por,
dy = ρN−1 (senθ1)N−2 (senθ2)N−3 ... (senθN−2)dρdθ1 dθ2 ... dθN−1.
Abreviadamente se escribe y = ρω con ω = (ω1, ω2, ..., ωN ), obviamente definido por,
ω1 = cosθ1
ω2 = senθ1cosθ2
...
ωN−1 = senθ1senθ2...senθN−2cosθN−1
ωN = senθ1senθ2...senθN−2senθN−1,
(1-29)
y con ello ‖ ω ‖= 1. Luego con esta notacio´n se obtiene dy = ρN−1 dωdρ, siendo dω el ele-
mento diferencial sobre la superficie de la bola unitaria. Por tanto para una funcio´n continua
f se verifica, ∫
RN
f(y) dy =
∫ ∞
0
∫
SN−1
f(ρω)ρN−1 dσ(ω) dρ. (1-30)
La ecuacio´n 1-30 sera´ empleada posteriormente cuando se requiera transformar la variable
a coordenadas esfe´ricas.
Teorema 1.2.8 (Ve´ase Evans (2010))
a) Sea f : RN → R un campo escalar. Si f es continuo e integrable entonces,∫
RN
f dx =
∫ ∞
0
(∫
∂Br(x0)
f dS
)
dr,
para cada punto x0 ∈ RN y r > 0.
b) En particular,
∂
∂r
(∫
Br(x0)
f dx
)
=
∫
∂Br(x0)
f ds,
para cada r > 0.
Antes de finalizar este para´grafo conviene presentar un importante hecho para afirmar que
una funcio´n integrable es aproximadamente continua en casi todo punto.
Teorema 1.2.9 (Ve´ase Evans (2010)) Diferenciacio´n de Lebesgue
Sea f : RN → R funcio´n localmente integrable. Entonces para todo x0 ∈ RN se verifica:
1) l´ım
r→0
∫
Br(x0)
f(x) dx = f(x0),
2) l´ım
r→0
∫
Br(x0)
| f(x)− f(x0) | dx = 0.
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Para introducir las denominadas fo´rmulas de Green es necesario considerar subconjuntos
abiertos y acotados de RN cuya frontera sea suficientemente regular, para precisar:
Definicio´n 1.2.15 Sea Ω ⊂ RN abierto y acotado y sea k ∈ N. Se dice que la frontera
de Ω es Ck si para cada x0 ∈ ∂Ω existe una vecindad B de x0 y una funcio´n
γ ∈ Ck(B), k ∈ N tal que
1. Ω ∩B = {x : γ(x) < 0 }
2. ∂Ω ∩B = {x : γ(x) = 0 }
3. ∇γ(x) 6= 0 para x ∈ ∂Ω ∩B.
Si la frontera de Ω es C1, entonces a lo largo de ∂Ω esta´ definido el vector normal exterior
n = (n1, ..., nN). Es posible calcular la derivada direccional con respecto al vector n; en este
caso dicha derivada recibe un nombre ma´s espec´ıfico.
Definicio´n 1.2.16 Sea u : Ω → R campo escalar tal que u ∈ C1(Ω). A la expresio´n
∂u
∂n
se le llama derivada normal exterior de u.
Para los resultados que se formulan a continuacio´n considere Ω ⊂ RN abierto y acotado
cuya frontera es C1.
Teorema 1.2.10 (Ve´ase Evans (2010)) Teorema de Gauss-Green
Sea u : Ω→ R campo escalar. Si u ∈ C1(Ω) ∩ C(Ω) entonces,∫
Ω
uxi(x) dx =
∫
∂Ω
u(x) ni dS i = 1, 2, ..., N.
Teorema 1.2.11 (Ve´ase Evans (2010)) Integracio´n por partes
Sean u y v campos escalares definidos sobre Ω. Si u, v ∈ C1(Ω) ∩ C(Ω), entonces,∫
Ω
uxi(x)v(x) dx = −
∫
Ω
u(x)vxi(x) dx+
∫
∂Ω
u(x)v (ni) dS i = 1, 2, ..., N.
Teorema 1.2.12 ( Ve´ase Evans (2010)) Fo´rmulas de Green
Sean u y v campos escalares definidos sobre Ω. Si u, v ∈ C2(Ω) entonces,
1)
∫
Ω
v(x)∆u(x) dx =
∫
∂Ω
v(x)
∂u
∂n
(x) dσ(x)−
∫
Ω
〈∇u, ∇v 〉 dx,
2)
∫
Ω
(v(x)∆u(x) − u(x)∆v(x) ) dx =
∫
∂Ω
(
v(x)
∂u
∂n
(x) − u(x) ∂v
∂n
(x)
)
dσ(x),
donde n es la normal exterior y dσ el elemento de a´rea sobre ∂Ω.
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Un caso particular de la primera fo´rmula de Green es cuando v = 1; obse´rvese que,∫
Ω
v(x)∆u(x) dx =
∫
Ω
1 ∆u(x) dx
=
∫
∂Ω
1
∂u
∂n
(x) dσ(x) −
∫
Ω
〈∇u, ∇ (1) 〉 dx.
Co´mo el ∇ (1) = 0 se obtiene,∫
Ω
∆u(x) dx =
∫
∂Ω
∂u
∂n
(x) dσ(x). (1-31)
1.3. Ecuaciones en derivadas parciales
En esta seccio´n se define el te´rmino ecuacio´n en derivadas parciales y se presenta su clasifica-
cio´n en derivadas parciales de segundo orden. Posteriormente se concentra la atencio´n en el
estudio de las funciones solucio´n de la ecuacio´n de Laplace, considerando el caso N = 2 en el
plano complejo y las funciones holomorfas. Para finalizar se propone el problema de Dirichlet
y se describe la construccio´n de Perron; me´todo para resolver el problema en conjuntos abier-
tos, acotados y conexos del espacio euclidiano N-dimensional. De referencia se consideran los
textos Mijailov (1982), Peral Alonso (2004), Churchill y Ward Brown (1992).
1.3.1. Ecuaciones en derivadas parciales de segundo orden
Se llama ecuaciones diferenciales aquellas cuyas inco´gnitas son funciones de una o varias
variables, con la particularidad de que en dichas ecuaciones figuran no so´lo las propias
funciones sino tambie´n sus derivadas. En el caso en que las inco´gnitas son funciones de dos
o ma´s variables se denominan ecuaciones en derivadas parciales. Una ecuacio´n en derivadas
parciales de una funcio´n inco´gnita u de N variables x1, x2, ..., xN se denomina ecuacio´n
de N-e´simo orden, si contiene siquiera una derivada de orden N y no contiene derivadas de
orden superior a N ; es decir la ecuacio´n,
F
(
x1, x2, ..., xN , u,
∂u
∂x1
, ...,
∂u
∂xN
,
∂2u
∂x21
,
∂2u
∂x1∂x2
, ...,
∂Nu
∂xNN
)
= 0. (1-32)
En un dominio A ⊂ RN conside´rese una ecuacio´n en derivadas parciales lineal de segundo
orden, es decir una ecuacio´n de tipo,
N∑
i,j=1
aij(x)
∂2u
∂xi∂xj
+
N∑
i=1
bi(x)
∂u
∂xi
+ c(x) u + f(x) = 0, (1-33)
con aij = aji y x = (x1, ..., xN). Las funciones aij(x), bi(x) y c(x) se denominan coefi-
cientes de la ecuacio´n (1-33) y la funcio´n f te´rmino independiente.
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La matriz A(x) compuesta por los coeficientes aij(x) es sime´trica y por consiguiente tiene to-
dos sus valores propios reales. Sea x0 un punto arbitrario de A y sean λ1(x0), ..., λN(x0) los
valores propios de la matriz A(x0). Se designa con N+ el nu´mero de autovalores positivos,
N− el nu´mero de autovalores negativos y con N0 el nu´mero de autovalores nulos.
Definicio´n 1.3.1 Clasificacio´n de las ecuaciones en derivadas parciales de se-
gundo orden
i) La ecuacio´n (1-33) es de tipo el´ıptico en el punto x0 si N+ = N o N− = N .
ii) La ecuacio´n (1-33) se denomina ecuacio´n de tipo hiperbo´lico en x0 si N+ = N − 1 y
N− = 1 o si N− = N − 1 y N+ = 1.
iii) La ecuacio´n (1-33) es de tipo parabo´lico en el punto x0 si N0 > 0.
iv) La ecuacio´n (1-33) es de tipo ultra-hiperbo´lico en x0 si N0 = 0 y 1 < N+ < N − 1.
En este texto se estudiara´n ecuaciones de tipo el´ıptico en subconjuntos abiertos, conexos y
acotados de RN . Particularmente se considera la ecuacio´n de Laplace,
∆u = 0, (1-34)
y su contraparte no homoge´nea, la ecuacio´n de Poisson,
∆u = f, (1-35)
en ambos casos ∆ es el operador Laplaciano definido por la ecuacio´n (1-24).
1.3.2. Funciones armo´nicas
Definicio´n 1.3.2 Sea Ω ⊂ RN abierto, conexo y acotado. Sea u : Ω→ R campo escalar
tal que u ∈ C2(Ω). Se dira´ que u es armo´nica si ∆u = 0.
En este sentido, una funcio´n de valor real se dice armo´nica en un dominio dado Ω si sobre
ese dominio tiene derivadas parciales continuas de primer y segundo orden y satisface la
ecuacio´n (1-34). A continuacio´n se considera la definicio´n de funcio´n de variable compleja,
para luego presentar una forma de obtener funciones armo´nicas en dimensio´n N = 2.
Definicio´n 1.3.3 Funcio´n de variable compleja.
Sea S un conjunto de nu´meros complejos. Una funcio´n f definida sobre S es una regla que
asigna a cada z en S un nu´mero complejo w. El nu´mero w se llama el valor de f en z y
se denota por f(z), w = f(z).
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Definicio´n 1.3.4 Una funcio´n f de una variable compleja z se dice ana´litica en un
conjunto abierto si en todo punto de ese abierto f puede ser expresada en forma de serie de
potencias, es decir,
f(z) =
∞∑
n=0
an z
n =
∞∑
n=0
an (x+ iy)
n,
con an constantes complejas.
Usualmente se emplean los te´rminos holomorfas y regulares para referirse a las funciones
ana´liticas, ( Churchill y Ward Brown 1992). f(z) puede ser expresado en te´rminos de un par
de funciones de valor real; f(z) = u (x, y) + iv (x, y) siendo u y v parte real e imaginaria
respectivamente. Supuesta f ana´litica en un conjunto abierto sus funciones componentes
han de satisfacer las ecuaciones de Cauchy - Riemman, esto es,
ux = vy, uy = −vx. (1-36)
Al derivar estas expresiones se llega a deducir el pro´ximo teorema. Este resultado tiene gran
intere´s en la teor´ıa de funciones anal´ıticas y es fuente de funciones armo´nicas.
Teorema 1.3.1 (Ve´ase Churchill y Ward Brown (1992)) Sea f(z) = u(x, y)+iv (x, y) una
funcio´n en el plano complejo con u (x, y), v (x, y), partes real e imaginaria respectivamente.
Si f es ana´litica sobre un dominio D, sus funciones componentes son armo´nicas en D.
Las soluciones de la ecuacio´n de Laplace en RN , N ≥ 3, no tienen la relacio´n con las
funciones de variable compleja que presentan si N = 2; no obstante, como se vera´ en el
cap´ıtulo 3, tienen las propiedades importantes de las funciones armo´nicas de dos variables;
como la propiedad del valor medio y verificacio´n del principio del ma´ximo.
1.3.3. El problema de Dirichlet
Uno de los propo´sitos de este estudio es demostrar la existencia de soluciones de la ecuacio´n
de Laplace y de la ecuacio´n de Poisson y varios resultados referentes al problema de Dirichlet
para dichas ecuaciones.
Sea Ω ⊂ RN dominio acotado. Sea u : Ω → R un campo escalar con
u ∈ C2(Ω) ∩ C(Ω). Supo´ngase las funciones f ∈ C(Ω) y g ∈ C(∂Ω) fijas. Conside´rese
el problema de Dirichlet para la ecuacio´n de Poisson,
(PDP )
{
∆u(x) = f(x), x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω,
siendo ∆ el operador Laplaciano. Para el problema anterior, se introduce el concepto de
solucio´n cla´sica.
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Definicio´n 1.3.5 Una solucio´n cla´sica del problema de Dirichlet (PDP) es cualquier fun-
cio´n u , con u ∈ C2(Ω)∩C(Ω) que verifica ∆u(x) = f(x) para todo x ∈ Ω y u(x) = g(x) pa-
ra todo x ∈ ∂Ω.
Se denomina problema de Dirichlet para la ecuacio´n de Laplace al problema (PDP) en el
caso en que f = 0, es decir,
(PDL)
{
∆u(x) = 0, x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω.
Una vez establecido el concepto de solucio´n, el ana´lisis de cualquiera de estos problemas
pasa en primera instancia por establecer resultados de existencia y unicidad de solucio´n. Un
me´todo importante, para probar existencia, lo constituye el denominado me´todo de Perron
que se describe superficialmente a continuacio´n.
1.3.4. Descripcio´n Me´todo de Perron
Cuando el problema de Dirichlet para la ecuacio´n de Laplace (PDL) se plantea sobre un
conjuto abierto, conexo y acotado Ω de Rn y g denota una funcio´n de valor real continua
sobre la frontera ∂Ω, puede definirse la llamada construccio´n de Perron.
Si se define el conjunto de Perron Σg como el conjunto de funciones continuas de valor
real u, definidas sobre Ω que verifican ∆u ≥ 0 sobre Ω y que satisfacen u ≤ g sobre
∂Ω; se puede probar que la funcio´n ωg(x) = sup{v(x) : v ∈ Σg } es solucio´n del problema
de Dirichlet (PDL) cuando la frontera es tal que el problema admite solucio´n u´nica. Estos
resultados de existencia esta´n basados en trabajos de H. Poincare´2 en 1887 que fueron desa-
rrollados y simplificados por O. Perron3 en 1923. Precisamente los resultados que se utilizan
para abordar el problema de Dirichlet (PDL) con el me´todo de Perron, son la solucio´n en
una bola de RN y las propiedades de las funciones armo´nicas. En dichos aspectos se centran
los pro´ximos cap´ıtulos.
2Jules Henri Poincare´ (1854-1912), matema´tico france´s. Desarrollo un nuevo me´todo en el estudio de las
ecuaciones diferenciales y fue el primero en analizar sus propiedades geome´tricas.
3Oskar Perron (1880-1975), matema´tico alema´n. Perfecciono´ el me´todo de Poincare´ para resolver el pro-
blema de Dirichlet para ecuaciones diferenciales parciales el´ıpticas.

2 Fo´rmula de Representacio´n Integral
Lo que caracteriza al hombre de ciencia no es
la posesio´n del conocimiento o de verdades irrefutables,
sino la investigacio´n desinteresada e incesante de la verdad.
K. Popper
En este cap´ıtulo se inicia formalmente el estudio del problema de Dirichlet. Se introduce la
propiedad de invarianza del operador Laplaciano, argumento primordial para construir la
denominada solucio´n fundamental. Con dicha funcio´n sera´ posible encontrar una represen-
tacio´n integral para las funciones soluciones; esto permitira´ probar la existencia de solucio´n
para el problema de Dirichlet en una bola del espacio eucl´ıdeano N-dimensional.
2.1. La invarianza del operador Laplaciano
Una buena estrategia para estudiar algunas ecuaciones diferenciales parciales es primero
identificar alguna solucio´n impl´ıcita y luego, siempre que la ecuacio´n sea lineal, armar una
solucio´n general; sin embargo, en la bu´squeda de soluciones es a menudo sensato restringuir
la atencio´n a la clase de funciones con ciertas propiedades de simetr´ıa. Una de las principales
caracter´ısticas de la ecuacio´n de Laplace,
∆u = 0 u ∈ C2(Ω), Ω ⊂ RN , (2-1)
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es su simetr´ıa esfe´rica; la ecuacio´n se conserva bajo movimientos r´ıgidos; rotaciones y tras-
laciones. Para estudiar1 las propiedades de invarianza del operador Laplaciano se considera
en primer lugar el caso bidimensional. Una rotacio´n en el plano es una transformacio´n
g : R2 → R2 dada por,
(x, y) −→ (x′, y′) = ( x cosα + y senα , − xsenα + y cosα ), (2-2)
para algu´n a´ngulo 0 ≤ α ≤ 2pi.
Al derivar, aplicando la regla de la cadena se sigue,
ux(x
′, y′) = ux′(x′, y′) cosα − uy′(x′, y′)senα
uy(x
′, y′) = ux′(x′, y′)senα − uy′(x′, y′) cosα.
Las derivadas parciales de segundo orden son,
uxx(x
′, y′) =
∂
∂x′
[ux′(x
′, y′) cosα − uy′(x′, y′)senα] cosα
− ∂
∂ y′
[ux′(x
′, y′) cosα − uy′(x′, y′)senα] senα.
= ux′x′(x
′, y′) cos2 α − ux′y′(x′, y′)senα cosα
− uy′x′(x′, y′)senα cosα + uy′y′(x′, y′)sen2α.
uyy(x
′, y′) =
∂
∂x′
[ux′(x
′, y′)senα + uy′(x′, y′) cosα] senα
+
∂
∂ y′
[ux′(x
′, y′)senα + uy′(x′, y′) cosα] cos α.
= ux′x′(x
′, y′)sen2α + ux′y′(x′, y′)senα cosα
+ uy′x′(x
′, y′)senα cosα + uy′y′(x′, y′) cos2 α.
Las derivadas parciales mixtas no se consideran aqu´ı, ya que para el operador Laplaciano no
tienen intere´s. Entonces,
uxx (x
′, y′ ) + uy y (x′, y′) = ux′ x′ (x′, y′) (sen2α + cos2 α )
+ uy′ y′ (x
′, y′) (sen2α + cos2 α)
= ux′ x′ (x
′, y′) + uy′ y′ (x′, y′).
Luego el operador Laplaciano es invariante bajo rotaciones en el plano. As´ı mismo, una
traslacio´n en el plano es una transformacio´n f : R2 → R2 definida por,
(x, y) −→ (x′, y′) = (x+ a , y + b) a, b ∈ R. (2-3)
1Como referencia de esta seccio´n ve´ase Strauss (2008), Axler, Bourdon y Ramey (2001).
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Si se aplican procesos de derivacio´n, como en el caso anterior, se llega al mismo resultado.
En resumen, se ha probado el resultado siguiente.
Proposicio´n 2.1.1 El operador Laplaciano ∆ es invariante bajo movimientos r´ıgidos en
el plano. Esto es, ∆ es invariante bajo cualquier transformacio´n en el plano que sea la
composicio´n de rotaciones y traslaciones.
Desde luego, no es suficiente con haber establecido el resultado para el caso N = 2. En
lo que sigue se vera´ que la propiedad de invarianza tambie´n se cumple en cualquier otra
dimensio´n del espacio eucl´ıdeo. En general, para un punto fijo x0 ∈ RN y una funcio´n
u, continua sobre Ω, la x0-trasladada de u es la funcio´n sobre Ω + x0 cuyo valor en x
es u(x− x0). Las traslaciones de funciones armo´nicas son armo´nicas.
Sea T : RN → RN isometr´ıa, definicio´n (1.1.7). Si u es una funcio´n continua sobre Ω la
funcio´n u ◦ T se denomina rotacio´n de u. A continuacio´n se mostrara´ que el operador
Laplaciano conmuta con isometr´ıas, ma´s precisamente:
Teorema 2.1.1 Sea Ω ⊂ RN y u ∈ C2(Ω). Si T es isometr´ıa, entonces sobre T−1(Ω)
se verifica,
∆(u ◦ T ) = (∆u) ◦ T. (2-4)
Prueba: Para probar este resultado se usara´ notacio´n matricial. Sea T = [ tjk ] la matriz
transformacio´n de T relativa a la base esta´ndar de RN . En virtud de la ecuacio´n (1-23) se
sigue,
Dm (u ◦ T ) =
N∑
j=1
tjm (Dj u) ◦ T,
donde Dm denota la derivada parcial con respecto a la m-e´sima variable coordenada. Deri-
vando una vez ma´s y sumando sobre m se obtiene,
∆ (u ◦ T ) = ∑Nm=1∑Nj=1 tjm tjm (DjDj u) ◦ T
=
∑N
j=1
(∑N
m=1 tjm tjm
)
(DjDj u) ◦ T.
Cada vector columna de la matriz transformacio´n de T es ortonormal, luego,
∆ (u ◦ T ) =
N∑
j=1
(DjDj u) ◦ T
= (∆u) ◦ T,
quedando demostrado. 
El resultado anterior pone de manifiesto que las rotaciones de funciones armo´nicas resultan
ser tambie´n funciones armo´nicas. Estas propiedades de invarianza tienen gran relevancia en
el proceso que sigue.
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2.2. Solucio´n fundamental de la ecuacio´n de Laplace
Los resultados estudiados en la seccio´n anterior hacen posible que existan soluciones de
la ecuacio´n de Laplace que tengan una caracter´ıstica especial; que sean invariantes bajo
rotaciones cerca de un punto y ∈ RN ; es decir que tengan el mismo valor en todos los
puntos x a la misma distancia de y. En seguida2 se estudia este tipo de funciones, llamadas
comunmente soluciones radiales y que tienen la forma,
v(x) = ψ(r), (2-5)
donde,
r =| x− y |=
√√√√ N∑
i=1
(xi − yi)2, (2-6)
representa la distancia euclidiana entre x e y. Se procede a calcular el valor del Laplaciano
para funciones radiales; no´tese que para i = 1, ..., N
∂r
∂xi
=
1
2
√∑N
i=1(xi − yi)2
2(xi − yi)
=
xi − yi
r
,
de modo que,
vxi(x) = ψ
′(r)
xi − yi
r
,
y as´ı,
vxixi(x) = ψ
′′(r) (
xi − yi
r
)2 + ψ′(r)
(
1
r
− (xi − yi)
2
r3
)
. (2-7)
Por consiguiente, al obtener las derivadas parciales de segundo orden hasta el ı´ndice i = N y
sumarlas se sigue que,
vxixi(x) + ...+ vxNxN (x) = ψ
′′(r)
(
1
r2
N∑
i=1
(xi − yi)2
)
+ ψ′(r)
N∑
i=1
(
1
r
− (xi − yi)
2
r3
)
= ψ′′(r)
(
1
r2
N∑
i=1
(xi − yi)2
)
+ ψ′(r)
(
N
r
)
− ψ′(r)
(
1
r3
N∑
i=1
(xi − yi)2
)
= ψ′′(r) +
N − 1
r
ψ′(r),
2En este para´grafo se sigue la referencia John (1978). Tambie´n se consulto´ ( Peral Alonso 2004, Evans 2010,
Gilbarg y Trudinger 2001)
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siendo N la dimensio´n del espacio. En consecuencia, las soluciones radiales de la ecuacio´n
de Laplace vienen dadas por las soluciones de la ecuacio´n diferencial ordinaria de segundo
orden,
ψ′′(r) +
N − 1
r
ψ′(r) = 0. (2-8)
Para resolver la ecuacio´n anterior conside´rese p = ψ′ y as´ı (2-8) se convierte en,
p′(r) +
N − 1
r
p(r) = 0, (2-9)
es decir, una ecuacio´n separable. Para el caso N = 2 al resolver la ecuacio´n separable (2-9)
se sigue,
p′(r)
p(r)
= − 1
r
=⇒ ln(p) = −ln(r) + ln(a) =⇒ p = a
r
.
Como p = ψ′ entonces,
ψ′ =
a
r
y as´ı ψ(r) = aln(r) + b.
Cuando N > 2,
p′(r)
p(r)
=
1−N
r
=⇒ ln(p) = (1−N) ln(r) =⇒ p = ar1−N ,
y de forma ana´loga se sigue,
ψ′ = ar1−N y entonces ψ(r) =
a
(2−N) r
2−N + b.
En resumen para C y b constantes arbitrarias,
ψ(r) =
 C ln(r) + b, si N = 2 ,C
rN−2
+ b, si N ≥ 3. (2-10)
La funcio´n v(x) = ψ(r) satisface (2-1) para r > 0, es decir, para los puntos x 6= y. Sin
embargo cuando r = 0 dichas soluciones son singulares, esta singularidad es clave en la utili-
dad de dichas funciones. Por razones de normalizacio´n se toman en particular las soluciones
radiales,
ψ(r) =

1
2pi
ln(r), si N = 2 ,
− 1
(N − 2)ωN
1
rN−2
, si N ≥ 3,
(2-11)
siendo ωN la medida de la esfera unitaria. No´tese que toda funcio´n de la forma,
v(x) = ψ(| x− y |), (2-12)
con y ∈ RN fijo y ψ dada por la ecuacio´n (2-10), es una funcio´n infinitamente diferenciable
salvo en el punto y, adema´s el valor de su Laplaciano es nulo, es decir en RN − {y} se
satisface ∆v(x) = 0. Con base en esto se introduce la siguiente definicio´n.
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Definicio´n 2.2.1 Se denomina solucio´n fundamental de la ecuacio´n de Laplace en RN a
la funcio´n Φ definida en el conjunto A = {(x, y) ∈ RN × RN : x 6= y}, por
Φ(| x− y |) =

1
2pi
ln(| x− y |), para N = 2 ,
− 1
(N − 2)ωN
1
| x− y |N−2 , para N ≥ 3,
(2-13)
donde ωN es la medida superficial de la esfera unidad de RN y | · | la norma eucl´ıdea.
De la ecuacio´n (2-13) se deduce que la funcio´n Φ esta´ bien definida en todo RN salvo en
y. No´tese tambie´n que Φ se puede derivar infinitamente, es decir Φ ∈ C∞(A). Adema´s
para todo par (x, y) ∈ A el Laplaciano en la variable x es nulo, ∆xΦ(| x− y |) = 0.
A continuacio´n se obtienen algunas estimaciones de la solucio´n fundamental Φ definida por
(2-13), en dimensio´n N ≥ 3. Al calcular las derivadas parciales de primer orden de la funcio´n
Φ se obtiene,
Φx1(| x− y |) = −
1
(N − 2)ωN (2−N) | x− y |
1−N 1
2 | x− y | 2(x1 − y1)
=
1
ωN
| x− y |−N (x1 − y1)
(2-14)
Φx2(| x− y |) = −
1
(N − 2)ωN (2−N) | x− y |
1−N 1
2 | x− y | 2(x2 − y2)
=
1
ωN
| x− y |−N (x2 − y2),
o de forma general para i = 1, ..., N ;
Φxi(| x− y |) =
1
ωN
| x− y |−N (xi − yi). (2-15)
Con el resultado expresado en la ecuacio´n (2-15) se calcula el gradiente de la funcio´n Φ de
lo cual se deduce,
∇Φ(| x− y |) = 1
ωN
| x− y |−N (x1 − y1, x2 − y2, ..., xN − yN), (2-16)
y por consiguiente la norma del vector gradiente resulta ser,
| ∇Φ(| x− y |) | = 1
ωN
| x− y |−N √(x1 − y1)2 + (x2 − y2)2 + ...+ (xN − yN)2
=
1
ωN
| x− y |−N | x− y |
=
1
ωN
| x− y |1−N .
(2-17)
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Por otra parte, al obtener las derivadas parciales de primer orden de la funcio´n Φx1 definida
por (2-14) se sigue que,
Φx1 x1( | x− y | ) =
1
ωN
(
| x− y |−N +(x1 − y1) (−N) | x− y |−N−1
1
2 | x− y | 2(x1 − y1)
)
=
1
ωN
(| x− y |−N − N (x1 − y1)2 | x− y |−N−2)
=
1
ωN
| x− y |−(N+2) [ | x− y |2 −N (x1 − y1)2 ] .
Adema´s,
Φx1x2(| x− y |) =
1
ωN
(x1 − y1) (−N) | x− y |−N−1 1
2 | x− y | 2(x2 − y2)
=
1
ωN
[−N (x1 − y1) (x2 − y2) | x− y |−(N+2) ],
y tambie´n,
Φx1x3(| x− y |) =
1
ωN
(x1 − y1) (−N) | x− y |−N−1 1
2 | x− y | 2(x3 − y3)
=
1
ωN
[−N (x1 − y1) (x3 − y3) | x− y |−(N+2) ].
Ana´logamente para la funcio´n Φx2 ,
Φx2x1(| x− y |) =
1
ωN
(x2 − y2) (−N) | x− y |−N−1 1
2 | x− y | 2(x1 − y1)
=
1
ωN
[−N (x2 − y2) (x1 − y1) | x− y |−(N+2) ]
Φx2x2(| x− y |) =
1
ωN
(
| x− y |−N +(x2 − y2) (−N) | x− y |−N−1
1
2 | x− y | 2(x2 − y2)
)
=
1
ωN
[| x− y |−N −N (x2 − y2)2 | x− y |−N−2 ]
=
1
ωN
| x− y |−(N+2) [ | x− y |2 −N (x2 − y2)2 ]
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Φx2x3(| x− y |) =
1
ωN
(x2 − y2) (−N) | x− y |−N−1 1
2 | x− y | 2(x3 − y3)
=
1
ωN
[−N (x2 − y2) (x3 − y3) | x− y |−(N+2) ].
En general las derivadas parciales de segundo orden de la funcio´n Φ se pueden escribir de
la forma,
Φxixj (| x− y |) =
1
ωN
[ | x− y |2 δij − N (xi − yi) (xj − yj)] | x− y |−(N+2), (2-18)
siendo δij las deltas de Kronecker, es decir,
δij =
{
0 para i 6= j,
1 para i = j,
(2-19)
con i, j = 1, 2, ..., N . Ahora bien, el vector de segundas derivadas parciales de la funcio´n
Φ resulta ser,
Φxixj ( | x− y | ) =
1
ωN
| x− y |−(N+2) [ | x− y |2 −N(x1 − y1)2 , −N (x1 − y1)
(x2 − y2) , ... ,−N (x1 − y1) (xN − yN) , −N (x2 − y2) (x1 − y1)
, | x− y |2 −N (x2 − y2)2 , −N (x2 − y2) (x3 − y3) , ... ,
−N (x2 − y2) (xN − yN) , ... , −N (xN − yN) (x1 − y1), ... ,
−N (xN − yN) (xN−1 − yN−1) , | x− y |2 −N (xN − yN)2 ],
y su norma,
| Φxixj ( | x− y | ) | =
1
ωN
| x− y |−(N+2)
[
( | x− y |2 −N (x1 − y1)2 )2 + ...+
( | x− y |2 −N (xN − yN)2)2 + N2 (x1 − y1)2 (x2 − y2)2
+... + N2 (x1 − y1)2 (xN − yN)2 + N2 (x2 − y2)2 (x1 − y1)2
+N2 (x2 − y2)2 (x3 − y3)2 + ... + N2 (x2 − y2)2 (xN − yN)2
+ ... + N2 (xN − yN)2(x1 − y1)2 + ... + N2 (xN − yN)2
(xN−1 − yN−1)2 ]
1
2 .
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Simplificando,
| Φxixj ( | x− y | ) | =
1
ωN
| x− y |−(N+2) {| x− y |4 −2N | x− y |2 (x1 − y1)2 +
N2 (x1 − y1)4 + ...+ | x− y |4 −2N | x− y |2 (xN − yN)2
+N2 (x2 − y2)2 [ (x1 − y1)2 + (x3 − y3)2 + ... + (xN − yN)2 ]
+ ... + N2 (xN − yN)2 [ (x1 − y1)2 + ... + (xN−1 − yN−1)2 ]}
1
2 ,
entonces,
| Φxixj ( | x− y | ) | ≤
1
ωN
| x− y |−(N+2) {N | x− y |4 +N2 (x1 − y1)2 [ (x1 − y1)2 + ...
+ (xN − yN)2 ] + N2 (x2 − y2)2 [(x1 − y1)2 + ... + (xN − yN)2 ] +
... + N2 (xN − yN)2 [ (x1 − y1)2 + ... + (xN − yN)2 ]}
1
2 ,
ya que se sumaron N te´rminos no negativos. Luego,
| Φxixj ( | x− y | ) | ≤
1
ωN
| x− y |−(N+2) [N | x− y |4 +N2 (x1 − y1)2 | x− y |2 +
N2 (x2 − y2)2 | x− y |2 + ... + N2 (xN − yN)2 | x− y |2 ]
1
2
=
1
ωN
| x− y |−(N+2) {N | x− y |4 +N2 | x− y |2 [ (x1 − y1)2 +
(x2 − y2)2 + ... + (xN − yN)2 ]}
1
2 .
Por tanto se obtiene,
| Φxixj ( | x− y | ) | ≤
1
ωN
| x− y |−(N+2) [N | x− y |4 +N2 | x− y |2 | x− y |2 ] 12
=
1
ωN
| x− y |−(N+2) (N + N2 ) 12 ( | x− y |4 ) 12 ,
o finalmente,
| Φxixj ( | x− y | ) | ≤
(N + N2 )
1
2
ωN
| x− y |−(N+2) | x− y |2
=
(N + N2)
1
2
ωN
| x− y |−N .
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Haciendo CN = sup
(N + N2)
1
2
ωN
se sigue,
| Φxi xj ( | x− y | ) |≤ CN | x− y |−N . (2-20)
Las fo´rmulas (2-18) y (2-20) ponen de manifiesto que las derivadas parciales de segundo
orden de la solucio´n fundamental no son integrables. En efecto,∫
Br(x)
Φxi xj(| x−y |)dy =
∫
Br(x)
1
ωN
[| x− y |−N δij −N | x− y |−(N+2) (xi − yi)(xj − yj)] dy,
y tomando coordenadas esfe´ricas con origen en el punto x resulta,∫
Br(x)
Φxi xj( | x− y | ) dy =
1
ωN
∫ r
0
ρN−1
∫
SN−1
1
ρN
[ N (ωi ωj) − 1 ] dσ(ω) dρ,
en consecuencia, ∫
Br(x)
Φxi xj( | x− y | ) dy = cN
∫ r
0
dρ
ρ
= ∞, (2-21)
es decir, la integral en una pequen˜a bola centrada en x no es finita.
2.3. Fo´rmula de representacio´n de Green
Una propiedad importante de la solucio´n fundamental se pone de manifiesto a continuacio´n,3
se trata de representar en forma integral, a partir de las fo´rmulas de Green y la solucio´n
fundamental, las funciones en C2(Ω).
Teorema 2.3.1 Fo´rmula de representacio´n de Green
Sea Ω ⊂ RN un dominio acotado. Sea y un punto de Ω. Si ∂Ω ∈ C1 entonces para cada
funcio´n u ∈ C2 (Ω) ∩ C(Ω) se verifica,
u(y) =
∫
Ω
Φ( |x− y| )∆u(x) dx −
∫
∂Ω
(
Φ( |x− y| )∂u
∂n
(x) − u(x) ∂Φ
∂n
( |x− y| )
)
dσ(x).
(2-22)
Prueba: Sean Ω ⊂ RN un dominio acotado, y ∈ Ω fijo y ρ > 0 lo suficientemente
pequen˜o de modo que Bρ(y) ⊂ Ω. Se considera la solucio´n fundamental definida por (2-13),
que como se dijo antes, en el punto x = y presenta singularidad. Para usar las fo´rmulas de
Green es necesario aislar dicha singularidad en una pequen˜a bola entorno del punto singular.
3Para este apartado se consultaron las referencias ( John 1978, Peral Alonso 2004, Malpica Vega y Lizara-
zo Gayo´n 2005)
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Conside´rese Ωρ = Ω − Bρ(y). Aplicando la segunda fo´rmula de Green, teorema (1.2.12), a
las funciones u(x) y Φ(| x− y |) sobre Ωρ se deduce,∫
Ωρ
(Φ ( |x− y| )∆u(x) − u(x)∆Φ ( |x− y| ) ) dx =∫
∂Ωρ
(
Φ( |x− y| ) ∂u
∂n
(x)− u(x) ∂Φ
∂n
( |x− y| )
)
dσ (x),
donde n es la normal exterior a ∂Ωρ y dσ el elemento de a´rea sobre ∂Ωρ. Puesto que
Φ(|x− y|) es armo´nica sobre Ωρ se obtiene,∫
Ωρ
Φ(|x− y|) ∆u(x) dx =
∫
∂Ωρ
(
Φ(|x− y|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
)
dσ(x). (2-23)
Se procede a evaluar l´ımite cuando ρ → 0; no´tese que si ρ → 0 entonces la medida de
Bρ(y) tiende a cero y entonces el te´rmino de la izquierda en (2-23) verifica que ,
l´ım
ρ→0
∫
Ωρ
Φ(|x− y|) ∆u(x) dx =
∫
Ω
Φ(|x− y|) ∆u(x) dx, (2-24)
por tratarse de una funcio´n integrable. Ahora bien ∂Ωρ es la unio´n de la frontera de Ω con
la esfera Sρ(y), luego el te´rmino de la derecha en (2-23) tiene un sumando que no depende
del valor ρ:∫
∂Ωρ
[
Φ(|y − x|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
]
dσ(x) =∫
∂Ω
[
Φ(|x− y|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
]
dσ(x)
+
∫
Sρ(y)
[
Φ(|x− y|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
]
dσ(x).
Por consiguiente, si se hace tender ρ a cero so´lo es necesario evaluar el l´ımite en la integral
sobre la esfera Sρ(y) obteniendo,
l´ım
ρ→0
∫
Sρ(y)
(Φ |x− y|) ∂u
∂n
(x)− u(x)∂Φ
∂n
(|y − x|)) dσ(x) =
l´ım
ρ→0
∫
Sρ(y)
Φ (|x− y|) ∂u
∂n
(x) dσ(x) − l´ım
ρ→0
∫
Sρ(y)
u(x)
∂Φ
∂n
(|x− y|) dσ(x). (2-25)
Obse´rvese que sobre Sρ(y),
Φ(|x− y|) = −1
(N − 2)ωN ρN−2 , (2-26)
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es decir Φ es constante,∫
Sρ(y)
(Φ |x− y| ) ∂u
∂n
(x) dσ(x) =
1
(N − 2)ωN ρN−2
∫
Sρ(y)
∂u
∂n
(x) dσ(x),
y aplicando (1-31) la expresio´n anterior se convierte en,∫
Sρ(y)
(Φ |x− y|) ∂u
∂n
(x) dσ(x) =
1
(N − 2)ωN ρN−2
∫
Bρ(y)
∆u(x) dx. (2-27)
Por conveniencia se opera en (2-27) del siguiente modo,∫
Sρ(y)
(Φ |x− y|) ∂u
∂n
(x) dσ(x) =
1
(N − 2)ωN ρN−2
ωN
N
ρN
(
N
ωNρN
∫
Bρ(y)
∆u(x) dx
)
,
siendo
ωN
N
ρN la medida de la bola Bρ(y) . Cuando ρ tiende a cero,
l´ım
ρ→0
∫
Sρ(y)
Φ(|x− y|) ∂u
∂n
(x) dσ (x) =
l´ım
ρ→0
[
1
(N − 2)ωN ρN−2
ωN
N
ρN
(
N
ωNρN
∫
Bρ(y)
∆u(x) dx
)]
,
la continuidad de ∆u permite deducir que,
l´ım
ρ→0
∫
Sρ(y)
Φ(|x− y|) ∂u
∂n
(x) dσ(x) =
1
(N − 2)N
(
l´ım
ρ→0
ρ2
)(
l´ım
ρ→0
N
ωN ρN
∫
Bρ(y)
∆u(x) dx
)
,
es decir,
l´ım
ρ→0
∫
Sρ(y)
(Φ |x− y|) ∂u
∂n
(x) dσ(x) = 0. (2-28)
Resta evaluar l´ımite ρ→ 0 en el otro te´rmino de la ecuacio´n (2-25). Puesto que,
Φ (|x− y|) = −1
(N − 2)ωN |x− y|N−2
,
la derivada parcial de primer orden con respecto a cualquier componente, como se vio en
(2-15), esta´ dada por,
Φxi (| x− y |) =
1
ωN
| x− y |−N (xi − yi),
y el vector gradiente, obtenido en la ecuacio´n (2-17) por,
∇Φ (| x− y |) = 1
ωN
(x− y)
|x− y|N .
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Ahora observe´se que la normal exterior a Ωρ en un punto de Sρ(y) esta´ dada por la normal
interior a Sρ(y) en dicho punto. Si x ∈ Sρ(y) la normal exterior unitaria a ∂Ωρ viene dada
por,
n = − x− y|x− y| , (2-29)
y entonces al aplicar (1-21) se obtiene,
∂Φ
∂n
(|x− y|) = 1
ωN
(x− y)
|x− y|N · −
(x− y)
|x− y|
= − 1
ωN
(x− y)
|x− y|N ·
(x− y)
|x− y|
= − 1
ωN
1
|x− y|N
1
|x− y| (x− y) · (x− y) .
(2-30)
Sin embargo (x− y) · (x− y) = |x− y|2, luego,
∂Φ
∂n
(|x− y|) = − 1
ωN
1
|x− y|N |x− y|
= − 1
ωN |x− y|N−1
.
(2-31)
Por la expresio´n (2-31) se sigue,∫
Sρ(y)
u(x)
∂Φ
∂n
(|x− y|) dσ(x) =
∫
Sρ(y)
u(x)
(
− 1
ωN |x− y|N−1
)
dσ(x)
= −
∫
Sρ(y)
u(x)
1
ωNρN−1
dσ(x)
= − 1
ωNρN−1
∫
Sρ(y)
u(x) dσ(x),
y en consecuencia cuando ρ −→ 0 la continuidad de u y el teorema (1.2.7) permiten concluir
que,
l´ım
ρ→0
1
ωN ρN−1
∫
Sρ(y)
u(x) dσ(x) = u(y). (2-32)
Para obtener (2-22) y en consecuencia haber demostrado el teorema basta tomar l´ımites para
ρ → 0 en la ecuacio´n (2-23) y utilizar los resultados obtenidos en (2-24), (2-28) y (2-32);
esto permite concluir que,∫
Ω
Φ (|x− y|)∆u(x)dx =
∫
∂Ω
[
Φ (|x− y|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
]
dσ (x) + u(y),
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y por tanto,
u(y) =
∫
Ω
Φ (|x− y|)∆u(x) dx −
∫
∂Ω
(
Φ (|x− y|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
)
dσ(x),
quedando establecido el resultado. 
La igualdad (2-22) es la fo´rmula de representacio´n. Dicha fo´rmula permite conocer una
funcio´n u ∈ C2(Ω)∩C(Ω) cuando ∂Ω ∈ C1, a partir de los valores de ∆u en Ω y los de u
y
∂u
∂n
en ∂Ω. Sin embargo la citada fo´rmula no es totalmente satisfactoria, ya que en general,
dadas f , g y h, no existe u ∈ C2(Ω) ∩ C(Ω) tal que ∆u = f en Ω, u = g sobre ∂Ω y
∂u
∂n
= h en ∂Ω. Pensar por ejemplo en el caso f = g = 0 y h = 1. Este inconveniente
motiva la introduccio´n del concepto de funcio´n de Green. El punto de partida para la nocio´n
de funcio´n de Green lo proporciona el siguiente resultado.
Proposicio´n 2.3.1 Sea Ω ⊂ RN un conjunto abierto, acotado y no vac´ıo tal que su
frontera ∂Ω ∈ C1. Sea w una funcio´n w : (x, y) ∈ Ω × Ω → w(x, y) ∈ R verificando,
w(·, y) ∈ C2(Ω) y ∆xw(x, y) = 0 ∀ (x, y) ∈ Ω × Ω, (2-33)
donde por ∆x se denota el Laplaciano en la variable x. Sea G = Φ + w, donde Φ es la
solucio´n fundamental. Si u ∈ C2(Ω) ∩ C(Ω) entonces para todo y ∈ Ω,
u(y) =
∫
Ω
G(x, y)∆u(x) dx +
∫
∂Ω
[
u(x)
∂G
∂n
(x, y) − G(x, y) ∂u
∂n
(x, y)
]
dσ(x). (2-34)
Prueba: La fo´rmula (2-34) es consecuencia inmediata de sustituir en la expresio´n (2-22) la
funcio´n G = Φ+w. 
Definicio´n 2.3.1 Sea Ω ⊂ RN un conjunto abierto, acotado y no vac´ıo. Sea el conjunto
A(Ω) = { (x, y) ∈ Ω × Ω : x 6= y }. Se llama funcio´n de Green para la ecuacio´n de Laplace
en Ω, a toda funcio´n,
G : A(Ω) → R,
que este´ definida de la forma G = Φ+ w, con w satisfaciendo las condiciones de la propo-
sicio´n (2.3.1) y tal que G(x, y) = 0 para cualquier pareja (x, y) ∈ ∂Ω × Ω.
Lo que en realidad se desea es aplicar (2-34) para resolver el problema de Dirichlet,
(PDP )
{
∆u(x) = f(x), x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω,
en cuyo caso no se conoce el te´rmino en que aparece la derivada normal de u. La idea es
utilizar la funcio´n de Green, su valor sobre ∂Ω y los datos de la funcio´n u dados en el
problema (PDP ). Con esto (2-34) se convierte en,
u(y) =
∫
Ω
G(x, y)f(x) dx +
∫
∂Ω
g(x)
∂G
∂n
(x, y) dσ(x). (2-35)
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Bajo el requisito que u resuelva (PDP ) y siempre que se pueda construir expl´ıcitamente
una funcio´n de Green para un dominio Ω dado; entonces se puede representar a u por medio
de la funcio´n de Green, la derivada normal de la funcio´n de Green y las funciones f y g. Por
otra parte, si G es la funcio´n de Green en Ω y u ∈ C2(Ω)∩C(Ω) es solucio´n del problema
(PDL) para una funcio´n g ∈ C(∂Ω) dada, entonces a partir de (2-35) se tiene,
u(y) =
∫
∂Ω
g(x)
∂G
∂n
(x, y)dσ(x). (2-36)
Como se puede apreciar el problema radica en encontrar G. Ello puede lograrse de manera
expl´ıcita para determinadas formas de Ω, al resolver el siguiente problema de Dirichlet:{
∆xw(x, y) = 0, x ∈ Ω,
w(x, y) = −Φ (|x− y|), x ∈ ∂Ω.
(2-37)
En el apartado siguiente se va a construir la funcio´n de Green para una bola de RN y as´ı
la solucio´n al problema de Dirichlet para dicha bola. Este resultado cobrara´ se utilizara´ al
abordar el problema de Dirichlet en contextos ma´s generales.
2.4. El problema de Dirichlet en una bola de RN . La
fo´rmula integral de Poisson.
Cuando se plantea el problema de Dirichlet para la ecuacio´n de Laplace en una bola abierta
de centro en el origen y radio R,{
∆u = 0, si |x| < R ,
u(x) = g(x), si |x| = R, (2-38)
es posible construir una funcio´n de Green mediante el denominado me´todo de reflexio´n.4 Sea
SR la esfera de centro en el origen y radio R. Se considera la inversio´n o transformacio´n de
Kelvin en RN − {0} con polo en el origen, es decir,
xˆ =
R2
| x |2 x. (2-39)
La aplicacio´n x→ xˆ es la inversio´n a trave´s de la esfera SR, en efecto si y ∈ SR entonces
yˆ = y, es decir la esfera SR es el lugar geome´trico de los puntos invariantes. No´tese que si
y ∈ SR entonces,
| xˆ− y |2= R
4
| x |2 − 2R
2 〈 x · y 〉
| x |2 + R
2,
4Los resultados que se vera´n en esta seccio´n siguen la referencia John (1978). Tambie´n puede consultarse
Peral Alonso (2004), Gilbarg y Trudinger (2001).
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y as´ı,
| x |2 | xˆ− y |2 = R2 [ | x |2 −2 〈 x , y 〉 + R2 ]
= R2 | x− y |2,
por consiguiente para y ∈ SR se satisface la relacio´n fundamental,
| xˆ− y |
| x− y | =
R
| x | =⇒ | x− y |=
| x |
R
| xˆ− y | . (2-40)
Conside´rese la solucio´n fundamental definida para x 6= y en el caso N ≥ 3 mediante (2-13).
Como consecuencia de (2-40) se tiene para los puntos y ∈ SR,
Φ(| x− y |) = Φ
( | x |
R
| xˆ− y |
)
Φ(| y |) = Φ(R),
as´ı pues, si se toma w(x, y) definida para x ∈ B(0, R) mediante,
w(x, y) =
 −Φ
( | x |
R
| xˆ− y |
)
, x 6= 0,
−Φ(R), x = 0,
(2-41)
se observa de inmediato que la funcio´n w, al estar definida en te´rminos de la solucio´n
fundamental, satisface las condiciones de la proposicio´n (2.3.1) y G = Φ+ w, es decir; para
(x, y) ∈ A(B(0, R)):
G(x, y) =
 Φ(| x− y |)− Φ
( | x |
R
| xˆ− y |
)
, x 6= 0,
Φ(| y |)− Φ(R), x = 0,
(2-42)
es la funcio´n de Green en B(0, R). Sustituyendo Φ en esta u´ltima fo´rmula se sigue,
G(x, y) =

− 1
(N − 2)ωN
1
| x− y |N−2 +
1
(N − 2)ωN
(
R
| x || xˆ− y |
)N−2
, x 6= 0,
− 1
(N − 2)ωN
1
| y |N−2 +
1
(N − 2)ωN
1
RN−2
, x = 0,
luego,
G(x, y) =

− 1
(N − 2)ωN
[
1
| x− y |N−2 −
(
R
| x || xˆ− y |
)N−2]
, x 6= 0,
− 1
(N − 2)ωN
[
1
| y |N−2 −
1
RN−2
]
, x = 0,
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y reemplazando la definicio´n de xˆ se obtiene,
G(x, y) = − 1
(N − 2)ωN

[
|x− y|2−N −
( |x|
R
)2−N ∣∣∣∣ R2|x|2 x− y
∣∣∣∣2−N
]
, x 6= 0,[
|y|2−N −R2−N
]
, x = 0.
(2-43)
En seguida se obtiene el vector gradiente de la funcio´n de Green definida por (2-43) para
los puntos x 6= 0 . Al calcular las derivadas parciales de primer orden con respecto a y se
obtiene,
∂G
∂yi
(x, y) = − 1
(N − 2)ωN
[
∂
∂yi
|x− y|2−N −
( |x|
R
)2−N
∂
∂yi
∣∣∣∣ R2|x|2 x− y
∣∣∣∣2−N
]
= − 1
(N − 2)ωN
{
∂
∂yi
(
(x1 − y1)2 + ...+ (xN − yN)2
)2−N
2 −
( |x|
R
)2−N
∂
∂yi
[(
R2
|x|2 x1 − y1)
)2
+ ...+
(
R2
|x|2 xN − yN
)2]2−N2 
para i = 1, ..., N . Entonces,
∂G
∂yi
(x, y) = − 1
ωN
{[
(x1 − y1)2 + ...+ (xN − yN)2
]−N
2 (xi − yi) −
( |x|
R
)2−N
[(
R2
|x|2 x1 − y1
)2
+ ...+
(
R2
|x|2 xN − yN)
)2]−N2 ( R2
|x|2 xi− yi
)
lo que es equivalente a,
∂G
∂yi
(x, y) = − 1
ωN
 (xi − yi)(
(x1 − y1)2 + ...+ (xN − yN)2
)N
2

−
( |x|
R
)2−N ( R2|x|2 xi − yi
)
[(
R2
|x|2 x1 − y1
)2
+ ...+
(
R2
|x|2 xN − yN
)2]N2 ,
esto es,
∂G
∂yi
(x, y) = − 1
ωN

(xi − yi)
|x− y|N −
( |x|
R
)2−N ( R2|x|2 xi − yi
)
∣∣∣∣ R2|x|2 x− y
∣∣∣∣N
 . (2-44)
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Ahora bien, el valor en |y| = R se obtiene a partir de que G(x, y) = 0 en dichos puntos, es
decir si |y| = R,
|x− y|2−N =
( |x|
R
)2−N ∣∣∣∣ R2|x|2x− y
∣∣∣∣2−N , (2-45)
y al elevar la expresio´n anterior a 1
2−N se deduce para |y| = R que,
|x− y| =
[( |x|
R
)2−N ∣∣∣∣ R2|x|2x− y
∣∣∣∣2−N
] 1
2−N
=
[( |x|
R
)2−N] 12−N (∣∣∣∣ R2|x|2x− y
∣∣∣∣2−N
) 1
2−N
o finalmente,
|x− y| =
( |x|
R
) ∣∣∣∣ R2|x|2x− y
∣∣∣∣ si |y| = R. (2-46)
Si se reemplaza (2-46) en (2-44) como sigue,
∂G
∂yi
(x, y) =
−1
ωN

(xi − yi)(
|x|
R
)N ∣∣∣∣ R2|x|2x− y
∣∣∣∣N
−
( |x|
R
)2−N ( R2|x|2xi − yi
)
∣∣∣∣ R2|x|2x− y
∣∣∣∣N
 , (2-47)
al factorizar se obtiene,
∂G
∂yi
(x, y) =
−1
ωN
∣∣∣∣ R2|x|2x− y
∣∣∣∣N

(xi − yi)( |x|
R
)N − ( |x|R
)2−N (
R2
|x|2xi − yi
)
=
−1
ωN
∣∣∣∣ R2|x|2x− y
∣∣∣∣N

(xi − yi)( |x|
R
)N − ( R|x|
)N−2(
R2
|x|2
(
xi − |x|
2
R2
yi
))
=
−1
ωN
∣∣∣∣ R2|x|2x− y
∣∣∣∣N

(xi − yi)( |x|
R
)N − ( R|x|
)N (
xi − |x|
2
R2
yi
) .
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En consecuencia,
∂G
∂yi
(x, y) =
−1
ωN
∣∣∣∣ R2|x|2x− y
∣∣∣∣N

(xi − yi)( |x|
R
)N − 1( |x|
R
)N
(
xi − |x|
2
R2
yi
)
=
−1
ωN
∣∣∣∣ R2|x|2x− y
∣∣∣∣N

1( |x|
R
)N
(
(xi − yi)− xi +
( |x|
R
)2
yi
)
=
−1
ωN
∣∣∣∣ R2|x|2x− y
∣∣∣∣N

1( |x|
R
)N
[(( |x|
R
)2
− 1
)
yi
] ,
es decir,
∂G
∂yi
(x, y) =
−1
ωN
( |x|
R
)N ∣∣∣∣ R2|x|2x− y
∣∣∣∣N
{(
|x|2 −R2
R2
)
yi
}
. (2-48)
Al reemplazar el resultado (2-46) se sigue para i = 1, ..., N y |y| = R,
∂G
∂yi
(x, y) =
−1
ωN |x− y|N
(
|x|2 −R2
R2
)
yi,
y as´ı,
∇yG(x, y) = −1
ωN |x− y|N
(
|x|2 −R2
R2
)
(y1, ..., yN ) . (2-49)
Por otra parte, el vector normal exterior a la superficie SR designado por ny, esta´ definido
por,
ny =
(
y1
|y| ,
y2
|y| , ...,
yN
|y|
)
=
y
|y| =
y
R
,
pero en virtud de la ecuacio´n (1-21) se tiene
∂G
∂ny
(x, y) = ∇yG(x, y) · ny, entonces,
∇yG(x, y) · ny =
(
−1
ωN |x− y|N
|x|2 −R2
R2
)
(y1, ..., yN ) ·
( y1
R
, ...,
yN
R
)
=
R2 − |x|2
ωN |x− y|N R3
(y1, ..., yN ) · (y1, ..., yN ) .
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Por tanto,
∇yG(x, y) · ny = R
2 − |x|2
ωN |x− y|N R3
N∑
i=1
y2i
=
R2 − |x|2
ωN |x− y|N R3
R2,
lo cual permite concluir que para y ∈ SR se satisface,
∂G
∂ny
(x, y) =
R2 − |x|2
RωN |x− y|N
. (2-50)
Definicio´n 2.4.1 Se denomina nu´cleo de Poisson en B(0, R) a la funcio´n H(x, y) defi-
nida para los puntos y ∈ SR mediante,
H(x, y) =
R2 − |x|2
R ωN |x− y|N
. x ∈ B(0, R). (2-51)
Por definicio´n H(x, y) > 0 sobre B(0, R). De otra parte, por la construccio´n hecha el nu´cleo
de Poisson verifica la ecuacio´n de Laplace en el interior de la bola de radio R. En efecto al
derivar (2-51) se verifica para i = 1, ..., N ;
Hxi (x, y) =
1
R ωN
[ −2 xi | x − y |N − N (R2 − | x |2 ) | x − y |N−2 (xi − yi)
| x − y |2N
]
.
Derivando una vez ma´s respecto a la variable xi se sigue,
Hxixi (x, y) =
1
R ωN | x − y |4N
{ {
− 2 | x − y |N − 2N xi | x − y |N−2 (xi − yi)
+ 2N xi | x − y |N−2 (xi − yi) − N
(
R2 − | x |2) [ (N − 2) | x − y |N−4
(xi − yi)2 + | x − y |N−2
] }
| x − y |2N −
{
− 2 xi | x − y |N
− N (R2 − | x |2 ) | x − y |N−2 ( xi − yi ) }
[
2N | x − y |2N−2 (xi − yi)
] }
,
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y efectuando las operaciones,
Hxixi (x, y) =
1
R ωN | x − y |4N
{
2N
(
R2 − | x |2) | x − y |2N+N−4 (xi − yi)2
− N2 (R2 − | x |2) | x − y |2N+N−4 (xi − yi)2 − N (R2 − | x |2)
| x − y |2N+N−2 − 2 | x − y |2N+N + 2N2 (R2 − | x |2) | x − y |2N+N−4
(xi − yi)2 + 4N | x − y |2N+N−2 xi(xi − yi)
}
.
Ahora bien, al sumar sobre i, desde uno hasta m, se deduce,
∆x H(x, y) =
1
R ωN | x − y |4N
{
2N
(
R2 − | x |2) | x − y |2N+N−4 N∑
i=1
(xi − yi)2
− N2 (R2 − | x |2) | x − y |2N+N−4 N∑
i=1
(xi − yi)2 − N2
(
R2 − | x |2)
| x − y |2N+N−2 − 2N | x − y |2N+N + 2N2 (R2 − | x |2) | x − y |2N+N−4
N∑
i=1
(xi − yi)2 + 4N | x − y |2N+N−2
N∑
i=1
xi(xi − yi)
}
,
es decir,
∆x H(x, y) =
1
R ωN | x − y |4N
{
2N
(
R2 − | x |2) | x − y |2N+N−2 − 2N | x − y |2N+N
+ 4N | x − y |2N+N−2 | x |2 − 4N | x − y |2N+N−2 〈 x · y 〉 } ,
y entonces,
∆x H(x, y) =
1
R ωN | x − y |4N
{
2N | x − y |2N+N−2[ | x |2 − 2 〈 x · y 〉 + R2 − | x − y |2 ] } .
Como | y |= R de la u´ltima expresio´n se sigue,
∆x H(x, y) =
1
R ωN | x − y |4N
{
2N | x − y |2N+N−2 [ | x − y |2 − | x − y |2 ] } ,
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obteniendo,
∆x H(x, y) = 0. (2-52)
Otras propiedades del nu´cleo de Poisson que van a resultar de intere´s vienen dadas por el
resultado siguiente.
Proposicio´n 2.4.1 El nu´cleo de Poisson H(x, y) definido por (2-51) verifica:
1. H ∈ C∞ si | y |= R y | x |< R.
2.
∫
|y|=R H(x, y) dσ(x) = 1.
3. Si x0 ∈ SR y δ > 0 entonces
l´ım
x→x0
H(x, y) = 0 uniformemente si | y − x0 |≥ δ.
Prueba: La propiedad 1 se deduce al observar que |x− y|, bajo las hipo´tesis, es un
valor positivo y adema´s |x− y|−N se puede derivar infinitamente.
La igualdad en 2. no es ma´s que (2-35) aplicada a g(y) = 1. En efecto, aplicando la fo´rmula
de representacio´n integral (2-35) a g(x) = 1 y a la funcio´n de Green definida por (2-43),
u(y) =
∫
B(0,R)
G(x, y)f(x) dx+
∫
∂B(0,R)
∂G
∂n
(x, y) dσ (x)
=
∫
B(0,R)
G(x, y)f(x) dx+
1
RωN
∫
∂B(0,R)
R2 − |x|2
|x− y|N dσ (x).
Puesto que sobre ∂B(0, R) se verifica u(y) = g(y) = 1, con los datos del problema (2-38)
se sigue,
1 = u(y) =
∫
B(0,R)
G(x, y)∆u(x) dx +
1
RωN
∫
∂B(0,R)
R2 − |x|2
|x− y|N dσ (x)
=
1
RωN
∫
∂B(0,R)
R2 − |x|2
|x− y|N dσ (x).
Finalmente dado x0 un punto arbitrario de la esfera de radio R y δ > 0 real, se define,
Eδ = {y : |y| = R, |y − x0| > δ } . (2-53)
Por la desigualdad del tria´ngulo se deduce,
|y − x0| = |y − x+ x− x0| ≤ |x− y|+ |x− x0| ,
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luego,
|x− y| ≥ |y − x0| − |x− x0| ,
pero no´tese que si y ∈ Eδ y |x− x0| < δ
2
, se tiene,
|y − x0| > δ y − |x− x0| > −δ
2
,
entonces al sumar estas desigualdades resulta,
|y − x0| − |x− x0| > δ
2
,
y en consecuencia,
|x− y| ≥ |y − x0| − |x− x0| > δ
2
. (2-54)
Ahora, como |x− y| > δ
2
entonces,
H(x, y) =
R2 − |x|2
RωN |x− y|N
≤ R
2 − |x|2
RωN (|y − x0| − |x− x0|)N
≤ R
2 − |x|2
RωN (δ/2)
N
,
deduciendo finalmente,
H(x, y) <
2N R
δN
. (2-55)
Haciendo δ = 2
(
R
ε
) 1
N
en la definicio´n de l´ımite se llega a,
H(x, y) ≤ ε cuando y ∈ Eδ,
y esto evidentemente implica 3. 
De acuerdo con la fo´rmula de representacio´n (2-36) se enuncia el siguiente teorema. La prueba
se basa en las propiedades del nu´cleo de Poisson.
Teorema 2.4.1 Fo´rmula integral de Poisson
Sea g una funcio´n continua en la esfera SR. Si se define,
u(x) =

R2 − |x|2
RωN
∫
|y|=R
g(y)
|x− y|N dσ(y), si |x| < R,
g(x), si |x| = R,
(2-56)
entonces u es continua en B¯(0, R) y u ∈ C∞(B(0, R)), siendo adema´s solucio´n del
problema, {
∆ u(x) = 0, si |x| < R,
u(x) = g(x), si |x| = R.
(2-57)
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Prueba: Para observar que u definida por (2-56) es infinitamente diferenciable, basta
observar que por la proposicio´n 2.4.1,
R2 − |x|2
RωN |x− y|N
∈ C∞, si |y| = R y |x| < R, (2-58)
y entonces se puede derivar bajo el signo integral en (2-56) de manera reiterada. Luego, al
derivar la funcio´n u con respecto a xi se obtiene,
∂ u(x)
∂xi
=
∂
∂xi
(
R2 − |x|2
RωN
∫
|y|=R
g(y)
|x− y|N dσ(y)
)
=
1
RωN
∫
|y|=R
g(y)
∂
∂xi
(
R2 − |x|2
|x− y|N
)
dσ (y).
Se puede concluir que la derivada parcial de cualquier orden con respecto a xi existe y va a
ser siempre una funcio´n continua para |y| = R y |x| < R.
Ana´logamente, para la derivada parcial de segundo orden de u con respecto a xi se obtiene
la expresio´n,
∂2u(x)
∂x2i
=
1
RωN
∫
|y|=R
g(y)
∂2
∂x2i
(
R2 − |x|2
|x− y|N
)
dσ(y), (2-59)
por consiguiente,
∆u(x) =
1
RωN
N∑
i=1
∫
|y|=R
g(y)
∂2
∂x2i
(
R2 − |x|2
|x− y|N
)
dσ(y)
=
1
RωN
∫
|y|=R
g(y)
N∑
i=1
∂2
∂x2i
(
R2 − |x|2
|x− y|N
)
dσ(y)
=
1
RωN
∫
|y|=R
g(y) ∆x
(
R2 − |x|2
|x− y|N
)
dσ(y),
sin embargo por (2-52) el nu´cleo de Poisson verifica la ecuacio´n de Laplace y entonces,
∆u(x) =
1
RωN
∫
|y|=R
g(y) ∆x
(
R2 − |x|2
|x− y|N
)
dσ (y) = 0. (2-60)
Resta probar que (2-56) define una funcio´n continua sobre B(0, R). En concreto, lo que
hace falta demostrar es que fijados x0 ∈ ∂B(0, R) y ε > 0 existe un δ(ε) > 0 tal que,∣∣∣∣∫
∂B(0,R)
H(x, y) g(y) dσ (y) − g(x0)
∣∣∣∣ < ε, (2-61)
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para todo x ∈ B(0, R) tal que | x − x0 |≤ δ(ε). Como g ∈ C(∂B(0, R)) existe δ1 > 0 tal
que si y ∈ ∂B(0, R) y | y − x0 |≤ δ1 entonces,
| g(y)− g(x0) |≤ ε
2
. (2-62)
Sea,
M = ma´x
y ∈ ∂B(0,R)
| g(y) | .
Del apartado 3 de la proposicio´n (2.4.1) se sabe que si y ∈ Eδ1 y x ∈ B(0, R) verifica
| x − x0 |≤ δ1 entonces,
H(x, y) ≤ ε
4MωNRN−1
. . (2-63)
Ahora, si x ∈ B(0, R),∫
|y|=R
H(x, y)g(y)dσ(y) − g(x0) =
∫
|y|=R
H(x, y) (g(y) − g(x0)) dσ(y),
esto en virtud de la proposicio´n 2.4.1. Esta u´ltima integral se puede expresar como,∫
|y|=R
H(x, y) (g(y)− g(x0) ) dσ (y)
=
∫
|y|=R ∩{|y−x0|<δ1}
H(x, y) (g(y)− g(x0) ) dσ(y) +∫
|y|=R∩ |y−x0|≥δ1
H(x, y) (g(y) − g(x0) ) dσ(y),
pero sustituyendo (2-62) y (2-63) se deduce,∫
|y|=R
H(x, y) (g(y) − g(x0) ) dσ(y)
≤ ε
2
∫
|y|=R ∩{|y−x0|<δ1}
H(x, y) dσ(y) +
ε
4MωN RN−1
∫
|y|=R∩ |y−x0|≥δ1
(g(y) − g(x0) ) dσ(y),
con esto,∫
|y|=R
H(x, y) (g(y) − g(x0) ) dσ(y)
<
ε
2
∫
|y|=R
H(x, y) dσ(y) +
ε
4MωN RN−1
∫
|y|=R
2M dσ(y).
Por tanto,∫
|y|=R
H(x, y) (g(y) − g(x0) ) dσ(y) < ε
2
(1) +
2M ε
4MωN RN−1
ωN R
N−1,
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es decir, ∫
|y|=R
H(x, y) (g(y) − g(x0) ) dσ(y) < ε si | x− x0 |≤ δ1. (2-64)
La prueba se completa al tomar δ(ε) = δ1. 
El teorema 2.4.1 constituye un resultado de existencia de solucio´n para el problema (PDL)
planteado en una bola abierta centrada en el origen. Como es natural, al trasladar el centro
de la bola a un punto arbitrario de RN , el problema de Dirichlet (PDL) en dicha bola tambie´n
se puede resolver. Para precisar, si g ∈ C(∂B(x0, R)) entonces la solucio´n del problema de
Dirichlet, {
∆u = 0 , x ∈ B(x0, R),
u(x) = g(x), x ∈ ∂B(x0, R), (2-65)
esta´ dada por,
u(x) =

R2 − |x − x0|2
RωN
∫
∂B(x0,R)
g(y)
|x− y|N dσ(y), si x ∈ B(x0, R),
g(x), si |x − x0| = R.
(2-66)
Ya demostrada la existencia de la solucio´n de (2-38) el siguiente paso sera´ probar que dicha
solucio´n es u´nica y coincide con la integral de Poisson (2-56); esto sera´ resuelto en el pro´ximo
cap´ıtulo luego de estudiar algunas propiedades de las funciones armo´nicas.
3 Funciones armo´nicas y subarmo´nicas.
Propiedades
Los cient´ıficos estudian la naturaleza no porque sea u´til, sino porque
encuentran placer en ello, y encuentran placer porque es hermosa. Si no lo
fuera no merecer´ıa la pena conocerla, y si la naturaleza no mereciera la
pena, la vida tampoco.
H. Poincare´
Como se vio en el cap´ıtulo 2 la solucio´n al problema de Dirichlet en general se reduce a
calcular la funcio´n de Green y esto a encontrar una funcio´n armo´nica cuyo valor sobre la
frontera del dominio sea equivalente al valor de la solucio´n fundamental. En este cap´ıtulo1 se
estudian algunas propiedades de las funciones armo´nicas, en especial la propiedad del valor
medio, el principio del ma´ximo y algunos resultados respecto a convergencia de sucesiones
de funciones armo´nicas. En la seccio´n 3.3 se introduce la definicio´n de funcio´n subarmo´nica;
concepto que permitira´ abordar el problema de Dirichlet en dominios generales.
1Como referencia de este cap´ıtulo pueden consultarse los textos Evans (2010), Peral Alonso (2004), John
(1978), Axler et al. (2001).
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3.1. Propiedad del valor medio
Definicio´n 3.1.1 Sea Ω ⊂ RN dominio, y un punto de Ω y v ∈ C(Ω). Se dice que
la funcio´n v satisface la propiedad del valor medio en Ω si para cada real r > 0 tal que
Br(y) ⊂ Ω se verifica,
v(y) =
1
ωN rN−1
∫
|x−y|=r
v(x) dσ(x). (3-1)
El siguiente resultado asegura que las funciones armo´nicas verifican la propiedad del valor
medio.
Teorema 3.1.1 Sea Ω ⊂ RN dominio y u ∈ C2(Ω). Sea r > 0 tal que Br(y) ⊂ Ω. Si
u es armo´nica en Ω entonces u cumple la propiedad del valor medio, es decir,
u(y) =
1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x). (3-2)
Prueba: Sea y un punto de Ω y r > 0 tal que Br(y) ⊂ Ω. Al tomar la solucio´n
fundamental definida por (2-13) y aplicar la representacio´n integral (2-22) sobre Br(y) se
tiene,
u(y) =
∫
Br(y)
Φ (|x− y|)∆u(x) dx −
∫
∂Br(y)
(
Φ(|x− y|) ∂u
∂n
(x) − u(x) ∂Φ
∂n
(|x− y|)
)
dσ(x),
sin embargo u es armo´nica en Ω y en particular es armo´nica sobre Br(y), por consiguiente,
u(y) =
∫
∂Br(y)
u(x)
∂Φ
∂n
(|x− y|) dσ(x) −
∫
∂Br(y)
Φ(|x− y|) ∂u
∂n
(x) dσ(x).
Puesto que u es armo´nica la expresio´n (1-31) conduce a,∫
|x−y|=r
∂u
∂n
(x) dσ(x) = 0,
adema´s, sobre ∂Br(y) la funcio´n Φ es constante y por tanto,∫
∂Br(y)
Φ(|x− y|) ∂u
∂n
(x) dσ(x) = 0,
lo que implica,
u(y) =
∫
|x−y|=r
u(x)
∂Φ
∂n
(|x− y|) dσ(x). (3-3)
Puesto que el vector normal exterior en un punto de ∂Ω es
x − y
| x − y | , en un proceso
ana´logo a como se obtuvo (2-31) se tendra´,
∂Φ
∂n
(|x− y|) = 1
ωN |x− y|N−1
, (3-4)
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y entonces,
u(y) =
∫
|x−y|=r
u(x)
1
ωN |x− y|N−1
dσ(x)
=
1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x),
quedando establecido el resultado. 
En te´rminos generales la propiedad del valor medio garantiza que para una funcio´n armo´nica
u en una bola cerrada contenida en el dominio Ω, el valor de dicha funcio´n en el centro de la
bola es igual al promedio de sus valores sobre la superficie. El siguiente teorema afirma que
el promedio puede de hecho tomarse sobre los valores de la funcio´n u en todos los puntos
de la bola.
Teorema 3.1.2 Sea Ω ⊂ RN dominio y u ∈ C2(Ω). Sea r > 0 tal que Br(y) ⊂ Ω. La
funcio´n u cumple la propiedad del valor medio (3-1) si y so´lo si,
u(y) =
N
ωN rN
∫
|x−y|≤r
u(x) dσ (x). (3-5)
Prueba: (⇒) Si u verifica la propiedad del valor medio (3-1) se sigue,
ωN ρ
N−1u(y) =
∫
|x−y|=ρ
u(x) dσ(x), 0 < ρ < r. (3-6)
Al integrar en ambos miembros de la igualdad anterior con respecto a ρ,
ωN
∫ r
0
ρN−1u(y) dρ =
∫ r
0
∫
|x−y|=ρ
u(x) dσ(x) dρ,
se obtiene,
ωN r
N
N
u(y) =
∫
|x−y|≤r
u(x) dx,
es decir,
u(y) =
N
ωN rN
∫
|x−y|≤r
u(x) dσ(x), (3-7)
llegando a la expresio´n (3-5).
(⇐) Rec´ıprocamente; supo´ngase que para toda bola Br(y) se satisface (3-5), esto es,
u(y) =
N
ωN rN
∫
|x−y|≤r
u(x) dσ(x). (3-8)
Utilizando la ecuacio´n (1-30) para transformar a coordenadas esfe´ricas centradas en el punto
y,
u(y) =
N
ωN rN
∫ r
0
ρN−1
∫
SN−1
u(y + ρω) dω dρ, (3-9)
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y derivando en ambos miembros de la ecuacio´n anterior con respecto a r se obtiene,
0 =
N
ωN rN
rN−1
∫
SN−1
u(y + ρω) dω − N
2
ωN rN+1
∫ r
0
ρN−1
∫
SN−1
u(y + ρω) dω dρ,
en consecuencia,
N
ωN r
∫
SN−1
u(y + ρω) dω =
N2
ωN rN+1
∫ r
0
ρN−1
∫
SN−1
u(y + ρω) dω dρ
=
N2
ωN rN+1
∫
|x−y|≤r
u(x) dσ(x).
Al aplicar la hipo´tesis se sigue,
N
ωN r
∫
SN−1
u(y + ρω) dω =
N2
ωN rN+1
ωN r
N
N
u(y)
=
N
r
u(y),
al reescribirlo queda,
u(y) =
1
ωN
∫
SN−1
u(y + ρω) dω, (3-10)
o igualmente,
u(y) =
1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x), (3-11)
como se deseaba. 
Definicio´n 3.1.2 Nu´cleo regularizante
i) Se define η ∈ C∞(RN) por,
η(x) =
 C exp
(
1
| x2 | −1
)
, si | x |< 1,
0, si | x |≥ 1,
(3-12)
donde C es una constante que se selecciona de manera que
∫
RN η(x) dx = 1. Esta
funcio´n η se conoce con el nombre de nu´cleo regularizante esta´ndar.
ii) Para cada ε > 0 se define,
ηε (x) =
1
εN
η
(x
ε
)
. (3-13)
Las funciones ηε satisfacen.∫
RN
ηε(x) dx = 1, sop(ηε) ⊂ Bε(0), (3-14)
adema´s ηε ∈ C∞(RN) para cada ε > 0.
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Antes de considerar el teorema de regularidad de funciones armo´nicas es conveniente intro-
ducir una funcio´n que permitira´ obtener aproximaciones suaves de otras funciones.
Definicio´n 3.1.3 Sea Ω un subconjunto abierto de RN . Si f : Ω → R es localmente
integrable se define su suavizamiento,
f ε(x) =
∫
Ω
ηε (x− y)f(y) dy =
∫
Bε(0)
ηε (y)f(x− y) dy, (3-15)
para x ∈ Ωε, donde Ωε = { x ∈ Ω | d(x, ∂Ω) > ε }.
El intere´s de las definiciones (3.1.3) y (3.1.2) se vera´ a continuacio´n. Fueron tomadas del
texto Partial Differential Equations de Evans L. C. ( Evans 2010).
Teorema 3.1.3 Sea Ω un subconjunto abierto de RN . Sea f : Ω → R funcio´n local-
mente integrable y f ε su correspondiente funcio´n suavizamiento. Entonces,
i) f ε ∈ C∞(Ωε),
ii) f ε → f cuando ε → 0.
Prueba:
i) Sea ε > 0, x ∈ Ω, i = 1, 2, ..., N y h > 0 tan pequen˜o para que x + hei ∈ Ω.
No´tese que por definicio´n de ηε.
f ε (x+ hei) − f ε (x)
h
=
1
h
[∫
Ω
ηε (x+ hei − y) f(y) dy −
∫
Ω
ηε (x− y) f(y) dy
]
=
1
εN
∫
Ω
1
h
[
η
(
x+ hei − y
ε
)
− η
(
x− y
ε
)]
f(y) dy,
Como η ∈ C∞(Ω), al aplicar l´ımite cuando h→ 0 se deduce,
l´ım
h→0
f ε (x+ hei) − f ε (x)
h
=
1
εN
∫
Ω
(
l´ım
h→0
1
h
[
η
(
x+ hei − y
ε
)
− η
(
x− y
ε
)])
f(y) dy
∂f ε
∂xi
(x) =
1
εN
∫
Ω
∂η
∂xi
(
x− y
ε
)
f(y) dy
=
∫
Ω
∂ηε
∂xi
(x− y) f(y) dy,
lo que muestra que las derivadas parciales de primer orden de la funcio´n suavizamiento
siempre existen. Para probar que Dαf ε existe para todo x ∈ Ω y cada multi´ındice α, el
argumento es similar y se basa en que ηε ∈ C∞(Ω). Finalmente se puede concluir que,
Dαf ε (x) =
∫
Ω
Dα ηε (x− y)f(y) dy, (3-16)
60 3 Funciones armo´nicas y subarmo´nicas. Propiedades
para cada multi´ındice α. Esto prueba i).
ii) Sea Bε(x) ⊂ Ω. Por definicio´n de ηε se sigue,
| f ε (x) − f(x) | =
∣∣∣∣∫
Bε(x)
ηε (x− y)f(y) dy − f(x)
∣∣∣∣
=
∣∣∣∣∫
Bε(x)
ηε (x− y)f(y) dy − f(x)
∫
Bε(x)
ηε (x− y) dy
∣∣∣∣
=
∣∣∣∣∫
Bε(x)
ηε (x− y) [f(y) − f(x)] dy
∣∣∣∣ ,
y as´ı,
| f ε (x) − f(x) | ≤
∫
Bε(x)
| ηε (x− y) | | f(x) − f(y) | dy
=
1
εN
∫
Bε(x)
∣∣∣∣ η(x− yε
) ∣∣∣∣ | f(x) − f(y) | dy
≤ C
∫
Bε(x)
| f(x) − f(y) | dy.
Del teorema de diferenciacio´n de Lebesgue, teorema 1.2.9, cuando ε→ 0 se cumple que,∫
Bε(x)
| f(x) − f(y) | dy → 0,
quedando demostrado ii) y culminando la prueba del teorema. 
Ahora si se cuenta con las herramientas suficientes para probar la regularidad de las funciones
armo´nicas. Para este propo´sito se tiene:
Teorema 3.1.4 Sea Ω ⊂ RN dominio y u ∈ C(Ω). Si u verifica la propiedad del valor
medio (3-1) para cada bola Br(x) ⊂ Ω entonces u ∈ C∞(Ω).
Prueba: Sea x ∈ Ω, ε > 0 y η el nu´cleo regularizante esta´ndar definido en (3-12). Como
u es localmente integrable se considera su correspondiente funcio´n suavizamiento uε, defi-
nida de la forma (3-15) sobre el conjunto Ωε = { x ∈ Ω | d(x, ∂Ω) > ε }. No´tese que
el teorema (3.1.3) asegura que uε ∈ C∞(Ωε) de modo que para probar la regularidad de u
basta con demostrar que u = uε sobre Ωε.
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Si x ∈ Ωε y 0 < r < ε se tiene,
uε(x) =
∫
Br(x)
ηε(x− y)u(y) dy
=
1
εN
∫
Br(x)
η
(
x− y
ε
)
u(y) dy
=
1
εN
∫
Br(x)
η
( | x− y |
ε
)
u(y) dy,
pues η es funcio´n radial, es decir η(x− y) = η(| x− y |). Del teorema 1.2.8 se deduce,
uε(x) =
1
εN
∫ ε
0
(∫
∂Br(x)
η
( | x− y |
ε
)
u(y) dy
)
dr
=
1
εN
∫ ε
0
η
(r
ε
) (∫
∂Br(x)
u(y) dy
)
dr,
para 0 < r < ε. Ahora bien, por hipo´tesis d(x, ∂Ω) > ε, entonces Br(x) ⊂ Ω y por
consiguiente la propiedad del valor medio asegura que,
uε(x) =
1
εN
∫ ε
0
η
(r
ε
)
u(x) ωN r
N−1 dr,
es decir,
uε(x) = u(x)
(
ωN
∫ ε
0
ηε (r) r
N−1 dr
)
. (3-17)
Como ωN denota la medida de la esfera unitaria de RN y 0 < r < ε, la expresio´n (3-17) se
puede escribir como,
uε(x) = u(x)
∫ ε
0
rN−1
∫
SN−1
ηε (r) dσ(ω) dr, (3-18)
luego,
uε(x) = u(x)
∫
Bε(x)
ηε(| x − y |) dx, (3-19)
pero en virtud de la expresio´n (3-14) se concluye que uε(x) = u(x), en consecuencia la funcio´n
u ∈ C∞(Ωε) para cada ε > 0, es decir u ∈ C∞(Ω). 
Como consecuencia inmediata del teorema anterior se puede concluir que las funciones
armo´nicas son infinitamente diferenciables, es decir que si u ∈ C2(Ω) es armo´nica, necesa-
riamente u ∈ C∞(Ω). El punto interesante es que la estructura algebraica de la ecuacio´n
de Laplace permite deducir anal´ıticamente que todas las derivadas parciales de u existen,
au´n cuando no aparezcan en dicha ecuacio´n.
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Corolario 3.1.1 Sea Ω ⊂ RN dominio y u ∈ C2(Ω). Si la funcio´n u es armo´nica
entonces u ∈ C∞(Ω).
Prueba: Basta observar que al ser u armo´nica entonces en virtud del teorema (3.1.1),
u verifica la propiedad del valor medio y a partir del teorema (3.1.4) la conclusio´n es
inmediata. 
El uso adecuado de la propiedad del valor medio permite establecer la siguiente estimacio´n
conocida como desigualdad de Harnack.
Teorema 3.1.5 Sea u ∈ C2(Ω) una funcio´n armo´nica no negativa en Ω. Sea A un
dominio acotado tal que A ⊂ Ω. Entonces existe una constante C(N,A) tal que,
sup
x∈A
{u(x)} ≤ C ı´nf
x∈A
{u(x)}. (3-20)
Prueba: Sea x un punto de Ω y conside´rese r > 0 tal que B4r(x) ⊂ Ω. El factor 4 es
elegido para poder asegurar que si y, z ∈ Br(x) entonces por la propiedad triangular se
tiene B3r(y) ⊂ Ω, B3r(z) ⊂ Ω. Adema´s, como se aprecia en la figura (3-1), se verifica,
Br(y) ⊂ B2r(x) ⊂ B3r(z).
Figura 3-1: Desigualdad de Harnack.
Por hipo´tesis la funcio´n u es armo´nica y entonces el teorema 3.1.1 garantiza que u verifica
la propiedad del valor medio. Se aplica la propiedad del valor medio sobre la bola cerrada,
ecuacio´n (3-5), de la manera siguiente:
u(y) =
N
ωN rN
∫
Br(y)
u(s) ds ≤ N
ωN rN
∫
B2r(x)
u(s) ds. (3-21)
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El signo de desigualdad se verifica puesto que Br(y) ⊂ B2r(x) y la funcio´n u no toma valores
negativos. Por su parte,
u(z) =
N
ωN (3r)N
∫
B3r(z)
u(s) ds ≥ N
ωN (3r)N
∫
B2r(x)
u(s) ds, (3-22)
ya que B2r(x) ⊂ B3r(z). Como las estimaciones (3-21) y (3-22) son va´lidas para cada punto
y, z ∈ Br(x) es posible afirmar que,
sup
y ∈Br(x)
u(y) ≤ N
ωN rN
∫
B2r(x)
u(s) ds, (3-23)
y tambie´n,
ı´nf
z ∈Br(x)
u(z) ≥ N
ωN (3r)N
∫
B2r(x)
u(s) ds
=
1
3N
N
ωN rN
∫
B2r(x)
u(s) ds,
es decir,
N
ωN (r)N
∫
B2r(x)
u(s) ds ≤ 3N ı´nf
z ∈Br(x)
u(z),
y en consecuencia,
sup
y ∈Br(x)
u(y) ≤ 3N ı´nf
z ∈Br(x)
u(z). (3-24)
Conside´rese un dominio acotado A tal que su clausura este´ contenida en Ω, es decir A¯ esta´
acotado y en virtud de la proposicio´n 1.1.4, A¯ es un compacto de Ω. Sean y, z ∈ A¯ puntos
donde se alcanzan el ma´ximo y el mı´nimo de la funcio´n u sobre dicho compacto respectiva-
mente. Puesto que Ω es conexo, tales puntos se pueden unir por una curva contenida en A¯ ,
proposicio´n 1.1.6. Tomando,
0 < 4r ≤ mı´n{ | a− b | : a ∈ A¯, b ∈ RN − Ω }, (3-25)
se puede afirmar que todas las bolas con centro en los puntos de la curva y radio 4r esta´n
contenidas en Ω, adema´s al ser A¯ compacto basta una cantidad finita m de tales bolas para
cubrir la curva que une los puntos y, z. Entonces empezando por el punto del ma´ximo y
aplicando (3-24) de forma reiterada se obtiene,
sup
y ∈A¯
u(y) ≤ 3N m ı´nf
z ∈A¯
u(z), (3-26)
como se quer´ıa demostrar. 
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3.2. Principio del ma´ximo de´bil
Una de las herramientas importantes en la teor´ıa de funciones armo´nicas, que en particular
permite obtener la unicidad de solucio´n cla´sica del problema (PDP ), es el denominado
principio del ma´ximo. En concreto se tiene:
Teorema 3.2.1 Principio del ma´ximo de´bil.
Sea Ω ⊂ RN dominio acotado y u ∈ C2(Ω) ∩ C(Ω). Si ∆u ≥ 0 sobre Ω entonces el
ma´ximo de u se alcanza en la frontera ∂Ω, es decir,
ma´x
x∈Ω
u(x) = ma´x
y ∈ ∂Ω
u(y). (3-27)
Prueba: Puesto que ∂Ω ⊂ Ω siempre se verifica que,
ma´x
x∈Ω
u(x) ≥ ma´x
y ∈ ∂ Ω
u(y), (3-28)
entonces la prueba consiste en establecer la desigualdad en el otro sentido. Supo´ngase en
primer lugar ∆u > 0 en Ω. En tal caso, si no se satisface (3-27) existe un punto x0 ∈ Ω
tal que u(x0) = ma´x
Ω
u > ma´x
∂ Ω
u. No´tese que si en el punto x0 esta´ el ma´ximo de u,
entonces ha de tenerse,
∂ u
∂xk
(x0) = 0 y
∂2u
∂x2k
(x0) ≤ 0, k = 1, 2, ..., N ; (3-29)
luego ∆u(x0) ≤ 0, en contradiccio´n con la suposicio´n de partida. En resumen si ∆u > 0 en
Ω entonces nesesariamente se satisface (3-27). Para el otro paso de la demostracio´n se
considera la funcio´n auxiliar v(x) =| x |2. Como ∆u ≥ 0 en Ω entonces para cada ε > 0
se verifica ∆ (u(x) + ε v(x) ) > 0 en Ω. Al aplicar el resultado obtenido con la hipo´tesis
previa,
ma´x
x∈Ω
(u(x) + ε v(x) ) = ma´x
y ∈ ∂Ω
(u(y) + ε v(y) )
≤ ma´x
y ∈ ∂Ω
u(y) + ε ma´x
y ∈ ∂Ω
v(y),
pero como v es no negativa, se satisface que para ε > 0,
ma´x
x∈Ω
u ≤ ma´x
x∈Ω
(u(x) + ε v(x) ),
y en consecuencia,
ma´x
x∈Ω
u(x) ≤ ma´x
y ∈ ∂Ω
u(y) + ε ma´x
y ∈ ∂Ω
v(y). (3-30)
Aplicando l´ımite cuando ε→ 0 en la desigualdad (3-30) se deduce que,
ma´x
x∈ ,Ω
u(x) ≤ ma´x
y ∈ ∂Ω
u(y), (3-31)
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como se quer´ıa demostrar. 
El teorema 3.2.1 sigue siendo va´lido si se reemplaza ma´ximo por mı´nimo y en este caso es
llamado principio de´bil del mı´nimo, esto se deduce al observarse que cuando u es armo´nica
entonces −u tambie´n lo es, y que adema´s mı´n u = ma´x (−u). Con esto, tomando la
funcio´n −u y aplicando la relacio´n (3-27) se obtiene,
mı´n
x∈Ω
u(x) = mı´n
y ∈ ∂Ω
u(y). (3-32)
Como consecuencia inmediata del teorema 3.2.1 se obtienen los siguientes resultados.
Corolario 3.2.1 Sea Ω ⊂ RN dominio acotado y u ∈ C2(Ω)∩C(Ω). Si ∆u = 0 sobre
Ω entonces,
mı´n
∂Ω
u ≤ u(x) ≤ ma´x
∂Ω
u ∀ x ∈ Ω. (3-33)
Prueba: Para establecer este resultado basta aplicar el principio de´bil del ma´ximo y el
principio de´bil del mı´nimo a la funcio´n armo´nica u. 
Corolario 3.2.2 Sea Ω ⊂ RN dominio acotado. Sean f ∈ C(Ω) y g ∈ C(∂Ω). En-
tonces existe a lo ma´s una solucio´n u ∈ C2(Ω)∩C(Ω) del problema de valor en la frontera,{
∆ u(x) = f(x), x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω. (3-34)
Prueba: Suponga que existen dos funciones u1, u2 que resuelven el problema (3-34). En
tal caso la diferencia v = u1 − u2 resulta ser armo´nica sobre Ω, continua en Ω y su valor
sobre la frontera ∂Ω es nulo. Del corolario (3.2.1) se sigue que,
0 = mı´n
y ∈ ∂Ω
( g(y) − g(y) ) ≤ u1 (x) − u2 (x) ≤ ma´x
y ∈ ∂Ω
( g(y) − g(y) ) = 0, ∀ x ∈ Ω,
es decir v = 0 en todo el dominio Ω y en consecuencia u1 = u2. 
El siguiente resultado es el rec´ıproco del teorema 3.1.1 y caracteriza a las funciones armo´nicas
por satisfacer la propiedad del valor medio.
Teorema 3.2.2 Sea Ω ⊂ RN un dominio acotado y u ∈ C(Ω). Si u verifica la pro-
piedad del valor medio sobre Ω entonces u es armo´nica en Ω.
Prueba: Sea x0 un punto de Ω y r > 0 tal que Br(x0) ⊂ Ω. Puesto que u ∈ C(Ω)
es posible plantear el problema,{
∆ v(x) = 0, en |x− x0| < r,
v(x) = u(x), en |x− x0| = r. (3-35)
66 3 Funciones armo´nicas y subarmo´nicas. Propiedades
Este problema tiene como solucio´n la integral de Poisson, es decir v queda definida por
(2-66), y es armo´nica sobre la bola Br(x0). En este sentido y en virtud del teorema 3.1.1, la
funcio´n v cumple la propiedad del valor medio en |x− x0| < r. La hipo´tesis establece que
u satisface la propiedad del valor medio sobre Ω; con esto la funcio´n w = u − v tambie´n
la verifica en |x− x0| < r. Si |x− x0| = r se tiene w(x) = 0 y aplicando el corolario 3.2.1
se deduce que,
0 = mı´n
|x−x0|=r
( u(x) − v(x) ) ≤ ( u(z) − v(z) ) ≤ ma´x
|x−x0|=r
(u(x)− v(x)) = 0, (3-36)
para todo z verificando |z − x0| ≤ r. Por tanto u(z) = v(z) sobre la bola Br(x0)
y como v es armo´nica en dicha bola, se concluye que la funcio´n u es tambie´n armo´ni-
ca sobre Br(x0). En resumen, al tomar un punto arbitrario de Ω se demostro´ que la
funcio´n u coincide con una funcio´n armo´nica en una bola entorno de dicho punto. El
proceso puede repetirse para cualquier punto del dominio Ω y as´ı concluir la demostra-
cio´n. 
3.3. Funciones subarmo´nicas y superarmo´nicas
Para resolver el problema de Dirichlet por el me´todo de Perron se introducira´n las funciones
subarmo´nicas y su contraparte, las funciones superarmo´nicas. Estas funciones son versiones
debilitadas de las funciones armo´nicas, pero au´n as´ı, gozan de algunas de las propiedades
de las funciones armo´nicas. Es conveniente estudiarlas pues, como se vera´ ma´s adelante, se
pueden generar funciones armo´nicas a partir de funciones subarmo´nicas.
Definicio´n 3.3.1 Sea Ω ⊂ RN un dominio. Una funcio´n u ∈ C(Ω) es subarmo´nica en
Ω si para cada punto y ∈ Ω existe ρ0 > 0 tal que B¯ρ0(y) ⊂ Ω y para todo 0 < r ≤ ρ0,
u(y) ≤ 1
ωNrN−1
∫
|x−y|=r
u(x) dσ(x). (3-37)
En seguida se resalta una observacio´n elemental que extiende los ca´lculos con respecto a la
propiedad del valor medios de funciones armo´nicas hechos anteriormente.
Proposicio´n 3.3.1 Sea Ω ⊂ RN un dominio y u ∈ C2(Ω) tal que −∆u ≤ 0 sobre
Ω. Sea y ∈ Ω, fijo y r > 0 tal que B¯r(y) ⊂ Ω, entonces,
u(y) ≤ 1
ωNrN−1
∫
|x−y|=r
u(x) dσ(x). (3-38)
Prueba: Sea r > 0 de modo que para cada 0 < ρ < r, la bola cerrada de radio ρ y
centro en el punto y verifique B¯ρ(y) ⊂ Ω. Puesto que ∆u ≥ 0, al aplicar la ecuacio´n (1-31)
se obtiene, ∫
|x−y|≤ρ
∆u(x)dx =
∫
|x−y|=ρ
∂u
∂n
(x) dσ(x) ≥ 0. (3-39)
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Siendo ρ > 0 y utilizando la parte b) del teorema 1.2.8 se deduce que,∫
|x−y|=ρ
∂u
∂n
(x) dσ(x) =
∂
∂ρ
( ∫
|x−y|≤ρ
∂u
∂n
(x) dx
)
, (3-40)
sin embargo, si se transforma a coordenadas esfe´ricas centradas en y; del miembro de la
derecha de la ecuacio´n (3-40) se sigue,∫
|x−y|=ρ
∂u
∂n
(x) dσ(x) =
∂
∂ρ
( ∫ ρ
0
ρN−1
[ ∫
SN−1
∂u
∂ρ
(y + ρω) dσ(ω)
]
dρ
)
,
obteniendo, ∫
|x−y|=ρ
∂u
∂n
(x) dσ (x) = ρN−1
∫
SN−1
∂u
∂ρ
(y + ρω) dσ(ω). (3-41)
Al retornar a la variable original en el miembro derecho de (3-41) se tiene,∫
|x−y|=ρ
∂u
∂n
(x) dσ(x) = ρN−1
[
ρ1−N
∫
|x−y|=ρ
∂u
∂ρ
(x) dσ(x)
]
,
pero como u es continua se puede integrar bajo el signo de derivacio´n y por tanto,∫
|x−y|=ρ
∂u
∂n
(x) dσ(x) = ρN−1
[
ρ1−N
∂
∂ρ
∫
|x−y|=ρ
u(x) dσ(x)
]
.
Resumiendo,∫
|x−y|≤ρ
∆u(x) dx = ρN−1
∂
∂ρ
[
ρ1−N
∫
|x−y|=ρ
u(x) dσ(x)
]
≥ 0, (3-42)
siendo dσ(x) el elemento diferencial de a´rea.
Para 0 < ρ ≤ r se define la funcio´n radial,
F (ρ) = ρ1−N
∫
|x−y|=ρ
u(x) dσ(x), (3-43)
que resulta ser no decreciente pues, como se ve en la ecuacio´n (3-42),
∂F
∂ρ
(ρ) ≥ 0, (3-44)
es decir, si 0 < ρ < r entonces se verifica,
ρ1−N
∫
|x−y|=ρ
u(x) dσ(x) ≤ r1−N
∫
|x−y|=r
u(x) dσ(x). (3-45)
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De otra parte, como ωN , la medida de la esfera S
N−1 = {x ∈ RN : |x| = 1 } es un real
positivo, al dividir en la expresio´n (3-45) el sentido de la desigualdad no se altera, esto es,
ρ1−N
1
ωN
∫
|x−y|=ρ
u(x) dσ(x) ≤ r1−N 1
ωN
∫
|x−y|=r
u(x) dσ(x),
entonces aplicando l´ımite cuando ρ→ 0 en esta u´ltima expresio´n, el teorema 1.2.7 garantiza
que,
u(y) = l´ım
ρ→0
ρ1−N
1
ωN
∫
|x−y|=ρ
u(x) dσ(x) ≤ r1−N 1
ωN
∫
|x−y|=r
u(x) dσ(x). (3-46)
lo que concluye la demostracio´n. 
Ahora bien, cuando u verifica la propiedad (3-38) se observa de inmediato que para cada
0 < ρ < r se cumple,
u(y) ≤ 1
ωN ρN−1
∫
|x−y|=ρ
u(x) dσ(x),
luego,
ωN ρ
N−1 u(y) ≤
∫
|x−y|=ρ
u(x) dσ(x). (3-47)
Integrando con respecto a ρ el miembro izquierdo de la desigualdad (3-47) se obtiene,
ωN u(y)
∫ r
0
ρN−1 d ρ =
ωN r
N
N
u(y), (3-48)
y al integrar con respecto a ρ el otro miembro de (3-47) se obtiene,∫ r
0
∫
|x−y|=ρ
u(x) d σ(x) dρ =
∫
|x−y|≤ρ
u(x) dσ(x). (3-49)
es decir, (3-47) se convierte en,
ωN r
N
N
u(y) ≤
∫
|x−y|≤ρ
u(x) dσ(x)
u(y) ≤ N
ωNrN
∫
|x−y|≤ρ
u(x) dσ(x).
Con lo anterior la desigualdad de la media, ecuacio´n (3-38), tambie´n es va´lida al evaluar la
integral sobre todos los puntos de la bola, es decir,
u(y) ≤ 1
ωNrN−1
∫
|x − y|≤ρ
u(x) dx, (3-50)
siempre que Br(y) ⊂ Ω. Si se compara la proposicio´n 3.3.1 con lo visto de propiedades de
funciones armo´nicas en la seccio´n 3.1, se observa que:
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i) Con la hipo´tesis ∆ u = 0 se tiene la igualdad en (3-38). En efecto si u es armo´nica
satisface la propiedad del valor medio.
ii) Adema´s, si en el teorema 3.1.1 se parte de la hipo´tesis −∆ u ≤ 0 se obtiene la
desigualdad en el mismo sentido de (3-38). De (1-31) se infiere que,∫
|x − y|<r
Φ(| x − y |) ∆u(x) dx ≥
∫
|x − y|=r
Φ(| x − y |) ∂u
∂n
(x) dσ(x), (3-51)
entonces la representacio´n integral (2-22) se traduce en,
u(y) ≤
∫
|x−y|=r
u(x)
∂Φ
∂n
(|x− y|) dσ(x), (3-52)
y siguiendo el mismo proceso visto en el teorema 3.1.1 se llega a la desigualdad (3-38).
Bajo la interpretacio´n anterior, el signo menos que se puso al Laplaciano en la hipo´tesis de
la proposicio´n 3.3.1, es para resaltar que as´ı, el operador de Laplace es mono´tono.
Se puede ver en la proposicio´n 3.3.1 que toda funcio´n con segundas derivadas continuas y
tal que −∆u ≤ 0 es subarmo´nica. Sin embargo, la desigualdad de la media (3-37) y la
condicio´n de subarmonicidad, no son suficientes para poder obtener el rec´ıproco, es decir,
que una funcio´n u sea subarmo´nica no implica necesariamente que −∆u ≤ 0, pues en
general no se puede demostrar que sea de clase C2.
El resultado siguiente extiende el principio del ma´ximo a funciones subarmo´nicas. Conside´re-
se el conjunto de funciones subarmo´nicas sobre Ω, denotado por,
Σ(Ω) = { u ∈ C(Ω) | u subarmo´nica}.
Teorema 3.3.1 Principio del ma´ximo fuerte
Sea Ω ⊂ RN un dominio.
1) Si u ∈ Σ(Ω) entonces u es constante, o bien,
u(x) < sup
Ω
u, para todo x ∈ Ω. (3-53)
2) Si adema´s Ω es acotado, entonces u es constante, o bien,
u(x) < ma´x
∂Ω
u, para todo x ∈ Ω. (3-54)
Prueba:
1) Sea M = supΩ u. Si M → ∞ la conclusio´n es trivial, ya que en cualquier caso
u(x) < M . Supo´ngase M <∞ y conside´rense los conjuntos,
Ω1 = { x ∈ Ω | u(x) = M}, Ω2 = { x ∈ Ω | u(x) < M }.
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De aqu´ı se deduce, {
Ω1 ∩ Ω2 = ∅,
Ω1 ∪ Ω2 = Ω. (3-55)
Se probara´ en primer lugar que Ω2 es abierto. Sea ρ > 0 y x0 ∈ Ω2, es decir u(x0) < M .
Puesto que u es continua en Ω existe una bola abierta Bρ(x0) tal que u(z) < M para
todo z ∈ Bρ(x0). Como Bρ(x0) ⊂ Ω2, esto permite concluir que Ω2 es abierto.
De otra parte Ω1 tambie´n es abierto. En efecto, como u ∈ Σ(Ω), si y ∈ Ω1 y r0 > 0 es
tal que Br0(y) ⊂ Ω entonces para 0 < r < r0 se verifica (3-37), esto es,
u(y) ≤ 1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x). (3-56)
De aqu´ı se sigue,
0 ≤
[
1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x)
]
− u(y)
=
1
ωN rN−1
∫
|x−y|=r
( u(x) − u(y) ) dσ(x),
puesto que se integra en la variable x. Ahora bien, u(x) = M para los x ∈ Ω1, de modo
que al reemplazar en la u´ltima expresio´n se deduce,
0 ≤ 1
ωN rN−1
∫
|x−y|=r
( u(x) − M ) dσ(x), (3-57)
pero por definicio´n u(x) − M ≤ 0, es decir para que la expresio´n (3-57) se verifique se
requiere necesariamente u(x) = M en la esfera | x − y |= r, para cada 0 < r < r0.
En consecuencia, si | x − y |< r0, u(x) = M , o de otra forma si x ∈ Br0(y) entonces
u(x) = M , es decir Br0(y) ⊂ Ω1 y por tanto Ω1 es abierto.
La prueba del resultado termina cuando se demuestre que, o bien Ω1, o bien Ω2 es vac´ıo.
Por hipo´tesis Ω es conexo, luego por definicio´n 1.1.25 la u´nica particio´n en abiertos posible
es la trivial. Dicho de otra forma, los u´nicos subconjuntos de Ω que son abiertos son el
propio Ω y el conjunto vac´ıo. Con base en e´ste argumento y la expresio´n (3-55) se concluye
que alguno de los conjuntos, bien Ω1, o bien Ω2, debe ser vac´ıo, como se quer´ıa demostrar.
2) Sea M = ma´xΩ u. Del apartado 1) se sugiere que u es constante, o bien, u(x) < M
para todo x ∈ Ω. En virtud del teorema 3.2.1 se sabe que M no se alcanza en Ω
sino sobre su frontera, es decir M = ma´x
∂Ω
u y se verifica la segunda alternativa de 2).

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Una funcio´n u es armo´nica en Ω si u y −u son subarmo´nicas sobre dicho dominio. En
efecto, si u es subarmo´nica en Ω satisface la desigualdad de la media,
u(y) ≤ 1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x) (3-58)
y si −u es subarmo´nica se tiene,
u(y) ≥ 1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x)
en conclusio´n,
u(y) =
1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x)
es decir, u satisface la propiedad del valor medio y por tanto, en virtud del teorema 3.2.2,
u es armo´nica en Ω.
Si se cambia el sentido de la desigualdad por −∆u ≥ 0, con argumentos similares a los
expuestos en la prueba de la proposicio´n (3.3.1) se obtiene,∫
|x−y|≤ρ
∆ u(x) dx = ρN−1
∂
∂ρ
[
ρ1−N
∫
|x−y|=ρ
u(x) dσ(x)
]
≤ 0.
Nuevamente se define la funcio´n radial,
F (ρ) = ρ1−N
∫
|x−y|=ρ
u(x) dσ(x) (3-59)
que resulta ser no creciente. De este modo, si 0 < ρ < r entonces,
ρ1−N
∫
|x−y|=ρ
u(x) dσ(x) ≥ r1−N
∫
|x−y|=ρ0
u(x) dσ(x)
pero al operar por ωN y aplicar l´ımite cuando ρ→ 0 se obtiene,
u(y) = l´ım
ρ→0
ρ1−N
1
ωN
∫
|x−y|=ρ
u(x) dσ(x) ≥ r1−N 1
ωN
∫
|x−y|=r
u(x) dσ(x), (3-60)
para todo ρ < r tal que B¯ρ(y) ⊂ Ω; esto en virtud del teorema 1.2.7. Por consiguiente, si
r > 0 es tal que B¯r(y) ⊂ Ω entonces,
u(y) ≥ 1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x). (3-61)
Las funciones continuas que verifican la desigualdad (3-61) reciben un nombre propio.
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Definicio´n 3.3.2 Sea Ω ⊂ RN un dominio. Una funcio´n u ∈ C(Ω) es superarmo´nica
en Ω si para cada y ∈ Ω existe ρ0 > 0 tal que B¯ρ0(y) ⊂ Ω y para todo 0 < r ≤ ρ0,
u(y) ≥ 1
ωN rN−1
∫
|x−y|=r
u(x) dσ(x). (3-62)
Si se intercambia ma´ximo por mı´nimo en el teorema 3.3.1, se obtiene el denominado principio
del mı´nimo fuerte. La demostracio´n de este resultado se basa en los mismos argumentos vistos
en el teorema 3.3.1.
Teorema 3.3.2 Principio del mı´nimo fuerte
Sea Ω ⊂ RN un dominio.
1) Si u ∈ Σ(Ω) entonces u es constante, o bien,
u(x) > ı´nf
Ω
u, para todo x ∈ Ω. (3-63)
2) Si adema´s Ω es acotado, entonces u es constante, o bien,
u(x) > mı´n
∂Ω
u, para todo x ∈ Ω. (3-64)
Antes de seguir se probara´ un resultado de comparacio´n que es consecuencia inmediata del
principio del ma´ximo.
Teorema 3.3.3 Principio de comparacio´n
Sea Ω un dominio de RN y sean u1, u2 ∈ C2(Ω) verificando,
i) ∆ u1(x) ≥ ∆ u2(x) para x ∈ Ω.
ii) u1(x) ≤ u2(x) para x ∈ ∂Ω.
Entonces,
u1(x) ≤ u2(x) para todo x en el dominio Ω.
Prueba: De la hipo´tesis i) ∆ u1(x) − ∆ u2(x) ≥ 0 y como el operador ∆ es lineal
se obtiene −∆ ( u1 − u2 )(x) ≤ 0. Adema´s u1, u2 ∈ C2(Ω) y con esto, de acuerdo con
la definicio´n 3.3.1 y la proposicio´n 3.3.1, se puede afirmar que la funcio´n ( u1 − u2 ) es
subarmo´nica en Ω.
Por la hipo´tesis ii) ( u1 − u2 )(x) ≤ 0 en ∂Ω, de modo que,
sup
∂Ω
(u1 − u2 )(x) ≤ 0, (3-65)
y aplicando el principio del ma´ximo, teorema 3.3.1, es posible concluir que para x ∈ Ω se
verifica ( u1 − u2 )(x) ≤ 0 o de manera equivalente,
u1(x) ≤ u2(x), (3-66)
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para todo x en el dominio Ω, quedando establecido. 
El resultado que sigue pone de manifiesto la flexibilidad de ca´lculo que se obtiene usando
funciones subarmo´nicas ; es una clase cerrada frente a la operacio´n de tomar ma´ximo de una
familia finita de funciones.
Lema 3.3.1 Sea Ω ⊂ RN un dominio acotado y sean u1, u2, ..., uk ∈ Σ(Ω). Enton-
ces,
v(x) = ma´x { ui(x) | i = 1, 2, ..., k }, (3-67)
es subarmo´nica en Ω.
Prueba: Por hipo´tesis las funciones u1, u2, ..., uk son subarmo´nicas y por consiguiente
resultan continuas en Ω; esto permite observar que la funcio´n v, as´ı definida, es continua
en Ω.
Ahora bien, cada ui, con i = 1, 2, ..., k, satisface la desigualdad de la media (3-37), de
modo que para y ∈ Ω y r > 0 tal que B¯r(y) ⊂ Ω se verifica,
v(y) = ma´x { ui(x) | i = 1, 2, ..., k }
≤ ma´x
[
1
ωN rN−1
∫
|x−y|=r
ui(x) dσ(x), i = 1, 2, ..., k
]
,
es decir,
v(y) ≤ 1
ωN rN−1
∫
|x−y|=r
ma´x {ui(x), i = 1, 2, ..., k } dσ(x)
=
1
ωN rN−1
∫
|x−y|=r
v(x) dσ(x).
En conclusio´n la funcio´n v satisface la desigualdad de la media y en virtud de la definicio´n
3.3.1 se deduce que v es subarmo´nica en Ω. 
3.4. Propiedades de convergencia
En esta seccio´n se establecen dos resultados de gran intere´s y que sera´n indispensables para
asegurar la existencia de solucio´n al problema de Dirichlet en dominios mas generales. En
el primer caso se considera una sucesio´n uniformemente acotada de funciones continuas de
valor real.
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Teorema 3.4.1 Teorema de Ascoli-Arzela´
Sea Ω ⊂ RN compacto. Sea {fn} ⊂ C(Ω) sucesio´n de funciones continuas de valor
real. Si {fn} es acotada uniformemente y equicontinua entonces existe una subsucesio´n
{fkn} ⊂ C(Ω) que converge uniformemente a una funcio´n continua en Ω.
Prueba: Puesto que {fn} es acotada uniformemente, por la definicio´n 1.1.22 existe una
constante M > 0 tal que para todo n ∈ N y x ∈ Ω se verifica −M ≤ fn(x) ≤ M ,
es decir el conjunto formado por las ima´genes de la sucesio´n es acotado en R.
Sea ε > 0. Por equicontinuidad, definicio´n 1.1.23, para la sucesio´n {fn} existe δ > 0 tal
que si x, y ∈ Ω y |x − y| < δ se verifica,
| fn(x) − fn(y) | < ε
3
, n ∈ N. (3-68)
Ahora bien, como Ω es compacto admite un cubrimento finito, es decir existe un nu´mero
finito de puntos x1, x2, ..., xk para los cuales la familia de bolas {Bδ(xi)}, i = 1, ..., k,
forma un cubrimiento abierto de Ω. No´tese que para 1 ≤ i ≤ k, {fn(xi)} es una sucesio´n
de nu´meros reales acotada, que en virtud del teorema de Bolzano - Weierstrass tiene una
subsucesio´n {f 1n(xi)} que converge. Por tanto, aplicando el criterio de Cauchy a dicha
subsucesio´n se encuentra H1 ∈ N tal que,∣∣ f 1n(xi) − f 1m(xi) ∣∣ < ε3 ∀ n, m ≥ H1. (3-69)
Ana´logamente, como {f 1n(xi)} esta´ acotada, por el teorema de Bolzano - Weierstrass existe
{f 2n(xi)}, subsucesio´n de {f 1n(xi)}, tal que {f 2n(xi)} es convergente. Al aplicar el criterio
de Cauchy se encuentra H2 ∈ N verificando,∣∣ f 2n(xi) − f 2m(xi) ∣∣ < ε3 ∀ n, m ≥ H2. (3-70)
As´ı por recurrencia se construye una subsucesio´n {fkn(xi)} de {fk−1n (xi)}, de forma que,∣∣ fkn(xi) − fkm(xi) ∣∣ < ε3 ∀ n, m ≥ Hk. (3-71)
Se tiene que,∣∣ fkn(x) − fkm(x) ∣∣ = ∣∣ fkn(x) − fkn(xi) + fkn(xi) − fkm(xi) + fkm(xi) − fkm(x) ∣∣
≤ ∣∣ fkn(x) − fkn(xi) ∣∣ + ∣∣ fkn(xi) − fkm(xi) ∣∣ + ∣∣ fkm(xi) − fkm(x) ∣∣ .
Adema´s, para cualquier x ∈ Ω existe i, con 1 ≤ i ≤ k, tal que |x − xi| < δ y entonces
el primer y el tercer sumando se acotan por
ε
3
en virtud de la equicontinuidad y el segundo
por la construccio´n anterior. Entonces si N = ma´x { H1, ..., Hk } se deduce,∣∣ fkn(x) − fkm(x) ∣∣ < ε3 + ε3 + ε3 = ε ∀ n, m ≥ N ; (3-72)
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lo cual implica,
ma´x
x ∈ Ω
∣∣ fkn(x) − fkm(x) ∣∣ < ε ∀ n, m ≥ N. (3-73)
Si se escoge la subsucesio´n {fnn} ⊂ {fkn}, para todo k ∈ N, se sigue,
ma´x
x ∈ Ω
| fnn (x) − fnm(x) | < ε ∀ n, m ≥ N ; (3-74)
y como ε > 0 es arbitrario se deduce que la sucesio´n {fnn} es uniformemente de Cauchy.
Por supuesto cada fnn es continua en Ω, es decir {fnn} ⊂ C(Ω), pero como el espa-
cio de funciones continuas C(Ω) es completo, proposicio´n 1.1.5, se deduce que el l´ımite
cuando n → ∞ de {fnn} es una funcio´n continua, completando la prueba del teorema.

Como ya se establecio´, una funcio´n u ∈ C(Ω) es armo´nica si y solo si satisface la propiedad
del valor medio para cada bola compactamente contenida en Ω. Como consecuencia se
obtiene un resultado sobre convergencia de sucesiones de funciones armo´nicas.
Teorema 3.4.2 Teorema de Harnack
Sea Ω ∈ RN un dominio acotado. Sea {un}, un ∈ C(Ω) para todo n ∈ N; una sucesio´n
de funciones armo´nicas. Si {un} converge uniformemente a u en ∂Ω entonces {un}
converge uniformemete a una funcio´n armo´nica u sobre Ω.
Prueba: Sea y un punto en ∂Ω y ε > 0. Puesto que {un} converge uniformemente
en ∂Ω, por el criterio de Cauchy para convergencia uniforme existe N ∈ N tal que,
‖ un(y) − um(y) ‖max < ε ∀ n, m ≥ N ; (3-75)
es decir,
ma´x
y ∈ ∂Ω
|un(y)− um(y)| < ε ∀ n, m ≥ N. (3-76)
Por hipo´tesis cada funcio´n un es armo´nica en Ω de modo que (un − um ) tambie´n resulta
ser armo´nica y adema´s |un − um| es de igual modo armo´nica. En consecuencia la funcio´n
|un − um| satisface el principio del ma´ximo, es decir,
ma´x
x ∈ Ω
| un(x) − um(x) | ≤ ma´x
y ∈ ∂Ω
| un(y) − um(y) | < ε ∀ n, m ≥ N ; (3-77)
con esto, si x ∈ Ω,
‖ un(x) − um(x) ‖max < ε ∀ n, m ≥ N. (3-78)
Entonces la sucesio´n {un} es uniformemente de Cauchy en Ω y en consecuencia converge
uniformemente a una funcio´n continua u. Resta probar que u es armo´nica en Ω.
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Sea x ∈ Ω y Br(x) ⊂ Ω. Por hipo´tesis cada un es armo´nica, es decir satisface la propiedad
del valor medio, teorema 3.1.1. Por consiguiente para n ∈ N se tiene,
un(x) =
1
ωN rN−1
∫
|x−y|=r
un(y) dσ(y). (3-79)
Puesto que cada un es continua, al aplicar l´ımite al infinito en la expresio´n (3-79), se puede
aplicar l´ımite bajo el signo de integracio´n y en consecuencia,
l´ım
n→∞
un(x) =
1
ωN rN−1
∫
|x−y|=r
l´ım
n→∞
un(y) dσ(y)
u(x) =
1
ωN rN−1
∫
|x−y|=r
u(y) dσ(y),
con n ∈ N. Es decir, la funcio´n u satisface la propiedad de la media en Ω y del teorema
3.2.2 se concluye que u es armo´nica sobre Ω. 
4 Solucio´n al problema de Dirichlet en
dominios con frontera regular
Los urbanistas hacen canales, los arqueros tiran
flechas, los carpinteros trabajan la madera,
el hombre sabio se modelo´ a s´ı mismo
Siddharta Gautama
La importancia de las funciones subarmo´nicas es que, siendo una clase ma´s amplia que las
funciones armo´nicas, continu´a verifica´ndose el principio del ma´ximo, como se ha demostra-
do en el teorema 3.3.1. Se vera´ en la siguiente seccio´n el papel que juegan las funciones
subarmo´nicas en la demostracio´n de existencia de solucio´n del problema de Dirichlet en un
dominio Ω.
4.1. El me´todo de Perron
El problema de Dirichlet que se desea resolver es,{
∆ u(x) = 0, x ∈ Ω,
u(y) = g(y), y ∈ ∂Ω. (4-1)
Se utilizara´ la te´cnica conocida con el nombre de construccio´n de Perron de funciones
subarmo´nicas, ve´ase John (1978) y Peral Alonso (2004). La idea es adaptar progresivamente
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una sucesio´n de funciones en un dominio, hasta convertirla en una sucesio´n uniformemente
convergente de funciones armo´nicas; al menos en una bola en torno de un punto de dicho
dominio.
Supo´ngase una funcio´n v, subarmo´nica en Ω y continua sobre ∂Ω, verificando v(y) ≤ g(y)
para y ∈ ∂Ω. Por ejemplo, si se supone Ω acotado, una tal funcio´n subarmo´nica v puede
ser seleccionada restando una constante de forma que,
v(y) ≤ ı´nf
y ∈ ∂Ω
g(y). (4-2)
Lema 4.1.1 Sea Ω ⊂ RN dominio acotado. Si u ∈ C2(Ω) ∩ C(Ω) es la solucio´n del
problema (4-1) y v ∈ Σ(Ω)∩C(Ω) satisface v(y) ≤ g(y) para y ∈ ∂Ω entonces se verifica
v(x) ≤ u(x) en todo punto x ∈ Ω.
Prueba: Por hipo´tesis u es armo´nica en Ω, y entonces verifica la propiedad del valor
medio, teorema 3.1.1. Por su parte, la funcio´n v satisface la desigualdad de la media (3-37)
ya que es subarmo´nica. Si se define sobre Ω, w(x) = v(x) − u(x), entonces w verifica
(3-37), y por tanto w es subarmo´nica en Ω, definicio´n 3.3.1.
La funcio´n w as´ı definida toma valores no positivos sobre ∂Ω y en consecuencia al aplicar
el principio del ma´ximo fuerte, teorema 3.3.1, resulta w(x) ≤ 0 para x ∈ Ω. Esto por de-
finicio´n implica v(x) ≤ u(x), quedando demostrado. 
Se puede decir de forma imprecisa, que de haber solucio´n para el problema (4-1) debe ser
la funcio´n subarmo´nica ma´xima, verificando v(y) ≤ g(y) sobre la frontera del dominio Ω.
Estas son las ideas de Poincare´, desarrolladas y extendidas por Perron. A partir de aqu´ı,
esta seccio´n se dedica a demostrar que esta conjetura es correcta bajo alguna hipo´tesis de
regularidad de la frontera de Ω.
En primer lugar se establece una construccio´n que permite mejorar una funcio´n subarmo´nica
al hacerla armo´nica en una pequen˜a bola entorno de un punto del dominio.
Definicio´n 4.1.1 Sea Ω ⊂ RN dominio acotado. Sea x0 ∈ Ω y ρ > 0 tal que
B¯ρ(x0) ⊂ Ω. Para u ∈ C(Ω) se define,
ux0ρ(x) =

u(x), si x ∈ Ω − Bρ(x0),
Solucio´n al problema{
∆ v(x) = 0, si | x− x0 |< ρ,
v(x) = u(x), si | x− x0 |= ρ, para x ∈ Bρ(x0).
(4-3)
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La construccio´n anterior sirve para hacer crecer las funciones subarmo´nicas, como pone de
manifiesto el resultado que sigue, y por esa razo´n se le conoce como levantamiento armo´nico.
Lema 4.1.2 Sea Ω ⊂ RN un dominio acotado, x0 ∈ Ω y r > 0 tal que B¯r(x0) ⊂ Ω.
Sea una funcio´n u ∈ Σ(Ω). Conside´rese ux0r definida por (4-3), entonces,
i) u(x) ≤ ux0r(x) si x ∈ Ω,
ii) ux0r ∈ Σ(Ω).
Prueba: Si x ∈ Ω − Br(x0) se tiene ux0r = u(x) y entonces se verifica el resultado.
Ahora bien, por hipo´tesis u es subarmo´nica en Ω de modo que u verifica la desigualdad
de la media (3-37), sobre Br(x0). Adema´s ux0r es armo´nica en Bρ(x0) y as´ı, en virtud
del teorema 3.1.1, debe verificar la propiedad del valor medio (3-5). Por tanto la funcio´n
v = u − ux0r verifica,
v(x0) ≤ 1
ωN rN−1
∫
|x−x0|=r0
v(x) dσ(x) si 0 < r0 ≤ r,
y por definicio´n 3.3.1, v es subarmo´nica. Ya que u(x) − ux0r(x) = 0 si | x− x0 |= r, al
aplicar el principio del ma´ximo, teorema 3.3.1, se deduce para x ∈ Br(x0) que,
u(x) − ux0r(x) ≤ 0 =⇒ u(x) ≤ ux0r(x), (4-4)
quedando demostrado i).
Para establecer ii) basta con demostrar que la funcio´n ux0r satisface (3-37) sobre la frontera
de Br(x0), ya que por definicio´n ux0r es subarmo´nica en Ω−Br(x0) y armo´nica en Br(x0).
Si | x− x0 |= r entonces u(x) = ux0r(x) y como u es subarmo´nica se tiene,
ux0r(x) = u(x) ≤
1
ωN rN−1
∫
|x−y|=ρ
u(y) dσ(y), (4-5)
para ρ lo suficientemente pequen˜o. Del apartado i) se sigue,
ux0r(x) = u(x) ≤
1
ωN rN−1
∫
|x−y|=ρ
ux0r(y) dσ(y), (4-6)
luego ux0r verifica la desigualdad de la media (3-37) en todo punto de Ω, y por la de-
finicio´n 3.3.1 se concluye que ux0r es subarmo´nica en Ω, completando la demostracio´n.

Si g ∈ C(∂Ω), se denotara´,
Σg(Ω) = { v ∈ Σ(Ω) ∩ C(Ω) | si y ∈ ∂Ω v(y) ≤ g(y) }, (4-7)
es decir, Σg(Ω) es el conjunto de funciones subarmo´nicas acotadas por g sobre ∂Ω.
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Si Ω es acotado, entonces el conjunto Σg(Ω) no es vac´ıo ya que contiene a todas las
funciones constantes menores que el mı´nimo de g sobre ∂Ω. Esta observacio´n dara´ sentido
a la siguiente definicio´n.
Definicio´n 4.1.2 La funcio´n ωg : Ω→ R definida por,
ωg(x) = sup { v(x) | v ∈ Σg(Ω) }, (4-8)
es la funcio´n de Perron relativa a g.
La funcio´n ωg satisface las siguientes propiedades.
Si M es el valor supremo de la funcio´n g sobre ∂Ω y v ∈ Σg(Ω), entonces por el
principio del ma´ximo se verifica para todo x ∈ Ω,
v(x) ≤ ma´x
∂Ω
v ≤ sup
∂Ω
g = M,
y por tanto,
ωg(x) = sup{ v(x) | v ∈ Σg(Ω) } ≤M,
para todo x ∈ Ω; es decir ωg esta´ bien definida.
Si x ∈ ∂Ω entonces ωg(x) ≤ g(x). En efecto si v ∈ Σg(Ω) se tiene v(x) ≤ g(x)
sobre ∂Ω y as´ı,
ωg(x) = sup { v(x) | v ∈ Σg(Ω) } ≤ g(x),
para x ∈ ∂Ω.
Si m es el valor ı´nfimo de la funcio´n g sobre ∂Ω entonces m ∈ Σg(Ω) y en
consecuencia m ≤ ωg(x) para x ∈ Ω.
De acuerdo con la conjetura hecha anteriormente, la solucio´n al problema de Dirichlet (4-1)
debe venir dada por (4-8). La primera parte de esta conjetura es que la funcio´n ωg es
armo´nica; como se establece en el resultado siguiente.
Teorema 4.1.1 Sea Ω ⊂ RN un dominio acotado. Si g ∈ C(∂Ω) entonces la funcio´n
ωg definida por (4-8), es armo´nica en Ω.
Prueba: Sean
m = mı´n
x∈ ∂Ω
g(x) y M = ma´x
x∈ ∂Ω
g(x). (4-9)
Puesto que Σg(Ω) es no vac´ıo, conside´rense las funciones v
∗
1, v
∗
2, ... ∈ Σg(Ω). Fijado
x0 ∈ Ω se define la sucesio´n {v¯n(x0)} mediante,
v¯n(x0) = ma´x{ v∗1(x0), v∗2(x0), ..., v∗n(x0) }. (4-10)
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Las funciones v∗1, v
∗
2, ..., v
∗
n esta´n acotadas superiormente por la funcio´n g sobre ∂Ω y
por consiguiente para cada n ∈ N, v¯n tambie´n estara´ acotada por g sobre ∂Ω. En
particular se verifica,
v¯n(x0) ≤ M, n ∈ N. (4-11)
Del lema 3.3.1 se sigue que cada funcio´n v¯n es subarmo´nica; esto y los comentarios previos
aseguran que para n ∈ N, v¯n ∈ Σg(Ω). Por la forma en que se definio´ v¯n(x0) se infiere
que,
v¯k+1(x0) ≥ v¯k(x0) ∀ k ∈ N, (4-12)
es decir la sucesio´n {v¯n(x0)} es creciente y, como se vio en (4-11), acotada superiormente;
por consiguiente converge al valor supremo, esto es,
l´ım
n→∞
v¯n(x0) = sup { v¯n(x0) }
= ωg(x0).
(4-13)
Ahora bien, si se define la sucesio´n vn(x0) = ma´x { v¯n(x0), m }, se puede afirmar, en virtud
del lema 3.3.1, que cada vn es una funcio´n subarmo´nica. Adema´s cada vn esta´ acotada por
g sobre ∂Ω, es decir para cada n ∈ N las funciones vn ∈ Σg(Ω). Como consecuencia
del principio del ma´ximo, teorema 3.3.1, se verifica,
m ≤ vn ≤M, n ∈ N. (4-14)
Por definicio´n, la sucesio´n {vn(x0)} resulta ser creciente ( ya que {v¯n(x0)} lo es ) y por
(4-14) es acotada superiormente, en consecuencia tambie´n converge, obteniendo,
l´ım
n→∞
vn(x0) = sup { vn(x0) }
= ωg(x0).
En efecto, si ωg(x0) = m se requiere necesariamente que para todo natural vn(x0) = m y el
resultado es obvio. Si ωg(x0) > m, existe N0 ∈ N tal que si n ≥ N0 se cumple vn(x0) > m
y entonces vn(x0) = v¯n(x0) a partir del natural N0. La igualdad (4-13) permite obtener el
resultado.
Sea r > 0 tal que B¯r(x0) ⊂ Ω. Conside´rese para cada n ∈ N la correspondiente funcio´n
levantamiento armo´nico, definida de la forma (4-3):
Vn(x) = (vn)x0r(x) =

vn(x), si x ∈ Ω − Br(x0),
Solucio´n al problema{
∆ u(x) = 0, si | x− x0 |< r,
u(x) = vn(x), si | x− x0 |= r, para x ∈ Br(x0).
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En otros te´rminos, cada funcio´n Vn es la solucio´n al problema,{
∆ Vn(x) = 0, si x ∈ Br(x0)
Vn(x) = vn(x), si x ∈ Ω − Br(x0). (4-15)
En virtud de lo probado en el lemma 4.1.2 se sigue para todo n ∈ N,
vn(x) ≤ Vn(x), x ∈ Ω,
Vn ∈ Σ(Ω), (4-16)
y adema´s por continuidad se verifica,
vn(x) = Vn(x), x ∈ ∂Ω, (4-17)
lo que implica directamente,
Vn(x) ≤ g(x), x ∈ ∂Ω, (4-18)
ya que vn ∈ Σg(Ω). Finalmente se puede afirmar que para todo n natural, Vn ∈ Σg(Ω).
En resumen para n ∈ N y x ∈ Ω:
i) m ≤ Vn(x) ≤ M
ii) Vn ∈ Σg(Ω)
iii) Vn(x) ≤ ωg(x)
iv) Vn es armo´nica en Br(x0)
v) Dado que,
vn(x0) ≤ Vn(x0) ≤ sup { Vn(x0) } = ωg(x0), (4-19)
aplicando l´ımite a esta desigualdad y empleando el teorema de compresio´n se obtiene,
l´ım
n→∞
Vn(x0) = ωg(x0). (4-20)
Como se puede observar, se ha construido una sucesio´n de funciones {Vn}, donde para cada
n ∈ N se verifica que Vn ∈ Σg(Ω), adema´s Vn es armo´nica sobre la bola Br(x0). Si se
fija ρ < r; en la bola B¯ρ(x0) la sucesio´n { Vn } es uniformemente acotada y equicontinua;
en efecto:
Del resumen se tiene m ≤ Vn(x) ≤ M para x ∈ Ω y en particular para x ∈ B¯ρ(x0),
por tanto existe alguna constante C > 0 tal que,
| Vn(x) | ≤ C, para todo n ∈ N,
es decir la sucesio´n {Vn } es uniformemente acotada, definicio´n 1.1.22.
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Como cada Vn es continua en B¯ρ(x0), la proposicio´n 1.1.2 garantiza que para ε > 0
y x ∈ B¯ρ(x0),
| Vn(x) − Vn(x0) | < ε, n ∈ N,
es decir la sucesio´n {Vn } es equicontinua, definicio´n 1.1.23.
Verifica´ndose estas dos condiciones, el teorema de Ascoli Arzela´, teorema 3.4.1, provee una
subsucesio´n {Vkn } que converge uniformemente en B¯ρ(x0). Sin embargo, {Vkn } es una
sucesio´n de funciones armo´nicas y entonces el teorema 3.4.2, teorema de Harnack, asegura
que {Vkn } converge uniformemente a una funcio´n armo´nica en B¯ρ(x0). En consecuencia si
x ∈ B¯ρ(x0) y,
u(x) = l´ım
n→∞
Vkn(x), (4-21)
l´ımite uniforme, entonces u es armo´nica en Bρ(x0). Del resumen tambie´n se deduce que
para x ∈ Ω se verifica Vkn(x) ≤ ωg(x) y por tanto,
u(x) ≤ ωg(x), x ∈ B¯ρ(x0), (4-22)
pero adema´s,
l´ım
n→∞
Vkn(x0) = l´ım
n→∞
Vn(x0) = ωg(x0), (4-23)
es decir, u(x0) = ωg(x0). La idea es probar que ωg = u en una bola en torno de ca-
da punto de Ω. De la desigualdad (4-22) se tiene que la funcio´n u no puede ser mayor
que ωg, por consiguiente resta probar que u no es menor que ωg. Se supondra´ lo contrario.
Supo´ngase que existe algu´n punto y ∈ B¯ρ(x0) − {x0} tal que,
u(y) < ωg(y),
esto implica, por definicio´n de ωg, que debe existir alguna funcio´n v
∗ tal que,
u(y) < v∗(y). (4-24)
Para los x ∈ Ω y n ∈ N se considera la sucesio´n,
wn(x) = ma´x { v∗(x), Vkn(x) }. (4-25)
Es evidente que wn(x) ≥ Vkn(x) sobre Ω. Sea Wn = (wn)x0ρ el correspondiente levanta-
miento armo´nico; es decir, la solucio´n al problema,{
∆ Wn(x) = 0, si x ∈ Bρ(x0),
Wn(x) = wn(x), si x ∈ Ω − Bρ(x0). (4-26)
Ana´logo al proceso realizado anteriormente se tendra´ para n ∈ N y x ∈ Ω,
i) m ≤ Wn(x) ≤ M
84 4 El problema de Dirichlet en dominios con frontera regular
ii) Wn es armo´nica en Bρ(x0)
iii) Wn(x) ≤ ωg(x)
iv) Wn ∈ Σg(Ω)
v) Dado que
wn(x0) ≤ Wn(x0) ≤ sup { Wn(x0) } = ωg(x0),
aplicando l´ımite se deduce,
l´ım
n→∞
Wn(x0) = ωg(x0).
La sucesio´n {Wn } es uniformemente acotada y equicontinua sobre B¯ρ(x0) y por el teorema
de Ascoli-Arzela´ existe una subsucesio´n {Wkn } uniformemente convergente en B¯ρ(x0).
Como {Wkn } es una sucesio´n de funciones armo´nicas, el teorema de Harnack asegura
que {Wkn } converge uniformemente a una funcio´n armo´nica en B¯ρ(x0). Por tanto, si
x ∈ B¯ρ(x0) y,
w¯(x) = l´ım
n→∞
Wkn(x), (4-27)
l´ımite uniforme, entonces w¯ es armo´nica en Bρ(x0). De los comentarios precedentes se
tiene,
u(x) ≤ w¯(x) ≤ ωg(x), x ∈ B¯ρ(x0). (4-28)
De esta manera se han construido dos funciones u, w¯ continuas en B¯ρ(x0) y armo´nicas
sobre Bρ(x0) tales que,
u(x) ≤ w¯(x), x ∈ B¯ρ(x0),
u(x0) = w¯(x0),
(4-29)
y por el principio del ma´ximo, teorema 3.3.1, necesariamente se debe verificar,
u(x) = w¯(x), x ∈ Bρ(x0). (4-30)
En resumen, si se supone (4-24), u(y) < v∗(y), por construccio´n se deduce u(y) < w¯(y)
contradiciendo la ecuacio´n (4-30). En conclusio´n no existe ningu´n punto y ∈ Bρ(x0) tal que
u(y) < ωg(y); con esto es posible afirmar que u = ωg sobre la bola abierta Bρ(x0), pero
como u es armo´nica en dicha bola, se concluye que la funcio´n ωg es armo´nica en una vecin-
dad del punto x0. Si se realiza el mismo proceso en cada punto se deduce que ωg es armo´nica
en Ω, como se quer´ıa demostrar. 
Con el teorema anterior se ha asociado a cada funcio´n g ∈ ∂Ω una funcio´n ωg armo´nica
en Ω. En lo que sigue se demostrara´ la segunda parte de la conjetura, es decir que ωg
verifica el dato en la frontera de Ω. Antes de esto es necesario imponer una condicio´n sobre
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la geometr´ıa de la frontera que permitira´ obtener dicho resultado.
Perron observo´ que la condicio´n geome´trica debe ser aquella que permita construir una
barrera, es decir una funcio´n subarmo´nica y continua en Ω satisfaciendo ciertas propiedades
locales que se precisan en la siguiente definicio´n.
Definicio´n 4.1.3 Sea Ω ⊂ RN dominio acotado y sea z ∈ ∂Ω. Se dice que una funcio´n
bz(x) es una barrera en z si,{
1) bz ∈ Σ(Ω) ∩ C(Ω),
2) bz(z) = 0, bz(x) < 0, x ∈ ∂Ω x 6= z. (4-31)
A los puntos z ∈ ∂Ω que admiten una barrera se les llama puntos regulares.
En seguida se demuestra el resultado que culmina la prueba de existencia de solucio´n para
el problema de Dirichlet bajo la hipo´tesis de existencia de barreras.
Teorema 4.1.2 Sea Ω un dominio acotado en RN y sea z ∈ ∂Ω un punto regular.
Si se toma g ∈ C(∂Ω) y ωg es la funcio´n armo´nica definida por (4-8), entonces para
x ∈ Ω,
l´ım
x→z
ωg(x) = g(z). (4-32)
Prueba: Sea ε > 0. Como la funcio´n g es continua en la frontera de Ω existe δ > 0
tal que si | x − z |< δ, x ∈ ∂Ω, entonces,
| g(x) − g(z) |< ε. (4-33)
Descomponiendo la desigualdad anterior se tiene,
(A) g(x) > g(z) − ε y (B) g(x) < g(z) + ε.
Puesto que z ∈ ∂Ω es un punto regular, se admite una funcio´n barrera bz(x). Para x ∈ ∂Ω
se define,
Mb = ma´x|x − z|≥δ
bz(x) y M = ma´x | g(x) |
de lo cual se observa que M ≥ 0 y adema´s Mb < 0, por definicio´n de funcio´n barrera. De
esta manera es posible elegir k > 0 tal que,
k Mb ≤ −M,
y por consiguiente para x ∈ ∂Ω tal que | x − z |≥ δ se verifica,
k bz(x) ≤ −M. (4-34)
Se probara´ en primer lugar que para los puntos x ∈ Ω,
l´ım
x→z
ı´nf ωg(x) ≥ g(z), l´ımite inferior. (4-35)
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Para tal propo´sito se considera la funcio´n,
u1(x) = g(z) − ε + k bz(x).
No´tese que u1 ∈ C(Ω) y adema´s como la funcio´n bz(x) es subarmo´nica, u1 resulta ser
tambie´n subarmo´nica. Por definicio´n de funcio´n barrera se deduce u1(z) = g(z) − ε y
para x ∈ ∂Ω con x 6= z,
u1(x) ≤ g(z) − ε. (4-36)
De este modo si x ∈ ∂Ω y | x − z | < δ, las ecuaciones (A) y (4-36) permiten observar
que u1(x) < g(x). Por otra parte cuando | x − z | ≥ δ se tiene,
u1(x) = g(z) − ε + k bz(x)
≤ g(z) − ε − M, en virtud de (4-34)
≤ g(x), por la ecuacio´n (A).
Bajo los argumentos anteriores se puede asegurar que,
u1(x) ≤ g(x), x ∈ ∂Ω, (4-37)
es decir u1 ∈ Σg(Ω). La definicio´n de ωg permite afirmar que u1(x) ≤ ωg(x), y por
consiguiente,
l´ım
x→z
u1(x) ≤ l´ım
x→z
ı´nf ωg(x)
g(z) − ε ≤ l´ım
x→z
ı´nf ωg(x).
(4-38)
Puesto que ε > 0 es arbitrario se deduce (4-35).
Resta probar la otra desigualdad, es decir para x ∈ Ω,
l´ım
x→z
sup ωg(x) ≤ g(z), l´ımite superior. (4-39)
Se considera la funcio´n superarmo´nica,
u2(x) = g(z) + ε − k bz(x),
que por definicio´n de funcio´n barrera satisface u2(z) = g(z) + ε y adema´s para x 6= z,
u2(x) ≥ g(z) + ε. (4-40)
Ahora bien, si x ∈ ∂Ω y | x − z | < δ de (B) y (4-40) se sugiere g(x) < u2(x). Por su
parte, cuando | x − z | ≥ δ se verifica,
u2(x) = g(z) + ε − k bz(x), por (4-34) se sigue
≥ g(z) + ε + M, pero M ≥ 0 y entonces
≥ g(x), en virtud de la ecuacio´n (B).
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Por tanto es posible asegurar que u2(x) ≥ g(x) para x ∈ ∂Ω, es decir, para los puntos
de la frontera del dominio se cumple − u2(x) ≤ − g(x). Conside´rese una funcio´n v, con
v ∈ Σg(Ω). De esta forma la funcio´n v − u2 es subarmo´nica en Ω y adema´s v − u2 ≤ 0
sobre ∂Ω. Al aplicar el principio del ma´ximo, teorema 3.3.1, a la funcio´n v − u2 se obtiene
v ≤ u2 en todo punto de Ω, esto para cualquier v ∈ Σg(Ω).
Entonces para x ∈ Ω, ωg(x) ≤ u2(x) y en consecuencia,
ωg(x) ≤ g(z) + ε − k bz(x), (4-41)
luego al aplicar l´ımite superior se obtiene,
l´ım
x→z
sup ωg(x) ≤ g(z) + ε. (4-42)
Como ε > 0 es arbitrario se obtiene la desigualdad (4-39). Finalmente relacionando (4-35) y
(4-39) se concluye la prueba del teorema. 
Como resumen de lo anterior se tiene el siguiente teorema.
Teorema 4.1.3 Sea Ω ⊂ RN dominio acotado. El problema de Dirichlet (4-1) admite
solucio´n u ∈ C2(Ω) ∩ C(Ω) para cada g ∈ C(∂Ω) si y so´lo si todo punto z ∈ ∂Ω es un
punto regular.
Prueba: (⇒) Por hipo´tesis para cada g ∈ C(∂Ω) el problema (4-1) tiene solucio´n cla´sica
u ∈ C2(Ω)∩C(Ω). Para z ∈ ∂Ω se considera la funcio´n g(x) = − | x − z |, y en concreto
el problema, {
∆ u(x) = 0, x ∈ Ω,
u(x) = − | x − z |, x ∈ ∂Ω. (4-43)
La solucio´n del problema anterior es una barrera en z, en efecto g(x) = − | x − z | verifi-
ca las condiciones de la definicio´n 4.1.3. Entonces si el problema (4-1) es soluble en sentido
cla´sico, todo punto de la frontera de Ω es regular.
(⇐) Rec´ıprocamente si todo punto z ∈ ∂Ω es un punto regular, en el sentido de la defi-
nicio´n 4.1.3, los teoremas 4.1.1 y 4.1.2 establecen la existencia de solucio´n para el problema
(4-1), cualquiera que sea g ∈ C(∂Ω). 
En conclusio´n, la existencia de la funcio´n w verificando las condiciones de la proposicio´n
2.3.1 queda establecida, por lo cual, al menos teo´ricamente, la fo´rmula de representacio´n
de Green (2-35) esta´ bien fundamentada. Se obtiene la siguiente consecuencia del teorema
(4.1.3).
Corolario 4.1.1 Si Ω es un dominio tal que los puntos de su frontera son regulares,
entonces existe la funcio´n de Green en el sentido de la definicio´n 2.3.1. Adema´s G es
u´nica.
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Prueba: Basta observar que para cada x ∈ Ω, por el teorema 4.1.3, el problema,{
∆xw(x, y) = 0, x ∈ Ω,
w(x, y) = −Φ (|x− y|), x ∈ ∂Ω,
(4-44)
tiene solucio´n. La funcio´n de Green se tiene entonces como,
G(x, y) = Φ(| x − y |) + w(x, y), (x, y) ∈ Ω× Ω.
La unicidad de la funcio´n de Green se deduce del corolario 3.2.2. 
4.2. La ecuacio´n de Poisson
Esta seccio´n se ocupa en estudiar1 la ecuacio´n no homoge´nea para el Laplaciano, conocida
como ecuacio´n de Poisson. Sea Ω ⊂ RN dominio acotado y supo´ngase que la frontera de
Ω tiene todos los puntos regulares en el sentido de la definicio´n 4.1.3. Sean las funciones
f ∈ C(Ω) y g ∈ C(∂Ω) fijas y conside´rese el problema,{
∆v(x) = f(x), x ∈ Ω,
v(x) = g(x), x ∈ ∂Ω. (4-45)
El estudio realizado en la seccio´n 4.1 garantiza la existencia de una solucio´n w del problema,{
∆w(x) = 0, x ∈ Ω,
w(x) = g(x), x ∈ ∂Ω, (4-46)
por tanto basta con resolver el problema,{
∆u(x) = f(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω, (4-47)
ya que por linealidad la solucio´n de (4-45) sera´ v(x) = w(x) + u(x), es decir la suma de las
soluciones de (4-46) y (4-47). El corolario (4.1.1) provee la funcio´n de Green para el problema
(4-45); y la fo´rmula de representacio´n (2-35) para una funcio´n u ∈ C2(Ω) que valga cero
sobre la frontera ∂Ω se convierte en,
u(x) =
∫
Ω
G(x, y)f(y) dy, (4-48)
de manera que dicha funcio´n u es la candidata a ser solucio´n del problema (4-47). Surge
el interrogante en cuanto a las condiciones de regularidad que debe verificar f para que la
funcio´n u, definida por (4-48), sea de clase C2(Ω).
1En esta´ seccio´n se siguen las referencias Peral Alonso (2004), Gilbarg y Trudinger (2001).
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4.2.1. Regularidad del segundo miembro
En el propo´sito de establecer las condiciones suficientes de regularidad, resulta de intere´s
presentar el siguiente teorema; en e´l se da un criterio sobre eliminacio´n de singularidades de
funciones armo´nicas.
Teorema 4.2.1 Sea Ω ⊂ RN un dominio acotado y x0 un punto sobre Ω. Sea u :
Ω→ R tal que u es armo´nica en Ω − {x0}. Si
l´ım
x→x0
u(x)
Φ(| x − x0 |) = 0, (4-49)
siendo Φ(| x − x0 |) definida en (2-13), entonces:
i) Existe un nu´mero real A tal que l´ım
x→x0
u(x) = A.
ii) La funcio´n que resulta de extender u a x0 con el valor A, es armo´nica en Ω.
Prueba:
i) Sea r > 0 tal que Br(x0) ⊂ Ω y conside´rese u1 ∈ C2(Br(x0)) solucio´n del problema
de Dirichlet, {
∆u1(x) = 0, x ∈ Br(x0),
u1 = u(x), | x − x0 |= r. (4-50)
Al definir w(x) = u(x) − u1(x), la hipo´tesis permite inferir que la funcio´n w es armo´nica
en Br(x0) − {x0}. Por definicio´n de Φ, la ecuacio´n (4-49) se traduce en,
(N − 2) ωN l´ım
x→x0
u(x) | x x0 |N−2 = 0,
y entonces al tomar,
τ(x) = w(x) | x − x0 |N−2,
se observa que,
l´ım
x→x0
τ(x) = l´ım
x→x0
u(x) | x − x0 |N−2 − l´ım
x→x0
u1(x) | x − x0 |N−2 = 0. (4-51)
Para ε > 0 se define,
z1(x) =
ε
| x − x0 |N−2 + w(x), z2(x) =
ε
| x − x0 |N−2 − w(x),
es decir,
z1(x) =
ε + w(x) | x − x0 |N−2
| x − x0 |N−2 , z2(x) =
ε − w(x) | x − x0 |N−2
| x − x0 |N−2 ,
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pero en virtud de la ecuacio´n (4-51) se puede afirmar que al elegir ρ > 0 suficientemente
pequen˜o se garantiza que z1 > 0, z2 > 0 en | x − x0 |= ρ. No´tese que z1 y z2 son
armo´nicas en Br(x0); adema´s cuando | x − x0 |= r,
z1 = z2 =
ε
rN−2
> 0,
de modo que al aplicar el corolario 3.2.1 a z1, z2 sobre la regio´n ρ ≤ | x − x0 | ≤ r, se
deduce que z1(x) ≥ 0 y z2(x) ≥ 0. Con esto,
ε
| x − x0 |N−2 + w(x) ≥ 0,
ε
| x − x0 |N−2 − w(x) ≥ 0,
y se puede concluir que para cada ε > 0,
| w(x) | ≤ ε| x − x0 |N−2 , ρ ≤ | x − x0 | ≤ r. (4-52)
El argumento anterior es va´lido para cualquier valor ρ tan cercano a cero como se quiera,
es decir que se pueden abarcar todos los puntos x 6= x0 . Ahora bien, como ε es arbitrario,
la ecuacio´n (4-52) conduce a w(x) = 0 cuando x 6= 0. Esta ultima afirmacio´n implica
necesariamente,
u(x) = u1(x),
para todo x 6= x0, es decir que u coincide con la funcio´n u1 sobre Br(x0) − {x0}, por
tanto definiendo A = u1(x0) se obtiene l´ım
x→x0
u(x) = A.
ii) Si u(x0) = A entonces u es igual a la funcio´n armo´nica u1 sobre la bola Br(x0)
y la conclusio´n es inmediata. 
Se puede resumir el resultado anterior diciendo que si una funcio´n es armo´nica en un abierto
menos un punto, su singularidad tiene que ser al menos equivalente a la de la solucio´n funda-
mental Φ. El teorema 4.2.1 da un criterio que permitira´ establecer la regularidad que debe
verificar la funcio´n f . Para que la funcio´n u, dada por (4-48), tenga derivadas continuas
no basta con suponer que f sea so´lo continua, a tal efecto se presenta a continuacio´n un
contraejemplo que demuestra la afirmacio´n anterior. El ejemplo fue tomado del libro Ecua-
ciones Diferenciales en Derivadas Parciales de V. P. Mijailov, ( Mijailov 1982, pa´g. 270).
Sea B(0, 1/2) la bola de radio 1/2 y centro en el origen de RN . Se designa por | x | la
norma eucl´ıdea de x y por x1, x2 sus dos primeras coordenadas. Sea la funcio´n,
u(x) =
 (x21 − x22) ( − ln | x |)
1
2 , 0 < | x | < 1
2
,
0, x = 0.
(4-53)
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La funcio´n u es continua en B(0, 1/2) e infinitamente diferenciable fuera del origen. Deri-
vando respecto a x1 se obtiene para x 6= 0:
ux1(x) = 2x1 (− ln | x |)
1
2 +
1
2
x21
1
(− ln | x |)
1
2
(−x1
| x |
)
− 1
2
x22
1
(− ln | x |)
1
2
(−x1
| x |
)
= 2x1 ( − ln | x |)
1
2 − x
3
1
2 | x | ( − ln | x |)
1
2
+
x1 x
2
2
2 | x | ( − ln | x |)
1
2
,
y la derivada parcial de segundo orden respecto a x1 resulta ser,
ux1x1(x) = 2 ( − ln | x |)
1
2 − 5x
2
1
2 | x |2 ( − ln | x |)
1
2
− x
4
1
4 | x |4 ( − ln | x |)
3
2
+
x41
| x |4 ( − ln | x |)
1
2
+
x22
2 | x |2 ( − ln | x |)
1
2
+
x21 x
2
2
4 | x |4 ( − ln | x |)
3
2
− x
2
1 x
2
2
| x |4 ( − ln | x |)
1
2
.
En la u´ltima ecuacio´n se puede observar que,
l´ım
|x|→0
ux1x1(x) = ∞,
es decir, la funcio´n u no es de clase dos en x = 0. Ahora bien, si se calcula la derivada de
primer orden respecto a x2 se tiene para x 6= 0,
ux2(x) = x
2
1
1
2 (− ln | x |)
1
2
( − x2
| x |2
)
− 2x2 (− ln | x |)
1
2 − x22
1
2 (− ln | x |)
1
2
(−x2
| x |2
)
= − 2x2 ( − ln | x |)
1
2 +
x32
2 | x |2 ( − ln | x |)
1
2
− x
2
1 x2
2 | x |2 ( − ln | x |)
1
2
,
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y derivando una vez ma´s respecto a x2 se sigue,
ux2x2(x) = − 2 ( − ln | x |)
1
2 − x
2
1
2 | x |2 ( − ln | x |)
1
2
+
x42
4 | x |4 ( − ln | x |)
3
2
− x
4
2
| x |4 ( − ln | x |)
1
2
+
5 x22
2 | x |2 ( − ln | x |)
1
2
− x
2
1 x
2
2
4 | x |4 ( − ln | x |)
3
2
+
x21 x
2
2
| x |4 ( − ln | x |)
1
2
.
Entonces al sumar las derivadas parciales de segundo orden de la funcio´n u respecto x1 y
x2 resulta,
ux1x1(x) + ux2x2(x) =
−3 x21
| x |2 (− ln | x |)
1
2
+
x42 − x41
4 | x |4 (− ln | x |)
3
2
− (x
2
2 − x21)
| x |4 (− ln | x |)
1
2
+
3 x22
| x |2 ( − ln | x |)
1
2
=
x22 − x21
2 | x |2
 6
(− ln | x |)
1
2
+
x22 + x
2
1
2 | x |2 (− ln | x |)
3
2
− 2 (x
2
2 + x
2
1)
| x |2 (− ln | x |)
1
2

Calculando la derivada parcial de primer orden de la funcio´n u definida por (4-53), respecto
a la variable x3 se obtiene,
ux3(x) =
(
x21 − x22
)  1
2 ( − ln | x |)
1
2
− x3
| x |2

=
x22 − x21
2
 x3
| x |2 ( − ln | x |)
1
2
 ,
y de manera general para i = 3, 4, ..., N ;
uxi(x) =
x22 − x21
2
 xi
| x |2 ( − ln | x |)
1
2
 .
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Entonces si se calcula la derivada de segundo orden respecto a x3 se sigue,
ux3x3(x) =
x22 − x21
2 | x |4 ( − ln | x | )
| x |2 ( − ln | x |)12 − x3
 1
2 ( − ln | x |)
1
2
(−x3
| x |2
)
| x |2 − 2x23 ( − ln | x |)
1
2
] }
=
x22 − x21
2 | x |2
 1
( − ln | x |)
1
2
+
x23
2 | x |2 ( − ln | x |)
3
2
− 2 x
2
3
| x |2 ( − ln | x |)
1
2

o de manera general para i = 3, 4, ..., N ;
uxixi(x) =
x22 − x21
2 | x |2
 1
( − ln | x |)
1
2
+
x2i
2 | x |2 ( − ln | x |)
3
2
− 2 x
2
i
| x |2 ( − ln | x |)
1
2
 .
Por consiguiente al sumar las derivadas parciales de segundo orden de la funcio´n u se sigue,
∆ u(x) =
x22 − x21
2 | x |2
 N + 4
( − ln | x |)
1
2
+
x21 + ... + x
2
N
2 | x |2 ( − ln | x |)
3
2
− 2 ( x
2
1 + ... + xN2)
| x |2 ( − ln | x |)
1
2

=
x22 − x21
2 | x |2
 N + 2
( − ln | x |)
1
2
+
1
2 ( − ln | x |)
3
2
 .
Si se toma,
Fˆ (x) =
x22 − x21
2 | x |2
 N + 2
( − ln | x |)
1
2
+
1
2 ( − ln | x |)
3
2
 ,
se observa que,
l´ım
|x|→0
Fˆ (x) = 0,
y entonces definiendo,
f(x) =
 Fˆ (x), 0 < | x | <
1
2
,
0, x = 0,
se sabe que u verifica ∆ u(x) = f(x) con f ∈ C(B(0, 1/2)) y u no siendo de clase dos.
Es decir, u resuelve el problema, ∆ u(x) = f(x), x ∈ B(0, 1/2),u(x) = (x21 − x22) ( ln 2 )12 , | x | = 12 . (4-54)
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Para concluir con el ejemplo es necesario demostrar que no existe ninguna solucio´n del proble-
ma (4-54) que sea de clase dos; para ello se emplea el resultado en el teorema 4.2.1. Supo´ngase
que el problema (4-54) tiene solucio´n cla´sica v(x), entonces la funcio´n w(x) = u(x) − v(x)
es armo´nica en B(0, 1/2) − {0} y continua en toda la bola B(0, 1/2). Por el teorema 4.2.1
la funcio´n w podr´ıa extenderse a una funcio´n armo´nica en B(0, 1/2), en particular a una
funcio´n de C2 y como v tambie´n es de clase C2, se concluir´ıa que u ∈ C2 generando
una contradiccio´n.
En resumen se ha demostrado que el problema (4-54) es un ejemplo de problema de Dirichlet
para la ecuacio´n de Poisson con segundo miembro continuo que no tiene solucio´n de clase
dos. No obstante la funcio´n verifica la ecuacio´n punto a punto, y es solucio´n en un sentido
de´bil.
Con todo lo anterior, para resolver el problema (4-1) se hace preciso tomar f en una clase
ma´s restringida que las funciones continuas; se requerira´ que f verifique la condicio´n de
Holder que se define a continuacio´n.
Definicio´n 4.2.1 Sea Ω ⊂ RN dominio acotado, f : Ω → R y α ∈ ( 0, 1 ]. Se dice
que f satisface una condicio´n de Holder de orden α si para cada punto x ∈ Ω y cada
bola Br(x) ⊂ Ω existe K > 0 tal que,
| f(x) − f(y) | ≤ K | x − y |α y ∈ Br(x), x 6= y. (4-55)
Se observa que toda funcio´n que verifique una condicio´n de Holder es continua.
4.2.2. Existencia de solucio´n cla´sica
Ya establecida la condicio´n de regularidad para f se ha de probar ahora, que para la funcio´n
u definida por (4-48) se verifica,
∆ u(x) = ∆
∫
Ω
G(x, y)f(y) dy = f(x), (4-56)
pero obse´rvese que como G(x, y) = Φ(| x − y |) + w(x, y),
∆ u(x) = ∆
∫
Ω
Φ(| x − y |)f(y) dy +
∫
Ω
∆x w(x, y)f(y) dy = f(x),
con w satisfaciendo las condiciones de la proposicio´n 2.3.1, entonces probar (4-56) es lo
mismo que establecer,
∆ u(x) = ∆
∫
Ω
Φ(| x − y |)f(y) dy = f(x). (4-57)
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Para tal propo´sito se toma,
w(x) =
∫
Ω
Φ(| x − y |)f(y) dy, (4-58)
y se probara´, en primer lugar, que tal funcio´n tiene derivadas parciales de primer orden
continuas sobre Ω.
Proposicio´n 4.2.1 Sea Ω ⊂ RN un dominio acotado y f ∈ Cα(Ω). La funcio´n w
dada por (4-58) satisface w ∈ C1(Ω) con,
∇ w(x) =
∫
Ω
∇x Φ(| x − y |)f(y) dy, para todo x ∈ RN . (4-59)
Prueba: En la ecuacio´n (2-17) se afirma que las derivadas parciales de primer orden de
la solucio´n fundamental esta´n acotadas, por consiguiente es posible definir la funcio´n,
gi(x) =
∫
Ω
Φxi(| x − y |)f(y) dy. (4-60)
Se pretende establecer que para los x ∈ Ω se verifica wxi(x) = gi(x), sin embargo al no
estar en las hipo´tesis de regularidad de los teoremas habituales de ca´lculo se procede por
regularizacio´n de la singularidad de Φ. Se considera el nu´cleo regularizante η definido en
(3-12) pero eligiendo la constante C de forma que,{
i) 0 ≤ ηε(x) ≤ 1,
ii) 0 ≤ ηxi(x) ≤ 1,
(4-61)
y se define para ε > 0,
wε(x) =
∫
Ω
f(y) Φ(| x − y |) ηε(| x − y |) dy. (4-62)
Del teorema 3.1.3 se sabe que wε(x) → w(x) uniformemente en Ω cuando ε → 0. Este
mismo teorema garantiza que para ε > 0, wε ∈ C∞(Ω), entonces en particular se tiene
wε ∈ C1(Ω), podiendo aplicar los teoremas cla´sicos de derivacio´n bajo el signo de integra-
cio´n.
Sea x un punto de Ω y ε > 0 tal que B¯ε(x) ⊂ Ω.
∣∣gi(x) − wεxi(x)∣∣ = ∣∣∣∣ ∫|x − y|≤ε Φxi(| x − y |)f(y) dy
−
∫
|x − y|≤ε
f(y)
[
Φxi(| x − y |) ηε(| x − y |) + Φ(| x − y |) ηε xi(| x − y |)
]
dy
∣∣∣∣
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o reescribiendo,
|gi(x) − wεxi(x)| =
∣∣∣∣ ∫|x − y|≤ε f(y)
[
Φxi(| x − y |) (1 − ηε(| x − y |))
− Φ(| x − y |) ηε xi(| x − y |)
]
dy
∣∣∣ .
De las condiciones (4-61) se sigue,
∣∣gi(x) − wεxi(x)∣∣ ≤ ∣∣∣∣∫|x− y|≤ε f(y)
[
Φxi(| x − y |) − Φ(| x − y |) ηε xi(| x − y |)
]
dy
∣∣∣∣ ,
pero al reemplazar la definicio´n de ηε y aplicar la desigualdad triangular de la norma,
∣∣gi(x) − wεxi(x)∣∣ ≤ ∫|x − y|≤ε |f(y)|
[
| Φxi(| x − y |) | +
1
εN
| Φ(| x − y |) |
∣∣∣∣ ηxi ( | x − y |ε
) ∣∣∣∣ ] dy,
entonces al tomar M = sup
y ∈Ω
|f(y)|, y utilizar la condicio´n ii) de (4-61), se observa que,
|gi(x) − wεxi(x)| ≤ M
∫
|x − y|≤ε
[
| Φxi(| x − y |) | +
1
εN
| Φ(| x − y |) |
]
dy. (4-63)
En virtud de la ecuacio´n (2-17) y la definicio´n de la solucio´n fundamental Φ se tiene que,
| Φxi(| x − y |) | +
1
εN
|Φ(| x − y |) | = 1
ωN | x − y |N−1 +
1
εN
1
(N − 2)ωN | x − y |N−2
<
1
ωN | x − y |N−1 +
1
εN
ε
ωN | x − y |N−1
<
1
ωN | x − y |N−1
2
εN−1
para 0 < ε < 1. Luego, si
K = sup
x ∈ Ω
2
| x − y |N−1 , x 6= y,
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la ecuacio´n (4-63) se convierte en,∣∣gi(x) − wεxi(x)∣∣ < M K 1ωN εN−1
∫
|x − y|≤ε
dy
= M K
1
ωN εN−1
(ωN
N
)
εN
= M CN ε,
siendo CN =
K
N
. Se concluye que cuando ε tiende a cero, wεxi → gi(x) uniformemente en
Ω, es decir w ∈ C1(Ω) y sus derivadas parciales de primer orden estan dadas por (4-60),
quedando establecido el resultado. 
El siguiente paso en la prueba de existencia de solucio´n cla´sica sera´ demostrar que la funcio´n
w verifica el dato del problema (4-47).
Teorema 4.2.2 Sea Ω ⊂ RN un dominio acotado y f ∈ Cα(Ω). La funcio´n w dada
por (4-58) pertenece a C2(Ω) y satisface sobre Ω, ∆ w(x) = f(x).
Prueba: Sea R > 0 lo suficientemente grande de modo que la bola BR contenga al
dominio Ω, Ω ⊂ BR. La funcio´n f se extiende por cero a toda la bola BR y con esto,
w(x) =
∫
Ω
Φ(| x − y |)f(y) dy =
∫
BR
Φ(| x − y |)f(y) dy,
para x ∈ Ω. Se considera la regularizacio´n,
wεi (x) =
∫
Ω
f(y) Φxi(| x − y |) ηε(| x − y |) dy, (4-64)
η verificando las condiciones (4-61). Del teorema 3.1.3 se sabe que cuando ε→ 0 la funcio´n
wεi converge uniformemente a wxi , adema´s w
ε
i ∈ C∞(Ω), luego es correcto derivar bajo
el signo de integracio´n en (4-64).
Entonces fijado x ∈ Ω,
∂wεi
∂xj(x)
=
∫
BR
f(y)
∂
∂ xj
(
Φxi(| x − y |) ηε(| x − y |)
)
dy
=
∫
BR
∂
∂ xj
(
Φxi(| x − y |) ηε(| x − y |)
)
( f(y) − f(x) ) dy +
f(x)
∫
BR
∂
∂ xj
(
Φxi(| x − y |) ηε(| x − y |)
)
dy.
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Del teorema 1.2.10 se sigue que,
∂wεi
∂xj(x)
=
∫
BR
∂
∂ xj
(
Φxi(| x − y |) ηε(| x − y |)
)
( f(y) − f(x) ) dy +
f(x)
∫
∂BR
(
Φxi(| x − y |) ηε(| x − y |)
)
nj(y) dy
siendo ni(y) la i-e´sima componente del vector normal exterior en el punto y. Se define,
gij(x) =
∫
BR
Φxi xj(| x − y |) ( f(y) − f(x) ) dy + f(x)
∫
∂BR
Φxi(| x − y |) nj(y) dy,
funcio´n que esta´ bien definida ya que, aunque la integral de las segundas derivadas de la
solucio´n fundamental diverge, como se vio en (2-21); e´ste inconveniente es compensado por
la regularidad de f .
Sea x un punto de Ω y ε > 0 tal que B¯ε(x) ⊂ Ω. Se observa que,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ = ∣∣∣∣ ∫|x − y|≤ε Φxi xj(| x − y |) ( f(y) − f(x) ) dy
−
∫
|x − y|≤ε
∂
∂ xj
(
Φxi(| x − y |) ηε(| x − y |)
)
( f(y) − f(x) ) dy
∣∣∣∣ ,
y al desarrollar las derivadas,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ = ∣∣∣∣ ∫|x − y|≤ε Φxi xj(| x − y |) ( f(y) − f(x) ) dy
−
∫
|x − y|≤ε
(
Φxi xj(| x − y |) ηε(| x − y |) + Φxi(| x − y |) ηε xi(| x − y |)
)
( f(y) − f(x) ) dy
∣∣∣ ,
es decir,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ = ∣∣∣∣ ∫|x − y|≤ε (f(y)− f(x))
[
Φxixi(| x − y |) (1 − ηε(| x − y |))
− Φxi(| x − y |) ηε xi(| x − y |)
]
dy
∣∣∣ ,
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Por las condiciones de la funcio´n η se sigue,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ ≤ ∣∣∣∣ ∫|x− y|≤ε (f(y)− f(x))
[
Φxixj(| x − y |)
−Φxi(| x − y |) ηε xi(| x − y |)
]
dy
∣∣∣ ,
pero aplicando propiedades de la norma y reemplazando la definicio´n de ηε,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ ≤ ∫|x − y|≤ε | f(y) − f(x) |
[ ∣∣ Φxi xj(| x − y |) ∣∣
+
1
εN
| Φxi(| x − y |) |
]
dy.
Ahora bien, por la condicio´n de Holder (4-55) se deduce,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ ≤ K ∫|x− y|≤ε
[∣∣Φxi xj(| x − y |) ∣∣+ 1εN |Φxi(| x − y |) |
]
| x − y |α dy.
y en virtud de las ecuaciones (2-20) y (2-17) se tiene,
| Φxixi(| x − y |) | +
1
εN
|Φxi(| x − y |) | <
CN
| x − y |N +
1
εN
1
ωN | x − y |N−1
<
CN
| x − y |N
2
εN−1
,
para 0 < ε < 1. Entonces,∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ < K ∫|x − y|≤ε 2 CN | x − y |
α
| x − y |N
1
εN−1
dy,
y al tomar,
M = sup
x ∈ Ω
2 ωN CN | x − y |α
| x − y |N ,
se deduce que, ∣∣∣∣ gij(x) − ∂wεi∂xj (x)
∣∣∣∣ < K M ε,
es decir, wεi converge uniformemente a gij cuando ε→ 0. En consecuencia w ∈ C2(Ω),
siendo sus segundas derivadas dadas por,
wxixj(x) =
∫
BR
Φxi xi(| x − y |) ( f(y) − f(x) ) dy + f(x)
∫
∂BR
Φxi(| x − y |) nj(y) dy.
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En consecuencia al calcular el Laplaciano de la funcio´n w se sigue,
∆ w(x) =
∫
BR
N∑
i=1
Φxi xi(| x − y |) ( f(y) − f(x) ) dy
+ f(x)
∫
∂BR
N∑
i=1
Φxi(| x − y |) ni(y) dy,
y sustituyendo las derivadas de primer orden de la solucio´n fundamental dadas por (2-15) se
obtiene,
∆ w(x) =
∫
BR
∆x Φxi xi(| x − y |) ( f(y) − f(x) ) dy
+ f(x)
1
ωN RN−1
∫
∂BR
N∑
i=1
(xi − yi)
| x − y | ni(y) dy,
lo cual implica,
∆w(x) =
∫
BR
∆x Φxi xi(| x − y |) ( f(y) − f(x) ) dy + f(x)
1
ωN RN−1
∫
∂BR
N∑
i=1
n2i (y) dy,
ya que el vector normal exterior en el punto y es n =
(xi − yi)
| x − y | . Como la solucio´n
fundamental es armo´nica fuera de la singularidad y el vector n tiene norma uno, se deduce
que,
∆ w(x) = f(x)
1
ωN RN−1
∫
∂BR
N∑
i=1
n2i (y) dy = f(x),
como se deseaba. 
Como consecuencia del teorema 4.1.3 y del teorema 4.2.2 se puede formular el siguiente
resultado.
Teorema 4.2.3 Sea Ω dominio acotado de RN tal que cada punto de la frontera ∂Ω
es regular. Si f ∈ Cα(Ω) y g ∈ C(∂Ω) entonces el problema (4-45) tiene una u´nica
solucio´n
v ∈ C2(Ω) ∩ C(Ω).
Prueba: Basta tomar como solucio´n la suma de las soluciones de (4-46) y (4-47). 
El paso siguiente sera´ presentar desde el punto de vista geome´trico el concepto de punto
regular.
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4.3. Criterios geome´tricos de solubilidad
El teorema 4.1.3 reduce el problema de Dirichlet a estudiar el comportamiento local de la
frontera del dominio. En este sentido resulta de intere´s conocer criterios geome´tricos que
permitan establecer cuando los puntos de la frontera de un dominio acotado son regulares.
De referencia de este para´grafo se toma Axler et al. (2001) y Miersemann (2012).
4.3.1. Condicio´n de esfera exterior
Definicio´n 4.3.1 Condicio´n de esfera exterior
Sea Ω ⊂ RN dominio acotado y sea ξ ∈ ∂Ω. Se dice que Ω satisface la condicio´n de
esfera exterior en el punto ξ si existe Br(xξ) tal que,
Ω ∩ B¯r(xξ) = { ξ }. (4-65)
Figura 4-1: Condicio´n de esfera exterior.
En otras palabras, si Ω satisface la condicio´n de esfera exterior en el punto ξ entonces tal
punto pertenece a una bola cerrada contenida en el complemento de Ω. Una interpretacio´n
gra´fica de esta condicio´n se presenta en la figura 4-1. El resultado siguiente prueba que el
problema de Dirichlet es soluble para dominios acotados que satisfacen la condicio´n de esfera
exterior en los puntos de su frontera.
Teorema 4.3.1 Sea Ω ⊂ RN un dominio acotado y sea ξ ∈ ∂Ω. Si Ω verifica la
condicio´n de esfera exterior en ξ entonces este punto es regular.
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Prueba: Por hipo´tesis existe una bola cerrada B¯r(xξ) en el complemento de Ω verifi-
cando Ω ∩ B¯r(xξ) = { ξ }. Se define la funcio´n,
bξ(x) =
 ln(r) − ln | x − xξ |, si N = 2,1| x − xξ |N−2 − 1rN−2 , si N > 2.
Se observa que bξ(ξ) = 0 pues | ξ − xξ | = r; adema´s para los puntos x ∈ ∂Ω con
x 6= ξ, se verifica | x − xξ |> r y entonces bξ(x) < 0. La continuidad de la funcio´n bξ
sobre Ω se deduce de su misma definicio´n y la condicio´n de subarmonicidad es una conse-
cuencia inmediata de la definicio´n de la solucio´n fundamental (2-13). Con estos argumentos
se concluye que bξ verifica las condiciones de la definicio´n 4.1.3, es decir ξ es un punto
regular. 
4.3.2. Condicio´n de cono exterior
Definicio´n 4.3.2 Condicio´n de cono exterior
Sea Ω ⊂ RN dominio acotado y sea ξ ∈ ∂Ω. Se dice que Ω satisface una condicio´n de
cono exterior en ξ, si existe un cono exterior K con ve´rtice ξ, es decir Ω ∩K = { ξ }.
Se considera en el caso N = 2, un ejemplo de dominio que verifica la condicio´n de cono
exterior en el origen, y se vera´ que es posible construir una funcio´n barrera en dicho punto.
Como ilustracio´n gra´fica de la condicio´n ve´ase la figura 4-2.
Figura 4-2: Condicio´n de cono exterior en R2.
En seguida se calcula la ecuacio´n de Laplace en coordenadas polares (r, θ). Puesto que,
r2 = x21 + x
2
2, tan θ =
x2
x1
,
x1 = r cos θ, x2 = r sen θ,
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al derivar la igualdad r2 = x21 + x
2
2 con respecto a x1 y a x2 se obtiene,
2r
∂ r
∂ x1
= 2x1 de donde
∂ r
∂ x1
= cos θ,
2r
∂ r
∂ x2
= 2x2 de donde
∂ r
∂ x2
= sen θ,
y derivando la igualdad tan θ =
x2
x1
con respecto a ambas variables se tiene,
sec2 θ
∂ θ
∂ x1
= − x2
x21
entonces
∂ θ
∂ x1
= − sen θ
r
,
sec2 θ
∂ θ
∂ x2
=
1
x1
entonces
∂ θ
∂ x2
=
cos θ
r
.
Sea w funcio´n de x1, x2. Entonces,
∂ w
∂ x1
=
∂ w
∂ r
∂ r
∂ x1
+
∂ w
∂ θ
∂ θ
∂ x1
= cos θ
∂ w
∂ r
− sen θ
r
∂ w
∂ θ
. (4-66)
La segunda derivada con respecto a x1 resulta ser,
∂2w
∂x21
=
∂
∂ r
(
cos θ
∂ w
∂ r
− sen θ
r
∂ w
∂ θ
)
∂ r
∂ x1
+
∂
∂ θ
(
cos θ
∂ w
∂ r
− sen θ
r
∂ w
∂ θ
)
∂ θ
∂ x1
=
∂
∂ r
(
cos θ
∂ w
∂ r
− sen θ
r
∂ w
∂ θ
)
cos θ +
∂
∂ θ
(
cos θ
∂ w
∂ r
− sen θ
r
∂ w
∂ θ
)(
−sen θ
r
)
=
(
cos θ
∂2w
∂r2
+
sen θ
r2
∂ w
∂ θ
− senθ
r
∂2w
∂ r ∂ θ
)
cos θ
+
(
− sen θ ∂ w
∂ r
+ cos θ
∂2w
∂ θ ∂ r
− cos θ
r
∂ w
∂ θ
− sen θ
r
∂2w
∂ θ2
)(
− sen θ
r
)
= cos2 θ
∂2w
∂ r2
+
sen θ cos θ
r2
∂ w
∂ θ
− sen θ cos θ
r
∂2w
∂ r∂ θ
+
sen2θ
r
∂ w
∂ r
− cos θ sen θ
r
∂2w
∂ θ ∂r
+
sen θ cos θ
r2
∂ w
∂ θ
+
sen2θ
r2
∂2w
∂ θ2
= cos2 θ
∂2w
∂ r2
+ 2
sen θ cos θ
r2
∂ w
∂ θ
− 2sen θ cos θ
r
∂2w
∂ r ∂ θ
+
sen2θ
r
∂ w
∂ r
+
sen2θ
r2
∂2w
∂ θ2
.
Realizando ca´lculos ana´logos para x2, se deduce,
∂ w
∂ x2
=
∂ w
∂ r
∂ r
∂ x2
+
∂ w
∂ θ
∂ θ
∂ x2
= sen θ
∂ w
∂ r
+
cos θ
r
∂ w
∂ θ
, (4-67)
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y se concluye que,
∂2w
∂x22
= sen2θ
∂2w
∂ r2
− 2 sen θ cos θ
r2
∂ w
∂ θ
+ 2
sen θ cos θ
r
∂2w
∂ r ∂ θ
+
cos2 θ
r
∂ w
∂ r
+
cos2 θ
r2
∂2w
∂ θ2
.
Sumando,
∂2w
∂x21
+
∂2w
∂x22
= cos2 θ
∂2w
∂ r2
+ sen2θ
∂2w
∂ r2
+
cos2 θ
r2
∂2w
∂ θ2
+
sen2θ
r2
∂2w
∂ θ2
+
cos2 θ
r
∂ w
∂ r
+
sen2θ
r
∂ w
∂ r
,
se llega a la expresio´n,
∆w(r, θ) =
∂2w
∂ r2
+
1
r2
∂2w
∂ θ2
+
1
r
∂ w
∂ r
. (4-68)
Por lo tanto, si se considera la funcio´n,
w(r, θ) = rλ cos(µ θ),
donde λ, µ son constantes positivas y r = |x|; de (4-68) se sigue,
∆w(r, θ) = λ (λ− 1) rλ−2 cosµθ − 1
r2
µ2 cosµθ +
1
r
λ (λ− 1) cosµθ
= rλ−2
(
λ2 − µ2) cosµθ.
No´tese que ∆w ≥ 0 sobre Ω si µ ≥ λ y pi
2
< |µθ| < 3pi
2
, para todo θ que verifique
α < θ < 2pi − α,
(
0 < α <
pi
2
)
; en consecuencia se puede afirmar que la funcio´n w es
subarmo´nica en Ω, proposicio´n 3.3.1.
Adema´s w(0) = 0 pues r = |x|, y w < 0 ya que pi
2
< |µθ| < 3pi
2
, esto permite concluir
que la funcio´n w verifica las condiciones de la definicio´n 4.1.3, es decir, w es una barrera
en el origen, o x = 0 es un punto regular.
Los resultados estudiados en este cap´ıtulo muestran que para resolver el problema (4-45)
se requiere la existencia de solucio´n al problema de Dirichlet en una bola, el principio del
ma´ximo fuerte y algunas estimaciones de las derivadas de la solucio´n fundamental; en este
sentido queda probado que existe la solucio´n del problema de Dirichlet planteado en un
dominio Ω con frontera regular, adema´s del corolario 3.2.2 se sabe que la solucio´n es u´nica.
5 Conclusiones
1. Las propiedades de las funciones armo´nicas y la solucio´n del problema de Dirichlet en
una bola de RN , adema´s del principio del ma´ximo permiten resolver el problema de
Dirichlet en dominios con frontera regular mediante el me´todo de Perron.
2. Demostrando la existencia de la funcio´n de Green en dominios generales es posible
aplicarla para encontrar la solucio´n de la ecuacio´n de Poisson.
3. Una condicio´n necesaria y suficiente para que exista solucio´n cla´sica del problema de
Dirichlet en dominios generales es que los puntos de la frontera admitan una funcio´n
barrera; en este sentido el problema se remite a estudiar el comportamiento local de la
frontera.
4. A trave´s de criterios geome´tricos de solubilidad se establece cuando los puntos de la
frontera de un dominio acotado son regulares.
5. El estudio realizado enriquece la formacio´n profesional y afianza tanto la capacidad
anal´ıtica como las habilidades matema´ticas; lo que conlleva a generar intere´s por estu-
diar problemas ma´s avanzados.
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Lista de s´ımbolos
R Conjunto de los nu´meros reales
RN Espacio euclideano N-dimensional
Br(x0) Bola abierta
SN−1 Esfera unitaria
∅ Conjunto vac´ıo
Ω Subconjunto de RN
Ω Adherencia de Ω
∂Ω Frontera de Ω
〈 · 〉 Producto punto
| · | Norma eucl´ıdea
f Funcio´n
ln Logaritmo natural
l´ım L´ımite
C(Ω) Funciones continuas en Ω
∂
∂ xi
Derivada parcial con respecto a xi
∇ Vector gradiente
∆ Laplaciano
C1(Ω) Funciones con derivadas de primer orden continuas en Ω
C∞(Ω) Funciones infinitemente diferenciables sobre Ω
n Vector normal exterior
∂
∂ n
Derivada direccional en la direccio´n de n
ωN A´rea de superficie de la esfera unitaria
dσ(x) Elemento diferencial de superficie
Φ Solucio´n fundamental
G(x, y) Funcio´n de Green
∂G
∂n
Nu´cleo de Poisson
ma´x Ma´ximo
mı´n Mı´nimo
Σ(Ω) Funciones subarmo´nicas en Ω
Cα(Ω) Funciones Holderianas en Ω.


