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Рассматривается задача распространения волны плотности в логистиче-
ском уравнении с запаздыванием и диффузией (уравнение Фишера–Колмого-
рова–Петровского–Пискунова с запаздыванием). Для исследования качествен-
ного поведения решений этого уравнения вблизи единичного состояния равно-
весия было построено уравнение Гинзбурга–Ландау. Численный анализ про-
цесса распространения волны показал, что при достаточно малых значениях
запаздывания данное уравнение имеет решения, близкие к решениям стандарт-
ного уравнения КПП. Увеличение параметра запаздывания приводит сначала
к появлению затухающей колебательной составляющей в пространственном
распределении решения. Дальнейший рост данного параметра приводит к раз-
рушению бегущей волны. Это выражается в том, что в окрестности участка
начального возмущения сохраняются незатухающие по времени и медленно
распространяющиеся по пространству колебания, близкие к решениям соот-
ветствующей краевой задачи с периодическими граничными условиями. На-
конец, если значение запаздывания достаточно велико, то во всей области рас-
пространения волны наблюдаются интенсивные пространственно-временные
колебания.
Введение
Для моделирования процесса распространения генной волны А.Н. Колмогоровым,
И. Г. Петровским и Н.С. Пискуновым в статье [1] было предложено логистическое
уравнение с диффузией
∂u
∂t
=
∂2u
∂x2
+ u[1− u], (1)
1Работа выполнена при финансовой поддержке гранта Российского научного фонда (проект
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которое ниже будем называть уравнением КПП. Здесь u(t, x) — плотность распреде-
ления числа особей, обладающих доминантным геном, t > 0 — временная перемен-
ная, а x ∈ (−∞,∞) — пространственная. Рассматривается задача распространения
волны плотности численности от некоторого ненулевого начального условия. Почти
одновременно с этой работой появилась статья Р.А. Фишера [2], также посвящен-
ная анализу волн плотности численности в уравнении (1), в связи с чем уравнение
(1) иногда называют уравнением Фишера или Фишера–Колмогорова–Петровского–
Пискунова.
Уравнение (1) находит применение в широкой области приложений, связанных с
распространением в пространстве волн различной природы, от концентрации неко-
торого реагирующего вещества до волн плотности популяции. Среди большого ко-
личества публикаций, посвященных данной теме, выделим книги [3–5], в которых
содержатся суммирующие результаты по проблеме, отметим также обширный биб-
лиографический список, содержащийся в [5].
В работах [1, 2] рассмотрен вопрос о таких неотрицательных решениях u(t, x),
для которых при каждом t > 0 выполнены условия: u(t, x) → 1 при x → +∞
и u(t, x) → 0 при x → −∞. Показано, что при достаточно больших t функция
u(t, x) принимает некоторую фиксированную форму. Отметим также работы [6, 7],
в которых для некоторых специальных случаев найдены точные решения уравнения
(1).
Для любых классических граничных условий (например, для условий Нейма-
на:
∂u
∂x
∣∣∣∣
x=a
=
∂u
∂x
∣∣∣∣
x=b
= 0; периодических граничных условий u(t, x + T ) ≡ u(t, x) и
ряда других) уравнение (1) имеет только один аттрактор — однородное состояние
равновесия u0 ≡ 1. Все остальные состояния равновесия неустойчивы.
Рассмотрим обобщение уравнения КПП
∂u
∂t
=
∂2u
∂x2
+ u[1− u(t− h, x)], (2)
содержащее запаздывание h > 0. Для него исследовано поведение решений с на-
чальными условиями из некоторой достаточно малой окрестности (в C[−∞,∞]×[−h,0])
состояния равновесия u0 ≡ 1. Для случая, когда коэффициент запаздывания h бли-
зок к pi/2, показано, что поведение решений (2) в окрестности u0 определяется спе-
циальным нелинейным параболическим уравнением типа Гинзбурга–Ландау. Далее
приведены результаты численного моделирования как для решений с начальными
условиями, близкими к u0, так и решений, моделирующих распространение волны
в уравнении (2) в случае неограниченной по x области.
1. Постановка задачи
Отметим, что логистическое уравнение с запаздыванием
u˙ = u[1− u(t− h)] (3)
достаточно хорошо изучено (см. [8–16]). При h < e−1 решение (3) монотонно стре-
мится к единице, а при e−1 < h < pi/2 стремится к единице колебательным образом.
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В статье [8] показано, что при условии h 6 37/24 все (положительные) решения (3)
стремятся к единице при t→ +∞. Состояние равновесия u0 асимптотически устой-
чиво при h 6 pi/2. По-видимому (см. [13]), u0 глобально устойчиво при h 6 pi/2. При
h > pi/2 имеется медленно осциллирующее (т.е. с расстоянием между всплесками
больше, чем h) устойчивое периодическое решение u0(t). При h − pi/2  1 и при
h 1 его асимптотика приведена в [11] (см. также [17]).
Для уравнения (2) с классическими граничными условиями ситуация сложнее.
Пусть, например, заданы периодические граничные условия
u(t, x+ T ) ≡ u(t, x). (4)
Конечно, при h > pi/2 краевая задача (2), (4), как и уравнение (3), имеет простран-
ственно однородное периодическое решение u0(t). При условии близости параметра
h к pi/2, а также при h  1 это решение устойчиво. Если же значения h и T до-
статочно велики, то возможна потеря устойчивости решения u0(t) и возникновение
сложных пространственно неоднородных структур [15–19].
Рассмотрим более подробно случай близости запаздывания h к pi/2 и предполо-
жим, что выполнено соотношение
h = pi/2 + εh1 где 0 < ε 1. (5)
Если дополнительно предположить, что для параметра T в (4) выполнено усло-
вие
T  1, (6)
то динамика краевой задачи (2), (4) существенно усложняется. Поведение решений
в малой окрестности состояния равновесия u0 ≡ 1 тогда в главном определяется
нелокальным поведением решений нормализованного комплексного уравнения —
уравнения Гинзбурга–Ландау
∂ξ
∂τ
= σδ
∂2ξ
∂y2
+ h1δξ + d|ξ|2ξ, (7)
ξ(τ, y + 1) ≡ ξ(τ, y). (8)
Здесь τ = εt, y = T−1x — новые временная и пространственная переменные,
σ = T−2ε−1 — величина порядка единицы,
δ =
4− 2pii
4 + pi2
, d = −2(3pi − 2 + i(pi + 6))
5(4 + pi2)
. (9)
Решения (2), (4) и решения (7), (8) связаны формулой
u(t, x) = 1 + ε1/2[ξ(τ, y) exp(it) + ξ(τ, y) exp(−it)] +O(ε). (10)
Динамические свойства (7) – (8) существенно зависят от параметра σ. Например,
при достаточно малых σ все простейшие периодические решения вида
ρm exp(2piimy + iϕmτ) (m = 0,±1,±2, . . .)
Уравнение КПП с запаздыванием 307
неустойчивы [20]. В статьях [18,21] для задачи (7) с периодическими краевыми усло-
виями (8) и с краевыми условиями Неймана выполнен численный эксперимент, поз-
воляющий утверждать, что при уменьшении параметра σ ее колебательные режимы
становятся неупорядоченными и имеют все более сложную структуру по простран-
ственной переменной. Следует отметить, что утверждение о соответствии между
решениями квазинормальной формы (7), (8) и исходной краевой задачи может быть
обосновано только в случае гиперболичности аттрактора задачи (7), (8), поэтому в
статье [22] для уравнения (2) с краевыми условиями Неймана и условиями (8) был
выполнен переход к специальному разностному аналогу, с последующим численным
анализом дискретной системы.
Для вывода дискретного аналога уравнения (3) фиксируем произвольно нату-
ральное k и заметим, что любое решение u(t) > 0 уравнения (3) удовлетворяет
интегральному соотношению
u(t+ h/k) = u(t) exp
[(
h
k
−
∫ t−h+h/k
t−h
u(τ)dτ
)]
. (11)
Далее, полагая в равенстве (11) t = nh/k, n ∈ Z, un = u(nh/k) и аппроксимируя фи-
гурирующий в нем интеграл по формуле прямоугольников, приходим к разностному
уравнению с запаздыванием
un+1 = un exp
[
h
k
(1− un−k)
]
, n > 0, (12)
которое и является дискретным вариантом уравнения (3). Для получения дискрет-
ного аналога распределенного уравнения (2) выпишем аналогичное (11) интеграль-
ное равенство
u(t+ h/k, x) = u(t, x) exp
[ t+h/k∫
t
1
u(τ, x)
∂ 2u
∂x2
(τ, x)dτ +
(
h
k
−
t−h+h/k∫
t−h
u(τ, x)dτ
)]
. (13)
Фиксируем теперь некоторое натуральное N , зададим узлы xj = T (j − 1/2)/N ,
j = 1, . . . , N и заменим в (13) вторую частную производную по x второй разде-
ленной разностью. Аппроксимируя интегралы по формуле прямоугольников, для
переменных un,j = u(nh/k, xj) имеем систему разностных уравнений
un+1,j = un,j exp
[
d
(
un,j+1
un,j
+
un,j−1
un,j
− 2
)
+
h
k
(1− un−k,j)
]
, j = 1, . . . , N, (14)
где n = 1, 2, . . . , d = N2/(kT 2), un,0 = un,N , un,N+1 = un,1.
Непосредственное вычисление по формулам (14) приближенных решений крае-
вой задачи (7), (8) позволяет проследить за усложнением решений при уменьшении
параметра d (соответствует увеличению значения T ) и за увеличением амплитуды
колебательного режима при увеличении параметра h. На рис. 1 приведены графики
распределения решения краевой задачи (7), (8) по пространственной переменной,
построенные с помощью дискретной модели (14) при N = 50, первые два графика
построены для T = 60, h = 1.6 в случае a) и h = 1.8 в случае b), третий и четвертый
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Рис. 1. Пространственное распределение решения u(t, x) при a) T = 60, h = 1.6;
b) T = 60, h = 1.8; c) T = 120, h = 1.6; d) T = 120, h = 1.8
графики построены для T = 120 и тех же значений h. На всех графиках рис. 1
пространственная переменная x пронормирована на T .
Учитывая, что для многих приложений представляет интерес задача о распро-
странении волн концентрации в задаче (2), в следующих пунктах будем рассматри-
вать это уравнение без граничных условий.
2. Построение нормализованного уравнения
Итак, рассмотрим вопрос о поведении решений с начальными условиями из неко-
торой достаточно малой, но независимой от ε окрестности в C[−∞,0]×[−h,0] состояния
равновесия u0 ≡ 1 уравнения
∂u
∂t
=
∂2u
∂x2
+ u
[
1− u
(
t− pi
2
− ε, x
)]
. (15)
Характеристическое (волновое) уравнение для линеаризованного на u0 уравне-
ния (15) имеет вид
λ = −k2 − exp
(
−
(pi
2
+ ε
)
λ
)
, k ∈ (−∞,∞). (16)
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При достаточно малом k2 это уравнение имеет корень λ(k, ε), вещественная часть
которого достаточно мала. Сформируем этот вывод более точно. Положим k =
ε1/2m. Тогда уравнение (16) имеет корень λm(ε) = λ(ε1/2m, ε), для которого имеет
место асимптотическое при ε→ 0 равенство
λm(ε) = i+
ε(1−m2)(1− ipi/2)
1 + pi2/4
+O(ε). (17)
Таким образом при каждом |m| < 1 вещественная часть корня λm(ε) близка к нулю,
а мнимая — к 1.
Введем в рассмотрение формальный ряд
u(t, x) = 1+ε1/2
[
ξ(τ, y) exp(it)+ξ(τ, y) exp(−it)]+εu2(τ, y, t)+ε3/2u3(τ, y, t)+. . . , (18)
где τ = εt, y = ε1/2x, ξ(τ, y) — неизвестные и подлежащие определению «амплиту-
ды», а зависимость функции uj(τ, y, t) от аргумента t является 2pi-периодической.
Подставим (18) в (15) и будем приравнивать коэффициенты при одинаковых степе-
нях
√
ε в левой и правой частях получившегося формального тождества. На втором
шаге тогда получим, что
u2(τ, y, t) =
2− i
5
ξ2(τ, y) exp(2it) +
2 + i
5
ξ
2
(τ, y) exp(−2it).
На третьем шаге, собирая коэффициенты при ε3/2, получим уравнение относи-
тельно u3. Из условия разрешимости этого уравнения в указанном классе функций,
приходим, как и в предыдущем пункте, к уравнению типа Гинзбурга–Ландау для
определения ξ(τ, y):
∂ξ
∂τ
= δ
∂2ξ
∂y2
+ δξ + d|ξ|2ξ, (19)
где δ и d определяются по формулам (9). Отметим, что Re δ > 0 и Re d < 0.
Основной результат состоит в следующем
Теорема 1. Пусть уравнение (19) имеет ограниченное при τ → +∞ и при y →
±∞ решение ξ0(τ, y). Тогда уравнение (15) имеет асимптотическое по невязке с
точностью до O(ε3/2) решение u(t, x, ε), для которого
u(t, x, ε) = 1 + ε1/2[ξ0(τ, y) exp(it) + ξ0(τ, y) exp(−it)]+
+ ε
[2− i
5
ξ2(τ, y) exp(2it) +
2 + i
5
ξ
2
(τ, y) exp(−2it)
]
+O(ε3/2).
Уравнение (19) имеет среди своих решений однопараметрическое семейство про-
стейших периодических решений
um(τ, y) = ρm exp(imy + iωmτ), (20)
где ρ2m =
(m2 − 1)Re δ
Re d
, |m| < 1, ωm =
[
Im δ− Im dRe δ
Re d
]
(1−m2)− Im δ. В силу того,
что имеет место неравенство
1 +
Imα
Reα
· Im d
Re d
=
− pi2 − 4
6pi − 4 < 0,
из результатов статьи [20] следует вывод о неустойчивости всех решений (20). Учи-
тывая полученный результат, в следующем разделе рассмотрим некоторые свойства
волновых решений уравнения (2).
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3. Некоторые свойства уравнения распространения
волны
В работе [1] было показано, что в уравнении (1) волны распространяются вдоль на-
правлений 2t± x = const, и был определен профиль волны, приводящей к переходу
от нулевых значений переменной к единичным. Выполним в уравнении (2) замену
в виде бегущей волны вида u(t, x) = w(2t± x) и перейдем к новой временной пере-
менной s = 2t ± x, тогда для новой переменной w(s) имеем следующее уравнение
второго порядка с запаздыванием:
w′′ − 2w′ + w[1− w(s− 2h)] = 0, (21)
где штрихом обозначена производная по переменной s. Свойства устойчивости ну-
левого решения уравнения (21) не зависят от h, это решение представляет собой
неустойчивый узел с кратным корнем, равным единице. Свойства устойчивости еди-
ничного состояния равновесия определяются расположением корней характеристи-
ческого квазиполинома
P (λ) ≡ λ2 − 2λ− exp(−2hλ). (22)
Рассмотрим сначала расположение и количество вещественных корней квазипо-
линома P (λ). Простейший анализ свойств трансцендентного уравнения P (λ) = 0
показывает, что при всех положительных h оно имеет либо один, либо три корня.
Один из этих корней положительный, а два других отрицательны и появляются при
критическом значении h∗1, для нахождения которого имеем следующую систему:
λ2 − 2λ− exp(−2hλ) = 0,
2λ− 2− 2h exp(−2hλ) = 0. (23)
Решая систему (23), имеем λ ≈ −1.23141, h = h∗1 ≈ 0.56077. Приведенные выше
рассуждения позволяют сформулировать следующее утверждение.
Лемма 1. Квазиполином P (λ) имеет при 0 < h < h∗1 ровно три вещественных
корня: один положительный и два отрицательных, а при h > h∗1 — единственный
положительный вещественный корень.
Таким образом в спектре устойчивости единичного состояния равновесия урав-
нения (21) всегда есть положительный вещественный корень. Рассмотрим теперь
расположение остальных корней квазимногочлена P (λ). Выполнено утверждение.
Лемма 2. Все корни квазиполинома P (λ), кроме одного вещественного положи-
тельного, лежат при 0 < h < h∗2 в левой комплексной полуплоскости. Здесь
h∗2 =
arccos (−√5 + 2)
2
√√
5− 2
≈ 1.86173. (24)
При h = h∗2 на мнимую ось выходит пара чисто мнимых корней λ = ±iω0, причем
ω0 =
√√
5− 2 ≈ 0.48587. (25)
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Рассмотрим теперь окрестность решения w(s) ≡ 1 и найдем асимптотику режи-
ма, ответвляющегося от этого решения при h = h∗2 + µ, где 0 < µ  1. Для этого
применим стандартную замену метода нормальных форм
w(s, µ) = 1+
√
µ(z(τ) exp(iω0s)+z¯(τ) exp(−iω0s))+µw1(s, τ)+µ3/2w2(s, τ)+. . . , (26)
где τ = µs, wj(s, τ) (j = 1, 2) — тригонометрические полиномы по переменной s,
z(τ) — медленно меняющаяся амплитуда, подлежащая определению. Подстановка
выражения (26) в уравнение (21) и приравнивание коэффициентов при одинако-
вых степенях √µ приводит на третьем шаге к уравнению относительно w2(s, τ), из
условий разрешимости которого в классе тригонометрических полиномов получаем
следующее уравнение на медленную амплитуду z(τ):
dz
dτ
= ϕ0z + ϕ1|z|2z, (27)
где ϕ0 =
2ω20(−1 + iω0)
P ′(iω0)
, ϕ1 =
1
P ′(iω0)
(
2ω20(1−ω20−2iω0)+b
(
(ω20+2iω0)
2− 1
ω20 + 2iω0
))
,
b =
ω20 + 2iω0
4ω20 + 4iω0 + (ω
2
0 + 2iω0)
2
. Используя полученное представление и формулы
(24), (25), нетрудно найти приближенные значения коэффициентов уравнения (27)
ϕ0 ≈ 0.136807 − 0.20660i, ϕ1 ≈ −0.04429 − 0.03664i. Учитывая, что Re (ϕ0) > 0, а
Re (ϕ1) < 0 можно сформулировать следующее утверждение.
Лемма 3. Существует такое µ0 > 0, что для всех 0 < µ < µ0 уравнение (21) име-
ет дихотомичный цикл, неустойчивое многообразие которого одномерно, а асимп-
тотика задается формулой (26), в которой амплитуда z(τ) заменена выражением√
−Re (ϕ0)/Re (ϕ1) exp
(
iεs
(
Im (ϕ0)Re (ϕ1)− Re (ϕ0)Im (ϕ1)
)
/Re (ϕ0) + iγ
)
,
где γ — произвольная константа, определяющая фазовый сдвиг вдоль цикла.
Представленные в первых трех разделах работы аналитические результаты поз-
воляют получить некоторую информацию о решениях уравнения (2), однако для
анализа зависимости решений от запаздывания и начальных условий требуется чис-
ленный эксперимент, описанию которого и посвящен следующий раздел статьи.
4. Численный анализ уравнения КПП
с запаздыванием
Численное исследование распространения волн концентрации в уравнении (2) от ло-
кализованного по пространству начального возмущения выполнялось на некотором
отрезке [a, b]. При этом разница |a − b| выбиралась достаточно большой для того,
чтобы можно было проследить за распространением волны от начального момента
до момента встречи фронта волны с границами a или b. Учитывая, что рассмат-
ривается задача о распространении локального возмущения, зададим на границах
отрезка нулевые краевые условия u(t, a) = u(t, b) = 0.
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Перейдем к описанию вычислительной процедуры. Вторую производную по про-
странственной переменной в правой части уравнения (2) заменим конечной разно-
стью второго порядка. Для этого отрезок [a, b] разобьем на N равных частей и по-
строим сетку узлов с шагом ∆x = (b−a)/N так, что xj = a+j∆x, где j = 0, . . . , N−1.
Обозначим через uj(t) значение функции u(t, x) в соответствующих узлах сетки. В
итоге получим следующую систему обыкновенных дифференциальных уравнений:
u˙j =
uj+1 − 2uj + uj−1
(∆x)2
+
[
1− uj(t− h)
]
uj, j = 0, . . . , N − 1. (28)
Для учета нулевых краевых условий полагаем u−1(t) = uN(t) = 0.
Численный эксперимент выполнялся на вычислительном кластере ЯрГУ (МНИЛ
«Дискретная и вычислительная геометрия» им. Б.Н. Делоне). Одновременно реша-
лось от N = 0.9 · 105 до N = 1.8 · 105 уравнений с запаздыванием. Особенностью
численного решения такой системы является повышенная требовательность к объ-
емам доступной памяти для хранения решения на промежутке запаздывания. В
связи с этим приходилось существенно использовать жесткий диск кластера, что
значительно замедляло процедуру расчета. Для вычислений использовался метод
Дормана–Принца пятого порядка с переменной длиной шага интегрирования. Аб-
солютная и относительная погрешности алгоритма были приняты равными 10−12.
Начальный шаг интегрирования взят равным 10−3.
a) b)
Рис. 2. Решение системы (28) с начальными условиями (29) при h = 0: a) распро-
странение волны на плоскости (x, t); b) разрез при t = 200
a) b)
Рис. 3. Решение системы (28) с начальными условиями (29) при h = 1: a) распро-
странение волны на плоскости (x, t); b) разрез при t = 200
Уравнение КПП с запаздыванием 313
Начальные условия выбирались в виде прямоугольного импульса высоты 0.1 и
единичной ширины, расположенного в центре отрезка [a, b] для всех −h 6 t 6 0. В
частности, для случая x ∈ [0, 1800]:
uj(t) =
{
0.1, если j ∈ [89950, 90050],
0, иначе,
(29)
где t ∈ [−h, 0]. Для последующего анализа и графического отображения полученные
данные прореживались.
Перейдем к результатам численного моделирования. Описание поведения урав-
нения (2) с запаздыванием будем проводить в сравнении с классическим уравнением
(2) без запаздывания. На рис. 2 представлено распространение волны постоянной
высоты от начального всплеска единичной ширины и высоты 0.1. Скорость рас-
пространения волны согласно [1] равнялась двум. (На соответствующих рисунках
скорость распространения равна углу наклона профиля волны.)
Рассмотрим теперь систему (28) с ненулевым запаздыванием. При увеличении
параметра h можно выделить несколько этапов качественно различного поведения
решений системы (28).
1. При относительно малом значении h на промежутке от нуля до h∗1 поведение
системы (28) практически не отличимо от поведения системы КПП без запаздыва-
ния. Величина h∗1 ограничивает данный промежуток, по-видимому, в связи с тем,
что решения уравнения (21) на устойчивом инвариантном многообразии единичного
состояния равновесия монотонно стремятся к этому состоянию.
2. При h∗1 < h < pi/2 фронт распространения волны приближается к единичному
значению колебательным образом. На рис. 3 показана такая волна при h = 1. В этом
случае максимальная амплитуда всплеска равна примерно 1.2, а после прохождения
фронта волны значение u(t, x) быстро приближается к единице.
3. Следующее существенное изменение в распространении фронта волны систе-
мы (28) наблюдается при h > pi/2. Существенной особенностью решения в этом
случае является то, что оно перестает удовлетворять уравнению (21). Это происхо-
дит в силу того, что у логистического уравнения с запаздыванием (3) при h = pi/2
решение u0 ≡ 1 теряет устойчивость и от него ответвляется устойчивый цикл. Ука-
занное обстоятельство приводит к тому, что в пространственной области, где были
заданы ненулевые начальные условия (29), наблюдаются незатухающие колебания,
амплитуда которых растет с ростом h. Размер пространственной области со слож-
ными колебаниями медленно (в сравнении со скоростью распространения волнового
фронта) расширяется. Решения в этой области близки к решениям уравнения (2) с
классическими периодическими условиями (см. рис. 1a и 1с в первом разделе ста-
тьи), причем, как показано в первых двух разделах статьи, увеличение размера
области неоднородности (соответствует росту величины T ) приводит к появлению
все более изрезанных по пространственной переменной режимов.
При pi/2 < h < h∗2 графические представления решения системы (28) с начальны-
ми условиями (29) приводятся на рис. 4, 5 для h = 1.6 и на рис. 6, 7 для h = 1.7. При
этом на рис. 4, 6 приведена общая картина распространения волны от начального
возмущения; на рис. 5a, 7a — разрез вдоль одного из волновых фронтов (в дан-
ном случае выбран разрез вдоль прямой x = 2t+ 900); на рис. 5b, 7b — зависимость
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Рис. 4. Распространение волны в системе (28) при h = 1.6
a) b)
c) d)
Рис. 5. Решение системы (28) при h = 1.6: a) разрез при x = 2t+ 900; b) разрез при
t = 400; c) разрез при x = 900; d) плотность распределения u(t, x) в оттенках серого
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Рис. 6. Фрагмент (x ∈ [600, 1200], t ∈ [405, 420]) графика распространения волны в
системе (28) при h = 1.7
a) b)
c) d)
Рис. 7. Решение системы (28) при h = 1.7: a) разрез при x = 2t+ 900; b) разрез при
t = 400; c) разрез при x = 900; d) плотность распределения u(t, x) в оттенках серого
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решения от x при фиксированном t = 400; на рис. 5с, 7с — зависимость решения от
t при фиксированном x = 900; и наконец, на рис. 5d, 7d изображена зависимость
плотности распределения решения u(t, x) в оттенках серого.
4. При дальнейшем увеличении h > h∗2 характер поведения центральной части
распространяющейся волны резко меняется. Для иллюстрации этих изменений на
рис. 8, 9 приведен общий вид решения и несколько разрезов при h = 1.8 (это значе-
ние близко, но немного меньше величины h∗2, см. (24)). Поскольку в силу леммы 3
при h = h∗2 от единичного состояния равновесия уравнения (21) ветвится цикл, то
пропадает область, в которой решение стремилось к единице. Это хорошо заметно
на разрезе вдоль прямой x = 2t+900 (рис. 9a) и на графике 9b зависимости решения
от x при фиксированном t = 400. Кроме того, из изображенной на рис. 9d зависимо-
сти распределения решения u(t, x) можно заключить, что относительно медленное
распространение колебательной структуры, находящейся в центре распространяю-
щейся волны, сменяется при значениях t, близких к 300, распространением со скоро-
стью, близкой к скорости распространения фронта основной волны и равной двум.
Представление о характере распределения решения по пространственной и времен-
ной переменным дает график u(t, x) в области с границами [400, 1400] × [400, 420].
Рисунки 9 и 9b показывают сильную изрезанность пространственно-временного рас-
пределения функции u(t, x). Сравнивая эти рисунки с приведенными в первом раз-
деле графиками решений задачи с периодическими краевыми условиями (рис. 1b и
1d), убеждаемся в их близости. Величина h = 1.8 близка, но меньше значения h∗2. На
рис. 10, 11 приведены аналогичные предыдущим графики, характеризующие рас-
пространение волны при h = 2. В этом случае вся область распространения волны
заполнена интенсивными колебаниями по пространственной и временной перемен-
ным.
Заключение
Распространение возмущения в активной среде при учете запаздывания по време-
ни представляет собой достаточно сложный процесс. Эта сложность обусловливает
необходимость применения различных сочетаний аналитических и численных ме-
тодов. На этом пути нами были получены следующие результаты.
1. Для выяснения некоторых особенностей качественного поведения решений
уравнения КПП с запаздыванием было построено уравнение Гинзбурга–Ландау,
которое описывает динамические свойства этого уравнения вблизи состояния
равновесия u0 ≡ 1.
2. Изучение уравнения распространения волны (21) позволило найти критиче-
ские значения параметра запаздывания, при которых, по-видимому, меняется
вид пространственного распределения решения задачи.
3. Численный анализ, выполненный с учетом аналитических результатов, позво-
лил выделить следующие промежутки значений запаздывания:
• промежуток, на котором поведение решений уравнения с запаздыванием
близко к их поведению в задаче без запаздывания;
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Рис. 8. Фрагмент (x ∈ [400, 1400], t ∈ [405, 420]) графика распространения волны в
системе (28) при h = 1.8
a) b)
c) d)
Рис. 9. Решение системы (28) при h = 1.8: a) разрез при x = 2t+ 900; b) разрез при
t = 400; c) разрез при x = 900; d) плотность распределения u(t, x) в оттенках серого
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Рис. 10. Фрагмент (x ∈ [300, 600], t ∈ [200, 220]) графика распространения волны в
системе (28) при h = 2
a) b)
c) d)
Рис. 11. Решение системы (28) при h = 2: a) разрез при x = 2t+ 900; b) разрез при
t = 200; c) разрез при x = 450; d) плотность распределения u(t, x) в оттенках серого
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• промежуток значений запаздывания, при которых в центре области рас-
пространения волны появляются участки решения со сложным простран-
ственным распределением;
• найдены значения h, при которых в пространственном распределении ре-
шения сохраняются участки, где решение стремится к единице;
• найден промежуток значений запаздывания, при которых вся область
распространения волны заполнена интенсивными колебаниями по про-
странственной и временной переменным.
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We considered the problem of density wave propagation in a logistic equation with
delay and diffusion (Fisher–Kolmogorov equation with delay). It was constructed a
Ginzburg–Landau equation in order to study the qualitative behavior of the solution
near the equilibrium state. The numerical analysis of wave propagation shows that for a
sufficiently small delay this equation has a solution similar to the solution of a classical
Fisher–Kolmogorov equation. The delay increasing leads to existence of the oscillatory
component in spatial distribution of solutions. A further increase of delay leads to
the destruction of the traveling wave. That is expressed in the fact that undamped
spatio-temporal fluctuations exist in a neighborhood of the initial perturbation. These
fluctuations are close to the solution of the corresponding boundary value problem with
periodic boundary conditions. Finally, when the delay is sufficiently large we observe
intensive spatio-temporal fluctuations in the whole area of wave propagation.
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