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A VON NEUMANN ALGEBRA APPROACH TO QUANTUM
METRICS
GREG KUPERBERG AND NIK WEAVER
Abstract. We propose a new definition of quantum metric spaces, or W*-
metric spaces, in the setting of von Neumann algebras. Our definition ef-
fectively reduces to the classical notion in the atomic abelian case, has both
concrete and intrinsic characterizations, and admits a wide variety of tractable
examples. A natural application and motivation of our theory is a mutual gen-
eralization of the standard models of classical and quantum error correction.
It has proven to be fruitful in abstract analysis to think of various structures
connected to Hilbert space as “noncommutative” or “quantum” versions of classical
mathematical objects. This point of view has been emphasized in [8] (see also [34]).
For instance, it is well established that C*-algebras and von Neumann algebras can
profitably be thought of as quantum topological and measure spaces, respectively.
The use of the word “quantum” is called for if, for example, the structures in
question play a role in modelling quantum mechanical systems analogous to the role
played by the corresponding classical mathematical structures in classical physics.
Basic examples in noncommutative geometry such as the quantum tori [21]
clearly exhibit a metric aspect in that they carry a natural noncommutative analog
of the algebra of bounded scalar-valued Lipschitz functions on a metric space. How-
ever, the general notion of a quantum metric has been elusive. Possible definitions
have been proposed by Connes [9], Rieffel [22], and Weaver [31]. Connes’ definition
involves his notion of spectral triples and is patterned after the Dirac operator on a
Riemannian manifold. Possibly the right interpretation of this definition is “quan-
tum Riemannian manifold” rather than “quantum metric space”. Weaver proposed
a definition involving unbounded derivations of von Neumann algebras into dual
operator bimodules. This definition neatly recovers classical Lipschitz algebras in
the abelian case, but it has not led to a deeper structure theory. Rieffel’s defini-
tion, which is also called a C*-metric space [23], generalizes the classical Lipschitz
seminorm on functions on a metric space. This definition has attracted the most
interest recently; among other interesting properties, it leads to a useful model of
Gromov-Hausdorff convergence.
We introduce a new definition of a quantum metric space. To distinguish between
our model and that of Rieffel, it can also be called a W*-metric space. Recall that
an operator system is a linear subspace of B(H) that is self-adjoint and contains the
identity operator. We say that a W*-filtration of B(H) is a one-parameter family
of weak* closed operator systems Vt, t ∈ [0,∞), such that
(i) VsVt ⊆ Vs+t for all s, t ≥ 0
(ii) Vt =
⋂
s>t Vs for all t ≥ 0.
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Notice that V0 is automatically a von Neumann algebra, since the filtration con-
dition (i) implies that it is stable under products. We define a W*-metric on a
von Neumann algebra M ⊆ B(H) to be a W*-filtration {Vt} such that V0 is the
commutant of M. Since we interpret a W*-metric as a type of quantum metric,
and since it is the main type that we will consider in this article, we will also just
call it a quantum metric.
We will justify this definition with various constructions and results. We can
begin with a correspondence table between the usual axioms of a metric space and
some of our conditions:
d(x, x) = 0 ←→ I ∈ V0
d(x, y) = d(y, x) ←→ V∗t = Vt
d(x, z) ≤ d(x, y) + d(y, z) ←→ VsVt ⊆ Vs+t
The rough intuition is that Vt consists of the operators that do not displace any
mass more than t units away from where it started.
We will show that quantum metrics on M do not depend on the representation
of M (Theorem 2.4). We will also show that any quantum metric on M yields a
C*-algebra UC(M) of uniformly continuous elements and an algebra Lip(M) ⊆
UC(M) of (commutation) Lipschitz elements that are both weak* dense in M
(Proposition 5.13 and Theorem 4.26).
One motivation for our approach is the standard model of quantum error cor-
rection. Classical error correction is a theory of minimum-distance sets in metric
spaces: if X is a metric space and C ⊆ X is a subset with minimum distance t
(i.e., inf{d(x, y) : x, y ∈ C, x 6= y} = t), then C is said to be a code that detects
errors of size less than t and corrects errors of size less than t/2. In particular, the
Hamming metric on the space X = {0, 1}n of n-bit words is defined by letting the
distance between two words be the number of bits that differ. In quantum infor-
mation theory, the quantum Hamming metric is a quantum metric in our sense on
n qubits. Here a qubit is a quantum system with von Neumann algebra M2(C);
thus M2n(C) ∼= M2(C)⊗n is the von Neumann algebra of n qubits. The filtration
of the quantum Hamming metric is
Vt = span{A1 ⊗ · · · ⊗An : Ai ∈M2(C)
and Ai = I2 for all but at most t values of i} ⊆M2n(C).
This filtration models the error operators that corrupt at most t qubits for some
t. (Note that an operator C ∈ Vt can be a linear combination, or quantum super-
position, of operators that corrupt different sets of t or fewer qubits.) There is a
natural definition of a code subspace C ⊆ (C2)⊗n of minimum distance t, which is
then a quantum code. Quantum codes both resemble classical codes and are used
for the same purposes. Various generalizations of the quantum Hamming metric on
qubits have been studied; for instance, it is routine to replace qubits by qudits with
algebra Md(C). Knill, Laflamme, and Viola considered a general operator system
as an error model [17]; this is equivalent to a quantum graph metric withM = B(H)
(see Section 3.2). However, more general W*-metrics, even with M = B(H), have
not previously been studied to our knowledge.
A second motivation is the intermediate model of a measurable metric space
due to Weaver [29], in which the metric set X is replaced by a measure space
(X,µ). If µ is atomic, so that M = l∞(X), then a quantum metric on M is
equivalent to a classical metric on X (Proposition 2.5). In the general measurable
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setting, a measurable metric on (X,µ) is equivalent to a reflexive quantum metric
on L∞(X,µ) (Theorem 2.22).
Our new definition is related to the other models of quantum metric spaces
mentioned above. First, every spectral triple in Connes’ sense yields a W*-metric
(Definition 3.23). This can be seen as encoding the purely metric features of the
spectral triple, as opposed to its Riemannian or spinorial structure. Second, every
W*-metric yields a Leibniz Lipschitz seminorm in Rieffel’s sense (Definition 4.19).
Third, as anticipated in Weaver’s earlier work, every W*-metric yields a Lipschitz
algebra that is the domain of a W*-derivation (Definition 4.20). One twist is
that in the noncommutative case, the classical Lipschitz condition |f(x) − f(y)| ≤
C ·d(x, y) splits into two distinct conditions, a commutation condition and a spectral
condition. The commutation version is the one with good algebraic properties, but
it is the spectral version that admits an elegant abstract axiomatization (Definition
4.14).
We establish several equivalent definitions of a W*-metric space. Our main
definition is the one stated above in terms of W*-filtrations. This is trivially equiv-
alent to a displacement gauge on B(H) (Definition 2.1 (b)). A much deeper result
gives an intrinsic characterization of quantum metrics in terms of quantum dis-
tance functions defined on pairs of projections inM⊗B(l2) (Definition 2.7/Theorem
2.45). This characterization can be attractively recast in terms of quantum Lipschitz
gauges on the self-adjoint part of M⊗B(l2) (Definition 4.14/Corollary 4.17).
We wish to thank David Blecher, Chris Bumgardner, Renato Feres, Jerry
Kaminker, Michael Kapovich, Nets Katz, Greg Knese, Emmanuel Knill, John Mc-
Carthy, Stephen Power, Marc Rieffel, Zhong-Jin Ruan, David Sherman, and Andra´s
Vasy for helpful conversations. We also thank the referee for suggesting many minor
improvements.
We work with complex scalars throughout. “Projection” always means “orthog-
onal projection”.
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1. Measurable and quantum relations
It is convenient to begin with a brief summary of basic results about measurable
and quantum relations. This material will be used sporadically in subsequent sec-
tions. For a fuller treatment see [35]. The reader is encouraged to skip this chapter
and refer back to it as needed.
We first state the definition of a measurable relation. A measure space (X,µ)
is finitely decomposable if it can be partitioned into a possibly uncountable family
of finite measure subspaces Xλ such that a set S ⊆ X is measurable if and only
if its intersection with each Xλ is measurable, in which case µ(S) =
∑
µ(S ∩Xλ)
([32], Definition 6.1.1). Finitely decomposable measures generalize both σ-finite
measures and counting measures. The significance of the condition is that it ensures
L∞(X,µ) ∼= L1(X,µ)∗, and hence that the projections in L∞(X,µ) (equivalently,
the measurable subsets of X up to null sets) constitute a complete Boolean algebra.
Definition 1.1. ([35], Definition 1.2) Let (X,µ) be a finitely decomposable mea-
sure space. A measurable relation on X is a family R of ordered pairs of nonzero
projections in L∞(X,µ) such that(∨
pλ,
∨
qκ
)
∈ R ⇔ some (pλ, qκ) ∈ R (∗)
for any pair of families of nonzero projections {pλ} and {qκ}.
Now let H be a complex Hilbert space, not necessarily separable. Recall ([27],
Definition II.2.1) that the weak* (or σ-weak operator) topology on B(H) is the
weak topology arising from the pairing 〈A,B〉 7→ tr(AB) of B(H) with the trace
class operators T C(H); that is, it is the weakest topology that makes the map
A 7→ tr(AB) continuous for all B ∈ T C(H). The weak* topology is finer than the
weak operator topology but the two agree on bounded sets.
An operator algebra is a linear subspace of B(H) that is stable under products.
A subspace of B(H) is self-adjoint if it is stable under adjoints and unital if it
contains the identity operator I. A von Neumann algebra is a weak* closed self-
adjoint unital operator algebra. We will refer to [27] for standard facts about von
Neumann algebras. For example, the commutant of a von Neumann algebra M is
the von Neumann algebra
M′ = {A ∈ B(H) : AB = BA for all B ∈M}
and von Neumann’s double commutant theorem states that every von Neumann
algebra equals the commutant of its commutant, M =M′′ ([27], Theorem II.3.9).
A dual operator space is a weak* closed subspace V of B(H); it is a W*-bimodule
over a von Neumann algebra M⊆ B(H) if MVM⊆ V . A dual operator system is
a self-adjoint unital dual operator space.
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Definition 1.2. ([35], Definition 2.1) A quantum relation on a von Neumann alge-
braM⊆ B(H) is a W*-bimodule over its commutantM′, i.e., it is a weak* closed
subspace V ⊆ B(H) satisfying M′VM′ ⊆ V .
Quantum relations are effectively representation independent.
Theorem 1.3. ([35], Theorem 2.7) Let H1 and H2 be Hilbert spaces and let
M1 ⊆ B(H1) and M2 ⊆ B(H2) be isomorphic von Neumann algebras. Then any
isomorphism induces a 1-1 correspondence between the quantum relations on M1
and the quantum relations on M2, and this correspondence respects the conditions
V ⊆ W, V =M′, V∗ =W, and UVwk
∗
=W.
If H2 = K⊗H1 then the 1-1 correspondence is given by V ↔ B(K)⊗V , where ⊗
is the normal spatial tensor product, i.e., the weak* closure of the algebraic tensor
product in B(K ⊗ H). Checking this case suffices to establish the result, because
any two faithful normal unital representations of a von Neumann algebra become
spatially equivalent when each is tensored with a large enough Hilbert space ([27],
Theorem IV.5.5).
Quantum relations effectively reduce to classical relations in the atomic abelian
case. Let Vxy be the rank one operator Vxy : g 7→ 〈g, ey〉ex on l2(X). Here {ex} is
the standard basis of l2(X).
Proposition 1.4. ([35], Proposition 2.2) Let X be a set and let M ∼= l∞(X) be
the von Neumann algebra of bounded multiplication operators on l2(X). If R is a
relation on X then
VR = {A ∈ B(l2(X)) : (x, y) 6∈ R ⇒ 〈Aey, ex〉 = 0}
= spanwk
∗{Vxy : (x, y) ∈ R}
is a quantum relation on M; conversely, if V is a quantum relation on M then
RV = {(x, y) ∈ X2 : 〈Aey, ex〉 6= 0 for some A ∈ V}
is a relation on X. The two constructions are inverse to each other.
Before we state the fundamental result relating measurable relations on (X,µ)
and quantum relations on L∞(X,µ), we need the notion of (operator) reflexivity:
Definition 1.5. ([35], Definition 2.14) A subspace V ⊆ B(H) is (operator) reflexive
if
V = {B ∈ B(H) : PVQ = 0 ⇒ PBQ = 0},
with P and Q ranging over projections in B(H).
A simple observation is that if V is a quantum relation on M then P and Q
can be restricted to range over projections in M in the preceding definition ([35],
Proposition 2.15).
For f ∈ L∞(X,µ) let Mf ∈ B(L2(X,µ)) be the corresponding multiplication
operator, Mf : g 7→ fg.
Theorem 1.6. ([35], Theorem 2.9/Corollary 2.16) Let (X,µ) be a finitely decom-
posable measure space and let M ∼= L∞(X,µ) be the von Neumann algebra of
bounded multiplication operators on L2(X,µ). If R is a measurable relation on X
then
VR = {A ∈ B(L2(X,µ)) : (p, q) 6∈ R ⇒ MpAMq = 0}
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is a quantum relation on M; conversely, if V is a quantum relation on M then
RV = {(p, q) :MpAMq 6= 0 for some A ∈ V}
is a measurable relation on X. We have R = RVR for any measurable relation R
on X and V ⊆ VRV for any quantum relation V on M, with equality if and only if
V is reflexive.
The following basic tool will be used repeatedly.
Lemma 1.7. ([35], Lemma 2.8) Let V be a quantum relation on a von Neumann
algebra M ⊆ B(H) and let A ∈ B(H) − V. Then there is a pair of projections P
and Q in M⊗B(l2) ⊆ B(H ⊗ l2) such that
P (A⊗ I)Q 6= 0
but
P (B ⊗ I)Q = 0
for all B ∈ V.
We conclude this brief review of quantum relations with a result that character-
izes them intrinsically. Denote the range projection of A by [A].
Definition 1.8. ([35], Definition 2.24) Let M be a von Neumann algebra and
let P be the set of projections in M⊗B(l2), equipped with the restriction of the
weak operator topology. An intrinsic quantum relation on M is an open subset
R ⊂ P × P satisfying
(i) (0, 0) 6∈ R
(ii) (
∨
Pλ,
∨
Qκ) ∈ R ⇔ some (Pλ, Qκ) ∈ R
(iii) (P, [BQ]) ∈ R ⇔ ([B∗P ], Q) ∈ R
for all projections P,Q, Pλ, Qκ ∈ P and all B ∈ I ⊗ B(l2).
Theorem 1.9. ([35], Theorem 2.32) Let M ⊆ B(H) be a von Neumann algebra
and let P be the set of projections in M⊗B(l2). If V is a quantum relation on M
then
RV = {(P,Q) ∈ P2 : P (A⊗ I)Q 6= 0 for some A ∈ V}
is an intrinsic quantum relation on M; conversely, if R is an intrinsic quantum
relation on M then
VR = {A ∈ B(H) : (P,Q) 6∈ R ⇒ P (A⊗ I)Q = 0}
is a quantum relation on M. The two constructions are inverse to each other.
2. Quantum metrics
In this chapter we state our new definition of quantum metric spaces, present
some related definitions, and develop their basic properties. The principal difference
between our approach here and earlier work on quantum metrics is that we do not
attempt to directly model a noncommutative version of the Lipschitz functions on
a metric space, in the way that C*-algebras and von Neumann algebras generalize
C(X) and L∞(X,µ) spaces (though we do eventually attain this goal in Corollary
4.17). Instead, our definition is based on the idea of mass transport. Operators on
L2(X,µ) are graded by the maximum distance that they displace mass supported
in localized regions of X , and it is this notion of displacement that replaces Lips-
chitz number as the fundamental quantity. Our motivation comes from quantum
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information theory, where one wants to recover quantum mechanically encoded in-
formation that may have been corrupted, i.e., displaced from its original state by
the introduction of errors. (We discuss quantum information theory in Section 3.4
and Lipschitz numbers in Chapter 4.)
Operators that displace mass only a maximum distance have been widely used in
various parts of mathematics, often under the name of finite propagation operators.
Some representative references are [6, 24, 26]. It is possible that our approach
could shed new light on some of this work, or that it could point the way to
noncommutative generalizations.
2.1. Basic definitions. We adopt the convention that metric spaces can have
infinite distances. Thus, a metric on a set X is a function d : X2 → [0,∞] such
that d(x, y) = 0 ⇔ x = y, d(x, y) = d(y, x), and d(x, z) ≤ d(x, y) + d(y, z), for
all x, y, z ∈ X , and a pseudometric is defined similarly with the first condition
weakened to d(x, x) = 0 for all x ∈ X . If d(x, y) < ∞ for all x and y then we say
that all distances are finite.
We model quantum metrics using a special class of filtrations of B(H). Recall
that a dual operator system is a weak* closed self-adjoint unital subspace of B(H).
Definition 2.1. (a) A W*-filtration of B(H) is a one-parameter family of dual
operator systems V = {Vt}, t ∈ [0,∞), such that
(i) VsVt ⊆ Vs+t for all s, t ≥ 0
(ii) Vt =
⋂
s>t Vs for all t ≥ 0.
(b) A displacement gauge on B(H) is a function D : B(H)→ [0,∞] such that
(i) D(I) = 0
(ii) D(aA) ≤ D(A) for a ∈ C
(iii) D(A+B) ≤ max{D(A), D(B)}
(iv) D(A∗) = D(A)
(v) D(AB) ≤ D(A) +D(B)
(vi) Aλ → A weak operator implies D(A) ≤ lim inf D(Aλ)
for all A,B,Aλ ∈ B(H) with sup ‖Aλ‖ <∞.
In part (a) the appropriate convention for t =∞ is V∞ = B(H).
The notions of W*-filtration and displacement gauge are equivalent:
Proposition 2.2. If V is a W*-filtration of B(H) then
DV(A) = inf{t : A ∈ Vt}
(with inf ∅ =∞) is a displacement gauge on B(H). Conversely, if D is a displace-
ment gauge on B(H) then VD = {VDt } with
VDt = {A ∈ B(H) : D(A) ≤ t}
is a W*-filtration. The two constructions are inverse to each other.
The proof of this proposition is straightforward. (Recall from the Krein-Smulian
theorem that a subspace of B(H) is weak* closed if and only if it is boundedly
weak operator closed.) The equivalence between W*-filtrations and dispacement
gauges is not technically substantial, but we nonetheless find it convenient to be
able to pass between the two concepts. Broadly speaking, W*-filtrations tend to
be formally simpler but diplacement gauges may be more intuitive.
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For the sake of notational simplicity we will generally suppress the subscript and
simply write D for the displacement gauge associated to a W*-filtration V.
We now present our definition of quantum metrics.
Definition 2.3. A quantum pseudometric on a von Neumann algebra M⊆ B(H)
is a W*-filtrationV of B(H) satisfyingM′ ⊆ V0; it is a quantum metric if V0 =M′.
Note that V0 is automatically a von Neumann algebra, so that any W*-filtration
V is a quantum metric on M = V ′0. If V is a quantum pseudometric on a von
Neumann algebra M then V ′0 is a von Neumann algebra contained in M, and
passing from M to V ′0 is the quantum version of factoring out null distances in
order to turn a pseudometric into a metric.
Also, observe that the filtration condition implies that each Vt is a bimodule
over V0. Thus if V is a quantum pseudometric on M then each Vt is a quantum
relation on M (Definition 1.2). We can say: a quantum pseudometric on M is
a one-parameter family of quantum relations on M which satisfy conditions (i)
and (ii) in Definition 2.1 (a). This allows us to immediately deduce from Theorem
1.3 the fact, which we record now, that quantum pseudometrics are representation
independent. We order quantum pseudometrics by inclusion and write V ≤W if
Vt ⊆ Wt for all t.
Theorem 2.4. Let H1 and H2 be Hilbert spaces and let M1 ⊆ B(H1) and M2 ⊆
B(H2) be isomorphic von Neumann algebras. Then any isomorphism induces an
order preserving 1-1 correspondence between the quantum (pseudo)metrics on M1
and the quantum (pseudo)metrics on M2.
We will give intrinsic characterizations of quantum pseudometrics in Definition
2.7/Theorem 2.45 and Definition 4.14/Corollary 4.17 below.
The interpretation of the Vt as quantum relations corresponds to the classical
fact that a metric d on a set X gives rise to a family of relations
Rt = {(x, y) ∈ X2 : d(x, y) ≤ t},
one for each value of t ∈ [0,∞). The usual metric axioms can be recast as properties
of this family of relations:
(i) R0 is the diagonal relation ∆
(ii) Rt = R
T
t for all t
(iii) RsRt ⊆ Rs+t for all s and t
corresponding to the metric axioms d(x, y) = 0⇔ x = y, d(x, y) = d(y, x), d(x, z) ≤
d(x, y) + d(y, z). (In (ii), RT is the transpose of R.) The relations are also nested
such that Rt =
⋂
s>t Rs for all t. Conversely, it is easy to check that any family of
relations with the preceding properties arises from a unique metric defined by
d(x, y) = inf{t : (x, y) ∈ Rt}.
Pseudometrics are characterized similarly, with condition (i) weakened to
(i’) R0 contains the diagonal relation ∆.
Thus classical metrics and pseudometrics have an alternative axiomatization as
one-parameter families of relations satisfying the above conditions. A moment’s
thought shows that replacing classical relations with quantum relations yields our
definitions of quantum metrics and pseudometrics, the only (inessential) difference
being that we do not explicitly specify that Vt be a bimodule overM′ ⊆ V0, because
this follows anyway from the filtration property.
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In light of Proposition 1.4, the above implies that Definition 2.1 should reduce
to the classical notions of pseudometric and metric in the atomic abelian case. The
proof of the following proposition is essentially just this observation. Recall that
Vxy ∈ B(l2(X)) is the rank one operator Vxy : g 7→ 〈g, ey〉ex.
We emphasize that in the following result, although X is in effect given the
discrete topology, the metric d is completely arbitrary. There is no restriction on
the metrics which can be handled by our theory.
Proposition 2.5. Let X be a set and let M∼= l∞(X) be the von Neumann algebra
of bounded multiplication operators on l2(X). If d is a pseudometric on X then
Vd = {Vdt } with
Vdt = {A ∈ B(l2(X)) : d(x, y) > t ⇒ 〈Aey, ex〉 = 0}
= spanwk
∗{Vxy : d(x, y) ≤ t}
(t ∈ [0,∞)) is a quantum pseudometric on M; conversely, if V is a quantum
pseudometric on M then
dV(x, y) = inf{t : 〈Aey , ex〉 6= 0 for some A ∈ Vt}
(with inf ∅ =∞) is a pseudometric on X. The two constructions are inverse to each
other, and this correspondence between pseudometrics and quantum pseudometrics
restricts to a correspondence between metrics and quantum metrics.
Proof. Let d be a pseudometric on X and for each t ∈ [0,∞) let Rt = {(x, y) ∈
X2 : d(x, y) ≤ t}. Then Vdt = VRt , the quantum relation associated to Rt as in
Proposition 1.4. It follows from Proposition 1.4 that the two expressions for Vdt
agree and that each Vdt is a weak* closed linear subspace of B(l2(X)) that contains
M, and since RTt = Rt it follows that Vdt is self-adjoint. Thus each Vdt is a dual
operator system and Vd0 contains M = M′. Since RsRt ⊆ Rs+t (the classical
triangle inequality), it follows that VdsVdt ⊆ Vds+t. Finally, Vdt =
⋂
s>t Vds because
d(x, y) ≤ t ⇔ d(x, y) ≤ s for all s > t. Thus Vd is a quantum pseudometric on
M. If d is a metric then R0 is the diagonal relation, hence Vd0 =M′, hence Vd is
a quantum metric.
Next let V be a quantum pseudometric on M. Then I ∈ V0 and 〈Iex, ex〉 6= 0
imply dV(x, x) = 0, for any x ∈ X . We have dV(x, y) = dV(y, x) because each Vt
is self-adjoint and
〈Aey, ex〉 6= 0 ⇔ 〈A∗ex, ey〉 6= 0.
The triangle inequality holds by the following argument. Suppose dV(x, y) < s and
dV(y, z) < t. Then there exist A ∈ Vs and B ∈ Vt such that 〈Aey, ex〉 6= 0 and
〈Bez, ey〉 6= 0. Since Vs and Vt are bimodules overM we then haveMexAMey ∈ Vs
and MeyBMez ∈ Vt. These are nonzero scalar multiples of the rank one operators
Vxy and Vyz , so Vxy ∈ Vs and Vyz ∈ Vt. Then Vxz = VxyVyz ∈ Vs+t, which
implies that dV(x, z) ≤ s + t. Taking the infimum over s and t yields dV(x, z) ≤
dV(x, y) + dV(y, z). So dV is a pseudometric. By similar reasoning, if dV(x, y) = 0
then Vxy ∈ Vs for all s > 0 and therefore Vxy ∈ V0. So if V is a quantum metric,
i.e., V0 =M, then
dV(x, y) = 0 ⇒ Vxy ∈ V0 ⇒ x = y,
and hence dV is a metric.
Now let d be a pseudometric on X , let V = Vd, and let d˜ = dV. Then Vt is the
quantum relation VRt associated to the relation Rt = {(x, y) ∈ X2 : d(x, y) ≤ t}
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and R˜t = {(x, y) ∈ X2 : d˜(x, y) ≤ t} is the relation associated to Vt, both as in
Proposition 1.4. So Rt = R˜t for all t by Proposition 1.4 and we conclude that
d = d˜.
Finally, let V be a quantum pseudometric on M, let d = dV, and let V˜ = Vd.
Then Rt = {(x, y) ∈ X2 : d(x, y) ≤ t} is the relation associated to Vt and V˜t is the
quantum relation associated to Rt, both as in Proposition 1.4. So V˜t = Vt for all t
by Proposition 1.4 and we conclude that V˜ = V. 
Pseudometrics on X correspond to displacement gauges on B(l2(X)) satisfying
D(A) = 0 for all A ∈M ∼= l∞(X) via the formulas
D(A) = sup{d(x, y) : 〈Aey, ex〉 6= 0}
and
d(x, y) = inf{D(A) : 〈Aey, ex〉 6= 0}.
2.2. More definitions. The next definition, of distances between pairs of projec-
tions inM⊗B(l2), is fundamental for later work. To some extent it replaces classical
distances between points. In the atomic abelian case it corresponds to the usual no-
tion of minimal distance between sets, d(S, T ) = inf{d(x, y) : x ∈ S, y ∈ T }. There
is a version of the triangle inequality which holds in this setting; see Definition 2.7
(v) below.
We give basic properties of the distance function in Proposition 2.8; we will show
later (Theorem 2.45) that these properties characterize quantum distance functions.
Definition 2.6. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). We define the distance between any projections P and Q inM⊗B(l2)
by
ρV(P,Q) = inf{t : P (A⊗ I)Q 6= 0 for some A ∈ Vt}
= inf{D(A) : A ∈ B(H) and P (A⊗ I)Q 6= 0}
(with inf ∅ =∞).
By identifyingM withM⊗ I ⊆M⊗B(l2) we can consider the restriction of ρV
to projections in M. Equivalently, for projections P and Q in M we have
ρV(P,Q) = inf{t : PAQ 6= 0 for some A ∈ Vt}
= inf{D(A) : A ∈ B(H) and PAQ 6= 0}.
For the sake of notational simplicity we will generally suppress the subscript and
simply write ρ for the distance function associated to a quantum pseudometric V.
It will be convenient later (in Theorem 2.45) to introduce the following termi-
nology. Recall that [A] denotes the range projection of A.
Definition 2.7. LetM be a von Neumann algebra and let P be the set of projec-
tions inM⊗B(l2). A quantum distance function onM is a function ρ : P2 → [0,∞]
such that
(i) ρ(P, 0) =∞
(ii) PQ 6= 0 ⇒ ρ(P,Q) = 0
(iii) ρ(P,Q) = ρ(Q,P )
(iv) ρ(P ∨Q,R) = min{ρ(P,R), ρ(Q,R)}
(v) ρ(P,R) ≤ ρ(P,Q) + sup{ρ(Q˜, R) : QQ˜ 6= 0}
(vi) ρ(P, [BQ]) = ρ([B∗P ], Q)
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(vii) if Pλ → P and Qλ → Q weak operator then ρ(P,Q) ≥
lim sup ρ(Pλ, Qλ)
for all projections P,Q,R, Pλ, Qλ ∈ M⊗B(l2) and all B ∈ I⊗B(l2). In (v) we take
the supremum over all projections Q˜ such that QQ˜ 6= 0.
Property (iv) can be strengthened to ρ(
∨
Pλ,
∨
Qκ) = inf ρ(Pλ, Qκ). This can
easily be proven directly for ρV, or it can be deduced from the stated properties.
(Property (iv) implies that ρ is monotone in the sense that P ≤ P˜ implies ρ(P˜ , Q) ≤
ρ(P,Q); this plus (iii) yields the inequality ≤. For the reverse inequality, first check
that ρ(
∨
Pλ,
∨
Qκ) = inf ρ(Pλ, Qκ) holds for finite joins using (iii) and (iv), and
then take limits using (vii) to pass to arbitrary joins.)
Proposition 2.8. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). Then ρV is a quantum distance function.
Proof. Verification of properties (i) through (iv) is easy. Property (vi) holds because
P (A⊗ I)[BQ] 6= 0 ⇔ P (A⊗ I)BQ 6= 0
⇔ PB(A⊗ I)Q 6= 0
⇔ [B∗P ](A⊗ I)Q 6= 0.
One can check property (vii) using the fact that Pλ → P and Qλ → Q weak
operator implies Pλ → P and Qλ → Q strong operator (so Pλ(A⊗ I)Qλ = 0 for all
λ implies P (A⊗ I)Q = 0).
For (v) assume ρ(P,Q) <∞, let ǫ > 0, and find A ∈ B(H) such that P (A⊗I)Q 6=
0 and D(A) ≤ ρ(P,Q)+ǫ. Then QQ˜ 6= 0 where Q˜ is the projection onto the closure
of
(M′ ⊗ I)(ran((A∗ ⊗ I)P )
and Q˜ ∈ M⊗B(l2) since its range is invariant for M′ ⊗ I = (M⊗B(l2))′. Now
assume ρ(Q˜, R) < ∞ and find C ∈ B(H) such that Q˜(C ⊗ I)R 6= 0 and D(C) ≤
ρ(Q˜, R) + ǫ. It follows that R(C∗ ⊗ I)Q˜ 6= 0, so R(C∗B∗A∗ ⊗ I)P 6= 0 for some
B ∈M′, and hence P (ABC ⊗ I)R 6= 0 for some B ∈ M′. Then
ρ(P,R) ≤ D(ABC) ≤ D(A) +D(B) +D(C) ≤ ρ(P,Q) + ρ(Q˜, R) + 2ǫ.
Taking ǫ→ 0 yields the desired inequality. 
We now show that distance between projections is representation independent
and that the W*-filtration V can be recovered from the quantum distance function
ρV. Generally speaking, this means that any representation independent notion
defined in terms of V will have an equivalent definition in terms of ρV.
Proposition 2.9. Let π1 : M→ B(H1) and π2 : M→ B(H2) be faithful normal
unital representations of a von Neumann algebra M, let V1 be a quantum pseu-
dometric on π1(M), and let V2 be the corresponding quantum pseudometric on
π2(M) as in Theorem 2.4. Then the quantum distance functions ρV1 and ρV2 on
projections in M⊗B(l2) associated to V1 and V2 are equal.
Proof. As in the proof of Theorem 1.3, it is sufficient to consider the case where
π1 = id, H2 = K ⊗H1, and π2 : A 7→ IK ⊗A. Given projections P,Q ∈ M⊗B(l2),
the corresponding projections in π2(M)⊗B(l2) are then IK ⊗P and IK ⊗Q. Also,
if V1 = {V1t } then V2 = {V2t } with V2t = B(K)⊗V1t . Now if P (A ⊗ Il2 )Q 6= 0 for
some A ∈ V1t then IK ⊗A ∈ V2t and
(IK ⊗ P )(IK ⊗A⊗ Il2)(IK ⊗Q) 6= 0;
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conversely, if P (A⊗ Il2)Q = 0 for all A ∈ V1t then
(IK ⊗ P )(B ⊗A⊗ Il2 )(IK ⊗Q) = 0
for all A ∈ V1t and all B ∈ B(K) and hence
(IK ⊗ P )(A˜⊗ Il2 )(IK ⊗Q) = 0
for all A˜ ∈ V2t . So ρV1(P,Q) = ρV2(IK ⊗ P, IK ⊗Q). 
Proposition 2.10. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). Then
Vt = {A ∈ B(H) : ρ(P,Q) > t ⇒ P (A⊗ I)Q = 0}
for all t ∈ [0,∞), with P and Q ranging over projections in M⊗B(l2).
Proof. Let V˜t = {A ∈ B(H) : ρ(P,Q) > t ⇒ P (A ⊗ I)Q = 0}. Then Vt ⊆ V˜t
is immediate from the definition of ρ. Conversely, let A ∈ B(H) − Vt; then we
must have A 6∈ Vs for some s > t and by Lemma 1.7 there exist projections P,Q ∈
M⊗B(l2) such that P (B ⊗ I)Q = 0 for all B ∈ Vs, and hence ρ(P,Q) ≥ s > t, but
P (A⊗ I)Q 6= 0. This shows that A 6∈ V˜t. We conclude that Vt = V˜t. 
A W*-filtration V generally cannot be recovered from the restriction of ρV to
projections in M; see Example 3.1.
Next we introduce a von Neumann algebra which detects the existence of infinite
distances.
Definition 2.11. Let V = {Vt} be a W*-filtration. For t ∈ (0,∞] we define
V<t =
⋃
s<t
Vs
wk∗
.
In particular,
V<∞ =
⋃
t≥0
Vt
wk∗
= {A : D(A) <∞}wk
∗
.
Note that V<∞ is a von Neumann algebra that containsM′ ⊆ V0. Thus, it is the
commutant of a von Neumann subalgebra ofM. We show next that in the atomic
abelian case V<∞ corresponds to the equivalence relation x ∼ y ⇔ d(x, y) <∞ on
X . The condition V<∞ = B(H) is the quantum equivalent of all distances being
finite.
Proposition 2.12. Let X be a set and letM∼= l∞(X) be the von Neumann algebra
of bounded multiplication operators on l2(X). Also let d be a pseudometric on X
and define Vd as in Proposition 2.5. Then Vd<∞ =M′∞ where
M∞ = {Mf : f ∈ l∞(X) and d(x, y) <∞⇒ f(x) = f(y)} ⊆ M.
In particular, all distances in X are finite if and only if V<∞ = B(l2(X)).
Proof. M′∞ is the von Neumann algebra generated by the rank one operators Vxy
such that d(x, y) < ∞. Since Vdt = spanwk
∗{Vxy : d(x, y) ≤ t} it follows that
Vd<∞ =
⋃Vtwk∗ is also generated by {Vxy : d(x, y) <∞}. So Vd<∞ =M′∞. 
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The condition V<∞ = B(H) can also be characterized in terms of distances
between projections (and hence it is representation independent). Say that the
projections P and Q in M⊗B(l2) are unlinkable if there exist projections P˜ , Q˜ ∈
I ⊗ B(l2) with P ≤ P˜ , Q ≤ Q˜, and P˜ Q˜ = 0; otherwise they are linkable. The
motivation for these terms comes from the following proposition, which shows that
P and Q are linkable if and only if there is an operator A ∈ B(H) such that (A⊗I)v
is not orthogonal to the range of P , for some vector v in the range of Q.
Proposition 2.13. Let V be a quantum pseudometric on a von Neumann algebra
M ⊆ B(H). Two projections P and Q in M⊗B(l2) are linkable if and only if
there exists A ∈ B(H) such that P (A ⊗ I)Q 6= 0. If P and Q are unlinkable then
ρ(P,Q) =∞. The following are equivalent:
(i) V<∞ = B(H)
(ii) ρ(P,Q) <∞ for any linkable projections P and Q in M⊗B(l2)
(iii) ρ(P,Q) <∞ for any nonzero projections P and Q in M.
Proof. Suppose P ≤ P˜ and Q ≤ Q˜ where P˜ , Q˜ are projections in I ⊗ B(l2) which
satisfy P˜ Q˜ = 0. Then for any A ∈ B(H) we have A⊗ I ∈ B(H)⊗ I = (I ⊗ B(l2))′
and therefore
P (A⊗ I)Q = P (P˜ (A⊗ I)Q˜)Q = P ((A⊗ I)P˜ Q˜)Q = 0.
Conversely, if P (A⊗ I)Q = 0 for all A ∈ B(H) then the projections P˜ and Q˜ onto
the closures of (B(H)⊗ I)(ran(P )) and (B(H)⊗ I)(ran(Q)) satisfy P ≤ P˜ , Q ≤ Q˜,
P˜ Q˜ = 0, and
P˜ , Q˜ ∈ (B(H)⊗ I)′ = I ⊗ B(l2),
so P and Q are unlinkable.
It immediately follows that ρ(P,Q) = ∞ for any unlinkable projections P and
Q in M⊗B(l2).
(i) ⇒ (ii): Suppose V<∞ = B(H) and ρ(P,Q) =∞. Then P (A⊗ I)Q = 0 for all
A ∈ B(H) with D(A) < ∞, and hence, by taking weak* limits, for all A ∈ B(H).
Thus P and Q are unlinkable.
(ii) ⇒ (iii): Trivial.
(iii) ⇒ (i): If V<∞ 6= B(H) then there exists a nontrivial projection P in its
commutant. Then P and I − P are both nonzero but ρ(P, I − P ) =∞. 
Next we present a variety of basic definitions that can be made directly in terms
of the W*-filtration V, followed by a series of propositions giving basic facts about
them.
Definition 2.14. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H).
(a) The diameter of V is the quantity
diam(V) = inf{t : Vt = B(H)} = sup{D(A) : A ∈ B(H)}
(with inf ∅ =∞).
(b) For ǫ > 0 and P a projection in M, the open ǫ-neighborhood of P is the
projection (P )ǫ onto
V<ǫ(ran(P )) =
∨
t<ǫ
Vt(ran(P )).
Equivalently, (P )ǫ =
∨{[AP ] : D(A) < ǫ}.
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(c) The closure of a projection P ∈M is the projection P onto⋂
t>0
Vt(ran(P ))
and P is closed if P = P .
(d) V is uniformly discrete if there exists t > 0 such that Vt = V0, or equivalently
there exists t > 0 such that
D(A) > 0 ⇒ D(A) ≥ t.
(e) V is a path quantum pseudometric if⋂
ǫ>0
Vs+ǫVt+ǫwk
∗
= Vs+t
for all s, t ≥ 0.
We will show below (Propositions 2.17 and 2.18) that (P )ǫ and P belong to M.
The notion of an open ǫ-neighborhood immediately suggests a definition of Haus-
dorff distance: if P and Q are projections in M, we can define their Hausdorff
distance to be
inf{ǫ : P ≤ (Q)ǫ and Q ≤ (P )ǫ}.
Observe that this is an actual pseudometric; it satisfies the triangle inequality be-
cause ((P )ǫ)δ ⊆ (P )ǫ+δ. If V andW are quantum pseudometrics on von Neumann
algebras M ⊆ B(H) and N ⊆ B(K) then we can define their Gromov-Hausdorff
distance to be the infimum of the Hausdorff distance between IH and IK over all
quantum pseudometrics on M⊕N that restrict to V on M and W on N , i.e.,
W*-filtrations of B(H ⊕K) whose intersection with B(H) ⊆ B(H ⊕K) equals V
and whose intersection with B(K) ⊆ B(H ⊕K) equals W. (Cf. Definition 2.32 (b)
and the discussion following it, which shows that the Gromov-Hausdorff distance is
always at most max{diam(V), diam(W)}/2.) This too is a pseudometric, the key
observation here being that if we are given a W*-filtration on B(H ⊕ H ′) which
restricts to V and V′, and a W*-filtration on B(H ′ ⊕ H ′′) which restricts to V′
and V′′, then after embedding both into B(H ⊕H ′ ⊕H ′′) their meet (see Defini-
tion 2.32 (c) below) restricts to a W*-filtration on B(H ⊕ H ′′) which restricts to
V and V′′. However, generally speaking this does not seem to be a good tool for
analyzing convergence of quantum metrics (e.g., the analog of Theorem 3.19 below
fails). A better candidate may be the notion of local convergence introduced below
in Definition 3.17.
We first observe that the preceding definitions reduce to the corresponding classi-
cal notions in the atomic abelian case. All parts of the next proposition are straight-
forward consequences of the characterization Vdt = spanwk
∗{Vxy : d(x, y) ≤ t}
(Proposition 2.5). Denote the characteristic function of the set S by χS .
Proposition 2.15. Let X be a set and letM∼= l∞(X) be the von Neumann algebra
of bounded multiplication operators on l2(X). Also let d be a pseudometric on X
and define Vd as in Proposition 2.5.
(a) diam(Vd) = sup{d(x, y) : x, y ∈ X}.
(b) For any S ⊆ X we have (MχS )ǫ = MχNǫ(S) where Nǫ(S) = {x ∈ X : d(x, S) <
ǫ}.
(c) For any S ⊆ X the closure of MχS is MχS .
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(d) Vd is uniformly discrete if and only if there exists t > 0 such that d(x, y) > 0
⇒ d(x, y) ≥ t.
(e) Vd is a path quantum pseudometric if and only if d(x, y) is the infimum of the
lengths of paths from x to y in the completion of X, for all x, y ∈ X.
Now we establish some basic properties of the concepts introduced in Defini-
tion 2.14. In particular, we provide some alternative characterizations in terms of
projection distances.
Proposition 2.16. Let V be a quantum pseudometric on a von Neumann algebra
M ⊆ B(H). Then diam(V) = sup{ρ(P,Q) : P and Q are linkable projections in
M⊗B(l2)}.
Proof. Let t ≥ 0 and suppose Vt 6= B(H). Let A ∈ B(H) − Vt; then by Lemma
1.7 there exist projections P and Q in M⊗B(l2) such that P (A ⊗ I)Q 6= 0 but
P (B ⊗ I)Q = 0 for all B ∈ Vt. Thus ρ(P,Q) ≥ t, and P (A⊗ I)Q 6= 0 implies that
P and Q are linkable (Proposition 2.13). Since diam(V) = sup{t : Vt 6= B(H)},
taking the supremum over t yields the inequality ≤. For the reverse inequality, let
P and Q be linkable projections in M⊗B(l2). Then there exists A ∈ B(H) such
that P (A⊗ I)Q 6= 0 by Proposition 2.13, and we have ρ(P,Q) ≤ D(A) ≤ diam(V).
Taking the supremum over P and Q yields the inequality ≥. 
Restricting the supremum in Proposition 2.16 only to nonzero projections inM
would not suffice in general; see Example 3.1.
Proposition 2.17. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H), let ǫ > 0, and let P be a projection in M. Then
(P )ǫ = I −
∨
{Q : ρ(P,Q) ≥ ǫ} ∈ M
with Q ranging over projections in M. The open ǫ-neighborhood of the join of any
family of projections in M equals the join of their open ǫ-neighborhoods.
Proof. First we check that (P )ǫ ∈ M. For each t < ǫ the subspace Vt(ran(P )) ⊆ H
is invariant for M′ ⊆ V0. Hence the join of these subspaces, which is the range of
(P )ǫ, is also invariant for M′, and this shows that (P )ǫ ∈M.
Define P˜ = I −∨{Q ∈ M : Q is a projection and ρ(P,Q) ≥ ǫ}. If ρ(P,Q) ≥ ǫ
and D(A) < ǫ then QAP = 0; it follows that Q(P )ǫ = 0, and this shows that
(P )ǫ ≤ P˜ . Conversely, let Q = I − (P )ǫ. Then QAP = 0 for all A ∈ B(H) with
D(A) < ǫ, so ρ(P,Q) ≥ ǫ, and this plus the result of the last paragraph shows that
Q belongs to the join used to define P˜ . Thus I − (P )ǫ ≤ I − P˜ . We conclude that
(P )ǫ = P˜ .
The last assertion follows from the fact that[
A ·
∨
Pλ
]
=
∨
[APλ]
for any family of projections {Pλ} and any A ∈ B(H). Taking the join over D(A) <
ǫ yields the open ǫ-neighborhood of
∨
Pλ on the left and the join of the open ǫ-
neighborhoods of the Pλ on the right. 
Proposition 2.18. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let P be a projection in M. Then
P =
∧
ǫ>0
(P )ǫ = I −
∨
{Q : ρ(P,Q) > 0} ∈ M
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with Q ranging over projections in M. We have ρ(P,Q) = ρ(P ,Q) for any projec-
tion Q in M. The projection P is closed, as is I − (P )ǫ for any ǫ > 0. The meet
of any family of closed projections is closed.
Proof. For any ǫ > 0 we have∨
t<ǫ
Vt(ran(P )) ≤ Vǫ(ran(P )) ≤
∨
t<2ǫ
Vt(ran(P ));
taking the meet over ǫ > 0, the first inequality yields
∧
ǫ>0(P )ǫ ≤ P and the second
yields P ≤ ∧ǫ>0(P )ǫ. So P = ∧ǫ>0(P )ǫ. Then by Proposition 2.17
I − P = I −
∧
ǫ>0
(P )ǫ
=
∨
ǫ>0
(I − (P )ǫ)
=
∨
ǫ>0
∨
{Q : ρ(P,Q) ≥ ǫ}
=
∨
{Q : ρ(P,Q) > 0},
which proves the second formula for P .
It is clear that ρ(P ,Q) ≤ ρ(P,Q) since P ≤ P . To prove the reverse inequality
supposeQAP 6= 0 and let δ > 0. Since P ≤ (P )δ there must existB ∈ V2δ such that
QABP 6= 0. But D(AB) ≤ D(A) + 2δ, so taking the infimum over A and letting
δ → 0 yields ρ(P,Q) ≤ ρ(P ,Q), as desired. We conclude that ρ(P ,Q) = ρ(P,Q).
It follows that
P = I −
∨
{Q : ρ(P ,Q) > 0} = I −
∨
{Q : ρ(P,Q) > 0} = P,
so that P is closed.
Next let ǫ > 0; then I − (P )ǫ =
∨{Q : ρ(P,Q) ≥ ǫ} implies ρ(I − (P )ǫ, P ) ≥ ǫ,
and hence ρ(I − (P )ǫ, P ) ≥ ǫ, so I − (P )ǫ belongs to the join that defines I − (P )ǫ.
Since I − (P )ǫ ≤ I − (P )ǫ is trivial, this shows that I − (P )ǫ = I − (P )ǫ, i.e.,
I − (P )ǫ is closed.
Finally, let {Pλ} be any family of closed projections in M and let P =
∧
Pλ.
Let
Q˜ =
∨
{Q : ρ(Pλ, Q) > 0 for some λ}.
Every Q that contributes to this join satisfies ρ(P,Q) > 0 and hence is orthogonal
to P . So P ≤ I − Q˜. However, since each Pλ is closed we have I − Pλ =
∨{Q :
ρ(Pλ, Q) > 0} ≤ Q˜ for all λ, and hence I − Q˜ ≤
∧
Pλ = P . Thus P ≤ P , and we
conclude that P is closed. 
Proposition 2.19. Let V be a quantum pseudometric on a von Neumann algebra
M ⊆ B(H). Then V is uniformly discrete if and only if there exists t > 0 such
that
ρ(P,Q) > 0 ⇒ ρ(P,Q) ≥ t,
with P and Q ranging over projections in M⊗B(l2).
Proof. If V0 = Vt for some t > 0 then it immediately follows from the definition
of ρ(P,Q) that it cannot lie in the interval (0, t). Conversely, suppose V0 6= Vt for
all t > 0 and fix t. Then there must exist s ∈ (0, t) such that Vs 6= Vt because
otherwise V0 =
⋂
s>0 Vs would equal Vt. Letting A ∈ Vt − Vs, Lemma 1.7 then
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yields the existence of projections P,Q ∈ M⊗B(l2) such that P (A ⊗ I)Q 6= 0 but
P (B ⊗ I)Q = 0 for all B ∈ Vs. We conclude that 0 < s ≤ ρ(P,Q) ≤ t. Since t > 0
was arbitrary, we have shown that inf{ρ(P,Q) : ρ(P,Q) > 0} = 0. 
2.3. The abelian case. Measurable metric spaces were introduced in [29] and
have subsequently been studied in connection with derivations [30, 31, 33] and
local Dirichlet forms [13, 14, 15]. We recall the basic definition:
Definition 2.20. ([32], Definition 6.1.3) Let (X,µ) be a finitely decomposable mea-
sure space and let P be the set of nonzero projections in L∞(X,µ). A measurable
pseudometric on (X,µ) is a function ρ : P2 → [0,∞] such that
(i) ρ(p, p) = 0
(ii) ρ(p, q) = ρ(q, p)
(iii) ρ(
∨
pλ,
∨
qκ) = infλ,κ ρ(pλ, qκ)
(iv) ρ(p, r) ≤ supq′≤q(ρ(p, q′) + ρ(q′, r))
for all p, q, r, pλ, qκ ∈ P . It is a measurable metric if for all disjoint p and q there
exist nets {pλ} and {qλ} such that pλ → p and qλ → q weak* and ρ(pλ, qλ) > 0 for
all λ.
If either p or q is (or both are) the zero projection then the appropriate convention
is ρ(p, q) = ∞. (Note that in the measurable triangle inequality, property (iv),
q′ ranges over nonzero projections.) Basic properties of measurable metrics are
summarized in Section 1.5 of [35].
In the atomic case measurable metrics reduce to pointwise metrics in the ex-
pected way:
Proposition 2.21. ([32], Proposition 6.1.4) Let µ be counting measure on a set
X. If d is a pseudometric on X then
ρd(χS , χT ) = inf{d(x, y) : x ∈ S, y ∈ T }
is a measurable pseudometric on X; conversely, if ρ is a measurable pseudometric
on X then
dρ(x, y) = ρ(ex, ey)
is a pseudometric on X. The two constructions are inverse to each other, and this
correspondence between pseudometrics and measurable pseudometrics restricts to a
correspondence between metrics and measurable metrics.
We omit the easy proof. (If d is a metric, we show that ρd is a measurable metric
by approximating disjoint positive measure subsets S, T ⊆ X by finite subsets.)
The relation between quantum metrics and measurable metrics is explained in
the following theorem.
Theorem 2.22. Let (X,µ) be a finitely decomposable measure space and let
M ∼= L∞(X,µ) be the von Neumann algebra of bounded multiplication operators
on L2(X,µ). If ρ is a measurable pseudometric on X then Vρ = {Vρt } with
Vρt = {A ∈ B(L2(X,µ)) : ρ(p, q) > t ⇒ MpAMq = 0}
is a quantum pseudometric on M; conversely, if V is a quantum pseudometric on
M then
ρV(p, q) = inf{D(A) :MpAMq 6= 0}
is a measurable pseudometric on M. We have ρ = ρVρ for any measurable pseudo-
metric ρ on X and V ≤ VρV for any quantum pseudometric V onM, with equality
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if and only if each Vt is reflexive (Definition 1.5). A measurable pseudometric ρ is
a measurable metric if and only if Vρ is a quantum metric.
Proof. Let ρ be a measurable pseudometric. It follows from Definition 2.20 (i) and
(iii) that pq 6= 0 implies ρ(p, q) = 0 (since p = p∨pq and q = q∨pq). Thus ρ(p, q) > t
⇒ MpMfMq = Mpfq = 0 for all f ∈ L∞(X,µ), which shows that M ⊆ Vρt for all
t. Each Vρt is self-adjoint because ρ is symmetric and is clearly weak operator, and
hence weak*, closed. So each Vρt is a dual operator system andM⊆ Vρ0 . Condition
(ii) in the definition of a W*-filtration (Definition 2.1) is easy. For condition (i)
let Rt be the measurable relation Rt = {(p, q) : ρ(p, q) < t} ([35], Lemma 1.16)
and observe that the corresponding quantum relations VRt = {A ∈ B(L2(X,µ)) :
ρ(p, q) ≥ t ⇒ MpAMq = 0} satisfy Vρt =
⋂
s>t VRs . Now let Vs,t,ǫ = VRs+ǫVRt+ǫ .
We have RVs,t,ǫ ⊆ Rs+t+2ǫ by Lemma 1.16 and Theorem 2.9 (d) of [35], so
VρsVρt ⊆ VRs+ǫVRt+ǫ = Vs,t,ǫ ⊆ VRVs,t,ǫ ⊆ VRs+t+2ǫ ;
intersecting over ǫ > 0 yields VρsVρt ⊆ Vρs+t. This completes the proof that Vρ is a
quantum pseudometric on M.
Next, let V be a quantum pseudometric on M. Verification of conditions (i),
(ii), and (iii) of Definition 2.20 for ρV is straightforward. For (iv), let p, q, and r
be nonzero projections in L∞(X,µ) and let ǫ > 0. We may assume ρV(q, r) < ∞.
Find A ∈ B(L2(X,µ)) such that D(A) ≤ ρV(q, r) + ǫ and MqAMr 6= 0. Then
Q =
∨
{[MfqAMr] : f ∈ L∞(X,µ)}
is invariant for M and hence Q = Mq′ for some nonzero q′ ≤ q. We may assume
ρ(p, q′) < ∞. Now find B ∈ B(L2(X,µ)) such that D(B) ≤ ρV(p, q′) + ǫ and
MpBMq′ 6= 0, so that MpBMfAMr 6= 0 for some f ∈ L∞(X,µ). Then
ρV(p, r) ≤ D(BMfA) ≤ D(B) +D(A) ≤ ρV(p, q′) + ρV(q′, r) + 2ǫ
since ρV(q, r) ≤ ρV(q′, r). Taking the infimum over ǫ yields
ρV(p, r) ≤ sup
q′≤q
(ρV(p, q
′) + ρV(q
′, r)).
This completes the proof that ρV is a measurable metric.
Now let ρ be a measurable pseudometric, let V = Vρ, and let ρ˜ = ρV. Applying
the formula R = RVR (Theorem 1.6) to Rt = {(p, q) : ρ(p, q) < t} yields
Rt = {(p, q) : (∃A ∈ B(L2(X,µ)))
(ρ(p′, q′) ≥ t⇒Mp′AMq′ = 0 and MpAMq 6= 0)}.
Letting
R˜t = {(p, q) : ρ˜(p, q) < t}
= {(p, q) : (∃A ∈ B(L2(X,µ)))(D(A) < t and MpAMq 6= 0)},
we then have
R˜t ⊆ Rt ⊆ R˜t+ǫ
for all t and all ǫ > 0. This shows that ρ = ρ˜.
Next let V be any quantum pseudometric on M, let ρ = ρV, and let V˜ = Vρ.
The inequality V ≤ V˜ is straightfoward. Conversely, let
Wt = {A ∈ B(L2(X,µ)) : MpVtMq = 0 ⇒ MpAMq = 0},
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so that Vt ⊆ Wt and Vt is reflexive if and only if Vt =Wt. We have
V˜t = {A ∈ B(L2(X,µ)) :MpVt+ǫMq = 0 for some ǫ > 0 ⇒ MpAMq = 0},
and
Wt ⊆ V˜t ⊆ Wt+ǫ
for any ǫ > 0. Thus if each Vt is reflexive then
Vt =Wt ⊆ V˜t ⊆
⋂
s>t
Ws =
⋂
s>t
Vs = Vt
for all t, so that Vt = V˜t, and if some Vt is not reflexive then
Vt (Wt ⊆ V˜t
for that t, so that Vt 6= V˜t. So V = V˜ if and only if each Vt is reflexive.
Finally, let ρ be a measurable metric. If A ∈ Vρ0 then ρ(p, q) > 0 implies
MpAMq = 0, so the measurable metric condition implies that MpAMq = 0 for any
disjoint projections p and q in M. But this implies that A belongs to M, so we
have shown that if ρ is a measurable metric then Vρ0 = M, i.e., Vρ is a quantum
metric. For the converse, let the closure of q be q¯ = X − ∨{p : ρ(p, q) > 0}.
If ρ is not a measurable metric then the closed projections in L∞(X,µ) do not
generate L∞(X,µ) as a von Neumann algebra (see Section 1.5 of [35]). There must
therefore exist an operator A ∈ B(L2(X,µ)) that commutes with Mq for every
closed projection q in L∞(X,µ) but does not belong to M. Now if A 6∈ Vρ0 then
there exist projections p, q ∈ L∞(X,µ) with ρ(p, q) > 0 and MpAMq 6= 0, but then
A cannot commute withMq¯, a contradiction. So we conclude that A ∈ Vρ0 , and this
shows that Vρ0 6=M. So if ρ is not a measurable metric then Vρ is not a quantum
metric. 
2.4. Reflexivity and stabilization. We have seen the value of working with pro-
jections inM⊗B(l2), and we will give simple examples in Section 3.1 showing that
projections in M generally do not suffice in the basic results of the theory. How-
ever, by inflating M to M˜ = M⊗B(l2) and {Vt} to {Vt ⊗ I} we can ensure that
projections in M˜ do suffice for the basic theory. This is a consequence of the general
principle that projections in M suffice if V is reflexive.
Definition 2.23. Let V = {Vt} be a quantum pseudometric on a von Neumann
algebraM⊆ B(H).
(a) V is reflexive if each Vt is reflexive (Definition 1.5).
(b) The stabilization of V is the quantum pseudometric V ⊗ I = {Vt ⊗ I} on the
von Neumann algebra M⊗B(l2).
We just give one illustration of the sufficiency of projections in M when V
is reflexive; cf. Proposition 2.10 and Example 3.1. The reader will not have any
difficulty in supplying analogous versions of, e.g., Propositions 2.16 and 2.19. See
also Proposition 2.30 below.
Proposition 2.24. Let V be a reflexive quantum pseudometric on a von Neumann
algebra M⊆ B(H). Then
Vt = {A ∈ B(H) : ρ(P,Q) > t ⇒ PAQ = 0}
for all t ∈ [0,∞), with P and Q ranging over projections in M.
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Proof. Fix t and let V˜t = {A ∈ B(H) : ρ(P,Q) > t ⇒ PAQ = 0}. Then Vt ⊆ V˜t
follows immediately from the definition of ρ (Definition 2.6). Conversely, let A ∈ V˜t.
For any s > t we have
PVsQ = 0 ⇒ ρ(P,Q) ≥ s ⇒ PAQ = 0
for any projections P,Q ∈M. By reflexivity we conclude that A belongs to Vs for
all s > t, and hence that A belongs to Vt. Thus Vt = V˜t. 
Next we observe that reflexivity can always be achieved by stabilization.
Proposition 2.25. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). Then V⊗ I is a reflexive quantum pseudometric on M⊗B(l2) and V
is a quantum metric if and only if V ⊗ I is a quantum metric.
The first assertion follows from ([35], Proposition 2.20) and the second is easy.
We can transfer results and constructions from M to M⊗B(l2). For example,
given a quantum pseudometric V on a von Neumann algebra M ⊆ B(H) and
ǫ > 0 we define the open ǫ-neighborhood of a projection P ∈ M⊗B(l2) to be the
projection onto
(V<ǫ ⊗ I)(ran(P )) =
∨
t<ǫ
(Vt ⊗ I)(ran(P )),
which is just its open ǫ-neighborhood in M⊗B(l2) relative to the quantum pseu-
dometric V ⊗ I. We similarly define the closure of P to be the projection onto⋂
t>0
(Vt ⊗ I)(ran(P )),
which again is just its closure in M⊗B(l2) relative to the quantum pseudometric
V ⊗ I. We still say that P is closed if it equals its closure. Note that Proposi-
tions 2.17 and 2.18 hold for projections in M⊗B(l2). Thus the above concepts all
have manifestly representation independent reformulations in terms of projection
distances in M⊗B(l2).
This notion of closure inM⊗B(l2) can be used to give an intrinsic characteriza-
tion of the metric/pseudometric distinction.
Proposition 2.26. Let V be a quantum pseudometric on a von Neumann algebra
M ⊆ B(H). Then V is a quantum metric if and only if the closed projections in
M⊗B(l2) generate M⊗B(l2) as a von Neumann algebra.
Proof. Let N ⊆ M⊗B(l2) be the von Neumann algebra generated by the closed
projections. We will show that N ′ = V0 ⊗ I; thus N = V ′0⊗B(l2), so that N =
M⊗B(l2) if and only if V0 =M′, i.e., V is a quantum metric.
Observe first that every projection in I⊗B(l2) is closed. ThusN ′ ⊆ (I⊗B(l2))′ =
B(H)⊗I. Now if A ∈ V0 then the range of any closed projection is clearly invariant
for A ⊗ I. Since A∗ also belongs to V0 it follows that A⊗ I commutes with every
closed projection, and therefore V0⊗ I ⊆ N ′. Conversely, let A ∈ B(H)−V0. Then
there exists t > 0 such that A 6∈ Vt, and by Lemma 1.7 we can then find projections
P,Q ∈ M⊗B(l2) such that P (B ⊗ I)Q = 0 for all B ∈ Vt but P (A ⊗ I)Q 6= 0. It
follows that P is orthogonal to Q, and thus the range of Q cannot be invariant for
A⊗ I. So A⊗ I does not commute with Q, and hence A⊗ I 6∈ N ′. This completes
the proof that N ′ = V0 ⊗ I. 
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2.5. Constructions with quantum metrics. In this section we describe some
simple constructions that can be performed on quantum metrics. We start by
identifying the appropriate morphisms in the category.
Definition 2.27. Let V and W be quantum pseudometrics on von Neumann
algebras M and N . A co-Lipschitz morphism from M to N is a unital weak*
continuous ∗-homomorphism φ : M → N for which there exists a number C ≥ 0
such that
ρ(P,Q) ≤ C · ρ((φ⊗ id)(P ), (φ⊗ id)(Q))
for all projections P,Q ∈ M⊗B(l2). The minimum value of C is the co-Lipschitz
number of φ, denoted L(φ), and φ is a co-contraction morphism if L(φ) ≤ 1. It is
a co-isometric morphism if it is surjective and
ρ(P˜ , Q˜) = sup{ρ(P,Q) : (φ⊗ id)(P ) = P˜ , (φ ⊗ id)(Q) = Q˜}
for all projections P˜ , Q˜ ∈ N⊗B(l2). We set L(φ) = ∞ if φ is not co-Lipschitz.
Thus
L(φ) = sup
P,Q
ρ(P,Q)
ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q))
with P and Q ranging over projections in M⊗B(l2) and using the convention
0
0 =
∞
∞ = 0.
We immediately record the most important property of co-Lipschitz morphisms,
which follows directly from their definition:
Proposition 2.28. Let V1, V2, and V3 be quantum pseudometrics on von Neu-
mann algebras M1, M2, and M3 and let φ : M1 → M2 and ψ : M2 → M3 be
co-Lipschitz morphisms. Then ψ ◦ φ : M1 →M3 is a co-Lipschitz morphism and
L(ψ ◦ φ) ≤ L(ψ)L(φ).
Definition 2.27 is motivated by the atomic abelian case, where the unital weak*
continuous ∗-homomorphisms from l∞(X) to l∞(Y ) are precisely the maps given
by composition with functions from Y to X . If X and Y are pseudometric spaces,
let L(f) denote the Lipschitz number of f : Y → X ,
L(f) = sup
x′,y′∈Y
dX(f(x
′), f(y′))
dY (x′, y′)
(with the convention 00 = 0).
Proposition 2.29. Let X and Y be pseudometric spaces and equip l∞(X) and
l∞(Y ) with the corresponding quantum pseudometrics (Proposition 2.5). If f :
Y → X is a Lipschitz function then φ : g 7→ g ◦ f is a co-Lipschitz morphism from
l∞(X) to l∞(Y ), and L(φ) = L(f). Every co-Lipschitz morphism from l∞(X) to
l∞(Y ) is of this form.
Proof. Let f be any function from Y to X and let φ : l∞(X)→ l∞(Y ) be compo-
sition with f . The projections in l∞(X)⊗B(l2) can be identified with projection-
valued functions from X into B(l2), and similarly for Y . Taking P = ex · I and
Q = ey ·I for x, y ∈ X , we have (φ⊗id)(P ) = χf−1(x) ·I and (φ⊗id)(Q) = χf−1(y) ·I.
So
d(x, y)
d(f−1(x), f−1(y))
=
ρ(P,Q)
ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q)) ≤ L(φ)
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for all x, y ∈ X , and hence
d(f(x′), f(y′))
d(x′, y′)
≤ d(f(x
′), f(y′))
d(f−1(f(x′)), f−1(f(y′)))
≤ L(φ)
for all x′, y′ ∈ Y ; taking the supremum over x′ and y′ then yields L(f) ≤ L(φ).
Conversely, let P and Q be any projection-valued functions from X into B(l2).
Then
ρ(P,Q) = inf{d(x, y) : P (x)Q(y) 6= 0}.
We may assume that ρ((φ⊗ id)(P ), (φ⊗ id)(Q)) <∞. Given ǫ > 0, find x′, y′ ∈ Y
such that
(φ⊗ id)(P )(x′) = P (f(x′))
and
(φ⊗ id)(Q)(y′) = Q(f(y′))
have nonzero product and d(x′, y′) ≤ ρ((φ⊗ id)(P ), (φ ⊗ id)(Q)) + ǫ. If d(x′, y′) ≥
ρ((φ⊗ id)(P ), (φ ⊗ id)(Q)) > ǫ > 0 then
ρ(P,Q)
ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q)) ≤
d(f(x′), f(y′))
d(x′, y′)− ǫ ,
and taking ǫ → 0 and the supremum over P and Q yields L(φ) ≤ L(f). If
ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q)) = 0 then either ρ(P,Q) = 0 and the pair P,Q does
not contribute to L(φ), or else ρ(P,Q) > 0 and the above implies
d(f(x′), f(y′))
d(x′, y′)
≥ ρ(P,Q)
ǫ
.
In that case taking ǫ → 0 yields L(f) = ∞, which again implies L(φ) ≤ L(f).
So we have shown that L(φ) = L(f), and hence φ is co-Lipschitz if and only if
f is Lipschitz. Since every unital weak* continuous ∗-homomorphism from l∞(X)
to l∞(Y ) is given by composition with a function f : Y → X , every co-Lipschitz
morphism must arise in the above manner. 
Under the assumption of reflexivity the co-Lipschitz number can be computed
using only projections in M. The proof of this result is notable for its use of the
hard direction of Theorem 1.9.
Proposition 2.30. Let V and W be quantum pseudometrics on von Neumann
algebras M ⊆ B(H) and N ⊆ B(K) and let φ : M → N be a unital weak*
continuous ∗-homomorphism. Suppose V is reflexive (Definition 2.23 (a)). Then
L(φ) = sup
P,Q
ρ(P,Q)
ρ(φ(P ), φ(Q))
,
with P and Q ranging over projections in M.
Proof. Let L˜(φ) = sup ρ(P,Q)/ρ(φ(P ), φ(Q)) be the supremum with P and Q
ranging over projections in M. Then it is immediate that L˜(φ) ≤ L(φ) since the
supremum defining the former is effectively contained in the supremum defining
the latter. For the reverse inequality, fix projections P and Q in M⊗B(l2). We
may assume that ρ(P,Q) > 0 and ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q)) <∞, so let 0 < s <
ρ(P,Q) and let t > ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q)). Then the pair ((φ ⊗ id)(P ), (φ ⊗
id)(Q)) belongs to the intrinsic quantum relation RWt (Definition 1.8) associated
to the quantum relationWt (Theorem 1.9) and hence the pair (P,Q) belongs to its
pullback R = φ∗(RWt) ([35], Proposition 2.25 (b)). Let V = VR be the quantum
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relation associated to R; then since (P,Q) ∈ R = RV (Theorem 1.9) there exists
A ∈ V such that P (A⊗ I)Q 6= 0. But ρ(P,Q) > s, so A 6∈ Vs, and this shows that
V 6⊆ Vs. Since Vs is reflexive we can then find projections P˜ , Q˜ ∈ M such that
P˜VsQ˜ = 0 but P˜VQ˜ 6= 0. Then ρ(P˜ , Q˜) ≥ s but (P˜ , Q˜) ∈ R so ρ(φ(P˜ ), φ(Q˜)) ≤ t,
so we have
ρ(P˜ , Q˜)
ρ(φ(P˜ ), φ(Q˜))
≥ s
t
.
Taking s→ ρ(P,Q) and t→ ρ((φ ⊗ id)(P ), (φ ⊗ id)(Q)) shows that
ρ(P,Q)
ρ((φ⊗ id)(P ), (φ ⊗ id)(Q)) ≤ L˜(φ)
and taking the supremum over P and Q finally yields L(φ) ≤ L˜(φ). 
The co-Lipschitz number is formulated in terms of the projection distances intro-
duced in Definition 2.6 but it has an equivalent version in terms of W*-filtrations.
We use the general form of a unital weak* continuous ∗-homomorphism φ :M→N
([27], Theorem IV.5.5) which states that every such map can be expressed as an
inflation followed by a restriction followed by an isomorphism. Since this expression
is not unique, if we defined L(φ) in the concrete way indicated below then the defi-
nition would appear to be ambiguous. But the fact that this definition is equivalent
to the intrinsic one given above means that there is actually no real ambiguity.
Proposition 2.31. Let V and W be quantum pseudometrics on von Neumann
algebras M⊆ B(H) and N ⊆ B(K) and let φ :M→N be a unital weak* continu-
ous ∗-homomorphism. Let K˜ be a Hilbert space, R a projection in B(K˜)⊗M′, and
U an isometry from K to ran(R) such that φ(A) = U∗(IK˜ ⊗ A)U for all A ∈ M.
Then
L(φ) = inf{C ≥ 0 :Wt ⊆ U∗(B(K˜)⊗VCt)U for all t ≥ 0}
(with inf ∅ =∞).
Proof. Let L˜(φ) = inf{C ≥ 0 :Wt ⊆ U∗(B(K˜)⊗VCt)U for all t ≥ 0}. Let P and Q
be projections in M⊗B(l2) and set
P˜ = (φ ⊗ id)(P ) = (U∗ ⊗ Il2)(IK˜ ⊗ P )(U ⊗ Il2 )
and
Q˜ = (φ⊗ id)(Q) = (U∗ ⊗ Il2)(IK˜ ⊗Q)(U ⊗ Il2),
both in N⊗B(l2).
Assuming ρ(P˜ , Q˜) <∞, let t > ρ(P˜ , Q˜) and find A ∈ Wt such that P˜ (A⊗Il2)Q˜ 6=
0. Then A ∈ U∗(B(K˜)⊗VL˜(φ)t)U , so
UAU∗ ∈ R(B(K˜)⊗VL˜(φ)t)R ⊆ B(K˜)⊗VL˜(φ)t
(since M′VL˜(φ)tM′ ⊆ VL˜(φ)t), and
(R⊗Il2)(IK˜⊗P )(UAU∗⊗Il2)(IK˜⊗Q)(R⊗Il2) = (U⊗Il2 )P˜ (A⊗Il2)Q˜(U∗⊗Il2) 6= 0.
Thus ρ(P,Q) ≤ L˜(φ)t, and taking t→ ρ(P˜ , Q˜) and then taking the supremum over
P and Q shows that L(φ) ≤ L˜(φ).
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Conversely, assume L˜(φ) > 0, let C < L˜(φ), and find t such that Wt 6⊆
U∗(B(K˜)⊗VCt)U , or equivalently, such that UWtU∗ 6⊆ B(K˜)⊗VCt. By Lemma
1.7 with IK˜ ⊗M in place ofM we can find projections P,Q ∈M⊗B(l2) such that
(IK˜ ⊗ P )(UAU∗ ⊗ Il2)(IK˜ ⊗Q) 6= 0
for some A ∈ Wt, and hence P˜ (A ⊗ Il2)Q˜ 6= 0 with P˜ = (φ ⊗ id)(P ) and Q˜ =
(φ⊗ id)(Q) as in the first part of the proof, but
(IK˜ ⊗ P )(B ⊗ Il2)(IK˜ ⊗Q) = 0
for all B ∈ B(K˜)⊗VCt. It follows that ρ(P,Q) ≥ Ct but ρ(P˜ , Q˜) ≤ t. So L(φ) ≥ C,
and we conclude that L˜(φ) ≤ L(φ). Thus we have shown that L(φ) = L˜(φ). 
The formula for L(φ) in Proposition 2.31 may be more transparent if the map φ
is explicitly decomposed as follows. LetM1 = IK˜ ⊗M ⊆ B(K˜⊗H),M2 =M1R,
and N1 = UNU∗ ⊆ B(ran(R)), equipped with quantum pseudometrics V1 = {V1t },
V2 = {V2t }, and W1 = {W1t } where
V1t = B(K˜)⊗Vt V2t = RV1tR W1t = UWtU∗.
Then φ = φr ◦ φ3 ◦ φ2 ◦ φ1 where φ1 :M→M1, φ2 :M1 →M2, φ3 :M2 → N1,
and φ4 : N1 → N are defined by φ1 : A 7→ IK˜ ⊗ A, φ2 : A 7→ AR, φ3 = id, and
φ4 : A 7→ U∗AU . Unless some degeneracy occurs such that L(φ) = L(φi) = 0 for
some i, we have
L(φ1) = inf{C ≥ 0 : V1t ⊆ B(K˜)⊗VCt for all t ≥ 0} = 1
L(φ2) = inf{C ≥ 0 : V2t ⊆ RV1t R for all t ≥ 0} = 1
L(φ3) = inf{C ≥ 0 :W1t ⊆ V2CtR for all t ≥ 0}
L(φ4) = inf{C ≥ 0 :Wt ⊆ U∗W1CtU for all t ≥ 0} = 1
and L(φ) = L(φ3).
Next we present three easy constructions.
Definition 2.32. (a) LetV be a quantum pseudometric on a von Neumann algebra
M ⊆ B(H) and let C ≥ 0. Then the truncation of V to C is the quantum
pseudometric V˜ = (V˜t) defined by
V˜t =
{
Vt if t < C
B(H) if t ≥ C.
(b) Let V andW be quantum pseudometrics on von Neumann algebrasM⊆ B(H)
and N ⊆ B(K). Their direct sum is the von Neumann algebraM⊕N ⊆ B(H⊕K)
equipped with the quantum pseudometric V ⊕W = {Vt ⊕Wt}.
(c) Let {Vλ} with Vλ = {Vλt } be a family of quantum pseudometrics on a von
Neumann algebra M ⊆ B(H). Their meet is the quantum pseudometric ∧Vλ =
{⋂λ Vλt }.
In the atomic abelian case truncations reduce to the classical construction
d˜(x, y) = min{d(x, y), C},
direct sums reduce to the disjoint union constructionX
∐
Y with d(x, y) =∞ for all
x ∈ X and y ∈ Y , and meets reduce to the supremum of a family of pseudometrics.
In the case of direct sums note that if diam(V), diam(W) ≤ C then we can truncate
their disjoint union to C without affecting the embedded copies of V andW. This
corresponds to setting d(x, y) = C for all x ∈ X and all y ∈ Y in the classical case.
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More generally, for any r ≥ max{diam(V), diam(W)}/2 we can replace Vt ⊕ Wt
with {[
A B
C D
]
: A ∈ Vt, B ∈ B(K,H), C ∈ B(H,K), D ∈ Wt
}
for all t ≥ r. This corresponds to setting d(x, y) = r for all x ∈ X and all y ∈ Y in
the classical case.
The meet construction in general is not obtained at the level of projections by
setting ρ(P,Q) = sup ρλ(P,Q); see Example 3.2. However, truncations and direct
sums do satisfy the obvious formulas at the projection level.
Proposition 2.33. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let V˜ be its truncation to C ≥ 0. Then
ρ
V˜
(P,Q) = min{ρV(P,Q), C}
for all linkable projections P,Q ∈M⊗B(l2).
(Recall from Proposition 2.13 that the distance between unlinkable projections
is always ∞.)
Proposition 2.34. Let V and W be quantum pseudometrics on von Neumann
algebras M ⊆ B(H) and N ⊆ B(K) and let P = P1 ⊕ P2 and Q = Q1 ⊕ Q2 be
projections in (M⊕N )⊗B(l2) ∼= (M⊗B(l2))⊕ (N⊗B(l2)). Then
ρV⊕W(P,Q) = min{ρV(P1, Q1), ρW(P2, Q2)}.
The proofs are straightforward. In the proof of Proposition 2.33 we use the fact
that if P and Q are linkable then there exists A ∈ B(H) such that P (A⊗ I)Q 6= 0
(Proposition 2.13).
We now turn to quotients, subobjects, and products. Quotients are simplest. If
φ : M→ N is a surjective unital weak* continuous ∗-homomorphism then ker(φ)
is a weak* closed ideal of M, and hence ker(φ) = RM for some central projection
R ∈ M. Thus M = RM⊕ (I − R)M with (I − R)M ∼= N . So metric quotients
are modelled by von Neumann algebra direct summands.
Definition 2.35. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). A metric quotient ofM is a direct summand N = RM⊆ B(K) ofM,
where R is a central projection inM and K = ran(R), together with the quantum
pseudometric W = {Wt} on N defined by
Wt = RVtR ⊆ B(K).
In this definition note that Wt ⊆ Vt because R ∈ M′ and Vt is a bimodule over
M′ ⊆ V0.
For example, in Definition 2.32 (b) M and N are metric quotients of M⊕N ,
and this remains true after truncation to max{diam(V), diam(W)}.
Proposition 2.36. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let N = RM be a metric quotient ofM with quantum pseudometric
W. Then the quantum distance function ρW on N is the restriction of the quantum
distance function ρV on M to N⊗B(l2) ⊆M⊗B(l2).
This proposition follows from the observation that if P and Q are projections in
N⊗B(l2) ⊆M⊗B(l2) and A ∈ Vt then RAR ∈ Wt ⊆ Vt and
P (A⊗ I)Q 6= 0 ⇔ P (RAR ⊗ I)Q 6= 0.
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Corollary 2.37. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let N = RM be a metric quotient ofM with quantum pseudometric
W. Then the map φ : A 7→ AR is a co-isometric morphism from M to N . Up to
isomorphism of the range every co-isometric morphism has this form.
Proof. Let P˜ and Q˜ be projections in N⊗B(l2). The projections in M⊗B(l2) ∼=
(RM⊗B(l2))⊕ ((I −R)M⊗B(l2)) that map to P˜ and Q˜ are just those of the form
P˜ ⊕P and Q˜⊕Q for arbitrary projections P and Q in (I −R)M⊗B(l2). We have
ρV(P˜ ⊕ P, Q˜⊕Q) ≤ ρV(P˜ ⊕ 0, Q˜⊕ 0) = ρW(P˜ , Q˜),
with equality if P = Q = 0. So φ is a co-isometric morphism.
Any co-isometric morphism is a surjective weak* continuous ∗-homomorphism
and hence up to isomorphism of the range is of the form φ : A 7→ AR from M to
N = RM where R is a central projection in M. The condition
ρW(P˜ , Q˜) = sup ρV(P˜ ⊕ P, Q˜ ⊕Q) = ρV(P˜ ⊕ 0, Q˜⊕ 0)
then implies that N is a metric quotient of M by Proposition 2.36. 
Next we consider subobjects. Even in the classical setting the dual construction
is slightly subtle; this is the metric quotient, discussed in Section 1.4 of [32].
Definition 2.38. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). A metric subobject ofM is a unital von Neumann subalgebra N ⊆M
together with the quantum pseudometric
VN =
∧
{W : V ≤W and N ′ ⊆ W0}
where W ranges over W*-filtrations of B(H). In other words, VN is the meet of
all quantum pseudometrics on N that dominate V.
Metric subobjects have an obvious universal property:
Proposition 2.39. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let N ⊆M be a metric subobject of M.
(a) The inclusion map ι : N →M is a co-contraction morphism (equipping N with
the quantum pseudometric VN ).
(b) If W is any quantum pseudometric on N which makes the inclusion map a
co-contraction morphism then the identity map from N to itself is a co-contraction
morphism from the pseudometric W to the pseudometric VN .
This holds because L(ι) ≤ 1 if and only ifV ≤W, by Proposition 2.31. However,
even basic questions such as “Under what conditions will a metric subobject of a
quantum metric be a quantum metric (not just a pseudometric)?” in general have
no simple answer. But this is already true in the classical case for the dual question
about quotients of metric spaces.
In order to define products of quantum metrics we need to be able to take tensor
products of dual operator systems. The most useful generalization of the spatial
tensor product of von Neumann algebras to dual operator spaces is the normal
Fubini tensor product [12]. If V ⊆ B(H) and W ⊆ B(K) are dual operator spaces
then their normal Fubini tensor product can be defined concretely as
V⊗FW = (V⊗B(K)) ∩ (B(H)⊗W)
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where ⊗ is, as before, the normal spatial tensor product (i.e., the weak* closure of
the algebraic tensor product). Abstractly, V⊗FW is characterized as the dual of
the projective tensor product of the preduals of V and W [2, 25]:
V⊗FW ∼= (V∗⊗ˆW∗)∗.
The normal spatial tensor product is always contained in the normal Fubini tensor
product but this inclusion may be strict. Thus, the equality V⊗FW = (V⊗B(K))∩
(B(H)⊗W), which is crucial for the following proof, fails in general for the normal
spatial tensor product.
Proposition 2.40. Let V = {Vt} and W = {Wt} be W*-filtrations of B(H) and
B(K), repectively. Then V⊗FW = {Vt⊗FWt} is a W*-filtration of B(H ⊗K).
Proof. We have
(Vs⊗FWs)(Vt⊗FWt) = ((Vs⊗B(K)) ∩ (B(H)⊗Ws))((Vt⊗B(K)) ∩ (B(H)⊗Wt))
⊆ ((Vs⊗B(K))(Vt⊗B(K))) ∩ ((B(H)⊗Ws)(B(H)⊗Wt))
⊆ (Vs+t⊗B(K)) ∩ (B(H)⊗Ws+t)
= Vs+t⊗FWs+t
and ⋂
s>t
Vs⊗FWs =
⋂
s>t
(Vs⊗B(K)) ∩ (B(H)⊗Ws)
=
(⋂
s>t
Vs⊗B(K)
)
∩
(⋂
s>t
B(H)⊗Ws
)
= (Vt⊗B(K)) ∩ (B(H)⊗Wt)
= Vt⊗FWt
so both conditions of Definition 2.1 (a) are satisfied. 
Definition 2.41. Let V and W be quantum pseudometrics on von Neumann
algebras M ⊆ B(H) and N ⊆ B(K). Their metric product is the von Neumann
algebra M⊗N ⊆ B(H ⊗K) equipped with the quantum pseudometric V⊗FW =
{Vt⊗FWt}.
Proposition 2.42. Let V and W be quantum pseudometrics on von Neumann
algebras M⊆ B(H) and N ⊆ B(K).
(a) The metric product V⊗FW is the meet of the quantum pseudometrics
V⊗W0 = {Vt⊗W0t } and V0⊗W = {V0t⊗Wt} where V0 = {V0t } and W0 = {W0t }
are the trivial quantum pseudometrics with V0t = B(H) and W0t = B(K) for all t.
(b) The natural embeddings ι1 : A 7→ A ⊗ IK and ι2 : B 7→ IH ⊗ B of M and N
into M⊗N realize M and N as metric subobjects of the metric product.
(c) V⊗FW is a quantum metric if and only if both V andW are quantum metrics.
Proof. (a) Trivial.
(b) By symmetry it is enough to consider the embedding ofM intoM⊗N . The
quantum pseudometric onM⊗I ⊆ B(H⊗K) corresponding to V is V⊗W0 where
W0 is the trivial quantum pseudometric as in part (a) (Theorem 1.3), so we have
to show that
V⊗W0 =
∧
{W˜ : V⊗FW ≤ W˜ and M′⊗B(K) ⊆ W˜0}
where W˜ ranges over W*-filtrations of B(H ⊗K). It is easy to check that V⊗W0
belongs to the meet on the right, which verifies the inequality ≤. For the reverse
28 GREG KUPERBERG AND NIK WEAVER
inequality, let W˜ be any W*-filtration satisfying V⊗FW ≤ W˜ and M′⊗B(K) ⊆
W˜0. Then Vt ⊗ I ⊆ W˜t for all t and I ⊗B(K) ⊆ W˜0. Since W˜0W˜t ⊆ W˜t, it follows
that Vt⊗B(K) ⊆ W˜t for all t, i.e., that V⊗W0 ≤ W˜. This verifies the inequality
≥.
(c) If either V orW is not a quantum metric then either M′ ( V0 or N ′ (W0,
and it follows that M′⊗N ′ ( V0⊗FW0, so that V⊗FW is not a quantum metric.
The reverse implication follows from the fact that
M′⊗N ′ =M′⊗FN ′
since M′ and N ′ are von Neumann algebras [11]. 
The definition of the metric product can be varied. For instance, an lp product
(1 ≤ p <∞) could be defined as the smallest W*-filtration W˜ = {W˜t} of B(H⊗K)
satisfying
Vs⊗FWt ⊆ W˜(sp+tp)1/p
for all s, t ≥ 0. This product also has the properties proven for the metric product
in Proposition 2.42 (b) and (c); the first holds by essentially the same proof given
for metric products, and the second follows from the fact that the lp product W*-
filtration is contained in the metric product W*-filtration. However, it is not clear
that the lp product W*-filtration has any more explicit description than the one
just given.
Finally, we note that the quotient, subobject, and product constructions dis-
cussed above reduce to the standard notions in the atomic abelian case.
Proposition 2.43. Let X and Y be pseudometric spaces with pseudometrics d and
d′ and let M ∼= l∞(X) and N ∼= l∞(Y ) be the von Neumann algebras of bounded
multiplication operators on l2(X) and l2(Y ), equipped with the corresponding quan-
tum pseudometrics (Proposition 2.5).
(a) For any subset X0 of X with inherited pseudometric d0, the von Neumann
algebra
M0 = {Mf : supp(f) ⊆ X0} ⊆M
equipped with the quantum pseudometric Vd0 (Proposition 2.5) is a metric quotient
of M. Every metric quotient of M is of this form.
(b) For any equivalence relation ∼ on X with quotient pseudometric d˜ ([32], Defi-
nition 1.4.2), the von Neumann algebra
M˜ = {Mf : f ∈ l∞(X), x ∼ y ⇒ f(x) = f(y)} ⊆ M
equipped with the quantum pseudometric Vd˜ is a metric subobject of M. Every
metric subobject of M is of this form.
(c) The metric product of M and N is the von Neumann algebra M⊗N ∼= l∞(X×
Y ) equipped with the quantum pseudometric VdX×Y associated to the pseudometric
dX×Y ((x1, y1), (x2, y2)) = max{d(x1, x2), d′(y1, y2)}.
The proof is straightforward. In part (b) we show thatVd˜ is the metric subobject
quantum pseudometric by observing that d˜ has the universal property stated in
Proposition 2.39; see ([32], Proposition 1.4.3).
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2.6. Intrinsic characterization. We show that quantum pseudometrics can be
characterized intrinsically in terms of quantum distance functions. But first we
observe that in finite dimensions quantum pseudometrics can be encoded as positive
operators in M⊗Mop.
Proposition 2.44. Let M ⊆ B(H) be a finite dimensional von Neumann algebra
and let V be a quantum pseudometric on M. Then there is a positive operator X
in M⊗Mop such that
Vt = {B ∈ B(H) : ΦP(t,∞)(X)(B) = 0}
for all t ≥ 0, where P(t,∞)(X) is the spectral projection of X and Φ is the action of
M⊗Mop on B(H) defined by
ΦA⊗C(B) = ABC.
Proof. For each t the set
It = {Y ∈M⊗Mop : ΦY (B) = 0 for all B ∈ Vt}
is a left ideal of M ⊗ Mop, and hence is of the form (M ⊗ Mop)Pt for some
projection Pt ∈M⊗Mop. Then Pt ∈ It, so ΦPt(B) = 0 for all B ∈ Vt. Conversely,
Y = Y Pt for any Y ∈ It, so that ΦPt(B) = 0 implies ΦY (B) = ΦY ΦPt(B) = 0
for all Y ∈ It implies B ∈ Vt. Thus Vt = {B : ΦPt(B) = 0}. Finally, the Pt for
t ≥ 0 constitute a decreasing right continous one-parameter family of projections
in M⊗Mop and hence are the spectral projections P(t,∞)(X) for some positive
operator X ∈M⊗Mop. 
Now we proceed to our main result which gives a general intrinsic characteriza-
tion of quantum pseudometrics. Recall the abstract notion of a “quantum distance
function” from Definition 2.7. Also recall that D = DV is the displacement gauge
associated to V (Proposition 2.2). We will give a different intrinsic characterization
in Corollary 4.17.
Theorem 2.45. Let M ⊆ B(H) be a von Neumann algebra. If V is a quantum
pseudometric on M then
ρV(P,Q) = inf{D(A) : A ∈ B(H) and P (A⊗ I)Q 6= 0}
(with inf ∅ =∞) is a quantum distance function onM; conversely, if ρ is a quantum
distance function on M then Vρ = {Vρt } with
Vρt = {A ∈ B(H) : ρ(P,Q) > t ⇒ P (A⊗ I)Q = 0}
is a quantum pseudometric onM. The two constructions are inverse to each other.
Proof. Let V be a quantum pseudometric on M. The fact that ρV is a quantum
distance function was proven in Proposition 2.8. Now let ρ be any quantum distance
function. We haveM′ ⊆ Vρt for all t by property (ii) of Definition 2.7 since
ρ(P,Q) > t ⇒ PQ = 0 ⇒ P (A⊗ I)Q = (A⊗ I)PQ = 0
for all A ∈ M′. Also Vρt is self-adjoint by property (iii) of Definition 2.7 and it is
weak* closed because
P (A⊗ I)Q = 0 ⇔ 〈(A⊗ I)w, v〉 = 0 for all v ∈ ran(P ), w ∈ ran(Q).
So each Vρt is a dual operator system and Vρ0 contains M′. The fact that Vρt =⋂
s>t Vρs for all t is easy. For the filtration condition, let A ∈ Vρs , B ∈ Vρt , and
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P,R ∈ P and suppose P (AB ⊗ I)R 6= 0. We must show that ρ(P,R) ≤ s+ t. Let
Q be the projection onto the closure of
(M′ ⊗ I)(ran((B ⊗ I)R)).
The range ofQ is invariant forM′⊗I and henceQ belongs to (M′⊗I)′ =M⊗B(l2).
We have P (A⊗ I)Q 6= 0 since [(B ⊗ I)R] ≤ Q and we have Q˜(B⊗ I)R 6= 0 for any
Q˜ ∈ P such that QQ˜ 6= 0 because
Q˜(B ⊗ I)R = 0 ⇒ Q˜(CB ⊗ I)R = 0 for all C ∈M′ ⇒ Q˜Q = 0.
Since A ∈ Vρs and B ∈ Vρt , the above implies that ρ(P,R) ≤ s+ t by property (v)
of Definition 2.7. This shows that AB ∈ Vρs+t, and we conclude that VρsVρt ⊆ Vρs+t.
This completes the proof that Vρ is a quantum pseudometric on M.
Now let V be any quantum pseudometric on M, let ρ = ρV, and let V˜ = Vρ.
The fact that V = V˜ is just the content of Proposition 2.10.
Finally, let ρ be any quantum distance function, let V = Vρ, and let ρ˜ = ρV.
Fix t > 0 and define
Rt = {(P,Q) ∈ P2 : ρ(P,Q) < t}
and
R˜t = {(P,Q) ∈ P2 : ρ˜(P,Q) ≤ t}.
Then Rt is an open subset of P2 because its complement is closed by property
(vii) of Definition 2.7. We have (0, 0) 6∈ Rt by property (i) of Definition 2.7,
(
∨
Pλ,
∨
Qκ) ∈ Rt ⇔ some (Pλ, Qκ) ∈ Rt by the comment following Definition
2.7, and (P, [BQ]) ∈ Rt ⇔ ([B∗P ], Q) ∈ Rt for all B ∈ I ⊗ B(l2) by property (vi)
of Definition 2.7. Thus Rt is an intrinsic quantum relation (Definition 1.8) and we
therefore have
Rt = {(P,Q) ∈ P2 : (∃A ∈ B(H))
(ρ(P ′, Q′) ≥ t⇒ P ′(A⊗ I)Q′ = 0 and P (A⊗ I)Q 6= 0}
by Theorem 1.9. Comparing this with the definition of R˜t then shows that Rt ⊆
R˜t ⊆ Rt+ǫ for all ǫ > 0. It follows that ρ(P,Q) = ρ˜(P,Q) for all P and Q, i.e.,
ρ = ρ˜. 
3. Examples
Our new definition of quantum metrics supports a wide variety of examples. This
is also true of the previously proposed definitions mentioned in the introduction,
and indeed the main classes of examples in the different cases substantially overlap.
If anything, a complaint could be made that the previous definitions are too broad.
In contrast, our definition is sufficiently rigid to permit, for example, a simple
classification of all quantum metrics on M2(C) (Proposition 3.6) and a general
analysis of translation-invariant quantum metrics on quantum tori (Theorem 3.16).
The metric aspect of error correcting quantum codes provided the original mo-
tivation behind our new approach. This connection is explained in Section 3.4. We
are able to present a natural common generalization of basic aspects of classical and
quantum error correction. Our theory also encompasses mixed classical/quantum
settings.
We present a small variety of interesting classes of examples. The list could
obviously be greatly expanded, but we have tried to give a fair representation of
the principal methods of construction.
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3.1. Operator systems. We begin our survey of examples with possibly the sim-
plest natural class. For any dual operator system A ⊆ B(H) define
VAt =


CI if 0 ≤ t < 1
A if 1 ≤ t < 2
B(H) if t ≥ 2.
The verification that VA = {VAt } is a quantum metric on M = B(H) is trivial.
Despite their simplicity, the VA are already good for producing easy counterexam-
ples.
Example 3.1. A quantum metric for which
Vt 6= {A ∈ B(H) : ρ(P,Q) > t ⇒ PAQ = 0},
with P and Q ranging over projections inM (cf. Proposition 2.10), and furthermore
diam(V) > sup{ρ(P,Q) : P and Q are nonzero projections in M}
(cf. Proposition 2.16). Let A be a dual operator system properly contained in
B(H) such that for any nonzero v, w ∈ H there exists A ∈ A with 〈Aw, v〉 6= 0. For
instance, we could take
A = {A ∈ B(H) : tr(AB) = 0}
where B is any nonzero traceless self-adjoint trace class operator. (Suppose
〈Aw, v〉 = 0 for all A ∈ A, with v and w nonzero. Then A 7→ 〈Aw, v〉 and
A 7→ tr(AB) are nonzero linear functionals with the same kernel, hence they are
scalar multiples of each other. This implies that B is a scalar multiple of the trace
class operator u 7→ 〈u, v〉w, which contradicts the assumption that it is traceless and
self-adjoint.) Then VA has diameter 2 but ρ(P,Q) = 1 for any nonzero projections
P,Q ∈ B(H).
Example 3.2. A pair of quantum metrics VA and VB on B(H) such that the
formula
ρVA∧VB(P,Q) = max{ρVA(P,Q), ρVB (P,Q)}
fails (cf. Propositions 2.33 and 2.34, where analogous formulas hold). Fix a pair of
orthogonal unit vectors v and w and find self-adjoint operators A and B such that
〈Aw, v〉 6= 0 6= 〈Bw, v〉
but A∩B = CI where A = span{A, I} and B = span{B, I}. It is clear that A and
B are dual operator systems, and letting P and Q be the projections onto Cv and
Cw, we have ρVA(P,Q) = ρVB(P,Q) = 1 but ρVA∧VB (P,Q) = 2.
It is worth noting that every quantum metric on B(H) for which the range of
the quantum distance function on linkable projections is contained in {0, 1, 2} is of
the form VA for some dual operator system A. This follows from an easy and more
general fact:
Proposition 3.3. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H), let
L = {0} ∪ {t ∈ (0,∞] : V<t 6= Vt}
(taking V∞ = B(H)), and let
R = {t ∈ [0,∞) : s > t ⇒ Vt 6= Vs}.
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Then the range of ρ restricted to linkable pairs of projections in M⊗B(l2) equals
L ∪R.
Proof. We proved in Proposition 2.13 that V<∞ 6= V∞, i.e., ∞ ∈ L, if and only if
ρ(P,Q) = ∞ for some pair of linkable projections P and Q. This settles the case
t =∞; for the rest of the proof assume t is finite.
Suppose t 6∈ L ∪ R. Then Vt = V<t = Vt+ǫ for some ǫ > 0. For any pair of
projections P,Q ∈ M⊗B(l2), if P (A⊗ I)Q = 0 for all A ∈ Vt then P (A⊗ I)Q = 0
for all A ∈ Vt+ǫ and hence ρ(P,Q) ≥ t + ǫ. On the other hand, if P (A⊗ I)Q = 0
for all A ∈ Vs, for all s < t, then P (A ⊗ I)Q = 0 for all A ∈
⋃
s<t Vs = Vt; so
P (A⊗ I)Q 6= 0 for some A ∈ Vt implies P (A⊗ I)Q 6= 0 for some A ∈ Vs, for some
s < t. So in either case ρ(P,Q) 6= t, and we conclude that t is not in the range of
ρ. This proves one inclusion.
0 belongs to the range of ρ by Definition 2.7 (ii). If t ∈ L, t 6= 0, then V<t 6= Vt
and by Lemma 1.7 we can find projections P,Q ∈ M⊗B(l2) such that P (A⊗I)Q 6=
0 for some A ∈ Vt but P (B ⊗ I)Q = 0 for all B ∈ V<t. Thus ρ(P,Q) = t. This
shows that L is contained in the range of ρ.
Finally, let t ∈ R and let n ∈ N. Then Vt ( Vt+1/n, so by Lemma 1.7 we can find
projections Pn, Qn ∈ M⊗B(l2) such that Pn(A⊗I)Qn 6= 0 for some A ∈ Vt+1/n but
Pn(B⊗ I)Qn = 0 for all B ∈ Vt. This implies that t ≤ ρ(Pn, Qn) ≤ t+1/n. Taking
countable direct sums, we get
⊕
Pn,
⊕
Qn ∈
⊕M⊗B(l2) ∼= M⊗(⊕B(l2)) ⊆
M⊗B(l2) and
ρ
(⊕
Pn,
⊕
Qn
)
= inf{ρ(Pn, Qn)} = t.
This shows that R is contained in the range of ρ. 
3.2. Graph metrics. Let M ⊆ B(H) be a von Neumann algebra and let V be
a dual operator system that is a bimodule over M′. (Thus V is a quantum graph
according to Definition 2.6 (d) of [35]. For M a matrix algebra this definition
appeared in [10].) Then set Vt = V · . . . · Vwk
∗
, the weak* closure of the algebraic
product taken [t] times, where [t] is the greatest integer ≤ t and with the convention
that the empty product is M′. We call V = {Vt} the quantum graph metric
associated to V . We are most interested in the case where M = B(H), V0 = CI,
and V is any dual operator system in B(H).
Proposition 3.4. Let M ⊆ B(H) be a von Neumann algebra and let V be a dual
operator system that is a bimodule over M′. Then the quantum graph metric is the
smallest quantum metric V on M such that V1 = V.
Proposition 3.5. Let X be a set and let M∼= l∞(X) be the von Neumann algebra
of bounded multiplication operators on l2(X). Also let R be a reflexive, symmetric
relation on X, let V = VR (Proposition 1.4), and let V be the quantum graph metric
on M associated to V. Then dV (Proposition 2.5) is the graph metric associated
to R.
Proof. R defines a graph with vertex set X in the obvious way. Now
V = spanwk∗{Vxy : (x, y) ∈ R}
and
Vn = spanwk∗{Vxy : (x, y) ∈ Rn}
= spanwk
∗{Vxy : there is a path of length ≤ n from x to y}.
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Thus dV(x, y) is the length of the shortest path from x to y (or ∞ if there is no
such path), as desired. 
3.3. Quantum metrics on M2(C). We analyze the possible quantum metrics on
M =M2(C) = B(C2). Let σx, σy, and σz be the Pauli spin matrices
σx =
[
1 0
0 −1
]
σy =
[
0 1
1 0
]
σz =
[
0 i
−i 0
]
.
The only one dimensional operator system inM2(C) is CI. Any two dimensional
operator system V inM2(C) must contain I and some non-scalar self-adjoint matrix
A and hence must equal CI + CA. We can then choose an orthonormal basis
{f1, f2} of C2 so that A is diagonalized; then V will consist of all diagonal matrices,
V = CI + Cσx. Now let W be a three dimensional operator system. It contains
a two dimensional operator system, without loss of generality (by the preceding
case) the diagonal matrices. It also contains a non-diagonal self-adjoint operator
B, without loss of generality zero on the diagonal (since we can subtract off its
diagonal part), and then by replacing f2 with αf2 for a suitable complex number
α of modulus 1 we can take B to be a real scalar multiple of σy . So we have
W = CI + Cσx + Cσy. Finally, the only four dimensional operator system in
M2(C) is M2(C) = CI + Cσx + Cσy + Cσz itself. We can now characterize all
quantum metrics on M2(C).
Proposition 3.6. Let 0 ≤ a ≤ b ≤ c ≤ ∞ satisfy c ≤ a+ b and let V = {Vt} where
Vt =


CI if 0 ≤ t < a
CI +Cσx if a ≤ t < b
CI +Cσx +Cσy if b ≤ t < c
CI +Cσx +Cσy +Cσz if t ≥ c.
Then V is a quantum pseudometric on M2(C). It is a quantum metric if and only
if a > 0 and it is reflexive if and only if b = c. Up to a change of orthonormal basis
every quantum pseudometric on M2(C) is of this form.
Proof. It is elementary to check that V is a quantum pseudometric, that it is a
quantum metric if and only if a > 0, and that CI and CI + Cσx are reflexive
but CI + Cσx + Cσy is not, so that V is reflexive if and only if b = c. Now
let W be any quantum pseudometric on M2(C). Then the discussion before the
proposition shows that after a change of basis W must have the given form for
some 0 ≤ a ≤ b ≤ c ≤ ∞. Furthermore, we must have c ≤ a+ b because
VaVb = (CI +Cσx)(CI +Cσx +Cσy) ⊆ Va+b
and iσxσy = σz , so that Vc ⊆ Va+b. 
3.4. Quantum Hamming distance. Fix a natural number n and let H = C2
n ∼=
C2 ⊗ · · · ⊗C2. If {e0, e1} is the standard orthonormal basis of C2 then
{ei1 ⊗ · · · ⊗ ein : each ik = 0 or 1}
is an orthonormal basis for H . These basis vectors correspond to binary strings
of length n. Thus the information represented by such a string can be encoded in
an appropriate physical system as the state modelled by the corresponding basis
vector. For example, a single photon has two basis polarization states, so a binary
string of length n could be encoded as the polarization of an array of n photons. The
34 GREG KUPERBERG AND NIK WEAVER
basic difference with classical information is the physical possibility of superposing
base states. Thus C2 models not a single bit of information, but rather a single
“quantum bit” or “qubit”.
In quantum error correction one is concerned with the possibility that infor-
mation encoded in this way could be corrupted. The quantum Hamming metric
measures the number of errors that might be introduced. Recall that [t] denotes
the greatest integer ≤ t.
Definition 3.7. The quantum Hamming metric onM2n(C) is the quantum metric
VHam = {VHamt } where
VHamt = span{A1 ⊗ · · · ⊗An : each Ai ∈M2(C)
and Ai = I2 for all but at most [t] values of i}.
The quantum Hamming metric is a quantum graph metric (Section 3.2). It is
also the n-fold l1 product (see the comment following Proposition 2.42) with itself
of the quantum metric
Vt =
{
CI if 0 ≤ t < 1
M2(C) if t ≥ 1
onM2(C). The rough idea is that operators in VHamt can corrupt at most [t] qubits
of an n-qubit string. In more detail, if a basis state ei1 ⊗ · · · ⊗ ein is acted on by
an operator in VHamt and the resulting vector is subjected to a measurement that
projects it into a basis state, then the final state will differ from the initial state in
at most [t] factors.
A quantum code is a subspace C ofH . It corrects up to k errors if PAP is a scalar
multiple of P for all A ∈ VHamk , where P is the projection onto C. Equivalently,
PAv is a scalar multiple of v for all v ∈ C. If the scalar is nonzero, this means that
any state in C can be recovered by projecting onto C.
The volume bound is a simple upper bound on the dimension of a quantum code
that corrects up to k errors. For such a code write PAP = ε(A)P for all A ∈ VHamk .
Then
〈A,B〉 = ε(B∗A)
is a positive semidefinite sesquilinear form on VHamk/2 , and if K is the Hilbert space
formed by factoring out null vectors then we have an embedding of K ⊗ C into H
defined by
A¯⊗ v 7→ Av.
Thus
dim(C) ≤ dim(H)/dim(K).
We generalize the above to arbitrary quantum metrics. One obvious application
would be to M = ⊕ki=1M2ni (C) ⊆ M2n1+···+2nk (C) equipped with the quantum
metric defined by letting Vt be the span of the operators
(B11 ⊗ · · · ⊗B1n1)⊕ · · · ⊕ (Bk1 ⊗ · · · ⊗Bknk)
such that Bij = I2 for all but at most [t] values of i and j. This generalizes the quan-
tum Hamming metric to a mixed classical/quantum system in which information
is encoded in k disentangled quantum packets.
However, we can actually state a version of the volume bound for arbitrary
quantum metrics. A classical code that corrects up to k errors is a subset of the
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space of all strings any two distinct elements of which are more than 2k units apart;
we need a general version of this condition. First we state it in its most useful
form, and then we prove that our definition is equivalent to two other possibly
more intuitive characterizations.
Definition 3.8. LetV be a quantum metric on a von Neumann algebraM⊆ B(H)
and let P be a projection in M.
(a) The minimum distance in P is the value
δ(P ) = sup{t ≥ 0 : PVtP = PV0P}.
(b) The induced quantum pseudometric on PMP is the smallest quantum pseudo-
metric V˜ = {V˜t} on PMP ⊆ B(K), where K = ran(P ), such that PVtP ⊆ V˜t for
all t.
(The definition of an induced quantum pseudometric generalizes our definition
of metric quotients in Definition 2.35.)
Proposition 3.9. Let V be a quantum metric on a von Neumann algebra M ⊆
B(H) and let P be a projection in M. Suppose δ(P ) > 0. Then
δ(P ) = sup{t ≥ 0 : V˜t = V˜0}
= inf{ρ(P1, P2) : P1, P2 ≤ P ⊗ I and ρ(P1, P2) > 0}
where V˜ is the induced pseudometric on PMP and P1 and P2 range over projec-
tions in M⊗B(l2).
Proof. Let K = ran(P ). Observe first that V0 = M′ implies PV0P = PM′,
and that PM′ = (PMP )′ where the commutant on the right is taken in B(K).
(The inclusion ⊆ is easy and the inclusion ⊇ follows from the double commutant
theorem.)
Now
W˜t =
{
PV0P if 0 ≤ t < δ(P )
B(K) if t ≥ δ(P )
is a quantum pseudometric on PMP with PVtP = PV0P ⊆ W˜t for all t < δ(P ),
which shows that V˜t ⊆ W˜t for all t and hence that V˜t = PV0P = V˜0 for all t < δ(P ).
Conversely, if t > δ(P ) then
V˜0 = PV0P ( PVtP ⊆ V˜t,
so V˜0 6= V˜t. This proves the first equality.
For the second equality first let P1 and P2 be any two projections in M⊗B(l2)
with P1, P2 ≤ P ⊗ I and suppose ρ(P1, P2) < δ(P ). Then there exists A ∈ B(H)
such that P1(A ⊗ I)P2 6= 0 and D(A) < δ(P ). But then PAP = PBP for some
B ∈ V0 and we have
P1(B ⊗ I)P2 = P1(PBP ⊗ I)P2 = P1(PAP ⊗ I)P2 = P1(A⊗ I)P2 6= 0
so that ρ(P1, P2) = 0. Conversely, if s < δ(P ) < t then PVsP = PM′ ( PVtP and
so by Lemma 1.7 there exist P1, P2 ∈ PMP⊗B(l2) satisfying P1(PAP ⊗ I)P2 6= 0
for some A ∈ Vt but P1(PBP ⊗ I)P2 = 0 for all B ∈ Vs. Regarding P1 and P2 as
elements of M⊗B(l2), we then have P1, P2 ≤ P ⊗ I and P1(A⊗ I)P2 6= 0 for some
A ∈ Vt but P1(B⊗ I)P2 = 0 for all B ∈ Vs, so that s ≤ ρ(P1, P2) ≤ t. This suffices
to prove the second equality. 
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The condition that δ(P ) > 0 in Proposition 3.9 is necessary. Even if PV0P 6=
PVtP for all t > 0 we could still have V˜0 = V˜t for some t > 0 because the condition
V˜0 =
⋂
t>0 V˜t could force PV0P ( V˜0.
Now let V be a quantum metric on a von Neumann algebra M and let P be a
projection inM with minimum distance δ(P ) > 0. We have a positive semidefinite
sesquilinear form on V<δ(P )/2 with values in PV0P = PM′ = (PMP )′ defined by
〈A,B〉 = PB∗AP
for A,B ∈ V<δ(P )/2. Let E be the vector space formed by factoring out null vectors.
Now V<δ(P )/2 is a right M′-module, and this descends to a right action of PM′
on E . So E is a right pre-Hilbert PM′-module. Letting K = ran(P ), we can then
define an inner product on E ⊗PM′ K by
〈A⊗ v,B ⊗ w〉 = 〈〈A,B〉v, w〉.
Let E⊗PM′K denote the completion of E ⊗PM′ K for this inner product. The
following result gives a general version of the volume bound.
Theorem 3.10. Let V be a quantum metric on a von Neumann algebra M, let
P be a projection in M with minimum distance δ(P ) > 0, let E be the pre-Hilbert
PM′-module formed from Vδ(P )/2 as above, and let K = ran(P ). Then the map
A¯⊗ v 7→ Av
extends to an isometric isomorphism of E⊗PM′K onto ran((P )δ(P )/2) ⊆ H, where
(P )δ(P )/2 is the open δ(P )/2-neighborhood of P (Definition 2.14 (b)).
Proof. The essential computation is
〈A¯⊗ v, B¯ ⊗ w〉 = 〈〈A,B〉v, w〉
= 〈PB∗APv,w〉
= 〈Av,Bw〉
for A,B ∈ V<δ(P )/2 and v, w ∈ ran(P ). Taking linear combinations shows that the
map A¯ ⊗ v 7→ Av is well-defined and isometric on the uncompleted version of the
construction, and taking completions then yields an isometry from the completed
tensor product onto
∨
s<δ(P )/2 Vs(ran(P )) = ran((P )δ(P )/2). 
3.5. Quantum tori. We formulate a notion of translation invariant quantum pseu-
dometrics on quantum tori. Using the analysis of translation invariant quantum
relations on quantum tori developed in Section 2.7 of [35], it is then straightfor-
ward to deduce strong structural information about translation invariant quantum
pseudometrics.
Quantum tori are the simplest examples of noncommutative manifolds. They are
related to the quantum plane, which plays the role of the phase space of a spinless
one-dimensional particle. The classical version of such a system has phase spaceR2,
with the point (q, p) ∈ R2 representing a state with position q and momentum p,
so that the position and momentum observables are just the coordinate functions
on phase space. When such a system is quantized the position and momentum
observables are modelled by unbounded self-adjoint operators Q and P satisfying
QP −PQ = i~I. Polynomials in Q and P can then be seen as a quantum analog of
polynomial functions on R2. The quantum analog of the continuous functions on
the torus — equivalently, the (2π, 2π)-periodic continuous functions on the plane
— is the C*-algebra generated by the unitary operators eiQ and eiP , which satisfy
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the commutation relation eiQeiP = e−i~eiP eiQ. For more background see [21] or
Sections 4.1, 4.2, 5.5, and 6.6 of [34].
Let T = R/2πZ and fix ~ ∈ R. Let {em,n} be the standard basis of l2(Z2). We
model the quantum tori on l2(Z2) as follows.
Definition 3.11. Let U~ and V~ be the unitaries in B(l2(Z2)) defined by
U~em,n = e
−i~n/2em+1,n
V~em,n = e
i~m/2em,n+1.
The quantum torus von Neumann algebra for the given value of ~ is the von Neu-
mann algebra W ∗(U~, V~) generated by U~ and V~.
The commutant of W ∗(U~, V~) is W
∗(U−~, V−~) ([35], Corollary 2.38).
If ~ is an irrational multiple of π then W ∗(U~, V~) is a hyperfinite II1 factor. We
will not need this fact.
Conjugating U~ and V~ by the Fourier transform F : L2(T2)→ l2(Z2) yields the
operators
Uˆ~f(x, y) = e
ixf
(
x, y − ~
2
)
Vˆ~f(x, y) = e
iyf
(
x+
~
2
, y
)
on L2(T2), with W ∗(Uˆ~, Vˆ~) reducing to the algebra of bounded multiplication
operators when ~ = 0. However, for our purposes the l2(Z2) picture is more con-
venient.
Definition 3.12. Let A ∈ B(l2(Z2)).
(a) For x, y ∈ T define
θx,y(A) =Mei(mx+ny)AMe−i(mx+ny) .
(b) For k, l ∈ Z define
Ak,l =
1
4π2
∫ 2π
0
∫ 2π
0
e−i(kx+ly)θx,y(A) dxdy.
We call Ak,l the (k, l) Fourier term of A.
(c) For k, l ∈ N define
Sk,l(A) =
∑
|k′|≤k,|l′|≤l
Ak′,l′
and for N ∈ N define
σN (A) =
1
N2
∑
0≤k,l≤N−1
Sk,l(A).
In the L2(T2) picture the operator Mei(mx+ny) on l
2(Z2) becomes translation by
(−x,−y), so that θx,y is conjugation by a translation.
The integral used to define Ak,l can be understood in a weak sense: for any vec-
tors v, w ∈ l2(Z2) we take 〈Ak,lw, v〉 to be 14π2
∫ 2π
0
∫ 2π
0 e
−i(kx+ly)〈θx,y(A)w, v〉 dxdy.
In particular, if w = em,n and v = em′,n′ then we have
〈Ak,lem,n, em′,n′〉 =
{
〈Aem,n, em′,n′〉 if m′ = m+ k and n′ = n+ l
0 otherwise.
(∗)
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The Ak,l are something like Fourier coefficients, the Sk,l(A) like partial sums of a
Fourier series, and the σN (A) like Cesa`ro means.
Definition 3.13. Let M ∼= l∞(Z2) be the von Neumann algebra of bounded
multiplication operators in B(l2(Z2)).
(a) For any weak* closed subspace E of M that is invariant under the natural
action of Z2, define VE by
VE = {A ∈ B(l2(Z2)) : Ak,l ∈ E · Uk−~V l−~ for all k, l ∈ Z}.
(b) For any closed subset S ⊆ T2 define
E0(S) = {Mf : f ∈ l∞(Z2) and
∑
f g¯ = 0 for all g ∈ l1(Z2) such that gˆ|S = 0}
= spanwk
∗{Mei(mx+ny) : (x, y) ∈ S}
and
E1(S) = {Mf : f ∈ l∞(Z2) and
∑
f g¯ = 0 for all g ∈ l1(Z2) such that gˆ|T = 0
for some neighborhood T of S}
=
⋂
ǫ>0
E0(Nǫ(S))
where Nǫ(S) is the open ǫ-neighborhood of S.
In part (a), VE is a quantum relation on W ∗(U~, V~) satisfying θx,y(VE) = VE for
all x, y ∈ T by ([35], Theorem 2.41). This suggests the following definition.
Definition 3.14. A quantum pseudometric V = {Vt} onW ∗(U~, V~) is translation
invariant if θx,y(Vt) = Vt for all x, y ∈ T and all t ∈ [0,∞).
We can characterize translation invariance intrinsically as follows.
Proposition 3.15. Let V be a quantum pseudometric on W ∗(U~, V~) and let ρ be
the associated quantum distance function (Definition 2.6). Then V is translation
invariant if and only if
ρ(P,Q) = ρ((θx,y ⊗ I)(P ), (θx,y ⊗ I)(Q))
for all x, y ∈ T and all projections P,Q ∈W ∗(U~, V~)⊗B(l2).
Proof. The forward implication follows from ([35], Proposition 2.40) and the fact
that
ρ(P,Q) = inf{t : (P,Q) ∈ Rt}
where Rt is the intrinsic quantum relation corresponding to Vt (Theorem 1.9). For
the converse, suppose V is not translation invariant and find t ∈ [0,∞), x, y ∈
T, and A ∈ Vt such that θx,y(A) 6∈ Vt. Then θx,y(A) 6∈ Vs for some s > t,
and by Lemma 1.7 we can find projections P,Q ∈ W ∗(U~, V~)⊗B(l2) such that
P (θx,y(A) ⊗ I)Q 6= 0 but P (B ⊗ I)Q = 0 for all B ∈ Vs. Then (P,Q) 6∈ Rs but
((θ−x,−y ⊗ I)(P ), (θ−x,−y ⊗ I)(Q)) ∈ Rt because
(θ−x,−y ⊗ I)(P )(A ⊗ I)(θ−x,−y ⊗ I)(Q) = (θ−x,−y ⊗ I)(P (θx,y(A)⊗ I)Q) 6= 0.
Thus
ρ((θ−x,−y ⊗ I)(P ), (θ−x,−y ⊗ I)(Q)) ≤ t < s ≤ ρ(P,Q).
This proves the reverse implication. 
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Say that a pseudometric d on T2 is closed if
N ǫ(x, y) = {(x′, y′) ∈ T2 : d((x, y), (x′, y′)) ≤ ǫ}
is closed in the usual topology, for every (x, y) ∈ T2 and every ǫ > 0. The following
basic structural result for translation invariant quantum pseudometrics on quantum
tori follows immediately from Theorem 2.41 and Corollary 2.42 of [35].
Theorem 3.16. Let M ∼= l∞(Z2) be the von Neumann algebra of bounded multi-
plication operators in B(l2(Z2)).
(a) If V0 = {V0t } is a translation invariant quantum pseudometric on W ∗(U0, V0) ∼=
L∞(T2) then V~ = {V~t } is a translation invariant quantum pseudometric on
W ∗(U~, V~), where V~t = VEt with Et = V0t ∩ M. Every translation invariant
quantum pseudometric on W ∗(U~, V~) is of this form.
(b) Let V = {Vt} be a translation invariant quantum pseudometric on W ∗(U~, V~).
Then
d((x, y), (x′, y′)) = inf{t :Mei(m(x−x′)+n(y−y′)) ∈ Vt}
is a closed translation invariant pseudometric on T2 and V0 = {V0t } and V1 =
{V1t } are translation invariant quantum pseudometrics on W ∗(U~, V~) where
V0t = VE0(St)
V1t = VE1(St)
with St = {(x, y) ∈ T2 : d((0, 0), (x, y)) ≤ t}. We have V0 ≤ V ≤ V1.
We would like to say that the W*-filtration V~ in Theorem 3.16 (a) converges
to the W*-filtration Vr as ~→ r. It is easy to see that convergence does not occur
in the Gromov-Hausdorff sense (see the comment following Definition 2.14). The
right notion of convergence seems to be the following. Denote the closed unit ball
of any Banach space V by [V ]1.
Definition 3.17. Let {Vλ} be a net of W*-filtrations of B(H). We say that {Vλ}
locally converges to a W*-filtration V of B(H) if for every 0 ≤ s < t and every
weak* open neighborhood U of 0 ∈ B(H) we eventually have
[Vλs ]1 ⊆ [Vt]1 + U and [Vs]1 ⊆ [Vλt ]1 + U.
Equivalently, for any ǫ > 0 and any vectors v1, . . . , vn, w1, . . . , wn ∈ H the sets
[Vs]1 and [Vλs ]1 are, respectively, eventually within the ǫ-neighborhoods of the sets
[Vλt ]1 and [Vt]1 for the seminorm
|||A||| =
∑
|〈Awi, vi〉|.
Indeed, it would be enough to show this with the vi and wi ranging over a spanning
subset of H . The next result is an easy consequence of this characterization.
Proposition 3.18. Let {dλ} be a net of pseudometrics on a set X. Then the
corresponding quantum pseudometrics Vλ (Proposition 2.5) locally converge to the
quantum pseudometric V corresponding to a pseudometric d on X if and only if
dλ(x, y)→ d(x, y) for all x, y ∈ X.
Proof. Suppose dλ(x, y) 6→ d(x, y) for some x, y ∈ X . Then either lim sup dλ(x, y) >
d(x, y) or lim inf dλ(x, y) < d(x, y). Suppose the former and let s = d(x, y) and
s < t < lim sup dλ(x, y). Also let v1 = ex and w1 = ey. Then the rank one operator
Vxy belongs to [Vs]1, but for any λ with dλ(x, y) > t we have 〈Aey, ex〉 = 0 for all
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a ∈ Vλt ; this shows that Vxy is frequently not approximated by operators in Vλt for
the seminorm |〈Aw1, v1〉|. So Vλ does not locally converge to V. In the second
case (lim inf dλ(x, y) < d(x, y)) the same proof works, now interchanging the roles
of V and Vλ.
Conversely, suppose dλ(x, y)→ d(x, y) for all x, y ∈ X . We verify the condition
stated just before the proposition with the vectors vi and wi ranging over the
standard basis {ex} of l2(X). So let v1, . . . , vn, w1, . . . , wn be basis vectors and find
a finite set S ⊆ X on which they are all supported. Fix 0 ≤ s < t. Then eventually
we have dλ(x, y) ≤ t for all x, y ∈ S with d(x, y) ≤ s, so that if A ∈ [Vs]1 then
MχSAMχS ∈ [Vλt ]1, and |||A −MχSAMχS ||| = 0 for the seminorm ||| · |||. A similar
argument shows that [Vλs ]1 is eventually within the ǫ-neighborhood of [Vt]1 for the
seminorm ||| · |||, for all ǫ > 0. We conclude that Vλ locally converges to V. 
Now we show that translation invariant quantum pseudometrics on quantum
torus von Neumann algebras converge as the parameter ~ varies.
Theorem 3.19. Let V0 be a translation invariant quantum pseudometric on
W ∗(U0, V0) and for each ~ ∈ R let V~ be the corresponding translation invari-
ant quantum pseudometric on W ∗(U~, V~) (Theorem 3.16 (a)). Let r ∈ R. Then
V~ locally converges to Vr as ~→ r.
Proof. We use the alternative characterization of local convergence given following
Definition 3.17, with the vi and wi ranging over the standard basis {em,n} of l2(Z2).
We will show that [Vrs ]1 is eventually within the ǫ-neighborhood of [V~s ]1 for the
seminorm |||·|||; the corresponding assertion with r and ~ switched is proven similarly.
Let v1, . . . , vn, w1, . . . , wn be basis vectors and find a finite subset S ⊂ Z2 on
which they are all supported. Then the inner products 〈Uk−~V l−~wi, vi〉 will converge
to the inner products 〈Uk−rV l−rwi, vi〉 as ~ → r, uniformly in k and l since these
inner products are zero for sufficiently large k and l.
Next let ǫ > 0 and observe that the inner products 〈σN (A)wi, vi〉 converge to
the inner products 〈Awi, vi〉 as N → ∞, uniformly in A ∈ [Vrs ]1. Also, A ∈ [Vrs ]1
implies σN (A) ∈ [Vrs ]1 by ([35], Proposition 2.35). By the preceding observation, if
we write σ~N (A) =
∑
ak,lU
k
−~V
l
−~ ∈ V~s where σN (A) =
∑
ak,lU
k
−rV
l
−r then we will
have
|||σ~N (A) −A||| ≤ |||σ~N (A)− σN (A)||| + |||σN (A)−A|||
with the first term on the right going to zero as ~ → r and the second going to
zero as N → ∞, both uniformly in A ∈ [Vrs ]1. We just need lim sup ‖σ~N(A)‖ ≤ 1,
uniformly in A ∈ [V~s ]1. This follows from the fact that the C*-algebras generated
by U~ and V~ form a continuous field [20], so that the norms of polynomials in U~
and V~ vary continuously in ~. 
3.6. Ho¨lder metrics. Let V = {Vt} be any quantum pseudometric on a von
Neumann algebra M ⊆ B(H) and let 0 < α < 1. Then Vα = {Vαt } where
Vαt = Vt1/α is also a quantum pseudometric on M; the filtration condition follows
from the inequality s1/α + t1/α ≤ (s + t)1/α for s, t ≥ 0. We call Vα a Ho¨lder or
snowflake quantum pseudometric. It is easy to see that this construction reduces
to the usual one in the atomic abelian case:
Proposition 3.20. Let X be a set and let M ∼= l∞(X) be the von Neumann
algebra of bounded multiplication operators on l2(X). If d is a pseudometric on
X with corresponding quantum pseudometric Vd (Proposition 2.5) and 0 < α < 1
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then the quantum pseudometric Vdα corresponding to the pseudometric d
α equals
Vαd .
As in the classical case, Ho¨lder metrics have some pathological qualities. For
example, they are essentially never path metrics (Definition 2.14 (e)).
Proposition 3.21. Let V be a quantum pseudometric on a von Neumann algebra
M and let 0 < α < 1. Suppose that Vt 6= V0 for some t > 0. Then Vα is not a
path quantum pseudometric.
Proof. Choose t > 0 such that Vt 6= V0 and let t0 = inf{s : Vs = Vt}. So t0 > 0 and
Vt0 6= Vs for any s < t0. Now
Vαtα0 /2V
α
tα0 /2
= V(tα0 /2)1/αV(tα0 /2)1/α ⊆ V2(tα0 /2)1/α = V21−1/αt0
and 21−1/αt0 < t0, so for sufficiently small ǫ > 0 we will have
Vα(tα0 /2)+ǫV
α
(tα0 /2)+ǫ
⊆ Vs
for some s < t0. Thus
Vα(tα0 /2)+ǫV
α
(tα0 /2)+ǫ
⊆ Vs ( Vt0 = Vαtα0
and this shows that Vα is not a path quantum pseudometric. 
The following result gives a more general version of the Ho¨lder construction.
Proposition 3.22. Let V = {Vt} be a quantum pseudometric on a von Neumann
algebra M⊆ B(H) and let f : [0,∞)→ [0,∞] be a right continuous nondecreasing
function such that f(s) + f(t) ≤ f(s + t) for all s, t ≥ 0. Then Vf = {Vft }
where Vft = Vf(t) is a quantum pseudometric on M (taking V∞ = B(H)). If ρ
is the quantum distance function associated to V and ρf is the quantum distance
function associated to Vf then we have
ρf (P,Q) = f(ρ(P,Q))
for all projections P,Q ∈ M⊗B(l2).
The proof is trivial. The truncation of a quantum pseudometric (Definition 2.32
(a)) is also a special case of this construction. (Define f(t) = t for t < C and
f(t) =∞ for t ≥ C.)
3.7. Spectral triples. A spectral triple is a triple (A, H,D) consisting of a Hilbert
space H , a unital ∗-algebra A ⊆ B(H), and a self-adjoint operator D with compact
resolvent, such that [D,A] is bounded for all A ∈ A ([8], Definition IV.2.11).
We will not actually use the hypothesis thatD has compact resolvent, and indeed
there are natural examples where this fails. (For example, H = L2(R), A = Lip(R)
acting by multiplication onH , andD = id/dx.) So this requirement can be dropped
in the following discussion.
Definition 3.23. Let (A, H,D) be a spectral triple, possibly minus the assumption
that D has compact resolvent. The quantum pseudometric associated to (A, H,D)
is the smallest quantum pseudometric V on A′′ such that eitD ∈ Vt for all t > 0.
In other words, V is the smallest W*-filtration such that A′ ⊆ V0 and eitD ∈ Vt
for all t > 0. This definition makes sense because arbitrary meets of quantum
pseudometrics exist (Definition 2.32 (c)).
We can also characterize the quantum pseudometric associated to a spectral
triple internally:
42 GREG KUPERBERG AND NIK WEAVER
Lemma 3.24. Let V = {Vt} be the quantum pseudometric associated to a spectral
triple (A, H,D). For each t > 0 let Wt be the weak* closure of the span of the
operators of the form
eis1DA1e
is2DA2 · · · eisnDAn
with n ∈ N, each Ai ∈ A′, each si ∈ R, and
∑ |si| ≤ t. Then Vt = ⋂s>tWs for
all t ≥ 0.
Proof. Since e±itDA must belong to Vt for all t ≥ 0 and all A ∈ A′, it follows from
the filtration property that Wt ⊆ Vt for all t, and then the fact that Vt =
⋂
s>t Vs
shows that
⋂
s>tWs ⊆ Vt for all t. It is evident that A′ ⊆
⋂
s>tWs and eitD ∈⋂
s>tWs for all t ≥ 0. To complete the proof we must check that Vt =
⋂
s>tWs
defines a quantum pseudometric. Condition (i) of Definition 2.1 holds because
WsWt ⊆ Ws+t for all s and t, and condition (ii) is easy. 
Next we note that quantum pseudometrics associated to spectral triples are
always path quantum pseudometrics (Definition 2.14 (e)).
Proposition 3.25. The quantum pseudometric associated to any spectral triple is
a path quantum pseudometric.
Proof. Let V be the quantum pseudometric associated to the spectral triple
(A, H,D). Fix s, t ≥ 0. For any ǫ > 0 we have Vs+ǫVt+ǫ ⊆ Vs+t+2ǫ, and it
follows that ⋂
ǫ>0
Vs+ǫVt+ǫwk
∗
⊆ Vs+t.
(This will be true of any quantum pseudometric.) For the reverse inclusion,
by Lemma 3.24 it will be enough to show that any operator of the form
eis1DA1e
is2DA2 · · · eisnDAn with n ∈ N, each Ai ∈ A′, each si ∈ R, and∑ |si| ≤ s+ t+ ǫ, belongs to VsVt+ǫ. This is true because we can write
eis1DA1e
is2DA2 · · · eisnDAn = (eis1DA1 · · · eisj−1DAj−1eis′jD)(eis′′j DAj · · · eisnDAn)
with s′j + s
′′
j = sj , |s1|+ · · ·+ |s′j | ≤ s, and |s′′j |+ · · ·+ |sn| ≤ t+ ǫ. 
We will now show that the construction in Definition 3.23 recovers the standard
quantum metric for spectral triples involving the Hodge-Dirac operator (see [7]) on
a complete connected Riemannian manifold with positive injectivity radius (i.e.,
the infimum of the injectivity radius over all points in the manifold is nonzero; see
[16]).
Let M be a complete connected Riemannian manifold equipped with volume
measure. It carries an intrinsic metric d and a corresponding intrinsic measurable
metric defined by
ρ(χS , χT ) = inf{d(x, y) : x is a Lebesgue point of S
and y is a Lebesgue point of T }.
It is straightforward to verify that ρ is indeed a measurable metric. (To verify the
join condition, Definition 2.20 (iii), use the fact that if (X,µ) is σ-finite then any join∨
pλ of projections in L
∞(X,µ) equals the join of some countable subcollection.)
In Theorem 2.22 we identified a quantum metric Vρ corresponding to ρ which
lives on the Hilbert space L2(M,µ). Here we need to work on H = the com-
plexification of the space of L2 differential forms on M , with L∞(M,µ) acting by
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multiplication; the corresponding quantum metric V˜ρ = {V˜ρt } for this representa-
tion is defined by
V˜ρt = {A ∈ B(H) : ρ(p, q) > t ⇒ MpAMq = 0}
with p and q ranging over projections in L∞(M,µ).
Theorem 3.26. LetM be a complete connected Riemannian manifold with positive
injectivity radius, let µ be volume measure onM , let H be the complexification of the
space of L2 differential forms, and let A = C∞c (M), acting on H by multiplication.
Let D = d + d∗ be the Hodge-Dirac operator. Then the quantum pseudometric V
associated to (A, H,D) (Definition 3.23) equals the quantum metric V˜ρ associated
to the intrinsic measurable metric ρ.
Proof. Note that D has compact resolvent if M is compact, but not in general.
The inequality V ≤ V˜ρ is easy. Let S and T be positive measure subsets of M
and suppose ρ(χS , χT ) > t; we must show that MχSAMχT = 0 for any operator
A ∈ Vt. By Lemma 3.24 it is enough to show this for operators A of the form
eis1DA1e
is2DA2 · · · eisnDAn with each Ai ∈ A′ and
∑ |si| ≤ t. We may assume
that S and T are open; otherwise, replace them with the open ǫ-neighborhoods of
their Lebesgue sets for some ǫ < (ρ(χS , χT ) − t)/2. Since the Ai belong to A′, it
will suffice to show that if f ∈ H is supported in S then eisDf is supported in
the s-neighborhood of S. By continuity we may assume f is smooth. The desired
conclusion now follows from ([24], Proposition 5.5). Thus, we have shown that
V ≤ V˜ρ (without assuming positive injectivity radius).
For the reverse inclusion, we need to assume that M has positive injectivity
radius δ. We first show that V˜ρ is a path quantum metric. Let s, t ≥ 0 and let
A ∈ V˜ρs+t. Fix ǫ > 0 and let δ′ = min{δ, ǫ}; we want to show that A is in the weak*
closure of V˜ρt+ǫV˜ρs+ǫ. Let {xn} be a δ′-net in M and let {Sn} be a measurable
partition of M with Sn ⊆ ball(xn, δ′); then A =
∑
m,nMχSmAMχSn , and each
summand belongs to V˜ρs+t, so we may restrict attention to a single summand and
assume A = MχSmAMχSn . Now if A 6= 0 then d(xm, xn) < s + t + 2ǫ, so let
γ : [0, r] → M be a unit speed geodesic from xn to xm with r < s + t + 2ǫ, let
y = γ(s+ ǫ), and let V ∈ B(H) be the partial isometry from MpH to MqH , where
p = χball(xm,δ′) and q = χball(y,δ′), induced via weighted composition from the
homeomorphism of ball(xm, δ
′) with ball(y, δ′) arising from the exponential maps.
Then d(xm, y) < t+ ǫ and
A = (V ∗)(V A) ∈ V˜ρt+3ǫV˜ρs+3ǫ.
This suffices to establish that V˜ρ is a path quantum metric.
To verify V˜ρ ≤ V it will now be enough to show that V˜ρt ⊆ Vt for t < δ.
Fix t < δ and let x, y ∈ M satisfy d(x, y) < t; we will show that there exist
neighborhoods S and T of x and y respectively such that any operator A ∈ B(H)
satisfying A =MχSAMχT belongs to Vt. By an argument similar to the one given
in the last paragraph, this will suffice.
Observe that A′ = L∞(M,µ)′ can be identified with the bounded measurable
sections of End(Λ∗T ∗M). Identify L2(M,µ) with the L2 0-forms as a subspace of
H . It will be enough to find neighborhoods S and T of x and y respectively such
that every operator A ∈ B(L2(M,µ)) ⊆ B(H) satisfying A = MχSAMχT belongs
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to Vt; the corresponding statement will then also be true for arbitrary operators in
B(H) because Vt is a bimodule over A′.
The Hodge Laplacian is ∆ = dd∗+ d∗d. L2(M,µ) is an invariant subspace for ∆
and ∆0 = ∆|L2(M,µ) is the scalar Laplacian. Also note that since the power series
expansion of cos z involves only even powers of z, we have cos(sD) = cos(s
√
∆).
Thus for any φ ∈ L1(R) the operator∫ t
0
φ(s) cos(s
√
∆) ds =
1
2
∫ t
−t
φ(|s|)eisD ds
belongs to Vt, as does
∫ t
0
φ(s) cos(s
√
∆0) ds = P
∫ t
0
φ(s) cos(s
√
∆) ds where P ∈
A′ ⊆ B(H) is the projection onto L2(M,µ).
In the remainder of the proof we work with scalar functions onM . For 0 ≤ s ≤ t
let ux(s) be the distribution ux(s) = cos(s
√
∆0)δx and note that it satisfies the
wave equation with initial conditions ux(0) = δx and u
′
x(0) = 0. By examining the
wavefront set (see Theorem 4 of [28]) we see that y is in the support of ux(s) for
s = d(x, y). Then let φ ∈ C∞(R) satisfy φ = 1 in an interval about s = d(x, y)
and φ = 0 outside a slightly larger interval, and let B =
∫ t
0
φ(s) cos(s
√
∆0) ds ∈ Vt.
Then B is an integral operator with continuous kernel k(x′, y′), and if φ is suitably
chosen there will exist neighborhoods S and T of x and y such that k(x′, y′) 6= 0
for all x′ ∈ S and y′ ∈ T . It follows that MfBMg belongs to Vt for all f ∈ Cc(S)
and g ∈ Cc(T ); this is the integral operator with kernel k(x′, y′)f(x′)g(y′). By the
Stone-Weierstrass theorem we conclude that Vt contains all integral operators with
continuous kernel supported in S × T , and hence, by weak* closure, all operators
A ∈ B(L2(M,µ)) satisfying A =MχSAMχT , as desired. 
In the above case the quantum pseudometric associated to the spectral triple
(A, H,D) is in fact a quantum metric, not just a quantum pseudometric, on A′′.
A good problem for future work will be to identify natural conditions that ensure
the quantum pseudometric associated to a spectral triple is a quantum metric.
4. Lipschitz operators
The algebra Lip(X) of bounded scalar-valued Lipschitz functions on a metric
space X has been studied extensively (see [32]). Under appropriate hypotheses one
can recover the space X as the normal spectrum of Lip(X), with metric inherited
from the dual of Lip(X); moreover, basic metric properties of X are reflected in
algebraic properties of Lip(X) (closed subsets correspond to weak* closed ideals,
etc.). Thus the relation between metric spaces and Lipschitz algebras is strongly
analogous to the relation between topological and measure spaces and the algebras
C(X) and L∞(X,µ).
We find that there are two distinct, but related, versions of the notion of a
“Lipschitz operator” associated to a quantum pseudometric. There is a spectral
version with good lattice properties but poor algebraic properties and a commu-
tation version with the opposite qualities. (Something similar happens with lower
semicontinuity, which bifurcates in the C*-algebra setting into two notions, “lsc”
and “q-lsc”, with, respectively, good algebraic and lattice properties [1].)
We can abstractly characterize the spectral Lipschitz gauge (Theorem 4.16),
which provides another intrinsic characterization of quantum pseudometrics, per-
haps more elegant than the one given in Theorem 2.45. Our other main result,
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Theorem 4.23, states that commutation Lipschitz number is always less than or
equal to spectral Lipschitz number. We prove this using a powerful result of Brow-
der and Sinclair ([4], Corollary 26.6) which equates the norm and spectral radius of
a Hermitian element of a complex unital Banach algebra. Our inequality is valuable
because we have general techniques for constructing operators with finite spectral
Lipschitz number (see Lemma 4.12).
4.1. The abelian case. We start by reviewing the measurable version of Lipschitz
number. Say that the essential range of a function f ∈ L∞(X,µ) is the set of all
a ∈ C such that f−1(U) has positive measure for every open neighborhood U of a.
Equivalently, it is the spectrum of the operatorMf ∈ B(L2(X,µ)). If p ∈ L∞(X,µ)
is a projection then we denote the essential range of f |supp(p) by ranp(f).
Definition 4.1. ([32], Definition 6.2.1) Let (X,µ) be a finitely decomposable mea-
sure space and let ρ be a measurable pseudometric on X . The Lipschitz number of
f ∈ L∞(X,µ) is the quantity
L(f) = sup
{
d(ranp(f), ranq(f))
ρ(p, q)
}
,
where the supremum is taken over all nonzero projections p, q ∈ L∞(X,µ) and we
use the convention 00 = 0. (Note that line 4 of Definition 6.2.1 of [32] should say
“essential infimum of the function |f(p)− f(q)|”.) Here d is the minimum distance
between compact subsets of C. We call L the Lipschitz gauge associated to ρ and
we define Lip(X,µ) = {f ∈ L∞(X,µ) : L(f) <∞}.
We first observe that this definition generalizes the atomic abelian case.
Proposition 4.2. Let µ be counting measure on a set X, let d be a pseudomet-
ric on X, and let f ∈ l∞(X). Let ρ be the associated measurable pseudometric
(Proposition 2.21). Then
L(f) = sup
{ |f(x)− f(y)|
d(x, y)
: x, y ∈ X, d(x, y) > 0
}
.
Proof. The inequality ≥ follows immediately from the definition of L(f) in Defini-
tion 4.1 by taking p = χ{x}, q = χ{y}. For the reverse inequality let p, q ∈ l∞(X),
say p = χS and q = χT , with S and T both nonempty. Find sequences {xn} ⊆ S
and {yn} ⊆ T such that d(xn, yn)→ ρ(p, q); then either lim inf |f(xn)− f(yn)| = 0,
in which case d(ranp(f), ranq(f)) = 0, or else
d(ranp(f), ranq(f))
ρ(p, q)
≤ lim inf |f(xn)− f(yn)|
ρ(p, q)
≤ sup |f(xn)− f(yn)|
d(xn, yn)
.
This proves the inequality ≤. 
Next, in anticipation of our axiomatization of quantum Lipschitz gauges in Sec-
tion 4.2, we give an alternative axiomatization of measurable pseudometrics in terms
of Lipschitz numbers. Many versions of this result have appeared in the literature;
probably the closest is Example 6.2.5 of [32].
Definition 4.3. Let (X,µ) be a finitely decomposable measure space. An abstract
Lipschitz gauge on L∞(X,µ) is a function L from the real part of L∞(X,µ) to
[0,∞] satisfying
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(i) L(1) = 0
(ii) L(af) = |a|L(f)
(iii) L(f + g) ≤ L(f) + L(g)
(iv) L(∨ fλ) ≤ supL(fλ)
for any a ∈ R and f, g, fλ ∈ L∞(X,µ) real-valued with sup ‖fλ‖∞ <∞.
Theorem 4.4. Let (X,µ) be a finitely decomposable measure space. If ρ is a
measurable pseudometric on X then the restriction of the associated Lipschitz gauge
L to the real part of L∞(X,µ) is an abstract Lipschitz gauge. If L is an abstract
Lipschitz gauge then
ρL(p, q) = sup{d(ranp(f), ranq(f)) : L(f) ≤ 1}
is a measurable pseudometric on X. The two constructions are inverse to each
other.
Proof. Let ρ be a measurable pseudometric on X and let L be the associated
Lipschitz gauge. The fact that L is an abstract Lipschitz gauge follows from ([35],
Corollary 1.21). We verify that ρ = ρL. The inequality ρ(p, q) ≥ ρL(p, q) for all
p, q follows immediately from the definition of L. Conversely, if ρ(p, q) < ∞ then
let c = ρ(p, q) and define
f =
∨
min{ρ(r, q), c} · r,
taking the join in L∞(X,µ) over all nonzero projections r. We have ranq(f) = {0}
and ranp(f) = {c}, so that d(ranp(f), ranq(f)) = c = ρ(p, q). Also, L(f) ≤ 1 by
([35], Lemma 1.22). This proves the inequality ρ(p, q) ≤ ρL(p, q). If ρ(p, q) = ∞
then take c→∞ in the preceding argument.
Now let L be an abstract Lipschitz gauge. We will show that ρL is a measurable
pseudometric and that L(f) = L(f) for all real-valued f ∈ L∞(X,µ), where L is
the Lipschitz gauge associated to ρL.
We verify the conditions in Definition 2.20. Conditions (i) and (ii) are triv-
ial. The inequality ≤ in condition (iii) is easy; for the reverse inequality suppose
ρL(pλ, qκ) > a for all λ, κ and find fλκ ∈ L∞(X,µ) real-valued such that L(fλκ) ≤ 1
and d(ranpλ(fλκ), ranqκ(fλκ)) ≥ a for all λ, κ. Then define
gλκ =
∧
c∈ranpλ (fλκ)
(|fλκ − c · 1| ∧ a · 1) ;
we still have L(gλκ) ≤ 1, and ranpλ(gλκ) = {0} and ranqκ(gλκ) = {a}. So
g =
∧
λ
∨
κ
gλκ
satisfies L(g) ≤ 1, ran∨ pλ(gλκ) = {0}, and ran∨ qκ(gλκ) = {a}. Thus
ρL(
∨
pλ,
∨
qκ) ≥ a, which is enough.
To verify condition (iv), let p, q, r ∈ L∞(X,µ) be nonzero projections and let
f ∈ L∞(X,µ) be real-valued and satisfy L(f) ≤ 1. Given ǫ > 0, choose a ∈ ranq(f)
and find q′ ≤ q such that
ranq′(f) ⊆ [a− ǫ, a+ ǫ].
Then
d(ranp(f), ranr(f)) ≤ d(ranp(f), ranq′(f)) + d(ranq′(f), ranr(f)) + 2ǫ,
≤ ρL(p, q′) + ρL(q′, r) + 2ǫ
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and taking ǫ→ 0 and the supremum over f yields the measurable triangle inequal-
ity. So ρL is a measurable pseudometric.
Now let f ∈ L∞(X,µ) be real-valued. First suppose L(f) <∞ and let L(f) be
the Lipschitz number of f with respect to the pseudometric ρL. For any 0 < a <
1/L(f), we then have L(af) < 1 and so
ρL(p, q) ≥ d(ranp(af), ranq(af)) = a · d(ranp(f), ranq(f))
for any p and q. Taking a→ 1/L(f), this shows that
d(ranp(f), ranq(f))
ρL(p, q)
≤ L(f),
and taking the supremum over p and q yields L(f) ≤ L(f). For the reverse inequal-
ity, suppose L(f) < 1; we will show that L(f) ≤ 1. For any a, b ∈ R with a < b let
p = χf−1(−∞,a] and q = χf−1[b,∞) and find fab such that L(fab) ≤ 1 and
d(ranp(fab), ranq(fab)) = d(ranp(f), ranq(f)) ≥ b − a.
We can do this because d(ranp(f), ranq(f)) ≤ L(f)ρL(p, q) < ρL(p, q). Now define
gab =
∧
c∈ranp(fab)
(|fab − c · 1| ∧ (b − a) · 1);
then L(gab) ≤ 1, ranp(gab) = {0}, and ranq(gab) = {b− a}. So
f =
∧
|a|≤‖f‖∞
∨
b>a
(gab + a · 1),
and this shows that L(f) ≤ 1. We conclude that L(f) ≤ L(f). This completes the
proof. 
Lemma 6.2.4 of [32] can be used to prove a similar result with L defined on all
of L∞(X,µ). It is interesting to note that although Lipschitz numbers do satisfy
the seminorm condition in Definition 4.3 (iii), it is only used in the proof to ensure
that L(f + c · 1) = L(f). In the noncommutative setting only this weaker version
holds (see Definition 4.14 and Example 4.18).
4.2. Spectral Lipschitz numbers. Now we introduce the spectral Lipschitz num-
ber of a self-adjoint operator in a von Neumann algebraM equipped with a quan-
tum pseudometric, or more generally a self-adjoint operator in M⊗B(l2). Recall
that PS(A) denotes the spectral projection of the self-adjoint operator A for the
Borel set S ⊆ R.
Definition 4.5. Let ρ be a quantum distance function on a von Neumann algebra
M (Definition 2.7) and let A ∈ M⊗B(l2) be self-adjoint. The spectral Lipschitz
number of A is the quantity
Ls(A) = sup
{
b− a
ρ(P(−∞,a](A), P[b,∞)(A))
: a, b ∈ R, a < b
}
,
with the convention 00 = 0, and A is spectrally Lipschitz if Ls(A) <∞. We call the
function Ls the spectral Lipschitz gauge.
We immediately note an alternative formula for Ls(A).
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Proposition 4.6. Let ρ be a quantum distance function on a von Neumann algebra
M and let A ∈ M⊗B(l2) be self-adjoint. Then
Ls(A) = sup
{
d(S, T )
ρ(PS(A), PT (A))
: S, T ⊆ R Borel
}
,
with the convention 00 = 0.
Proof. Here d(S, T ) = inf{d(x, y) : x ∈ S, y ∈ T }. The inequality ≤ follows by
taking S = (−∞, a] and T = [b,∞) for arbitrary a, b ∈ R, a < b. For the reverse
inequality, let S, T ⊂ R be Borel and (assuming d(S, T ) > 0, otherwise the pair
makes no contribution to the supremum) partition them as S =
⋃
Si, T =
⋃
Tj
such that each Si and each Tj has diameter at most d(S, T ). We can do this so
that PSi(A) = PTj (A) = 0 for all but finitely many i and j, since the interval
[−‖A‖, ‖A‖] has finite length. Then PS(A) =
∨
PSi(A) and PT (A) =
∨
PTj (A)
implies that we must have ρ(PSi(A), PTj (A)) = ρ(PS(A), PT (A)) for some i and j.
Since d(Si, Tj) ≥ d(S, T ) ≥ max{diam(Si), diam(Tj)}, without loss of generality we
may assume that a < b where a = supSi and b = inf Tj for this choice of i and j.
We then have
d(S, T )
ρ(PS(A), PT (A))
≤ d(Si, Tj)
ρ(PSi(A), PTj (A))
≤ b− a
ρ(P(−∞,a](A), P[b,∞)(A))
≤ Ls(A).
Taking the supremum over S and T yields the desired inequality. 
Spectral Lipschitz numbers generalize measurable Lipschitz numbers (Definition
4.1).
Proposition 4.7. Let (X,µ) be a finitely decomposable measure space, let ρ be a
measurable pseudometric on X, and let Vρ be the associated quantum pseudometric
on the von Neumann algebra M ∼= L∞(X,µ) of bounded multiplication operators
on L2(X,µ) (Theorem 2.22). Then for any real-valued f ∈ L∞(X,µ) we have
Ls(Mf) = L(f).
Proof. Let ρ˜ be the quantum distance function associated to Vρ (Definition
2.6) and recall that we have ρ˜(Mp,Mq) = ρ(p, q) for all nonzero projections
p, q ∈ L∞(X,µ) (Theorem 2.22). Now the inequality Ls(Mf) ≤ L(f) is proven
by taking p = χf−1((−∞,a]) and q = χf−1([b,∞) for arbitrary a, b ∈ R, a < b
(so that P(−∞,a](Mf) = Mp and P[b,∞)(Mf ) = Mq) in Definition 4.1, since
b− a ≤ d(ranp(f), ranq(f)) and therefore
b− a
ρ˜(P(−∞,a](Mf ), P[b,∞)(Mf ))
=
b− a
ρ(p, q)
≤ d(ranp(f), ranq(f))
ρ(p, q)
≤ L(f).
Taking the supremum over a and b shows that Ls(Mf) ≤ L(f). For the reverse
inequality, let p, q ∈ L∞(X,µ) be nonzero projections. If ǫ = d(ranp(f), ranq(f)) =
0 then the pair makes no contribution to L(f), so assume ǫ > 0. Now partition p
and q as p =
∑m
1 pi and q =
∑n
1 qj such that ranpi(f) and ranqj (f) have diameter
at most ǫ for all i and j. Then for some choice of i and j we have ρ(pi, qj) = ρ(p, q),
and as in the proof of Proposition 4.6 we may assume a < b where a = sup ranpi(f)
and b = inf ranqj (f). Thus Mpi ≤ P(−∞,a](Mf ) and Mqj ≤ P[b,∞)(Mf ), so that
d(ranp(f), ranq(f))
ρ(p, q)
≤ d(ranpi(f), ranqj (f))
ρ(pi, qj)
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≤ b− a
ρ˜(P(−∞,a](Mf ), P[b,∞)(Mf ))
≤ Ls(Mf ).
Taking the supremum over p and q shows that L(f) ≤ Ls(Mf ). 
Together with Proposition 4.2 this implies that the spectral Lipschitz number
reduces to the classical Lipschitz number in the atomic abelian case.
Corollary 4.8. Let d be a pseudometric on a set X and equip the von Neumann
algebra M ∼= l∞(X) of bounded multiplication operators on l2(X) with the associ-
ated quantum pseudometric (Proposition 2.5). Then for any real-valued f ∈ l∞(X)
we have Ls(Mf) = L(f).
The fact that spectral Lipschitz numbers effectively reduce to classical Lipschitz
numbers in the abelian case is evidence that Definition 4.5 is reasonable. We can
also point to the following easy result.
Proposition 4.9. Let ρ be a quantum distance function on a von Neumann algebra
M, let A ∈ M⊗B(l2) be self-adjoint and spectrally Lipschitz, and let f : R → R
be Lipschitz. Then f(A) is spectrally Lipschitz and Ls(f(A)) ≤ L(f)Ls(A).
Proof. Let a, b ∈ R, a < b, and let S = f−1((−∞, a]) and T = f−1([b,∞)). Then
P(−∞,a](f(A)) = PS(A) and P[b,∞)(f(A)) = PT (A).
Also b− a ≤ L(f) · d(S, T ), so
b− a
ρ(P(−∞,a](f(A)), P[b,∞)(f(A)))
≤ L(f) · d(S, T )
ρ(PS(A), PT (A))
≤ L(f) · Ls(A)
by Proposition 4.6. Taking the supremum over a and b proves that f(A) is spectrally
Lipschitz and yields the stated inequality. 
We will give other basic properties of Ls, in particular its compatibility with
spectral joins and meets, in Lemma 4.15 and Theorem 4.16.
The spectral Lipschitz condition can be related to the notion of co-Lipschitz
number introduced in Definition 2.27 (and consequently Corollary 4.8 can also be
deduced from Proposition 2.29). Recall that if A ∈ M is self-adjoint then the von
Neumann algebra W ∗(A) it generates is ∗-isomorphic to L∞(X,µ) where X is the
spectrum of A and µ is some finite measure on X ([27], Theorem III.1.22). Let
φ : L∞(X,µ) ∼= W ∗(A) ⊆ M be such an isomorphism and define a measurable
metric ρ˜ on X by setting
ρ˜(p, q) = d(ranp(ζ), ranq(ζ))
where ζ = φ−1(A).
Proposition 4.10. Let ρ be a quantum distance function on a von Neumann al-
gebra M and let A ∈ M be self-adjoint. Let φ : L∞(X,µ) ∼= W ∗(A) be a *-
isomorphism and equip X with the quantum metric Vρ˜ (Theorem 2.22) associated
to the measurable metric ρ˜ defined above. Then the spectral Lipschitz number Ls(A)
of A equals the co-Lipschitz number L(φ) of φ.
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Proof. One inequality is easy: given a, b ∈ R take p = φ−1(P(−∞,a](A)) and q =
φ−1(P[b,∞)(A)) in Definition 2.27. Then ρ˜(p, q) ≥ b− a and so
b− a
ρ(P(−∞,a](A), P[b,∞)(A))
≤ ρ˜(p, q)
ρ(φ(p), φ(q))
≤ L(φ).
Taking the supremum over a and b yields Ls(A) ≤ L(φ). For the reverse inequality,
sinceVρ˜ is reflexive Proposition 2.30 implies that we can restrict attention to projec-
tions in L∞(X,µ) when evaluating L(φ). So let p, q ∈ L∞(X,µ) be projections. As
in the proof of Proposition 4.7, we can find projections p′ ≤ p and q′ ≤ q such that
ρ(φ(p′), φ(q′)) = ρ(φ(p), φ(q)) and ranp′(ζ) and ranq′ (ζ) have diameter less than
ρ˜(p, q), where ζ = φ−1(A). Without loss of generality a < b where a = sup ranp′(ζ)
and b = inf ranq′(ζ). Then φ(p
′) ≤ P(−∞,a](A) and φ(q′) ≤ P[b,∞)(A), so that
ρ˜(p, q)
ρ(φ(p), φ(q))
≤ ρ˜(p
′, q′)
ρ(φ(p′), φ(q′))
≤ b− a
ρ(P(−∞,a](A), P[b,∞)(A))
≤ Ls(A).
Taking the supremum over p and q yields L(φ) ≤ Ls(A). 
By stabilization (see Section 2.4) we can therefore equate the spectral Lipschitz
number of any self-adjoint operator A ∈ M⊗B(l2) with the co-Lipschitz number
of a ∗-isomorphism φ : L∞(X,µ) ∼= W ∗(A) ⊆ M⊗B(l2). We can also prove a
counterpart to Proposition 4.9.
Corollary 4.11. Let M and N be von Neumann algebras equipped with quantum
distance functions, let A ∈ M⊗B(l2) be self-adjoint and spectrally Lipschitz, and
let ψ :M→N be a co-Lipschitz morphism. Then (ψ⊗I)(A) is spectrally Lipschitz
and Ls((ψ ⊗ I)(A)) ≤ L(ψ)Ls(A).
Proof. Let φ : L∞(X,µ) ∼=W ∗(A) be a ∗-isomorphism as in Proposition 4.10. Then
(ψ⊗I)◦φ restricts to an isomorphism from L∞(S, µ|S) toW ∗((ψ⊗I)(A)) for some
S ⊆ X , and we can take this to be the ∗-isomorphism used in Proposition 4.10 for
the operator (ψ ⊗ I)(A). So
Ls((φ⊗ I)(A)) = L(ψ ◦ φ|S) ≤ L(ψ)L(φ|S) ≤ L(ψ)Ls(A)
by Proposition 2.28. 
Next we want to show that the quantum distance function ρ associated to a
quantum pseudometric can be recovered from the spectral Lipschitz gauge. In
order to prove this we need to show that there are sufficiently many spectrally
Lipschitz operators. The basic tool is the following analog of ([35], Lemma 1.22).
The spectral join of a bounded family of self-adjoint operators {Aλ} is the self-
adjoint operator
∨
Aλ whose spectral projections satisfy
P(a,∞)
(∨
Aλ
)
=
∨
λ
P(a,∞)(Aλ)
for all a ∈ R. Their spectral meet ∧Aλ has spectral projections
P[a,∞)
(∧
Aλ
)
=
∧
P[a,∞)(Aλ).
Equivalently,
∧
Aλ = −
∨
(−Aλ).
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Lemma 4.12. Let ρ be a quantum distance function on a von Neumann algebra
M, let R ∈M⊗B(l2) be a nonzero projection, and let c > 0. Then∨
min{ρ(P,R), c} · P,
taking the spectral join over all projections P in M⊗B(l2), has spectral Lipschitz
number at most 1.
Proof. Let A be this spectral join. Then P(a,∞)(A) is the join of the projections
whose distance from R is greater than a, for any a < c. Now let a, b ∈ R, a < b;
we must show that b−a ≤ ρ(P(−∞,a](A), P[b,∞)(A)). We may assume that b ≤ c as
otherwise P[b,∞)(A) = 0 and so the right side is infinite. Let ǫ > 0, P = P(b−ǫ,∞)(A),
and Q = P(−∞,a](A) and observe that if Q˜ is any projection such that QQ˜ 6= 0
then ρ(Q˜, R) ≤ a (as otherwise we would have Q˜ ≤ P(a,∞)(A) by the definition of
A). Also ρ(P,R) ≥ b − ǫ since P is a join of projections whose distance from R is
greater than b− ǫ. Thus
b − ǫ ≤ ρ(P,R) ≤ ρ(P,Q) + sup{ρ(Q˜, R) : QQ˜ 6= 0} ≤ ρ(P,Q) + a
by Definition 2.7 (v). Thus b− a ≤ ρ(P(−∞,a](A), P[b,∞)(A)) + ǫ, and taking ǫ→ 0
yields the desired inequality. 
This lets us recover the quantum distance function from the spectral Lipschitz
gauge.
Theorem 4.13. Let ρ be a quantum distance function on a von Neumann algebra
M. Then
ρ(P,Q) = sup{a ≥ 0 : some self-adjoint A ∈M⊗B(l2) satisfies
Ls(A) ≤ 1, P ≤ P(−∞,0](A), and Q ≤ P[a,∞)(A)}
for any projections P,Q ∈M⊗B(l2).
Proof. Let ρ˜(P,Q) be the displayed supremum. Given a and A satisfying the con-
ditions in the definition of ρ˜(P,Q), we must have
a ≤ ρ(P(−∞,0](A), P[a,∞)(A)) ≤ ρ(P,Q)
(the first inequality because Ls(A) ≤ 1, the second because P ≤ P(−∞,a](A) and
Q ≤ P[a,∞)(A)). So ρ˜(P,Q) ≤ ρ(P,Q). Conversely, suppose ρ(P,Q) < ∞ and let
A be the operator defined in Lemma 4.12 with R = P and c = ρ(P,Q). Then
it is clear that Q ≤ P{c}(A), and we have P ≤ P{0}(A) since P is orthogonal to
any projection whose distance from P is nonzero (Definition 2.7 (ii)). According to
Lemma 4.12 we have Ls(A) ≤ 1, so this shows that ρ(P,Q) = c ≤ ρ˜(P,Q). Thus
ρ˜(P,Q) = ρ(P,Q). If ρ(P,Q) =∞ then take c→∞ in the preceding argument. 
We now proceed to the main result of this section, which abstractly characterizes
spectral Lipschitz gauges. Because of the mutual recoverability of spectral Lips-
chitz numbers and quantum distance functions and the equivalence of quantum
distance functions with quantum pseudometrics (Theorem 2.45), this gives us a
second intrinsic characterization of quantum pseudometrics.
In order to state the relevant definition we need the following notion. LetM be
a von Neumann algebra and let A,B ∈ M, A ≥ 0. Then A[B] ∈ M will denote the
positive operator with spectral subspaces
P(a,∞)(A[B]) = [BP(a,∞)(A)]
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for a > 0, where the bracket on the right side denotes range projection.
Definition 4.14. A quantum Lipschitz gauge on a von Neumann algebra M is a
function L from the self-adjoint part of M⊗B(l2) to [0,∞] which satisfies
(i) L(A+ I) = L(A)
(ii) L(aA) = |a|L(A)
(iii) L(A ∨ A˜) ≤ max{L(A),L(A˜)}
(iv) L(A[B]) ≤ L(A) if A ≥ 0
(v) if Aλ → A weak operator then L(A) ≤ supL(Aλ)
for any a ∈ R, any self-adjoint A, A˜, Aλ ∈ M⊗B(l2) with sup ‖Aλ‖ <∞, and any
B ∈ I ⊗B(l2). (In (i), I is the unit in M⊗B(l2); in (iii), A ∨ A˜ is the spectral join
of A and A˜.)
We emphasize that we do not assume L(A + A˜) ≤ L(A) + L(A˜); see Example
4.18 below.
Lemma 4.15. Let L be a quantum Lipschitz gauge on a von Neumann algebra M
and let {Aλ} be a bounded family of self-adjoint operators in M⊗B(l2). Then
L
(∨
Aλ
)
,L
(∧
Aλ
)
≤ supL(Aλ).
(Again,
∨
Aλ and
∧
Aλ are the spectral join and meet. The desired inequality
holds for finite joins by property (iii), and then for arbitrary joins by property (v),
taking the weak operator limit of the net of finite joins; the inequality for meets
then follows from the identity
∧
Aλ = −
∨−Aλ.)
Theorem 4.16. Let M be a von Neumann algebra. If ρ is a quantum distance
function on M (Definition 2.7) then the associated spectral Lipschitz gauge Ls is a
quantum Lipschitz gauge. Conversely, if L is a quantum Lipschitz gauge then
ρL(P,Q) = sup{a ≥ 0 : some self-adjoint A ∈ M⊗B(l2) satisfies
Ls(A) ≤ 1, P ≤ P(−∞,0](A), and Q ≤ P[a,∞)(A)}
is a quantum distance function. The two constructions are inverse to each other.
Proof. Let ρ be a quantum distance function on M and let Ls be the associated
spectral Lipschitz gauge. We verify properties (i) – (v) of Definition 4.14. Properties
(i) and (ii) are easy. For (iii), let ǫ > 0 and let a, b ∈ R, a < b, and observe that
P(−∞,a](A ∨ A˜) = P(−∞,a](A) ∧ P(−∞,a](A˜)
and
P[b,∞)(A ∨ A˜) ≤ P(b−ǫ,∞)(A ∨ A˜) = P(b−ǫ,∞)(A) ∨ P(b−ǫ,∞)(A˜).
So
ρ(P(−∞,a](A ∨ A˜), P[b,∞)(A ∨ A˜))
≥ min{ρ(P(−∞,a](A ∨ A˜), P(b−ǫ,∞)(A)), ρ(P(−∞,a](A ∨ A˜), P(b−ǫ,∞)(A˜)}
≥ min{ρ(P(−∞,a](A), P[b−ǫ,∞)(A)), ρ(P(−∞,a](A˜), P[b−ǫ,∞)(A˜)},
and hence
b− a
ρ(P(−∞,a](A ∨ A˜), P[b,∞)(A ∨ A˜))
≤ max
{
b− a
ρ(P(−∞,a](A), P[b−ǫ,∞)(A))
,
b− a
ρ(P(−∞,a](A˜), P[b−ǫ,∞)(A˜))
}
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≤ b− a
b− a− ǫ max{Ls(A), Ls(A˜)}.
Taking ǫ→ 0 and the supremum over a and b then yields property (iii).
Next, suppose A ≥ 0 and let B ∈ I ⊗ B(l2). Let a, b ∈ R, 0 ≤ a < b, and let
ǫ > 0. To verify property (iv), as in the proof of property (iii) it will suffice to show
that
ρ(P(−∞,a](A[B]), P[b,∞)(A[B])) ≥ ρ(P(−∞,a](A), P(b−ǫ,∞)(A)).
Thus let P = P(−∞,a](A) and Q = P(b−ǫ,∞)(A) and observe that P(b−ǫ,∞)(A[B]) =
[BQ] and
P(−∞,a](A[B]) = I − P(a,∞)(A[B])
= I − [BP(a,∞)(A)]
= I − [B(I − P )].
We claim that [B∗(I − [B(I − P )])] ≤ P . To see this suppose v ⊥ ran(P ). Then
Bv ∈ ran(B(I − P )), so that 〈Bv,w〉 = 0 for any w ∈ ran(I − [B(I − P )]). That
is, 〈v,B∗w〉 = 0, so we have shown that v ⊥ ran(B∗(I − [B(I − P )])). This proves
the claim. It now follows from Definition 2.7 (vi) that
ρ(P(−∞,a](A[B]), P(b−ǫ,∞)(A[B])) = ρ(I − [B(I − P )], [BQ])
= ρ([B∗(I − [B(I − P )])], Q)
≥ ρ(P,Q),
as desired.
Finally, to prove property (v), suppose Aλ → A boundedly weak operator and
let a, b ∈ R, a < b. Let ǫ > 0. Then applying ([35], Lemma 2.31) to (A − aI) ⊕
(bI −A) ∈ (M⊗B(l2))⊕ (M⊗B(l2)), we get nets of projections {Pκ} and {Qκ} in
M⊗B(l2) such that Pκ → P(−∞,a](A), Qκ → P[b,∞)(A), and for each κ we have
Pκ ≤ P(−∞,a+ǫ](Aλ) and Qκ ≤ P[b−ǫ,∞)(Aλ) for some λ. By Definition 2.7 (vii)
ρ(P(−∞,a](A), P[b,∞)(A)) ≥ inf
κ
ρ(Pκ, Qκ)
≥ inf
λ
ρ(P(−∞,a+ǫ](Aλ), P[b−ǫ,∞)(Aλ))
and so
b− a
ρ(P(−∞,a](A), P[b,∞)(A))
≤ sup
λ
b− a
ρ(P(−∞,a+ǫ](Aλ), P[b−ǫ,∞)(Aλ))
≤ b− a
b− a− 2ǫ supλ Ls(Aλ).
Taking ǫ → 0 and the supremum over a and b then yields Ls(A) ≤ supLs(Aλ).
This completes the proof that Ls is a quantum Lipschitz gauge.
Next let L be any quantum Lipschitz gauge. We verify that ρL is a quantum
distance function. Property (i) follows by taking A = 0 in the definition of ρL,
property (ii) is immediate, and property (iii) follows from the fact that L(aI−A) =
L(A). For property (iv), suppose there exist self-adjoint operators A, A˜ ∈ M⊗B(l2)
such that L(A),L(A˜) ≤ 1, R ≤ P(−∞,0](A), P ≤ P[a,∞)(A), R ≤ P(−∞,0](A˜), and
Q ≤ P[a,∞)(A˜). Then we have L(A ∨ A˜) ≤ 1,
R ≤ P(−∞,0](A ∨ A˜),
and
P ∨Q ≤ P[a,∞)(A ∨ A˜),
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and taking the supremum over a yields ρL(P ∨ Q,R) ≥ min{ρL(P,R), ρL(Q,R)}.
The reverse inequality is trivial, so this verifies property (iv). For property (v) let
ǫ > 0 and find a self-adjoint operator A ∈ M⊗B(l2) such that L(A) ≤ 1, P ≤
P(−∞,0](A), and R ≤ P[b,∞)(A) where b = ρL(P,R) − ǫ. Let a ∈ R be the largest
value such that Q ≤ P[a,∞)(A). Then ρL(P,Q) ≥ a, and letting Q˜ = P(−∞,a+ǫ](A)
we have QQ˜ 6= 0 and ρL(Q˜, R) ≥ b− a− ǫ. So
ρL(P,R) = b+ ǫ ≤ ρL(P,Q) + ρL(Q˜, R) + 2ǫ,
and taking the supremum over Q˜ and ǫ→ 0 yields property (v).
To establish property (vi), let ǫ > 0 and find a self-adjoint operator A ∈
M⊗B(l2) such that L(A) ≤ 1, [B∗P ] ≤ P(−∞,0](A), and Q ≤ P(a,∞)(A) where
a = ρL([B
∗P ], Q) − ǫ. By replacing A with A+ = A ∨ 0 we may assume it is
positive. We now have L(A[B]) ≤ 1 and [BQ] ≤ P(a,∞)(A[B]). We claim that
P ≤ P(−∞,0](A[B]), that is, P is orthogonal to P(0,∞)(A[B]) = [BP(0,∞)(A)]. For
if v ∈ ran(P ) and w ∈ ran(P(0,∞)(A)) then 〈v,Bw〉 = 〈B∗v, w〉 = 0 because
[B∗P ] ≤ P(−∞,0](A), and this proves the claim. Thus
ρL(P, [BQ]) ≥ a = ρL([B∗P ], Q)− ǫ,
and taking ǫ → 0, we conclude that ρL(P, [BQ]) ≥ ρL([B∗P ], Q). The re-
verse inequality follows by symmetry (property (iii)), interchanging P with Q
and B with B∗. For property (vii), suppose Pλ → P and Qλ → Q and
let a < lim sup ρL(Pλ, Qλ). As we frequently have ρL(Pλ, Qλ) > a, find self-
adjoint operators Aλ ∈ M⊗B(l2) such that L(Aλ) ≤ 1, Pλ ≤ P(−∞,0](Aλ), and
Qλ ≤ P[a,∞)(Aλ). Replacing Aλ with (Aλ ∨ 0) ∧ aI, we may assume 0 ≤ Aλ ≤ aI.
Now pass to a weak operator convergent subnet and let A = limAλ. Then A is pos-
itive, Pλ ≤ P{0}(Aλ), and for any v ∈ ran(P ) we have 〈Pλv, v〉 → 〈Pv, v〉 = ‖v‖2,
which implies that 〈Av, v〉 = lim〈Aλv, v〉 = 0 and hence that Av = 0. This shows
that P ≤ P{0}(A), and applying the same argument to aI −A yields Q ≤ P{a}(A).
So ρL(P,Q) ≥ a, and taking a → lim sup ρ(Pλ, Qλ) yields the desired inequality.
This completes the proof that ρL is a quantum distance function.
Now let ρ be any quantum distance function, let Ls be the associated spectral
Lipschitz gauge, and let ρLs be the quantum distance function derived from Ls.
Then ρ = ρLs by Theorem 4.13.
Finally, let L be any quantum Lipschitz gauge and let Ls be the spectral
Lipschitz gauge associated to ρL. We immediately have that L(A) ≤ 1 im-
plies ρL(P(−∞,a](A), P[b,∞)(A)) ≥ b − a for any a, b ∈ R, a < b, and hence
Ls(A) ≤ 1; this shows that Ls(A) ≤ L(A) for all A. Conversely, suppose
Ls(A) < 1. For each a, b ∈ R, a < b, we have ρL(P(−∞,a](A), P[b,∞)(A)) > b − a
so we can find a self-adjoint operator Aab ∈ M⊗B(l2) such that L(Aab) ≤ 1,
P(−∞,a](A) ≤ P(−∞,a](Aab), and P[b,∞)(A) ≤ P[b,∞)(Aab). Then
A =
∧
|a|≤‖A‖
∨
a<b≤‖A‖
((Aab ∨ aI) ∧ bI),
which shows that L(A) ≤ 1. We conclude that L(A) ≤ Ls(A) for all A, and hence
the two are equal. 
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Corollary 4.17. Let M ⊆ B(H) be a von Neumann algebra. If V is a quantum
pseudometric on M then Ls, defined by
Ls(A) = sup
{
b− a
t
: a, b ∈ R, a < b, P(−∞,a](A)(Vt ⊗ I)P[b,∞)(A) 6= 0
}
(for A ∈ M⊗B(H) self-adjoint), is a quantum Lipschitz gauge on M. Conversely,
if L is a quantum Lipschitz gauge on M then V = {Vt} with
Vt = {B ∈ B(H) : P(−∞,0](A)(B ⊗ I)P[a,∞)(A) = 0
for all a > t and all self-adjoint A ∈ M⊗B(l2) with L(A) ≤ 1}
is a quantum pseudometric onM. The two constructions are inverse to each other.
The corollary follows straightforwardly from Theorems 2.45 and 4.16.
As we mentioned in Section 4.1, the spectral Lipschitz gauge is not a seminorm
in general (although it is in the abelian case by Proposition 4.7 and ([35], Corollary
1.21)). We conclude this section with a simple example which demonstrates this;
in fact, we show that a sum of spectrally Lipschitz operators need not be spectrally
Lipschitz.
Example 4.18. Let M =M2(C) and let n ∈ N. Define a quantum metric on M
by letting a = 2/n and b = c = 1 in Proposition 3.6. Let A =
[
1 0
0 0
]
and B = 1n ·[
1 1
1 1
]
. Then A has eigenvalues 0 and 1 and the distance between the corresponding
spectral subspaces is 1, so Ls(A) = 1. The operatorB has eigenvalues 0 and 2/n and
the distance between the corresponding spectral subspaces is 2/n, so Ls(B) = 1.
But the operator
A+B =
1
n
·
[
n+ 1 1
1 1
]
has eigenvalues (n+ 2±√n2 + 4)/2n and the distance between the corresponding
spectral subspaces is 2/n, so Ls(A + B) =
√
n2 + 4/2. This witnesses the failure
of the seminorm property L(A + B) ≤ L(A) + L(B). Moreover, by taking the l∞
direct sum of this sequence of examples as n ranges over N, we obtain operators
A˜ and B˜ such that Ls(A˜) = Ls(B˜) = 1 and Ls(A˜ + B˜) = ∞. Thus a sum of two
spectrally Lipschitz operators need not be spectrally Lipschitz.
4.3. Commutation Lipschitz numbers. We have just seen that spectral Lip-
schitz gauges are algebraically very poorly behaved. However, there is a related
alternative notion that has good algebraic properties. Recall that [V ]1 denotes the
closed unit ball of the Banach space V .
Definition 4.19. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). We define the commutation Lipschitz number of A ∈M to be
Lc(A) = sup
{‖[A,C]‖
t
: t ≥ 0, C ∈ [Vt]1
}
,
where [A,C] = AC − CA and with the convention that 00 = 0. We say that A
is commutation Lipschitz if Lc(A) < ∞ and we call Lc the commutation Lipschitz
gauge. We define
Lip(M) = {A ∈M : Lc(A) <∞}
and equip Lip(M) with the norm ‖A‖L = max{‖A‖, Lc(A)}.
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Note that taking t = 0 shows that Lc(A) < ∞ implies A ∈ V ′0 ⊆ M. This
is a quantum version of the fact that Lipschitz functions on a pseudometric space
respect the equivalence relation which makes points equivalent if their distance is
zero.
We can define the commutation Lipschitz number of any operator in M⊗B(l2)
by stabilization (see Section 2.4). Explicitly, we set
Lc(A) = sup
{‖[A,C ⊗ I]‖
t
: t ≥ 0, C ∈ [Vt]1
}
for A ∈M⊗B(l2).
There is an analogue of the measurable de Leeuw map ([35], Definition 1.19) for
commutation Lipschitz operators. We use it to establish the basic properties of
commutation Lipschitz numbers.
Definition 4.20. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). The operator de Leeuw map is the map Φ : A 7→⊕α 1t [A,C], where α
ranges over all pairs (t, C) such that t ≥ 0 and C ∈ [Vt]1, from Lip(M) into the l∞
direct sum
⊕B(H). Also define π :M→⊕B(H) by π(A) =⊕A.
Proposition 4.21. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let Φ be the operator de Leeuw map.
(a) For all A ∈ Lip(M) we have Lc(A) = ‖Φ(A)‖.
(b) Φ is linear and we have Φ(AB) = π(A)Φ(B)+Φ(A)π(B) for all A,B ∈ Lip(M).
(c) The graph of Φ is weak* closed in M⊕⊕B(H).
Proof. Parts (a) and (b) are straightforward. For part (c), let {Aλ} be a net
in Lip(M) and suppose Aλ ⊕
⊕
1
t [Aλ, C] → A ⊕ B weak*; we must show that
A ∈ Lip(M) and Φ(A) = B. But
〈[Aλ, C]w, v〉 = 〈AλCw, v〉 − 〈Aλw,C∗v〉
→ 〈ACw, v〉 − 〈Aw,C∗v〉
= 〈[A,C]w, v〉
for all C and all v, w ∈ H , and this implies that B =⊕ 1t [A,C]. Thus A ∈ Lip(M)
and Φ(A) = B, as desired. 
Corollary 4.22. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H).
(a) Lc(aA) = |a| · Lc(A), Lc(A∗) = Lc(A), Lc(A + B) ≤ Lc(A) + Lc(B), and
Lc(AB) ≤ ‖A‖Lc(B) + ‖B‖Lc(A) for all A,B ∈ Lip(M) and a ∈ C.
(b) If {Aλ} ⊆ M is a net that converges weak* to A ∈ M then Lc(A) ≤ supLc(Aλ).
(c) Lip(M) is a self-adjoint unital subalgebra of M. It is a dual Banach space for
the norm ‖ · ‖L.
Proof. Part (a) is straightforward. For part (b) we use the fact that Aλ → A weak*
implies [Aλ, C]→ [A,C] weak* (and that weak* limits cannot increase norms). The
fact that Lip(M) is a unital subalgebra of M follows from part (a), and the fact
that it is a dual space follows from Proposition 4.21 (c) since the map A 7→ A⊕Φ(A)
is an isometric isomorphism between Lip(M) and the graph of Φ. 
The operator de Leeuw map does not respect adjoints. In order to ensure
Φ(A∗) = Φ(A)∗ for all A ∈ M we could change the definition to a direct sum
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of derivations into B(H ⊕H) of the form
A 7→
[
0 i[A,C]
i[A,C∗] 0
]
.
Proposition 4.21 would still hold and Φ would then be a W*-derivation in the sense
of ([32], Definition 7.4.1) or ([34], Definition 10.3.7).
We now prove our main result about commutation Lipschitz numbers, which
relates them to spectral Lipschitz numbers.
Theorem 4.23. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). Let A ∈M be self-adjoint.
(a) Let C ∈ B(H). If P(−∞,a](A)CP[b,∞)(A) = 0 for all a, b ∈ R, a < b, such that
b− a > t, then ‖[A,C]‖ ≤ t‖C‖.
(b) Lc(A) ≤ Ls(A).
Proof. Part (b) follows from part (a) because we have P(−∞,a](A)CP[b,∞)(A) = 0
for all t > 0, all C ∈ [Vt]1, and all a, b ∈ R, a < b, such that b − a > tLs(A) (since
the latter implies ρ(P(−∞,a](A), P[b,∞)(A)) > t). So part (a) allows us to infer that
‖[A,C]‖ ≤ tLs(A) for all t > 0 and all C ∈ [Vt]1. This shows that Lc(A) ≤ Ls(A).
We prove part (a). Since A is self-adjoint, we may suppose H = L2(X,µ) and
A = Mf for some real-valued f ∈ L∞(X,µ). Let ǫ > 0 and find a real-valued
simple function g ∈ L∞(X,µ) such that ‖f − g‖∞ ≤ ǫ; then we still have
P(−∞,a](Mg)CP[b,∞)(Mg) = 0
when b − a > t + 2ǫ because P(−∞,a](Mg) ≤ P(−∞,a+ǫ](Mf) and P[b,∞)(Mg) ≤
P[b−ǫ,∞)(Mf ). Since [Mg, C] → [Mf , C] as ǫ → 0, it will suffice to show that
‖[Mg, C]‖ ≤ (t+ 2ǫ)‖C‖.
Let
V = {B ∈ B(H) : P(−∞,a](Mg)BP[b,∞)(Mg) = 0
for all a, b ∈ R, a < b, such that b− a > t+ 2ǫ},
observe that V is a W*-bimodule over the von Neumann algebra of bounded
multiplication operators, and define Φ : V → V by Φ(B) = [Mg, B]. Say
g =
∑k
i=1 aiχSi such that the Si partition X and write Pi = MχSi . Then
Φn(B) =
∑
i,j(ai − aj)nPiBPj , so if we define eisΦ by a power series we get
eisΦ(B) =
k∑
i,j=1
eis(ai−aj)PiBPj =MeisgBMe−isg .
Thus ‖eisΦ(B)‖ = ‖B‖ for all s ∈ R, which implies that Φ is a “Hermitian” operator
([3], Definition 5.1) on the complex Banach space V by ([3], Lemma 5.2). It then
follows from Corollary 26.6 of [4] that the norm of Φ equals its spectral radius
lim ‖Φn‖1/n.
Since |ai − aj | > t+ 2ǫ implies PiBPj = 0 the expression
Φn(B) =
k∑
i,j=1
(ai − aj)nPiBPj
yields the estimate
‖Φn‖ ≤ k2(t+ 2ǫ)n.
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Thus ‖Φ‖ = lim ‖Φn‖1/n ≤ t + 2ǫ, and we conclude that ‖[Mg, C]‖ = ‖Φ(C)‖ ≤
(t+ 2ǫ)‖C‖, as desired. 
Corollary 4.24. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). Then any spectrally Lipschitz self-adjoint element of M is commuta-
tion Lipschitz.
The converse fails: in general not every commutation Lipschitz operator is spec-
trally Lipschitz. This follows from Example 4.18 since the operators A˜ and B˜ in
that example will both be commutation Lipschitz by the preceding corollary, and
hence their sum will be too by Corollary 4.22 (a).
However, in the measure theory setting the spectral and commutation Lipschitz
gauges agree.
Corollary 4.25. Let (X,µ) be a finitely decomposable measure space, let ρ be a
measurable pseudometric on X, and let Vρ be the associated quantum pseudometric
on M ∼= L∞(X,µ) (Theorem 2.22). Then for any real-valued f ∈ L∞(X,µ) we
have Lc(Mf ) = Ls(Mf ) = L(f).
Proof. The equality Ls(Mf ) = L(f) was Proposition 4.7, and we have Lc(Mf ) ≤
Ls(Mf) by Theorem 4.23. For the reverse inequality let p, q ∈ L∞(X,µ) be nonzero
projections and let ǫ > 0. Say p = χS , q = χT and apply the equality R = RVR in
Theorem 1.6 to the measurable relation R = {(p′, q′) : ρ(p, q) < ρ(p, q) + ǫ} ([35],
Lemma 1.16) to find C ∈ B(L2(X,µ)) such that MpCMq 6= 0 but Mp′CMq′ = 0
whenever ρ(p′, q′) ≥ ρ(p, q) + ǫ.
Decompose p and q as p =
∑
pi and q =
∑
qj so that ranpi(f) and ranqj (f)
have diameter at most ǫ for all i and j. Fix values of i and j such that B =
MpiCMqj 6= 0. We may assume that ‖B‖ = 1. Let a ∈ ranpi(f) and b ∈ ranqj (f).
Then B ∈ Vρ(p,q)+ǫ and
‖[Mf , B]− (a− b)B‖ ≤ ‖(Mf − aI)MpiB‖+ ‖BMqj (Mf − bI)‖ ≤ 2ǫ
so
Lc(Mf) ≥ ‖[Mf , B]‖
ρ(p, q) + ǫ
≥ |a− b| − 2ǫ
ρ(p, q) + ǫ
≥ d(ranp(f), ranq(f))− 2ǫ
ρ(p, q) + ǫ
.
Taking ǫ→ 0 and the supremum over p and q then yields L(f) ≤ Lc(Mf). 
Theorem 4.23 is nontrivial even in the atomic abelian case. For example, let
H = l2(Z) and let U ∈ B(l2(Z)) be the bilateral shift. Let f(z) =∑nk=−n akeikx be
a trigonometric polynomial of degree n, let C =
∑n
k=−n akU
k be the corresponding
polynomial in U , and for N ∈ N define
gN (k) =


N if k > N
k if −N ≤ k ≤ N
−N if k < −N
.
Then giving Z the standard metric, we have Ls(MgN ) = L(gn) = 1 and D(C) = n.
So Theorem 4.23 (b) implies that ‖[MgN , C]‖ ≤ n‖C‖. Taking inner products
against standard basis vectors shows that the weak operator limit of [MgN , C] as
N →∞ is the operator C˜ =∑nk=−n kakUk. Thus we conclude that ‖C˜‖ ≤ n‖C‖.
Taking the Fourier transform, we get
‖f ′‖∞ = ‖C˜‖ ≤ n‖C‖ = n‖f‖∞.
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This is Bernstein’s inequality from classical complex analysis (see [5]).
We include one more general result about Lip(M) which states that it is weak*
dense in M if V is a quantum metric. This is not surprising, but the proof is
interesting because it uses some of the machinery that we have built up in the last
two sections.
Proposition 4.26. Let V be a quantum metric on a von Neumann algebra M ⊆
B(H). Then Lip(M) is weak* dense in M.
Proof. The weak* closure of Lip(M) is a von Neumann subalgebra ofM by Corol-
lary 4.22 (c). By the double commutant theorem, to prove equality we must show
that Lip(M)′ ⊆M′. Thus let C ∈ B(H)−M′; we must find an operator in Lip(M)
that does not commute with C.
Since V is a quantum metric we have C 6∈ V0. Thus D(C) > 0 and so by
Proposition 2.10 there exist projections P,Q ∈ M⊗B(l2) such that ρ(P,Q) > 0
and P (C⊗ I)Q 6= 0. Now let A be the spectral join inM⊗B(l2) defined in Lemma
4.12 with R = P and c = ρ(P,Q). Then PA = 0 and AQ = ρ(P,Q) ·Q so
P [A,C ⊗ I]Q = −ρ(P,Q)P (C ⊗ I)Q 6= 0.
Since [A,C ⊗ I] is nonzero there exists a rank one projection P0 ∈ B(l2) such
that if B = (I ⊗ P0)A(I ⊗ P0) then
[B,C ⊗ I] = (I ⊗ P0)[A,C ⊗ I](I ⊗ P0) 6= 0.
Say B = B0 ⊗P0; then [B,C ⊗ I] = [B0, C]⊗ P0 and this implies that [B0, C] 6= 0.
Finally, for any t and any D ∈ [Vt]1 we have
‖[B0, D]‖ = ‖[B,D ⊗ I]‖ = ‖(I ⊗ P0)[A,D ⊗ I](I ⊗ P0)‖ ≤ ‖[A,D ⊗ I]‖ ≤ t
by Theorem 4.23 (b) since Ls(A) ≤ 1 (relative to the quantum pseudometric V⊗ I
on M⊗B(l2)). This shows that Lc(B0) ≤ 1, so that B0 ∈ Lip(M). Thus we have
found an operator in Lip(M) that does not commute with C. 
Finally, we relate Lip(M) to C∗(U~, V~) in the quantum tori.
Proposition 4.27. Let ~ ∈ R and let d be a translation invariant metric on T2
that is quasi-isometric (i.e., homeomorphic via a bijection which is Lipschitz in both
directions) to the standard metric. Equip W ∗(U~, V~) with the quantum metric V0
defined in Theorem 3.16 (b). Then Lip(W ∗(U~, V~)) is (operator norm) densely
contained in the C*-algebra C∗(U~, V~) generated by U~ and V~.
Proof. If A ∈W ∗(U~, V~) is commutation Lipschitz then
‖A− θx,y(A)‖ = ‖[A,Mei(mx+ny) ]‖ → 0
as (x, y) → (0, 0), which implies that A ∈ C∗(U~, V~) by ([34], Proposition 6.6.5).
This shows that Lip(W ∗(U~, V~)) ⊆ C∗(U~, V~).
For density, it will be enough to prove that U~ and V~ belong to Lip(W
∗(U~, V~))
since this will entail that every polynomial in U~, V~, U
−1
~
= U∗
~
, and V −1
~
= V ∗
~
is in
Lip(W ∗(U~, V~)) by Corollary 4.22 (c). We will prove that the real and imaginary
parts of U~ (actually, any self-adjoint Lipschitz element of C
∗(U~) ∼= C(T)) are
spectrally Lipschitz, and hence commutation Lipschitz by Corollary 4.24. This
implies that U~ is commutation Lipschitz by Corollary 4.22 (c). The analogous
statements for V~ are proven similarly.
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Identify C∗(U~) with C(T), let A ∈ C∗(U~) be self-adjoint, and suppose A ∈
Lip(T) ⊂ C(T). Recall (Definition 3.13) that Vt = VE0(St) consists of the operators
whose (k, l) Fourier term belongs to E0(St) · Uk−~V l−~, for all k and l, where E0(St)
is the weak* closed span of the operators Mei(mx+ny) with (x, y) ∈ St.
Now conjugate all operators in B(l2(Z2)) by the unitary Mei~mn/2 . Then U~
will still commute with both U−~ and V−~ (an easy computation directly from
Definition 3.11), E0(St) is unaffected, and U~ becomes the shift em,m 7→ em+1,n. In
the L2(T2) picture, A now becomes multiplication by a Lipschitz function in the
first variable and the operators Mei(mx+ny) with (x, y) ∈ St, which generate E0(St),
become translations by vectors of length at most t. Thus if A = Mf , f ∈ Lip(T),
then for any t > 0 we have
P(−∞,a](A)E0(St/L(f))P[b,∞)(A) = 0
for any a, b ∈ R, a < b, such that b − a > t. But since the spectral projections of
A commute with U−~ and V−~, this implies that
P(−∞,a](A)Vt/L(f)P[b,∞)(A) = 0
for any a, b ∈ R, a < b, such that b − a > t. So ρ(P(−∞,a](A), P[b,∞)(A)) ≥
(b− a)/L(f), and we conclude that Ls(A) ≤ L(f). Thus, we have shown that A is
spectrally Lipschitz, as claimed. 
4.4. Little Lipschitz spaces. Classically, little Lipschitz functions are Lipschitz
functions which satisfy a kind of “local flatness” condition (see Chapter 3 of [32]).
On nice spaces like connected Riemannian manifolds the only little Lipschitz func-
tions are constant functions, but on totally disconnected or Ho¨lder spaces they are
abundant.
We can formulate spectral and commutation versions of the little Lipschitz con-
dition in our setting.
Definition 4.28. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let ρ be the associated quantum distance function.
(a) A self-adjoint operator A ∈ M is spectrally little Lipschitz if it is spectrally
Lipschitz and for every ǫ > 0 there exists δ > 0 such that
b− a
ρ(P(−∞,a](A), P[b,∞)(A))
≤ ǫ
for any a, b ∈ R, a < b, such that ρ(P(−∞,a](A), P[b,∞)(A)) ≤ δ.
(b) An operatorA ∈M is commutation little Lipschitz if it is commutation Lipschitz
and for every ǫ > 0 there exists δ > 0 such that
‖[A,C]‖
t
≤ ǫ
whenever t ≤ δ and C ∈ [Vt]1. We let lip(M) be the set of elements of Lip(M)
that are commutation little Lipschitz, equipped with the inherited norm ‖ · ‖L.
This generalizes the atomic abelian case; see Corollary 4.34 below.
Proposition 4.29. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H). Then lip(M) is a closed unital self-adjoint subalgebra of Lip(M).
Proof. All of the assertions follow from the observation that A ∈ Lip(M) belongs
to lip(M) if and only if Φα(A) → 0 as t → 0, where α ranges over all pairs (t, C)
such that t > 0 and C ∈ [Vt]1, and Φα(A) = 1t [A,C]. 
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We omit the proofs of the next two results; they are straightforward adaptations
of the proofs of Propositions 4.6 and 4.9.
Proposition 4.30. Let ρ be a quantum distance function on a von Neumann alge-
bra M and let A ∈M be self-adjoint and spectrally little Lipschitz. Then for every
ǫ > 0 there exists δ > 0 such that
d(S, T )
ρ(PS(A), PT (A))
≤ ǫ
for any Borel sets S, T ⊆ R such that ρ(PS(A), PT (A)) ≤ δ.
Proposition 4.31. Let ρ be a quantum distance function on a von Neumann alge-
bra M, let A ∈ M be self-adjoint and spectrally little Lipschitz, and let f : R→ R
be Lipschitz. Then f(A) is spectrally little Lipschitz.
Proposition 4.32. Let ρ be a quantum distance function on a von Neumann alge-
bra M and let A, A˜ ∈ M be self-adjoint and spectrally little Lipschitz. Then their
spectral join and meet are also spectrally little Lipschitz.
Proof. The statement about joins follows from the inequality
b− a
ρ(P(−∞,a](A ∨ A˜), P[b,∞)(A ∨ A˜))
≤ max
{
b− a
ρ(P(−∞,a](A), P[b−ǫ,∞)(A))
,
b− a
ρ(P(−∞,a](A˜), P[b−ǫ,∞)(A˜))
}
established in the course of showing that Ls satisfies property (iii) of Definition
4.14 in the proof of Theorem 4.16. (Whichever term on the right dominates the left
side must have a smaller denominator, so the spectral little Lipschitz condition can
be applied.) The statement about meets can either be proven similarly or reduced
to the statement about joins via the identity A ∧ A˜ = −(−A ∨ −A˜). 
Proposition 4.33. Let V be a quantum pseudometric on a von Neumann alge-
bra M ⊆ B(H). Then any spectrally little Lipschitz self-adjoint element of M is
commutation little Lipschitz.
Proof. Let A ∈ M be self-adjoint and spectrally little Lipschitz. Given ǫ > 0, find
δ > 0 witnessing the spectral little Lipschitz condition. Fix 0 ≤ t ≤ δ and C ∈ [Vt]1.
Suppose P(−∞,a](A)CP[b,∞)(A) 6= 0; then ρ(P(−∞,a](A), P[b,∞)(A)) ≤ t ≤ δ, so
the spectral little Lipschitz condition implies that t ≥ ρ(P(−∞,a](A), P[b,∞)(A)) ≥
(b − a)/ǫ. This shows that if b − a > ǫt then P(−∞,a](A)CP[b,∞)(A) = 0, and so
Theorem 4.23 (a) yields ‖[A,C]‖ ≤ ǫt. We conclude that A is commutation little
Lipschitz. 
Corollary 4.34. Let X be a set, let d be a pseudometric on X, let M ∼= l∞(X)
be the von Neumann algebra of bounded multiplication operators on l2(X), and let
Vd be the quantum pseudometric on M corresponding to d (Proposition 2.5). If
f ∈ l∞(X) is real-valued then Mf is spectrally little Lipschitz if and only if Mf is
commutation little Lipschitz if and only if for every ǫ > 0 there exists δ > 0 such
that
d(x, y) ≤ δ ⇒ |f(x) − f(y)|
d(x, y)
≤ ǫ.
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Proof. Let f ∈ l∞(X) be real-valued. By Corollary 4.25 we may assume f is
Lipschitz. First, suppose f is little Lipschitz, i.e., it satisfies the ǫ-δ condition
stated in the proposition. Let ǫ > 0 and find δ > 0 satisfying this condition.
Then if a, b ∈ R, a < b, satisfy ρ(P(−∞,a](Mf), P[b,∞)(Mf )) < δ, we can find
sequences {xn} ⊆ f−1((−∞, a]) and {yn} ⊆ f−1([b,∞)) such that d(xn, yn) →
ρ(P(−∞,a](Mf ), P[b,∞)(Mf )) and d(xn, yn) ≤ δ for all n. Then |f(xn)−f(yn)| ≥ b−a
for all n, so
b− a
ρ(P(−∞,a](Mf ), P[b,∞)(Mf ))
≤ lim sup |f(xn)− f(yn)|
d(xn, yn)
≤ ǫ.
This verifies the spectral little Lipschitz condition for Mf .
Next, if Mf is spectrally little Lipschitz then it is commutation little Lipschitz
by Proposition 4.33.
Finally, suppose Mf is commutation little Lipschitz, let ǫ > 0, and find δ > 0
satisfying the commutation little Lipschitz condition. For any x, y ∈ X with t =
d(x, y) ≤ δ, the operator Vxy then belongs to [Vt]1 with t ≤ δ, so
|f(x)− f(y)|
d(x, y)
=
‖[Mf , Vxy]‖
t
≤ ǫ.
This shows that f is little Lipschitz. 
Finally, we note that just as in the abelian case, little Lipschitz operators are
abundant when the underlying metric space is Ho¨lder. This result is a straight-
forward consequence of the definitions of spectral and commutation little Lipschitz
operators, together with the fact that if 0 < α < 1 then t/tα → 0 as t→ 0.
Proposition 4.35. Let V be a quantum pseudometric on a von Neumann algebra
M⊆ B(H) and let 0 < α < 1. Let lipα(M) denote the little Lipschitz space relative
to the Ho¨lder quantum pseudometric Vα (Section 3.6). Then Lip(M) ⊆ lipα(M).
Any self-adjoint element of M that is spectrally Lipschitz relative to V will be
spectrally little Lipschitz relative to Vα.
The most significant substantive result about little Lipschitz spaces states that
lipα(X)∗∗ ∼= Lipα(X) for any compact metric space X and any 0 < α < 1. We
conjecture that this remains true for general quantum metrics, with the hypothesis
“X is compact” modified to “the closed unit ball of Lipα(M) is compact for the
operator norm topology”.
5. Quantum uniformities
In this brief final chapter we propose a quantum analog of the notion of a uniform
space [18]. A classical uniformity on a set can be defined in terms of a family of
relations called “entourages”. We can give a natural quantum generalization of
this definition which is representation independent (Theorem 5.3) and effectively
reduces to the classical definition in the atomic abelian case (Proposition 5.4). We
find that the basic theory of uniformities, including their presentability in terms of
families of pseudometrics, generalizes to the quantum setting (Theorem 5.6), and
we also develop some basic material on quantum uniform continuity (which, like
the Lipschitz condition, bifurcates into two distinct but related notions). However,
we do not attempt to mine the subject in detail.
QUANTUM METRICS 63
5.1. Basic results. We start with our definition of a quantum uniformity. It is not
overtly expressed in terms of dual operator bimodules, but we immediately show
that there is an equivalent reformulation in these terms.
Definition 5.1. A quantum uniformity is a family U of dual operator systems
contained in some B(H) that satisfies the following conditions:
(i) any dual operator system that contains a member of U belongs
to U
(ii) if U , U˜ ∈ U then U ∩ U˜ ∈ U
(iii) for every U ∈ U there exists U˜ ∈ U such that U˜2 ⊆ U .
The elements of U are quantum entourages. U is a quantum uniformity on the von
Neumann algebra M ⊆ B(H) if M′ ⊆ ⋂U, and it is Hausdorff if M′ = ⋂U. A
subfamily U0 ⊆ U generates U if every member of U contains some member of
U0.
Equivalently, we could work with dual unital operator spaces and require that
U ∈ U ⇒ U ∩ U∗ ∈ U.
Note that the intersection
⋂
U is always a von Neumann algebra. (It is clearly a
dual operator system, and it is an algebra by property (iii).) So if U is a quantum
uniformity on the von Neumann algebra M then ⋂U is a von Neumann algebra
containing M′ and we can ensure the Hausdorff property by passing from M to
the commutant of
⋂
U (a possibly smaller von Neumann algebra).
Proposition 5.2. Let U be a quantum uniformity on a von Neumann algebra
M⊆ B(H). Then U is generated by the subfamily
U0 = {U ∈ U : U is a quantum relation on M}.
Proof. Let U ∈ U and apply property (iii) of Definition 5.1 twice to obtain U˜ ∈ U
such that U˜3 ⊆ U . ThenM′U˜M′wk
∗
is a quantum relation onM that contains U˜ ,
and hence is a quantum entourage, and it is contained in U˜3 ⊆ U . 
Thus, we could just as well define a quantum uniformity on M to be a family
U of quantum relations on M such that
(i) M′ ⊆ U = U∗ for all U ∈ U
(ii) any quantum relation U that contains a member of U and
satisfies U = U∗ belongs to U
(iii) if U , U˜ ∈ U then U ∩ U˜ ∈ U
(iv) for every U ∈ U there exists U˜ ∈ U such that U˜2 ⊆ U .
Given the preceding, the next two results follow from, respectively, Theorem 1.3
and Proposition 1.4. Order the quantum uniformities on a von Neumann algebra
by inclusion.
Theorem 5.3. Let H1 and H2 be Hilbert spaces and let M1 ⊆ B(H1) and M2 ⊆
B(H2) be isomorphic von Neumann algebras. Then any isomorphism induces an
order preserving 1-1 correspondence between the quantum uniformities on M1 and
the quantum uniformities on M2.
Proposition 5.4. Let X be a set and let M∼= l∞(X) be the von Neumann algebra
of bounded multiplication operators on l2(X). If Φ is a uniformity on X then
UΦ = {U : VR ⊆ U for some R ∈ Φ}
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(VR as in Proposition 1.4, U ranging over dual operator systems) is a quantum
uniformity on M; conversely, if U is a quantum uniformity on M then
ΦU = {U ⊆ X2 : RU ⊆ U for some U ∈ U}
(RU as in Proposition 1.4) is a uniformity on X. The two constructions are inverse
to each other.
Finally, we show that every quantum uniformity arises from a family of quantum
pseudometrics.
Definition 5.5. Let {Vλ} with Vλ = {Vλt } be a family of quantum pseudometrics
on a von Neumann algebraM⊆ B(H). The associated quantum uniformity on M
is the family of dual operator systems U ⊆ B(H) such that
Vλ1ǫ ∩ · · · ∩ Vλnǫ ⊆ U
for some ǫ > 0, some n ∈ N, and some λ1, . . . , λn. Thus, it is the smallest quantum
uniformity that contains Vλt for every λ and every t > 0.
Theorem 5.6. Every quantum uniformity on a von Neumann algebra M⊆ B(H)
is the quantum uniformity associated to some family of quantum pseudometrics on
M.
Proof. LetU be a quantum uniformity onM and let F be the family of all quantum
pseudometrics V on M with the property that Vt is a quantum entourage for all
t > 0. We claim that U is the quantum uniformity associated to F . The inclusion
⊇ is easy because Vλ1ǫ ∩ · · · ∩ Vλnǫ is a quantum entourage for all ǫ > 0 and all
Vλ1 , . . . ,Vλn ∈ F .
To prove the reverse inclusion, let U1 ∈ U; we will find a quantum pseudometric
V ∈ F such that Vt ⊆ U1 for some t > 0. To do this, first find a sequence {Un} of
quantum entourages such that U3n+1 ⊆ Un for all n. For each s > 0 define
Ws = spanwk∗
{
A1 · · ·Ak : k ∈ N and Ai ∈ Uni (1 ≤ i ≤ k) where
k∑
i=1
2−ni ≤ s
}
,
and then define a W*-filtration V of B(H) by setting Vt =
⋂
s>tWs for all t ≥ 0.
It is straightfoward to check that V is a quantum pseudometric on M. We claim
that W2−n = Un for all n. It is clear that Un ⊆ W2−n . For the reverse in-
clusion, fix A1 · · ·Ak ∈ W2−n ; we want to show that A1 · · ·Ak ∈ Un. If k = 1
the assertion is trivial, so we may inductively assume it holds for all n and all
smaller values of k. Suppose k ≥ 2 and split the product up into three seg-
ments A1 · · ·Aj1 , Aj1+1 · · ·Aj2 , and Aj2+1 · · ·Ak such that the corresponding sums∑j1
1 2
−ni ,
∑j2
j1+1
2−ni , and
∑k
j2+1
2−ni are each at most 2−n−1. Then each of the
three subproducts is in Un+1 by the induction hypothesis, and hence the entire
product is in U3n+1 ⊆ Un. This completes the proof of the claim.
It follows that V ∈ F (since for each t > 0, Vt contains W2−n = Un for any n
such that 2−n ≤ t) and that Vt ⊆ W1 ⊆ U1 for any t < 1, as desired. 
5.2. Uniform continuity. The natural morphisms between uniform spaces are
the uniformly continuous maps. As with the Lipschitz condition, in the quantum
setting we have both a spectral version and a commutator version of this notion.
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Definition 5.7. Let U be a quantum uniformity on a von Neumann algebraM⊆
B(H).
(a) A self-adjoint operator A ∈ M is spectrally uniformly continuous if for every
ǫ > 0 there exists U ∈ U such that
P(−∞,a](A)UP[b,∞)(A) = 0
for all a, b ∈ R, a < b, such that b− a > ǫ.
(b) An operator A ∈ M is commutation uniformly continuous if for every ǫ > 0
there exists U ∈ U such that
‖[A,C]‖ ≤ ǫ
for every C ∈ [U ]1. We let UC(M) be the set of commutation uniformly continuous
operators in M, with the inherited operator norm.
This generalizes the atomic abelian case; see Corollary 5.10 below.
For quantum uniformities arising from quantum pseudometrics we can charac-
terize spectral and commutation uniform continuity directly in terms of the W*-
filtration.
Proposition 5.8. Let M ⊆ B(H) be a von Neumann algebra equipped with a
quantum pseudometric V, and let U be the quantum uniformity generated by the
quantum relations Vt for t > 0.
(a) A self-adjoint operator A ∈M is spectrally uniformly continuous relative to U
if and only if for every ǫ > 0 there exists δ > 0 such that
ρ(P(−∞,a](A), P[b,∞)(A)) ≥ δ
for every a, b ∈ R, a < b, with b− a > ǫ.
(b) An operator A ∈ M is commutation uniformly continuous relative to U if and
only if for every ǫ > 0 there exists δ > 0 such that ‖[A,C]‖ ≤ ǫ for every C ∈ [Vδ]1.
The proof of this proposition is straightforward.
Next we observe that, just as for Lipschitz conditions, spectral uniform continuity
is stronger than commutation uniform continuity. This result follows immediately
from Theorem 4.23 (a).
Theorem 5.9. LetM⊆ B(H) be a von Neumann algebra equipped with a quantum
uniformity U and let A ∈M be self-adjoint. If A is spectrally uniformly continuous
then it is commutation uniformly continuous.
Corollary 5.10. Let X be a set, let Φ be a uniformity on X, let M ∼= l∞(X)
be the von Neumann algebra of bounded multiplication operators on l2(X), and let
UΦ be the quantum uniformity on M corresponding to Φ (Proposition 5.4). If
f ∈ l∞(X) is real-valued then Mf is spectrally uniformly continuous if and only if
Mf is commutation uniformly continuous if and only if for every ǫ > 0 there exists
R ∈ Φ such that (x, y) ∈ R implies |f(x)− f(y)| ≤ ǫ.
Proof. Suppose that f is uniformly continuous in the sense stated in the corollary,
let ǫ > 0, and find an entourage R witnessing uniform continuity of f . Then VR ∈
UΦ, and (x, y) ∈ R implies |f(x)−f(y)| ≤ ǫ, so that P(−∞,a](Mf )VxyP[b,∞)(Mf) =
0 whenever b− a > ǫ, for every (x, y) ∈ R. Since VR is generated by {Vxy : (x, y) ∈
R}, this shows that P(−∞,a](Mf)VRP[b,∞)(Mf ) = 0 whenever b − a > ǫ, and this
demonstrates that Mf is spectrally uniformly continuous.
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Spectral uniform continuity implies commutation uniform continuity by Theorem
5.9.
Finally, if f is not uniformly continuous then there exists ǫ > 0 such that for
every entourage R ∈ Φ there is a pair (x, y) ∈ R with |f(x) − f(y)| > ǫ. Then
the operator Vxy belongs to [VR]1, and we have ‖[Mf , Vxy]‖ = |f(x) − f(y)| > ǫ.
Since every quantum entourage contains a quantum entourage of the form VR, this
shows thatMf is not commutation uniformly continuous. So commutation uniform
continuity of Mf implies uniform continuity of f . 
Next we look at algebra and lattice properties of spectral and commutation
uniform continuity.
Proposition 5.11. Let M ⊆ B(H) be a von Neumann algebra equipped with a
quantum uniformity U and let A, A˜ ∈ M be self-adjoint and spectrally uniformly
continuous. Then their spectral join and meet are also spectrally uniformly contin-
uous.
Proof. Let ǫ > 0 and find quantum entourages U and U˜ such that
P(−∞,a](A)UP(b,∞)(A) = P(−∞,a](A˜)U˜P(b,∞)(A˜) = 0
for all a, b ∈ R with b− a > ǫ. Then
P(−∞,a](A ∨ A˜) = P(−∞,a](A) ∧ P(−∞,a](A˜)
and
P(b,∞)(A ∨ A˜) = P(b,∞)(A) ∨ P(b,∞)(A˜),
so
P(−∞,a](A ∨ A˜)(U ∩ U˜)P(b,∞)(A ∨ A˜) = 0.
This shows that A ∨ A˜ is uniformly continuous. The fact that A ∧ A˜ is uniformly
continuous can either be proven analogously or inferred from the equality A ∧ A˜ =
−((−A) ∨ (−A˜)). 
Proposition 5.12. Let M ⊆ B(H) be a von Neumann algebra equipped with a
quantum uniformity U. Then UC(M) is a unital C*-algebra.
The proof of this proposition is routine.
The sum of two spectrally uniformly continuous operators need not be spectrally
uniformly continuous. Indeed, this is the case for the operators constructed in
Example 4.18, as one can easily check using the characterization of spectral uniform
continuity given in Proposition 5.8. Since A˜ and B˜ are both spectrally Lipschitz, it
follows that they are spectrally uniformly continuous, but their sum fails spectrally
uniform continuity because ρ(P(−∞,1/2](A˜+ B˜), P[1,∞)(A˜+ B˜)) = 0.
Recall that a quantum uniformity U on a von Neumann algebraM is Hausdorff
if M = ⋂U (Definition 5.1). We now show that under this hypothesis UC(M)
is weak* dense in M; this result is analogous to, and easily deduced from, the
corresponding result about weak* density of Lip(M) in M (Proposition 4.26).
Proposition 5.13. Let U be a Hausdorff quantum uniformity on a von Neumann
algebra M⊆ B(H). Then UC(M) is weak* dense in M.
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Proof. We must show that UC(M)′ ⊆ M′. Thus let C ∈ B(H) −M′; we must
find an operator in UC(M) that does not commute with C.
Since U is Hausdorff and C 6∈ M′, we must have C 6∈ U for some quantum
entourage U . By Theorem 5.6 there is a quantum pseudometric V onM such that
every Vt is a quantum entourage and Vt ⊆ U for some t > 0. Then C 6∈ V0, so by
Proposition 4.26 there is an operator B ∈ V ′0 ⊆ M that is commutation Lipschitz
relative to V, and hence commutation uniformly continuous relative toU, and does
not commute with C. 
We conclude with a simple result about commutation uniform continuity in the
quantum tori. Recall that on a compact space every continuous function is uni-
formly continuous.
Proposition 5.14. Let ~ ∈ R and let d be a translation invariant metric on T2
that is equivalent to the flat Euclidean metric. Equip W ∗(U~, V~) with the quantum
metric V0 defined in Theorem 3.16 (b). Then UC(W
∗(U~, V~)) = C
∗(U~, V~).
Proof. The proof is similar to, but slightly simpler than, the proof of Proposition
4.27. If A ∈W ∗(U~, V~) is commutation uniformly continuous then we must have
‖A− θx,y(A)‖ = ‖[A,Mei(mx+ny) ]‖ → 0
as (x, y)→ (0, 0), and this implies that A ∈ C∗(U~, V~) by ([34], Proposition 6.6.5).
Conversely, by Proposition 5.12, to establish that every operator in C∗(U~, V~)
is commutation uniformly continuous it will suffice to show this for U~ and V~.
We will prove that the real and imaginary parts of U~ (actually, any self-adjoint
element of C∗(U~)) are spectrally uniformly continuous, and hence commutation
uniformly continuous by Theorem 5.9. The analogous statements for V~ are proven
similarly.
Let A ∈ C∗(U~) be self-adjoint. As in the proof of Proposition 4.27, Vt = VE0(St)
consists of the operators whose (k, l) Fourier term belongs to E0(St) · Uk−~V l−~, for
all k and l.
Now conjugate B(l2(Z2)) by the operator Mei~mn/2 . Then U~ will still com-
mute with both U−~ and V−~, E0(St) is unaffected, and U~ becomes the shift
em,m 7→ em+1,n. In the L2(T2) picture, A now becomes multiplication by a contin-
uous (hence uniformly continuous) function in the first variable and the operators
Mei(mx+ny) with (x, y) ∈ St, which generate E0(St), become translations by vectors
of length at most t. Thus given ǫ > 0 we can find δ > 0 such that
P(−∞,a](A)E0(Sδ)P[b,∞)(A) = 0
for any a, b ∈ R, a < b, such that b − a > ǫ. But since the spectral projections of
A commute with U−~ and V−~, this implies that
P(−∞,a](A)VδP[b,∞)(A) = 0
for any a, b ∈ R, a < b, such that b − a > ǫ. Thus, we have shown that A is
spectrally uniformly continuous, as claimed. 
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