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This dissertation provides a detailed determination of the visible emission spec-
tra and plasma parameters of an exploding single aluminum (Al) wire while
addressing the applicability of a new spectroscopic measurement technique to
measure magnetic fields (B) in dense plasmas, where magnetic field measure-
ments were previously unobtainable. Through the use of this new technique,
hereafter called ”Zeeman Broadening”, there was evidence for magnetic fields
in the spectra and a measurement was made.
The Zeeman Broadening technique was first proposed and employed at the
Weizmann Institute of Science in Rehovot, Israel [47] and is based on the differ-
ence in line-widths of two fine structure components of the same multiplet that
undergo different splittings due the magnetic field.
Experiments were conducted exploding fine Al wire using Cornell’s Low
Current Pulser 3 (LCP3), a pulsed power generator that initially produced a 10
kiloamp (kA) current pulse with a rise time of 500 nanoseconds [16]. It was
later modified to produce up to 13kA with a 450ns rise time. Aluminum 1100
alloy wires were used, which are 99.9% Al. The wire length was 1.0cm, and the
diameter ranged between 15µm and 33µm. The primary diagnostics included a
high resolution grating spectrometer coupled to either a Kentech gated optical
imager (GOI), Princeton Instruments PIMax3 gated intensified charge-coupled
device (ICCD), or an Andor iStar ICCD. Additional diagnostics included pulser
current, wire current, and load voltage monitors.
The first set of experiments, with the GOI, were exploratory and meant to
determine an initial electron temperature and electron density. Using these data
it was concluded that the plasma parameters were conducive to the Zeeman
Broadening technique, and the PIMax3 camera was borrowed from Princeton
Instruments to create a diagnostic setup with resolution sufficient for studying
the magnetic field. While the spectra were unsatisfactorily noisy, a magnetic
field of B = 3.5T was fitted to a spectrum at a radius of 500µm from the initial
wire position at peak current. This result implies a high portion of the 10kA
current remained within r ≤ 500µm, even though the plasma had expanded
beyond a 2mm radius.
To gather more data with improved signal-to-noise ratios, a Shamrock 500i
spectrometer and iStar camera were borrowed from Andor Technology. The
spectra were analyzed to determine electron density ne and electron temper-
ature Te over many radii throughout the evolution of single wire explosion.
Over the entire single wire explosion, the ne ranged between 8 × 1016cm−3 and
1.6 × 1018cm−3, while the Te was measured between 2eV and 4eV . The explod-
ing wire plasma formed a hot less dense plasma shell surrounding a colder and
denser core, both expanding outwards at a rate of ∼ 3km/s. In the Andor data
set there also existed indications of measurable magnetic field that implied sig-
nificant portions of current was flowing within r ≤ 500µm, in agreement with
the previous results.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Pulsed-power generated wire array Z-Pinches have proven to be an efficient
and powerful source of laboratory radiation [34], making the physics of these
systems an important field of study. Understanding single wire explosions, also
driven by pulsed-power generators, is an important step for understanding the
complex physics of wire array Z-Pinches. While they share many similarities,
there are also differ in many ways. In single wire explosions the current causes
the wires to heat, expand, and explode in a multiphase state or perhaps fully
vaporized. Then, with sufficient current, the self induced magnetic field can act
to reduce the expansion and cause a pinching of the plasma.
In wire array Z-Pinches, several single wires are commonly arranged in a
cylindrical patten. The current running through the wires provides a mech-
anism to heat and vaporize the material and then the global azimuthal mag-
netic field creates a pinching force that can accelerate material to the central
axis where it stagnates. During the beginning of this process, the global mag-
netic field close to the wire can be small compared to the individual wire’s local
magnetic field and the argument can be made that wires in a Z-Pinch can be
approximated as single exploding wires early in time. This approximation is
valid when the wire-to-wire spacing in the array is large enough so that adja-
cent expanded wire plasmas do not overlap. This is always the case early in the
current pulse before the wires expand.
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Additionally, early in time during a Z- pinch, an individual wire’s magnetic
pressure due to the local magnetic field is less than the kinetic pressure of the
exploding wire plasma, which leads to an expansion of the wire plasma. For a
Z-Pinch, this kinetic pressure is eventually overcome by the growing magnetic
pressure of the global field, which sweeps material toward the central axis. But
for those early times before the global field dominance, the individual wire ex-
plosion scenario is comparable to that of a single wire explosion, which makes
these plasmas great candidates for studying the plasma physics that seeds the
more complex physics of wire array implosions.
While the physics of single wire explosions has been investigated for some
time, the understanding of the physics has been limited by the diagnostics avail-
able. With the continuing development of high-precision diagnostic equipment,
we are now able to create extremely high resolution spectroscopic systems with
resolving powers R upwards of 9000 (defined as the wavelength of the line of
interested divided by the full-width-half-max of the line: R = λ/∆λ), with ex-
tremely high photon sensitivity and gain. With these high sensitivity high res-
olution systems, we are now able to measure spectroscopic line profiles in very
short lived plasmas. These technology advances, with advantages in analy-
sis techniques, e.g. the Zeeman Broadening technique, allows us to measure
regimes and plasma properties that were previously inaccessible.
The high energy density (HED) plasma community is working hard to deter-
mine the location of the current flow in HED plasmas. Diagnosing the current
location, direction, and magnitude are very challenging because any current
probes placed in the plasma could be hugely disruptive and therefore could
not be trusted. Therefore, it is advantageous to measure the magnetic fields
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remotely and thereby determine the current information. There are several
ways to measure the magnetic field in plasma, including Faraday rotation, B-
dot probes, and spectroscopic techniques based on Zeeman splittings of emis-
sion lines.
Within high energy density (HED) plasmas, spectroscopic measurements
based on Zeeman splittings techniques are most often impractical or entirely
impossible due to the physical conditions of the plasma, such as extremely high
electron density or ion temperature to name two. When either or both of these
are large, emission lines are broadened. Within HED plasmas, the line profiles
are typically broadened by these effects sufficiently such that any Zeeman split-
tings caused by magnetic fields are no longer resolvable.
The need to extend the parameter space in which we can spectroscopically
determine the magnetic field led to the development of the Zeeman Broaden-
ing technique. This method was conceived and demonstrated at the Weizmann
Institute of Science (WIS) in Israel, using laser blowoff plasmas [47]. It is impor-
tant to note that in the Zeeman Broadening benchmarking experiments at the
WIS, the B-field did not vary along the line of sight and was decoupled from
the plasma [47]. In the experiments presented in this thesis, the magnetic field
was not decoupled from the plasma and the magnetic field did vary over the
line-of-sight. This difference makes inferring the magnetic field using Zeeman
Broadening in the wire explosion experiments more difficult than in the bench-
marking experiments at the WIS.
With the Zeeman Broadening method, two different fine structure compo-
nents of a multiplet are simultaneously measured and compared with simulated
line profiles to determine the electron density and the magnitude of the mag-
3
netic field. The groundbreaking feature of this technique is that the individual
splittings due to the magnetic field do not have to be individually resolvable.
Rather, the two composite broadened lines have enough information when an-
alyzed as a pair to extract information about the magnetic field and electron
density in the plasma in the observation region.
Since magnetic field information can be gathered by this technique using
carefully selected lines that are substantially broadened by high local electron
density and/or ion temperature, it is now in principle possible to diagnose
magnetic fields in plasmas with higher electron density and ion temperatures
than was possible up to now. This extension of the measurable parameter space
could contribute greatly to the range of HED plasmas that can be understood.
Presented in Chapter 2 is an overview of the Low Current Pulser 3 (LCP3)
pulsed power generator, used to drive the experiments presented in this thesis.
The various diagnostic setups for the data presented in this thesis are described
in Chapter 2.
Chapter 3 is a discussion of the types of continuum and characteristic radia-
tion encountered in single wire plasmas. Chapter 4 describes the spectroscopic
measurement techniques used in analyzing the data presented in this thesis,
with a lengthy discussion about Zeeman splitting and Zeeman Broadening. The
current challenge of the Zeeman Broadening method is the application to scien-
tifically significant plasma experiments, which is also discussed in Chapters 4
and 6.
Chapter 5 presents results from experiments designed to measure the evolu-
tion of the electron density and temperature throughout the explosion of the
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single aluminum wire. The first section includes a small subset of the ini-
tial exploratory experiments designed to evaluate the feasibility of a Zeeman
Broadening measurement in single exploding wire plasmas. The second section
presents results of detailed experiments that characterize the single exploding
wire plasma, both as a function of time and position.
Additional exploratory experiments were performed at the initiation of this
thesis project which are not included in detail in this thesis. Experiments began
on Cornell’s X-Pinch (XP) pulser, with results presented at the 2008 Dense Z-
Pinch (DZP) Conference and published in the DZP proceedings [2]. Later on the
experiments were redesigned and transitioned to Cornell’s LCP3 pulser. Initial
time-integrated single wire results from LCP3 were presented at the 2010 IEEE
International Conference on Plasma Science [6]. The first set of time-resolved
single wire experiments used a Hamamatsu optical streak camera, and the re-
sults were presented at the 52nd Annual Meeting of the American Physical So-
ciety Division of Plasma Physics [5].
Chapter 6 presents the results from high resolution experiments designed to
explore the Zeeman Broadening magnetic field and electron density measure-
ment technique. Evidence was found that suggests the presence of magnetic
fields in the plasma and a detailed line profile fit was performed.
Chapter 7 summarizes all of the results for the single exploding wire experi-
ments and presents interesting and related experiments that could be performed
in the future.
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1.2 Z-Pinches & Single Wire Explosions
Z-Pinches and single wire explosions are very similar in many ways. Perhaps
the best way to explain them together while highlighting key differences is
through a discussion of the Bennett pinch equilibrium in a column of current
carrying plasma. In the plasma column, there are two main pressure sources.
They are magnetic pressure and thermal pressure. The magnetic pressure works
to pinch the plasma column, while the thermal pressure works to expand the
plasma column. In the simplest form, the Bennett pinch condition states that
there is a point at which the magnetic pressure will balance the thermal pres-
sure and the column will be in equilibrium.
The pinching force, in essence, results from the Lorentz force, the electro-
magnetic force that acts on a single charged particle [28]. Here, q is the particle
charge, E is the electric field, v is the velocity of the particle, and B is the mag-
netic field.
F = q(E + v × B) (1.1)
A plasma never consists of a single particle, and to solve the system computa-
tionally using only Maxell’s equations and Lorentz forces is not practical. There-
fore assumptions and other models are necessary. The most used and appropri-
ate assumption is quasi-neutrality, and the plasma can often be treated using a
collisionless two-fluid model. This model introduces equations of motion for
electrons and ions that include a thermal pressure term ∇p [10], which is key to
the Bennett equilibrium. For a particle x (either e for electron or i for ion), the
mass of the particle is mx, the particle number density is nx, and v˙x is the velocity
time derivative.
menev˙e = qene(E + ve × B) − ∇pe (1.2)
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miniv˙i = qini(E + vi × B) − ∇pi (1.3)
Bennett was the first to derive the equilibrium equation from the motion
equations in a form which states that the equilibrium condition occurs with a
particular current for a given temperature and electron line density (electrons
per unit length) in a singly ionized plasma. To arrive at Eqn. 1.4, Bennet as-
sumed electrostatic neutrality, axial and azimuthal uniformity, and a stationary
state meaning no electric field. He also assumed that all the electrons have the
same velocity of u, and that all of the ions have the same velocity of v but in the
opposite direction [3].
i0 =
[c2 ∗ 2kB(T1 + T2)]
e(u + v)
[c.g.s.] (1.4)
Here i0 = Ne(u + v) and is the driving current with N = pia2〈n〉, 〈n〉 is the radially
averaged electron density (defined below in Eqn. 1.6), T1 is the electron temper-
ature, T2 is the ion temperature, e is the electron charge, c is the speed of light,
and kB is the Boltzmann constant . Equation 1.4 is from Bennett’s original paper
in c.g.s. units, in a form not often used by present day plasma physicists.
To change the units of Eqn. 1.4 into MKS and a more intuitive form for the
experimentalist, it might be best to rederive the equilibrium from the two-fluid
motion equations in MKS units. The result is Eqn. 1.5, where IB is the driving
current, a is the radius of the pinch column, Te,i are the election and ion tem-
peratures, and 〈n〉 is the average volume particle density (#/m3)given below in
Eqn. 1.6.
I2B =
8pi2a2
µ0
〈n〉kB(Ti + Te) (1.5)
〈n〉 =
∫ a
0
n(r)2pirdr
pia2
(1.6)
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From Eqn. 1.5, in which singly charged ions are still assumed, the relationship
between the size, temperature, density and driving current is clear when the
column is in equilibrium.
1.2.1 Z-Pinches
When the plasma column is not in equilibrium and the magnetic pressure is
larger than the thermal pressure we get a pinching of the plasma toward the
axis, usually denoted as the z axis. This is the case in the implosion of a Z-pinch
as the current rises.
The usual wire array Z-pinch configuration is a cylindrical array of parallel
fine metal wires. It is typically described as having four main phases. First a
current is driven through these wires, which causes them to heat ohmically until
they breakdown, creating a plasma around a solid wire core. This is typically
referred to as the initiation stage.
The ablation stage begins after voltage breakdown, during which the mag-
netic pressure around the individual wires is smaller than the thermal pressure
and the plasma will expand forming a coronal around the wire cores. The global
J × B begins to drive coronal plasma to the central axis in so-called ablation
streams, beginning to form a column of plasma called the precursor.
As the driving current increases, so will the global J × B force, which will
continue to sweep plasma away from the wire corona. Once enough material
has been removed and gaps form in the wire cores, the ablation phase transi-
tions to the implosion phase [4]. During the implosion phase there is a sweeping
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in of a majority of the material remaining near the original radius of the array
by the J × B force. Once the bulk of the plasma reaches the axis, the Z-pinch is
in the stagnation phase. The majority of the x-ray radiation from the experiment
occurs during stagnation. However, it should be noted that the plasma radiates
during the entire experiment with varying intensities and photon energy spec-
tra. Additionally magnetized Rayleigh-Taylor (RT) instabilities develop during
the ablation stage that develop further during implosion and stagnation. These
instabilities can greatly affect the x-ray pulse duration and the composition of
line radiation in the x-ray pulse.
1.2.2 Single Wire Explosions
A single wire explosion of the kind that is the subject of this thesis has a lot of
similar characteristics to the individual wire explosions in the initiation and ab-
lation stages in a wire-array Z-pinch. However, the main difference occurs in
the pressure balance following the ablation phase. Unlike a Z-pinch, in a rel-
atively low current single wire explosion the thermal pressure almost always
exceeds the magnetic pressure, inhibiting any pinching of the plasma. The im-
portant parameter here is the driving current. If the current is large enough in
a single wire explosion, it is possible to get some pinching of the plasma back
onto itself. However, this is not the case for the experiments presented in this
thesis.
Pulsed power driven single wire explosions with many types of wire materi-
als have been studied in detail over the last 50 years. To give a few recent exam-
ples among many experiments, the single wire topics of previous study include
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polarity effects [16, 18, 40], energy disposition [8, 9, 16, 18, 37, 43, 44], electrode
contact effects [16, 18], wire expansion rates [8, 9, 16, 18, 24, 25, 37, 43, 44], and
plasma and core structure [24, 25, 29, 36, 37]. Only a few experiments exist on
current density through the explosion [16, 17] or visible spectra emitted by these
plasmas [30]. More information on these experiments may be found in the cited
articles and the references within.
The current density profile is one of the most difficult measurements to make
in HED plasmas, including single exploding wires. As such, the spatial depen-
dence of the current flow is poorly understood. One previous experiment at-
tempting to measure current in these types of plasmas was performed by Dr.
Peter Duselis as part of his thesis experiments at Cornell University [16, 17]. Us-
ing a three electrode wire holder, see Fig. 1.1, Duselis measured how the current
transferred from the center regions of the plasma to outer radii by measuring the
total current and the current through the Lower Cathode Plate. Therefore the
difference in these measurements must be flowing through the Upper Cathode
Plate.
Duselis discovered a gradual expansion of current to radii r ≥ 700µm, lim-
ited by the inner diameter of the Upper Cathode Plate, with all of the current
flowing through the Upper Cathode Plate at peak current. It would be possi-
ble for current to be flowing at considerably larger radii than 700µm, but would
not change the signal in these experiments. While these experiments measured
an outward expansion of current density, it is difficult to unfold the effects of
the cathode structure from the results. Therefore, there is still a great need for
non-perturbing measurements of the current density profile, either directly or
indirectly (e.g., by way of the B field distribution).
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Figure 1.1: Three electrode wire holder used by Duselis to study the
transfer of current from immediately around the wire to radii
greater than the inner radius of the Upper Cathode Plate [16,
17]. The top Rogowski coil measured the total current while
the resistor allowed for measurements of the current through
the Lower Cathode Plate.
It is important to gain a full understanding of the beginning plasma prop-
erties, including developing instabilities, since this plasma seeds the physical
processes that take place in the wire-array Z-pinch. The experiments discussed
in this thesis are driven by an average current rate of rise of 25A/ns. As such,
they can be compared to the first ten’s of nanoseconds of a Z-pinch’s initiation
and ablation phases when the current drive per wire is also around 25A/ns.
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CHAPTER 2
THE LCP3 PULSED POWER GENERATOR
A pulsed power generator is uniquely capable of driving the high current
levels necessary to drive short pulse Z-pinches or single wire explosions. These
devices operate by storing up a large amount of electrical energy in capacitors
over a long period of time. The stored energy is then released in a very short
amount of time, generally microseconds to nanoseconds. Some pulsed power
devices use additional pulse forming lines and switches to compress the current
pulse further. Typical current rise times of pulsed power drivers range between
50ns and 500ns. The current level and rise time depend on the capacitance, the
inductance, and the pulse compression stages of the individual generator.
2.1 Overview of LCP3
The experiments in this thesis were conducted on the Low Current Pulser 3
(LCP3), which originally produced up to 10kA of current [16]. It consists of a
single 0.2µF capacitor charged to between −23kV and −30kV . The capacitor is
connected to a triggered gas switched, which is filled with 4 to 6 psi of nitrogen
gas. The mid-plane of the switch is held at half the charging voltage by a chain
of resistors. A high voltage pulse from a PT-55 sends a signal to the mid-plane
of the switch which causes the switch to close and the voltage pulse to proceed
down the power feed to the wire load. A picture of the LCP3 showing the PT-55,
capacitor, gas switch, and top of the chamber is shown in Fig. 2.1. The power
feed started out simple in a loop configuration, as opposed to coaxial or a strip
line configuration. As a result of the inductance of that configuration, a charge
of −23kV on the capacitor produced a current of 10kA with a 500ns rise time
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Figure 2.1: Pictures of LCP3 showing the PT-55, capacitor, gas switch, and
top of the LCP3 chamber.
through a 1cm long wire.
With a rise time of 500ns we can use Eqn. 2.1 for the resonant angular fre-
quency of an LC circuit to determine an approximate inductance for LCP3.
ω0 =
1√
CL
(2.1)
Taking 0.2µF for the capacitance C, we determine that LCP3 must drive a circuit
inductance L of 500nH.
Efforts were made to reduce LCP3’s inductance in order to increase the ma-
chine’s performance. This included adding additional ground paths from the
load to ground, shortening the power feed, and switching part of the power
feed from copper mesh to a copper strip. These changes reduced the rise time
to 430ns, and increased the current by about 1200A. With a charging voltage of
−30kV , LCP3 produces 13.2kA with a rise time of 430ns. Using Eqn. 2.1 again,
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Figure 2.2: Picture of the LCP3 vacuum power fed and wire holder with
additional ground paths. The second Rogowski coil is fitted
around the anode of the wire holder, and the voltage monitor
is seen wrapping around the power feed.
but with the new rise time, the inductance was reduced to 375nH.
Changes to the system were made in the Andor experimental setup that were
intended to increase the light collection efficiency in the exploding wire experi-
ments. These changes are described in Sec. 2.3.3. They increased the inductance
slightly, reducing the current to 13.0kA with a charge of −30kV .
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2.2 Diagnostics on LCP3
2.2.1 Current Monitor
Two non-integrating Rogowski coil current monitors were used to measure the
current on LCP3 and in the exploding wire. A non-integrating Rogowski con-
sists of a wire with one lead turned into helical coil surrounding a return wire in
the center of the coil. The coil is then bent to form a circle. Figure 2.3 is a draw-
ing of a Rogowski coil with the key features noted and labeled. This circular coil
is then placed around a current-carrying circuit element, e.g. a current carrying
rod. The current produces a magnetic fields which, in turns, induces a voltage
across the monitor leads that is directly proportional to the rate of change of the
magnetic flux due to the current. The resulting voltage signal is a measurement
of the first derivative of the current, dI/dt. To determine the magnitude of the
current I, the signal must to be integrated with respect to time and multiplied
by a calibration factor. The location of the current within the Rogowski coil does
not matter. It will measure the current correctly as long as the entire current is
contained within the coil [26].
One of the current monitors was a large diameter Rogowski coil that was
placed after the current switch at the beginning of the power feed, which was
outside of the vacuum chamber. The second Rogowski had a much smaller
diameter and was placed around the anode section of the wire holder, as seen
in Fig. 2.2, to measure the current through the wire. This setup was necessary
as it enabled detection of breakdowns or current loss in the power feed.
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Figure 2.3: Diagram of a non-integrating Rogowski coil. (Figure from
Isaac Blesener’s thesis.)
2.2.2 Voltage Monitor
Figure 2.4: Diagram of the voltage monitor’s circuit.
A high impedance voltage monitor is connected in parallel with the single
wire load such that it leaches a very small amount of current from the load.
Within the voltage monitor, a simple resistive voltage divider is used to record
a low voltage signal that is directly proportional to the load voltage. Figure 2.4
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shows a circuit diagram of the voltage monitor. A 50Ω resistor is used to connect
the monitor output to ground, so that the impedance of the monitor will match
the impedance of the cable connected to the VMON output point. The voltage
monitor is seen in Fig. 2.2 as the chain of resistors wrapping around the power
feed leading to the wire holder.
2.2.3 Spectrometers
Two types of spectrometers were used to collect spectra in the visible band-
width between 350nm and 700nm. The first type was a ruled concave grating
spectrometer with a 1 meter focal length. It had the capability to take high
spectral resolution measurements. However, this spectrometer was used only
during the collection of the preliminary data due to its low efficiency at visible
wavelengths with the higher resolution settings.
The second type was a Czerny-Turner spectrometer, with a 1/2 meter fo-
cal length. Two different spectrometers of this type were used to collect data.
One was built by λ Minuteman, and the other was built by Andor Technolo-
gies. While there were subtle difference in the design of the two spectrometers,
the basic principle of operation is the same, and is depicted by the drawing in
Fig. 2.5. All Czerny-Turner spectrometers have an entrance slit, two concave fo-
cusing mirrors, and a ruled grating. The dispersion and resolution of the system
is dependent on these four components.
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Figure 2.5: Drawing of the Czerny-Turner Spectrometer’s principle of op-
eration. MC is the collimating concave mirror; MF is the focus-
ing concave mirror.
Dispersion
First, polychromatic light is focused onto the entrance slit of the spectrometer.
The light then hits the first mirror MC, which collimates the light into a parallel
beam. The parallel light then interacts with the grating and each component
wavelength of the light is diffracted at a different angle according to the grating
equation [32], given in Eqn. 2.2. With respect to the grating normal, α is the
angle of incidence and β is the angle of diffraction given in degrees, as shown in
Fig. 2.6. The groove density is n in terms of grooves/millimeter. The diffraction
order is k, and λ is the wavelength in nanometers.
sinα + sin β = 10−6knλ (2.2)
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Figure 2.6: Diffraction angles due to a ruled grating.
The central wavelength of light λ is dispersed along the spectrometer’s focal
field according to Eqn. 2.3 with units of nm/mm, which correspond to a spectral
dimension over a physical dimension [32]. This is called the linear dispersion.
The new term LB in Eqn. 2.3 is the distance between the grating and spectral
focal plane, often called the ”exit arm”. The constants of 10−6 in Eqn. 2.2 and 106
in Eqn. 2.3 results from using the given units.
dλ
dx
=
106 cos β
knLB
[nm/mm] (2.3)
Often it can be more illustrative to consider the dispersion in terms of dx/dλ. As
dx/dλ we see that a given spectral range dλ, say 1nm, is spread over a certain
physical dimension dx. From this we can see the direct relation between dis-
persion (and later resolution), the spectrometer’s focal length, and the grating’s
groove density. The ”1nm” is spread over a larger distance as we increase the
exit arm length LB and/or increase the groove density n.
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Resolution
The resolution of a spectrometer is the ability of the spectrometer to separate
two adjacent lines. It is based on the Rayleigh criterion and often quoted in
terms of an infinitely narrow line’s full width at half max (FWHM) after pass-
ing through the spectrometer. To determine the resolution, two factors must be
considered. These are the limiting instrumental line profile of the spectrometer
and the impact of the entrance slit width. When calculating the spectrometer’s
resolution the assumption is made that the natural line width of our hypotheti-
cal line is zero, and will not contribute to the FWHM. Therefore the natural line
width will not be included at this stage.
The instrumental line profile is calculated from the resolving power of the
spectrometer. The term resolving power has two definitions, and care must
be taken to avoid confusion. The first is based on the original dimensionless
definition of resolving power used to describe a system’s actual performance,
given in Eqn. 2.4.
R =
λ
dλ
(2.4)
λ is the line under consideration and dλ is the measured FWHM. In this context,
R is used to express the working capability of a spectrometer system indepen-
dent of the wavelength. For instance a FWHM alone, or resolution, of 1A˚ would
be terrible for working with x-rays while it would be excellent if working with
infrared radiation. However, by expressing the resolution in terms of resolving
power R, one is able to relate the capabilities of a spectrometer system.
The second definition and usage of R is for calculating theoretical maximum
resolving power of the spectrometer. This is important when determining the
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limiting resolution of a spectrometer. From Eqn. 2.4 it can be shown that
R =
λ
dλ
= knWg = kN (2.5)
where Wg is the width of the grating and N is the total number of grooves [32].
Rearranging to give the limiting instrumental line profile dλres we have
dλres =
λ
kN
(2.6)
Equation 2.6 is the formula that should be used in combination with the impact
of the entrance slit width to determine a spectrometer’s expected resolution.
The contribution to the FWHM from the entrance slit is due to the bandpass
dλslit based on the slit width ws. This is found by multiplying the slit width by
the linear dispersion given in Eqn 2.3:
dλslit = ws ∗ dλdx . (2.7)
To determine the FWHM of the spectrometer we assume Gaussian line profiles
and take a convolution of the two contributions, keeping in mind the assump-
tion that the natural line width of our hypothetical line is zero.
FWHM =
√
dλ2res + dλ
2
slit (2.8)
Examining Eqns. 2.6, 2.7, and 2.8, the relationships between the primary spec-
trometer variables and the resolution can be seen clearly. As the slit width is
decreased, the FWHM is also decreased, which is equivalent to saying that the
resolution is increased. Also as the groove density n, size of the grating, and exit
arm length LB are all increased, the resolution is increased.
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Figure 2.7: Definition of tangential focus and sagittal focus. In a spectrom-
eter with astigmatism, the two focal points have different loca-
tions.
Astigmatism
All Czerny-Turner spectrometers with spherical mirrors will have some degree
of astigmatism. This is when the spectral focal plane, the tangential focus lo-
cated along the x-axis, is at a different location than the spatial focal plane, the
sagittal focus located along y-axis [32]. A visual definition and example of the
astigmatism is shown in Fig. 2.7. The astigmatism is caused by off axis geome-
try of the spectrometer, with a plane wave incident on a spherical mirror. The
severity of the astigmatism increases with the square of the spectrometer’s nu-
merical aperture and the square of the off axis angle [32].
For most applications the spatial focus is not very important, and no efforts
are made to correct the aberration. The main effect of this astigmatism at the
spectral focal plane is a spreading of light in the spatial dimension (along the
y-axis). While the spectral resolution will remain as it should, the intensity of
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the signal at a given point will be decreased. This reduced intensity can lead to
signal-to-noise problems if the spectrum is already dim.
In the experiments in this thesis, several independent spectra are to be
recorded simultaneously using a single spectrometer by the use of a linear ar-
ray of fibers. Therefore the vertical blending of the independent spectra due to
the astigmatism would negate the spatial resolution provided by the fibers. The
astigmatism can be corrected two ways. The first is in the design of the spec-
trometer by using toroidal mirrors instead of spherical mirrors [32]. The second
is to install an aftermarket cylindrical lens into the optical system that will move
the sagittal focal point to the tangential focal point.
In the data presented in this thesis, the λ Minutemen spectrometer was mod-
ified through the use of a cylindrical mirror to correct the astigmatism. Con-
versely, the Andor spectrometer was designed with toroidal mirrors and needed
no modifications to be used in the desired manner in these experiments.
2.2.4 Gated ICCD Cameras
The spectra were recorded using a gated intensified charge-coupled device
(ICCD) designed for use in the optical region of the spectrum. An ICCD is essen-
tially a micro-channel plate (MCP) that has been coupled to a CCD camera for
recording the data. The MCP is a type of gated imager which intensifies a light
signal over a small time window of tens of nanoseconds in these experiments.
A MCP has a fairly straightforward principle of operation. Incident light
strikes a photocathode which then converts the photons to electrons via the pho-
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toelectric effect. The electrons are then accelerated through fine capillaries by a
large bias voltage. In these capillaries the accelerated electrons are multiplied as
a result of collisions with the capillaries, which provides the desired gain in sig-
nal. The electrons then strike a phosphor upon reaching the end of the capillary
and are converted back to photons and captured in the pixel wells of a coupled
CCD. The signal can then be read out of the CCD and the data analyzed.
The very fast gating of these devices is achieved through the capillary volt-
age bias. Electrons are accelerated and multiplied only when the voltage is ap-
plied. Therefore the short gating window requires a very short and high voltage
pulse.
One important feature of an ICCD is the size of the capillaries. It is often
the case that they are ∼ 25µm, as it is very difficult to make them smaller yet
function properly with a large gain. When coupled with a spectrometer, they
have the impact of reducing the system resolution, typically by a factor of 2.
There is usually no loss in resolution from the transition from the capillaries to
the charge-coupled device (CCD) that records the data, because the CCD pixels
are typically much smaller. For the Andor iStar ICCD used in these experiments,
each CCD pixel was 13.5µm by 13.5µm.
2.3 Experimental Arrangements
Three difference experimental arrangements were used to collect the data pre-
sented in this thesis. In all three setups, the light from the exploding wire was
transferred to the spectrometer through fiber optics. The emitted visible radia-
tion from the plasma was imaged onto a coherent linear fiber array consisting
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Figure 2.8: The field of view near the exploding wire used in the GOI
setup. Side view showing the integration over focal points
spaced vertically parallel to the wire and a distance of r away
from the original wire position. Top view of the wire showing
the line of sight of the collecting optics.
of 17 fibers, each with a core diameter of 100µm and a numerical aperture (NA)
of 0.12. This is half the NA of a standard fiber, which means that it has a smaller
light cone and angle of light acceptance. The fiber centers were spaced 122µm
from each other, on both ends. In the GOI setup, the fibers were aligned to inte-
grate over a large vertical area at a single radial distance, as shown in Fig. 2.8. In
the PIMax3 and Andor experimental setups, the fiber was aligned to look radi-
ally across the exploding wire to sample light from 17 different points each at a
different radius in the plasma, as depicted in Fig. 2.9. This provided the spatial
resolution in the spectra.
The magnification between the plasma and the fiber was varied over the ex-
periments to change the amount of spatial averaging. Most experiments had
either 1 : 1 or 1 : 2 imaging, so that each fiber sampled a region of 100µm to
200µm at the focal point. It should be pointed out that the line of slight did not
limit the collection area to only the focal point. For each spectrum, the light was
collected and integrated along an entire chord along the line of sight. Because
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Figure 2.9: The field of view near the exploding wire. Side view showing
the focal points spaced radially perpendicular to the original
wire position. Top view of the wire showing the line of sight of
the collecting optics.
the plasma expanded radially outwards, the length of the chord through the
plasma decreases as the focal point moves farther away radially from the origi-
nal wire position. Likewise, the sample points nearest the original wire position
have the longest chords and integrate through the most plasma.
2.3.1 GOI Setup
The first experimental setup is shown in Fig. 2.10 and was used for the initial
exploratory experiments presented in Sec. 5.1. Light from the plasma was fo-
cused into the linear fiber array aligned parallel to the wire so that spectra were
collected over a large vertical area and a narrow radial area. The light signal
was integrated over all of the fibers (after recording the data) resulting in one
spectrum per experiment. The fiber alignment and field of view is shown in
Fig. 2.8.
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Figure 2.10: The Kentech gated optical imager (GOI) setup. This one in-
cluded a 1 meter concave grating spectrometer and a Kentech
GOI. The system resolution was 3.2A˚ because of the GOI’s
10lpmm resolution.
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The light from the fiber array was then focused onto the entrance slit of a
1 meter spectrometer with a concave grating with 600grooves/mm. The grating
was the only element to focus the light while dispersing it. The spectrum was
intensified by a Kentech gated optical imager (GOI) borrowed from Sandia Na-
tional Laboratories. The GOI acted only to intensify and gate the spectrum. The
integration time determined by the gate was 12ns. Therefore it was necessary
to couple it to a camera to record the spectra. The resolution of this system was
3.2A˚, limited by the GOI’s 10lpmm (line pairs per millimeter) resolution.
2.3.2 PIMax3 Setup
The second setup is shown in Fig. 2.11. Light was focused into the fibers by
a compound camera lens. The fiber was aligned to collect spectra radially, as
shown in Fig. 2.9. The light from the fiber was then focused into a λ Minute-
man 1/2 meter spectrometer with a 2160grooves/mm. This spectrometer had a
significant amount of astigmatism that was corrected using a cylindrical lens.
It was placed before the compound camera focusing lens, seen in the picture in
Fig. 2.11 just behind the PIMax3 camera, which imaged the fiber array onto the
slit of the spectrometer.
While the optics setup corrected the majority of the astigmatism, it was not
perfect and there was some ”cross-talk” between the fiber signals. This is when
the edges of the individual fiber signals slightly overlapped. To accommodate
for this, the low intensity edge rows of each spectrum were not included in the
summation of the final fiber spectra. While this did result in some elimination
of signal, the resulting spectra had less contamination.
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Figure 2.11: The PIMax3 setup. It included a 1/2 meter Czerny-Turner
spectrometer and a Princeton Instruments PIMax3 gated
ICCD. The system resolution with the 2160grooves/mm grat-
ing was 0.75A˚.
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A gated ICCD camera was mounted on the exit plane of the spectrometer
to record the spectra. This ICCD was a Princeton Instruments PIMax3 camera
borrowed as a ”demo” from the company. The final resolution with the camera
and the 2160grooves/mm grating was 0.75A˚. The resolution was limited by the
focal length and incident angles of the spectrometer. The time gate width used
was 100ns. The data collected with the PIMax3 setup is presented in Sec. 6.1 and
was used to determine electron densities and the magnitude of the magnetic
field at a particular radial position.
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2.3.3 Andor Setup
The third setup is shown in Fig. 2.13. In the previous configurations, the wire
load was located in the center of the LCP3 chamber, which has an 11.5 inch
(292.1 mm) diameter. In order to decrease the distance between the wire and
one of the viewing ports, i.e., increase the solid angle of light collection, one of
the LCP3 ports was shortened by 2.5 inches (63.5 mm). Additionally hardware
was designed to offset the wire holder by 2 inches (50.8 mm) from the center
of the chamber. The combined effect of these changes was to increase possible
light collection by 170%, or a factor of 2.7.
The same collecting optics and linear fiber bundle was used, aligned radi-
ally as shown in Fig. 2.9 to collect simultaneous spectra as a function of radial
position. The fiber bundle was placed directly at the entrance slit of an Andor
Shamrock 1/2 meter imaging Czerny-Turner spectrometer borrowed from the
company as a ”demo”. The spectra were recorded with a ”demo” Andor iStar
gated ICCD.
Even though the spectrometer was an imaging spectrometer, there was still
some astigmatism which caused the closely spaced spectra to overlap slightly
creating ”cross-talk” between the fiber signals. As in the Princeton Instruments
PIMax3 setup, the low intensity edge rows of each spectrum were not included
in the summation of a final fiber spectrum. While this did result in some reduc-
tion of signal, the resulting spectra had less contamination. Shown as the blue
curve in Fig. 2.12 is the ”vertical” signal intensity over signals from four fibers in
shot 1601, integrated over five pixels on the wavelength axis. A Gaussian curve
is fit to each of the fiber signals, and the resulting curve is shown in red. Two
Gaussian fits to individual fibers are graphed in black to show the fiber signal
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Figure 2.12: The ”vertical” signal intensity over signals from four fibers
shown in blue. A Gaussian curve is fit to each of the fiber sig-
nals, and the resulting curve is shown in red. Two Gaussian
fits to individual fibers are graphed in black to show the fiber
signal overlap. The gray shaded region represents the pixels
omitted from the final spectra.
overlap. The gray shaded region represents the pixels omitted from the final
spectra. While not all of the signal contamination is eliminated, it is reduced
significantly. At the peak intensity pixel, the cross-talk is ≤ 2.5% of the original
signal. At the edge pixel of the fiber signal, the cross-talk can raise the intensity
by ≤ 16%. Over the entire summed fiber area, the cross-talk from one adjacent
fiber could be ≤ 2%. Therefore, after omitting the pixels between fibers with the
most cross-talk, at most ≤ 4% of a summed spectrum could be from adjacent
fibers.
Two different grating were used in the Andor spectrometer. One was a
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300grooves/mm grating that provided a spectral bandwidth of ∼ 900A˚ and a reso-
lution of 7.0A˚. For this resolution, a 50ns gate time was used. The data was used
to determine electron densities and electron temperatures and is presented in
Sec. 5.2.
The other grating used was a 2400grooves/mm giving a resolution of 0.6A˚
over a 100A˚ bandwidth. Due to the larger dispersion, a 100ns gate time was
needed to collect enough signal. The data taken with this grating were used to
look for evidence of measurable magnetic fields and determine electron densi-
ties, and is presented in Sec. 6.2.
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Figure 2.13: The Andor system setup. It included an imaging 1/2 meter
Czerny-Turner spectrometer and an Andor iStar gated ICCD.
34
CHAPTER 3
PLASMA RADIATION
Many types of plasmas can exist, and the plasma parameters, such as mate-
rial, ionization, electron temperature, ion temperature, and electron density,
can vary significantly. Over all of the ranges for these parameters, the plasma
will emit radiation. The emitted radiation can include continuum radiation and
characteristic radiation. Most of the continuum radiation in a plasma comes
from two types of transitions, free-free transitions (bremsstrahlung) and free-
bound transitions (radiative recombination). Characteristic, or line, radiation
is comprised of bound-bound transitions (de-excitation). From studying the
particulars of the emitted radiation, both continuum and characteristic, one can
determine an abundant amount of information about the plasma. In order to de-
termine this information, the processes involved in emitting the radiation must
be well understood. The analysis of the spectra in this thesis will focus on emit-
ted line radiation; however, a brief description of continuum radiation is given
to provide a description of plasma radiation as a whole.
3.1 Continuum Radiation
The two main sources of continuum radiation are from free-bound and free-free
transitions in the form of radiative recombination and bremsstrahlung, respec-
tively. While often considered separately, bremsstrahlung is closely related to
radiative recombination. Quantum mechanically, bremsstrahlung corresponds
to transitions between continuum states. It is derived by taking a different limit
in the radiative recombination derivation between bound and continuum states.
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Non-radiative recombination also plays a role in the plasma dynamics and is im-
portant in determining how long the plasma takes to reach a steady state. While
included in the steady state calculations presented in Sec. 5.2, these transitions
do not radiate and will not be discussed in detail.
Radiative Recombination
Radiative recombination is the process of an ion capturing a free electron. This
changes the charge state of the ion and is accompanied by emission of a photon.
The process, along with energy conservation, can be represented as
Az+1(g) + e− → Az(q) + γ (3.1)
E f ree = [E(q) − E(∞)] + hνγ (3.2)
where Az+1(g) is the ion of charge z + 1 in its ground state, Az(q) is the ion with
the captured electron in the excited level q, γ is the emitted photon, E f ree is the
starting energy of the free electron, E(q) is the energy of the excited level q, E(∞)
is the energy of the ionization limit, [E(q)−E(∞)] is the ionization energy of state
q, and hνγ is the energy of the emitted photon.
In radiative recombination, one could think of the process as a deexcitation
of an electron from an upper state to a lower state, with the upper state being
in the continuum. One very important feature of the free-bound cross-sections
is that they must cross the ionization barrier to connect continuously with the
bound-bound cross-sections. More details on this can be found in [13, 31].
Recombination rates, cross-sections, and the emissivity of radiative recombi-
nation are closely related to their photoionization counterparts. The Milne rela-
tion in Eqn. 3.3 gives the relationship between the recombination cross-section
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σz+1(E f ree → q, ν) and the photoionization cross-section σz(q→ E f ree, ν) [31].
σz+1(E f ree → q, ν) = gz(q)gz+1(g)
1
2mec2
(hν)2
E f ree
σz(q→ E f ree, ν) (3.3)
The terms gz+1(g) and gz(q) are the statistical weights of the levels.
The photoionziation cross-section σz(q → E f ree, ν) most commonly used is
the semiclassical Kramers cross-section in Eqn. 3.5 multiplied by the free-bound
Gaunt factor Gb fnq (ν) to correct for quantum effects [13, 31]. It is derived for hy-
drogenic ions with an initial principal quantum number, nq, averaged over the
momentum states l.
σz(q→ E f ree, ν) = σKrz (q→ E f ree, ν) ∗Gb fnq (ν) (3.4)
σKrz (q→ E f ree, ν) =
64α
3
√
3
Z4
n5q
(ER
hν
)3
pia20 with ν ≥ νnq∞ (3.5)
In Eqn. 3.5, α ≈ 1/137 and is the fine-structure constant, a0 ≈ 0.53A˚ and is the
Bohr radius, ER is the Ryberg energy defined as ER = (mee4)/(820h) = 13.606eV ,
and Z is the ion charge which is also the atomic number (and charge of the nu-
cleus because this is only for hydrogenic ions with one electron that is captured
in the recombination).
Assuming a Maxwellian energy distribution (which is appropriate for a high
collisional frequency), the emission coefficient for hydrodgenic ions is ε f bν (ν)
with units of [Ws sr−1m−3], given in Eqn. 3.6 below, using the photoionziation
cross-section σz(q→ E f ree) in Eqn. 3.4 [31].
ε f bν (ν) =
h4ν3
(2pime)3/2c2
nz+1(g)ne
(kBTe)3/2
exp
(
− hν
kBTe
)
×
∑
q≥qmin
gz(q)
gz+1(g)
exp
(
E(q) − E(∞)
kBTe
)
σz(q→ E f ree) (3.6)
Plugging the Gaunt corrected Kramer’s cross-section for the photoionization
cross-section in Eqn. 3.6 leads to Eqn. 3.7 for hydrogenic emission in terms of
37
wavelength using ελ = ενc/λ2; the units are [Wsr−1m−4] [20].
ε
f b
λ (λ) =
64
√
pic(αa0)3ER
3
√
3
nZneZ4
(
ER
kBTe
)3/2 1
λ2
exp
(
− hc
λkBTe
)
×
∑
nq≥nqmin
1
n3q
exp
(
Z2ER
n2qkBTe
)
Gb fnq (λ) (3.7)
The 1/n3 term in Eqn. 3.7 means that recombination into the ground state will
be the strongest component. It can also be shown from Eqn. 3.7 that at short
wavelengths the emission will be dominated by the exp (−hc/λkBTe) term, and at
long wavelengths the 1/λ2 term dominates.
To solve Eqn. 3.7, Griem [22] splits the summation into two parts. One part
is from nqmin to n′q. The other part is for n′q+1 and above, where the atomic energy
levels are so close that they can be approximated by continuum and an integral.
The original summation is over all levels; therefore, the integration will go to
infinity. In this context, infinity is the ionization limit.
∑
nq≥nqmin
1
n3q
exp
(
Z2ER
n2qkBTe
)
⇒
∫ ∞
n′q+1
1
n3
exp
(
Z2ER
n2qkBTe
)
dnq
= − kBTe
2Z2ER
∫ 0
Z2ER
(n′q+1)2kBTe
exp(x)dx (3.8)
=
kBTe
2Z2ER
∫ Z2ER
(n′q+1)2kBTe
0
exp(x)dx
For other types of ions with charge states other than hydrogen-like, the pho-
toionization cross-section can be determined experimentally (or calculated nu-
merically for all levels of a specific ion) and then applied in Eqn. 3.6. An-
other approach is to apply the Biberman correction factor ξb f (z,Te, λ) to the
hydrogen-like emission coefficient, in a similar manner used previously for the
Gaunt factor [22]. The Biberman factor takes into account the energy levels of
the final ion, and produces a good approximation with the correct ionization
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edges [22, 13, 31].
Bremsstrahlung
Bremsstrahlung is often described classically as the deflection of electrons in a
Coulomb potential that causes a deceleration and emission of radiation. The
process and electron energy conservation can be written as
Az + e− → Az + e− + γ (3.9)
E f ree = E′f ree + hνγ (3.10)
where E f ree is the starting energy of the free electron, E′f ree is the final energy of
the free electron, hνγ is the energy of the emitted photon γ, and Az is an ion with
charge z.
To derive the emission coefficients for bremsstrahlung radiation, we start at
Eqn. 3.7. Examining closely the integral portion for the free-bound transitions in
Eqn. 3.8, we see that to consider transitions between free states we need only to
change the limits of integration. Integrating from x = Z2ER/(n′q + 1)2kBTe (which
is positive) down to x = 0 (or nq → ∞), gives transitions into bound states
at the ionization limit. Therefore integrating from the ionization limit at x =
0 and below to x = −∞, results in transitions between continuum states [31].
Therefore, the bremsstrahlung emission coefficient in a fully ionized plasma is
ε
f f
λ (λ) =
32
√
pic(αa0)3ER
3
√
3
nZ ne Z2
(
ER
kBTe
)1/2 1
λ2
exp
(
− hc
λkBTe
)
G f f (Te, λ). (3.11)
In a similar manner as before, the bremsstrahlung due to ions that are not
fully stripped in a Maxwellian plasma is found by replacing the free-free Gaunt
factor G f f (Te, λ) with the free-free Biberman factor ξ f f (z,Te, λ). In a plasma
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with many ion species, the contributions to the total bremsstrahlung are ad-
ditive, and the emission coefficient is modified simply by a summation over ion
species.
ε
f f
λ (λ) =
32
√
pic(αa0)3ER
3
√
3
ne
∑
i,z
ni,zz2i
 ( ERkBTe
)1/2 1
λ2
exp
(
− hc
λkBTe
)
ξ f f (Te, λ). (3.12)
For an optically thin plasma, the wavelength with the highest intensity is given
by λmax.
λmax =
hc
2kBTe
(3.13)
3.2 Characteristic Radiation
Within an atom or ion, a bound electron can transition between two bound en-
ergy levels. When an electron transitions from a higher energy level to a lower
one, radiation is emitted with energy that corresponds to the difference in en-
ergy between the two levels. This is called line or characteristic radiation.
For a transition from an upper state k to a lower state i, a photon is emitted
with a frequency νki that is dependent on the difference between the energy
levels.
νki =
Ek − Ei
h
(3.14)
The photon frequency νki is related to the wavelength by the speed of light:
ν = c/λ.
There are many types of stimuli for a bound-bound transition, either exciting
from a lower to higher state, or deexciting from a higher to lower state. They in-
clude spontaneous emission, induced emission by electromagnetic waves, and
induced absorption by electromagnetic waves, among others.
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For a spontaneous transition between the two states, the decay rate of the
upper state is proportional to the density of the species in the upper state Nk
and an emission probability constant Aki called the Einstein A coefficient for
spontaneous emission given in units of inverse seconds, s−1.
−dNk
dt
∣∣∣∣
k→i
= Aki Nk (3.15)
The Einstein A coefficient is the quantum mechanical probably that an electron
in a given state will transition to a particular lower state in a unit time.
For a plasma with many excited ions with electrons in the upper state k,
the spontaneous emission coefficient for a given line is Eqn. 3.16, with units of
[Wm−3sr−1Hz−1]. The new term, L(ν), is called the line profile function. It is there
because the line transitions are not truly a delta function.
εν,ki =
hνki
4pi
Aki Nk L(ν) (3.16)
The integrated intensity Iki for a given transition is determined from the emis-
sivity by integrating over the path length and frequency (i.e. the line profile
function).
Iki =
"
εν,kidνdx (3.17)
The resulting equation for the integrated intensity Iki of the k to i transition due
to spontaneous emission is given in Eqn. 3.18 with units of [Wm−2sr−1].
Iki =
hνki
4pi
Aki Nk L (3.18)
Here hνki is the photon energy, Nk is the population density of the upper level
k, and Aki is the Einstein coefficient for spontaneous emission. The population
density function for Nk can range from being complicated to simple depending
on the plasma conditions. The most simple and well understood cases are for
equilibrium conditions, such as thermodynamic equilibrium.
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Emission of a photon can also be induced by an electromagnetic field, and
the change in population density due to induced emission is given in Eqn. 3.19.
Here Bki is the Einstein coefficient for stimulated emission and uν is the spectral
radiant energy density of the electromagnetic field interacting with the particle.
−dNk
dt
∣∣∣∣
k→i
= Bki Nk uν (3.19)
The Einstein B coefficient for induced emission was discovered (by Einstein)
because another process was needed to derive Plank’s law in thermodynamic
equilibrium [39].
The other more frequently encountered Einstein B coefficient is the B coef-
ficient for absorption of a photon from an electromagnetic field, Bik [39, 31]. In
this process, a photon is absorbed by the electron, which is excited from a lower
state i to an upper state k. The change in the population density of the lower
state Ni is proportional to the population density of the lower state Ni, uν is the
spectral radiant energy density, and the B coefficient for absorption is Bik.
−dNi
dt
∣∣∣∣
i→k
= Bik Ni uν (3.20)
The induced absorption and induced emission are both relevant for opacity
determinations. Perhaps initially surprising, induced emission is included in
opacity and absorption calculations, instead of emission calculations.
Due to the Heisenberg uncertainty principle that states ∆E∆t ≥ ~/2, there
exists uncertainty in the actual value of the energy levels. This leads to a slight
”width” in the energy levels, which in turns leads to a distribution of frequen-
cies for a given transition between two levels. When not compounded by other
factors (such as high density or particle movement), this result is the ”natural”
line shape which has a finite width. No matter the units, the line shape is de-
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fined to integrate to a value of 1.∫
line
L(ω)dω = 1
∫
line
L(ν)dν = 1
∫
line
L(λ)dλ = 1 (3.21)
The natural line shape is Lorentzian, and typically the line width is very
small. As written in Eqn. 3.22, the parameter βL is the full width at half max
(FWHM) and ω0 is the central line position.
LL(ω) = βL2pi
1
(ω − ω0)2 + (βL/2)2
(3.22)
A derivation of the Lorentzian profile as the natural line profile can be found
in Griem’s textbook [22]. For the experiments in this thesis, the natural line
shape can be neglected compared to other broadening mechanisms because it is
smaller by a order of magnitude.
Another function commonly encountered in spectroscopy is the Gaussian
line profile, given in Eqn. 3.23:
LG(ω) = 2
√
ln 2√
pi
1
βG
exp
−4 ln 2 (ω − ω0
βG
)2 (3.23)
Similarly, βG is the FWHM of the line and ω0 is the central line position. The odd
looking factors of ln 2 in this expression of a Gaussian distribution come from
using the FWHM βG instead of the more common variance σ.
The line profile due to a spectrometer’s response is Gaussian, with a much
larger FWHM than the natural line width, so much so that the line profile is
dominated by a Gaussian and the Lorentzian component can be neglected. Line
broadening due to the thermal Doppler effects is also Gaussian. In contrast, line
broadening due to density or magnetic field has a Lorentzian profile. This will
be discussed in greater detail in Chapter 4.
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Where there are several broadening mechanisms and types of profiles influ-
encing the line shape, the resulting line shape will be a convolution of the con-
tributing profiles. Keep in mind that convolving two or more Gaussian profiles
results in a Gaussian with a new FWHM βG,new,
βG,new =
√
β2G,1 + β
2
G,2. (3.24)
When convolving two or more Lorentzians, the resulting profile will also be
Lorentzian with a new FHWM βL,new that is the sum of the contributing FWHMs.
βL,new = βL,1 + βL,2 (3.25)
When convolving a Lorentzian with a Gaussian, the result is not as simple or
neat. The new profile function is called a Voigt profile LV and must be deter-
mined numerically:
LV(ω) =
∫ ∞
−∞
LL(ω − ∆ω)LG(∆ω)d∆ω (3.26)
LV(ω) = 2 ln 2
pi3/2
βL
β2G
∫ ∞
−∞
exp
(
−y2
)
(
2
√
ln 2(ω−ω0)
βG
− y
)2
+ ln 2
(
βL
βG
)2dy (3.27)
The resulting Voigt FWHM is not a simple combination of the constituent profile
FWHMs. However, the following approximation that is accurate to about 1%
can be made [51].
βV ≈ βL2 +
√(
βL
2
)2
+ β2G (3.28)
As the experimental line profile measurements are used to determine in-
formation about the plasma, the relation in Eqn. 3.28 will be extremely useful.
In these experiments, the major Gaussian contributor to the experimental line
shape was from the spectrometer’s line profile, which was independently mea-
sured. Using Eqn. 3.28, the Lorentzian width can be quickly determined and, for
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the experiments discussed in this thesis, relates directly to the electron density
of the plasma. This will be further discussed in Sec. 4.2.
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CHAPTER 4
SPECTROSCOPIC MEASUREMENT TECHNIQUES
As the plasma parameters vary, the type and intensity of the emitted radia-
tion changes. By studying the spectra of the emitted radiation, we are able to
determine information about the plasma that emitted the radiation.
4.1 Magnetic Fields
Within an atom, orbiting bound electrons produce an internal magnetic field.
This has the effect of creating spin-orbit (SO) splitting of energy states in the
atom, which is referred to as the fine structure of the atomic energy levels. With
the application of an external magnetic field, the degeneracy of the sub-levels is
lifted and an additional splitting of energy levels is observed.
4.1.1 Zeeman Splitting
For external magnetic fields, the effect of which is less than the SO interaction,
the level spitting due to the magnetic field is linear. If the magnetic field is
very large (much larger than those in this thesis), the effect will overcome the
SO coupling and the quadratic Zeeman effect must be considered. This will
not be discussed in this thesis, but more information can be found in Cowan’s
book [13].
With an external magnetic field, each level, with total angular momentum
number J, will split into 2J + 1 levels, each with a different quantum magnetic
momentum number M. The energy shift of the levels can be expressed by the
46
addition of the magnetic interaction term Hmag to the atom’s Hamiltonian:
Hmag = −B · µ. (4.1)
The magnetic field vector is B, and µ is the intrinsic magnetic moment of the
atom. The latter is comprised of the Bohr magnetron µB, the anomalous gyro-
magnetic ratio for the electron gs w 2.0023192 ≈ 2, the total angular momentum
J, and the spin S.
µ = −µB[J + (gs − 1)S] (4.2)
The new Hamiltonian for the atom with an external magnetic field is given
by [13].
H = −
∑
i
∇2i −
∑
i
2Z
ri
+
∑
i
ξi(rr)(li · si) +
∑
i>j
∑ 2
rij
+ −B · µ (4.3)
The Schro¨dinger equation with this new Hamiltonian can be solved in the LS
coupling approximation with the magnetic field along z, and the change in en-
ergy level due to the Zeeman effect ∆Ez can be expressed as
∆Ez = gLS JµBMB. (4.4)
The term gLS J is the Lande´ g factor, most often expressed with gs = 2.
gLS J = 1 + (gs − 1) J(J + 1) + S (S + 1) − L(L + 1)2J(J + 1) (4.5)
gLS J w 1 +
J(J + 1) + S (S + 1) − L(L + 1)
2J(J + 1)
(4.6)
Dipole selection rules apply with transitions allowed satisfying ∆M = 0,±1.
When ∆M = 0, the transitions are called pi-components and emit only perpen-
dicular to the magnetic field. This pi emission will be linearly polarized parallel
to the field (observed perpendicular to the field).
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When ∆M = ±1, the transitions are called σ-components and they can be
observed from all angles. When observed perpendicular to the field, the emis-
sion is circularly polarized in the direction of the field. When observed along
the field, the emission will be linearly polarized in the direction perpendicular
to the field.
If the Zeeman splitting can be observed experimentally with known line
transitions, it is then a simple procedure to back out information about the mag-
netic field. The wavelength shift between two line transitions from upper level
p to a lower level q is given in Eqn. 4.7 with the units nm for λ and T for B [31].
∆λpq = 4.669 × 10−8
(
MqgLS J(q, J, L, S ) − MpgLS J(p, J, L, S )
)
λ2 B (4.7)
4.1.2 Zeeman Broadening
Introduction
When the individual splittings cannot be observed experimentally due to other
broadening mechanisms, such as Stark broadening or Doppler broadening, it
used to be that the limit of experimental techniques to measure magnetic fields
spectroscopically was reached. In 1998, a technique based on polarization spec-
troscopy was introduced at the Weizmann Institute of Science [14]. This allowed
information to be determined about the magnetic field when the individual
Zeeman splittings were unresolvable but information about the magnetic field
topology was known, and the field did not curve or change directions over the
region of observation. This increased the range of configurations for which in-
formation about the magnetic field magnitude could be determined
48
The limitation of the Davara polarization method [14] is that the direction
of the field must be known a priori to determine its magnitude. Therefore this
method cannot be used if the magnetic field topology is not known, changes
during the measurement, or varies along the line-of-sight. In 2007 a new tech-
nique was introduced by the same Weizmann Institute of Science group that en-
ables magnetic field measurements with severe broadening due to other mecha-
nisms (such as Stark, etc.) without additional information about the directional-
ity of the magnetic field [47]. This method makes use of two fine structure lines
of the same multiplet that undergo different splittings due to the magnetic filed
while they are equally affected by both Stark and Doppler broadening. There-
fore the only difference in the line pair is due to the magnetic field, assuming no
opacity effects, except for a known difference in the two line intensities due to
quantum mechanical effects. This method has been named ”Zeeman Broaden-
ing”.
Line Pair Selection
There are a limited number of suitable line pairs from each element for this
measurement that have been identified up to now. They include the Na − like
4p − 4s multiplet, and the Li − like 3p − 3s multiplet. For this thesis, the Na − like
doubly ionized aluminum (Al III) multiplet was used. The multiplet has two
fine structure transitions, each between the electron configurations of 2p64p −
2p64s, but with different total angular momentum J. Each of the components
will undergo Zeeman splittings as described in Sec. 4.1.1.
The more intense transition occurs at 5696.60A˚ and is a transition from an
angular momentum of J = 3/2 down to J = 1/2. The Einstein A coefficient of
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the transition is 8.82 × 107sec−1, with a statistical weight of the upper level gk
equal to 4. The other transition is less intense and occurs at 5722.73A˚. This is a
transition that does not change the total angular momentum of the atom. The
upper level J = 1/2, and the lower level J = 1/2. The Einstein A coefficient of
the less intense 1/2 to 1/2 transition is 8.70×107sec−1, with a statistical weight of
the upper level gn equal to 2 [38].
The line intensity ratio of the 1/2 to 3/2 transition over the 1/2 to 1/2 tran-
sition is equal to 2 (if optically thin). This mainly comes from the difference in
statistical weight of the upper levels of the transitions, which is gk/gn = 4/2 = 2.
As discussed in Sec. 3.2, the intensity of the line radiation also depends of the
Einstein A coefficient and the wavelength of the transition. For the selected line
pair, these values are nearly equal for the two transitions and therefore have
a small impact on the intensity ratio. The statistical weights come into the in-
tensity equation via the population density function, which usually introduces
a temperature dependance as well. If the plasma was in local thermodynamic
equilibrium, Eqn 4.18, on page 61, is appropriate for the intensity ratio. The
intensity ratio has no dependence on temperature since the difference between
the upper energy levels of the transitions is extremely small, only 0.009934eV .
If there is no magnetic field, then the two line transitions will have the same
FWHM since they will be broadened equally by instrumental and Stark broad-
ening. For the plasma conditions in this thesis, Doppler broadening is negligible
due to low ion temperature. If there is a B field, then the upper and lower states
will split, with a change in energy of the level ∆E. For the selected Al transitions,
the splittings are as follows.
∆ES 1/2 = ±1µBB, ∆EP1/2 = ±1/3µBB, ∆EP3/2 = ±[2/3, 2]µBB (4.8)
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For the 1/2 to 1/2 transition at 5722.73A˚, the original line will be split into four
with energy shifts ∆~ωS 1/2−P1/2 .
∆~ωS 1/2−P1/2 = ±[ 2/3, 4/3 ]µBB, with [pi, σ] polarization (4.9)
The 1/2 to 3/2 transition at 5696.60A˚ will be split into six lines with energy shifts
∆~ωS 1/2−P3/2 .
∆~ωS 1/2−P3/2 = ±[ 1/3, 1, 5/3 ]µBB, with [pi, σ, σ] polarization (4.10)
The intensity of each split line is discussed in detail in Cowan’s book [13],
and is proportional to the square of the Wigner 3-j symbol with J and M corre-
sponding to the lower state and J′ and M′ corresponding to the upper state.
I ∝
 J 1 J
′
−M M − M′ M′

2
(4.11)
Appendix C in Cowan book provides limited tabulated results for the Wigner
3-j symbol. The relative intensities of the line splittings for the 1/2 to 1/2 transi-
tions and the 1/2 to 3/2 transitions are below, following the same structure as in
equations 4.9 and 4.10.
IS 1/2−P1/2 ∝ [1/3, 1/6] with [pi, σ] polarization (4.12)
IS 1/2−P3/2 ∝ [1/6, 1/4, 1/12] with [pi, σ, σ] polarization (4.13)
For the pi polarization, which corresponds to the first entry in the brackets
for both the relative intensities (4.12 & 4.13) and the changes in energies (4.9
& 4.10), the 1/2 to 1/2 transition has a larger splitting of ±2/3µBB, compared to
the 1/2 to 3/2 transition that has a splitting of ±1/3µBB. Therefore the 1/2 to 1/2
transition will have a larger FWHM when there is a magnetic field together with
other broadening mechanisms
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For the σ polarization this is also the case, but it is not as obvious due to
the extra 1/2 to 3/2 splitting. The 1/2 to 3/2 has two σ entries in the brackets
(which corresponds to four lines), with splittings of ±1µBB and ±5/3µBB. The
1/2 to 1/2 transition has two σ lines with a splitting of ±4/3µBB, which is less
than the largest 1/2 to 3/2 splitting. The 1/2 to 1/2 transition still has a larger
FWHM due to magnetic field because of the relative intensities of the 1/2 to 3/2
σ lines. The ±5/3µBB has an intensity ∝ 1/12, while the ±1µBB has an intensity
∝ 1/4. When broadened by other mechanisms to the point where the splittings
are unresoveable, the σ polarization of the 1/2 to 3/2 line will be dominated by
the higher intensity splitting of ±1µBB. This is similar to having one splitting at
±7/6µBB, which is less than the 1/2 to 1/2 transition splitting at ±4/3µBB.
Therefore for both polarizations, and any combination of the polarizations,
the 1/2 to 1/2 transition will always have a wider FWHM than the 1/2 to 3/2
transition when there is a magnetic field. If there is no magnetic field, then there
will be no splittings and the two line transitions will have the same FWHM,
again without opacity effects.
Application of the Technique in Experiments
To apply the Zeeman Broadening technique using the Al III lines in an experi-
ment, there are two conditions that must be satisfied. The first is that the lines
must exist and be more intense than the continuum background, which is not
trivial in a dense plasma when working with lines in the optical regime. The
second is that the magnetic-field-induced line difference between the two lines
must be clearly detectable. For a particular value of magnetic field, these con-
straints put limitations on the spectral resolution and the maximum electron
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Figure 4.1: Simulated spectrum of the Al III doublet with ne = 5×1017cm−3,
Te = 3eV , B = 6.5T (r = 300µm and I = 10kA), and ∆λinstr. = 0.5A˚
density of the plasma. It is also important to note that the values of these con-
straints are a function of the strength of the magnetic field.
The necessary resolution is determined by considering the contribution of
the broadening due to the Stark effect compared to the difference in the broad-
ening due to the Zeeman effect. To do this, it is necessary to calculate the Al III
line pair under conditions relevant to the plasma under study in the experiment.
As a first approach, the WIS performed these calculations assuming an electron
density of 5×1017cm−3, electron temperature of 3eV , and a magnetic field of 6.5T .
The value of 6.5T was reached assuming that the observation was 300µm away
from the wire and that 10kA of current was flowing at the center of the wire. The
simulated spectrum is shown in Fig. 4.1, assuming an instrumental resolution
of 0.5A˚ and that the plasma consists of only one B and one ne.
Under these conditions, the broadening contribution due to Stark is ≈ 3.5A˚
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while the Zeeman width contribution is ≈ 3.0A˚, and the FWHM difference be-
tween the two lines with both effects is about 10%. The necessary instrumental
width, or resolution, is dependent on both the width difference and the width
contribution from the Stark effect. The contribution of the instrumental width
should be of the order of the width difference due to the magnetic field, and the
effects of instrumental width should not change the line width ratio by more
than 10%. When the Stark contribution is large, such as the case in the simulated
spectra shown in Fig. 4.1, an instrumental width that is ∼ 15% the Stark width
should not degrade the relative width difference [15]. Therefore to see the width
difference, a spectral resolution of 0.5A˚ ≈ 0.15 ∗ 3.5 is needed. (These guidelines
were revised and restricted during the progression of the experiments. At the
beginning of the project it was believe that a 1.0A˚ instrumental resolution would
be sufficient for the plasma conditions stated above.) For a given electron den-
sity, as the Zeeman contribution decreases so does the FWHM difference and a
better spectral resolution is needed.
There is a point at which the Zeeman contribution to the FWHM is so small
compared to the Stark or other contributions that even with an excellent reso-
lution one would not be able to detect the difference in the FWHM. This means
that there is an effective threshold for the magnetic field measurement deter-
mined mostly by the percent difference in the FWHM with some dependance
on the system resolution and the signal to noise ratio, but this percent difference
is dependent on the relative Stark and Zeeman broadening contributions. Fig-
ure 4.2 shows a map of the usable parameter space in gray with a red boundary
line calculated for a 8% difference in the FWHM of the Al III doublet lines. This
graph was calculated at the WIS for this work. The star on the graph represents
the conditions of the simulated spectrum in Fig. 4.1. It is possible to extend the
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Figure 4.2: Parameter space of measurable magnetic field using the Al III
doublet, with a threshold corresponding to a 8% difference in
the FWHM.
measurement below the boundary line in Fig. 4.2. To do this it is necessary to
have excellent spectral resolution and a high signal-to-noise ratio.
With regards to the application of this technique, it is a robust measurement
in that all other influencing factors in the spectra tend to diminish the magnetic
field induced difference in the FWHM of the 1/2 to 1/2 transition compared to
the 1/2 to 3/2 transition. Said in another way, the magnetic field is the only
influence that will cause the 1/2 to 1/2 line to have a larger FWHM. Everything
else will make a difference harder to detect or actually widen the FWHM of 1/2
to 3/2 line (e.g. opacity effects) so that the difference is reduced or eliminated.
Poor spectral resolution or a low signal-to-noise ratio can make a small
FWHM difference appear to be no difference, meaning that a small magnetic
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field will be interpreted as no magnetic field. There is no way to correct for
these effects other than to know the threshold for measurable magnetic field for
a given resolution. Under these conditions if no FWHM difference is measured,
then there is no field or it is below the threshold for measurement.
Opacity effects will broaden the 1/2 to 3/2 line more than the 1/2 to 1/2 line
because the 1/2 to 3/2 line is more intense. Therefore the FWHM difference
will be reduced and the measured magnetic field would be less than the actual
magnetic field if no adjustments were made. Thankfully, the opacity doesn’t
just affect the FWHM and can be accounted for and factored into the magnetic
field measurement. Because opacity has a larger effect on the more intense line
(the 1/2 to 3/2 line), more of that line will be self-absorbed compared to the
less intense line. Therefore the intensity ratio of the two lines will be affected by
decreasing. Without opacity effects the intensity ratio of the 1/2 to 3/2 line to the
1/2 to 1/2 line is 2; with opacity effects the line intensity ratio will be less than
2. The measured difference in the line intensity ratio can then be used as part
of the fitting of the line pair to account for opacity effects. This will determine
a more accurate magnetic field that will be larger than what would be obtained
from the measured FHWM assuming no opacity.
The Al III doublet for the Zeeman Broadening measurement has the extra
complication that it is vulnerable to a common impurity line. There is a doubly
ionized carbon (C III) line at 5695.92A˚ that almost exactly overlays the Al III line
at 5696.60A˚. Carbon is a common impurity found in wire array based plasmas
because the vacuum systems are not very clean and hydrocarbons are used in
the manufacturing of the fine wires. If that C III line is present in a spectrum,
it will increase the FWHM and the intensity of the 1/2 to 3/2 Al III line. This
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means that any difference in the FWHM of the two Al III lines will be reduced,
possibly to the point where the two lines have equal widths or the 1/2 to 3/2 line
is wider. However, with an increased intensity of the 1/2 to 3/2 line due to the
C III line, the line intensity ratio of the two Al III lines will be above the norm of
2.
An increase in the line intensity ratio above 2 could be evidence of carbon
impurities in the plasma. Unfortunately, it is difficult to account for the effects
of the carbon impurity when fitting a magnetic field to the line. If not accounted
for, the fitted magnetic field will be less than the actual value (due to the de-
creased difference in the FWHM). To account for the impurity, other measure-
ments of the carbon distribution within the plasma must be made. The best way
to do this is to measure other C III lines at different wavelengths, ideally ones
that share an electron configuration with the line of interest. The ”impurity”
line has an electron configuration change from 1s22s3d to 1s22s3p. Therefore the
doubly ionized carbon triplet between the electron configurations 1s22s3p to
1s22s3s, are the best lines to use when evaluating the overlapping C III impurity
line. They occur at 4647.42A˚, 4650.25A˚, and 4651.47A˚.
It is also important to consider the difference in the original Zeeman Broad-
ening benchmarking experiments at the WIS compared to the application in the
experiments presented in this thesis. In the WIS experiments, the B-field did not
vary along the line of sight and its generation was decoupled from the plasma
generation [47, 48]. Figure 4.3 is a drawing of the experimental setup. The
plasma was ablated by a laser from an Al target on a rod, creating a plume of
plasma. The B-field was generated by a current applied to the rod creating a
cylindrically symmetric magnetic field profile that was only dependent on the
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Figure 4.3: Drawing of the WIS experimental setup. The B-field did not
vary along the line of sight and it was decoupled from the Al
laser blowoff plasma.
radius and the applied current. The plasma was viewed along a line of sight
parallel to the rod such that the magnetic field did not vary over the line-of-
sight. This simple experimental setup was ideal for measuring the magnetic
field. In the experiments presented in this thesis, the magnetic field was not de-
coupled from the plasma and the magnetic field did vary over the line-of- sight.
This difference makes inferring the magnetic field using this technique more
complicated in the experiments presented in the thesis than the benchmarking
experiments at the WIS.
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The modeling that is used to generate the line profiles used for determining
the magnetic field was developed at the WIS and used by Professor Maron and
his team to analyze the spectra in this thesis. The line shape calculations be-
gin with ab initio calculations of Zeeman splitting, Stark broadening, and Stark
shifting of the line. Any Doppler or instrumental effects are convolved into the
line profile afterwards. The specifics of the modeling are beyond the scope of
this thesis, but can be found in works published by the WIS [46, 47].
4.2 Electron Density
Electron density results have been determined largely by one of two ways in
the analysis of the data presented in this thesis. The first was by a Baranger
based calculation performed at the WIS that was used as a first approximation
in the analysis of the high resolution spectra of the Al III doublet. This was a
first approximation because it assumed a single density fit with no magnetic
field. The more comprehensive code described in Sec. 4.1.2 was used only for
simultaneous determinations of magnetic field and electron density.
The Baranger method is a semi-classical approximation of impact theory of
the Stark effect that is appropriate for isolated lines [1]. A line is isolated when
the broadening of its originating energy level is less than the difference between
adjacent energy levels. In most cases, line profiles due to Stark broadening are
very complicated and without an analytic form, the exception being isolated
lines in the impact approximation. These lines have a Lorenztian distribution
L(ω;T, ne) = 1
pi
∆λ(T, ne)
∆λ2(T, ne) + (ω − ω0 − d(T, ne))2 (4.14)
with the original line position ω0, a line shift d, and a half width at half max
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(HWHM) ∆λ [21, 48]. For the plasma conditions in this thesis, the Al III doublet
lines are isolated and the Stark effect is linear because the main contribution to
the Stark broadening is the electron impacts that result in a finite life-time of
energy levels. Specifically, the life time of the energy levels τ is roughly
τ ∼ 1
ne Q
, (4.15)
where ne is the electron density and Q is the electron-impact collision-rate coef-
ficient [15, 20].
A semi-empirical approximation for the Stark shift d is
d ≈ 0.5 ∆λ × do
w
, (4.16)
where ∆λ is the Stark HWHM (which is linear with ne), do is the Stark shift with
an electron density of ne = 1016cm−3, and w is the Stark width parameter [12, 21].
The quantities do and w need to be calculated or measured for each transition. In
general one can say that the shift is proportional to the width, with the leading
coefficient 1 being a weak function of the temperature [15].
The Baranger treatment incorporates the effect of inelastic collisions and the
change in electric field due to stationary electrons and ions. Professor Maron
concludes that for a single electron density, their Baranger based calculations
are accurate within 20%, and differ from their more sophisticated codes that
include elastic processes by only 10% [33].
The second method is based on line profiles generated by PrismSPECT R©,
which are then fitted to the lower resolution data to simultaneously determine
the electron density and electron temperature. PrismSPECT R© is a collisional-
radiative modeling code that generates spectra for LTE or non-LTE plasmas [27].
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4.3 Electron Temperature
There are many ways to determine the electron temperature. Given in Eqn. 4.18
and 4.19, below, are two ways to determine electron temperature analytically
that are valid within limiting conditions. It is more often the case that these
conditions are not meet and a detailed collisional-radiative code is needed to
calculate synthetic spectra which are then compared to the data. The electron
temperature determinations of the data presented in Sec. 5.2 were performed by
fitting PrismSPECT R© spectra to the data.
The most common way to extract information about electron temperature
is to compare the intensities of several lines that are highly depended on tem-
perature. To do this, one begins with Eqn. 3.18 and substitutes the appropriate
population density function and partition function Z(T ). (In previous sections,
Z was ionization. Here, written as Z(T ), it is the partition function.) The pop-
ulation density Nk of the level k, assuming Maxwell-Boltzmann distribution,
follows, where N is the total population density, gk is the statistical weight of the
level, Z(Te) is the partition function dependent on temperature Te, and lastly EK
is the energy of the level [22]. It is important to remember that when using a
Maxwell-Botlzmann distribution, LTE must be assumed.
Nk
N
=
gk
Z(T )
exp
(−Ek
kT
)
(4.17)
The intensities, with Eqn. 4.17 substituted in for Nk, are then divided to give a
ratio. When comparing two lines from the same ionization state using the above
population density, the partition functions and total density are eliminated from
the intensity ratio [22].
Iki
Inm
=
gkAkiλnm
gnAnmλki
exp
(
En − Ek
kTe
)
(4.18)
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Thankfully the values of the constants g, A, λ, and E can be found in the NIST
Atomic Spectra Database [38], and one need only measure the intensities exper-
imentally to determine the temperature. The limitation to using lines from the
same ionization state is that the levels must be separated by > 0.5eV . It can be
difficult to satisfy this condition.
As levels of subsequent ionizations are compared for dense LTE plasmas, the
Saha Equation must be incorporated to derive the correct intensity levels [22].
Iki
Inm
=
gkAkiλnm
gnAnmλki
1
4pia30Ne
(
kT
EH
)3/2
exp
(
En + ∆E∞ − Ek − E∞
kTe
)
(4.19)
The intensity ratio is determined by atomic constants and temperature as before,
but now it is also determined by the electron density of the plasma Ne. The new
atomic constants are the ionization energy of hydrogen EH, the Bohr radius a0,
the ionization energy E∞ of the z ion, the reduced ionization energy from the z
to z + 1 ion is ∆E∞ = 2zEHa0/ρD, and the Debye radius ρD.
If the electron density is known, then it is simple to determine the elec-
tron temperature from the measured intensities. However if the density is not
known, the determination quickly becomes more complicated as another line is
usually required to match the number of variables.
For the data in this thesis, the electron temperature and density were deter-
mined by fitting PrismSPECT R© spectra to the data. The chosen lines included
the two Al III lines used for the magnetic field measurement, whose line in-
tensity ratio has no temperature dependence, making them excellent for deter-
mining the electron density. Then, to determine the temperature, a set of six
additional lines of a lower ionization state within the field of view that were
recorded simultaneously were used. Due to the resolution, the closely spaced
six Al II 3s4p − 3s4d lines between 6226A˚ ∼ 6243A˚ appear as one broad line.
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Therefore the Al III lines were used to constrained the density while the Al II
and Al III line ratio determined the temperature.
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CHAPTER 5
ELECTRON TEMPERATURE AND ELECTRON DENSITY RESULTS
This chapter presents two sets of experiments with their electron temperature
and electron density results. In the first set of experiments, initial information
was collected about the plasma properties in a single wire explosion driven by a
∼ 10kA, 500ns rise time current pulse. These experiments were important for de-
termining the feasibility of a Zeeman Broadening magnetic field measurement.
The data and results from these experiments are described in Sec. 5.1.
The second set of experiments developed a detailed accounting of the
plasma and its properties at many times during the single wire explosion. This
data set was designed to have a large bandwidth to measure the electron tem-
perature profile, which required a spectral resolution insufficient for a Zee-
man Broadening measurement. The results from this data set are presented in
Sec. 5.2.
5.1 Results of Exploratory Experiments
Shown in Fig. 5.1 are spectra collected from two experiments, each exploding a
15µm Al wire, collecting light at a distance of 300µm away from the wire, and
integrating for 12ns. These were taken on the preliminary experimental setup
that used the Kentech Gated Optical Imager (GOI) and a one meter spectrometer
described in Sec. 2.3. LCP shot 1143, shown in dashed blue in Fig. 5.1, was taken
at 458ns into the pulse with a machine current of 9.2kA. LCP shot 1144, shown in
solid green Fig. 5.1, was taken at an earlier time, 371ns, with a machine current
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Figure 5.1: Spectra from LCP3 shots 1143 (dashed blue) and 1144 (solid
green). The Al III doublet lines can be seen at 5696A˚ and 5722A˚,
while the Al II line at 5593A˚ is near or below the continuum
level.
of 8.9kA. The intensities and features of the two shots were very similar and are
shown together, unnormalized, in Fig. 5.1.
While data taken with 3.2A˚ resolution does not enable measurement of the
magnetic field, we can determine the electron density and a lower limit to the
electron temperature. With temperatures in the 2 − 5eV range, Doppler broad-
ening does not significantly contribute to the widths of the lines. Non-thermal
Doppler broadening also has a negligible impact due to the slow expansion of
the plasma, determined in subsequent experiments discussed in Sec. 6.2 to be
∼ 3km/s. Therefore, the line widths are due only to instrumental broadening
and Stark broadening. We then deconvolved the measured Voigt FWHM and
the Gaussian instrumental resolution of 3.2A˚ to determine the Lorenzian width
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of the Stark contribution [51]. Shot 1143, at 458ns into the pulse, had a measured
FWHM of 16.3A˚ for both lines. This deconvolved to a Stark width of 15.6A˚. Shot
1144 had a measured FWHM of 16.3A˚ for the 5722A˚ line, and 15.8A˚ for the 5696A˚
line. This equated to a Stark widths of 15.6A˚ and 15.2A˚, respectively.
Calculations based on the Baranger treatment in a linear Stark effect
regime [46] for the doublet Al III line at 5722A˚ give a FWHM of 5.4A˚ for
ne = 1 × 1018 ± 2 × 1017cm−3 and Te = 4eV . Therefore, with a Stark width of
15.6A˚, we concluded that late in time at 300±100µm away from the original wire
position, the plasmas electron density is 2.9 × 1018 ± 6 × 1017cm−3 for the two
spectra shown in Fig. 5.1, since the Stark widths of the two 5722A˚ lines were
15.6A˚.
To determine a lower limit for the electron temperature, we considered the
line ratio between the Al II line at 5593A˚ and the Al III doublet component at
5722A˚. Due to the noise levels of the original data, it is unclear whether or not
the Al II line is present in either shot. Remarkably, shots 1143 and 1144 had
very similar current levels, timing, density, and line profile. In order to extract
possible information from the spectra, we assumed reproducibility between the
shots within detectable limits imposed by the 3.2A˚ resolution, and processed the
spectra together. We fitted and subtracted the continuum, applied a linear Gaus-
sian 3.0A˚ high frequency filter, took the geometric average of the two shots, and
rejected random scatter points below 3σ. In the resulting combined spectrum
shown in Fig. 5.2, the Al II line at 5593A˚ is present, although very dim.
To determine the intensity ratio, the lines were fitted by a Lorentizan. The
resulting intensity ratio of the Al II line to the Al III line at 5722A˚ was 1.0 × 10−2
Collisional radiative (C-R) [46] modeling done at the WIS calculated an electron
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Figure 5.2: Resulting spectrum from processing that combined spectra at
r = 300µm from shot 1143 and 1144, taken at 458ns and 371ns,
respectively, after the start of current.
temperature of 4eV for this line ratio. Therefore assuming plasma consisted of
a single region with one ne and one Te, we concluded that the plasmas electron
temperature was 4eV or greater for these two spectra with an electron density
of 3 × 1018cm−3 at 300µm away from the original wire position.
From the measured electron density of 3 × 1018cm−3 and a temperature limit
of 4eV at a radius 300µm, the Spitzer resistivity is determined to be 1.6×10−4Ωm.
This was calculated using Eqn. 5.1 for plasma resistivity perpendicular toBwith
Z being the effective Z of the plasma ions [10].
η⊥ = 2.0 η‖ = 2
(
5.2 × 10−5 Z ln Λ
T 3/2(eV)
)
Ωm (5.1)
This leads to a magnetic diffusion timescale of 1.0ns, or said another way, a skin
depth of 8mm for the plasma conditions at a radius of 300µm. This diffusion
timescale is very small compared to the current rise time of 500ns and the skin
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depth is much larger than the 4mm diameter of the detectable plasma. The skin
depth is calculated using Eqn. 5.2 where ω is the frequency of the current driver
and µ is the magnetic permeability [28].
δ =
√
2η⊥
ωµ
(5.2)
Therefore, one might expect that the current would flow uniformly throughout
the plasma in spite of being driven to larger radii by inductive effects during
the current rise. However, no information on the magnetic field could possi-
bly be gathered due to insufficient spectral resolution, and so no experimental
conclusions can be drawn about the current flow profile.
With an electron density of 3 × 1018cm−3, a magnetic field greater than 15T
would be needed to measure the magnetic field. Magnetic fields of that mag-
nitude would require the 10kA peak current in these experiments to be carried
entirely within r ' 130µm. In order to measure the magnetic field in our sys-
tem, the Stark line broadening contribution needed to be reduced relative to the
Zeeman broadening while greatly improving the resolution.
In order to accomplish this, several possibilities were considered, including
increasing the current to increase the magnetic field, changing the wire diameter
to lower the electron density, and collecting data from plasma farther away from
the wire at a much lower density. As spectra are collected at larger radii the
density was expected to decrease as r−2, while the magnetic field decreases as
r−1.
68
5.2 Evolution of Single Wire Explosion Plasma Properties
Another series of experiments was performed to obtain plasma density and
temperature versus time in single wire explosions using the improved Andor
experimental setup. In order to collect spectra with a larger bandwidth that in-
cluded lines useful for electron temperature determinations, a 300grooves/mm
grating was used to collect spectra with 7A˚ resolution. A total of 11 shots were
taken integrating for 50ns, each with up to 17 spectra that varied with radial
position (see Fig. 2.9).
Shown in Fig. 5.3 is a typical current trace for this set of experiments, with
a peak current around 11kA occurring 430ns into the pulse. Overlaid on the
current trace are four bars which correspond to the timings of the four sets of
spectra shown in Fig 5.4 that were obtained from the fiber bundle. The width
of the color bars correspond to the temporal integration of 50ns for each shot.
Shot 1576, the gray bar, corresponds to the set of ”Early Time” spectra in Fig 5.4.
Shot 1571, the green bar, shows the timing of the ”Mid Time” spectra. Shot 1574,
the blue bar, represents the spectra seen at a time approaching peak current,
labeled ”Peak Time” in Fig 5.4. Finally shot 1577, the pink bar, is the timing of
the representative of the spectra seen soon after peak current, i.e. ”Late Time”,
shown in Fig 5.4.
The ”Early Time” spectra were integrated for 50ns over wire break down be-
ginning at 12ns into the pulse. The original wire position is at r = 0µm, which
is near the center of the image. During that time lines from both Al III and Al
II were identified. Those were doubly ionized Al III at 5696.6A˚ and 5722.7A˚,
and the six singly ionized Al II 3s4p− 3s4d lines between 6226A˚ ∼ 6243A˚ (which
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were unresolveable). The diameter of the Al lines in the plasma was 0.5mm. Sur-
prisingly there was also a carbon line present. It was a C IV line that expanded
radially outward beyond the Al lines. In the spectra the most intense lines and
continuum occur at the original wire position.
The ”Mid Time” spectra gate pulse began 200ns into the pulse and the inte-
gration lasted for 50ns; the spectra are obtained during the middle of the current
rise, see Fig. 5.3. The original wire position at r = 0µm is located at the center
of the image. At this time only the doubly ionized Al III lines can be identified
leading to the conclusion that the plasma has heated to the point in the field of
view that the aluminum was mostly ionized beyond the singly ionized (Al II)
state based on the lack of emitted Al II lines. The continuum levels are also the
brightest during this times, and is more sensitive to density compared to tem-
perature. The plasma has now expanded to a diameter of 1.1mm based on the
width of continuum and line intensity.
The ”Peak Time” spectra gate pulse began 300ns into the current pulse and
lasted for 50ns. While this is not exactly at the peak of the current rise this
spectrum was chosen because it does show a shift in the characteristics of the
plasma that is commonly seen around peak current. Additionally, this data set
was chosen to exemplify ”Peak Time” spectra (over a shot that was obtained
closer to peak current) because it has a shifted field of view of the optical fibers
that included the edge of the plasma. At peak time the plasma continues to
expand and the singly ionized Al II species reappears. At ”Peak Time”, the
singly ionized Al II lines are most intense at r = 850µm and dimly present within
that radius. This may indicate that the plasma is cooling as it is expanding. The
diameter of the plasma is now about 2.2mm.
70
Figure 5.3: Typical LCP3 current in black with four shot timings overlaid
corresponding to the spectra in Fig. 5.4. The width of the color
bars corresponds to the time integration.
Figure 5.4: Representative spectra of the wire explosion evolution. The
timing of these correspond to the color bars plotted in Fig. 5.3.
The white horizontal lines delimit the spectra from adjacent
fibers.
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The ”Late Time” spectra gate pulse began at 477ns into the pulse and lasted
for 50ns. This was about 45ns after peak, and the original wire position was
located at the bottom of the image so that the field of view included one edge
of the plasma as it expanded radially. Late in time both the singly and doubly
ionized Al II and Al III lines are still detectable everywhere while appearing nar-
rower, which is an indication that the plasma is less dense than at peak current.
At this time the plasma has expanded to a diameter of about 4mm.
The spectra shown in Fig. 5.4 were evaluated with PrismSPECT R© [27] to
determine the electron density and electron temperature. To do this the raw
images were taken in ascii form and the flat field calibration was applied to
the data. Then each spectrum from the images was summed vertically over
the rows of pixels corresponding to a fiber. Occasionally the image was rotated
sightly because the ICCD camera had twisted on its mounting. To account for
this, the MATLAB function ”improfile” was used to interpolate the correct hor-
izontal pixel rows for summation.
Once an individual spectrum was extracted from the raw data file, it was
compared with spectra calculated with PrismSPECT R©. The assumptions used
in PrismSPECT R© calculations were that the plasma was optically thin (”zero
width” in PrismSPECT R©) and in local thermodynamic equilibrium (LTE). For
LTE to be valid, the electrons must have a Maxwellian distribution and the Saha
equation must apply. To obtain these conditions, the collision rate of the plasma
must be significantly greater than the radiation rates [20]. The collision rate
increases with density, which is why even radiation-dominated plasmas with
high density can be in LTE.
For conditions relevant to wire explosion plasmas, e.g. Te = 2eV and
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Figure 5.5: Results of a collitional-radiative calculation showing the
plasma reaches a steady state in 3ns.
ne = 6 × 1017cm−3, a collisional radiative calculation without an LTE assump-
tion was performed by Professor Maron. Shown in Fig. 5.5, it found that with
those parameters a steady state would be reached within 3ns, which is short
compared to the radiation rates and the time scale for the plasma to change.
As the density increases, the time to reach steady state decreases. Therefore the
assumption that the plasma is in LTE is valid.
The amount of opacity within the plasma can be determined from the Al
III doublet at 5696.6A˚ and 5722.7A˚ as discussed in Sec. 4.1.2. However, within
the 7A˚ resolution, it is very difficult to detect a difference from 2 in the line
intensity ratio of the Al III doublet. Therefore, the assumption of optically thin
is adequate.
The Al III doublet at 5696.6A˚ and 5722.7A˚ was used to fit the electron den-
sity since these lines have a negligible temperature dependence, as shown in
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Sec. 4.1.2. Then intensities of the Al III and Al II line groupings were used to
determine the electron temperature. The resulting electron temperature and
densities are graphed in Fig. 5.6 and Fig. 5.7 respectively.
Early in time the plasma is between 2 − 2.5eV and 1.6 − 2.1 × 1017cm−3, with
the peak temperature and density occurring at the wire. As current drives the
wire explosion, the plasma was heated and became denser as it expanded. At
”Mid Time”, during the peak of dI/dt, the plasma was at its densest. Also at
”Mid Time”, structure appeared in the electron density and temperature. Even
though a single parameter electron temperature and density were used in fitting
the spectra, the data shows a hotter less dense plasma shell surrounding a colder
denser region surrounding the initial wire position. The ”colder, denser” inner
region had an electron temperature of 2.75eV and an electron density of 1.5 ×
1018cm−3. The surrounding region had an electron temperature of 3.0eV and an
electron density of 1.2 × 1018cm−3.
As the current reached its peak, the plasma has expanded radially and de-
creased in density overall. The structure evident in the ”Mid Time” remained,
but with a comparatively colder central region and a hotter shell at the edge of
the plasma. There was plasma beyond r = 1100µm; however, data was not in-
cluded for those locations because the Al II lines were no longer detectable and
a temperature cannot be determined. The entire plasma was expanding because
the magnetic pressure was not enough to balance the thermal pressure, and the
plasma decreased in density as it expanded. Therefore, peak densities were not
at peak current. The central region had an electron temperature of 2.6eV and
an electron density of 6.6 × 1017cm−3. At the edge of the ability to measure tem-
perature, the hotter less dense surrounding shell had an electron temperature of
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Figure 5.6: Electron temperatures for the spectra in Fig 5.4 determined us-
ing PrismSPECT R©.
Figure 5.7: Electron densities for the spectra in Fig 5.4 determined using
PrismSPECT R©.
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3.5eV and an electron density of 4.3 × 1017cm−3.
At ”Late Time” the plasma continued to expand while the current decreased
while maintaining the same structure as earlier. The expansion continued the
cooling and decrease in density of the central plasma. The colder denser central
region had an electron temperature of 2.2eV and an electron density of 1.6 −
2 × 1017cm−3. As with ”Peak Time”, the plasma expanded beyond the points
listed on the plot in Fig. 5.6 and Fig. 5.7, but those data points were not included
because the Al II lines were no longer present and an electron temperature could
not be determined. As far out as measurements can be made, the hotter less
dense shell had a peak electron temperature of 2.7eV and a density of 1.6 ×
1017cm−3.
Looking closer at the central dense region, it would have been helpful to
have laser shadowgraphy images. It was not possible to collect that type of data
during the experiments because a laser was not available. However, similar ex-
periments were performed at the P. N. Lebedev Physical Institute of Russian
Academy of Sciences in Moscow, Russia. These experiments did not have any
spectral diagnostics, but did collect shadowgraphy images using a 532nm laser.
The experiments were performed by exploding 25µm Al wires with a 10kA cur-
rent pulse that had a rise time of 400ns. Information about the experimental
setup and pulser can be found in S. I. Tkachenko’s paper [49].
From these experiments at the Lebedev Institute, Dr. Shelkovenko provided
unpublished laser shadowgraphy images of the exploding wire at various times
during the experiment. Shown in Fig. 5.8 are four shadowgraphy images that
were taken at a time within the integration window of the corresponding LCP3
spectra. To the right of Fig. 5.8 are the entire shadowgraphy images of the ex-
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Figure 5.8: Laser shadowgraphy and spectral images of the evolution of
the exploding wire plasma. The zoomed shadowgraphy box is
scaled and aligned to the spectra image, with the whole shad-
owgraphy image of the wire to the right.
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ploding wires. The zoomed boxes are selections of the center of the wires that
are on the same scale as the spectra and aligned so that the original wire posi-
tions are the same in both images. Note that a different shot was selected for
”Peak Time”. The timing of this image was 20ns after the spectra shown in
Fig. 5.4. It was chosen because the image was centered around the wire core,
which is more useful for comparison to the shadowgraphy image.
At ”Early Time”, it is seen that the wire has expanded and the most intense
portion of the spectra is the same size as the expanded wire core. While the
surrounding plasma cannot be seen in the shadowgraphy image, the spectra
show the extension of the aluminum plasma beyond the core.
At ”Mid Time”, ”Peak Time”, and ”Late Time” the intensity profile of the
spectra relative to the shadowgraphy wire core has changed from ”Early Time”.
In the later spectra, the wire core is the same size as the dim portion on the
spectra, which is also the same size as the colder denser plasma as determined
by analyzing the spectra. At all of these times, the most intense lines are lo-
cated just outside of the expanded dense cores, and those dense cores do not
exhibit any continuum in the spectra. This suggests that the highest popula-
tion of singly and doubly ionized aluminum is outside of the colder and denser
expanded core.
Consider again the Spitzer resistivity, now with parameters ranging in elec-
tron temperatures from 2eV to 3.5eV , and the electron densities from 1.6 ×
1017cm−3 to 1.5 × 1018cm−3. The only dependence on density occurs in the ln Λ
in the ionization level Z in Eqn. 5.1. Using the ionization level calculated with
PrismSPECT for the various electron temperatures and densities, it is calculated
that the Spitzer resistivity ranges from 1.6× 10−4Ωm to 3.2× 10−4Ωm. The associ-
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ated skin depth ranges from 8mm to 11mm which is always larger than the visible
size of the exploded wire plasma. Therefore the conclusion made in Sec. 5.1 that
the current ought to flow uniformly remains true unless there is a large radius,
lower density plasma that is considerably hotter but not visible in these experi-
ments.
From the Te and ne evolution, it is clear that the plasma has a structure of a
hotter less dense shell surround a colder denser region. The hotter shell expands
radially in time with a velocity of about 3km/s, while the inner colder denser
region cools and decreases in density as it expands after peak dI/dt.
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CHAPTER 6
MAGNETIC FIELD AND ELECTRON DENSITY RESULTS
This work was intended to determine the experimental feasibility of using the
Zeeman Broadening method to measure the magnetic field profile, and infer
from it the current density distribution, in an exploding wire plasma. As de-
termined in Chapter 5, the plasma reaches densities between 1017 − 1018cm−3.
Recall that B ≥ 4T is needed for measurable B when ne ≥ 1018cm−3. Naively, if
the plasma carries the current at a radius of r = 0.5mm or less, then it should be
possible to measure the magnetic field. If the current flows largely at r ≥ 0.75mm
in these experiments, then a B measurement is unlikely. This can be seen assum-
ing a simple current distribution and its corresponding magnetic field profile
shown in Fig. 6.1.
Figure 6.1: Magnetic field distribution from a cylindrically symmetric cur-
rent profile with 10kA of current at a radius of 500µm in blue,
and at a radius of 750µm in green.
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6.1 PIMax3 System Results
Of the 64 high resolution spectra sets that were collected with the Princeton
Instruments PIMax3 ICCD setup, only one spectrum from one shot was use-
ful to determine the magnetic field. This was because the setup’s resolution of
0.75A˚ proved to be inadequate, there was no relative or absolute calibration on
the setup, the signal-to-noise ratio was too low, and the noise pattern in the data
did not follow a Poisson distribution. (All of these inadequacies were addressed
when data was taken with the Andor system, the results from which are dis-
cussed in Sec. 6.2.) In spite of all of those flaws, important and informative data
was obtained with this experimental system concerning making magnetic field
measurements in exploding wire Al plasmas, especially in the data referred to
below.
Figure 6.2: Raw spectra from shot 1462.
Shown in Fig. 6.2 is the raw data image from the 17 fibers from shot 1462.
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One spectrum from the 17 in this set was used to fit a magnitude to the magnetic
field. These data were taken starting at 485ns into the current pulse, which is
35ns after peak current, and integrating for 100ns. This current and camera gate
timing are depicted in Fig. 6.3. The average current during the snapshot was
10kA. Each spectrum integrates spatially over 200µm which is the focal spot size
of the fiber, with the original wire position defined as r = 0µm.
Figure 6.3: Current trace from shot 1462 with the spectral timing and inte-
gration window highlighted in pink.
After summing over the vertical pixels for each spectrum in Fig. 6.2, the
data was then fitted with two Lorentzians and a flat continuum per the method
described in the Zeeman Broadening paper [48]. A Lorentzian line profile is ap-
propriate to use because the Gaussian contribution to the line profile due to the
spectrometer is very small. Therefore the true Voigt profile can be approximated
as a Lorentzian, which is much easier to use when fitting experimental data.
Difficulties were encountered in fitting the data because of the effect of the
high level of the noise, that also didn’t follow a standard noise distribution. For
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Figure 6.4: The raw counts for the continuum in shot 1462 plotted as cir-
cles. The blue line is a linear fit to this section of the data, and
overlaid in red is artificial Poisson noise given the mean num-
ber of counts of the data. The noise from the camera does not
follow a Poisson distribution, and the noise level is ∼ 27% of
the signal.
ICCDs and other electronic devices, the noise should follow a Poisson distri-
bution [50]. However for this set of spectra, the noise did not follow a Poisson
distribution, as seen in Fig. 6.4 for a portion of the spectrum well away from any
actual lines. The major obstacle in this noise is it’s large variance. In addition,
the noise level is a huge ∼ 27% of the signal. Therefore to obtain a reasonable
fit, the continuum level had to be fixed and then the two Lorentzians were fitted
to determine the line location, FWHM, and intensity. This problem resulting
from the noise makes error bars on the fits difficult to assign, leading to great
difficulty in assigning error bars to the magnetic field that is inferred from this
system.
83
The FWHMs of the two Al III lines are shown in the top plot in Fig. 6.5.
The blue line is the FWHM of the more intense 1/2 to 3/2 transition at 5696.6A˚.
From here forward, this transition will be identified with a subscript of 3/2 in
the plots. The red line is the FWHM of the less intense 1/2 to 1/2 transition at
5722.7A˚, which will be identified with a subscript of 1/2 in the plots. In this set
of data, the FWHMs of the two lines range from 2.3A˚ to 6.5A˚.
In Sec. 4.1.2, it was shown that the FWHM of the 1/2 to 1/2 transition can be
larger than the FWHM of the 1/2 to 3/2 transition only if there is magnetic field
broadening. To enable fitting the magnetic field, it is preferable if the difference
in the FWHMs is greater than 10%. To evaluate the difference in the FWHMs,
the line width ratio was calculated by dividing the FWHM of the 1/2 to 1/2
line by the FWHM of the 1/2 to 3/2 line. This is plotted as the green line in
the middle plot of Fig. 6.5. Whenever the width ratio is greater than 1, there
is evidence for magnetic field. When the ratio is near or greater than 1.1, the
magnetic field can, in principle, be calculated from analysis of the spectra. This
occurs at r = −976,−732,−488,−244, 0, 488 µm.
It is important to not consider the FWHM alone. The line intensity ratio
also gives a lot of information about the plasma conditions. In the absence of
confounding effects, the intensity of the 1/2 to 3/2 line is twice the intensity of
the 1/2 to 1/2 line. Therefore deviations from a ratio of 2.0 are an indication
of opacity effects or the carbon impurity line discussed in Sec. 4.1.2. Because
there was only wavelength calibration and no intensity calibration on this setup,
small deviations in the intensity ratio should be neglected as possibly being due
to random or systematic deviations.
For the radial data points with a width ratio near or above 1.1, the intensity
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Figure 6.5: Fitted FWHM, line width ratios, and line intensity ratios for
the spectra from shot 1462, shown in Fig. 6.2, as a function of
radius on the two sides of the original wire position r = 0µm.
ratio in Fig. 6.5, lower curve, is also less than 2.0 indicating possible opacity ef-
fects. This strengthens the argument for the presence of magnetic field between
r = −976µm and r = 488µm. There does seem to be a trend of decreasing intensity
ratios from one side of the plasma to the other. However given the constraints in
the data set arising from the atypical noise and the lack of calibration, it cannot
be said with certainty that the trend is real.
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Figure 6.6: Shift of central wavelength for the 1/2 to 3/2 line in blue in the
top plot, and the 1/2 to 1/2 line in red in the lower plot.
Consider the outermost four points at r = ±1952 and r = ±1708 which have
very low line intensity, as seen in the middle plot in Fig. 6.7. With the prob-
lematic noise and the line intensity nearing the continuum level, it follows that
there would be greater errors in the determination of the intensity ratio at these
locations. But because of the problems fitting the data, the errors can only be
discussed in general terms. Therefore, without additional information about
the experimental setup, including the ICCD camera, it is not possible to say if
the decreasing intensity ratio trend is real. Unfortunately the setup was based
on a demo ICCD camera and could not be replicated.
To evaluate the electron density of the plasma using Al III lines with poten-
tial for large magnetic field broadening, in addition to Stark broadening, study-
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ing the shift of the central wavelength of the lines is a great way to confirm that
at least some of the line broadening is due to the Stark effect. Shown in Fig. 6.6
is the fitted line locations of the 1/2 to 3/2 Al III line in the top plot, and the
1/2 to 1/2 line in the lower plot. The original and unshifted wavelength is in-
cluded in each plot in Fig. 6.6 as the dashed horizontal line. The larger shift in
the central region is an indication of larger electron densities at those locations.
This is confirmed by the fitted first approximation electron densities using the
Baranger treatment shown in the top plot of Fig. 6.7.
The density plot at the top of Fig. 6.7 assumes the exploding wire plasma
can be characterized by a single electron density along the line of sight, using
the first approximation Baranger treatment. In fact the electron density ranges
between 3.8 × 1017cm−3 and 1.2 × 1018cm−3, with the densest plasma seen along
lines-of-sight through the center of the plasma around the original wire position.
This is consistent with the lower resolution results with slightly higher electron
densities for a comparable time frame. It should be noted that the current pulse
between these data and the data presented in Sec. 5.2 was different. Therefore a
difference in late time density is reasonable.
Examining the entire line intensity distribution as shown in the middle plot
of Fig. 6.7, the distribution is consistent with the larger bandwidth data in
Sec. 5.2 used to determine the electron temperature and density. When possible
it is preferable to use the spectra with the highest line intensities, and therefore
best signal-to-noise ratios, when attempting to determine the magnetic field.
Unfortunately the spectra with the greatest intensities, located at r = −976µm
and r = ±1220µm, did not have FWHM width ratios large enough to be able
to determine a magnetic field. Instead it was necessary to select a less intense
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Figure 6.7: First order electron density, total line intensity, and background
continuum intensity levels for shot 1462 as a function of radial
position.
spectrum that was close to the original wire position that had a larger FWHM
ratio.
Professor Maron selected the spectrum at r = −488µm for analysis of the
magnetic field. This location was preferable because it had slightly narrower
lines with nearly the same ratio as the spectrum at r = −244µm, and the opacity
was slightly less while having a slightly larger width difference compared to the
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Figure 6.8: Diagram of two region electron density model.
spectrum at r = −732µm.
In order to achieve a fit to the data that was a good match to the entire line
profile, not just the FWHM, it was necessary to assume a two region electron
density model. An example of this model is shown in Fig. 6.8. By doing so,
the ”wing” of the line profile was matched properly. The fitting procedure was
to first fit the 1/2 to 1/2 line transition at 5722.7A˚ as well as possible. Then the
simulated line profile was evaluated for the quality of fit to the 1/2 to 3/2 line
transition at 5696.6A˚. The χ2 parameter was used to determine the quality of the
fit.
Figure 6.9 shows Professor Maron’s best fit to the 5722.7A˚ line assuming no
opacity and no magnetic field, B = 0 T . The electron density combination that
best reproduced the 1/2 to 1/2 line profile was 50% 1.2 × 1018cm−3, and 50%
5 × 1017cm−3. As a side note, the first approximation electron density shown in
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Figure 6.9: Shot 1462 spectrum at r = −488µm fitted for two electron den-
sities, no opacity, and no magnetic field.
Figure 6.10: Shot 1462 spectrum at r = −488µm fitted for two electron den-
sities, opacity of τ = 0.6, and a magnetic field of B = 3.5T .
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Fig. 6.7 was 1.1×1018cm−3. It is clear that the simulated line profile overestimates
both the FWHM and the intensity of the 5696.6A˚ line and is a poor fit.
Figure 6.10 shows Professor Maron’s best fit to both the 5722.7A˚ line and the
5696.6A˚ line assuming opacity effects, magnetic field, and two electron density
regions. The electron density combination was 55% 1.2 × 1018cm−3, and 45% 3 ×
1017cm−3, and the optical depth was τ = 0.6 as determined by the intensity ratio.
Under these conditions, the best fit to the FWHMs of the two lines occurred with
a magnetic field of B = 3.5 T . As compared to Fig. 6.9 without any magnetic
field, it is clear that the line profile including magnetic field and opacity effects
does a better job of reproducing the FHWM, line intensity, and line profile of
the two Al III lines. Therefore it is determined that at a radius of r = −488µm,
beginning at 485ns into the pulse and integrating for 100ns, the average Al III
density weighted magnetic field through the line of sight is B = 3.5 T .
Instead of fitting the entire line profile, it is possible to try to infer the mag-
nitude of the magnetic field using the average full-width-half-area (FWHA) and
the difference in the FWHA between the two Al III doublet lines [48]. Published
in the Beyond Zeeman spectroscopy: Magnetic-field diagnostics with Stark-dominated
line shapes [48] are two figures that plot the average FWHA and difference in
FWHA as a function of magnetic field and electron density for observations
perpendicular and parallel to the direction of magnetic field. It is important to
emphasize that the FWHA is used instead of the more common FWHM. When
fitting data with noise that make the determination of the maximum intensity
and consequently the FWHM ambiguous, the FWHA has a smaller error [19].
The B’s inferred from using only the FWHA and ∆FWHA are plotted in
Fig. 6.11 with the corresponding electron densities plotted in Fig. 6.12, as a func-
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Figure 6.11: B inferred from the Al III doublet lines’ average FWHA and
∆FWHA in black, with the B inferred by fitting the line pro-
files in pink.
Figure 6.12: The ne determined from the Al III doublet lines’ average
FWHA and the ∆FWHA in black, with the two ne’s used to
determine B by fitting the entire line profile in pink.
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tion of radius. Also included in those figures, in pink, is the 3.5T field inferred
from fitting the line profile with the two electron densities (resulting from the
two region fit). The magnetic field inferred with only the FWHA and ∆FWHA is
4.6 times larger than the line profile magnetic field. This is because the explod-
ing single wire plasma is non-uniform in both B and ne throughout the line-of-
sight. The B’s inferred from only the FWHA’s are most valid when the magnetic
field and electron density have a single value. When they are multivalued, as
in the plasmas discussed in this dissertation, a fit to the entire line profile is es-
sential for inferring the magnetic field. While the factor of 4.6 is daunting, this
detailed analysis of shot 1462 will be drawn on as much as possible in subse-
quent analysis.
In a 1D problem, a magnetic field of 3.5T at r = 488µm implies the presence
of 8.5kA of current within that radius. The average current during the data col-
lection was 10kA; therefore, if the problem were 1D then the conclusion would
be that 1.5kA was flowing outside 488µm, while 8.5kA was inside that radius.
An argument can be made that perhaps more than 8.5kA was flowing inside
the radius of 488µm based on the intensity profile of the Al III lines. The mag-
netic field measurement is an average over the line of sight through the plasma;
it is weighted by the intensity of the emitted light at different locations. Examin-
ing the intensity profile in the center plot of Fig. 6.7, the profiles look similar to
an Abel transform of a cylindrical shell with a peak intensity between 1000µm
and 1250µm. Therefore the light collected through a line of sight at a radius
less than 1000µm would have a non-negligible contribution to integrated inten-
sity from the cross-sections transversed at r = ±1000µm. Examining the width
ratios for r = ±1000µm, there is no evidence for magnetic field at those radii.
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Figure 6.13: Magnetic field profiles from 10kA of current where all current
flows at the original wire position (blue), with a uniform cur-
rent density in a radius of 500µm (green), and with a uniform
current density in a radius of 2000µm (red).
Therefore the contribution from r = ±1000µm to spectra taken closer to the wire
would effectively reduce the average magnetic field. If those exterior contri-
butions could be unfolded from the measured line profile, perhaps a magnetic
field larger than 3.5T could be measured at r = −488µm. Unfortunately because
of the quality of the data, this hypothesis cannot be tested through further anal-
ysis of the data. While this could be done with higher quality data with one
view point, a more robust analysis would include two orthogonal views taken
simultaneously through the same spectrometer for tomographic analysis.
Three concrete conclusions result from the analysis of shot 1462. It was de-
termined in Sec. 5.2 that the skin depth is larger than the plasma, meaning that
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current could flow uniformly through the plasma. If this were the case, then
the entire 10kA of current would be distributed evenly through the 4mm diam-
eter plasma column. The magnetic field topology from this current distribu-
tion is shown in red in Fig. 6.13, and the largest value the field reaches is 1T at
r = 2000µm. A field of 1T is below the threshold for measurement with the PI-
Max3 setup and also is inconsistent with the spectra because there is indication
for magnetic field with a radius of 1000µm and an inferred field strength of 3.5T
at −488µm. Therefore the first conclusion is that current is not flowing uniformly
throughout the plasma column.
Another hypothesis resulting from Sec. 5.2 is that because the current can
flow anywhere in the plasma it is possible that inductive effects from the rise in
current could push the current out to large radii so that the inductance would
be lower. Since the electron density is large enough to support current at the
outermost edge of the spectra, it follows under this hypothesis that the current
would flow at the largest radii possible, which is ∼ 2000µm, if the plasma were
hot enough at large radii. If this were the case, then the magnetic field distri-
bution would be like the red trace in Fig. 6.13 but without any magnetic field
within 2000µm. For the same reasons as before, this is inconsistent with the data.
Therefore, the second conclusion is that all of the current is not flowing at large
radii.
The third conclusion is that all of the current is not flowing at the original
wire position. If this were the case, at a radius of r = ±244µm the magnetic
field would be B = 8.2T . This is over twice the field that was inferred at r =
−488µm, and since the Zeeman effect is linear for these levels, one would expect
to measure at least twice the difference in the FWHMs at r = −244µm compared
95
to r = −488µm. This was not seen in the data; therefore, all of the current is not
flowing at the original wire position.
These conclusions that sum to mean that current is not flowing at the initial
wire position, but instead within a smaller region (perhaps r . 500µm) near
the original wire position. This possibility is consistent with the results from
Chap. 5 which find a dense low temperature core plasma. Perhaps the center of
the wire core could be mostly neutral which would not carry current well. While
a weakly ionized plasma or vapor occurs just outside the center of the core,
temperature increased farther from the wire, that could support the current.
6.2 Andor System Results
With the 0.6A˚ resolution Andor setup, 24 shots were taken of single exploding
wires. In comparison to the PIMax3 data set, the high resolution Andor data
set has improved potential for magnetic field measurements because of many
system improvements in addition to the higher resolution. While throughly
described in Sec. 2.3, the most important improvements were the higher signal-
to-noise and the relative calibration that was completed.
In this section, 3 typical shots are presented to show the evolution of the
possibility for magnetic field measurements through the single wire explosion.
The data were analyzed in a similar method as the data in Sec. 6.1. However,
because of the improved noise distribution, now with a noise level ∼ 11% of
the signal (27% previously) shown in Fig. 6.14, a continuum background could
be fitted in the non-linear least squares regression. Therefore, it was possible
to determine confidence intervals for the fitting coefficients which enabled the
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Figure 6.14: The raw counts for the continuum in shot 1601 (near peak cur-
rent) plotted as circles. The blue line is a linear fit to this sec-
tion of the data, and over laid in red is artificial Poisson noise
given the mean number of counts of the data. The noise does
not follow a Poisson distribution, and the noise level is ∼ 11%
of the signal.
calculation of error bars in the results obtained with the Andor data sets. As
a stylistic preference, error bars shown will be ±2σ in length to show the 95%
confidence interval to the fit.
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Figure 6.15: Raw spectra from shot 1598.
Early to Mid Time
Shown in Fig. 6.15 are the raw spectra versus radius for shot 1598 with the line
positions labeled. This shot was selected to exemplify the early to mid time
ranges in the evolution of the wire plasma spectra in the single wire explosion
because it shared the same characteristics as the ”Mid Time” spectra in Sec. 5.2,
but with ∼ 100ns earlier timing.
Figure 6.16 shows the timing of the gate pulse, with the green color bar rep-
resenting the integration time. The integration window began 100ns into the
pulse and lasted for 100ns. At the start of data collection the current was 2.6kA
and it had increased to 6.1kA by the end. The radial spot size at the wire plasma
for a fiber is 166µm for all of the experiments with the Andor setup.
The strongly emitting plasma is only about 1.6mm wide at this time and
the fitted FWHMs of the spectra from shot 1598 are shown in the top plot
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Figure 6.16: Current trace from shot 1598 with the spectral timing and in-
tegration window highlighted in green.
of Fig. 6.17. Due to the lower intensity levels at the edge of the plasma,
the error bars on the widths are much larger for the four spectra obtained at
r = ±800µm, ±600µm.
The middle plot in Fig. 6.17 shows the FWHM ratio of the 1/2 to 1/2 line
over the 1/2 to 3/2 line. With the exception of the two spectra on the edge
of the plasma at r = ±800µm, all of the width ratios and their error bars are
in the opacity dominated regime. The only two points showing a hint of line
broadening by magnetic field have very large error bars on the the width ratio
which weakens the possibility for detectable magnetic field. Therefore it is not
possible to infer a magnetic field using the Zeeman Broadening technique in
this plasma at early to mid times. This possibility is further marginalized and
confounded by the line intensity ratio. While the line intensity ratio range is less
different from 2 than with the PIMax3 data presented in Sec. 6.1, it still varies
significantly from the ideal ratio of 2. When the FWHM ratio falls below 1 it
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Figure 6.17: Fitted FWHM, line width ratios, and line intensity ratios for
the spectra from shot 1598, shown in Fig. 6.15. Each error bar
is ±2σ long.
is expected that the line intensity ratio should be less than 2 because of opacity
effects. However this is not the case. For the center positions the line intensity
ratio is near 2, but there appears to be a trend of increasing intensity ratio across
the plasma from ”negative” to ”positive” radii. This trend doesn’t appear to be
correlated to any of the other spectral characteristics such as electron density or
total line intensity (see Fig. 6.19).
100
Figure 6.18: Shift of central wavelength for the 1/2 to 3/2 line in blue in the
top plot, and the 1/2 to 1/2 line in red in the lower plot. Each
error bar is ±2σ long.
In addition, the intensity ratio on the ”negative” side of the plasma indi-
cates opacity effects. This is not inconsistent with the FWHM ratio because of
the large error bars at large radii. However, it is physically unexpected to have
opacity effects at the edge of the plasma. That said, opacity effects on the edge of
the plasma may not be unphysical due to the high concentration of Al III which
effectively lengthens the path length, giving more opportunity for reabsorption
and emission of the lines. Yet the line intensity ratio distribution remains un-
usual. On the ”positive” side of the plasma the FWHM ratio indicates opacity
while the intensity ratio does not. If anything, the intensity ratio on the ”posi-
tive” side of the plasma indicates the presence of a carbon contaminant adding
to the intensity of the 1/2 to 3/2 line at 5696.6A˚.
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Shown in Fig. 6.18 is the central wavelength shift of the two Al III doublet
lines. Notice that in this data set, the lines have a larger shift than in the data
from shot 1462 presented in Fig. 6.6. This larger shift indicates that this plasma
in shot 1598 should be more dense. As seen in the top plot of Fig. 6.19 showing
the first approximation electron density, indeed this plasma is more dense, with
both the widths and the sifts showing the highest densities in the center regions
as before.
Specifically, the top plot of Fig. 6.19 shows the first order electron density
based on a Baranger treatment assuming no magnetic field. The error bars rep-
resent a ±2σ variation from fitting the FWHM and an additional 20% error from
using the Baranger method assuming no magnetic field [33]. In the plasma, the
electron density ranges from 1.1 × 1018cm−3 to 1.8 × 1018cm−3. This is in the same
electron density range as obtained from the large bandwidth ”Mid Time” spec-
tra that were analyzed using PrismSPECT. Both data sets show a denser plasma
for lines of sight through the central region.
The line intensity distribution shown in the middle plot of Fig. 6.19 looks
like a cross between the large bandwidth ”Early Time” and ”Mid Time” spectra
in Sec. 5.2. The intensity has a fairly flat top (similar to ”Early Time”) with the
beginnings of a peak intensity near the drop in density (similar to ”Mid Time”).
Peak Time
An image of the raw spectra from shot 1601 is shown in Fig. 6.20. This set of
spectra was obtained with a 100ns camera gate beginning 350ns after the start of
the current pulse. The end of the integration time corresponded with peak cur-
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Figure 6.19: First order electron density, total line intensity, and back-
ground continuum intensity levels for shot 1598 as a function
of radial position. Each error bar is ±2σ long.
rent, and the average current through the plasma during the integration win-
dow was 10kA. A plot of the current trace for shot 1601 is shown in Fig. 6.21
with the data integration window overlaid in blue. These data were taken at
a similar stage in the single wire explosion as the spectrum that indicated the
presence of magnetic field in Sec. 6.1, except that in this shot the current is in-
creasing throughout the 100ns window of data collection.
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Figure 6.20: Raw spectra from shot 1601.
Figure 6.21: Current trace from shot 1601 with the spectral timing and in-
tegration window highlighted in blue.
At 350−450ns into the current pulse the exploding wire plasma has expanded
to a diameter of . 2.8mm. Shown in the top plot of Fig. 6.22 is the FWHM of the
two Al III doublet lines at 5696.6A˚ and 5722.7A˚ as a function of radial position
across the wire, with the original wire position located at r = 0µm. The FWHM
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Figure 6.22: Fitted FWHMs, line width ratios, and line intensity ratios for
the spectra from shot 1601, shown in Fig. 6.20. Each error bar
is ±2σ long.
ranges between 3.3A˚ and 9.1A˚.
The ratio of the FWHMs of the two Al III lines is shown in the mid-
dle plot of Fig. 6.22 with each error bar ±2σ in length. The FWHM ratio is
like a litmus test for measurable magnetic field. For the spectra located at
r = −400µm, −200µm, 0µm, 200µm, the FWHM ratio suggests the presence of
magnetic field broadening of the line. The error bar for the ratio barely crosses
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the magnetic field threshold of 1 only at the position r = −400µm.
Qualitative information may be gathered about the magnetic field and cur-
rent density profile using Fig. 6.22. At this time, there appears to be magnetic
field broadening within a radius of 500µm, meaning that a significant amount
of current would be flowing within that radius. This is in agreement with the
findings using the Princeton Instruments setup in Sec. 6.1. While lower than
preferable, the FWHM ratio of 1.07 at r = 200µm provides the most promise for
determining that there is magnetic field broadening in this set of spectra.
The intensity ratio distribution shown in the lower plot of Fig. 6.22 again pro-
vides an interesting and unexpected story, while being different from the distri-
bution from the early/mid time spectra in shot 1598 shown in Fig. 6.19. Here at
the smaller radii, which indicate the possibility that magnetic field broadening
is present in the width ratio, the intensity ratio is below 2, indicating opacity
effects are present. The center four values range between 1.8 and 1.9. The low
intensity ratio strengthens the argument for magnetic field broadening at these
locations because a significant difference in the FWHM is present despite the
counteracting effects of opacity.
At the ”negative” side of the plasma the intensity ratio remains less than 2
while the FWHM ratio is in the opacity dominated regime. These two indicators
are consistent. However, the first impression is that is physically unexpected to
have opacity effects at an edge of the plasma. Yet with a higher concentration
of Al III at the edges of the plasma, the path length for absorption remains long,
which could create a larger optical depth, creating opacity effects.
At the ”positive” side of the plasma, the intensity ratio is at or near 2, with
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one spectrum at r = 1400µm having a large intensity ratio, 2.2. This is incon-
sistent with the FWHM ratios which indicated opacity effects. The only way
that these two trends could make sense together is if there was a substantial
carbon contribution that was adding to both the intensity and the FWHM of the
Al III line at 5696.6A˚. This is unlikely because the possible carbon line is not
as sensitive to Stark broadening as the Al III lines. The fact that there are only
indications for carbon in a third of the plasma seems unphysical as one would
expect to have a uniform and symmetric carbon distribution in the plasma.
Due to the shot to shot variation and the oddities in the line intensity ratio
distribution, it is important that information regarding the carbon distribution
in the plasma be collected simultaneously in future experiments. Without any
additional information about the carbon distribution, it is not possible to ad-
dress these inconsistencies in the spectra quantitatively. Therefore it is not pos-
sible to determine definitely that magnetic field broadening has occurred and
infer a value with meaningful error bars for this data set.
The electron density distribution in the plasma is shown in Fig. 6.24, assum-
ing a single electron density and no magnetic field. The form of the distribution
follows the same radial trend as the ”Peak Time” spectra in Sec. 5.2 and the
PIMax3 data used to determine the magnetic field in Sec. 6.1. However, the
density is comparatively larger in these data. This is also confirmed in the spec-
tra by the larger shifts in the wavelength of the line centers of the two Al III
doublet lines (compared to the PIMax3 data in Sec. 6.1) as seen in the two plots
in Fig. 6.23.
The line intensity distribution shown in the middle plot of Fig. 6.24 is also
similar to the data used for determining the magnetic field in Sec. 6.1. It has
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Figure 6.23: Shift of central wavelength for the 1/2 to 3/2 line in blue in the
top plot, and the 1/2 to 1/2 line in red in the lower plot. Each
error bar is ±2σ long.
peaks in the distribution found with optical paths that view r = ±1000µm, which
are outside of the region where a magnetic field determination might be possi-
ble. The intensity distribution is again similar to an Abel transform of a cylin-
drical shell, indicating that the peak density of the Al III species is located at
r = ±1000µm.
The continuum background intensity is also plotted in the middle plot of
Fig. 6.24 to show the scale difference between the continuum and the line inten-
sity. To see the details of the continuum background, it is plotted by itself in the
bottom plot in Fig. 6.24. While the distribution is similar to the line intensity, the
peaks are located farther in, at r = ±800µm, and the central continuum intensity
does not decrease with the same proportions.
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Figure 6.24: First order electron density, total line intensity, and back-
ground continuum intensity levels for shot 1601 as a function
of radial position. Each error bar is ±2σ long.
While it is important to solve the ”carbon puzzle” so that any magnetic field
inference based on a detailed line profile fit will not be suspect, it is possible to
determine first-order magnetic field magnitudes from the ∆FWHA with caveats
discussed in Sec. 6.1. Using the ±2σ range of the FWHM shown in Fig. 6.22, the
analogous average FWHA and ∆FWHA was calculated. These values were then
used with the plots in [48] to determine the most probable B and a 95% confi-
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Figure 6.25: B inferred from the ∆FWHA shown in black with ±2σ error
bars from fitting the FWHA. If the four line profiles from r =
−400µm to r = 200µm are summed, the resulting average B is
the horizontal gray line with the shadded area as the B range
resulting from the FWHA error.
dence interval from the average FWHA and ∆FWHA (remember it has limita-
tions). The results are plotted as the black dots with ±2σ error bars in Fig. 6.25
and Fig. 6.26.
As seen in Fig. 6.24, the Al III line intensity was lower for the spectra between
−600µm ≤ r ≤ 400µm. Due to the reduced signal, the signal-to-noise ratio is
lower than idea. In order to improve the signal-to-noise and reduce the error
bars, the spectra at r = −400µm, −200µm, 0µm, +200µm were summed because
they had similar profiles and intensities. The new composite line profile was
fitted to determine the most likely FWHA and ∆FWHA, as well as the ±2σ for
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Figure 6.26: B inferred from the ∆FWHA shown in black with ±2σ error
bars from fitting the FWHA. If the three line profiles from r =
−200µm to r = 200µm are summed, the resulting average B
is the horizontal gray line with the pink area as the B range
resulting from the FWHA error.
these values. Plotted in Fig. 6.25 is ”averaged” B as the gray horizontal line and
its ±2σ range is the shaded gray area. From the composite line profile, the most
likely B is 14T with a 95% probability of being between 16T and 8T , recognizing
that this is most applicable to the case when the plasma has only a single B and
ne, which is not true in these experiments.
If the line profiles at r = −200µm, 0µm, +200µm were summed instead, then
the most likely average B is 10T with a 95% probability of it being between 15T
and 8T . The new average B is plotted as the gray horizontal line in Fig. 6.26,
with the 95% probability range as the pink area. The average B is lowered by
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Figure 6.27: B determined from the ∆FWHA in black with magnetic field
profiles from various distributions of a 10kA current.
omitting the profile at r = −400µm despite its Blikely = 10T because of the huge
error bars related to that spectrum. The effect of omitting this spectrum is also
seen in the reduction of the ±2σ values for the average B.
It is likely that the magnetic field values inferred from the ∆FWHA are too
high, as was true for the spectrum in Sec. 6.1, because they require a single B
and ne which is not the case in the plasmas in the experiments discussed in
this thesis. However it is interesting to compare the inferred B’s to magnetic
field profiles of various current distributions. Plotted in Fig. 6.27 is the inferred
B versus radius along with magnetic field profiles from three current distribu-
tions. The first, shown in blue, has 10kA of current flowing at the original wire
position. The second, shown in green, corresponds to a 10kA current uniformly
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distributed within a radius of 200µm. The third, in red, has 10kA of current flow-
ing uniformly with a radius of 500µm. If the inferred B values based on the
∆FWHA were accurate, they would imply that the current is flowing within a
200µm radius. This is unlikely because it is reasonable to assume that a mag-
netic field inferred from the entire line profile, not just the average FWHA and
∆FWHA, would be lower. If the inferred values from fitting the line profile were
reduced by 4.6 times from those inferred from only the FWHA, as with the spec-
trum in Sec. 6.1, then a current profile that was uniform within a 500µm radius
could fit with the data. This would be consistent with the results in Sec. 6.1,
which provided evidence for a significant portion of the current within a 500µm
radius just after peak current.
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Figure 6.28: ”Late Time” raw spectra from shot 1603.
Late Time
To discuss the plasma after peak current, shot 1603 was chosen to represent the
”Late Time” spectra. The raw spectra are imaged in Fig. 6.28 with its wavelength
and radial scale. The data were taken starting 460ns into the current pulse and
integrating for 100ns, i.e. beginning only 10ns after the end of the peak data. The
current pulse for shot 1603 is shown in Fig. 6.29, with the integration timing and
window overlaid in pink. The average current during this data collection period
was also 10kA. However, the current is decreasing during the data collection.
Shown in Fig. 6.31 are the line shifts of the central wavelengths of the Al III
doublet lines. As compared to the ”Peak Time” Andor data from shot 1603, the
line shifts are not as large. This indicates that the density should be less in this
shot. This is confirmed by the first approximation electron density fit shown
as the top plot in Fig. 6.32. The distribution of the first approximation electron
density is also supported by the distribution of the line shifts. With smaller sifts
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Figure 6.29: Current trace from shot 1603 with the spectral timing and in-
tegration window highlighted in magenta.
at the edges of the plasma, smaller electron densities are expected, which are
confirmed by the line widths.
The top plot in Fig. 6.30 shows the FWHM of the Al III lines through the
width of the plasma. The FWHM range between 4.3A˚ and 9.1A˚. This corre-
sponds to electron densities between 7.9×1017cm−3 and 1.5×1018cm−3, assuming
no broadening due to a magnetic field and a Baranger treatment based calcula-
tion of Stark broadening. The electron density as a function of radial position is
the top plot in Fig. 6.32.
To examine the possibility for measurable magnetic field broadening in this
data set, the FWHM ratio as a function of position is plotted in the center graph
of Fig. 6.30. All of the width ratios fall below 1 with the exception of one point at
r = 1600µm with a lower error bar that crosses the value of 1. Therefore there is
no possibility of determining a magnetic field in the set of late time spectra. The
implication is that the current was flowing predominantly at radii larger than
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Figure 6.30: Fitted FWHM, line width ratios, and line intensity ratios for
the spectra from shot 1603, shown in Fig. 6.28. Each error bar
is ±2σ long.
r ≥ 750µm.
While a magnetic field cannot be determined with this data, it is possible
to extract other valuable information about the plasma from the line intensity
ratios and the intensity distribution. The line intensity ratio as a function of
position is shown in the bottom plot in Fig. 6.30. In stark contrast to the earlier
times, the ratio distribution is symmetric. In the center region between r =
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Figure 6.31: Shift of central wavelength for the 1/2 to 3/2 line in blue in the
top plot, and the 1/2 to 1/2 line in red in the lower plot. Each
error bar is ±2σ long.
−600µm and r = 400µm, the ratio is just below 2 indicating slight opacity effects
agreeing with the FWHM ratios at those locations.
Outside the center region the line intensity ratio is greater than 2 indicating
the possibility of carbon contamination in the 1/2 to 3/2 Al III line at 5696.6A˚.
A line intensity ratio that does not indicate opacity effects at large radii agrees
with an intuitive picture of the plasma.
The total line intensity is graphed in the middle plot of Fig. 6.32. Between
460 − 560ns in the current pulse, the peak in the Al III line intensity occurs at
r = −1200µm and r = 1400µm. The background continuum distribution now
matches the shape of the line intensity distribution with peaks at the same loca-
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Figure 6.32: First order electron density, total line intensity, and back-
ground continuum intensity levels for shot 1603 as a function
of radial position. Each error bar is ±2σ long.
tion.
118
Summary
Information about the electron density and the Al III species distribution can be
obtained at any time during the single wire explosion using the Al III doublet at
5696.6A˚ and 5722.7A˚. Figure 6.33 graphs the electron density through time and
radial position during the single wire explosion. The times associated with each
curve reflect the start time of the data collection, and each data set integrates for
100ns following the ts start time. For readability, the error bars in Fig. 6.33 repre-
sent only the electron density error arising from uncertainty in determining the
FWHM of the Al III line. The extra 20% error arising from using the Baranger
based calculation is omitted in this plot but was included in the previous elec-
tron density plots.
The electron density evolution in Fig. 6.33 is in agreement with the large
bandwidth data presented in section 5.2. Both data sets shows a higher density
center expanding with a velocity of about 3km/s and decreasing with time. The
expansion velocity was measured by tracking the edge of the higher density
plasma which was located using the largest gradient in the electron density. In
the early/mid time spectra shown in green and starting at 100ns into the current,
the front occurs between 400 and 600 microns.
The distribution of the doubly ionized Al III through the plasma is tracked
by the intensity distribution of the Al III lines. The evolution of the total Al III
4s − 4p doublet line intensity is plotted in Fig. 6.34. The Al III species begins
at early/mid times as a thick shell distributed throughout the exploding wire
plasma. At and after mid times the Al III species begins to collect in a shell.
This shell expands radially outward with time while becoming narrower. To
determine the expansion rate of the shell, the front of the intensity was tracked
119
Figure 6.33: The evolution of the electron density through the single wire
explosion. The error bars represent only the contribution from
the FWHM determination of the Al III 5722.7A˚ line.
as it moved outwards. The front was defined to be located at the largest gra-
dient in the line intensity. As an example, for the peak time spectra it occurred
between the points at 1000µm and 1200µm. The Al III intensity shell expanded
with a velocity of about 3km/s, the same as the plasma density front.
A magnetic field measurement in a single exploding wire plasma is most
possible near peak current, given the experimental parameters and the location
of the current. To measure the magnitude of the magnetic field with honest
and accurate error bars, it is necessary to solve the puzzle arising from the line
intensity ratio distribution. Information regarding the carbon distribution is
paramount and unfortunately unavailable.
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Figure 6.34: The evolution of the Al III line intensity through the single
wire explosion showing the outward expansion of the Al III
species.
The magnetic field information inferred from the peak time data set is in
agreement with the conclusions resulting from the magnetic field measurement
in Sec. 6.1. Firstly, the current is not flowing uniformly throughout the plasma
column. Secondly, all of the current is probably not flowing at large radii.
Thirdly, all of the current is not flowing at the original wire position.
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CHAPTER 7
CONCLUSION
7.1 Summary of Results
The aim of this thesis is to add to the understanding of the physics in pulsed
power driven single exploding wires with emphasis on the electron density,
electron temperature, magnetic field, and current density profiles in the plasma.
To accomplish these goals, high gain and high resolution spectral diagnostics
were necessary. A preliminary investigation with an exploratory diagnostic
setup, described in Sec. 2.3, was performed to narrow down the range of plasma
electron density and electron temperature conditions in the experiment. Those
results were presented in Sec. 5.1. While the magnetic field was determined to
be just on the threshold of detectability because of the high electron density that
were found, it was decided to continue to pursue magnetic field measurements
using the Zeeman Broadening technique along with higher resolution electron
density information. The high performance equipment needed for the measure-
ment was not available in lab; therefore, it was necessary to borrow it.
Two demonstration units were borrowed from manufacturers and the exper-
imental arrangements using them are described in Sec. 2.3. The first was from
Princeton instruments, and the results obtained with it are presented in Sec. 6.1.
The second was from Andor Technology and was used for both the high resolu-
tion magnetic field studies presented in Sec. 6.2, and large bandwidth electron
temperature and electron density studies presented in Sec. 5.2.
It was determined in Sec. 5.2 that the exploding wire plasma consists of a
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Figure 7.1: Cartoon of two density plasma with a hotter shell in red sur-
round a colder and more dense central region in blue. Both
expand with a velocity of ∼ 3km/s.
hotter, less dense shell surrounding a colder and more dense core plasma. Due
to the current drive profile, the magnetic field pressure never exceeded the ther-
mal pressure and the plasma expanded throughout the current pulse. During
the expansion, the plasma retained the structure of a hotter shell surrounding a
colder denser core as drawn in Fig. 7.1. Both the shell and the denser central re-
gion expanded at ∼ 3km/s. As the center region expanded, the electron density
of that region decreased with time.
Unexpectedly, peak densities and temperatures occurred during the middle
of the current rise (at peak dI/dt) instead of at peak current. This was apprently
the case because of the relatively low current driving the single wire explosion.
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If the current was higher, the magnetic field would have begun to pinch the
plasma, inhibiting the expansion of the plasma. Instead, the magnetic field did
not contain the plasma and it continued to expand, which led to cooling within
the observed region as well as a decrease in electron density near peak current.
At peak current the typical plasma diameter was 4mm, whereas at peak dI/dt it
was only 2mm.
Using the electron densities and temperatures measured in Sec. 5.2, the skin
depth of the plasma was calculated to be always larger than the diameter of the
plasma as measured by visible light emission line intensity. Therefore it would
be possible for the current to flow uniformly throughout the plasma. It would
also be possible for the rising current to inductively move the current to the edge
of the plasma if there were a hot, relatively low density plasma that was not
visible at r > 2mm. Indeed, both of these hypothesis agree with ”conventional
wisdom” about exploding wires and wire array plasmas.
In Sec. 6.1, a magnetic field of 3.5T was inferred from the Al III doublet spec-
trum 500µm away from the original wire position during the interval of 485ns to
585ns into the current pulse. There was also strong indications of magnetic field
broadening of the lines between −976µm and 488µm away from the original wire
position. The average current through the plasma was measured to be 10kA and
was decreasing throughout the data collection.
In Sec. 6.2, a value of the magnetic field could not be determined due to a
puzzle in the data set possibly arising from carbon contamination in the plasma.
However, statistically significant indications of magnetic field broadening were
present in the spectra taken near peak current. In shot 1601, the presence of
magnetic field was inferred between −400µm and 200µm away from the original
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wire position 350ns to 450ns into the current pulse. During that time the current
through the plasma was increasing and the average value was 10kA.
Figure 7.2: Parameter space for measurable magnetic fields from Fig. 4.2
with new measurement plotted as the large star.
From the experiments in this thesis it is now known that with sufficient
resolution, a magnetic field measurement based on the Al III doublet can be
made with electron density profile consisting of 50% of the emitting electrons at
1.2 × 1018cm−3, and 50% at 5 × 1017cm−3 and a magnetic field of 3.5T . For these
electron densities, the measured value actually falls below the recommended
threshold. The severity of this can be seen in Fig. 7.2 where the new measured
value is plotted as a star on the graph of the parameter space for reliably mea-
surable magnetic field. Not only does Fig. 7.2 illustrate the difficulty of the
measurement made in Sec. 6.1, but also how the limits of reliably measurable B
field vary with density.
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From the magnetic field measurements, several conclusion can be made.
Firstly that the current is not flowing uniformly though the plasma. If this were
the case the the magnetic field would reach a peak of 1T at 2mm away from the
wire and would be too small to be detected at any point due to the high electron
densities. The presence of a 3.5T magnetic field at 500µm in one experiment,
disproves this hypothesis.
Secondly, all of the current is not flowing at the edge of the plasma or at
radii above 1000µm. If the current was flowing as a shell at a radius of 1000µm
or larger, then there would be no magnetic field inside the current shell. If a
thin current shell was located at 1000µm, then the largest B value in the plasma
would be 2T . If the current was flowing along the edge of the plasma at a
2000µm radius, then the largest B value would be 1T . The presence of a mea-
surable magnetic field within a radius of 1000µm disproves this hypothesis.
Thirdly, all of the current is not flowing at the original wire position. If this
were the case, there would be a doubling in the Al III 4s − 4p doublet FWHM
difference between spectra taken at −488µm and −244µm, which was not seen.
Instead, the FWHM ratio varies only slightly between these locations at peak
time.
The majority of current appears to be flowing within a 750µm diameter col-
umn between 350ns and 450ns. Later, between 485ns and 585ns, the current
is flowing somewhere in a 1400µm diameter column. The locations of magnetic
field are coincident with a decrease in line intensity and subsequently a decrease
in the Al III species. As we move farther into the plasma, the temperature de-
creases while the density increases. At the plasma core, laser shadowgraphy
indicates a possible third region of higher density, higher than the densities de-
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termined from the emission spectroscopy. Within this high density region, one
would presumably find neutral aluminum vapor near the original wire posi-
tion. Summing these conclusions, it appears that a significant fraction of the
current is flowing in the central regions (r ≤ 1mm) of the plasma.
7.2 Future Experiments
It may be possible that the current is flowing at radii just outside the neutral alu-
minum wire core. To probe this hypothesis, one would need a series of Zeeman
Broadening measurements and simultaneous measurements of the wire core.
Absorption spectroscopy would provide the most useful information about the
core plasma, while being extremely difficult to field in LCP3. Calibrated x-ray
images to determine the neutral plus ion density could also be used to infer an
effective ionization of a high density region. While simpler in setup and analy-
sis, x-ray imaging in LCP3 would still pose a significant challenge.
At the very least, another series of single exploding wire experiments with
wire cleaned of carbon contamination would be extremely valuable and hope-
fully solve the carbon puzzle encountered in Sec. 6.2. With carbon eliminated
or significantly decreased in the plasma, it should be possible for additional
Zeeman Broadening measurements of a single exploding wire plasma. In his
thesis, Mark Johnston explored ways of eliminating carbon contamination on
aluminum wires. He found that a 15 minute rinse with a 1M solution of H2SO4
followed by three washes in distilled water reduced the carbon line intensity by
a factor of 3 [30].
If the carbon could not be eliminated through cleaning, then it would be
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necessary to survey the carbon content in the single exploding wire plasma.
Since the carbon line contaminating the Zeeman Broadening measurement is a
C III line, other measurements of C III lines would provide valuable information
about the C III ion distribution in the plasma. The best lines to use are the C
III 1s22s3s − 1s22s3p triplet lines at 4647.42A˚, 4650.25A˚, and 4651.47A˚. These
transitions share an energy level with the contaminating C III line at 5695.92A˚,
from 1s22s3p − 1s22s3d.
At peak current, the plasma at a radius of 500µm is challenging for Zeeman
Broadening measurements due to the reduced intensity. Because of this, Zee-
man Broadening combined with tomography would be an excellent technique
for studying this region of the plasma. If two orthogonal views were used to
collect spectra simultaneously as a function of radius, then it would be possible
to extract more information about the plasma in the interior. The best way to
collect such spectra is to have a coherent linear fiber array that splits into two
at one end (like a ”y”). Then half of the fibers are aligned to collect spectra
from one view point while the other half collect light from an orthogonal field
of view. It would be necessary that both views include the edge of the plasma
to unfold the effects of integration along the other field of view. The other end
of the fiber bundle would consist of all of the fibers so that all of the spectra can
be dispersed and collected by the same spectrometer and detector.
Knowing that we can make a measurement with 50% 1.2 × 1018cm−3, and
50% 5 × 1017cm−3 and 3.5T , it becomes possible to seek out these conditions (or
more favorable ones with lower densities or higher B) in other experimental
configurations such as an X pinch. X pinches are created by passing 50kA−1MA
through two or more fine metal wires that cross in the middle (forming an ”X”
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Figure 7.3: Drawing of an X pinch 2ns before pinch time. If there were
250kA flowing though the 50µm plasma column, at point A
there would be B = 1000T and likely no Al III ions. At point B,
there would be B = 50T with the possibility for Al III ions for a
Zeeman Broadening measurement.
with two wires) [52, 42]. X pinches are an appealing application for Zeeman
Broadening magnetic field measurement due to the extremely high magnetic
field values at and near the crosspoint. At the cross point, a small Z-pinch is
formed that is 200µm radius in early states and 5 − 50µm radius during the X
pinch, for aluminum plasmas driven by a 50ns, 200kA current pulse [42]. If
all the current flows through the small Z-pinch, then for a 200µm radius with
100kA, the magnetic field at the surface of the plasma column would be 100T .
For a 50µm radius with 250kA, the magnetic field at the surface would be 1000T ,
as shown as point ”A” in Fig. 7.3. At these locations an Al III 4s-4p Zeeman
Broadening measurement would not be possible because there would not be
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any Al III species, and even if there were the density would be too high with
lower estimates of 1019 − 1020cm−3 [41].
However, it is shown that with molybdenum (Mo) X pinches the density de-
creases rapidly in the plasma as one moves outward radially from the micro
pinch to a value of < 5.5 × 1018cm−3 at a radius of 1mm for a X-pinch driven by
80kA in 50ns [23]. Compared to Mo, Al X-pinches tend to be less dense and pro-
duce softer x-rays [41], and Mo does not expand as rapidly as Al [43]. Therefore,
it is reasonable to believe that an Al X pinch corona would decrease in density
as rapidly with radius as a Mo X pinch, if not more so. For the early time case
with 100kA in a plasma column with 200µm radius, the magnetic field at 1mm
away from the pinch would be 20T . For the case near the X pinch with 250kA in
a 50µm radius plasma, the magnetic field at 1mm away from the pinch would be
50T , as shown as point ”B” in Fig. 7.3. Therefore, at 1mm away from the X pinch
a Zeeman Broadening magnetic field measurement should be possible assum-
ing doubly ionized Al III ions exist at that location. It is also important to note
that a measurement must be made before the x-ray burst (or in an X-pinch that
doesn’t pinch) because after the x-ray burst the dense plasma explodes outward
and the plasma changes too rapidly.
It would also be interesting to study the jet of the X-pinch, as shown by the
focal points labeled (1) in Fig. 7.4. In the jet one could possibly expect electron
densities of 1017cm−3 − 1019cm−3 [35], and electron temperatures have been mea-
sured in some configurations to be ∼ 30eV [45]. At electron temperatures ∼ 30eV
it is unlikely that any Al III ion species would exist to use for inferring a mag-
netic field. However, it would be interesting to investigate the possibility over
many X-pinch configurations and current drives.
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Figure 7.4: Drawing of an X-pinch showing two other viewing possibili-
ties: 1) Across the jet plasma, and 2) Along one of the legs of
the X-pinch.
One could also study the transition from global to local magnetic field effects
on the ablation streams by looking along the leg of the X-pinch at the focal points
labeled (2) in Fig. 7.4, in a manner similar to the work by Dr. Bott [7] and Mr.
Collins [11].
Another interesting experiment would be to study a low wire number, non-
imploding, cylindrical wire array. An array made of 3 fine Al wires would
provide great diagnostic access to the ablation streams of the Z pinch, as
can be seen in Fig. 7.5. While the precursor might have densities between
1018cm−3 − 1020cm−3, the ablation streams might have electron densities closer
to 1017cm−3. Assuming that Al III ion species are present, an electron density of
131
Figure 7.5: Drawing of 3-wire array setup, viewing through an ablation
stream.
1017cm−3 would be small enough to detect Al III doublet line broadening due
to fields of a few tesla. By looking through an ablation stream and recording
spectra at many times during plasma evolution, it may be possible to study the
transition of current from the wire cores to the precursor column.
A new spectroscopic system has been purchased from Andor Technologies
by the Laboratory of Plasma Studies to be used for Zeeman Broadening mag-
netic field measurements. The system consists of a 750mm imaging Czerny-
Turner spectrometer and a high gain gated ICCD Andor iStar camera. The
spectrometer will have three gratings: 2400grooves/mm, 1800grooves/mm and
600grooves/mm. With the high groove density grating, the diagnostic system
will have a spectral resolution of 0.4A˚. To make full use of the spectrometer, an
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imaging flange was designed so that it would be possible to image a linear array
of fibers with 0% cross-talk between adjacent fibers. This requires that there be
300µm of space between input fibers, e.g. for 100µm fibers there must be 400µm
between core centers.
With this new spectroscopic system, the carbon puzzle in Sec. 6.2 will be
addressed by making measurements of the carbon distribution in the plasma.
Then an attempt will be made to clean the wires of the carbon contamination.
If the carbon can be sufficiently reduced, another set of Zeeman Broadening
measurements will be made to determine if more definitive magnetic field de-
terminations can be accomplished in the single exploding wire plasma. If the
carbon cleaning is inadequate, then the information on the carbon distribution
will be used with existing measurements to address the magnetic field distribu-
tion in the plasma. Upon completion of the single wire experiments, the new
Andor spectroscopic system will be used to study the magnetic field of a two
wire aluminum X pinch as described above.
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APPENDIX A
FIBER ALIGNMENT
To verify that the wire was properly focused onto the fiber array, and that the ini-
tial wire location was known in the recorded spectra, the alignment was checked
and optimized for each shot. This was done by shining a bright continuum
source onto the wire, at a 45◦ to 90◦ angle to the collection optics, ideally through
a different port than used for the collection optics so that light is not backscat-
tered off the window into the collecting lens. The incident light scatters off of
the wire into the collection optics which creates an image of the wire, that must
be focused onto the fiber bundle. If it is not focused by eye on the fiber bundle,
then adjustments should be make so that a rough focus is obtained, enabling the
fine adjustment and focus described below.
The following fine alignment procedure is for aligning the fiber array to col-
lect signal perpendicular to the wire, radially across the plasma. If this is the
first time setting up the optics, care should be taken to ensure that the center of
the wire, the center of the optics, and the center of the fiber array are all aligned
so that the light is not going at an angle through the port window or the lens.
The lens, or compound lens, should not be rotated. This can be check by shining
a level laser perpendicular to the port window that hits the center of the wire
and the center of the fiber position. Then the lens element can be installed so
that the laser goes through the center of the lens or through both the center of
the entrance and exit of the compound lens. If installed properly, the laser point
will be located at the same location on the fiber bundle prior to the lens addition.
To verify that the fiber head is not rotated and will collect all of the light
from the lens, it is best to shine a laser through the spectrometer side of the
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fiber. The laser light coming out of the chamber side will create a diffuse circle
of light incident on the imaging lens that should be centered on the lens, and
larger than the lens. This will ensure that all of the light exiting the lens will
be collected by the fiber bundle for a particular point in the image. If it is not
centered, then the fiber head can be rotated or translated slightly. If the diffuse
circle is smaller than the lens, a different magnification should be used so that
light is not lost. The laser light should also be focused to a small point on the
wire.
Once a rough focus and alignment is obtained, the fine focusing is best done
through the spectrometer and ICCD. With the continuum light shining on the
wire, an image is taken of the resulting spectra. (To see the signal, the exposure
will need to be lengthened and the gain set higher compared to typical shot
settings.) If the wire image is focused, there ICCD signal will be a single line
of continuum coming from a single fiber. If light is spread across many fibers
either the focus or the alignment needs to be adjusted.
These adjustments are done through small changes in the fiber bundle’s loca-
tion using the micrometers on the translation stage. If the focus is the problem,
then a change that increases or decreases the distance between the lens and the
fiber will change the number of fibers with continuum signal. If ”left or right”
alignment is the problem, a change that moves the fiber bundle perpendicular to
the incoming light will shift the signal to different fibers while not changing the
number of fibers illuminated. The exception occurs when the focus is near ideal.
At this point, a ”left or right” shift will change the signal from being dim on two
fibers to being bright on one fiber. At this point very small changes should be
made in both the focus and the alignment so that the continuum signal is the
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brightest and only comes from a single fiber.
Once the continuum signal is bright and coming from a single fiber, the en-
trance optics are aligned and the initial wire position is known.
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APPENDIX B
RELATIVE CALIBRATION
A relative calibration was performed on the Andor experimental setups in two
steps, which were similar in effect to the Flat Field Correction in Appendix C on
page 145.
The first stage was to account for the intensity variation over the entire sur-
face of the ICCD. To do this a uniform light distribution must be shinned on the
face of the camera and the signal recorded. A uniform light distribution was
created by taking a common camera flash lamp, diffusing the light with a pol-
ished low grit number diffuser to spread the light uniformly over a larger angle,
and then placing it far away from the camera. Because the incident light is uni-
form, the signal should also be uniform within the noise error. If it is not, then
it is important to record several signals and then average those signals to create
a smoothed signal. Then each pixel value is divided into 1 to create a relative
calibration factor for each pixel location on the ICCD.
The second stage is more similar to the procedure described in Appendix C
on page 145. A camera flash lamp with a known color temperature (typically
around 5600 K) was placed in the center of the experimental chamber at the lo-
cation of the wire. The light was then transmitted along the same diagnostic
path, i.e. through the lenses, fibers, and spectrometer, used in experiments, and
the signal was recored by the ICCD. After applying the intensity calibration fac-
tor, the signal can then be compared to the known color temperature cure for
that region of the spectrum. If there is a deviation, across all fibers or individual
ones, then another calibration factor can be created for the path of the light (pos-
sibly dependent of the individual fibers). Because the fibers can shift locations
137
on the ICCD depending on small changes in alignment (even if it is only a few
vertical pixels), it is important that the two calibration factors are kept separate
and applied independently.
As different gratings are used in the spectrometer, even if the new grating
has the same groove density and blaze as the old one, it is important to repeat
the second stage of the relative calibration. Each grating has its own defects and
dust contamination, which could affect the dispersion. Therefore each time a
new grating is used, a new calibration should be performed. If one is routinely
switching between two gratings a new calibration is not needed unless the spec-
trometer is physically opened (i.e. the gratings are not on a turret and must be
changed manually), thereby exposing the gratings to damage and dust.
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APPENDIX C
ABSOLUTE CALIBRATION
While an absolute calibration was not performed on the experimental setups
presented in this dissertation, the process was discussed and Professor Maron
wrote a guide about how to absolutely calibrate an optical spectroscopic sys-
tem [33]. Being a useful tool, it seemed important that it not be lost between
generations of LPS graduate students. Therefore it is reproduced exactly as re-
ceived from Professor Maron, so that others may benefit.
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Road map for 
Absolute calibration of a spectroscopic system 
Generally, one can either calibrate the entire system as a single unit, or calibrate separately the 
effect of each of the system’s components, i.e., lenses and mirrors, spectrometer, and detector. 
While the first approach is more efficient for a specific measurement, it is not always practical and 
it obviously requires recalibration if the spectroscopic system is modified. Moreover, it is also more 
instructive to treat separately the different parts of the system. In the calibration procedures 
described below we will determine:  
1. The efficiency of the light collection into the spectroscopic system 
2. The efficiency of the spectrometer and detector 
Let us consider the following typical arrangement: 
 
 
Fig. 1: A representative diagram of a spectroscopic system consisting of a lens and spectrometer 
(shaded rectangular) observing an extended source.  
Let [s-1]be the number of photons emitted at a specific wavelength per second from the volume 
observed in the plasma, and ’[s-1] the number of photons of a specific wavelength per second 
reaching the spectrometer slit. 
Then:  
2
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      Eq. (1),  
where D is the lens diameter, l the optical distance from the source to the lens, and ) the 
combined transmittance of all the optical components (e.g., windows, mirrors, lenses, prisms) 
mounted along the source-spectrometer path. It is now convenient to express Eq. (1) in terms of the 
system magnification, M=l’/l, and the spectrometer F-number, defined by f# = d/G (where G is the 
“typical length” of the grating – see #1 below). From Fig. 1 we obtain D/l’ = d/G = f#, therefore: 
2
# 2' ( )16( )
M Tf     Eq. (2) 
Note: here we assume that the F-number of the optical system matches that of the spectrometer, 
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namely, we assume that all the light collected by the optical system enters the spectrometer slit and 
exactly covers the grating. If this is not the case and f#optical system > f#spectrometer, a factor of 
2#
#
optical system
spectrometer
f
f
	 

  
 
must be added. 
Note that at different wavelengths the lens position varies (due to the focal length -
dependanceand the magnification changes accordingly. Eq. 2 implies that the collected number of 
photons depends on the square of the magnification. However, the observed volume, V, also 
depends on this factor: V  S·L/M2, where S is the slit area and L is the plasma length along the line-
of-sight). Therefore, M2 cancels out, and Eq. (2) becomes: 
2
1
' ( )
16( #) T SLJf    Eq. (3), 
where J is the photon density (averaged over the observed volume) emitted per second. 
Note that in the case of a discrete spectral line J = nup gA , where nup is the transition upper-level 
population, A the Einstein coefficient, and g the degeneracy of the transition lower-level. 
Note: here we assume that for all M (and thus for all ) the plasma spatial extent in the plane 
perpendicular to the line-of-sight is at least as large as S/M2. 
Comments for system designers: 
(i) While M is not needed for calculating the number of photons reaching the 
spectrometer slit, this parameter is important for the system design since it 
determines the spatial resolution perpendicular to the line-of-sight. Once the 
desired range of M is selected for the measurement, the lens focal length is 
determined. Then, the diameter of the lens is determined to match the 
spectrometer F-number for the longest wavelength measurable by the system. 
When shorter wavelengths are measured and the lens is positioned closer to 
the spectrometer slit, only a portion of the lens is needed to match the 
spectrometer F-number. Light reaching the outer parts of the lens may lead to 
stray light problems and require the use of an iris. 
(ii) In order to improve the spatial resolution and obtain large signals, one should 
choose a lens that can be positioned as close as possible to the source. For a 
fixed spatial resolution, a lens positioned closer to the source is combined 
with a larger slit.      
 
In principle, all the terms in Eq. (2) are known rather accurately, but one should pay special 
attention to the following: 
1. In some cases, the spectrometer F-number, as specified by the manufacturer, 
141
 3 
is a symbolic one that does not adequately reflect the light collection 
efficiency. Therefore, it is always recommended referring to the detailed 
documentation (or to take off the spectrometer cover) in order to determine 
the F-number. In the case of the common Czerny-Turner configuration and a 
rectangular grating and mirrors, it is calculated by dividing the entrance slit-
mirror distance by the “equivalent mirror diameter” (obtained by equating the 
mirror area with a circle of the same area). It is important to emphasize that 
in the present approach, the F-number is defined through the light cone that 
fills up the spectrometer first mirror, which is wavelength independent. Had 
we treated the response of the spectrometer separately, we would also have to 
consider the variation of the effective F-number with wavelength due to the 
varying angle of the grating that results in a wavelength-dependence effective 
area of the grating. In the present approach this latter effect is already 
included in the calibration of the spectrometer-detector unit. For an 
experimental determination of the spectrometer wavelength-dependence 
effective F-number, see Appendix. 
2. While the transmittance of most optics in the visible region is similar (~ 96 % 
for each surface), it can greatly vary in the UV region (down to a few 
percent), depending on the wavelength and the exact material composition 
and coating.   
 
Eq. (3) links the light intensity reaching the spectrometer slit with the intensity emitted from the 
source. In the second stage of the calibration we will treat the spectrometer and the detector as a 
single unit and determine a conversion coefficient, C(), that enables us to transform the measured 
signal into the number of photons entering the spectrometer per unit time: ' / ( )I C  , where I is 
the measured signal (given in counts for CCD-type detectors) and C is given in units of [counts/( 
photons/sec)] for a given gate-time. 
Since the calibration is performed for pulsed-power experiments, we use a pulsed laser to account 
for the response of the detector to a pulsed signal. The calibration procedure is as follows (see also a 
comment below on polarization issue): 
First, a bias or dark image should be acquired. The average dark signal acquired during the relevant 
gate should be subtracted from the measured signal. Next, attenuate the laser beam as needed in 
order to prevent damages to the grating and to the detector. Direct the beam into the spectrometer 
input slit, following an expansion so that the expanded laser beam fully reaches the grating. If the 
laser beam diameter, W, is greater than, say ~ 0.5 cm, the beam expansion can be performed using a 
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rather standard lens such that f/W   f#spect.(where f is the lens focal length). Alternatively, if W is 
smaller, one may use a diffuser and image the diffused spot onto the entrance slit using an 
appropriate lense. Ideally, the expanded beam exactly covers the spectrometer first mirror. Measure 
the intensity of the beam in front of the entrance slit with a power-meter. Make sure that the entire 
beam that enters the slit also enters the power-meter. Note that the expansion of the laser beam is 
needed only for averaging the response function over the entire mirror and grating areas, so that 
small defects on the grating and mirror surfaces would not invalidate the calibration. Now, measure 
the signal intensity at the detector by triggering the gate of the ICCD attached to the exit slit of the 
spectrometer, so that the laser pulse is fully contained within the gate of the ICCD. The ratio of the 
counts on the ICCD (integrated over the entire line profile, i
Line
I , where Ii represents the counts in 
the ith column of the CCD array) to the power of the attenuated laser light, given in number of 
photons per second, (measured separately, including the effect of the expanding lens), is the 
conversion factor C().  
Substituting ' / ( )I C  into Eq. (3) we obtain J - the photon density (averaged over the observed 
volume), at a wavelength , emitted per second: 
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T C SL  
  Eq. (4), 
where the subscript “center” indicates that J is retrieved from a signal measured at the center of the 
CCD pixel array. If the signal is recorded at other parts of the CCD, one must include additional 
correction factor – see Sec. “flat field correction” below. 
Important note regarding polarization: 
The efficiency of the diffraction grating may depend on the polarization of the incident light. 
Therefore, if the laser light is polarized, one should perform the calibration both for the S and P 
polarizations (P-plane is polarized parallel to the grating grooves, while S-plane is polarized 
perpendicular to the grating grooves). For completely unpolarized incident light, the efficiency 
curve will be exactly halfway between the P and S efficiency curves. 
 
Expansion to other wavelengths 
A straightforward expansion of the calibration to other wavelengths is achieved by repeating the 
procedure above using a different harmonic of the laser light, e.g., the 3ed harmonic of a Nd:YAG 
laser at 3550 Å (the second is at 5320 Å). One can also use the common He-Ne laser to extend the 
calibration to 6328 Å, assuming the response to a CW signal is the same.  
Pencil style calibration lamps offer additional possibilities using several techniques:  
1. We take advantage of the fact that the three Hg I transitions at 5460 Å, 4358 Å, and 
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4046 Å, which are clearly seen in the Hg-lamp spectrum, have a common upper 
level. Thus, the relative spectroscopic system response to these transitions and their 
known gA coefficients, yield the relative calibration in these wavelengths. Assuming 
that the absolute calibration at 5460 Å is very close to that at 5320 Å, already 
obtained with the Nd:YAG, we also obtain the absolute calibration at 4358 Å, and 
4046 Å. 
2. Other mercury lines can be then used based on NIST studies that give the relative 
irradiance of approximately 15 lines [J. Reader et al., Applied Optics 35, 1996]. 
However, relying on that work may lead to large uncertainties due to possibly 
different characteristic spectra of variant lamps.      
3. Employ prominent lines of various lamps, combined with narrow band pass filters. 
Here we point out the Hg I line at 2536 Å (typically responsible for ~ 90% of the 
total radiation emitted by mercury lamps), for which many manufacturers especially 
design high quality filters (prices range from $ 200 to $ 400). A signal of 30 mW (the 
indoor light contributes ~ 5 mW) is obtained by a standard power meter using a 
pencil mercury lamp (without a filter) operating at ~ 15 Ampere. Therefore, a 
measurable signal of ~ 15 mW is expected for the 2536-Å line after passing through 
a filter with a typical transmittance of ~ 60% .     
4. Employ calibrated light sources (rather expensive > $ 1 k, but available also in the 
UV region 2000 – 4000 Å using deuterium lamp; the pre-calibration is usually valid 
up to a couple of hundred hours of operation). 
The calibration procedure using lamps is basically similar to that employed using laser. Here 
it is demonstrated by measuring the response to the Hg I 5460 Å, 4358 Å, and 4046 Å lines. 
Relying on the absolute calibration for 5320 Å (which we assume is the same for the 5460 
Å), here we only seek for the relative response among these three wavelengths. An 
important issue that affects the accuracy of the measurement is that the same area of the 
lamp should be seen by the spectrometer slit in the 3 measurements. One possibility is 
simply placing the lamp close to the slit so there is sufficient signal. This arrangement may 
lead to stray light problems, resulting from direct illumination of the detector. However, the 
effect of stray light can be estimated by turning the grating to a nearby wavelength range 
free of lines. The measured signal in this range is an estimate for the noise and the stray light 
effect. Another possibility is performing the relative calibration using a lens with the 
appropriate F-number. For each of the 3 wavelengths, the lens should be shifted to match the 
spectrometer F-number, achieving maximum throughput. In this procedure, there are two 
main sources of uncertainty. The first is the error in the optimal lens position at each of the 
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wavelengths. The second source of error arises from the non-uniformity of the lamp 
combined with the different portion of the lamp that is imaged on the spectrometer slit at 
each wavelength (due to the different magnification at each wavelength). The relative 
measured signal by the ICCD divided by the Einstein coefficient of the respective transition 
is the relative combined response of spectrometer and the ICCD: 
           7 7 7
I 5460 I 4358 I 4046
C 5460 : C 4358 : C 4046   : :
4.9 10 5.6 10 2.1 10
Å Å ÅÅ Å Å 
  
  
Note: Due to the relatively low intensity of the lamp emission (compared to a laser), the 
ICCD gate should be sufficiently long (several s) to yield a good signal. 
Flat field correction 
The calibration described above is performed for selected wavelengths recorded at the 
middle of the CCD pixel array. However, minor misalignments and vignetting in the system 
that may result in variation in illumination over the field of the array, as well as non-
uniformities in the response of the CCD pixels, require flat fielding. Flat field correction can 
be achieved by placing a continuum light source, of a known intensity curve, as close as 
possible to the position of the plasma source in the planned experiment. The same optical 
arrangement that will be used in the experiment should be used in order to record this 
continuum emission. A good continuum source can be a tungsten-halogen lamp. These 
lamps are characterized by a typical color-temperature of ~ 3100 K that can serve as a good 
reference for correcting the recorded spectra. Since here we are only interested in the 
relative calibration of the array, the uncertainty in the color-temperature does not lead to a 
significant error in the calibration at wavelength regions (say, at  ~ 4500 – 5000 Å) that are 
far from the black-body peak curve. For example, assuming a color temperature of 3000 K 
instead of 3200 K, would lead to an error of less than 15% in the calibration for the entire 
range 4600 – 4800 Å. The result of this procedure is a function F that gives the relative 
response of the various parts of the CCD array along the dispersion direction (averaged 
along the slit direction). Normalizing the function by taking F(central column of pixels) = 1, 
we finally obtain : 
 
# 216( )
( ) ( ) ( #)
f IJ
T C F pixel SL  
   Eq. (5), 
Note that flat fielding using this technique should be done within a limited spectral window 
of not more than ~ 30 Å, for which one can assume that the system response is wavelength 
independent. Otherwise, it would be impossible to distinguish between the effect of 
variation in illumination and the effect of wavelength sensitivity. 
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An alternative flat field correction can be achieved selecting a strong isolated spectral line 
and map its relative intensity across the entire CCD array by rotating the spectrometer 
grating. This procedure can be repeated for several spectral lines, resulting in a set of 
functions F(pixel #), each such function gives the relative response of the various parts of 
the CCD array along the dispersion direction (averaged along the slit direction) for a specific 
central wavelength . 
    
Calibrating the linearity of the ICCD response with respect to 
3. Intensity 
4. Gate duration (near minimum gate)  
ICCD cameras usually have very good linearity (defined by the transfer function between the 
incident photonic signal and the final digitized output) with respect to the illumination intensity. 
Deviations from linearity should be less than a few tenths of a percent for several orders of 
magnitude. However, for short exposure times (usually below a few ns, depending on the system), 
deviations from linearity may occur also due to the camera response to the details of the shape of 
the high-voltage pulse, leading to a difference between the “electronic gate” and the actual “optical 
gate”. The deviation can be determined by measuring the signal value versus the exposure time.   
 
Appendix 
Experimental determination of the spectrometer effective F-number. 
The F-number determination can be performed using the generic configuration shown in 
Fig. 1. One can compare the signal obtained with and without a mask, whose aperture 
accurately defines a specific light collection cone, as shown in Fig. 2. 
  
 
Fig. 2: The mask aperture determines the light collection cone with an f#Mask. 
Since the measured signal is proportional to (f#)2 (see Eq. 2), we obtain: 
l l’ Grating 
Source Input slit 
Lens 
d 
Mask 
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# 2 # 2
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With Mask
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I
  , 
where the optimal signal is the signal obtained when the spectrometer first mirror 
(assuming Czerny-Turner configuration) is entirely illuminated.  
Note: 
- The spectrometer “effective F-number” varies with wavelength. Therefore, this 
measurement should be performed for various wavelengths. 
- An accurate determination of the spectrometer F-number requires that the setup without 
the mask yields the optimal signal.   
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