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 HISTORY, SCIENTIFIC AIMS AND OVERVIEW OF THE STUDY 
 
Diseases of the honey bee have been known by man ever since bee keeping 
was first practised. For example, Aristoteles (384-322 AC) once described the 
symptoms of a bee disease which correspond closely to the symptoms of bee 
paralysis. These symptoms are nowadays still a major topic in honey bee 
pathophysiology since it has recently been shown that the Israeli acute paralysis 
virus (first described in 2004) is a significant marker for the colony collapse disorder 
(Science 2007; 318: 283-287). 
In the laboratory of Zoophysiology, Prof. Jacobs started research on the 
infections of honey bees with his doctoral thesis devoted to the development of the 
endoparasite Nosema apis. This pathophysiological research was thereafter under 
his guidance continued by Drs. Kellner and de Graaf who devoted their doctoral 
thesis to the lifecycle of N. apis (1981) and the primary infections of the honey bee 
caused by N. apis (1992) respectively. Next to pathophysiological research of the 
honey bee, the immune system of the honey bee became a new research focus of 
the lab of Prof. Jacobs. Dr. Van Steenkiste started the study of the hemolymph of the 
honey bee. The different hemocyte types of the honey bee have been identified and 
characterized and cellular defence reaction by the hemocytes have been studied 
(1988). Dr. Casteels continued this research with the study of the humoral immune 
response against bacterial infection. Several antibacterial peptides of the honey bee 
have been identified and characterized (1990). Today, pathophysiology of the honey 
bee, physiological research on honey bee venom and immunology of the honey bee 
are some of the major research topics in the Laboratory of Zoophysiology.  
Since it became clear that the immune system does not operate autonomously, 
it has become important in vertebrates to understand the bidirectional interactions 
between the immune system and the nervous system to comprehend the proper 
functioning of the immune system. Especially because a substantial amount of 
research findings suggests that immunoregulatory processes are part of an 
integrated system of defence. The understanding of these interactions in insects has 
lagged far behind on the understanding in vertebrates. The recent sequencing and 
the availability of the honey bee genome (2006), which allowed the first global 
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analysis of immune components and signaling pathways associated with honey bee 
immunity, made this insect a good model to study interactions between the immune 
system and the nervous system. In the context of immune-to-nervous system 
interactions in insects, this study aims to demonstrate that bacterial challenge not 
only triggers cellular and humoral immune responses but also affects molecular 
events in a major body segment such as the honey bee head. Understanding these 
molecular events will improve our ability to fully comprehend the honey bee’s 
immune system.  
 
The scientific objectives of the present study are therefore: 
 
 Evidence of differential protein expression in the honey bee head after a 
bacterial challenge; 
 Complementary evidence of differential gene expression in the honey bee 
head after a bacterial challenge; 
 Integration of proteomic and transcriptomic data; 
 Evidence of differential expression of peptides in the honey bee brain after a 
bacterial challenge. 
 
The first chapter gives a general introduction to the study. Topics include 
taxonomy of the honey bee, description of anatomical parts of the honey bee relevant 
for this study, insect immunity, and interactions between the nervous system and the 
immune system. 
In the second chapter a general overview is given of the methodology used in 
this study. The discussed techniques include proteomics, transcriptomics and 
peptidomics. 
Chapters three until seven discuss the experimental work done in this study. 
The third chapter describes an introductory study which validates the strategy that 
will be used to challenge the immune system of the honey bee in the following 
chapters. 
In a fourth chapter a proteomic study is described using 2D gel electrophoresis 
and mass spectrometry to identify differentially expressed proteins in the honey bee 
head 8 hours, 24 hours and 48 hours after bacterial challenge. 
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The fifth chapter focuses on the validation of candidate reference genes that 
can be used for normalization of transcriptomic data in gene expression studies in 
the honey bee head eight hours after bacterial challenge. 
Chapter six focuses on the quantitative real-time PCR analysis of gene 
expression in the honey bee head eight hours after bacterial challenge. These 
transcriptomic data are normalized using validated reference genes and are used to 
complement the proteomic data to obtain an integrated view on the molecular events 
in the honey bee head after bacterial challenge. 
Chapter seven describes a pilot peptidomic approach using an offline 
combination of RP-HPLC and MALDI mass spectrometry to identify differentially 
expressed peptides in the honey bee brain 8 hours after bacterial challenge. This 
study aims at identifying low molecular weight (< 10 kDa) mediators of interactions 
between the immune system and the nervous system such as neuropeptides.  
Finally, an overview of the main findings and conclusions, and further research 
perspectives is given in chapter eight. 
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1 THE HONEY BEE 
1.1 TAXONOMY 
Arthropods (phylum Arthropoda) are the largest phylum of animals. They are 
characterized by the possession of a segmented body with appendages on each 
segment. All arthropods are covered by a hard exoskeleton made of chitin. The 
subphylum Hexapoda (Greek for six legs) constitutes the largest group of the 
Arthropoda and includes the insects. Hexapods have bodies divided into an anterior 
head, a thorax and a posterior abdomen. Insects (class Insecta) are the most diverse 
group of animals on earth with over a million described species. Hymenoptera is one 
of the larger orders of the Insecta comprising bees, wasps, ants and sawflies. The 
name refers to the membranous wings of these insects. The hind wings are 
connected to the forewings by a series of hooks called hamuli. Females typically 
have a special ovipositor which is often modified into a sting. The young develop 
through complete metamorphosis. This means they have a worm-like larval stage 
and an inactive pupal stage before they mature. 
The honey bee (species Apis mellifera) belongs to the genus Apis. Apis is Latin 
for ‘bee’ and mellifera is Greek for ‘honey-carrying’ (meli = honey + ferre = to carry). 
The scientific name means thus ‘honey-carrying bee’. This is technically wrong, since 
honey bees carry nectar and produce honey. The name was coined in 1758 by 
Linnaeus who, in a subsequent publication, tried to correct it into Apis mellifica 
(‘honey-making bee’). Unfortunately however, according to the rules of synonymy in 
zoological nomenclature the older name has precedence. The race of the Carniolan 
honey bee (Apis mellifera carnica) rapidly expands worker bee populations after 
nectar becomes available very early in spring and rapidly cuts off brood production 
early in autumn when nectar ceases to be available in quantity. Carniolan honey 
bees (or ‘grey bees’) are about the same size as the Italian honey bee race (Apis 
mellifera ligustica, or ‘yellow bee’), but they are physically distinguished by their 
generally dusky brown-grey colour that is relieved by stripes of a lighter brown colour. 
Furthermore, the Carniolan bee has a very long tongue (6.5mm – 6.7mm). 
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Fig. 1.1 Carniolan honey bee (Apis mellifera carnica) on goldenrod (solidago) 
1.2 ANATOMY 
A bee colony contains in summertime one queen, hundreds of drones and 
thousands of worker bees. As only worker bees were used in this study, only the 
anatomical parts relevant for this study are described. These are the head and the 
organs, tissues and cells of the immune system. Unless mentioned otherwise, their 
description is based on Snodgrass (1956).  
1.2.1 The head 
The head of an adult worker bee is a cranium-like capsule separated from the 
thorax by a relatively narrow, membranous neck, or cervix. It bears the majority of the 
sensory organs, like the eyes, antennae and sensory hairs. The specialized 
mouthparts, associated glands and anterior part of the food tract are essential for the 
manipulation, ingestion and partial digestion of nectar and pollen. Furthermore, the 
head also contains the brain and the suboesophageal ganglion. In facial view, the 
head is triangular with the apex below, from which the mouth parts are appending. 
From the lower edge of the face hangs a broad movable flap, which is the labrum. 
Behind the labrum is the functional mouth of the honey bee. The mouth parts consist 
of paired mandibles or jaws, attached on the side of the head, and the proboscis or 
tongue, which is made up of the maxillae and the labium. The external space 
enclosed by the mouthparts is called the pre-oral cavity and leads into the pharynx, 
followed by the oesophagus. 
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Fig. 1.2 Head of a worker bee. Anterior view on the left, posterior view in the middle and section of the 
head on the right. Most prominent structures being Lm: labrum, Md: mandible, Lb: labium, Prb: 
proboscis, Ant: antenna, E: compound eye, O: ocellus, Br: brain, Phy: pharynx, Hphy: hypopharynx, 
Oe: oesophagus, Mth’’: functional mouth. For other abbreviations, see addendum (adopted from 
Snodgrass, 1956) 
 
 
Fig. 1.3 Left: the head of the worker bee (ce: compound eye, oc: ocellus, mh: mechanoreceptive 
hairs); Middle: hexagonal lenses of a compound eye of a worker bee. Part of a mechanoreceptive hair 
(mh) is shown; Right: the three ocelli (oc) of a worker bee situated on top of the head capsule 
(adopted from Goodman, 2003) 
 
Sensory organs. Two large compound eyes are situated at both sides of the 
head. Each compound eye is made up of 6900 hexagonal facets, each containing its 
own lens. Each facet responds independently. The images are produced by the 
central nervous system integrating the signals from individual facets into a mosaic 
image. Three simple eyes, or ocelli, are situated on the top of the head, with the 
median ocellus in front of the other two. The ocelli cannot focus or make images, 
they detect the light intensity. The antennae arise close together from the face 
between the lower halves of the compound eyes. Their long basal segments are 
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inserted into small circular membranous sockets of the head wall. Each antenna has 
a flagellum of 10 segments, a pedicel and a scape. 
 
Glands. Food material produced by worker bees, known as royal jelly or bee 
milk, is secreted by a pair of long glands distributed in many loops and coils in the 
head. These glands are called hypopharyngeal glands. Each gland consists of 
numerous small oval cellular bodies attached by short necks to an axial duct. The 
lobules of the gland are solid cellular bodies, but each cell is individually connected 
with the axial duct by a fine tubule. Glands of the hypopharynx are not generally 
present in insects other than Hymenoptera. Other glands involved in digestion are 
the salivary glands and the mandibular glands. Only a part of the salivary glands is 
located in the posterior part of the head, while another part is located in the thorax. 
Both are connected to the mouth by a common salivary duct. The paired mandibular 
glands are found on each side of the honey bee head, attached to the mandible by a 
duct. These large glands extend to the base of the antennae. 
 
 
Fig. 1.4 Left: a longitudinal section through the head of a worker bee showing the position of the 
hypopharyngeal glands (hyg) and the salivary glands of the head (sh) and the thorax. The salivary 
glands open into the salivarium, the hypopharyngeal glands open into the anterior face of the 
hypopharynx (hy). Right: frontal view of the head of a worker bee showing the paired mandibular 
glands (mg) lying ventrolateral within the head, immediately above the mandibles (md). The short duct 
of the gland opens just above the inner base of the mandible (arrow). The secretion of the mandibular 
gland flows along the groove (arrow) on the inner surface of the mandible (adopted from Goodman, 
2003) 
 
The nervous system. The brain of the adult bee consists of several lobes. The 
dorsal protocerebral lobes (Fig. 1.5, 1Br) are broadly joined to each other while the 
large optic lobes (Fig. 1.5, OpL) arise from the sides of the protocerebrum by narrow 
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stalks. The deutocerebrum (Fig. 1.5, 2Br) consists of two pear-shaped antennal lobes 
(Fig. 1.5, AntL), freely projecting at the sides of the stomodaeum from the lower ends 
of the protocerebral lobes. Each lobe has a large sensory antennal nerve (Fig. 1.5, 
AntNv) and smaller motor nerves to the antennal muscles. The interior of the brain is 
a mass of associated cells and intercommunicating neurons in which motor fibres 
from the suboesophageal and body ganglia make synaptic connections with the 
sensory fibers from the eyes and antennae. The brain of the honey bee has little or 
no similarity in its structure to the brain of a vertebrate animal.  
 
 
Fig. 1.5 Brain, suboesophageal ganglion (SoeGng) and principal head nerves of a worker bee. For 
abbreviations, see addendum (adopted from Snodgrass, 1956) 
 
The suboesophageal ganglion (Fig. 1.5, SoeGng) lies in the lower part of the 
head close beneath the stomodaeum and is connected with the brain by 
circumoesophageal connectives. In the bee, however, these connectives are so short 
that the ganglion appears to be attached directly to the brain. The ganglion is a wide, 
flattened mass of nerve tissue. Posterior it gives off a pair of long connectives to the 
first ganglion of the thorax. The brain and the suboesophageal ganglion are the 
tissues of the nervous system that are located inside the head. The other part of the 
nervous system, the ventral nerve cord, is located in the thorax and abdomen. The 
ventral nerve cord of the adult honey bee consists of only seven definite ganglia and 
their paired connectives (Fig. 1.6, 1Gng-7Gng).  
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Fig. 1.6 General view of the nervous system of an adult worker bee, dorsal. For abbreviations, see 
addendum (adopted from Snodgrass, 1956) 
 
Neuroendocrine centers. The head also contains neurosecretory centers 
which produce hormones and are part of a complex endocrine system. The brain and 
the suboesophageal ganglion contain neurosecretory cells and among insects, the 
principal part of neurosecretion is in the pars intercebralis of the protocerebrum (Fig. 
1.5, 1Br). Other neurosecretory centers in the head are corpora cardiaca (Fig. 1.7, 
Cc) and corpora allata (Fig. 1.7, Ca). The corpora cardiaca of the honey bee are a 
pair of small bodies lying on the dorsal side of the oesophagus (Fig. 1.7, Oe) just 
where it joins the pharynx (Fig. 1.7, Phy). The aorta (Fig. 1.7, Ao) runs between 
them. Among the Hymenoptera, only a single nerve goes to each corpus cardiacum 
from the brain. The corpora allata are globular or oviform organs connected by 
nerves to the lower or posterior parts of the corpora cardiaca. They lie against the 
sides of the oesophagus close to the corpora cardiaca. 
 
 
Fig. 1.7 Retrocerebral endocrine organs of adult honey bee. For abbreviations, see addendum 
(adopted from Snodgrass, 1956) 
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1.2.2 The immune system 
The fat body. The fat body of the mature worker consists mostly of thin layers 
of cells spread against the body wall of the abdomen, especially in the dorsal and 
ventral blood sinuses. A less well-defined band of adipose tissue lies along each side 
of the abdomen. The cells contain in the cytoplasm globules of an oily liquid that can 
be demonstrated to be of a fatty nature. Functionally, the insect fat body is an organ 
for the elaboration and conservation of reserve food material. It is called functional 
analogue of the mammalian liver and is involved in the synthesis of antimicrobial 
peptides.  
 
 
Fig. 1.8 Left: fat cells and oenocytes of foraging worker in spring; Right: section of dorsal fat body of 
young adult. Ft: fat globules; FtCl: fat cells; Nu: nucleus; Oen: oenocyte (adopted from Snodgrass, 
1956) 
 
The hemocytes. The honey bee possesses an open circulatory system that 
contains the hemolymph (the insect blood), which is pumped by a basic heart called 
the dorsal vessel. Hemocytes are the cells in the hemolymph. They can be trafficking 
or sessile. Hemocytes are thought to be involved in all defence mechanisms. The 
hemocytes of the honey bee have been identified and characterized extensively by 
Van Steenkiste (1988). More recently, molecular markers such as lectins and 
monoclonal antibodies have been characterized for molecular differentiation of 
hemocyte populations. Lectin-stained hemocytes of the honey bee have been 
analysed using a flow cytometric approach (de Graaf et al., 2002). However this 
application is limited because lectins recognize carbohydrate structures that may be 
shared by many other tissue components. Hemocytes of the honey bee have not yet 
been differentiated by monoclonal antibodies but individual hemocyte populations of 
H. cecropia, M. sexta (Willott et al., 1994) and P. includens (Strand & Johnsson, 
1996) can now be distinguished by a variety of binding characteristics, including 
monoclonal antibodies (Mullett et al., 1993) binding to surface membranes, 
cytoplasm, different cytoplasmic inclusions and even nuclei. The most common 
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hemocyte types found in the hemolymph of honey bees are plasmatocytes, 
prohemocytes, granulocytes and coagulocytes. 
The plasmatocyte (PL) is the most abundant celtype (90%) in the hemolymph of 
adult bees. They are predominantly trafficking cells and are involved in phagocytosis. 
Plasmatocytes can be classified in four subtypes. PL1 is a small round cell with a 
dens central nucleus. The cell surface is irregular and contains filopodia. PL2 is a 
plasmatocyte type between PL1 and PL3. PL3 is a larger oval cell with a central or 
excentral nucleus. Vacuoles can be visible in the cytoplasm. The cell surface is quite 
regular and contains only a small number of short filopodia. PL4 is a long narrow cell 
with often sharp ends. The cytoplasm of coloured cells contains blue granules. 
The prohemocyte is a relative small cell with a round-fusiforme shape. The oval 
nucleus is located centrally. These cells become quickly sessile and flattened. After 
flattening, they show characteristic cytoplasmic extensions. Their surface is smooth 
with long filopodia and lamellipodia. Prohemocytes contain a well developed rough 
endoplasmic reticulum with large amount of ribosomes and polysomes. The 
hemolymph of 1 day old adult bees contains approximately 5% prohemocytes. 
The granulocyte is a large, round-oval cell with an excentric located oval 
nucleus. The cytoplasm of coloured cells is intensively coloured blue by the presence 
of many granules. The dense cytoplasm contains a large variety of granules and in 
some older bees it can also contain some vacuoles filled with fat. Granulocytes can 
attach firmly to the substrate using their filipodia or lamellipodia. They are involved 
predominantly in the initiation of nodule formation. The hemolymph of 1 day old adult 
bees can contain up to 10% circulating granulocytes, older bees contain a lower 
amount (1%). The granulocytes can become sessile in large amounts. 
The coagulocyte of the honey bee is not easy to identify with most techniques. 
In the hemolymph however, lots of free nuclei can be found which are considered to 
be the remains of the coagulocytes. In staining experiments, they can be identified as 
round red nuclei. Based on the nuclei, the amount of coagulocytes in the adult 
hemocyte population is about 1%. They are involved in nodule formation and 
coagulation. 
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Fig. 1.9 Hemocytes of the honey bee. PL: plasmatocyt, GR: granulocyte, CO: coagulocyte. First 
column: L.M. Giemsa, second column: phase contrast, third column: Nomarski optics (adopted from 
Van Steenkiste, 1988) 
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2 INSECT IMMUNITY 
2.1 INTRODUCTION 
It is widely considered that any ‘true’ immune system, either advanced or 
primitive, must be capable of doing three things (Beutler, 2004): 
 
1. Recognition of a diverse array of pathogens 
2. Killing these pathogens once they are recognized 
3. Sparing tissues of the host (there must be self-tolerance)  
 
With the exception of the seas, insects colonize all ecological niches. 
Consequently, they are confronted by an extremely large variety of potentially 
harmful microorganisms. Therefore, insects possess a complex and efficient system 
of biological defense against pathogens and parasites. This system involves (a) 
physical barriers to infection such as integument and gut, (b) coordinated responses 
of several morphologically distinct hemocyte cell types when these barriers are 
breached, and (c) induced synthesis of antimicrobial peptides and proteins, primarily 
by the fat body and hemocytes (Gillespie et al., 1997). The insect immune system 
most closely resembles the innate immune system of vertebrates. This system entails 
rapid, relatively non-specific responses, both cellular and humoral, to invading 
organisms. Insects seem to lack the somatic gene rearrangement mechanisms 
involved in production of receptors that recognize specific antigens and that allow 
organisms to develop an immunological memory (Fearon, 1997). Although insects 
have proteins with immunoglobulin domains (Mendoza & Faye, 1999), they only 
seem to rely on a well-developed innate immune response. 
The impact of sociality on disease is especially vivid within social insect 
colonies. Typically thousands of individuals interact in close quarters. This density, 
coupled with a relatively homeostatic nest environment and the presence of stored 
resources, makes social insects attractive targets for disease agents. During its life 
span, a worker bee will perform several maintenance tasks within the hive, followed 
by a foraging period outside the hive where chances of wounding and infection are 
high. The brood in a honey bee colony is actively incubated, resulting in an almost 
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constant temperature of 32-34°C, thus increasing the risk for infection. So one can 
expect selection for a well developed immune system in social insects. To combat 
disease, social insects have evolved individual defences as well as group strategies 
such as grooming, nest hygiene and other behavioural traits that reduce the impact 
of pathogens. 
2.2 STRUCTURAL BARRIERS 
The insect’s first-line defence against microbes consists of structural barriers 
that include the outer exoskeleton, the peritrophic matrix of the midgut epithelium and 
the chitinous linings of the trachea. 
2.2.1 The outer exoskeleton 
The cuticle is a nonliving matrix of carbohydrate and protein secreted by the 
underlying monolayer of epithelial cells that cover the quasi totality of the surface of 
the insect. It is considered a mechanical barrier against microbial invasion (Brey et 
al., 1993). The antimicrobial activity of the cuticula of the honey bee is due to the 
presence of dihydrofenols, enzymes, wax and unsatured fatty acids. Only 
microorganisms that produce chitinase can dissolve the cuticula and penetrate the 
hemocoel (Glinsky & Jarosz, 1995). However, when the cuticle is comprised, there is 
evidence that bacterial cell wall components of the bacterial flora present on the 
cuticle can infiltrate the cuticular matrix and reach putative receptors on the epithelial 
cell surface, thus initiating a sequence of events leading to the appearance of anti-
bacterial activity in the cuticle (Brey et al., 1993). 
2.2.2 The peritrophic matrix of the midgut 
The chitinous barrier of the frontal and distal part of the midgut is a good 
mechanical barrier against microbes. The middle part is probably the most vulnerable 
part of the digestive system for penetration by pathogens. Epithelial cells of the 
midgut are vulnerable for mechanical damage and invasion by infectious agents. Due 
to the presence of a peritrophic membrane, a thick gelatinous layer, the food in the 
midgut does not contact the epithelial cells of the midgut. The function of the 
peritrophic membrane is comparable with the intestinal mucus of vertebrates. Several 
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layers of peritrophic membrane are present on the full length of the honey bee 
midgut. The number of layers increases from three, in 1 day old adult bees, until 20 
in older bees. The epithelial and muscular layers of the midgut limit the penetration of 
microorganisms from the lumen of the midgut to the hemocoel. Moreover, the 
epithelial cells of the midgut become replaced by new ones on a regular base, so that 
pathogens who infected the cells are removed (Glinsky & Jarosz, 1995). 
2.2.3 The chitinous linings of the trachea 
It is not easy for pathogens present in air or dust to enter the hemocoel through 
the trachea because of its chitinous linings. The other protective capacities of the 
trachea are the hairs present on the opening- and closing mechanism, low humidity 
rate and limited food sources for bacterial growth (Glinsky & Jarosz, 1995). 
2.3 RECOGNITION OF NON-SELF BY THE INSECT IMMUNE SYSTEM 
A critical step in the immune response is the identification of an invading 
organism as foreign or non-self. This recognition step involves interactions between 
microbial structural motifs and host receptors. The innate immune system uses a 
diversity of receptors (pattern recognition receptors, PRR) to recognize a limited but 
highly conserved set of molecular structures produced by microorganisms (pathogen 
associated molecular patterns, PAMP) absent from host cells (Janeway et al., 2001). 
Insects, like vertebrates, recognize characteristic molecular patterns of microbial 
polysaccharides. This is apparent in the responses of insects, and other arthropods, 
to peptidoglycan unique to bacterial cell walls, lipopolysaccharide from the outer 
membrane of gram-negative bacteria and β-1,3-glucans and β-1,3-mannans from 
fungal cell walls (Gillespie et al., 1997). Pathogen-associated molecular pattern 
recognition proteins (PRP) such as the peptidoglycan recognition proteins (PGRP), 
the Gram-negative binding proteins (GNBP) and β-1,3-glucan recognition proteins 
(βGRP) have been identified in several insect species (Royet, 2004). PGRPs are less 
diverse in honey bees versus flies and other insects for which genomic data exists. 
There are only four PGRPs in the honey bee genome compared to 13 and seven in 
Drosophila and Anopheles, respectively. Further, bees show no capacity for the 
splice variation that contributes to diverse peptidoglycan recognition specificity in flies 
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and mosquitoes. Several other recognition proteins also seem to be less represented 
in honey bees, including β-glucan recognition proteins (βGRP), galectins, C-type 
lectins and fibrinogen-related proteins. There are also 10 Class B scavenger 
receptors (SR-B) and one Class C scavenger receptor (SR-C) present in the honey 
bee genome (Evans et al., 2006). 
2.4 CELLULAR AND HUMORAL IMMUNE RESPONSES 
When the described structural barriers are unable to prevent penetration of  
microbes into the internal cavity, the pathogens are fought in the hemocoel by 
cellular and humoral responses of the insect’s innate immune system. 
2.4.1 The cellular immune responses 
Cellular defence refers to hemocyte-mediated immune responses such as 
phagocytosis, microaggregation, nodule formation and encapsulation. Due to these 
responses changes in hemocyte morphology, behaviour and population can be 
observed. Hemocytic defence reactions involve direct interactions between invading 
microbes and circulating hemocytes and these reactions take place immediately after 
an infection is registered. 
The primary response of hemocytes to small particles such as bacteria is 
phagocytosis, the engulfment of small entities by an individual cell. The process 
begins when a target binds to its cognate receptor. This activates signaling cascades 
that regulate formation of a phagosome and target ingestion. The phagosome 
matures into a phagolysosome when effector molecules are introduced by vesicle 
fusion events. These effector molecules then kill and/or degrade the target (Lavine & 
Strand, 2002). 
Microaggregation is a step in the nodulation process, in which hemocytes with 
attached bacterial cells form small aggregates of 10-20 hemocytes. The 
microaggregates continue to grow, finally forming nodules. Nodules are multicellular 
hemocytic aggregates which may entrap a large number of bacteria. They are 
completed with a final layer of hemocytes which undergo a melanization reaction, 
creating darkened nodules (Stanley & Miller, 2006). Formation of a nodule requires 
that circulating hemocytes change from non-adhesive to adhesive cells and are able 
 30 Chapter 1
 
to bind to the target and one another. Such nodular aggregates may adhere to 
tissues and larger nodules may eventually be encapsulated (Lavine & Strand, 2002).  
 
 
Fig. 1.10 Hypothetical model for steps in hemocyte activation and defensive reactions. Circulating 
hemocytes (1) contact endogenous or foreign surfaces (2). When they receive a signal by 
endogenous factors (e.g. wound factors) or they recognize the surface as foreign or non-self, they 
adhere to the surface through adhesion factors and/or cell-surface receptors (3). The activation and 
recognition event leads to spreading of filopodia (granular cells) and pseudopodia/lammellopodia 
(plasmatocytes) (4). Finally, hemocytes may either spread and build networks (5), aggregate (6), 
phagocyte small pathogens (7), or encapsulate larger parasites (8) (Adopted from Gillespie et al., 
1997) 
 
When a foreign invading organism is too large to be phagocytosed like 
parasitoids or nematodes, it becomes encapsulated by multiple layers of hemocytes 
(Gillespie et al., 1997).  
While the defence mechanisms are broadly appreciated, less is known about 
the biochemical signals responsible for mediating and coordinating the cellular 
actions. Biogenic amines and cytokine-like factors may mediate aspects of hemocytic 
defence reactions (reviewed by Gillespie et al., 1997). Beyond these effectors, 
prostaglandins and other eicosanoids act in many aspects of cellular immune 
reactions to microbial infections (Stanley & Miller, 2006). In the honey bee, 
eicosanoids act in nodulation reactions to bacterial infections in newly emerged adult 
bees but not in older foragers (Bedick et al., 2001). 
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2.4.2 The humoral immune responses 
In humoral defence processes three immediate reactions are triggered: 
melanization, coagulation or clotting of hemolymph, and the synthesis of 
antimicrobial peptides.  
A key enzyme in the reaction chain leading to melanin synthesis is a tyrosine-
type phenoloxidase (PO) having both monophenol monooxygenase activity and o-
diphenoloxidase activity (Mason, 1965). Melanin is a black pigment and is often 
deposited in hemocyte nodules and around encapsulated objects. The melanin will 
physically shield an intruder and therefore prevent or retard its growth (Cerenius & 
Söderhäll, 2004). Also, when an insect is wounded, a darkly pigmented region 
appears in the injured area, which prevents hemolymph loss. This is due to the 
proteolytic activation of a zymogen, hydroxylation of phenols and oxidation of o-
phenols by the activated PO, and subsequent formation of melanin from the highly 
reactive and toxic quinone intermediates (Gillespie et al., 1998). Due to the 
production of quinones, both the activation and the activity of PO need to be carefully 
controlled. This control is partially achieved by synthesizing the enzyme as an 
inactive zymogen. Inactive precursors (prophenoloxidase; ProPO), synthesized by 
free-circulating hemocytes, are activated as a consequence of injury or recognition of 
microbial molecules by PRPs. This is followed by Ca2+ activation of an endogenous 
system involving a serine protease proteolytic cascade resulting in cleavage of 
ProPO with consequent formation of active PO molecules. The cuticle also seems to 
contain the ProPO-activating cascade (Ashida & Brey, 1995). Data have been 
presented that suggest the active involvement of the honey bee epidermis in the 
proenzyme synthesis (Colonello et al., 2003; Zufelato et al., 2004) although it could 
also be the repository of ProPO synthesized in hemocytes and transported to the 
integument (Zufelato et al., 2004). Only one proPO gene exists in the genome of Apis 
mellifera and only one form of PO has been detected in the hemolymph and cuticle of 
Apis mellifera. ProPO transcripts are detected in all developmental stages but are 
present in higher amounts in adult worker bees (Lourenço et al., 2005). PO’s are, in 
addition to their role in innate immunity, also important for pigmentation and 
sclerotization of many tissues. 
The coagulation system of insects is activated as part of the wound response, 
even in the apparent absence of microbial elicitors, to avoid loss of hemolymph and 
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at the same time restrict the movement of microbes. Hemolymph coagulation in most 
insects involves cellular and humoral components which are inactive on their own. 
Full activation of hemolymph clotting is only achieved when cellular and soluble 
procoagulant components are brought together (Theopold et al., 2002). 
 
 
Fig. 1.11 A model for insect immune responses. A pathogen or parasite that succeeds in invading the 
body is recognized as foreign. The initial recognition event may bring about communication to other 
populations of cells through molecules that act as signals to stimulate a response. The recognition 
stimulus and the secondary signals trigger signal transduction pathways that produce an action by a 
cell: cell adhesion followed by phagocytosis, nodulation or encapsulation by hemocytes, or induced 
transcription of genes for production of antimicrobial proteins in fat body and other tissues (adopted 
from Gillespie et al., 1997) 
 
A third component of the humoral immune response is the synthesis by the fat 
body and the hemocytes of a variety of antimicrobial proteins and peptides, which are 
secreted into the hemolymph. In some insects, local expression of the peptides has 
also been reported such as in the cuticle (Brey et al., 1993) and the midgut and 
salivary gland of blood-sucking insects (Lehane et al., 1997; Dimopoulos et al., 
1998). In response to the presence of microorganisms, insects synthesize a 
combination of their antimicrobial proteins and peptides and they act in synergy by 
attacking different components of the bacterial envelope.  
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Five different types of antimicrobial peptides have been found in the hemolymph 
of the honey bee. Two of them (apidaecins and abaecins) belong to the group of 
proline-rich antimicrobial peptides, two are conventional defensins and the fifth one 
(hymenoptaecins; glycine-rich) is distinct from all other recognized antimicrobial 
peptides. Apidaecin was initially isolated from the honey bee as an 18 amino acid 
(AA) residues long peptide, basically charged and containing 30% proline (Casteels 
et al., 1989). Apidaecins are classified as linear peptides without cysteine and with a 
high portion of proline (Boman, 1995). They inhibit viability of many Gram-negative 
pathogens in nanomolar doses. Bactericidal activity appeared in lymph 8 hours post-
infection (PI), while highest levels of antimicrobial activity were obtained 48 hours PI 
(Casteels et al., 1989). They do not disturb cellular membranes directly even at 
concentrations 10000 times the minimal inhibitory concentration. Apidaecins exhibit a 
bacteriostatic rather than a bacteriolytic effect and function through a non-
poreforming mechanism involving stereoselective recognition of a chiral cellular 
target (Casteels & Tempst, 1994). Several apidaecin isoforms are present in the 
large pre-pro-apidaecin precursor protein, which allows for a rapid amplification of the 
immune response (Casteels-Josson et al., 1993). Genomic analysis reveals that the 
gene encoding apidaecin consists of a conserved N-terminus followed by several 
exons, each of which encodes a complete peptide. The genomic structure of 
apidaecin raises the possibility of a mechanism for generating specific responses to 
pathogens by splice variation (Evans et al., 2006). Abaecin was identified as an 
induced immune peptide in bee hemolymph, consists of 34 AA and contains almost 
30% proline (Casteels et al., 1990). However, it exhibits minor antimicrobial activity 
compared to apidaecin (Casteels, 1997). Although abaecin clearly belongs to the 
class of proline-rich antimicrobial peptides, it differs from apidaecin in the fact that it is 
equally active against Gram-negative and Gram-positive bacteria and that the 
precursor structure and processing is completely different. No prosequence is 
present in the precursor and once the leader sequence is removed during 
translocation into the endoplasmatic reticulum (ER), the peptide is mature and active 
(Casteels-Josson et al., 1994). Defensins are cysteine-rich cationic antimicrobial 
peptides. They are 36-51 AA long peptides with a common structure comprising an 
amino-terminal loop, an α-helix and two antiparallel β-strands stabilized by three 
disulfide bridges. They are active against a broad spectrum of Gram-positive 
bacteria, although activity against Gram-negative bacteria and fungi has also been 
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reported. Defensins kill bacteria by permeabilizing their cytoplasmic membrane 
(Klaudiny et al., 2005). Bee defensin was also identified in the hemolymph of infected 
honey bees (Casteels-Josson et al., 1994) but is produced as the last of the bee 
antimicrobial peptides. However its activity persists for up to 2 weeks PI. Bee 
defensin, as well as bumble bee defensin, is amidated and is about 20% larger than 
other insect defensins, which is the result of an extra stretch of 11 AA at the C-
terminus. Bee defensin is produced as a pre-pro-defensin (Casteels, 1997). In 
addition to the defensin1 gene, a new defensin2 gene was identified encoding a 
novel defensin isoform. The presence of the NF-κB binding site, in upstream 
sequences of both defensins indicates that the genes are inducible by immune 
challenge. On the other hand, both genes differ in the occurrence of other immune 
response elements (Klaudiny et al., 2005). Hymenoptaecin is a 93 AA long, cationic 
polypeptide and is so far the largest immune factor characterized from induced bee 
hemolymph. It lacks the Pro- and Cys-motifs that are so characteristic for the 
apidaecin/abaecin group and the defensin family of peptides but has a rather high 
Gly content (19%) and is devoid of Trp and Cys. Hymenoptaecin inhibits viability of 
both Gram-positive and Gram-negative bacteria under physiological conditions, 
indicating that the outer membrane is not the sole target of the peptide. Evidence 
was presented that hymenoptaecin, while passing through the outer membrane, 
promotes the simultaneous entry of small hydrophobic molecules. It was proposed 
that the self-promoted entry of hymenoptaecin is a translocation-like process that 
results in only small lesions of limited longevity (Casteels et al., 1993). Upon bacterial 
infection, hymenoptaecin transcripts appear very fast (within two hours PI). Analysis 
of the precursor structure suggests a consecutive secretory pathway, similar to that 
of apidaecin and bee defensin (Casteels-Josson et al., 1994). 
Three types of antimicrobial peptides have also been found in royal jelly: 
royalisin (a defensin), jelleines and apisimin. Royal jelly is a yellowish-white, creamy, 
acidic secretion produced by the hypopharyngeal glands of worker bees. Royalisin 
consists of 51 residues, with three intramolecular disulfide linkages. It is an 
amphipathic peptide, with the C-terminal half of the molecule being rich in charged 
amino acids. Royalisin was found to have potent antibacterial activity against Gram-
positive bacteria at low concentrations, but not against Gram-negative bacteria 
(Fujiwara et al., 1990). Antifungal activity has also been described for royalisin 
(Biliková et al., 2001) Royalisin is a defensin variant and differs in one AA and in the 
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order of two other AA with bee defensin. Evidence has been presented that these 
variants are products of the same polymorphic defensin1 gene (Klaudiny et al., 
2005). Jelleines are four very short peptides, presenting hydrophobic sequences. 
Jelleines I-III, with a Leu residue in the amidated form at the C-terminal position, 
present antimicrobial activities against yeast, Gram-positive and Gram-negative 
bacteria, while jelleine IV, with a His residue in the amidated form at the C-terminal 
position, did not present any antimicrobial activity. Jelleines do not present any 
similarity of primary sequences with any other honey bee antimicrobial peptide. 
However, database queries showed high similarity with the last nine amino acid 
residues from the C-terminal region of the protein MRJP1 (major royal jelly protein 1). 
Jelleine II may be a product of a tryptic digestion of MRJP1, while an exoproteinase 
action either on N- or C-terminal positions of the tryptic fragment could result in 
formation of jelleine I and IV, respectively (Fontana et al., 2004). Apisimin is a 54 AA 
long acidic peptide. It is rich in valine and serine and contains only one aromatic AA, 
phenylalanine. No homology was found with other honey bee antimicrobial peptides. 
Apisimin presents no antimicrobial activity. It appears that apisimin interacts with 
apalbumin, the most abundant protein of royal jelly, and forms an oligomeric 
complex. It has been suggested that apisimin alone and/or in complex with 
apalbumin could be involved in the activation of cellular processes (Biliková et al., 
2002). 
Lysozyme, an immunity-related enzyme present in hemolymph, is also thought 
to play roles in defence against bacterial infection. Its antibacterial activity consists of 
breaking alpha (1,4) linkages between N-acetylmuramic acid and N-
acetylglucosamine of bacterial peptidoglycan. 
2.4.3 Interaction between cellular and humoral responses 
The distinction between cellular and humoral defences is somewhat arbitrary as 
many humoral factors affect hemocyte function and hemocytes are also a source of 
humoral molecules. Evidence has been presented for the interaction between cellular 
and humoral immune responses in Drosophila: mutants with defects in the humoral 
immune response are further immunocomprised by blocking of phagocytosis, and 
thus inhibiting a cellular immune response (Elrod-Erickson et al., 2000). There is also 
considerable overlap between cellular and humoral defences in processes like the 
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recognition of foreign intruders. Hemocytes recognize foreignness either by direct 
interaction of surface receptors on hemocytes with molecules on the invading 
organisms, or indirectly by recognition of humoral receptors that bind to and opsonize 
the surface of the invader (Lavine & Strand, 2002). It is clear that the humoral and 
cellular responses of the innate immunity do not work independently but interact with 
each other and both contribute to a single purpose: the defence against pathogens. 
2.5 SIGNALING IN INNATE IMMUNITY 
The innate immune response is activated by pattern recognition receptors 
(PRR) that recognize pathogen associated molecular patterns (PAMP) (see 2.3). 
These receptors activate multiple and complex signaling cascades that ultimately 
regulate the transcription of target genes encoding effector molecules.  
2.5.1 The Toll signaling pathway 
Insect Toll and the Toll-like receptors (TLR) are transmembrane signal 
transducing proteins that play critical roles in both immunity and development. They 
are orthologous to mammalian TLRs, all of which have been implicated in immunity 
(Beutler, 2004). Although Toll mediates important receptor functions during infection, 
it is not a PRR. Non-self recognition by PRRs occurs upstream of Toll and activates a 
proteolytic cascade that generates an active ligand for Toll. Upon fungal or Gram-
positive bacterial infection in Drosophila, the cytokine-like molecule spaetzle is 
proteolytic cleaved and binds to the extracellular domain of the transmembrane 
receptor Toll. At least five honey bee Toll related receptors have been identified 
(Aronstein & Saldivar, 2005) and two plausible spaetzle orthologues are evident in 
the bee genome (Evans et al., 2006). The formation of a receptor complex leads to 
the degradation of the NF-κB inhibitor (IκB) and subsequent nuclear translocation of 
the NF-κB/Rel transcription factor homologs, Dorsal and Dif, were they participate in 
the transcriptional activation of target genes involved in defence. In Drosophila, 
Dorsal is also required in early embryogenesis for the Toll-dependent patterning of 
the dorsoventral axis (Hultmark, 2003). Two homologues of Dorsal were found in the 
honey bee genome, neither of which was orthologous with Dif. The main intracellular 
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players of this pathway all appear to be present in the honey bee (Evans et al., 
2006).  
 
 
Fig. 1.12 Candidate honey bee members for the Toll pathway. Names are also given for the 
Drosophila pathway components along with vertebrate orthologues (adopted from Evans et al., 2006) 
2.5.2 The Imd signaling pathway & JNK signaling pathway 
In Drosophila, Imd signaling is activated by PRR that preferentially recognize 
Gram-negative bacteria. The Imd signaling pathway appears to be highly conserved 
in the honey bee with plausible orthologues for all components (Evans et al., 2006). 
In Drosophila, this pathway leads to the activation of another NF-κB/Rel transcription 
factor, Relish. Relish is cleaved and the N-terminal fragment translocates to the 
nucleus where it binds to κB-like enhancer elements in the promoters of antimicrobial 
genes (Hultmark, 2003). Relish activation also requires an IκB kinase (IKK) complex 
that is itself activated by Imd signaling. Besides activation of Relish, Imd signaling 
also leads to activation of components of the JNK signaling pathway (Boutros et al., 
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2002). Plausible orthologues for each of the major components of this pathway are 
identified in the honey bee genome (Evans et al., 2006). Recent evidence indicates 
cooperative control of immune responses by the JNK and NF-κB signaling pathways 
(Toll and Imd) in Drosophila (Delaney et al., 2006). 
2.5.3 The JAK/STAT signaling pathway 
The four main components of this pathway in flies are the ligand Unpaired 
(Upd), the receptor Domeless (Dome), the JAK (Hopscotch; Hop) and the STAT 
(STAT92E/Marelle). The ligand Upd seems to be completely absent in the bee 
genome. However the presence of the JAK/STAT cytokine receptor Dome and all 
other members of this pathway suggest that JAK/STAT remains functional in honey 
bees but is triggered by a currently unrecognized ligand (Evans et al., 2006). Also no 
vertebrate homolog of Upd has been identified (Agaisse & Perrimon, 2004). A 
hallmark of the JAK/STAT pathway activation is the translocation of the activator of 
transcription STAT to the nucleus, where it activates target genes. Evidence for a 
JAK-dependent activation of STAT in Drosophila fat body cells upon immune 
challenge (Agaisse et al., 2003) shows the contribution of this pathway to the 
humoral immune response by induction of several genes (tep1, totA, totC, totM; 
Agaisse & Perrimon, 2004). Surprisingly, none of the tot factors are apparent in 
honey bees (Evans et al., 2006). Furthermore, evidence has also been presented for 
the involvement of the JAK/STAT pathway in the encapsulation response and 
hemocyte proliferation. It is hypothesized that the JAK/STAT-regulated humoral 
factors secreted into hemolymph probably do not display antimicrobial activities but 
assist hemocytes in their immune functions (Agaisse & Perrimon, 2004).  
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Fig. 1.13 Candidate honey bee members for the Imd, JNK and JAK/STAT pathways. Names are also 
given for the Drosophila pathway components along with vertebrate orthologues (adopted from Evans 
et al., 2006) 
2.5.4 Signaling in innate immunity in the honey bee 
While honey bees appear to have maintained each of the known insect 
immune-related pathways, they appear to do so with a reduced number of 
paralogous members than Drosophila or Anopheles. Single orthologues can be 
assigned for many pathways members, while others show several potential bee 
genes for which further work is needed to confirm roles. At this point, there is no 
compelling evidence for the hypothesis that the bee immune response is channelled 
toward a small set of successful parasites and pathogens. A hypothesis is that social 
defences by bees lessen pathogen pressures and therefore need only a reduced 
number of members involved in insect immune-related pathways (Evans et al., 2006). 
Future sequencing projects on the genomes of other highly social insects like ants, 
wasps and termites, will reveal whether they also appear to have more simplistic 
innate immune-related pathways. 
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3 NEURO-IMMUNOLOGY: INTERACTIONS BETWEEN THE 
NERVOUS SYSTEM AND THE IMMUNE SYSTEM 
3.1 INTRODUCTION 
Neuro-immunology involves the study of interactions between the nervous 
system and the immune system. When also the behavioural changes, caused by 
these interactions, are studied, it is called psycho-neuro-immunology. The past 25 
years, the field of neuro-immunity grew from the realization that the immune system 
does not operate autonomously, as had often been supposed. Certainly, the immune 
system has self-regulatory properties and functions, as does the nervous system. 
Yet, research suggests that immunoregulatory processes are part of an integrated 
system of defence (Ader et al., 1995). We can consider most of the neuro-immune 
communication pathways to be physiological, not pathological. In other words, the 
communication pathways are operating in healthy animals and neuro-immunology 
has as much relevance to understanding how healthy animals stay healthy as it does 
to understand how they become sick (Banks, 2004). A wide array of research in 
vertebrates demonstrates that there are bidirectional communication pathways 
between the immune system and the nervous system, with each providing important 
regulatory control over the other. Immune function can require global alterations, 
such as a shift in energy, as well as the more considered local processes (e.g. the 
cellular and humoral immune responses, see 2.4). Only the nervous system can 
orchestrate such widespread outcomes in a coordinated fashion. Thus the nervous 
system must be able to exert control over some aspects of the immune response. On 
the other hand, in order to accomplish this function, the nervous system must receive 
information about events in the body (e.g. injury or penetration of the structural 
barriers by an infectious agent; see 2.2) and the status of the immune processes. 
Aspects of the immune system can serve as a diffuse sensory organ scattered 
throughout the body, and also produce products that can provide the nervous system 
with a variety of input that can alter neural activity and thereby behaviour (Maier & 
Watkins, 1999). 
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3.2 EVIDENCE FROM THE VERTEBRATES 
In vertebrates, inflammation is a normal response to disturbed homeostasis 
caused by infection, injury or trauma. The host responds with a complex series of 
immune reactions to neutralize invading pathogens, repair injured tissue and promote 
wound healing. The onset of inflammation is characterized by release of pro-
inflammatory mediators by activated macrophages. The inflammatory response is 
balanced by anti-inflammatory factors (Baumann & Gauldie, 1994). Multiple anatomic 
and physiological connections exist between the nervous system and the immune 
system, including ‘hardwiring’ by the autonomic nervous system. Multiple chemical 
messengers ranging from small molecules, such as nitric oxide, to neuroendocrine 
peptides and large proteins, including cytokines and growth factors and their 
respective receptors, also tie these systems together (Ziemssen & Kern, 2007). 
Initial evidence that the immune system may communicate with the central 
nervous system (CNS) was obtained by Besedovsky et al. (1977), who observed that 
activation of the immune system is accompanied by changes in the hypothalamic, 
autonomic and endocrine processes. Later it was shown at the molecular level that 
cells of the immune system synthesize and secrete hormones, neurotransmitters and 
neuropeptides similar to those released from the CNS, which react with common 
immune and central nervous system receptors enabling the mutual neuro-immune 
communication (Blalock, 1994). Immune mediators often interact with 
neurotransmitter receptors and modulate neural pathways that are integral to the 
acute-phase-response. Neurotransmitters and neuropeptides often bind to G-protein-
coupled receptors that activate the same secondary signaling pathways (such as 
those including protein kinase A, cyclic AMP and protein kinase C) as signals 
triggered by immune mediators (Sternberg, 2006). 
The immune system signals to the nervous system through neural and humoral 
pathways. Cytokines released by activated immune cells are a humoral way by which 
the immune system communicates with the CNS. They can enter the brain through 
areas with a poorly developed blood-brain barrier (Banks & Kastin, 1985) or can be 
actively transported by carrier mediated mechanisms (Gutierrez et al., 1993).  
Cytokines can also bind to cerebral vascular endothelium and induce the generation 
of central mediators such as nitric oxide or prostaglandins, which can locally 
influence neurons. The transmission of cytokine signals to the brain also occurs 
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through neural pathways. The neural mechanisms rely upon activation of vagus 
nerve afferent sensory fibres of the parasympathetic nervous system that signal the 
brain that inflammation is occurring (Correa et al., 2007). It seems that the vagal 
afferent neural pathway plays a dominant role in mild to moderate peripheral 
inflammatory responses, whereas acute, robust inflammatory responses signal the 
brain primarily via humoral mechanisms (Pavlov et al., 2003). On the other hand, 
Weller et al. (1996) has shown that immune cells, that produce cytokines, can 
themselves cross the blood-brain barrier to release their mediators centrally. And 
Rivest (2003) has shown that pathogens have the ability to trigger an innate immune 
reaction throughout the cerebral tissue without having direct access to the brain 
parenchyma. 
 
 
Fig. 1.14 Schematic periphery-brain-periphery loop. The immune cells recognize conserved molecules 
in pathogens through Toll-like receptors. Signaling elicits the release of pro-inflammatory cytokines 
that reach the brain, induce the local release of mediators and activate regulatory pathways in the 
periphery (adopted from Correa et al., 2007) 
 
The nervous system regulates innate immune responses through neural and 
hormonal routes. Peripheral and central nervous system work together to first 
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activate and amplify local inflammatory responses that eliminate invading pathogens 
and subsequently terminate inflammation and restore homeostasis. The peripheral 
nervous system provides a first line of defence at local sites of inflammation through 
the release of neuropeptides that generally increase local inflammatory response, 
thereby favouring pathogen clearance and increasing immune cell recruitment 
(Sternberg, 2006). Like antimicrobial peptides, neuropeptides are generally 
amphipathic molecules, a property that permits them to achieve high local 
concentrations in the aqueous space between the nerve ending and receptor as well 
in their target membrane. This shared property led to the discovery of antimicrobial 
activities of many neuropeptides. Several neuropeptides are also located in nerve 
terminals innervating primary and secondary lymphoid organs (Brogden et al., 2005). 
After pathogen clearance, the CNS regulates the immune system through three 
major pathways. These pathways control inflammation as an anti-inflammatory 
balancing system. (a) Through the autonomic nervous system with the release of 
adrenergic neurotransmitters through neuronal routes (Webster et al., 2002). These 
neurotransmitters are mediated through adrenoreceptors. Lymphocytes and other 
cells of the immune system also express adrenoreceptors. Sympathetic and 
parasympathetic nerve innervations of lymphoid and other organs represent 
hardwired pathways of nervous system-derived regulation of innate immunity. The 
presence of such a close association between nerve fibers and cells of the immune 
system could provide a direct mechanism enabling the nervous system to regulate 
specific aspects of the immune response (Wrona, 2006). (b) Through the hormonal 
stress response and the production of glucocorticoids and other pituitary controlled 
hormones. Glucocorticoids have multiple effects on immune cells by binding to the 
glucocorticoid receptor (Webster et al., 2002). Glucocorticoid receptors are members 
of a superfamily of nuclear hormone receptors that reside in the cytoplasm or nucleus 
of almost all cells and, once bound to the hormone, move to the nucleus and function 
as transcription factors. They can also regulate gene expression through interaction 
with other transcription factors such as NF-κB (Ogawa et al., 2005). The effects of 
glucocorticoids on innate immune responses tend to prevent immune-cell trafficking 
from immune organs to sites of inflammation, reduce activation of innate immune 
cells and cytokine production at sites of inflammation, and dampen the inflammatory 
response (Sternberg, 2006). The main regulator of the glucocorticoid effect on the 
immune system is the hypothalamic-pituitary-adrenal (HPA) axis. The main 
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components of the HPA axis are the paraventricular nucleus in the hypothalamus of 
the brain, the anterior pituitary gland located at the base of the brain and the adrenal 
glands (see Fig. 1.15). The HPA axis is subjected to regulation both from within the 
CNS and from the periphery, as well as from a classical negative feedback by the 
final product, glucocorticoids. It can also be regulated by other factors such as the 
sympathetic nervous system, cytokines and neuropeptides (Webster et al., 2002). (c) 
Evidence has also been presented for the existence of a parasympathetic cholinergic 
pathway involved in the bidirectional communication between the brain and the 
immune system which suggests a role for vagus nerve efferent signaling in 
maintaining immunological homeostasis (Tracey, 2002). Indeed, sympathetic and 
parasympathetic parts of the autonomic nervous system rarely operate alone. Vagal 
efferents are distributed throughout the reticuloendothelial system and other 
peripheral organs, and the brain-derived output through vagus efferent neurons is 
rapid. Therefore, the cholinergic anti-inflammatory pathway is uniquely positioned to 
modulate inflammation in real time. It appears that the general signaling to the brain, 
for activation of the HPA axis and the sympathetic nervous system described above, 
may play a role in activation of the cholinergic anti-inflammatory pathway. Pro-
inflammatory cytokines released upon immune challenge can activate vagal afferent 
signaling and subsequent, direct or indirect, activate vagal efferents. Thus, the 
sensory vagal afferents, together with the regulatory vagal efferents form an 
inflammatory reflex that continually monitors and modulates the inflammatory status 
in the periphery (Pavlov et al., 2003). The primary parasympathetic neurotransmitter 
is acetylcholine, which binds to two general receptor subtypes, nicotinic and 
muscarinic cholinergic receptors. Both of these receptors are found in immune cells 
but nicotinic receptors specifically mediate cholinergic anti-inflammatory effects in 
macrophages (Sternberg, 2006). 
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Fig. 1.15 During immune challenge, activated macrophages and other immune and non-immune cells 
release cytokines that signal the central nervous system for activation of immunomodulatory 
mechanisms. Immunomodulation is carried out by neural and humoral pathways of the nervous 
system. AP: area postrema, NTS: nucleus tractus solitarius, DMN: dorsal motor nucles of the vagus, 
PVN: paraventricular nucleus, RVM: rostral ventrolateral medulla, LC: locus coeruleus, SNS: 
sympathetic nervous system, ACTH: adrenocorticotrophin hormone, GC: glucocorticoids, EN: 
epinephrine (adrenalin), NE: norepinephrine (noradrenalin), Ach: acetylcholine, LPS: 
lipopolysaccharide (adopted from Pavlov et al., 2003) 
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The immune-to-brain communication pathway triggers the production of central 
nervous system-mediated phenomena, collectively referred to as ‘sickness 
behaviour’ (Hart, 1988). The emerging view is that just as it is important for survival 
that the brain responds to sensory information of an approaching predator with a 
characteristic neurobehavioral response of fear and arousal, it may also respond to 
internal evidence of an infection with a characteristic set of neurobehavioral 
responses (Kaplin & Bartner, 2005). General activity, social interaction, exploration, 
cognition, sexual behaviour and food and water intake all decrease while pain 
sensitivity and sleep increase. Many of the sickness behaviours that occur have been 
argued to serve the following purposes: to reduce energy consumption, to allow the 
available energy storage to be used to increase core body temperature and to reduce 
the exposure of body surfaces. However the behavioural consequences of immune 
activation are likely to be more subtle and complex than simple decreases or 
increases in a behavioural category (Maier & Watkins, 1999). For example, animals 
do not merely reduce food intake after immune challenge but diet choices shift away 
from proteins and towards carbohydrates (Aubert et al., 1995), as would be expected 
by the energy production/conservation strategy. Sickness behaviour is created by 
immune-to-brain signals activating central nervous system glia (microglia and 
astrocytes) to release pro-inflammatory cytokines during infection (Wrona, 2006). 
These centrally produced cytokines are the same as those expressed by innate 
immune cells and they act on brain receptors that are identical to those characterized 
on immune cells. Primary afferent nerves represent the main communication pathway 
between peripheral and central cytokines (Dantzer, 2004). 
3.3 EVIDENCE FROM THE INSECTS 
Proof of a connection between the immune system and the nervous system 
requires a demonstration that factors released by one system are capable of binding 
with receptors of the other system, leading to change in its function. Until now, there 
are no examples of neuro-immune (-behavioural) interactions in insects in which all 
of the necessary steps from synthesis of chemical signals to activation of the 
appropriate receptors have been established. Nevertheless, converging lines of 
evidence strongly suggest that neuro-immune-behavioural interactions are present in 
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insects and that they are mediated by bidirectional connections between the immune 
and nervous systems. 
3.3.1 Why study neuro-immune interactions in insects? 
Although great advances have been made in (psycho-) neuro-immunology in 
vertebrates (see 3.2) further insights may be gained by examining these interactions 
in less complicated systems that are easier to functionally dissect. Insects have a 
smaller central nervous system than vertebrates and their immune system lacks 
many of the complicating features such as the ability to produce antibodies (Gillespie 
et al., 1997).  
On the other hand, the host defence mechanisms of insects share many 
fundamental characteristics with the innate immune system of vertebrates (Hultmark, 
1993). Like in insects, microbial challenge stimulates the liver (the homolog of the 
insect fat body) and the immune cells to synthesize acute phase response proteins 
which act as opsonins, blood clotting and wound healing factors. NF-κB is an 
inducible transactivator involved in the promotion of mammalian inflammatory 
responses. It activates gene expression through conserved motifs. These motifs are 
also found in genes encoding insect antimicrobial peptides (Hoffman, 1995). 
Neuro-immune interactions may have originated in an ancient animal ancestor. 
If so, the best way of elucidating the basic principles of these connections and the 
implications on behaviour may come from studying animals less complicated than 
mammals (Ottaviani & Franceschi, 1996). 
3.3.2 Evidence that the insect immune system can influence nervous 
system function  
In vertebrates, it is demonstrated that cytokines released by the immune system 
can alter neural activity, leading to changes in behaviour. Insects also possess 
cytokines such as the ENF peptides, which are expressed in the CNS, fat body and 
immune cells (Clark et al., 1998; Hayakawa & Noguchi, 1998). It remains to be 
shown that insect cytokines can cross the hemolymph-CNS barrier (a selectively 
permeable barrier that protects not only the brain but all ganglia and major nerves 
from direct contact with the hemolymph; Nation, 2002), bind with neuronal receptors 
and produce a change in neural activity. As a consequence the evidence for immune-
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to- nervous system connection is largely behavioural. Several studies report a 
behavioural change using an artificial immune challenge (bacterial suspension, dead 
bacteria or bacterial components). These studies provide evidence that neural 
function is influenced by immune-derived factors and not by the pathogen. Moreover, 
it appears that activating the insect immune system induces many of the same 
changes in behaviour as it does in vertebrates. 
One of the earliest indications that the immune and nervous systems interact in 
insects was the observation that injection of LPS (a component of Gram-negative cell 
wall) was able to induce behavioural fever in cockroaches (Bronstein & Conner, 
1984). In behavioural fever insects change their temperature preference and migrate 
to a warmer temperature. This can increase some immunological functions and can 
also directly lower pathogen vitality. In insects, behavioural fever is not a general 
response to infection, it is pathogen-specific (Adamo, 1998). Eicosanoids may be 
involved in the induction of behavioural fever. Inhibiting eicosanoid production using 
dexamethasone blocked behavioural fever in locusts (Bundey et al., 2003). 
Dexamethasone inhibits the production of arachidonic acid, a precursor molecule for 
eicosanoids such as prostaglandins. Interestingly prostaglandins play a role in 
producing fever in mammals (Blatteis, 2006). Injection of an immune activator does 
not produce an immediate behavioural fever response (Bronstein & Conner, 1984; 
Bundey et al., 2003). This is consistent with the hypothesis that prostaglandin exerts 
its effect on the nervous system after being released by an immune response. 
Unfortunately, there is only indirect evidence that behavioural fever is produced by an 
immune-neural connection because the understanding of temperature control in 
insects remains sparse and the neural basis of behavioural fever is still unknown at 
this moment. 
Infection is known to reduce feeding in many animals, including insects. 
Activation of the immune system by a microbial challenge is sufficient to elicit illness-
induced anorexia in Manduca sexta. There is evidence that an immune-neural 
connection is responsible, at least in part, for the reduction in feeding. It appears to 
be mediated in part by the increase in the concentration of the neurohormone 
octopamine that occurs during an immune challenge (Adamo, 2005). Increased 
octopamine in the hemolymph can lead to disruption of the output of the frontal 
ganglion, a part of the CNS important for feeding (Miles & Booker, 2000). Illness-
induced anorexia may increase resistance to disease by reducing conflicts between 
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pathways important for digestion and those needed for immunity (Adamo et al., 
2007). Opposite to illness-induced anorexia found in Manduca sexta and vertebrates, 
non-pathogenic immune stimulation in the bumblebee leads to increased food 
consumption. This increase in energy consumption suggest that immunity is one of 
the most important physiological systems of bees, with other systems being 
sacrificed to keep the immune response at full strength (Tyler et al., 2006). It is 
possible that differences exist between species. 
Activation of the immune system with LPS results in a decline in learning ability 
in honey bees (Mallon et al., 2003). Using a similar classical conditioning task 
(associating a novel odour with a food reward), LPS injection had no effect on 
learning in bumblebees, unless the bees were deprived of protein (Riddell & Mallon, 
2006). Both Mallon et al. (2003) and Riddell & Mallon (2006) discuss the possibility 
that an immune-neural connection is responsible for the effect. But in both 
vertebrates and molluscs, immune-neural connections do not require food 
deprivation for their activation. Alternatively it is suggested that the decline in learning 
is caused by a competition for resources between the mechanisms underlying 
learning and those underlying an immune response. 
3.3.3 Evidence for neural influences on insect immune function 
It has been shown that some vertebrate neuropeptides have antimicrobial 
properties and neurons can release these antimicrobial compounds in some 
locations directly into the infected areas (Brogden et al., 2005). Insect neurons have 
some of the same or related neuropeptides that have antimicrobial properties in 
vertebrates. Thus, insect neurons could also play a direct role in immune function 
(Adamo, 2006). Also, the fat body, a major organ of the immune system, is 
innervated in insects (Hazarika & Gupta, 1987). Fat body innervation supports the 
possibility of direct neural influence on immune function, although there is no 
evidence for this connection at this moment (Adamo, 2006). 
Research has shown that neural activity mediating a behaviour can also 
activate a neural-immune interaction. The observation that stressful stimuli can 
influence immune function in mammals was one of the first documented examples of 
neural-immune communication. A wide range of stressors can alter immune function 
(Glaser & Kiecolt-Glaser, 2005). The release of neurohormones in response to stress 
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stimuli can have direct negative effects on immune function and disease resistance. 
The conservation of these events across phyla strongly suggests that stress-induced 
immunosuppression serves an important function. For example, the ability of 
neurohormonal octopamine to alter immune function in insects supplies good 
evidence for the existence of a neural-immune connection in insects. (Adamo, 2006). 
3.3.4 What are the possible physiological mechanisms mediating 
interactions between the immune and nervous systems in insects? 
The above described behavioural evidence for bidirectional interactions 
between immune system and nervous system are only examples of neuro-
immunology if they are mediated by physiological connections between the insect 
nervous system and the insect immune system (Adamo, 2006). However molecules 
travelling between the immune system and the CNS need to cross the hemolymph-
CNS barrier. The major insect immune organs, the fat body and hemocytes, exist 
outside this barrier. Mammals, which also have a blood-brain barrier, have 
specialized immune cells called microglia that reside inside the brain and are thought 
to be responsible for many immune-neural interactions (Dantzer, 2004). Insect 
nervous systems contain microglia too (Sonetti et al., 1994) but very little is known 
about them. The following evidence suggests that physiological mechanisms exist for 
these bidirectional interactions. 
 
Hormones. As in vertebrates, the release of many hormones in insects is under 
direct nervous control and therefore, insect hormones could act as a link between the 
nervous system and the immune system (Adamo, 2006). Several insect hormones 
have been shown to influence immune functioning. 20-hydroxyecdysone, an 
ecdysteroid important for insect development, induces expression of genes that 
encode molecules involved in the immune response (Roxström-Lindquist et al., 
2005). Also juvenile hormone (Rolff & Siva-Jothy, 2002) and adipokinetic hormone 
(Goldsworthy et al., 2005) have been implicated in regulating immune function. 
 
Biogenic amines. The possible role of octopamine has already been 
discussed. Another biogenic amine, serotonin, can also influence hemocyte function 
in the cockroach. It can increase phagocytosis of hemocytes when applied at 
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physiological levels and also nodulation (Baines et al., 1992). A systemic release of 
these biogenic amines could mobilize hemocytes to respond more rapidly to 
pathogens (Adamo, 2006). Biogenic amines are used in the CNS for interneuronal 
communication but also as neurohormones in some insects. Dopamine and serotonin 
are present in high concentrations in the bee brain, whereas octopamine is less 
abundant. Octopamine is a key molecule for the control of honey bee behaviour 
(Scheiner et al., 2006). Five honey bee biogenic amine receptor genes have 
previously been cloned and their ligands identified. These genes are Am 5 
(octopamine), Am 6 (dopamine), Am 7 (tyramine/octopamine) Am 8 (dopamine) and 
Am 9 (dopamine) (Blenau et al., 1998, 2000; Grohmann et al., 2003; Humphries et 
al., 2003; Mustard et al., 2003; Beggs et al., 2005). Fourteen other biogenic amine 
receptor genes have been identified in the honey bee genome (Hauser et al., 2006). 
 
Cytokines. As described earlier, cytokines are common mediators of immune-
neural connections in vertebrates. Insects also have cytokines and there is good 
evidence that they play a similar role. Growth blocking peptide (GBP) and 
plasmatocyte spreading peptide (PSP1) are cytokines of the ENF family found in 
Lepidoptera. GBP is found both in the fat body (Hayakawa et al., 1998) and in glial 
cells of the CNS (Hayakawa et al., 2000). GBP appears to bind with a GBP receptor 
on plasmatocytes (Watanabe et al., 2006). GBP induces the epidermis to increase 
synthesis of the biogenic amine dopamine, leading to an increase in dopamine 
concentration in the hemolymph (Noguchi et al., 2003) GBP also appears to induce 
increased dopamine production within the CNS and to regulate dopamine release 
from neurons (Hayakawa et al., 2000). GBP titers rise during exposure to some 
stressors like parasitism, resulting in a reduction in growth. PSP1, another insect 
cytokine induces plasmatocytes to aggregate or adhere to foreign surfaces. PSP1 
mRNA is expressed in the CNS, fat body and immune cells (Clark et al., 1998). PSP1 
is thought to bind to a putative 190 kDa receptor (Clark et al., 2004). Its function 
within the CNS remains unclear. It has been suggested that the biogenic amine 
dopamine and the cytokines GBP and PSP1 may be part of a chain of bidirectional 
signaling molecules between the nervous system and the immune system (Lavine & 
Strand, 2002). Also, molecules similar to vertebrate cytokines such as IL-1 and tumor 
necrosis factor (TNF) have been found in insects (Beschin et al., 2001). Moreover a 
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homolog of TNF-α was found to be upregulated during infection in Drosophila 
melanogaster (Irving et al., 2005). 
 
Other factors. Nitric oxide is a gaseous molecule involved in neuronal signaling 
in insects (Bicker, 2001). In Drosophila, it also plays a role in the production of 
cytotoxic molecules during encapsulation and it can induce increased antimicrobial 
peptide production (Nappi et al., 2000). Therefore, it is too another potential 
candidate for bidirectional signaling in immune-neural interactions. 
Eicosanoids, oxygenated metabolites of polyunsatured fatty acids, are important 
modulators of immunity (Stanley & Miller, 2006). Perhaps the strongest evidence that 
they are involved in immune-neural connections is that they have been implicated in 
producing behavioural fever, as discussed earlier (Bundey et al., 2003). Little is 
known about eicosanoid receptors in insects, so there is no direct evidence that they 
can cross the hemolymph-CNS barrier and bind with neural receptors. 
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1 PROTEOMICS 
1.1 INTRODUCTION 
The long-standing paradigm in biology is that DNA synthesizes RNA, which 
synthesizes protein. Although the blueprint for assembling a cell is contained in the 
genetic code, it is important to realize that the bricks and mortar used in the building 
process are predominantly proteins. Thus, proteins are the molecules in cells that are 
directly responsible for maintenance of correct cellular function and consequently the 
viability of the organism that contains the cells (Haynes & Yates, 2000). Molecular 
biology has provided powerful techniques for DNA analysis which resulted in 
emphasis on the ‘message’ (mRNA of cDNA) rather than on the product of that 
message (protein). However, analysis of mRNA is not a direct reflection of the protein 
content in the cell. The formation of mRNA is only the first step in a long sequence of 
events resulting in the synthesis of a protein. The mRNA is subjected to post-
transcriptional control such as alternative splicing, polyadenylation and mRNA 
editing. Then, mRNA can be subjected to regulation at the level of protein translation. 
The formed proteins can further be subjected to posttranslational modification. 
Proteins can also be regulated by proteolysis and compartmentalization (Graves & 
Haystead, 2002). 
The term ‘proteome’ first made its way into literature in July 1995 (Wasinger et 
al., 1995) and refers to ‘the total protein complement of a genome’ and the term 
‘proteomics’ was defined as ‘the large-scale characterization of the entire proteome 
complement of a cell line, tissue or organism’. Unlike a genome, a proteome is a 
highly dynamic entity. It reflects the immediate environment in which it is studied. In 
response to internal or external cues, proteins can be modified, undergo 
translocation, or can be synthesized or degraded. Thus, examination of the proteome 
is like taking a snapshot of the protein environment at a given time. Considering all 
the possibilities, it is likely that a given genome can potentially give rise to an infinite 
number of proteomes. The dynamic range of protein expression and modification 
makes the identification of a proteome a far bigger and more complex challenge than 
the sequencing of a genome (Beranova-Giorgianni, 2003).  
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The growth of proteomics is a direct result of the development of robust, 
sensitive, reliable and reproducible analytical techniques, and advances made in 
bioinformatics and large-scale genome sequencing projects. On the other hand, the 
sensitivity of proteomics suffers from the lack of an amplification method, analogous 
to the polymerase chain reaction (PCR), to reveal and quantify the presence of low 
abundance proteins (Naaby-Hansen et al., 2001). An application of proteomics is the 
functional annotation of a genome. This is necessary because it is still difficult to 
predict genes accurately from genomic data. One problem is that the exon-intron 
structure of most genes cannot be accurately predicted by bioinformatics. Genomic 
information will have to be integrated with data obtained from protein studies to 
confirm the existence of a particular gene (Graves & Haystead, 2002).  
1.2 PROTEOMIC TOOLS 
In this section, only the conventional proteomics methodology, using two-
dimensional (2D) gel electrophoresis (for protein separation) and mass spectrometry 
(for protein identification) relevant for this study, is described, with discussion of use, 
advantages and shortcomings. 
1.2.1 Sample preparation 
Perhaps the single most critical step in obtaining reproducible 2D gels is sample 
preparation. The goal of sample preparation is to maximize solubilization and 
denaturation of cellular proteins in order to obtain a representative protein sample.  
No single appropriate method for sample preparation exist. For each cell- or tissue-
type, a specific method must be developed. A combination of both chemical (lysis 
buffer) and mechanical disruption of the sample is desirable. Urea is a common 
constituent of protein sample preparations. It is the chaotrope of choice; its action is 
through the disruption of hydrogen and hydrophobic bonds. Sulfhydryl or phosphine 
reducing agents are also commonly used during sample preparation. A sulfhydryl 
reductant such as DTT helps to denature proteins. It is necessary to break any 
disulphide bridge that exists within a protein or that links subunits of a complex 
together. Further, neutral or zwitterionic detergents are generally used because of 
their compatibility with mass spectrometry. The zwitterionic detergent CHAPS helps 
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to disrupt membranes, to solubilize lipids and to delipidate proteins bound to vesicles 
or membranes. It also breaks down hydrophobic interactions. Supplementing urea 
solutions with thiourea might increase solubility and as a consequence, increase the 
recovery of membrane and other hydrophobic proteins on a 2D gel (Rabilloud, 1998). 
Protease activity in the samples can also be a problem. It is often inhibited by the 
denaturing properties of the buffer but a mixture of protease inhibitors can also be 
added to the lysis solution (Rabilloud, 1999). 
1.2.2 2D gel electrophoresis 
In a first dimension, proteins are concentrated into narrow bands within a 
continuous pH gradient after having migrated in an electrical field until they arrive at 
their isoelectric point (pI), where they have no net charge. Proteins are positively 
charged at pH values below their pI and negatively charged at pH values above their 
pI. This electrophoretic method for separation of proteins according to their pI is 
called isoelectric focussing (IEF). Immobilized pH gradients (IPGs) were first 
described by Bjellqvist et al. (1982). They are created by covalently incorporating a 
gradient of acidic and basic buffering groups into a polyacrylamide gel at the time it is 
cast. The advantages over conventional IEF (using carrier ampholytes) are that (i) 
the results are more reproducible because the covalently fixed gradient cannot drift, 
(ii) it is possible to directly introduce the protein sample into the IPG strip during 
rehydration (in-gel rehydration), (iii) they have a higher protein capacity and (iv) good 
resolution is achieved (Righetti & Bossi, 1997). With complex protein samples, IEF on 
a single wide range pH gradient will suffer from insufficient spatial resolution and 
from the difficulty to reveal low copy number proteins in the presence of the most 
abundant proteins. These problems can be solved by using multiple narrow IPG 
strips (zoom gels; Wildgruber et al., 2000). Alternatively, sample fractionation 
procedures can be used to simplify and enrich protein samples prior to sample 
preparation (Molloy & Witzmann, 2002). 
The strips must be equilibrated before they can be used for sodium dodecyl 
sulphate (SDS) polyacrylamide gel electrophoresis (SDS-PAGE). Importantly, 
proteins have to be treated with SDS to give them a negative charge in proportion to 
their length. In the first equilibration step DTT is added to ensure that any reformed 
disulphide bridge is reduced, while iodoacetamide is added in the second 
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equilibration step to alkylate the proteins and react with any unreduced DTT (Görg et 
al., 2000). 
In the second dimension proteins are separated based on their molecular 
weight (Mr) using SDS-PAGE. The separation matrix employed for the second 
dimension is usually polyacrylamide. The polyacrylamide gel is formed from the 
polymerisation of acrylamide monomer into long chains and the crosslinking of these 
chains by bifunctional compounds such as N,N’-methylenebisacrylamide. As the 
concentration of acrylamide increases, effective pore size of the gel decreases, 
making it more difficult for large molecules to migrate through the gel matrix. The 
strong anionic detergent SDS is used to solubilize and dissociate proteins into single 
polypeptide chains (Humphery-Smith et al., 1997). With vertical systems, multiple 
SDS-PAGE separations can be run in parallel and the quality of the resulting 2D spot 
patterns is superior to that obtained with horizontal systems (Beranova-Giorgianni, 
2003). 
1.2.3 Gel imaging and image analysis 
Different protein visualization methods are available. Radiolabelling is very 
sensitive, but is hazardous and expensive. Zinc chloride-imidazole staining is the 
most sensitive reverse staining method today. It has a limited linear range but is 
compatible with MALDI-TOF-MS (Fernandez-Patron et al., 1998). Colloidal 
Coomassie blue is an easy to use, low-cost and certainly most popular staining agent 
with a relative wide linear dynamic range and good compatibility with mass 
spectrometry (Zehr et al., 1989). Silver staining has higher sensitivity than colloidal 
Coomassie staining but is less compatible with mass spectrometry, has a limited 
dynamic range and poor reproducibility. To improve the compatibility of silver staining 
with mass spectrometry, destaining methods are often employed (Gharahdaghi et al., 
1999). Despite of its high cost, fluorescent labelling (e.g. SYPRO Ruby dye) is 
gaining in popularity because of its sensitivity, reproducibility and linear dynamic 
range of approximately four orders of magnitude which allows accurate protein 
quantification, by contrast with the approximately one- or two-order range of colloidal 
Coomassie and silver stains (Tonge et al., 2001). In an approach called 2D 
difference gel electrophoresis (2D-DIGE), two different protein samples are pre-
electrophoretic covalently labelled with two different fluorescent N-hydroxy-
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succinimide ester derivatives (propyl-Cy3 and methyl-Cy5). The two samples can be 
run on the same 2D gel, which is imaged using two different excitation/emission 
filters. The colour difference between the two fluorescent signals is utilized to 
determine protein changes (Unlu et al., 1997). This approach avoids the gel-to-gel 
variations inherent to comparative gel analysis.  
After staining, further computer-based analysis is needed to detect the 
(differentially) expressed proteins. Although computer programs are continuously 
being developed and improved, image analysis allowing gel-to-gel comparison 
remains a time consuming process and a major bottleneck for proteomics. Even the 
fluorescent staining methods only cover a dynamic range of four to five orders of 
magnitude, whereas the proteome appears to span more than seven (Corthals et al., 
2000). 
1.2.4 Protein identification by mass spectrometry and database searching 
Mass spectrometric analysis is preceded by site-specific proteolysis. Trypsin is 
the most often used enzyme, since it cleaves proteins very specifically after lysines 
and arginines. It produces quite small peptides, typically in the range of 600-2500 Da, 
which can be efficiently eluted from the gel. 
 In matrix-assisted laser desorption and ionisation (MALDI) a fraction of a 
tryptic peptide mixture is mixed with a satured solution of an UV-absorbing matrix. 
This mixture can be directly deposited on a target plate of a MALDI-time of flight 
(TOF) instrument. The light of a laser beam is absorbed by the matrix. Part of the 
laser energy is transferred to the sample, resulting in desorption and ion formation. 
MALDI generates mainly single charged peptide ions, making it suitable for the 
analysis of complex mixtures of (tryptic) peptides. Advantages of this type of MS lie in 
the ease of instrument operation, compatibility for automation, practical mass limit 
well over 300,000 Da and sensitivity in the order of low femtomole to low picomole 
range. Ion masses obtained by MALDI-TOF MS are extracted from the spectrum and 
subjected to database searches (Henzel et al., 1993). This set of experimentally 
obtained masses, the so called peptide mass fingerprint (PMF), is compared to 
peptide mass sets obtained from theoretical digests of proteins extracted from protein 
databases or translated genomic databases. There are several web-based search 
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engines available. The common aspect of all search engines is the generation of a 
protein ranking based on peptide mass matching probabilities (Yates, 1998).  
 
 
Fig 2.1 Differential proteomic workflow using 2D gel electrophoresis and mass spectrometry (adopted 
from Monteoliva & Albar, 2004) 
 
If peptide mass fingerprinting is unsuccessful, fragmentation spectra of specific 
peptide ions can be generated which lead to greater identification integrity. Tandem 
mass spectrometry (MS/MS) can be applied to obtain fragmentation spectra. In 
tandem mass spectrometry, a selected peptide ion can be fragmented by collision 
induced dissociation (CID). This peptide fragmentation generates a unique ion series, 
that, when correctly interpreted, provides information about primary protein structure. 
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Database searches are much more specific when both peptide masses as well as 
sequence information are used (Yates, 1998).  
A tandem time of flight (TOF/TOF) instrument is developed by modifying a 
standard MALDI-TOF instrument to make high-performance, high-energy CID MALDI 
tandem MS available. On standard peptides, sensitivities down to 1 fmole are 
demonstrated (Vestal & Campbell, 2005). This allows both generating MS spectra for 
PMF data as well as generating MS/MS spectra for sequence data from a single 
tryptic peptide mixture present on a MALDI target plate. CID can also be employed 
by the (nano-) electrospray ionization (ESI) technique. In ESI, an acidified solution 
containing the sample (tryptic peptide mixture or protein) is sprayed through a small 
diameter needle to which a high positive voltage is applied. The generated highly 
positively charged droplets break up into smaller droplets. This process continues 
until the point is reached that either an ion desorbs from a droplet or solvent is 
completely removed. The highly positively charged droplets have a tendency to 
protonate all available basic sites in the analytes. This means that mono-protonated 
(from small organic molecules) as well as multiple protonated ions (from larger 
molecules with multiple basic (or acidic) sites) can be observed in ESI spectra 
(Griffiths et al., 2001). Advantages of ESI are very good sensitivity (femtomole 
range), no interference from matrix compounds and the possibility of putting a RP-
HPLC system in front of the spraying device (LC-MS/MS) which makes automated 
analysis possible. This allows cleaning up the sample as well as separating and 
concentrating peptides. LC-separation before mass spectrometry is especially useful 
when complex mixtures are analyzed. MALDI, on the other hand, is more tolerant to 
salts and other contaminants present in the sample than ESI (Nyman, 2001). 
In nano-LC-MS/MS, the sensitivity is increased by the reduction of LC-column 
inner-diameter and reduction of flow rates (Davis et al., 1999; Shen et al., 2002). 
These reductions result in higher analyte concentrations reaching the detector, which 
lead to higher signal to noise ratios and therefore an enhanced sensitivity of the 
overall system. A further benefit is the increased efficiency of ionization in the nano 
spray process (Wilm & Mann, 1996a; Wilm et al., 1996b). The nano flow rate leads to 
droplets with higher surface to volume ratios and an enhancement of ion desorption. 
Currently, the flow rates routinely used in nano-LC-MS/MS range between 20 and 
1000 nl/min (in contrast to conventional LC-MS/MS where the ESI source operates at 
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a flow rate of a few µl/min), providing sensitivity between the middle attomole and the 
lower femtomole range (Fröhlich & Arnold, 2006). 
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2 TRANSCRIPTOMICS 
2.1 INTRODUCTION 
The total complement of mRNA in a cell or tissue at a given moment constitutes 
its transcriptome. A transcriptome forms the template for protein synthesis, resulting 
in the corresponding protein complement or proteome. Like the proteome, the 
transcriptome is not static but a highly dynamic entity. The field of transcriptomics 
provides information about both the presence and the relative abundance of RNA 
transcripts, thereby indicating the active components within the cell at a given 
moment. Transcriptomic profiling was one of the first ‘omic’ approaches to be 
developed. Since the mid-to-late 1990s, countless genome-wide studies have 
examined the dynamics of gene expression in many model systems and 
environments. Transcriptomic approaches include the use of microarrays, serial 
analysis of gene expression (SAGE), subtractive hybridization and differential 
display. Quantitative real-time PCR (qRT-PCR) is another transcriptomic approach 
that is, in contrast to other transcriptomic tools, frequently used to validate microarray 
and/or proteomic data. The different types of transcriptomic studies are able to 
provide crucial information regarding the expression state or primary genomic 
readout of the cell but it must be recognized that various levels of post-transcriptional 
control might rival its importance and are not captured by these analyses (Mata et al., 
2005). Another limitation of transcriptomic studies is that mRNAs are unstable 
molecules, which are programmed for enzymatic degradation with considerable 
variation in half-lives. This means that mRNAs with extremely short half-lives will be 
difficult to extract in reproducible quantities.  
2.2 QUANTITATIVE REAL-TIME PCR  
Quantitative real-time PCR (qRT-PCR) is a refinement of the original 
polymerase chain reaction (PCR) developed in the mid eighties (Saiki et al., 1985). 
By PCR any nucleic acid sequence present in a complex sample can be amplified in 
a cyclic process to generate a large number of identical copies that can readily be 
analyzed. But by first amplifying the DNA sequence and then analyzing the product, 
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quantification was very difficult since the PCR gave rise to essentially the same 
amount of product independently of the initial amount of DNA template molecules 
present. This limitation was resolved in 1992 by the development of real-time PCR 
(Higuchi et al., 1992). Using this technique, the amount of product formed is 
monitored during the course of the reaction by monitoring the fluorescence of dyes or 
probes introduced into the reaction which is proportional to the amount of product 
formed. The number of amplification cycles required to obtain a particular amount of 
DNA molecules is also registered. The basic goal of real-time PCR is to precisely 
distinguish and measure specific nucleic acid sequences in a sample, even if there is 
only a very small quantity (Valasek & Repa, 2005). 
2.2.1 Real-time monitoring of PCR 
RT-PCR needs a fluorescent reporter that binds to the product formed and 
reports its presence by fluorescence. During the initial cycles the signal is weak and 
cannot be distinguished from the background. As the amount of product accumulates 
a signal develops that initially increases exponentially. Thereafter the signal levels off 
and saturates. The signal saturation is due to the reaction running out of some critical 
components. This can be the primers, the reporter or the dNTP’s. Also the number of 
polymerase molecules may be limiting, in which case the exponential amplification 
goes over to linear amplification. The number of amplification cycles required for a 
sample to reach particular threshold fluorescence is called the cycle threshold (Ct) 
value (Kubista et al., 2006). 
The efficiency of a PCR assay can be estimated from a standard curve based 
on serial dilution of a standard, which can be a purified PCR product or a plasmid 
that contains the target sequence (Rutledge & Cote, 2003). The Ct values of the 
diluted standards are plotted versus the logarithm of the samples’ concentrations, 
number of template copies or dilution factor.  
Importantly, biological samples are complex and may contain inhibitory 
substances that possibly are not present in standards based on purified template 
(Wilson, 1997; Tichopad et al., 2004). If there is enough sample, it may be purified 
extensively and then diluted, which reduces inhibition. Some inhibitors can be hard to 
remove by dilution and then one may estimate the PCR efficiency by serial dilution of 
the sample itself. Some authors suggest estimating PCR efficiencies from the real-
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time PCR response curves. This would allow more precise determination and in an 
extension would also allow absolute determination of the number of target molecules 
in a sample (Rutledge, 2004; Van et al., 2005). 
 
 
Fig. 2.2 Real-time PCR response curve (adopted from Kubista et al., 2006) 
 
 
Fig 2.3 Real-time PCR response curve shown in logarithmic scale for five standard samples (left). The 
crossing points with threshold line are the Ct values. Real-time standard curve (right). The Ct values 
are plotted vs. the logarithm of the initial number of template copies in the standard samples (adopted 
from Kubista et al., 2006) 
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2.2.2 Fluorescence reporters 
Fluorescence is exclusively used as the detection method in RT-PCR. Both 
sequence specific probes and non-specific labels are available as reporters.  
Since classical intercalators such as ethidium bromide are known to interfere 
with PCR, asymmetric cyanine dyes, such as SYBR Green I have become popular as 
non-specific labels. Asymmetric cyanines have two aromatic systems containing 
nitrogen, of which one is positively charged, connected by a methane bridge. These 
dyes have virtually no fluorescence when they are free in solution due to vibrations 
engaging both aromatic systems. On the other hand, the dyes become brightly 
fluorescent when they bind to DNA, presumably to the minor groove and rotation 
around the methane bond is restricted (Nygren et al., 1998). Fluorescence of the 
dyes increases with the amount of double stranded product formed, though not 
strictly in proportion because the dye fluorescence depends on the dye:base binding 
ratio, which decreases during the course of the reaction. The dyes give rise to 
fluorescent signals in the presence of any double stranded DNA, including undesired 
primer-dimer products. Primer-dimer formation interferes with the formation of 
specific products because of competition of the two reactions for reagents. It is 
therefore good practice to control for primer-dimer formation. This can be done by 
melting curve analysis after completing the PCR. The temperature is then gradually 
increased and the fluorescence is measured as function of temperature (Ririe et 
al.,1997). The fluorescence decreases gradually with increasing temperature 
because of increased thermal motion which allows for more internal rotation in the 
bound dye (Nygren et al., 1998). When the temperature is reached at which the 
double stranded DNA strand separates (melting temperature Tm), the dyes come off 
and fluorescence drops abruptly. Since primer-dimer products typically are shorter 
than the targeted product, they melt at a lower temperature and their presence is 
easily recognized (Ririe et al., 1997). 
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Fig. 2.4 Mechanisms of fluorescent reporters used in real-time PCR: (A) molecular beacon, (B) 
hydrolysis or Taqman probe, (C) hybridization probe,  (D) LightUp probe, (E) simple probe, (F) 
scorpion primer, (G) sequence non-specific dye (SYBR Green) (adopted from Kubista et al., 2006) 
 
There are two kinds of sequence-specific labels or probes: (a) fluorophores with 
intrinsically strong fluorescence which are into contact with a quencher molecule, and 
(b) fluorophores that change their fluorescence properties upon binding nucleic acids. 
Examples of the first type of probes are the hydrolysis probes (also called Taqman 
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probes), molecular beacons and hybridization probes. These probes form a donor-
acceptor pair, where the donor dye is excited and transfers its energy to the acceptor 
molecule if it is in proximity. Originally the acceptor molecule was also a dye, but 
today quencher molecules are more popular. Energy transfer and quenching are 
distance dependent and structural rearrangements (or degradation, in case of 
hydrolysis probes) of the probe change the distance between the donor and acceptor 
and hence the fluorescence of the system. Probes of the second type, whose 
fluorescence changes upon binding target DNA include LightUp probes, AllGlo 
probes, Displacement probes and Simple probes. In some probes, such as scorpion 
primers, chemical modifications and alterations of the oligonucleotide backbone are 
employed to improve binding properties to the target template (Kubista et al., 2005). 
Probes do not detect primer-dimer products, but using non-optimized probe assays is 
hiding the problem. If primer-dimers form, they cause problems whether they are 
seen or not. The traditional way of verifying for the absence of primer-dimer products 
is by gel electrophoresis. The great advantage of probes is for multiplexing, where 
several products are amplified in the same tube and detected in parallel (Wittwer et 
al., 2001). Dyes on the other hand, are cheaper than probes but they do not 
distinguish between products. 
2.2.3 Important considerations for gene expression measurement 
Before the expression of a gene can be measured by RT-PCR, the RNA in the 
sample has to be extracted. RNA purification has moved towards more total RNA 
purification and less mRNA purification. Using total RNA has a number of 
advantages. Firstly, since there are larger amounts of total RNA per cell than mRNA 
alone, it is easier to quantify. The large proportion of rRNA also serves as a target for 
RNases, slowing down non-specific digestion of mRNA species. Secondly, 
purification of mRNA introduces a bias against mRNAs with shorter poly-A tails, 
which is usually a feature of mRNAs from genes with low expression levels. In a next 
step, the mRNA in the sample has to be copied to cDNA by reverse transcription. 
This step is critical for sensitive and accurate quantification, since the amounts of 
cDNA produced should correctly reflect the input amounts of the mRNAs (Ståhlberg 
et al., 2004). 
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In mRNA quantification by RT-PCR, false positive signals may arise from 
amplification of the gene or pseudo-gene in genomic DNA. This problem can be 
avoided by designing the two PCR primers to hybridize to different exons, hence 
having at least one intron in between, or designing one of the primers to span across 
an exon/exon boundary. If such designs are not possible, the sample should be 
DNase treated and tested for genomic contamination. This is done by running a 
minus reverse transcription control, which is a normal PCR but instead of using 
cDNA, the extracted RNA is used (Kubista et al., 2006). 
Comparing samples requires normalization to compensate for differences in the 
amount of biological material in the tested samples. A number of normalization 
strategies have been suggested such as normalization to total RNA amount, to 
ribosomal RNA, to externally added RNA standard or to internal reference genes 
(Huggett et al., 2005). The latter is currently the most popular strategy. However 
finding appropriate reference genes is one of the most challenging problems today 
(Thellin et al., 1999; Radonic et al., 2004). It is now generally accepted that there 
exist no universal reference gene with constant expression in all tissues and under 
any condition. Therefore, reference genes should be carefully validated before use in 
a specific tissue and/or under a specific experimental treatment (Schmittgen & 
Zakrajsek, 2000). 
2.2.4 Advantages and limitations 
Perhaps the most important advantage is the ability to quantify nucleic acids 
over an extraordinary wide dynamic range (at least 5 log units). This is coupled to 
extreme sensitivity, allowing the detection of less than five copies (perhaps only one 
copy in some cases) of a target sequence. In addition, real-time platforms are 
relatively quick, with some affording high-throughput automation. Finally, real-time 
PCR is performed in a closed reaction vessel that requires no post-PCR 
manipulations, thereby minimizing the chances for cross contamination in the 
laboratory. Several limitations have already been described such as susceptibility to 
PCR inhibition by compounds present in certain biological samples and possible 
variability in the critical step of converting RNA to cDNA by reverse transcription. In 
addition, RNA is extremely labile compared to DNA and therefore isolation must be 
 76 Chapter 2
 
carefully performed to ensure both integrity of the RNA itself as well as the removal of 
contaminating nucleases, genomic DNA and PCR inhibitors (Valasek & Repa, 2005). 
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3 INTEGRATING PROTEOMIC AND TRANSCRIPTOMIC DATA 
Life science-based research has undergone a revolutionary change in the past 
few years, with a shift in the focus of studies with a reductionist approach toward an 
integrative approach. This shift has been driven by technology. The reductionist 
approach, which has been extremely important to the development of a basic 
understanding of living systems, focussed on identifying the individual components 
(genes, proteins, metabolites, etc.) responsible for a particular phenomenon in an 
organism. This approach has proven effective at elucidating key molecular 
components of living systems. However, it is now clear that information at one level 
(the genome or the proteome for example) by itself cannot fully explain the behaviour 
of any particular biological system (Aggarwal & Lee, 2003). It has been shown 
mathematically that a detailed understanding of the control of even the simplest gene 
network requires information at both the mRNA and protein expression levels 
(Hatzimanikatis & Lee, 1999). With the emergence of (high-throughput) technologies 
for molecular level measurements of gene-expression and protein expression, and 
with the availability of complete genome sequences of various species, it is now 
possible to measure a large number of cellular components simultaneously and to 
perform integrated studies at the molecular level. The availability of genome 
sequences has also allowed a transition from molecular biology to ‘modular biology’. 
In modular biology, biological processes of interest, or modules, are studied as 
complex systems of functionally interacting macromolecules. ‘Omic’ approaches can 
be helpful to accelerate the identification of genes and gene products involved in 
particular modules, and to describe the functional relationship between them. 
However, the data emerging from individual ‘omic’ approaches should be viewed with 
caution because they are often not sufficient for understanding gene function.  For 
example, information can be missing because of the presence of false negatives, and 
information can be misleading because of the presence of false positives. To 
increase the reliability of gene function annotation, multiple independent datasets 
need to be integrated (Ge et al., 2003). 
Early studies suggested that mRNA levels cannot be consistently relied upon to 
predict protein abundance (Anderson & Seilhamer, 1997; Gygi et al., 1999). This 
limited predictive value was recognized in later studies and is explained partly by 
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fundamental biological differences between the transcription and translation 
processes and partly by experimental challenges. On the biological front, differences 
can result from RNA splicing, differential RNA and protein turnover, post-translational 
modifications, allosteric protein interactions and proteolytic processing events. On the 
experimental front, challenges in experimental design and data interpretation, as well 
as technological limitations contribute to some of the differences observed. Hence, 
comparing transcriptomic and proteomic data leads to a ‘glass half empty, glass half 
full’ scenario, wherein one can either be chagrined about their discordance or 
energized by their synergies (Hegde et al., 2003). Much of the apparent discordance 
observed between mRNA and protein abundance is certainly indicative of diverse 
regulatory mechanisms. There are many known biological mechanisms that describe 
how mRNA expression and protein abundance are regulated separately in the cell. 
Processes such as nuclear export, splicing and mRNA stability are well-described 
regulatory mechanisms that ultimately influence protein abundance (Day & Tuite, 
1998; Lipshitz & Smibert, 2000). Control of the translational initiation is also emerging 
as a broad mechanism for regulation of protein abundance. Post-transcriptional 
control, together with transcription, determines not only the rate of protein production 
but also the ability to change transcript levels in a rapid manner (Pradet-Balade et al., 
2001). Once translated, multiple mechanisms can modulate protein stability.  
Stabilization of the protein through proper folding into its native conformation often 
requires the interaction between chaperones and other factors that can vary under 
different cellular conditions. Furthermore, targeted degradation of proteins, 
particularly through ubiquitination-dependent proteolysis, is one of the most highly 
regulated processes in the cell, functioning to tightly and selectively control protein 
abundance (Varshavsky, 2005). 
The value of comparing proteomics and mRNA data sets can go far beyond 
more simple correlation analysis of gene product quantities (i.e. relative levels of 
protein and mRNA detected for the same gene). It is believed that this form of 
comparative analysis will be increasingly used to bridge the burgeoning gap between 
the proteomics and functional genomics research communities by creating a 
common, interactive knowledge-base. Such comparisons should also allow a better 
determination of the suitability of using gene transcript levels as a surrogate for 
protein activity, as well as provide insight into molecular pathways that determine and 
link gene and protein expression patterns. Lastly, it is expected that such 
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comparative studies will improve the understanding of the biochemical mechanisms 
that control a range of cellular responses (Cox et al., 2005). 
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4 PEPTIDOMICS 
4.1 INTRODUCTION 
Proteins of a molecular mass lower than 10 kDa are generally not retained in 
most proteomic studies. Nevertheless, this mass region contains the very important 
groups of peptides and neuropeptides. The latter are by far the largest class of 
neuroactive messengers found in animals. Their high diversity in structure allows a 
high variety of different and specific messages that can be transmitted from one cell 
to another. Neuropeptides act as neurotransmitter, neurohormone or neuromodulator 
and are involved in the regulation of most, if not all, physiological processes in 
Metazoa. Although neuropeptides originate from larger precursor proteins, most of 
them are small, ranging in length from a few amino acids to around 100. Their small 
size and high mobility makes it very difficult to focus them in a 2D-PAGE gel 
(Baggerman et al., 2004). In addition, staining short peptides gives much lower 
intensities than staining proteins since staining depends on the amount of peptide or 
molar concentration of peptide bonds and there is insufficient for detection (Schulz-
Knappe et al., 2001). 
In analogy with the proteomics technology, where all proteins expressed in a 
cell or tissue are analyzed, the peptidomic approach aims at simultaneous 
visualization and identification of the whole peptidome of a cell or tissue, i.e. all 
expressed peptides with their post-translational modifications. 
4.2 PEPTIDOMICS TOOLS 
4.2.1 Peptide extraction and separation 
It is essential for sample preparation that post-sampling changes (e.g. 
fragmentation of proteins and peptides by enzymatic proteolysis) are minimized 
(Svensson et al., 2007). Furthermore, to reduce the protein load for subsequent 
chromatography and mass spectrometry, separation of peptides from proteins > 20 
kDa is a necessary sample preparation step (Schulz-Knappe et al., 2001). A peptide 
extraction procedure using a mixture of methanol, water and acetic acid (90:9:1) not 
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only separates the peptides from the proteins but also denatures and inactivates any 
proteases immediately (Baggerman et al., 2004).   
In most peptidomic studies, the complexity of the peptide sample requires a 
separation prior to mass spectrometric analysis. In contrast to proteins, peptides can 
be separated with high resolution by liquid chromatography (LC), preferably by using 
a high quality reversed phase (RP) approach. The generally low hydrophobicity of 
peptides enables them to dissolve in aqueous systems without the use of detergents. 
However, the hydrophobicity is sufficient for the peptides to adsorb to the stationary 
medium (e.g. C18). A gradient of an organic modifier (e.g. acetonitrile) elutes the 
adsorbed peptides from the RP medium which makes RP-chromatography a 
straightforward application suitable for ESI and mass spectrometry coupling. Online 
LC-MS offers automation of desalting, concentrating and separating the peptides 
before MS analysis, which improves reproducibility (Svensson et al., 2007). Another 
aspect of the lower hydrophobicity of peptides is that modifications to improve 
solubility, such as glycosylation and phosphorylation, are less common than in 
proteins. Alternatively, disulfide bonds, which determine a specific spatial structure, 
are often found. Other modifications, such as N-terminal pyroglutamylation or C-
terminal amidation, are present to protect these molecules from proteolysis by amino- 
or carboxypeptidases during their transport from the site of release to the site of 
action (Schrader & Schulz-Knappe, 2001). A definite advantage of chromatographic 
separations is that the analytes remain in the liquid phase. Recovery of proteins from 
gels is often difficult and usually requires in-gel digestion. Recovery of peptides can 
occur in an unchanged molecular form because the majority of peptides contain no 
complex secondary and tertiary structures and are capable of spontaneous refolding. 
A further advantage of column chromatography is the possibility of scaling the 
process from sub-microgram amount by using capillary chromatography to 
(kilo)grams by using preparative chromatography. This allows dealing with a wide 
dynamic range of peptide material. However, even after extensive fractionation, only 
some peptides are recovered in a pure form and many peptides may be present in 
one fraction. In addition, this approach is time consuming, costly and a technological 
challenge (Schulz-Knappe et al., 2001). 
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4.2.2 Detection of peptides using mass spectrometry 
Mass spectrometry allows a sensitive and precise detection of the total peptide 
content. Highly sensitive and accurate mass spectrometers allow single MS as well 
as tandem MS analysis, enabling simultaneous mass and sequence determination of 
peptides. 
In MALDI-TOF MS, peptide spectra can be generated either directly from a 
(section of) tissue placed on a MALDI target plate (Uttenweiler-Joseph et al., 1998; 
Sweedler et al., 2000; Verhaert et al. 2001), or from purified peptide extracts. (a) By 
direct profiling of intact tissue samples or tissue sections, the spatial information that 
is intrinsic to the cells is preserved. This approach has led to a novel molecular 
imaging method: MALDI mass spectrometric imaging (MSI). This technology 
combines the multichannel (m/z) measurement capability of the MALDI mass 
spectrometers with a surface sampling process that allows one to rapidly probe and 
map the proteomic and small molecule content of tissues. Each ion is thus registered 
to a specific location in the sample, which facilitates rendering of the data into spatial 
distribution maps or images. The images are, therefore, independent measures of 
the distribution of the respective compounds. Key advantages of this technology are 
that it does not require molecule-specific tags or chemical modifiers to facilitate 
detection and does not rely on any prior knowledge of the tissue proteome or 
peptidome (Cornett et al., 2007). (b) Generating peptide spectra from purified peptide 
extracts using MALDI has to deal with the disadvantage that the combination LC and 
MALDI MS has to be performed offline, in contrast to LC-ESI MS, where the LC is 
online coupled to the mass spectrometer. However, MALDI MS is sometimes 
preferred, especially for peptide differential display of complex mixtures. The method 
is fast, very sensitive and highly accurate. The MALDI ionization procedure mostly 
result in singly charged molecules, making the spectra easier to interpret and 
compare in contrast to ESI which results in multiple-charged states of peptides 
(Clynen et al., 2003). 
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Fig. 2.5 Schematic illustration of the combination of LC and MALDI-TOF MS (offline). The peptide 
extract is separated by HPLC and fractions are (manually or automatically) collected on a MALDI 
target plate. MALDI-TOF MS is performed for each fraction separately (adopted from Clynen et al., 
2003). 
 
Because the ESI process transfers ions from solution directly into the gas 
phase, the electrospray source can be online coupled to an HPLC. This has the 
major advantage that the peptides are now separated. They elute gradually while 
each peptide is sharply focused and concentrated in a chromatographic peak, 
resulting in higher sensitivity. Next, peptides are mass spectrometrically analyzed as 
they elute from the column. ESI MS instruments, readily interfaced with LC units have 
the unequalled ability to fragment low femtomole amounts of peptides with high 
efficiency, making it an ideal tool for amino acid sequencing in peptide profiling 
(Clynen et al., 2003). Since sensitivity in electrospray is concentration-dependent 
rather than flow rate-dependent, the ability to vary the flow in nano-LC separations is 
advantageous when analyzing more complex or more diluted mixtures of 
compounds. By reducing the flow rate, elution of peaks can be slowed down, thereby 
increasing the time for analysis of the mass spectra. In this way, more peptides can 
be fragmented or a single low abundant peptide can be fragmented for a longer time 
(Baggerman 2004). For complex samples, online-coupled two-dimensional HPLC 
separations can also be considered as a complementary technique to 2D gel 
electrophoresis (Liu et al., 2002). 
4.2.3 Database searching 
The mass spectrometric dataset containing structural information (MS/MS data) 
is used for database searching. The manner in which peptides fragment is now well 
understood and the Mascot program can predict the putative fragment ions that 
would be formed from a precursor peptide. This in silico fragmentation allows the 
matching of uninterpreted fragmentation spectra against known sequences in protein 
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databases. When the masses of a statistically significant number of fragment ion 
peaks of an unknown precursor ion can be correlated to the masses of predicted 
fragment ions of a theoretical precursor peptide with the same mass, one can be 
confident that the unknown peptide and the theoretical peptide are identical.  
When this approach fails, it is sometimes possible to obtain a few residues of 
sequence from the MS/MS data by de novo sequencing. Together with the precursor 
ion mass, this serves as a query in a homology-based BLAST type search (Schoofs 
& Baggerman, 2003). In many cases however, de novo sequencing of unidentified 
peptides may be problematic. Fragmentation spectra of naturally occurring peptides 
are much more difficult to analyse in contrast to tryptic peptides. Trypsin typically 
cleaves a protein after an arginine or lysine residue, generating peptides with a basic 
C-terminal amino acid that provides a proton. This generally results in easily 
interpretable y-type ion series when subjected to mass spectrometry. Naturally 
occurring peptides do not generally end in a basic amino acid at their C-terminus. 
This leads to fragmentation spectra that are more difficult to interpret. 
4.2.4 Peptide quantification 
A large number of studies have examined the changes in levels of various 
peptides upon different treatments or in different physiological states. These studies 
typically measured peptide levels using radioimmunoassay (RIA). Although this 
approach is sensitive, most antisera are not specific for a single peptide and are able 
to cross-react with N- and/or C-terminally extended peptides and with peptides 
modified by post-translational modifications such as acetylation, phosphorylation or 
sulfation. In addition, it takes several months to develop an antiserum for a particular 
peptide and considerable time and expense to characterize the antiserum. Finally, 
any RIA analysis is limited to known peptides (Fricker, 2007). 
Mass spectrometry provides an alternative approach to detect and quantify 
peptides. By using stable isotopic tags to label two different samples, the relative 
levels of a peptide in the two samples can be accurately determined (Tao & 
Aebersold, 2003). Unfortunately, the Cys-based reagents typically used for 
quantification of proteins are not suitable because most peptides lack Cys residues 
(Fricker et al., 2006). For peptidomics, the best isotopic labels are the active esters of 
trimethylammoniumbutyrate (TMAB) containing either nine deuteriums (heavy) or 
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nine hydrogens (light) (Che & Fricker, 2005). The N-hydroxysuccinimide ester of the 
TMAB reagent reacts with amines that are present on the N terminus of the peptide 
and/or on the side chain of lysine residues. The relative level of each peptide can be 
determined from the relative intensity of the signal for the heavy and light forms 
(Fricker, 2007). 
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1 ABSTRACT 
To examine interactions between the immune system and the head of an insect, 
it is necessary to activate the immune system by a microbial challenge. Several 
strategies exist to trigger cellular and humoral immune responses in insects. We 
compared several strategies to challenge the immune system of the honey bee using 
(components of) the Gram-negative bacterium Escherichia coli, a pathogen that is 
not specific for the honey bee and evaluated these strategies using the agar diffusion 
assay. The presence of a growth inhibition zone on a nutrient-agar plate visualizes 
anti-bacterial activity in the hemolymph of the honey bee. This anti-bacterial activity is 
shown to be absent in the hemolymph of unchallenged honey bees. This provides 
experimental confirmation that a particular strategy is able to activate the immune 
system, which offers the opportunity to study the impact of a bacterial infection on a 
major honey bee body segment such as the head at different molecular levels. 
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2 INTRODUCTION 
When the seaweed extract, known as agar, is allowed to harden, the resulting 
material is permeable. Agar diffusion refers to the movement of molecules through 
the matrix that is formed by the gelling of agar. This phenomenon forms the basis of 
the agar diffusion assay that is used to determine the susceptibility or resistance of a 
bacterial strain to an anti-bacterial agent in an economical and easy way. Typically, 
an anti-bacterial agent is applied to a well that is cut into the agar. The anti-bacterial 
agent tends to move from the region of high concentration to the surrounding regions 
of lower concentration. If bacterial growth is present right up to the well, then the 
bacterial strain is resistant to the anti-bacterial agent. If there is a clearing around the 
well, then the growth of the bacteria is adversely affected by the anti-bacterial agent. 
The agar diffusion assay was developed by Heatley (1944) as a way to monitor the 
extraction and purification of penicillin. Graded doses of solutions were applied to 
reservoirs (holes cut by a cork-borer) in a layer of nutrient-agar seeded with an 
organism sensitive to penicillin. Upon incubation, a circular clear inhibition zone 
surrounded the reservoir. Heatley showed that the diameter of the circular zone of 
inhibition was directly proportional to the logarithm of concentration of the penicillin. 
Although it was an approximation, it was a good one and it was used for over six 
decades. 
The technique of agar diffusion can also be performed by placing disks of an 
absorbent material, which were soaked with an antibiotic of interest, directly onto the 
agar surface. The antibiotic will subsequently diffuse out of the disk into the agar. 
This version of agar diffusion is known as the Kirby-bauer disk-diffusion assay (Bauer 
et al., 1966). 
We used the agar diffusion assay to evaluate different strategies for challenging 
the honey bee’s immune system. Hemolymph of challenged honey bees was 
collected and used as an anti-bacterial agent. The presence of a growth inhibition 
zone on a nutrient-agar plate overgrown with bacteria visualizes the anti-bacterial 
activity in the hemolymph and is an experimental confirmation that a particularly 
challenging strategy indeed triggers cellular and humoral immune responses. 
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3 MATERIALS AND METHODS 
3.1 HONEY BEE WORKERS AND PREPARATION OF BACTERIAL 
SUSPENSIONS 
Five groups of 50 newly emerged (up to 1 day old) Carniolan honey bee 
workers (Apis mellifera carnica) were collected from hives of the experimental apiary 
in Ghent. Three different bacterial suspensions and a control solution were prepared. 
A first suspension contained fresh viable Escherichia coli (E. coli) NCTC 9001 
colonies. Three fresh colonies, overnight grown on nutrient-agar plate, were 
suspended in 500 µl sterile physiological solution containing 15 mM NaCl, 75 mM 
KCl, 3 mM CaCl2, 10 mM MgCl2, 55.5 mM glucose, 15 mM sucrose and 55.5 mM 
fructose. A second suspension contained death E. coli NCTC 9001 colonies. Fifteen 
fresh colonies, overnight grown on nutrient-agar plate, were suspended in 5 ml of the 
described sterile physiological solution. This suspension was autoclaved for 20 min 
at 1.5 psi to kill the bacteria. A third suspension contained commercially available 
lipopolysaccharide (LPS) from E. coli, serotype 055:B5 (Fluka). Five mg of LPS was 
suspended in 1 ml of the described sterile physiological solution. The described 
sterile physiological solution was used as a control solution. 
3.2 BACTERIAL CHALLENGE 
Each group of 50 worker bees was challenged using one of the three bacterial 
suspensions. Bacterial challenge was performed by pricking the worker bees in the 
abdomen, between second and third tergite, with a sterile needle dipped in a 
bacterial suspension. A control group of 50 worker bees was pricked in the same way 
with a sterile needle dipped in the sterile physiological solution. A fifth group of 50 
worker bees, that was not pricked, was also included in the study as a control. The 
five groups of worker bees were put in different laboratory cages and incubated at 
34°C and 70% RH during a period of 48 hours, with ad libitum water and sugar water. 
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Fig. 3.1 Overview of the use of different bacterial suspensions for bacterial challenge of worker bees 
3.3 COLLECTION OF HEMOLYMPH 
Five ice-cooled eppendorf tubes were coated with a few crystals of 
phenylthiourea to prevent melanization of the samples. After 48 hours of incubation, 
worker bees were anesthetized by chilling and hemolymph was collected using glass 
capillaries. A capillary was gently inserted dorsally into the bee between the second 
and third tergite of the abdomen in order to penetrate the body cavity. Clear and 
slightly yellow hemolymph (approximately 2 - 4 µl / bee) was drawn out by capillary 
action. If cloudy yellow intestinal contents were taken, the sample was discarded. 
From each of the five groups hemolymph was collected in a different eppendorf tube 
and the tubes were kept on ice during the whole procedure. Samples were 
centrifuged (10,000 x g for 10 min) and hemocytes were spun down. The clear 
supernatant was stored on ice. 
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3.4 AGAR DIFFUSION ASSAY 
Nutrient-agar was prepared (1.3 g nutrient broth and 1.5 g agar / 100 ml) and 
autoclaved. A fresh bacterial suspension of E. coli NCTC 9001 was prepared as 
described earlier (see 3.1) and 100 µl of this bacterial suspension was added to a 
tube containing 15 ml liquid nutrient-agar. This mixture was poured into a sterile 
microbial plate. Approximately 10 µl of hemocyte-free hemolymph of each of the five 
groups of worker bees was brought into small reservoirs made in the bacteria-
inoculated nutrient-agar plate. The plate was incubated overnight at 37° C. 
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4 RESULTS AND DISCUSSION 
The described agar diffusion assay was performed to evaluate different 
strategies for immune challenge. Pricking the bees in the abdomen with a needle 
dipped in a bacterial suspension creates an opening in the outer exoskeleton. 
Compromising this structural barrier offers the opportunity to bring bacteria or 
bacterial components into the internal body cavity. Upon recognition of invading 
microbial agents/components, the honey bee’s immune system will be activated and 
triggers cellular and humoral immune responses to eliminate the invading 
agents/components (Gillespie et al., 1997). Pricking the worker bees in the abdomen 
causes severe injury to the animal; this also activates the stress/injury response. As 
we want to evaluate the activation of the immune response and not the activation of 
the stress/injury response, we also included a control group of worker bees pricked 
with a needle dipped in a sterile physiological solution. In this way we could 
differentiate between the two responses and exclude the possibility that pricking the 
bees without introducing bacteria / bacterial components into the internal body cavity, 
activates the production of immune effector molecules. Hemolymph of bacteria-
challenged and control bees was collected 48 hours after pricking because it has 
been shown that highest levels of antibacterial activity in the hemolymph was 
obtained 48 hours post-infection (Casteels et al., 1989).  
This work shows that pricking worker bees in the abdomen with a needle dipped 
in a fresh bacterial suspension of viable E. coli NCTN 9001 is the best strategy for 
challenging the immune system of honey bees. A growth inhibition zone was 
observed on a nutrient-agar plate overgrown with E. coli only in the zone where 
hemolymph was introduced of bees challenged with a viable bacterial suspension. 
This means that immune effector molecules were present in the hemolymph and 
exhibited anti-bacterial activity which inhibited the growth of E. coli bacteria on the 
nutrient-agar plate. Hemolymph of bees challenged with a suspension of non-viable 
bacteria or with a suspension of LPS, was not capable of inhibiting the growth of the 
E. coli bacteria on the nutrient-agar plate. Although it is possible that anti-bacterial 
activity was present in these hemolymph samples, it is not visualized on the nutrient-
agar plate. As a consequence, no experimental confirmation could be obtained that 
immune challenge using a suspension of non-viable bacteria or a suspension of LPS 
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indeed activates the honey bee’s immune system and triggers anti-bacterial activity 
for E. coli. Furthermore, we visualized no anti-bacterial activity in the hemolymph of 
bees that were pricked with a needle dipped in a sterile physiological solution. So 
activating the stress/injury response does not trigger the production of immune 
effector molecules that inhibit the growth of E. coli bacteria. In addition, we also did 
not see a growth inhibition zone for the control bees (unchallenged). So this means 
that no anti-bacterial activity for E. coli bacteria was already present in the 
hemolymph of these bees before the start of the experiment. 
 
 
Fig. 3.2 Nutrient-agar plate overgrown with E. coli bacteria. A growth inhibition zone was only present 
when introducing hemolymph of worker bees challenged with a suspension of viable E. coli bacteria. 
Other challenging strategies did not show anti-bacterial activity for E. coli bacteria in the hemolymph. 
 
In the following studies, bacterial challenge of the honey bees is performed by 
pricking the bees in the abdomen between second and third tergite with a needle 
dipped in a fresh bacterial suspension of viable E. coli NCTC 9001 bacterial. 
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1 ABSTRACT 
Several studies report the induction of insect immune proteins and peptides in 
the hemolymph after a bacterial challenge. This shows that the immune tissues such 
as the fat body and the hemocytes are activated by the bacterial challenge and 
release effector molecules in the hemolymph. In vertebrates, it has been shown that 
tissues, other than the ‘immune-related’ ones, are also affected by the activation of 
the immune system. This study presents proteomic evidence that this is also true for 
the honey bee. It is shown that several proteins in a major body segment, such as 
the honey bee head, are differentially expressed after a bacterial challenge. The list 
of differentially expressed proteins includes structural proteins, an olfactory protein, 
proteins involved in signal transduction, energy housekeeping and stress responses 
and also two major royal jelly proteins. This study also reveals a number of bacteria-
induced responses in insect head tissue directly related with typical functions of the 
head, such as exocrine secretion, memory and senses in general. 
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2 INTRODUCTION 
Insects are provided with an extraordinary ability to resist infection. Infection or 
introduction of foreign material in the hemolymph of insects triggers cellular and 
humoral immune responses that function to eliminate the invading agent (Gillespie et 
al., 1997). Cellular immunity includes phagocytosis, nodule formation (Bedick et al., 
2001) and encapsulation. The different types of haemocytes (Van Steenkiste, 1988; 
de Graaf et al., 2002) that react towards a foreign invading agent undergo changes in 
morphology, behaviour and population composition. Humoral immunity includes 
activation of proteolytic cascades (Zufelato et al., 2004; Lourenço et al., 2005) 
leading to localized melanization and coagulation, and also to synthesis of several 
peptides by the fat body resulting in a broad spectrum of antimicrobial activity 
(Casteels, 1997). 
Many proteomic studies on insect immunity have identified differentially 
expressed proteins in ‘immune related tissues’ (such as the fat body) or in 
hemolymph (Vierstraete et al., 2004a; Vierstraete et al., 2004b; Levy et al., 2004; 
Guedes et al., 2005; Song et al., 2006). Transcriptomic studies also identified 
differentially expressed genes with putative immune function in epithelial layers of the 
integument (Brey et al., 1993) and the gut (Lehane et al., 2003), both involved in the 
insects' first line of defence. This raises the question whether we could identify 
proteins that are differentially expressed after bacterial challenge in a major body 
segment not directly involved in insect’s immune response, for instance in the honey 
bee head. The head mainly consists of the brain and associated ganglia, 
hypopharyngeal glands, mandibular glands, salivary glands and antennae, all 
contributing to neural, endocrine and/or exocrine functions. Here we describe a 
differential proteomic study of the head of the honey bee worker. 
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3 MATERIALS AND METHODS 
3.1 HONEY BEE WORKERS AND BACTERIAL CHALLENGE 
Newly emerged (up to one day old) Carniolan honeybee workers (Apis mellifera 
carnica) were collected from hives of the experimental apiary in Ghent. 
A set of 50 worker bees were pricked in the abdomen (between second and 
third tergite) with a sterile needle dipped in a fresh bacterial suspension of viable 
Escherichia coli NCTC 9001 as described earlier (see chapter 3). A control group of 
50 worker bees was pricked in the same way with a sterile needle dipped in a 
physiological solution (see chapter 3) to distinguish between immune-induced and 
injury- or stress-induced proteins. After pricking, bees were put in laboratory cages 
and incubated at 34°C and 70% RH, with ad libitum water and sugar water. 
3.2 PREPARATION OF PROTEIN SAMPLES 
At different time points (8, 24 and 48 hours) after bacterial challenge, animals 
were anesthetized by chilling. The whole head of each worker was separated from 
the body by cutting precisely at the end of the thoracal tagmatum using a pair of 
scissors. Pooled samples, five heads each, were suspended in a 500 µl lysis solution 
(8 M urea, 4 % CHAPS, 40 mM Tris) and immediately frozen at -20 °C to avoid loss 
of protein content. Thawed samples were homogenised manually with an eppendorf 
pestle, sonicated three times for 15 seconds with an interface of 30 seconds at 100 
W (Labsonic 1510) and centrifuged for 5 min at 9660 x g. The supernatant was 
collected and the total protein content was determined by the Protein Assay Kit (Bio-
Rad). 
3.3 2D GEL ELECTROPHORESIS 
Approximately 875 µg proteins was loaded on 17 cm immobilized pH gradient 
(IPG) strips, pH range 3–10 (Bio-Rad) and iso-electric focusing (IEF) was performed 
as described elsewhere (Vanrobaeys et al., 2003). The strips were then placed on 
lab-cast SDS–PAGE gels (13.5 % acrylamide). The second dimension was carried 
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out in a Protean Plus Dodeca Cell system (Bio-Rad) using five replicate gels for each 
experimental situation (infected/control). Electrophoresis of these ten gels was 
performed for 15 min at 10 mA / gel, followed by a 10 hour run at 200 V until the 
bromophenol blue front reached the bottom of the gel. 
3.4 GEL IMAGING AND IMAGE ANALYSIS 
Staining was performed using Coomassie Brilliant Blue G-250 according to 
Anderson et al. (1989). The gel images were digitized with a 12-bit GS-710 calibrated 
densitometer (Bio-Rad) and analyzed with the PDQuest 7.3.1 software (Bio-Rad). 
After spot detection, the 2D maps were automatically aligned, followed by manual 
spot editing to increase the correlation between the different 2D maps. Two replicate 
groups were created. This allows us to group the five duplicate gels for each 
experimental situation (infected/control) and determine the average quantities of their 
protein spots. Next, a master gel was constructed which summarized all the observed 
spots. Normalization in PDQuest is performed using the following formula: 
[normalized spot quantity = raw spot quantity * scaling factor * pipetting error 
compensation factor (= 1 in this study) / normalization factor]. 
Statistical analysis of the relative abundance of each matched protein spot was 
accomplished by using a two-tailed t-test (P < 0.05). The confidence threshold for the 
up- and down-regulation of protein spots was set at 3-fold above and 2-fold below the 
spot intensity seen in controls. 
3.5 IN-GEL DIGESTION  
Differential protein spots were excised from the gel: each spot was excised 
twice from different gels and pooled. Tryptic digestion of the protein spots was 
performed according to Rosenfeld et al. (1992), with minor modifications. Briefly, 
excised protein spots were washed twice with 150 µl of 200 mM ammonium 
bicarbonate in 50 % acetonitrile / water (20 min at 30°C). After drying at room 
temperature, for 10 min, the tubes were chilled on ice. Twelve µl of digestion buffer 
(50mM ammonium bicarbonate, pH 7.8), containing 0.002 µg/µl trypsin, was added 
and samples were kept on ice for 45 min. Then 30 µl of digestion buffer was added. 
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After overnight incubation (37°C), the supernatant was recovered. The remaining 
peptides were extracted from the gel piece using 60 % acetonitrile / 0.1 % formic acid 
in water and pooled with the supernatant. For mass spectrometric analysis, the 
pooled samples were dried and redissolved in 12 µl 0.1 % formic acid. 
3.6 MASS SPECTROMETRIC ANALYSES AND PROTEIN IDENTIFICATION 
Tryptic peptide mixtures were analyzed on a MALDI TOF/TOF mass 
spectrometer (4700 Proteomics Analyzer, Applied Biosystems). The peptide mixture 
(1 µl) was co-crystallized with an equal volume of matrix solution (100 mM α-cyano-
4-hydroxy-cinnamic acid dissolved in 50 % v/v acetonitrile / 0.1 % trifluoroacetic acid 
in water) and 1 µl of the resultant mix was applied to the MALDI target plate. When 
the peptide mass fingerprint analysis was not conclusive, several peptides were 
subjected to further MS/MS analysis using collision induced dissociation. 
A genome database for Apis mellifera was downloaded from 
http://www.ncbi.nlm.nih.gov and the GLEAN3 database with genome-based protein 
predictions was provided by the Honeybee Genome Sequencing Consortium (2006). 
Both databases were formatted to make them accessible for the database searching 
program MASCOT (http://www.matrixscience.com). If the identification, based on 
MALDI TOF/TOF mass spectral data, was uncertain, the peptide mixture was 
separated by nano-HPLC and detected on-line by an ESI-Q-TRAP mass 
spectrometer (Applied Biosystems). 
 
 108 Chapter 4
 
4 RESULTS AND DISCUSSION 
This work is a first study on the proteome change in the head of an insect after 
bacterial challenge. Five samples, each containing five pooled whole heads from 
newly emerged honey bees, were collected after 8, 24 and 48 hours for both the 
infected and control situation. These time points were chosen because the induction 
of immune effector molecules in hemolymph of honey bees becomes clear between 
6 to 9 hours post-infection and highest levels of expression in hemolymph are 
obtained 48 hours post-infection (Casteels,1997). Approximately 250-350 proteins 
were detected on each replicate gel. Differential analysis of the head elucidated the 
up-regulation of eighteen, two and six spots and the down-regulation of eleven, ten 
and nine spots, respectively at 8, 24 and 48 hours after challenge. Of all the 
differentially regulated spots, 33 were identified (see Table 4.1). Most of the identified 
proteins have not yet been isolated or characterized. Their molecular function and 
biological role was predicted based on specific homology domains shared with 
proteins from other insect species (see Table 4.2). Differentially expressed spots that 
were not identified are not listed in Table 4.1. 
Several identified proteins were present as multiple spots. This can be due to 
post-translational modifications that change pI or molecular weight of the protein. But 
also cleavage or protease activity during sample preparation could be the cause of 
degradative products of proteins. For example ‘jelleines’ (antimicrobial peptides 
found in Royal Jelly) are suggested to be the result of degradation or maturation of 
precursor protein MRJP1 (Fontana et al., 2004). 
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Fig. 4.1 Two dimensional gel maps of honey bee head obtained in pH range 3-10 and stained with 
Coomassie Brillant Blue G-250. Left: heads of control bees 8 hours, 24 hours and 48 hours 
respectively (A, C and E) after challenge. Right: heads of bacteria-challenged bees 8 hours, 24 hours 
and 48 hours respectively (B, D and F) after bacterial challenge. Circles indicate those spots detected 
to be differentially expressed between control and bacteria-challenged bees. Numerically indicated 
spots were identified by mass spectrometry and are listed in Table 4.1 
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4.1 STRUCTURAL FUNCTION 
An actin-binding protein (CG5023-PA; spot 1) was identified as a down-
regulated target of the anti-bacterial response in head. CG5023-PA is a calponin 
homolog (Scp1-like) (Goodman et al., 2003). The calponin homology domain is found 
in actin-associated proteins that cross-link actin filaments, link actin to other 
cytoskeletal systems and form signaling scaffolds (Galkin et al., 2006). 
Although at least two myosin proteins (spots 7, 8 and 30) are down-regulated 
after bacterial challenge, paramyosin (spot 10, 11) is up-regulated. The same 
observation was made in immune-challenged larval hemolymph of Drosophila 
(Guedes et al., 2005). 
Two differentially regulated proteins in the head were identified as cuticle 
domain-containing proteins (spots 12, 18 up-regulated; spot 27a down-regulated). 
The cuticular epithelial cells of Hyalophora cecropia have also been shown to actively 
participate in defence (Brey et al., 1993). A global gene expression analysis of whole 
mosquitoes in responses to microbial challenge showed the induction of five 
transcripts encoding cuticle domain-containing proteins (Aguilar et al., 2005). Spots 
12 and 18 show homology with pupal cuticle protein C1B of Tenebrio molitor 
(Andersen et al., 1997). 
4.2 SIGNAL TRANSDUCTION 
Spot 2 is similar to the 38 kDa subunit (NURF-38) of the nucleosome 
remodeling factor (NURF) complex. NURF alters nucleosomes by perturbation of the 
chromatin structure in an ATP-dependent manner to permit the initiation of 
transcription. The NURF-38 protein of Drosophila is an inorganic pyrophosphatase 
(PPase), an enzyme essential for driving critical biosynthetic reactions including 
transcription, replication and DNA repair (Gdula et al., 2006). NURF acts as a 
negative regulator within the Drosophila JAK/STAT pathway (Badenhorst et al., 
2002). This signaling pathway is involved in Drosophila immune responses (Agaisse 
& Perrimon, 2004). The recent sequencing of the honey bee genome (Honeybee 
Genome Sequencing Consortium, 2006) showed the presence of the JAK/STAT 
cytokine receptor domeless and all other members of this pathway, except for the 
 Chapter 4 111
 
ligand unpaired, which suggests that the JAK/STAT pathway is functional in honey 
bees (Evans et al., 2006). Down-regulation of this honey bee NURF-38 suggests that 
this signaling pathway is activated in the head after bacterial challenge. 
Spot 22 was identified as similar to 14-3-3-like protein. It is located in a ladder of 
spots possibly representing a series of post-translational modifications of a protein 
similar to myosin regulatory light chain 2 (spot 7 and 8). The 14-3-3 proteins were 
first discovered as abundant proteins in the brain. They are a family of dimeric 
proteins that can modulate interaction between proteins. The 14-3-3 proteins have 
the ability to bind to phosphoserine residues in a sequence-specific manner, by 
which they can mediate signal transduction cascades (Aitken, 2006). The Drosophila 
14-3-3 zeta homolog (Leonardo) is highly expressed in the central nervous system 
and preferentially enriched in the mushroom bodies (MBs) of the adult brain 
(Skoulakis & Davis, 1996), which are believed to be involved in olfactory learning and 
are important structures for memory formation in the insect brain. It is tempting to 
suggest that bacterial challenge can impair mushroom body-mediated learning and 
long-term memory formation by down-regulation of the 14-3-3 zeta homologue in the 
head of the honey bee. 
A protein similar to Uev1A (spot 31) is up-regulated in the honey bee head after 
bacterial challenge. Uevs (ubiquitin-conjugating E2 enzyme variants) are defined as 
proteins similar in sequence and structure to the E2 ubiquitin-conjugating enzymes, 
but are predicted to be catalytically inactive, since they lack a critical Cys residue 
essential for the conjugation and transfer of ubiquitin to substrates (Sancho et al., 
1998). It has been proposed that Uev 1A in humans has a role in NF-B activation 
by interacting with an active ubiquitinating enzyme, ubiquitin-conjugating enzyme 13 
(Ubc13) (Andersen et al., 2005). Similarly, the homologs of Ubc13 and Uev1A in 
Drosophila, Bendless and dUev1a, respectively, also associate with each other in 
vivo. It was shown that the Bendless-dUev1a E2 complex is required for signaling by 
the IMD pathway in innate immunity (Zhou et al., 2005). The IMD signaling pathway 
is highly conserved in the honey bee, with plausible orthologues for all components 
(Evans et al., 2006). 
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4.3 OLFACTORY FUNCTION 
Odorant binding protein 17 (OBP 17; spot 3) is down-regulated following 
bacterial challenge. Such a response suggests a reduced odor-sensing in challenged 
bees. OBPs are small soluble proteins involved in sensing odors and/or pheromones. 
They are extremely concentrated in the lymph filling chemosensilla of antennae, tarsi 
and other chemoreceptive structures (Calvello et al., 2005). OBPd-1, an OBP 
domain-containing protein of the mosquito’s olfactory system is also known to be 
down-regulated upon microbial challenge (Aguilar et al., 2005). Obp99c was found to 
be an immune-responsive protein in Drosophila after fungal infection but is repressed 
after bacterial infection (Levy et al., 2004). In addition, OBPs have also been found in 
non-sensory tissues were they may act as carriers of a variety of small, hydrophobic, 
non-odorant compounds (Graham & Davies, 2002). 
4.4 ENERGY HOUSEKEEPING 
4.4.1 Carbohydrate metabolism 
Several enzymes involved in carbohydrate metabolism are affected in the head 
by bacterial challenge. With respect to the glycolysis, phosphoglyceromutase (spot 
14) is up-regulated whereas enolase (spot 6) is down-regulated. Up-regulation of 
phosphoglyceromutase is also observed in hemolymp of immune-challenged 
Drosophila larvae (Guedes et al., 2005). The majority of genes encoding 
carbohydrate-metabolizing enzymes found in the bee genome have 1:1:1 orthology 
(Apis: Drosophila: Anopheles), enolase has 2:1:1 orthology (Kunieda et al, 2006).  
Spot 15 (up-regulated) contains a malate dehydrogenase domain. Malate 
dehydrogenase is involved in the final reaction of the Krebs cycle. Up-regulation of 
this protein has also been reported in immune-challenged hemolymph of Drosophila 
larvae (Vierstraete et al., 2004b; Guedes et al., 2005). 
4.4.2 Lipid metabolism 
In general, there is a high degree of homology in lipid-metabolizing genes 
between bee and dipteran species (typically > 50 % identity). The number of genes 
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for lipid metabolism in honey bees is more evolutionarily stabile than for carbohydrate 
metabolism (Kunieda et al., 2006). 
 Spot 19 was identified as FABP-like protein and is up-regulated. Fatty acid 
binding proteins (FABPs) are small (14-15 kDa) cytosolic proteins that non-covalently 
bind hydrophobic ligands, mainly fatty acids. FABPs belong to the conserved 
multigene family of intracellular lipid-binding proteins.The primary role of all the FABP 
family members is the regulation of fatty acid uptake and intracellular transport. 
Participation in signal transduction and regulation of gene expression in lipid 
transport and metabolism has also been proposed (Esteves & Ehrlich, 2006). A 
retinoid and fatty-acid-binding protein (RfaBp) is also up-regulated in infected 
Drosophila larval hemolymph (Vierstraete et al., 2004a), as well as a lipocalin-related 
FABP in Drosophila blood cells following LPS exposure (Loseva & Engström, 2004). 
A protein similar to yippee interacting protein (2) (yip2) is down-regulated (spot 
20) in the head after bacterial challenge. Blastp indicates homology with the 
mitochondrial 3-ketoacyl-coA thiolase of Aedes aegypti. This mitochondrial thiolase 
can cleave longer fatty acid molecules and plays an important role in the beta-
oxidative degradation of fatty acids. Down-regulation of this protein indicates reduced 
degradation of fatty acids in the head. 
4.4.3 ATP production & transfer 
Up-regulation of a protein similar to bellwether, which encodes the alpha 
subunit of the mitochondrial ATP synthase (spots 17, 33) (Jacobs et al., 1998), points 
to an increase in ATP synthesis in head tissues. In addition, the up-regulation in the 
head of enzymes involved in glycolysis and the Krebs cycle (spot 14, 15), indicates 
that these pathways are used for ATP production. 
Spot 28 was identified as arginine kinase, an important component of the 
energy releasing mechanism, belonging to the conserved family of ATP:guanidino 
phospho-transferases. Arginine kinase mRNA is relatively abundant in the central 
nervous system and the antennae of the honey bee, but the highest expression is 
found in its compound eye (Kucharski & Maleszka, 1998). It can thus be suggested 
that the function of arginine kinase, in the visual system, as an energy shuttle which 
delivers mitochondrial produced ATP to high energy-requiring processes, such as 
 114 Chapter 4
 
membrane turn-over and pigment regeneration in the retina, is down-regulated by 
bacterial infection. 
4.5 STRESS RESPONSE 
Spot 5 was identified as similar to ERp60, an endoplasmic reticulum (ER)-
resident eukaryotic protein involved in oxidative protein folding. The honey bee 
protein consists of four conserved domains. The first domain belongs to the protein 
disulfide isomerase a (PDIa) family, subfamily PDI related (PDIR). It exhibits 
isomerase and chaperone activities. PDIR-proteins are preferentially expressed in 
cells actively secreting proteins, and its expression is induced by stress. The second 
and the third domain belong to the PDIb family, subfamilies ERp57 and 
ERp72_ERp57 respectively. Both exhibit disulfide oxidase and reductase functions, 
act as isomerases and display chaperone activity. The latter domain belongs to the 
PDIa family, C-terminal TRX domain (a’) subfamily (Ferrari & Söling, 1999). Although 
heads contain actively secreting gland cells (hypopharyngeal & mandibular gland) 
and immunological stress was imposed, this putative honey bee ERp60 is down-
regulated in head tissue. This suggests that another type of stress is necessary to 
induce this protein and it is also an indication of a possible reduced gland secretion 
during bacterial infection. 
Spots 29 and 32 belong to the alpha-crystallin-type heat shock proteins (α-
Hsps), a family of small stress induced proteins which are believed to be ATP-
independent chaperones that prevent aggregation and are important in protein 
refolding in combination with other Hsps (Narberhaus, 2002). These two α-Hsps are 
affected by immunological stress. One protein (spot 32, similar to ‘protein lethal (2) 
essential for life’) is induced, another (spot 29) is down-regulated. A function other 
than chaperoning may be implicated in the regulation of these α-Hsps. For example, 
in vertebrates an interaction between α-Hsps and nucleic acids has been 
demonstrated (Pietrowski et al., 1994). 
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4.6 OTHERS 
Major royal jelly protein 3 (MRJP3) and MRJP4 are members of the MRJP 
family. MRJPs occur in the hypopharyngeal glands as the major component of the 
larval bee queen food, also known as royal jelly. MRJP 3 (spot 9) becomes up-
regulated and MRJP 4 (spot 4) becomes down-regulated 8 hours after challenge. 
Our hypothesis that gland secreting is reduced during bacterial infection is in 
accordance with the down-regulation of MRJP4. However, Schmitzova et al. (1998) 
suggest that the nutritional function of MRJP3 and MRJP4 does not exclude other 
roles, especially because these two proteins contain lower amounts of essential 
amino acids. 
4.7 CONCLUSION 
This study shows that several proteins in the honey bee head, belonging to 
different functional classes, become differentially expressed after a bacterial 
challenge. None of them are immune effector proteins of the gene families implicated 
in honey bee immunity, as described in Evans et al. (2006). However, when 
compared to the immune-related tissues of other insects, several biological 
processes occurring in the honey bee head are affected in the same way. ATP 
synthesis is increased and the up-regulated enzymes involved in glycolysis and 
Krebs cycle suggest also the involvement of these pathways in energy production in 
the head. A FABP-like protein is up-regulated whereas beta-oxidative degradation of 
fatty acids is reduced. Two α-crystallin-type Hsps are affected by bacterial challenge 
and ubiquitination of proteins is up-regulated. 
One major difference was found when compared to the immune-related tissues: 
most structural proteins are down-regulated. In hemolymph of immune-challenged 
insects, the up-regulation of structural proteins reflects hemocyte migration and/or 
activated phagocytosis (Pearson et al., 2003). We believe that due to the small 
quantities of hemolymph flowing through the head, this phenomenon is overruled, 
possibly by down-regulation of other biological processes, for instance exocytosis in 
the exocrine glands (supported by down-regulation of MRJP4 and ERp60).  
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Moreover, this study revealed a number of bacteria-induced responses in insect 
heads which appear to be directly related with the typical functions of the head. (i) 
The exocrine secretion of a nutritional MRJP family member is down-regulated. (ii) A 
14-3-3 zeta homologue involved in signal transduction is down-regulated, possibly 
impairing MB-mediated learning and long-term memory formation of the honey bee. 
In addition, (iii) a reduction in odor sensing seems to occur and (iv) a component 
involved in processes in the visual system seems to be down-regulated. Thus more 
in particularly the senses of the honey bee appear to be affected by bacterial 
infection at the proteomic level. 
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1 ABSTRACT 
In this study an important and often neglected aspect of gene expression 
studies in insects - the validation of appropriate reference genes with stable 
expression levels between sample groups – is addressed. In this work the reference 
gene selection for the honey bee head was tested in the context of bacterial 
challenge with Escherichia coli, however this work can serve as a resource to help 
select and screen insect reference genes for gene expression studies in any tissue 
and under any experimental manipulation. Since it is recommended to use multiple 
reference genes for accurate normalization, we analyzed the expression of eleven 
candidate reference genes in the honey bee head, for their potential use in the 
analysis of differential gene expression following bacterial challenge. Three software 
programs – BestKeeper, Normfinder and geNorm – were used to assess candidate 
reference genes. GeNorm recommended the use of four reference genes. Both 
geNorm and Normfinder identified the genes GAPDH, RPS18, actin and RPL13a as 
the most stable ones, only differing in their ranking order. BestKeeper identified 
RPS18 as being the reference gene with the least overall variation, but also actin and 
GAPDH were found second and third most stable expressed gene. By a combination 
of three software programs the genes actin, RPS18 and GAPDH were found suitable 
reference genes in the honey bee head in the context of bacterial infection. 
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2 INTRODUCTION 
At present, the most sensitive and accurate method to determine small 
deviations in mRNA expression levels of a single gene is quantitative real-time PCR. 
Normalization of real-time PCR data is critical for a reliable mRNA quantification. The 
most common way to perform normalization is to relate the mRNA level of the gene 
of interest to the mRNA of a reference gene whose expression level is considered 
stable, regardless of cell type and across various experimental conditions (Thellin et 
al., 1999).  
For Hymenoptera, and more particularly for the honey bee, most gene 
expression studies using quantitative real-time PCR incorporate only one reference 
gene as an internal control with the reference gene of choice being actin (Zufelato et 
al., 2004; Chen et al., 2005; Lourenco et al., 2005), RPS5 (Wheeler et al., 2006), 
eukaryotic initiation factor S8 (EIF-S8; Hunt et al., 2007) and 28S rRNA (Judice et al., 
2006). However, this is not restricted to bee research alone. Suzuki et al. (2000) 
described that in 1999 over 90% of the RNA transcription analyses published in high 
impact journals used only one reference gene. Vandesompele et al. (2002) 
demonstrated that errors in expression data up to 20-fold can be generated by the 
use of only a single reference gene. According to Thellin et al. (1999) and 
Vandesompele et al. (2002), at least two or three reference genes should be used for 
accurate normalization. Moreover, as several studies showed that reference genes 
used for the quantification of mRNA expression can vary with experimental set-up 
and/or cell type (Thellin et al., 1999; Stürzenbaum & Kille 2001), at least each 
candidate reference gene should be validated before use, to make sure it is stably 
expressed in a particularly tissue under the given experimental manipulation.  
Statistical algorithms such as geNorm (Vandesompele et al., 2002), Normfinder 
(Andersen et al., 2004) and BestKeeper (Pfaffl et al., 2004) have been developed to 
assess the appropriateness of reference genes. To our knowledge, there are no 
scientific reports comparing the use of these three freely available Excel-based tools 
for evaluation of the stability of reference genes in the context of expression studies 
in Hymenoptera.  
GeNorm, a Visual Basic Application for Microsoft Excel, determines the 
expression stability of candidate reference genes by assigning each gene a gene-
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stability measure M. This measure is based on the principle that the expression ratio 
of two ‘ideal’ reference genes should be identical in all samples, regardless of 
experimental set-up or cell-type. A value for M is assigned by pair-wise variation for 
each combination of candidate reference genes. The gene with the highest M-value 
(i.e. least stable) gets eliminated until the two most stable expressed genes remain. 
Candidate reference genes are ranked according to the average M-value, an optimal 
number of reference genes is determined and a normalization factor (N.F.) can be 
derived based on geometric averaging of the expression level (relative quantities) of 
the most stable reference genes.  
Normfinder is another Visual Basic Application, which also assigns a stability 
value to each candidate reference gene. This value ranks the genes using a model 
based-approach (mixed linear effect modelling). Instead of analyzing the expression 
of the whole data set (geNorm), this program focuses on the inter- and intra-group 
expression variations.  
The Excel-based tool BestKeeper analyzes variability in expression of 
candidate reference genes by calculation of cycle threshold (Ct) data variation 
(standard deviation and coefficient of variation). Next, the software performs 
comparative analysis based on numerous pair-wise correlations of all candidate 
reference genes against each other. The relation between BestKeeper index and the 
contributing reference genes is further defined by pair-wise correlation analysis. 
The aim of this work is to address an important and often neglected aspect of 
gene expression studies in the honey bee as well as in other insects: the validation of 
appropriate reference genes with stable expression levels between sample groups. 
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3 MATERIALS AND METHODS 
3.1 BACTERIAL CHALLENGE AND SAMPLE COLLECTION 
Newly emerged (up to one day old) Carniolan honeybee workers (Apis mellifera 
carnica) were collected from hives of the experimental apiary in Ghent. A set of 50 
worker bees were pricked in the abdomen (between second and third tergite) with a 
sterile needle dipped in a fresh bacterial suspension of viable Escherichia coli NCTC 
9001 as described earlier (see chapter 3). A control group of 50 worker bees was 
pricked in the same way with a sterile needle dipped in a physiological solution (see 
chapter 3). After pricking, the two groups were put in laboratory cages and incubated 
at 34°C and 70% RH, with ad libitum water and sugar water. 
Eight hours after bacterial challenge, animals were anesthetized by chilling. In 
both groups the whole head of each worker was separated from the body by cutting 
precisely at the end of the thoracal tagmatum using a pair of scissors. Each whole 
head was stored separately in 250 µl RNAlater solution (Ambion) at -20°C.  
3.2 RNA EXTRACTION AND cDNA SYNTHESIS 
Total RNA was isolated from each whole head using the RNeasy Mini kit 
(Qiagen) according to the protocol for isolation of total RNA from animal tissue 
provided by the manufacturer. For genomic DNA removal, an on-column DNase 
digestion with the RNase-free DNase set (Qiagen) was carried out according to the 
manufacturer’s instructions. RNA was eluted using 40 µl RNase-free water and 
stored at -80°C. A minus RT control with primers for actin (Cunha et al., 2005) was 
performed to check for successful removal of all contaminating DNA. 
First-strand cDNA was synthesized from 5 µl total RNA (10 ng-5 µg) using the 
RevertAid H Minus First Strand cDNA synthesis kit (Fermentas) following the 
manufacturer’s instructions. The kit’s reverse transcriptase is a genetically 
engineered version of the Moloney Murine Leukemia Virus reverse transcriptase and 
is used for first strand cDNA synthesis at the 3’-end of poly(A)+ mRNA’s using the 
oligo(dT)18 primer. The cDNA of the honey bee head was diluted 5 times with Tris-
HCl (pH 8, 10 mM). 
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3.3 REFERENCE GENE SELECTION AND PRIMER DESIGN 
Eleven reference genes were selected (see Table 5.1). Primers for actin were 
used from Cunha et al. (2005). Based on already described mammalian and insect 
reference genes in literature, the NCBI [http://www.ncbi.nlm.nih.gov] and Glean3 
databases (Honeybee Genome Sequencing Consortium 2006) were used to search 
for available honey bee sequences for the other ten reference genes: αTUB (Vontas 
et al., 2000), RPS18 (Donnell & Strand, 2006), GST1 (Justice et al., 2003), RP49 
(Iovchev et al., 2006), UBQ (Mittapalli et al., 2006), RPL13a, GAPDH, HMBS, SDHA 
and TBP (Vandesompele et al., 2002). Except for RP49 and GST1, the honey bee 
sequences were based on in silico predictions and not yet experimentally confirmed 
(see Table 5.2). 
 
Table 5.1 Information of the primers used for real-time PCR 
Gene Genbank accession nr. Primer sequence (5'→3') 
Amplicon 
length (bp) Ta
a (°C) % Idb Ec (%) R2 d 
actin AB023025 TGCCAACACTGTCCTTTCTG 
AGAATTGACCCACCAATCCA 
155 61 99 105,7 0,996 
αTUB XM_396338 AGCATTCAGATTGCGCTTTT 
GCAACGACGCTGTTATTGAA 
141 61 99 105,0 0,997 
GST1 AY620822 AATTTGATGAACGGGGAACA 
GTATTGGTCCGCCAAGTACG 
135 61 98 n.d. n.d. 
GAPDH XM_393605 GATGCACCCATGTTTGTTTG 
TTTGCAGAAGGTGCATCAAC 
203 61 100 75,0 0,991 
HMBS XM_624258 TGGATCTCGAAAAAGCGAGT 
AAATCAACACGGCCACTTTC 
207 61 97 64,6 0,993 
RP49 NM_001011587 TGTGCTGAAATTGCTCATGG 
CGTAACCTTGCACTGGCATA 
104 54 97 n.d. n.d. 
RPL13a XM_623810 TGGCCATTTACTTGGTCGTT 
GAGCACGGAAATGAAATGGT 
191 61 98 96,5 0,990 
RPS18 XM_625101 GATTCCCGATTGGTTTTTGA 
CCCAATAATGACGCAAACCT 
149 61 97 102,9 0,998 
SDHA XM_623062 AGCAGGATTACGTGCAGCTT 
ACCCAAGGCAGCATTGATAC 
124 61 96 144,4 0,988 
UBQ XM_393173 GGAGGTTGAAGCATCCGATA 
TGACGAAAATTTGCATTCCA 
200 61 97 100,4 0,997 
TBP XM_623085 TTGGCAGCAAGAAAGTATGC 
TCACATCACAGCTGCCTACC 
100 56 100 n.d. n.d. 
 
a Optimal annealing or elongation temperature in the PCR program for a specific primer. 
b Percentage sequence identity between the amplicon and the corresponding reference sequence from Genbank. 
c Measure of the real-time PCR reaction efficiency (calculated by the standard curve method). 
d Reproducibility of the real-time PCR reaction. 
n.d. = no data; gene was excluded from the study. 
 136 Chapter 5
 
We designed primers in sequences coding for conserved protein domains using 
Primer3 software [http://frodo.wi.mit.edu/cgi-bin/primer3/primer3_www.cgi], taking 
into account the possible secondary structures of the amplicon (Mfold software) 
[http://www.bioinfo.rpi.edu/applications/mfold/cgi-bin/dna-form1.cgi].  
Primer conditions were optimized by determining the optimal annealing 
temperature (Ta) and primer concentration (3.125 µM). Primer and amplicon 
information are listed in Table 5.1. Amplicons were sequenced for verification using a 
Perkin Elmer Applied Biosystems 3130XL automated DNA sequencer with 50 cm 
capillaries filled with POP-7 polymer. PCR product was treated with shrimp alkaline 
phosphatase (1 U/µl, Amersham Biosciences - GE Heathcare) and exonuclease I (20 
U/µl, Epicentre Technologies) for 15 minutes at 37°C, followed by 15 minutes at 80°C 
to inactivate the enzymes. This material was then used for cycle sequencing without 
any further purification, using the ABI Prism BigDye V 3.1 Terminator Cycle 
Sequencing kit. 
 
Table 5.2 Function of the gene products of the selected reference genes 
Symbol Full gene name Function 
actin actin cytoskeletal structural protein 
αTUB similar to tubulin alpha-1 chain predicted: cytoskeletal structural protein 
GST1 glutathione-S-transferase 1  antioxidative enzyme 
GAPDH similar to glyceraldehyde 3 phosphate 
dehydrogenase 1 [CG12055-PA] 
predicted: oxidoreductase in glycolysis and 
gluoneogenesis 
HMBS similar to porphobilinogen deaminase 
(hydroxymethylbilane synthase) (Pre-
uroporphyrinogen synthase) 
predicted: heme synthesis, porphyrin metabolism 
RP49 ribosomal protein 49 component of the 60S ribosomal subunit 
RPL13a similar to ribosomal protein L13A  
[CG1475-PB] 
predicted:component of the 60S ribosomal subunit 
RPS18 similar to ribosomal protein S18  
[CG8900-PA] 
predicted: component of the 40S ribosome 
SDHA similar to succinate dehydrogenase complex, 
subunit A, flavoprotein (Fp) 
predicted:electron transporter in the TCA cycle and 
respiratory chain 
UBQ similar to UBiQuitin family member (ubq-1) predicted: proteolysis 
TBP similar to TATA-box-binding protein predicted: general RNA polymerase II transcription 
factor 
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3.4 QUANTITATIVE REAL-TIME PCR 
All quantitative real-time PCR reactions were performed on the iCycler iQ Real-
Time PCR detection system (Bio-Rad). Each 15 µl reaction consisted of 7.5 µl 
Platinum SYBR Green qPCR SuperMix UDG (uracil-N-glycosylase; Invitrogen) 
spiked with 0.15 pmole fluorescein calibration dye (Bio-Rad), 2.5 µl diluted cDNA, 
125 nM of forward and reverse primer and 3.8 µl water (Molecular Biology Grade, 
Eppendorf). The PCR program consisted of an initial 2 minute UDG incubation step 
at 50°C, followed by a 2 minute denaturation at 95°C. Next, 45 cycles consisting of 
20 seconds of denaturation at 95°C and 40 seconds of annealing at the optimal 
annealing temperature during which fluorescence was measured. This was followed 
by the measurement of fluorescence during a melting curve in which the temperature 
raised from 70 to 95°C in sequential steps of 0.5°C for 10 seconds. This insured the 
detection of one gene-specific peak and the absence of primer dimer peaks. Three 
negative controls and a 5-fold dilution series of pooled cDNA were included in each 
run. This pooled sample consisted of cDNA from heads from both groups (bacteria-
challenged / control). The 5-fold dilution series were used to construct a relative 
standard curve to determine the PCR efficiency. PCR efficiencies were used to 
convert cycle threshold values (Ct-values; the fractional PCR cycle at which the 
fluorescent signal significantly rises above the background signal) into raw data 
(relative quantities). Each reaction was run in duplicate, whereby three negative 
controls were included. 
3.5 DETERMINATION OF REFERENCE GENE EXPRESSION STABILITY 
To determine the expression stability of the selected reference genes in a 
honey bee head, we measured the mRNA expression of the reference genes in 10 
separate randomly selected heads of the bacteria-challenged group (biological 
replicates) and in 10 separate randomly selected heads of the control group 
(biological replicates). Each individual head reaction was run in duplicate (technical 
replicates). This means that for each reference gene 48 real-time PCR reactions 
were performed, including three negative controls and a 5-fold dilution series with 5 
measuring points. Next, in order to compare the transcription level of the selected 
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genes across different samples and experimental manipulation, the average Ct-value 
of each duplicate reaction was converted to raw data for subsequent analysis with 
the geNorm (Vandesompele et al., 2002) and Normfinder (Andersen et al., 2004) 
program. The average Ct-value of each duplicate reaction was also used (without 
conversion) to analyze the candidate reference genes with the BestKeeper tool 
(Pfaffl et al., 2004). 
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4 RESULTS 
4.1 TRANSCRIPTION PROFILING OF CANDIDATE GENES 
Initial screening of eleven potential reference genes by reverse transcriptase-
PCR showed that all the genes were expressed in the honey bee head, visualized by 
a single amplicon with expected size on a 2% agarose gel. All these amplicons were 
sequenced for verification and all displayed identity >96% with the described 
sequences on which primer design was based (see Table 5.1). Due to the formation 
of primer-dimers (for RP49, GST1 and TBP) and a weak single amplicon (RP49 and 
TBP), these three genes were excluded from the study. Primer dimer formation and 
unspecific amplification can falsely increase gene expression levels and must be 
avoided, especially when performing real-time PCR using SYBR green intercalating 
dyes. Gene specific amplification of the other eight genes in the head was confirmed 
by a single peak in real-time melt-curve analysis. A standard curve was generated for 
each gene in the head by using the 5-fold serial dilutions of pooled cDNA, generated 
form infected and non-infected bee heads. The correlation coefficient (R2) and PCR 
efficiency (E) characterizing each standard curve are given in Table 5.1. PCR 
efficiencies of the amplification of the eight genes in the honey bee head displayed 
for most genes very good PCR efficiencies (varying from 64.6% to 144.4% of which 
five varied between 96.5% and 105.7%). Due to unacceptable PCR efficiencies the 
genes HMBS (64.6%) and SDHA (144.4%) were also excluded from the study.  
4.2 GENORM ANALYSIS 
The ranking of the six candidate reference genes in whole head according to 
their average expression stability (M value) is shown in Fig. 5.1. From the most stable 
(lowest M-value) to the least stable (highest M value): GAPDH/RPS18 – actin – 
RPL13a – αTUB – UBQ. All six genes reach high expression stability with low M-
values, below the default limit of M = 1.5 (Table 5.3). GeNorm analysis revealed that 
the pair-wise variation value V5/6 is higher than V4/5 (Fig. 5.2). Increasing variation 
in this ratio corresponds to decreasing expression stability, due to the inclusion of a 
relatively unstable fifth gene. So four genes (GAPDH, RPS18, actin and RPL13a) are 
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necessary for accurate normalization, including a fifth reference gene has no 
significant effect on the normalization factor. 
 
 
Fig. 5.1 Gene expression stability of the candidate reference genes analyzed by the geNorm software. 
Average expression stability values (M) of the six remaining reference genes plotted from least stable 
(left) to most stable (right) 
 
 
Fig. 5.2 Gene expression stability of the candidate reference genes analyzed by the geNorm software. 
Pair-wise variation analysis between the normalization factors NFn and NFn+1, to determine the 
optimal number of reference genes for normalization. The value V5/6 is higher than V4/5; this is due to 
the inclusion of a relative unstable fifth gene. Increasing variation in this ratio corresponds to 
decreasing expression stability 
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4.3 NORMFINDER ANALYSIS 
The four most stable expressed reference genes are identical to the ones 
previously determined using geNorm but the ranking order is different (Table 5.4). 
From most stable (lowest stability value) to least stable (highest stability value): actin 
– RPL13a – GAPDH – RPS18 – αTUB – UBQ. The ranking of the two least stable 
expressed genes is identical between geNorm and Normfinder. 
 
Table 5.3 Candidate reference genes for normalization ranked according to their expression stability 
(calculated as the average M Value after stepwise exclusion of the worst scoring gene) by geNorm 
Ranking order Gene Average M value 
1 / 2  GAPDH / RPS18 0,522 
3 actin 0,716 
4 RPL13a 0,839 
5 αTUB 0,897 
6 UBQ 1.079 
 
Table 5.4 Candidate reference genes for normalization listed according to their expression stability 
calculated by NormFinder 
Ranking order Gene Average M value 
1 actin 0,138 
2 RPL13a 0,468 
3 GAPDH 0,483 
4 RPS18 0,505 
5 αTUB 0,564 
6 UBQ 0,891 
4.4 BESTKEEPER ANALYSIS 
Gene expression variation was calculated for all six candidate reference genes 
based on Ct-values and displayed as the standard deviation (S.D.) and coefficient of 
variance (C.V.). BestKeeper highlighted RPS18 as the reference gene with the least 
overall variation from the list of six candidate genes (Table 5.5), with an S.D. of 0.72, 
which represents an acceptable 1.71-fold change in expression. The variation in 
expression of the other candidate reference genes was greater than two-fold (S.D. 
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greater than 1.0). From most stable (lowest S.D.) to least stable (highest S.D.): 
RPS18 – actin – GAPDH – αTUB – UBC – RPL13a. Next, the pair-wise correlation 
between genes and the correlation between each gene and the BestKeeper index 
were calculated. The best correlation between BestKeeper index and candidate 
reference gene (Table 5.6) was obtained for actin (r = 0.976) and RPL13a (r = 
0.967), which were also ranked as the two most stable expressed reference genes 
using Normfinder. 
 
Table 5.5 BestKeeper descriptive statistical analysis for reference genes based on cycle threshold (Ct) 
values 
  actin RPS18 GAPDH αTUB RPL13a UBC B.I.  B.I.a B.I.b B.I.c 
  Data for 6 candidate reference genes   4 genes 
3 
genes 
2 
genes
n 20 20 20 20 20 20 20 20 20 20 
G.M. [Ct] 16,54 14,34 15,06 20,15 18,16 19,28 17,12 16,34 15,29 15,40
A.M. [Ct] 16,60 14,36 15,13 20,22 18,26 19,37 17,18 16,39 15,33 15,44
Min [Ct] 15,05 12,85 13,40 18,35 15,60 16,65 15,65 15,12 14,14 14,09
Max [Ct] 20,10 16,00 18,65 24,95 22,40 22,90 20,41 19,67 18,17 17,93
S.D. [± Ct] 1,21 0,72 1,23 1,51 1,67 1,61 1,23 1,07 1,01 0,91 
C.V. [% Ct] 7,29 5,00 8,14 7,48 9,17 8,31 7,17 6,54 6,59 5,93 
Min [x-fold] -2,82 -2,80 -3,17 -3,47 -5,89 -6,26 2,72 2,31 2,17 2,51 
Max [x-fold] 11,76 3,17 12,00 27,93 18,91 12,53 9,29 9,64 7,02 5,91 
S.D. [± x-fold] 2,31 1,65 2,35 2,85 3,19 3,05 2,31 2,08 1,98 1,90 
ranking 2 1 3 4 6 5         
 
a, b, c BestKeeper index computed together with the same descriptive parameters for respectively 4 genes (RPS18, 
actin, GAPDH and αTUB), three genes (RPS18, actin and GAPDH) and two genes (RPS18 and actin). 
 
Abbreviations: n = number of samples; G.M. [Ct] = geometric mean of Ct; A.M. [Ct] = arithmetic mean of Ct; Min 
[Ct] and Max [Ct] = extreme values of Ct; S.D. [± Ct] = standard deviation of the Ct; C.V. [%Ct] = coefficient of 
variance expressed as a percentage on the Ct level; Min [x-fold] and Max [x-fold] = extreme values of 
expression levels expressed as absolute x-fold over or under coefficient; S.D. [± x-fold] = standard deviation of 
the absolute regulation coefficients; B.I. = BestKeeper index 
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Table 5.6 Repeated pair-wise correlation analysis of candidate reference genes. Genes are pair-wise 
correlated one with another and then with the BestKeeper index 
vs. actin RPS18 GAPDH αTUB RPL13 UBC 
RPS18 0,874 / / / / / 
p-value 0,001 / / / / / 
GAPDH 0,952 0,825 / / / / 
p-value 0,001 0,001 / / / / 
αTUB 0,957 0,849 0,925 / / / 
p-value 0,001 0,001 0,001 / / / 
RPL13 0,945 0,923 0,922 0,930 / / 
p-value 0,001 0,001 0,001 0,001 / / 
UBC 0,725 0,703 0,711 0,699 0,693 / 
p-value 0,001 0,001 0,001 0,001 0,001 / 
B.I. (6 genes) vs.       
coeff. of corr. [r] 0,976 0,916 0,957 0,960 0,967 0,814 
p-value 0,001 0,001 0,001 0,001 0,001 0,001 
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5 DISCUSSION 
Normalization of gene expression is used to correct sample-to-sample variation 
in order to identify real gene-specific variation. Normalization of mRNA levels to cell 
number is not possible when using whole tissue samples like the head 
(Vandesompele et al., 2002). Therefore, real-time PCR data are usually normalized 
against a control gene. Traditionally, genes thought to have stable expression in the 
honey bee such as actin and 28S rRNA, have been employed. Due to increased 
sensitivity and dynamic range of real-time PCR over traditional quantitation 
techniques, the expression of several so called housekeeping genes has been 
shown to vary with treatment, biological process and/or tissue or cell type. 
Given the described disadvantages, a new method of employing multiple 
reference genes has emerged which determines the expression stability of different 
reference genes in samples of interest. Three freely available software programs 
(geNorm, Normfinder and BestKeeper) were used to evaluate the expression stability 
of candidate reference genes. The present study demonstrates that these tools 
permits to set-up a validation procedure with a broad range of candidate reference 
genes consisting of known honey bee reference genes (such as actin), next to the 
homologues of reference genes from closely (wasp: RPS18) and distantly related 
(human: GAPDH and RPL13a) animal species. Although only actin was incorporated 
in this study as known honey bee reference gene, it is obvious that other known 
reference genes can be included and re-evaluated in further studies. With the 
genome sequence of the honey bee available it seems possible to implement in such 
screening protocol genes of the honey bee from which functional information is still 
lacking. In this way the scoop of candidate honey bee reference genes for further 
experiments is broaden significantly.  
The elimination of the genes GST1, TBP, RP49, SDHA and HMBS from this 
analysis due to primer dimer or efficiency problems does not implicate that these 
genes are unsuitable as reference gene. Primer dimer formation is due to sequence 
complementarity of the forward and reverse primers of a given gene and can be 
solved by designing a new primer set. Low efficiency can be related to the tissue 
examined or the experimental set-up, but does not necessarily mean that the same 
primer set is unsuitable to normalize data sets from another physiological study. 
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This study only tested the suitability and problems in reference gene selection in 
conjunction with the DNA binding dye SYBR Green. This fluorescent dye binds in the 
minor groove of double-stranded DNA in a sequence-independent way. Another 
fluorescent method allows specific sequence detection because of the use of 
fluorescently sequence-specific hybridization probes. Several types of probes 
(TaqMan, Molecular Beacons, LightCycler and Amplifluor) can be used. Some of the 
SYBR Green-related problems (formation of primer dimers; formation of secondary 
structures in the PCR product; primer concentration, which can be limiting) are not as 
important when using these sequence-specific probes. However, unwanted products 
can be formed but remain undetected, which may alter the amplification efficiency of 
the specific product. When using SYBR Green, non-specific products can be 
detected as separate distinct melting peaks in a melting curve analysis. Both 
detection formats (SYBR Green and hybridization probes) are potentially rapid and 
sensitive. Therefore we preferred the use of the more economical SYBR Green. 
The six candidate reference genes used for the data analysis display a 
relatively wide range of expression level (see Fig. 5.3), from the lowest mean Ct-
value (14.36) in RPS18 to the highest (20.22) in αTUB. 
 
 
Fig. 5.3 Expression levels of candidate reference genes. Values are given as cycle threshold (Ct) 
values. Boxes represent mean Ct-values and whiskers the range of Ct-values in 20 samples 
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The six genes were used to compare three different programs (geNorm, 
Normfinder and BestKeeper). The results from geNorm and Normfinder can be easily 
compared because they both use raw data (relative quantities) as input data. Both 
programs identified the same four reference genes (see Table 5.3 and 5.4) as most 
stable expressed, only differing in their ranking order. However, only geNorm 
provides information about the optimal number of genes in a given experiment, 
whereas Normfinder gives additional information about the inter- and intra-group 
expression variations. BestKeeper, on the other hand, uses Ct-values as input data. 
This perhaps explains the slightly different output when compared to geNorm and 
Normfinder. According to BestKeeper only the gene RPS18 can be considered as 
displaying consistent expression (S.D. < ± 1 Ct). The computed BestKeeper index 
(B.I.) for the three most stable genes RPS18, actin and GAPDH is acceptable with 
S.D. = 1.01 (Table 5.5), implicating that they can be used for normalization. A 
comparative evaluation of the six candidate reference genes by pair-wise correlation 
revealed strong correlations (0.916 < r < 0.976 between five of the six candidate 
genes (Table 5.6). BestKeeper ranked RPL13a as least stable expressed gene, but 
correlation between BestKeeper index and candidate reference gene (Table 5.6) 
displayed the second best value for RPL13a (r = 0.967). Over the three programs 
actin, RPS18 and GAPDH can be considered as best reference genes. Firstly, 
because they were found all three as most stable reference gene by each program. 
In addition, these three reference genes show the highest expression in the honey 
bee head (mean Ct-value below 19) of the six candidate genes (see Fig. 5.3).  
RTPrimerDB primer & probe database is a public database for primer and probe 
sequences used in real-time PCR assays created by Vandesompele and colleagues 
(Pattyn et al., 2003; http://medgen.ugent.be/rtprimerdb). Submitting primers for 
evaluated reference genes can prevent time-consuming primer design and 
experimental optimalization and introduces a certain level of uniformity and 
standardization among different laboratories. The primers for GAPDH, RPS18, actin 
and RPL13a, the four best suitable reference genes according to geNorm 
(Vandesompele et al., 2002) have been submitted to the RTPrimerDB. Only five 
other primer sets from insect origin (Drosophila melanogaster) were already present 
in RTPrimerDB. 
In conclusion, this is the first profound study on the evaluation of selected 
reference genes in the honey bee. Caution should be taken with the use of a single 
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reference gene, of which is ‘believed’ that it has a stable expression in a particularly 
experimental set-up. By a combination of three software programs for data analysis, 
this study showed that the genes actin, RPS18 and GAPDH are the most stable 
expressed reference genes in the honey bee head in the context of bacterial infection 
with E. coli. We would like to emphasize that the reference genes selected should 
only be used in the same biological context and tissue. Every other use should be re-
evaluated. 
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1 ABSTRACT 
Bidirectional interactions between the immune and nervous systems are well 
established in vertebrates. Insects show similar neuro-immune-behavioral 
interactions to those seen in vertebrates. Using quantitative real-time PCR, we 
present evidence that gene expression in the honey bee head is influenced by 
activation of the immune system eight hours after a bacterial challenge with 
Escherichia coli. Seven genes were selected for quantitative analysis in order to 
cover both typical functions of the head such as exocrine secretion (mrjp3 and mrjp4) 
and olfactory processes (obp17) as well as more general processes such as 
structural functions (mlc2 and paramyosin), stress response (ERp60) and energy 
housekeeping (enolase). In this way we show at the molecular level that the immune 
system functions as a sensory organ in insects - as it does in vertebrates - which 
signals to the head that a bacterial infection is present, and leads to regulation of 
expression of several genes in the head by a yet unidentified mechanism. 
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2 INTRODUCTION 
Bidirectional communication between the nervous system and the immune 
system has extensively been demonstrated in vertebrates (Ader et al., 1995; Maier & 
Watkins, 1999; Maier, 2003; Wrona, 2006). Upon microbial challenge, the immune 
system signals the central nervous system. Immune cells have been shown to 
synthesize and release compounds that can directly and/or indirectly produce 
changes in neuronal activity (Maier, 2003; Dantzer, 2004), which can result in 
coordinated changes in behavior in some cases. In turn, the nervous system can 
alter immune function either directly or indirectly via the endocrine system. Both 
nervous and endocrine system can synthesize and release factors that can bind to 
receptors found on immune cells (Schedlowski & Benschop, 1999; Weihe et al., 
1999). Thus the immune system and the nervous system are involved in functionally 
relevant cross-talk, with homeostasis being the main function whereby the immune 
system functions as a sensory organ and signals to the central nervous system, and 
whereby the nervous system monitors immune status and actively respond to 
microbial challenge (Ziemssen & Kern, 2007). 
Interactions between the nervous system and the immune system are not 
unique to vertebrates. It has been shown that insects show similar neuro-immune-
behavioral interactions to those seen in vertebrates. Activation of an immune 
response can result in illness-induced anorexia, behavioral fever, changes in 
reproductive behavior and decrease in learning ability in a range of insect species 
(Adamo, 2006).  
However, the molecular and physiological understanding of bidirectional 
neuro-immune interactions in insects is far behind on the understanding in 
vertebrates. Further insights in these interactions in insects are interesting because 
they have a less complicated, and hence easier to functionally dissect, system than 
vertebrates. Insects have a smaller central nervous system and their immune system 
lacks many of the complicating features of vertebrate immunity, such as the ability to 
produce antibodies (Gillespie et al., 1997). In this context, the released genomic 
sequence of the honey bee (Honeybee Genome Sequencing Consortium, 2006) 
offers several possibilities to further explore the neuro-immune connections. Also, 
evidence for neuro-immune-behavioral interactions has already been presented in 
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the honey bee. Mallon and colleagues (2003) reported the reduced ability in 
associative learning of non-infected honey bees whose immune system was 
challenged by the non-pathogenic immunogenic lipopolysaccharide (LPS). The same 
group extended these findings in another hymenopter. LPS-challenge of protein 
starved bumble bees displayed impairment in odor/caloric-reward associative 
learning (Riddell & Mallon, 2006). Evidence was also presented for increased food 
consumption after an immune response in the bumble bee (Tyler et al., 2006). In a 
proteomic study, we presented molecular evidence that activation of the immune 
system by bacterial challenge down-regulates the expression of proteins in the honey 
bee head possibly involved in exocrine secretion, learning and memory formation, 
odor sensing and visual functioning. Bacterial challenge also influences the 
expression of other proteins in the head such as structural proteins, proteins involved 
in signal transduction, energy housekeeping and stress response (Scharlaken et al., 
2007).  
Using quantitative real-time PCR in this study, we present evidence that 
expression of several genes in the honey bee head is influenced by activation of the 
immune system eight hours after a bacterial challenge with Escherichia coli. We 
studied the genes mrjp3 and mrjp 4, implicated in exocrine secretion from the 
hypopharyngeal glands, and obp17, implicated in olfactory processes, both typical 
functions of the head. We also studied genes of which the products are involved in 
more general processes in the head such as ERp60, implicated in the stress 
response, mlc2 and paramyosin, both implicated in structural functions, and enolase, 
implicated in energy housekeeping. For all these genes, a differential protein 
expression in the honey bee head was already demonstrated after bacterial 
challenge in an earlier proteomic study (Scharlaken et al., 2007). In this way we show 
that the immune system is able to signal to the head that a bacterial infection is 
present, which leads to regulation of expression of several genes in the head by a yet 
unidentified mechanism. This transcriptomic study is important because it gives 
information on whether the regulation of the affected genes is on the transcriptional 
or rather at the post-transcriptional level, information that was not available in our 
earlier proteomic study. 
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3 MATERIALS AND METHODS 
3.1 BACTERIAL CHALLENGE AND SAMPLE COLLECTION 
Newly emerged (up to one day old) Carniolan honey bee workers (Apis 
mellifera carnica) were collected from hives of the experimental apiary in Ghent. A 
group of 100 newly emerged worker bees was taken from the same colony. A set of 
50 worker bees was chosen ad random and was pricked in the abdomen (between 
second and third tergite) with a sterile needle dipped in a bacterial suspension of 
Escherichia coli NCTC 9001 (three fresh colonies, overnight grown on nutrient-agar 
plate, suspended in 500 µl sterile physiological solution containing 15 mM NaCl, 75 
mM KCl, 3 mM CaCl2, 10 mM MgCl2, 55.5 mM glucose, 15 mM sucrose and 55.5 mM 
fructose). A control group, containing the same number (50) of worker bees, was 
pricked in the same way but with a sterile needle dipped in the described 
physiological solution. After pricking, each group was put in an identical laboratory 
cage and incubated in the same incubator at 34°C and 70 % RH. Both groups 
received the same amount of water and sugar water in identical sterile glass 
reservoirs. 
Eight hours after bacterial challenge, animals were anesthetized by chilling. In 
both groups the whole head of each worker was separated from the body by cutting 
precisely at the end of the thoracal tagmatum using a pair of scissors. Each whole 
head was stored separately in 250 µl RNAlater solution (Ambion) at -20°C and used 
for total RNA isolation. 
3.2 RNA ISOLATION AND cDNA SYNTHESIS 
Total RNA was isolated using the RNeasy Mini kit (Qiagen) followed by on-
column DNase digestion with the RNase-free DNase set (Qiagen) according to the 
manufacturer’s instructions. RNA was eluted using 40 µl RNase-free water and 
stored at -80°C. After a minus reverse transcription (RT) control PCR with primers for 
actin [16], to verify for successful removal of all contaminating DNA, first-strand cDNA 
was synthesized from 5 µl total RNA using the RevertAid H Minus First Strand cDNA 
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synthesis kit (Fermentas) following the manufacturer’s instructions. The cDNA of the 
honey bee head was diluted 5 times with Tris-HCl (pH 8, 10 mM).  
3.3 GENE SELECTION AND PRIMER DESIGN 
Seven candidate genes were selected for quantitative analysis in order to 
cover both typical functions of the head (mrjp3, mrjp4 and obp17) as well as more 
general processes (ERp60, mlc2, paramyosin and enolase). In addition, the 
expression of the protein products of these genes has been shown to be differentially 
regulated in the honey bee head eight hours after bacterial challenge in an earlier 
proteomic study (Scharlaken et al., 2007). Primers were designed for these 7 genes 
using Primer3 (Rozen & Skaletsky, 2000), taking into account possible secondary 
structures of the amplicon (Mfold) (Zuker, 2003). Primer conditions were optimized by 
determining the optimal annealing temperature (Ta) and primer concentration, and 
amplicons were sequenced for verification using a Perkin Elmer Applied Biosystems 
3130XL automated DNA sequencer with 50 cm capillaries filled with POP-7 polymer 
(Amersham Biosciences). Table 6.1 summarizes the information on the primers, 
including the Genbank accession numbers of the corresponding genes. 
3.4 QUANTITATIVE REAL-TIME PCR 
All real-time quantitative PCR reactions were performed in a 15 µl reaction 
volume on the iCycler iQ Real-Time PCR detection system (Bio-Rad) using the 
Platinum SYBR Green qPCR SuperMix UDG (Invitrogen) spiked with fluorescein 
calibration dye (Bio-Rad) and 125 nM of each specific primer. The PCR program 
consisted of an initial 2 minute UDG incubation step at 50°C, followed by a 2 minute 
denaturation at 95°C. Next, 45 cycles consisting of 20 seconds of denaturation at 
95°C and 40 seconds of combined annealing/extension at the optimal annealing 
temperature during which fluorescence was measured. This was followed by the 
measurement of fluorescence during a melting curve in which the temperature raised 
from 70 to 95°C in sequential steps of 0.5°C for 10 seconds. This insured the 
detection of one gene-specific peak and the absence of primer dimer peaks. To 
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determine PCR efficiencies, relative standard curves were constructed using 5-fold 
dilution series of pooled cDNA (bacteria-challenged + control) included in each run.  
The mRNA level of each gene was measured in 10 separate randomly 
selected heads of the bacteria-challenged group (biological replicates) and in 10 
separate randomly selected heads of the control group (biological replicates). Each 
PCR reaction of a head was run in duplicate (technical replicates). Thus, 48 real-time 
PCR reactions were performed for each gene, including three no-template controls 
and a 5-fold dilution series with 5 measuring points.  
 
Table 6.1 Information of the primers used for real-time PCR 
Gene Genbank accession nr. Primer sequence (5'→3') 
Amplicon 
length (bp) Ta
a (°C) % Idb Ec (%)
mrjp3 NM_001011601 TAAACGCCACCACAGGAATG 
GGAAGTCAATCGATGGAAGG 
149 61 97 106 
mrjp4 NM_001011610 CGAAGATTGCTCTGGAATCG 
ATCGTGCGGTATCTCGACTTG 
175 61 97 99 
ERp60 XM_623279 ACTCTTGCTAAAGTTGATTGTACAG 
TAGATGCTGGACCAACTTGTG 
178 61 99 81 
mlc2 XM_393371 GCCGAATTTAAAGAGGCATTC 
TTCATCGTCATCCTGACCTG 
216 61 99 103 
paramyosin XM_393281 ACGAACGTCGTCTGACTGAG 
TTGTTCTTGTTCGCAACGTC 
196 61 98 97 
enolase XM_625053 GGTGATGAAGGTGGTTTTGC 
GATGCAGCAACATCCATACC 
125 61 95 101 
obp17 NM_001040207 GGGCAAGATCAATATGGACGAC 
AGGTGAACATTCGGCAAG 
172 61 93 96 
actin AB023025 TGCCAACACTGTCCTTTCTG 
AGAATTGACCCACCAATCCA 
155 61 99 104 
GAPDH XM_393605 GATGCACCCATGTTTGTTTG 
TTTGCAGAAGGTGCATCAAC 
203 61 100 93 
RPL13a XM_623810 TGGCCATTTACTTGGTCGTT 
GAGCACGGAAATGAAATGGT 
191 61 98 90 
RPS18 XM_625101 GATTCCCGATTGGTTTTTGA 
CCCAATAATGACGCAAACCT 
149 61 97 88 
 
a Optimal annealing or elongation temperature in the PCR program for a specific primer. 
b Percentage homology of the sequenced amplicon with the corresponding reference sequence from Genbank. 
c Measure of the real-time PCR reaction efficiency (calculated by the standard curve method). 
 
Using the PCR base line subtracted analysis mode of the iCycler iQ 3.0 
software baseline and threshold values were first automatically determined for all 
reactions. Afterwards, threshold values have been manually set using the log RFU 
axis, to ensure comparability between data. Then all data have been reanalyzed. The 
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average cycle threshold (Ct) value of each duplicate reaction was converted to 
relative quantities using PCR efficiencies. 
3.5 NORMALIZATION OF REAL-TIME DATA 
The genes GAPDH, RPS18, actin and RPL13a, evaluated by geNorm 
(Vandesompele et al., 2002) and Normfinder (Andersen et al., 2004) software, are 
appropriate reference gene for the honey bee head in the context of bacterial 
challenge as described by Scharlaken and colleagues (in press). The geometric 
mean of the relative quantities of these four reference genes was used to calculate 
an accurate normalization factor. Each relative quantity was divided by the respective 
normalization factor to obtain a normalized value for each transcript. Primer 
information of the four reference genes is also listed in Table 6.1. 
3.6 STATISTICAL ANALYSIS 
Statistical significance was assessed by Mann-Whitney U-test when comparing 
normalized data from bacteria-challenged and control worker bees.  P values less 
than 0.05 corrected for multiple testing using the false discovery rate (FDR) method, 
devised by Benjamini and Hochberg (1995), were considered significant. Mann-
Whitney U test was performed using SPSS v 15.0 for Windows (SPSS, Inc.). 
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4 RESULTS 
The RNA expression levels of 7 genes were determined eight hours after 
bacterial challenge with E. coli in the head of the honey bee and compared to the 
RNA expression levels in the heads of control bees using real-time PCR. Gene-
specific amplification was confirmed for the 7 primer pairs by sequencing, by a single 
peak in melt-curve analysis and a single band with the expected size in agarose gel-
electrophoresis. No primer-dimer formation was detected and the standard curves 
derived from 5-fold serial dilutions of pooled cDNA from the head (bacteria-
challenged/control bees) gave correlation coefficients greater than 0.98 and 
efficiencies between 81% and 106%. The quantitative real-time data of both groups 
(bacteria-challenged and control bees) were normalized to the geometric mean of the 
four best reference genes as described in our previous study (Scharlaken et al., in 
press). 
 
 
Fig. 6.1 Real-time PCR analysis of genes in the head of the honey bee after pricking with a needle 
dipped in a physiological solution (control) and after pricking with a needle dipped in a bacterial 
suspension (bacteria-challenged). Asterisks (*) mark statistically significant differences (based on 
Mann Whitney U-test with P value < 0.05 corrected for multiple testing by false discovery rate) after 
bacterial challenge. Error bars represent standard deviations. 
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Using the Mann-Whitney U-test, four of the seven tested genes showed P 
values less than 0.05 in differential gene expression (mrjp3, ERp60, paramyosin and 
enolase; see Fig. 6.1). When P values were corrected for multiple testing by the false 
discovery rate (FDR) method (Benjamini & Hochberg, 1995), the same four genes 
displayed a statistical significant P value (see Table 6.2). The RNA levels of mrjp3 
and ERp60 were higher in the bacteria-challenged worker bees compared to the 
control bees. The same effect in the honey bee head was observed for obp17 after 
bacterial challenge but no significant P values could be obtained. On the other hand, 
enolase and paramyosin displayed lower transcript levels in the heads of bacteria-
challenged workers compared to the control bees. Lower transcript levels were also 
observed in the honey bee head for mrjp4 and mlc2 after bacterial challenge but 
again without obtaining significant P value. 
 
Table 6.2 Statistics of the differential expression of seven genes in the honey bee head eight hours 
after bacterial challenge 
Gene U valuea P valueb Rankc (i) FDR corrected P valued 
enolase 2 0.0008* 1 0.0071 
paramyosin 9 0.0020* 2 0.0143 
mrjp3 15 0.0080* 3 0.0214 
ERp60 20 0.0230* 4 0.0286 
obp17 28 0.0960 5 0.0357 
mlc2 32 0.1740 6 0.0429 
mrjp14 32 0.1740 7 0.0500 
 
a U value as determined by Mann-Whitney U test using SPSS v 15.0 for Windows. 
b Observed P value = P(I); asterisk (*) indicate statistical significance, this means P(I) < FDR corrected P value. 
c The rank sorts P values from smallest to largest. 
d False Discovery Rate (FDR) is the expected proportion of false discoveries among the discoveries. 
 
 
 162 Chapter 6
 
5 DISCUSSION 
There are few studies on immune-neural interactions in insects. Given the 
wealth of information on insect immune system and on nervous system, the 
combination of these two fields is important for those studying insects. In mammals, 
neural-immune bidirectional connections are important for the proper functioning of 
the immune system. Although immune-neural links may have an ancient evolutionary 
basis (Ottaviani & Franceschi, 1996; Stefano et al., 2002; Maier, 2003), their 
implications for behavior seem to vary across insect species. For example, activating 
the immune system resulted in a decline in feeding in the caterpillar, Manduca sexta 
(Adamo et al., 2007) while triggering the bumble bees immune system leads to 
increased food consumption (Tyler et al., 2006). These variabilities may limit the 
generalization of results but will provide new insights. Moreover, the better 
understanding of neural-immune interactions in insects may improve our ability to 
fully comprehend the proper functioning of insect immune systems. 
  In mollusks, some of the evidence for immune-neural interactions comes from 
studies examining how parasites and pathogens influence host behavior. Changes in 
host behavior after infection imply a change in neural function and therefore could 
indicate an underlying immune-neural connection. The difficulty with this line of 
evidence is that the change in behavior may be due to some mechanism correlated 
with infection as opposed to being caused by an immune-derived factor (Adamo 
2002; Adamo 2005). Studies which report (behavioral) changes using an artificial 
immune challenge (e.g. injection with LPS or pricking with a needle dipped in a 
bacterial suspension) on the other hand provide good evidence that immune-derived 
factors indeed can influence neural function.  
It is interesting to know that some compounds we found in the head, of which 
the expression is significantly changed after bacterial challenge, also show changes 
in expression in other body parts. For example, the protein expression of enolase 
(Levy et al., 2004; Vierstraete et al., 2004; Guedes et al., 2005) and paramyosin 
(Guedes et al., 2005) was also significantly changed in the hemolymph of immune-
challenged fruit flies, Drosophila melanogaster. This might point to a similar 
regulatory mechanism, for instance, by the NF-κB pathways (Toll and Imd) or the 
JAK/STAT pathway. Honey bees appear to have maintained each of the known 
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insect immune-related pathways (Evans et al., 2006). It is possible that these 
pathways also regulate the expression of other genes than the genes coding for 
immune effector proteins.  
Using Mann Whitney U-test with false discovery rate correction four genes 
(enolase, paramyosin, mrjp3 and ERp60) show statistical significant P values (see 
Table 2) in the differential gene expression after bacterial challenge. Although the 
remaining data are only suggestive of a pattern of up- or down-regulation in the 
honey bee head after bacterial challenge due to the lack of statistical confirmation, 
they are still valuable because the seven genes were already implicated by earlier 
differential proteomic work (Scharlaken et al., 2007). In addition the genes enolase, 
paramyosin and mrjp3 displayed strong up- or down regulation of protein expression 
in the earlier proteomic study in contrast to the other four tested genes which 
displayed moderate up-or down regulation. This suggests that it is rather difficult to 
obtain statistical significant data using quantitative real-time PCR when dealing with 
intermediate or small differences in expression. 
We presented evidence that activation of the immune system by bacterial 
challenge significantly down-regulates the expression of enolase and up-regulates 
the expression mrjp3 in the honey bee head eight hours after a bacterial challenge. 
In addition, the transcript levels after a bacterial challenge of the genes mrjp3 and 
enolase are in agreement with the protein expression (Scharlaken et al., 2007) and 
point to a regulation at the transcriptional level. Also the RNA levels of the genes 
mrjp4 and mlc2 seem to be in agreement with their protein expression levels but 
here, statistical evidence is lacking. For mrjp4 this is perhaps due to the lowest 
expression level of mRNA compared to all other mrjp mRNAs in the heads of worker 
bees (Klaudiny et al., 1994).  
Little is known about the mrjp genes or their protein products. They are 
secretory proteins with N-terminal hydrophobic regions common to eukaryotic signal 
peptides. MRJPs occur in the hypopharyngeal glands as the major component of the 
larval bee queen food, also known as royal jelly (RJ). At least one mrjp (mrjp1) is also 
expressed in the mushroom bodies of the honey bee brain, implicating this gene in 
behavior (Kucharski et al., 1998). Another MRJP (MRJP9) was found to be a new 
venom compound (Peiren et al., 2005). This suggests that MRJPs can be 
multifunctional, performing a nutritional role as a component of RJ as well as 
executing additional roles in various tissues including the brain. Schmitzova et al. 
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(1998) also do not exclude other roles for MRJP3 and MRJP4, especially because 
these two proteins contain lower overall content of essential amino acids. A 
characteristic feature of the MRJP3 protein is the presence of a region with a variable 
number of tandem repeats located at the C-terminus (Albert et al., 1999). It is 
possible that such repeats are implicated in protein-protein interactions, indicating a 
more complex regulatory function. The up-regulation of MRJP3 after bacterial 
challenge strongly suggests an additional role in the head after immune challenge. 
 Enolases have been characterized as highly conserved cytoplasmic glycolytic 
enzymes that catalyze the formation of phosphoenolpyruvate from 2-
phosphoglycerate, the second of the two high-energy intermediates that generate 
ATP in glycolysis. Our result about the down-regulation of enolase expression - and 
possible lower energy production in the head - is in agreement with the hypothesis 
made by Riddell and Mallon (2006) and Tyler and colleagues (2006). They showed 
that the immune system needs high energy resources while fighting the infection, 
with other systems being sacrificed in for its continuing efficiency. This hypothesis is 
supported by down-regulation of MRJP4 in a previous proteomic study (Scharlaken 
et al., 2007) where it is suggested that gland secretion is sacrificed for the energy 
production/conservation strategy.  
This study also shows that the differential transcript level in the head is in some 
cases not in agreement with protein expression eight hours after a bacterial 
challenge. The expression of the genes paramyosin (down-regulated), ERp60 and 
obp17 (up-regulated) also seems to be influenced by activation of the immune 
system but the transcript levels of these genes after bacterial challenge are opposite 
to their protein expression. Protein levels of ERp60 and OBP17 were significantly 
lower in bacteria-challenged worker bees whereas the ones of paramyosin were 
significantly higher (Scharlaken et al., 2007). Discrepancy between mRNA and 
protein abundance might be attributed to post-transcriptional regulatory mechanisms. 
It is well-recognized that cells regulate gene expression and protein abundance 
separately and that a single transcript does not usually translate into a single protein. 
Protein abundance depends not only on transcription rates of the gene but also on 
additional control mechanisms, such as mRNA stability, translational regulation and 
protein degradation (Waters et al., 2006). Preliminary analysis on literature on these 
negatively correlated genes showed that higher mRNA levels and lower protein 
levels (such as for ERp60 and obp17 in this study) after treatment were observed 
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when there was evidence for regulation of translation (Fuge et al., 1994), while higher 
protein and lower mRNA levels (such as for paramyosin in this study) were observed 
for genes in which the mRNA was stored in the nucleus and released once protein 
levels had reached some threshold limit (Lehmann et al., 2002). Incorporating 
knowledge of these discrepancies should facilitate the identification of those data for 
which the protein can be predicted from the transcriptome and those which should be 
treated with caution (Hack, 2004).  
The paramyosin gene codes for a structural protein. The change in expression 
of cytoskeletal-associating proteins such as myosin (MLC2) and paramyosin in the 
honey bee head after bacterial challenge suggests that cytoskeletal filaments 
undergo destabilization or stabilization, thus facilitating or inhibiting cytoskeletal 
rearrangements. These rearrangements could be associated with morphological 
changes (such as neurite regeneration and/or phagocytosis), cell migration and/or 
vesicular trafficking. In the nervous system of the medicinal leech a tropomyosin, a 
protein associated with and regulating the stability of actin microfilaments was 
significantly up- and down-regulated during a 24h time course after bacterial 
challenge. Also the intermediate filament gliarin, another cytoskeletal-associating 
protein was up-regulated in the leech nervous system after bacterial challenge. 
Intermediate filament compounds are considered as good markers of glial cell 
proliferation and the up-regulation of this protein could reflect a glial activation in 
response to immune challenge (Vergote et al., 2006). In the medicinal leech 
(Blackshaw et al., 2004) and in Lymnaea stagnalis (Perlson et al., 2004), it has been 
demonstrated that microfilaments and intermediate filaments are also involved in 
nerve regeneration. The observed down-regulation of majority of differentially 
expressed cytoskeletal-associated proteins, in an earlier proteomic study 
(Scharlaken et al., 2007) could suggest reduced regeneration of nerve tissue in the 
honey bee head in response to bacterial infection. In addition, recent studies have 
revealed that Ca2+-dependent signaling pathways are deployed for regulating 
cytoskeletal dynamics associated with neuronal migration, development, 
regeneration and plasticity of nervous tissue (Zheng & Poo, 2007). In the earlier 
proteomic study, all differentially expressed proteins with a Ca2+-binding domain were 
down-regulated (Scharlaken et al., 2007), this corroborates the reduced cytoskeletal 
dynamics associated with neuronal migration/regeneration/plasticity in nervous tissue 
in the honey bee head after bacterial challenge. 
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The honey bee Erp60 gene codes for a protein that shows similarity with a 
protein disulfide isomerase (PDI) family member but also with a 58 kDa glucose-
regulated protein. Little is known about ERp60 in insects. Drosophila ERp60 
polypeptides are similar to human PDI within almost all their domains (Koivunen et 
al., 1996). ERp6O is homologues to human PDIA3, also named ERp57. This is a 
component of the calnexin/calreticulin chaperone system that promotes the folding 
and quality control of (glyco-) proteins in the ER. The pivotal roles of the ER in the 
folding and processing of newly synthesized secretory and membrane proteins are 
strictly calcium-dependent. Depletion of ER calcium stores is a severe form of stress 
to which cells react with a highly conserved stress response, the most prominent 
feature being a suppression of the initiation process of protein synthesis (Doutheil et 
al., 2000). A suppression of the initiation of translation is also observed for the ERp60 
gene in the honey bee head after bacterial challenge due to the presence of high 
mRNA and low protein levels after bacterial challenge, as mentioned earlier. 
Moreover, a marked increase in mRNA levels which code for ER-resident stress 
proteins is a common response of cells to ER dysfunction. In addition, a similar 
process is activated by exposing neurons to nitric oxide (NO) (Doutheil et al., 2000). 
Since NO is a potential candidate for signaling in immune-neural interactions in 
insects (Adamo, 2006) because of its involvement in neuronal signaling (Bicker, 
2001) but also in the production of cytotoxic molecules during encapsulation and in 
the induction of antimicrobial peptide production in Drosophila (Nappi et al., 2000), it 
is tempting to suggest that bacterial challenge induces (NO-mediated) disturbance of 
Ca2+ homeostasis and protein synthesis in the ER of neural cells in the honey bee 
head. 
In conclusion, this study shows that the expression of the genes enolase, 
paramyosin, mrjp3 and ERp60 in the head of the honey bee is significant different 
after activation of the immune system by bacterial challenge. The transcript levels of 
the gene mrjp3, ERp60 and obp17 show (a pattern of) up-regulation of expression in 
the honey bee head eight hours after bacterial challenge while the transcript levels of 
enolase, paramyosin, mrjp4 and mlc2 display (a pattern of) down-regulation after 
bacterial challenge. When compared to the proteomic data, expression of the genes 
enolase, mrjp3, mrjp4 and mlc2 seems to be regulated at the transcriptional level 
after bacterial challenge while a post-transcriptional regulatory mechanism seems to 
be involved in the expression of paramyosin, ERp60 and obp17 because of 
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discrepancies between mRNA and protein level in the head after bacterial challenge. 
These molecular data show that the honey bee immune system is able to function as 
a sensory organ which signals to the head that a bacterial infection is present. This 
lead to differential expression of gene products in the honey bee head involved in 
general processes (such as enolase, paramyosin and ERp60) and in typical functions 
of the head (such as mrjp3). 
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1 ABSTRACT 
Since peptides lower than 10 kDa are generally not retained on a 2D-PAGE gel 
in proteomic studies, a complementary peptidomic approach can be useful to obtain 
data in the low molecular mass range. In vertebrates, it is believed that several 
neuropeptides are part of a regulatory pathway between the central nervous system 
and the immune system. It has also been shown that several peptides with neural or 
neuroendocrine signaling functions have potent antimicrobial activity which suggests 
that they may be directly involved in innate immune defence. In insects, very little is 
known about the expression of neuropeptides in the context of immunity. The aim of 
the present study is to detect differentially expressed neuropeptides in the honey bee 
brain after a bacterial challenge using a differential peptidomic approach. An offline 
combination of RP-HPLC and MALDI MS was used to analyze peptide extracts from 
the brain of control and bacteria-challenged worker bees. Unfortunately, this strategy 
suffered from technical difficulties which made it very difficult to identify the peptides 
from RP-HPLC fractions which displayed a significant difference (P < 0.05) in area % 
after bacterial challenge. 
 174 Chapter 7
 
2 INTRODUCTION 
In vertebrates, there is strong evidence that the nervous system receives 
messages from the immune system (Dantzer, 2004). Vice versa, there is also 
evidence for a brain-derived information outflow to the immune system (Besedovsky 
et al., 1983; Sternberg, 2006). Thus, the brain and the immune system are involved 
in functionally relevant cross-talk, with homeostasis being the main function 
(Ziemssen & Kern, 2007).  
During the course of evolution, invertebrates and vertebrates have maintained 
common signaling molecules, such as neuropeptides (Salzet et al., 2000). 
Neuropeptides are brain-derived molecules that interact with cell surface receptors to 
trigger an intracellular transduction pathway. In vertebrates, release of these 
signaling molecules occurs during stress (cognitive or pathogens). Several peptides 
with neural or neuroendocrine signaling functions have been shown to have potent 
antimicrobial activity. Like antimicrobial peptides, neuropeptides are generally 
amphipathic molecules, a property that permits them to achieve high local 
concentrations in the space between the nerve ending and the receptor as well as in 
their target membrane. This suggests that the nervous system might use these 
peptides as antimicrobial agents by delivering them rapidly and precisely to 
innervated sites (Brogden et al., 2005). In addition, neuropeptides were also found to 
be expressed by immune cells and have several immunomodulatory properties 
(Weigent & Blalock, 1997). 
In insects, neuropeptides act as neuromodulators in the central and peripheral 
nervous system and as neurohormones released into the circulation. The functional 
roles of insect neuropeptides encompass regulation of homeostasis, organization of 
behaviors, initiation and coordination of developmental processes and modulation of 
neuronal and muscular activity. Many insect neuropeptides appear to be 
multifunctional. They originate from larger precursor proteins. The precursor is further 
processed in the endoplasmatic reticulum to produce the actual bioactive peptides 
ranging in length from a few amino acids to around 100 (Nässel, 2002). 
Immunostaining techniques have demonstrated that neuropeptides are present in all 
areas of the insect brain. They are highly concentrated in certain brain areas, such as 
the accessory medulla and the central complex. Also in the dorsal median 
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protocerebrum, where neurosecretory cells have their arborization, neuropeptides 
are abundant. In other brain areas including most parts of the optic lobe, the calyces 
and lobes of the mushroom bodies, and the lateral horn of the protocerebrum 
neuropeptides occur more rarely (Nässel & Homberg, 2006). 
The most common neuropeptides with known immunomodulatory properties are 
the endogenous opioids (Salzet et al., 2000). The opioid system is silent under 
normal physiological conditions, unless challenged by a variety of stressors. 
Accumulating evidence in vertebrates supports the hypothesis that the central 
endogenous opioid system is part of the regulatory pathway between the central 
nervous system (CNS) and the immune system (Jonsdottir, 2000). For example, it 
has been demonstrated that the central enkephalin opioid system can modulate both 
humoral and cellular immune reactions and that the effects are mediated through 
CNS opioid receptors (Jankovic & Radulovic, 1992). Insects also have opioid 
peptides. Opioids and opiates can alter hemocyte function in insects (Scharrer et al., 
1996). There is also evidence for the presence of opioid (Stefano & Scharrer, 1981) 
and opiate (Stefano & Scharrer, 1996) receptors in the CNS of insects. Other studies 
also demonstrate involvement of neuropeptides in immunity. In a gastropod mollusk, 
it was shown that parasitosis induces alterations in the expression patterns of genes 
encoding neuropeptide precursors in the host brain (Hoek et al., 1997). In C. 
elegans, members of the nlp gene family, which are neuronally expressed, were 
found to produce a conserved family of infection-induced, neuropeptide-like proteins 
thought to have neuromodulatory and antimicrobial functions (Couillault et al., 2004). 
Based on the differential protein expression observed in the honey bee head 
after a bacterial challenge (Scharlaken et al., 2007) and the evidence presented for 
interactions between the immune system and nervous system in insects (Adamo, 
2006), it seems likely that activation of an immune response by bacterial challenge 
can also influence neuropeptide expression levels in the honey bee as well as the 
processing and release of mature neuropeptides. This can lead to alterations of the 
cellular pattern of bioactive peptides, possibly resulting in adjustments of 
physiological processes, such as the immune response. 
Understanding the role of neuropeptides is unfortunately often hindered by the 
absence of primary sequence information and knowledge about their post-
translational modifications. Prior studies on honey bee neuropeptides reported 3 
genes (Takeuchi et al., 2003; Verleyen et al., 2004a; Verleyen et al., 2006a) and 
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identified 15 neuropeptides with mass spectrometry (Takeuchi et al., 2003; Audsley 
and Weaver, 2006). However, the availability of genomic information (Honeybee 
genome sequencing consortium, 2006) combined with sensitive analytical methods 
has enhanced neuropeptides identification in the honey bee. In a genome-assisted 
neuropeptides discovery study that employs mass spectrometry and bioinformatics 
tools, the number of genes was increased from 3 to 36 and the sequence of 100 
neuropeptides was confirmed (Hummon et al., 2006). The aim of the present study is 
to detect neuropeptides in the honey bee brain that are differentially expressed after 
a bacterial challenge with Escherichia coli using a differential peptidomic approach.  
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3 MATERIALS AND METHODS 
3.1 HONEY BEE WORKERS AND BACTERIAL CHALLENGE 
Newly emerged (up to one day old) Carniolan honeybee workers (Apis mellifera 
carnica) were collected from hives of the experimental apiary in Ghent. Eight groups 
of 50 worker bees were pricked in the abdomen (between second and third tergite) 
with a sterile needle dipped in a fresh bacterial suspension of viable Escherichia coli 
NCTC 9001 as described earlier (see chapter 3). Eight control group of 50 worker 
bees were pricked in the same way with a sterile needle dipped in a physiological 
solution (see chapter 3) to distinguish between immune-induced and injury- or stress-
induced peptides. After pricking, bees were put in laboratory cages and incubated at 
34 °C and 70 % RH, with ad libitum water and sugar water. 
3.2 PEPTIDE EXTRACTION 
Eight hours after bacterial challenge, animals were anesthetized by chilling. In 
both groups the brain of each worker (15 equivalents) was dissected in honey bee 
Ringer solution (Bicker, 1996) and transferred to a 1.5 ml Eppendorf tube on ice, 
containing 50 µl methanol/water/acetic acid (90/9/1). The samples were sonicated 
(on ice) three times for 1 min at 100 W (Labsonic 1510) and the remaining solid 
fraction was centrifuged down (10 min at 9500 x g). The supernatant was filtered 
through a spindown filter (2 min at 12000 x g; Ultrafree-MC, 0.22 µm, Millipore). The 
filtrate was dried in a vacuum centrifuge and the dried samples were stored at -20°C.  
3.3 RP-HPLC 
Eight dried peptide extracts (each derived from 15 equivalents of honey bee 
brain) were collected for both groups (bacteria-challenged/control bees). In each 
group, each two samples were pooled. This means that the first sample was 
redissolved with 700 µl 0.1% trifluoroacetic acid (TFA). Next, the same solution was 
used to redissolve the second sample and this mixture was again separated in two 
samples of 350 µl. In this way we became 4 duplicate samples is each group. The 
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replicates were used to visualize possible technical variation in the separation 
procedure. All sixteen samples were separated by reversed-phase high performance 
liquid chromatography (RP-HPLC). Chromatography was performed using a 
Shimadzu SCL-10A chromatographic system comprising a LC-10AD solvent module 
and a SPD-10A UV-VIS detector module. Samples were loaded via a loop injector 
(200 µl) onto an Atlantis T3 column, 3 µm, 100 Å (4.6 x 150 mm; Waters) fitted with 
an Atlantis T3 guard column, 3 µm (4.6 x 20 mm; Waters). The column was eluted 
with a linear gradient from 0.1 % TFA to 70 % acetonitrile/0.085% TFA, over 55 min 
at a flow rate of 0.2 ml/min, with elution being monitored at 214 nm. Fractions were 
collected based on width (2 sec) and slope (10 uV/sec) of the peaks using a FRC-
10A fraction collector module. 
3.4 CHROMATOGRAPHIC DATA ANALYSIS AND STATISTICS 
Eight chromatograms (representing eight RP-HPLC runs) of extracted peptides 
from the honey bee brain of both groups (bacteria-challenged/control bees) were 
analyzed using valley-to-valley integration. Statistical significance was assessed by 
Mann-Whitney U test when comparing the area % of each peak from bacteria-
challenged and control worker bees over eight RP-HPLC runs. P values less than 
0.05 were considered significant. Mann-Whitney U test was performed using SPSS v 
15.0 for Windows (SPSS, Inc.). 
3.5 MASS SPECTROMETRY 
Twenty µl of each peptide fractions was dried in a vacuum centrifuge and 
redissolved in 12 µl 0.1 % formic acid. One µl of the redissolved peptide fraction was 
co-crystallized with an equal volume of matrix solution (100 mM α-cyano-4-hydroxy-
cinnamic acid and 10 mM biammoniumcitrate dissolved in 50 % v/v acetonitrile / 0.1 
% trifluoroacetic acid in water) and 1 µl of the resultant mix was manually applied to 
the MALDI target plate. Peptide fractions were analyzed on a MALDI TOF/TOF mass 
spectrometer (4700 Proteomics Analyzer, Applied Biosystems, Framingham, CA, 
USA). Peptide mass fingerprint analysis as well as tandem MS using collision 
induced dissociation was used to analyze peptide fractions.  
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4 RESULTS AND DISCUSSION 
Although peptides are the largest class of signaling molecules found in animals, 
they are absent in most proteomic studies. Proteins and peptides lower than 10 kDa 
are generally not retained on a 2D-PAGE gel and if they are retained, it is very 
difficult to stain short peptides because of low intensity (Schulz-Knappe et al., 2001). 
Unfortunately, neuropeptides belong to this mass range. Also, extraction methods 
commonly used to extract proteins fail to pick up small proteins in the mass range of 
neuropeptides. So, to address the inability of traditional proteomics methods to 
characterize the peptidome, an alternative peptidomic approach was developed. 
Several extraction procedures specific for peptides are developed. We used an 
extraction mixture, containing 90 % methanol, 9 % water and 1 % acetic acid, which 
both separates peptides from proteins > 20 kDa as well as avoids enzymatic activity 
by denaturing and inactivating any proteases immediately (Baggerman et al., 2004). 
A similar extraction method was used in the past for classical neuropeptide 
purification (Schoofs et al., 1993) as well as in peptidomics (Kollisch et al., 2000; 
Huybrechts et al., 2003; Baggerman et al., 2005; Clynen et al., 2006). Peptides need 
to be separated by liquid chromatography. Reverse phase chromatography has 
become the prime technique for separating peptides. 
We performed eight RP-HPLC runs of eight peptide extracts (4 biological 
replicates + 4 technical replicates) from the brain of bacteria challenged bees. The 
same procedure was used for the peptide extracts from the brains of control bees. 
Differences in the chromatograms of one group were observed between biological 
replicates (see Fig. 7.1) as well as between technical replicates (see Fig. 7.2). Major 
differences between the chromatograms of both groups (this means peaks present in 
the bacteria-challenged group and absent in the control group or vice versa) were not 
observed. Although several peaks appear to be missing, we believe that this was due 
to unsuccessful separation which resulted in one large peak instead of two different 
peaks. However, other studies, using the same approach, have proven that it is 
possible to detect differential peaks in HPLC chromatograms (Clynen et al., 2002). 
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Fig. 7.1 Left: differences in RP-HPLC chromatograms of 3 biological replicates of peptide extracts from 
the brain of control bees. Right: differences in the chromatograms between 3 biological replicates of 
peptide extracts from the brain of bacteria-challenged bees 
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Fig. 7.2 Differences in RP-HPLC chromatograms between technical replicates. Upper part: technical 
replicates of peptide-extracts from the brain of control bees. Lower part: technical replicates of peptide 
extracts from the brain of bacteria-challenged bees 
 
Using valley-to-valley integration we determined the area % of each peak in the 
chromatogram. The area % value of a peak in seven chromatograms of bacteria-
challenged bees was compared with the area % value of the same peak in seven 
chromatogram of control bees using Mann-Whitney U test. Statistical analysis of the 
valley-to-valley data revealed 5 peaks (see Fig. 7.3) that show significant differences 
(P < 0.05) in area % value between both groups (see Table 7.1). 
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Fig. 7.3 RP-HPLC peaks that show statistical significant differences in area % value after bacterial 
challenge using the Mann-Whitney U-test (P < 0.05) and valley-to-valley integration 
 
Several fractions of these 5 peaks of both groups (control/bacteria-challenged) 
were subjected to mass spectrometry using a MALDI TOF/TOF mass spectrometer. 
We chose MALDI MS for this differential peptide analysis since it usually produces 
monoprotonated molecular ions leading to spectra without multiple charging. This MS 
method is also more tolerant to impurities such as buffers, salts, additives and 
detergents than other MS techniques. Several studies have also used a combination 
of HPLC and MALDI-TOF MS (in some cases in combination with ESI Q-TOF) to 
identify neuropeptides (Huybrechts et al., 2003;  Audsley & Weaver, 2003; Verleyen 
et al., 2004b; Clynen et al., 2006; Audsley & Weaver, 2006). None of these studies 
however identified differentially expressed neuropeptides. Two insect studies 
performed a differential peptidomic approach in the context of immunity using a 
combination of HPLC and MALDI TOF MS in Drosophila. In contrast to our study, 
both aimed at identifying differentially expressed peptides in the hemolymph 
(Uttenweiler-Joseph et al., 1998; Levy et al., 2004) and not in the brain.
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Fig 7.4 Illustration of the determination of the area % value of peak 12 using valley-to-valley 
integration 
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A major disadvantage of the approach in this study appeared to be the offline 
combination of HPLC and MS. Upon analysing several peptide fractions of peak 12 
(see Fig. 7.4) using MALDI-TOF MS, it became obvious that the MS spectra were not 
as reproducible as expected. All the spectra showed variation. To see whether this 
was due to technical aspect or rather from biological origin, several fractions of peak 
11 (preceding peak 12) and peak 13 and 14 (following peak 12) were analysed. The 
comparison of the spectra revealed that the variation was due to technical aspects in 
the peptide fractionation procedure during RP-HPLC. For example in the control 
group, a given fraction from peak 12 displayed an MS spectrum that was not 
compatible with the MS spectra of other fractions from peak 12 but appeared to be 
compatible with the MS spectra of fractions from peak 11 or 13 (see Fig. 7.5 and 
7.6). The same was true for the bacteria-challenged group (data not shown). Due to 
this technical difficulty, differential analysis of the five selected peaks in the RP-HPLC 
chromatogram was not possible in a reliable and reproducible way using MALDI MS, 
nor was the identification due to the same technical difficulties. 
 
 
Fig. 7.5 Schematic overview of the comparison of the MALDI TOF MS spectra of three fractions (a, b 
and c) of RP-HPLC peaks 11, 12, 13 and 14 of the control group illustrating the fractionation problems 
in this study; MALDI TOF MS spectra are given in Fig. 7.6a and Fig. 7.6b 
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Fig. 7.6a Comparison of MALDI TOF MS spectra to illustrate fractionation problems in this study, part1 
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Fig. 7.6b Comparison of MALDI TOF MS spectra to illustrate fractionation problems in this study, part2 
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Although ESI ionization results in multiple-charged states of peptides and more 
complex spectra to interpret, it appears that ESI tandem MS would be better 
compatible with this experiment because of the possible online coupling of the LC 
with the mass spectrometer. When using the online LC-ESI-MS/MS, it is also 
possible to use two dimensional nano liquid chromatographic separation (2D nano 
LC) instead of just reversed phase, this will improve the resolution of the separation. 
This approach was already used to discover neuropeptides in C. elegans (Husson et 
al., 2005) and in Drosophila (Baggerman et al., 2005) and as well as to identify new 
immune induced molecules in the hemolymph of Drosophila (Verleyen et al., 2006b). 
Using isotopically distinct labels (such as TMAB labels), it is also possible to quantify 
relative peptide levels in different conditions (Fricker et al., 2006). All these 
techniques will help us in the future to further analyse the differential expression of 
peptides in the brain of the honey bee in a given physiological situation such as after 
bacterial challenge. 
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1 GENERAL DISCUSSION 
In insects, there is a large body of knowledge about the immune system as well 
as for the nervous system. The combination of these two fields offers the opportunity 
to improve our ability to fully comprehend the insect immune system because neuro-
immune interactions are, like in vertebrates, important for the proper functioning of 
the immune system. Unfortunately, the understanding of how the immune system 
and the nervous system interact in insects is far behind on the understanding of 
these interactions in vertebrates. The existing evidence in insects for immune-to-
nervous system and nervous-to-immune system interactions is largely based on 
behavioural changes. Evidence for physiological mechanisms mediating these 
interactions in insects has also been presented, but insights in these mechanisms 
and their mediators at the molecular level was lacking. 
In the context of immune-to-nervous system interactions, this study aimed at 
providing insights in the molecular events in the honey bee head after bacterial 
challenge. An integrated approach using several ‘omic’ tools was set-up to meet the 
proposed objectives of the study and to validate obtained results. The experimental 
methodology included proteomic tools consisting of conventional 2D gel 
electrophoresis and a combination of mass spectrometric approaches, quantitative 
real-time PCR as a transcriptomic tool and peptidomic tools consisting of RP-HPLC 
and MALDI mass spectrometry, all combined with statistical analysis of obtained 
data. The combination of several ‘omic’ approaches as well as a study on both 
mRNA and protein/peptide level resulted in increased reliability of gene function 
annotation and better insights in the regulatory mechanisms that determine and link 
transcript and protein expression patterns. 
A bacterial challenge with Escherichia coli, a pathogen that is not specific for 
the honey bee, was used to activate the immune system of the honey bee which 
triggered cellular and humoral immune responses. The effect of bacterial challenge 
on immune tissues and cells was clear. However, from the realization that the 
immune system does not operate autonomously and that immunoregulatory 
processes are part of an integrated system of defence (Ader, 1995), the effect of 
bacterial challenge on a major body segment, like the honey bee head was unclear. 
The honey bee head contains a large part of the nervous system but also sensory 
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organs and endocrine and exocrine tissue. This offered us the opportunity to 
examine whether bacterial challenge affected molecular events in the head but also 
to investigate possible mediators of physiological mechanisms in the head involved in 
immune-to-nervous system interactions. 
Since proteins are the molecules in cells that are directly responsible for 
maintenance of correct cellular functions and consequently the viability of the 
organisms that contain the cells (Haynes & Yates, 2000), we decided to first perform 
a proteomic study of the honey bee head after bacterial challenge. In addition, 
starting with an mRNA-based approach tells nothing about whether the encoded 
proteins are active or not and can be misleading in estimating how much protein is 
present. Also mRNA cannot be used to profile changes in secreted proteins or to 
identify components of extracellular reactions (Shi & Paskewitz, 2006). To challenge 
the immune system, we pricked the bees with a needle dipped in a bacterial 
suspension. We used the same sterile solution of the suspension buffer for the 
controls. This appears to be a critical aspect because in a proteomic study by 
Vierstraete et al. (2004) LPS was injected in the insect in a solution that contained 1 
% ethanol, but control solutions did not contain ethanol. This may explain the fact 
that the strongest induction observed was for the alcohol dehydrogenase in the LPS-
challenged samples. Furthermore, we used antimicrobial peptide production as a 
marker to verify immune induction after the challenge. At three different time points (8 
h, 24 h and 48 h after bacterial challenge), we investigated the proteome change in 
the honey bee head. These time points were chosen because we wanted to correlate 
the events in the head with the expression levels of immune effector molecules in 
hemolymph. Induction of immune effectors becomes clear in hemolymph 6-9 h PI 
and highest levels of expression in hemolymph are obtained 48 h PI (Casteels, 
1997). Least differential protein spots were observed 24 h after challenge. Most 
differential spots were observed 8 h after challenge. Over the three time points, we 
observed that most cytoskeletal-associating proteins are down-regulated, this 
suggest that cytoskeletal rearrangements and processes such as hemocyte 
migration and activation of phagocytosis, reflected by up-regulation of cytoskeletal 
proteins, are reduced or inhibited in the head following bacterial challenge,  
phenomena that are often observed in the hemolymph of immune-challenged 
insects. Most proteins involved in ATP production and most enzymes involved in 
glycolysis and Krebs cycle are up-regulated which suggests increased energy 
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production in the head. Another phenomenon observed is the reduced degradation of 
fatty acids in the head. Several differential spots represent components involved in 
immune-related signaling pathways. For example, NURF-38, the 38 kDa subunit of 
the nucleosome remodelling factor (NURF) complex. NURF acts as a negative 
regulator of the Drosophila JAK/STAT pathway (Badenhorst et al., 2002). Down-
regulation of NURF-38 suggests an activated JAK/STAT signaling pathway in the 
head after bacterial challenge which can activate target genes. Another component, 
Uev1A, an ubiquitin-conjugating E2 enzyme variant, is up-regulated after bacterial 
challenge. In humans as well as in Drosophila, Uevs form a complex with an active 
ubiquitin enzyme which is required for signaling by the Imd pathway (Andersen et al., 
2005; Zhou et al., 2005). In Drosophila, Imd signaling is activated upon recognition of 
preferentially Gram-negative bacteria. This is in agreement with our study since we 
used E. coli, a Gram-negative bacterium, to challenge the worker bees. Furthermore, 
bacterial challenge has also an effect on the expression of α-crystallin-type heat 
shock proteins and cuticular structural proteins in the head. This proteomic study also 
shows that proteins involved in typical functions of the head, such as gland secretion, 
learning and memory formation, and sensory processes are down-regulated after 
bacterial challenge. (i) Gland secretion seems to be down-regulated based on the 
down-regulation of MRJP4. Up-regulation of MRJP3 is not in agreement with this 
hypothesis but due the presence of a variable number of tandem repeats at the C-
terminus, other regulatory functions in the head are not excluded for this protein. (ii) 
Mushroom body-mediated learning and memory formation is possibly affected by 
bacterial challenge based on down-regulation of a 14-3-3 homolog. This is in 
agreement with existing behavioural evidence for the reduction in associative 
learning in honey bees after an immune challenge (Mallon et al., 2003). (iii) Odour 
sensing is possibly reduced after bacterial challenge based on down-regulation of 
OBP 17. (iv) Energy releasing mechanisms in sensory organs seems to be reduced 
based on down-regulation of arginine kinase and enolase after bacterial challenge.  
Since we found the most differentially expressed proteins eight hours after 
bacterial challenge, we chose to complement the proteomic data of this time point 
with transcriptomic data. To perform differential gene expression analysis, it is 
recommended to use multiple reference genes for accurate normalization of data. 
Therefore we screened the expression of eleven candidate reference genes in the 
head eight hours after bacterial challenge using three freely available software 
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programs geNorm, Normfinder and BestKeeper. This was the first profound study on 
the validation of candidate reference genes in the honey bee. Using this strategy any 
insect candidate reference gene can be screened in any tissue and under any 
experimental manipulation. From this study we concluded that results from geNorm 
and Normfinder can be easily compared and evaluated because they both use 
relative quantities as input data, whereas BestKeeper uses Ct-values which may 
explain the slightly different output. Since geNorm provided us also with an optimal 
number of four references genes for this particularly experimental set-up, we decided 
to normalize our gene expression data with the four best reference genes evaluated 
by a combination of geNorm and Normfinder: GAPDH, RPS18, actin and RPL13. 
Candidate reference genes will have to be re-evaluated when future differential gene 
expression studies will be performed for the differential data observed 24 hours and 
48 hours after bacterial challenge, because it is possible that the physiological 
situation in the head is changed at these later time points after bacterial challenge. 
This could possibly influence the expression of these genes. If so, their expression is 
not stable anymore and they become inappropriate as a reference gene. Re-
evaluation is also necessary when a particularly tissue of the head should be used 
instead of the whole head for future differential gene expressions studies.  
From the proteins which displayed differential expression eight hours after 
bacterial challenge, seven of them are selected in order to cover both typical 
functions of the head such as exocrine secretion (MRJP3, MRJP4) and olfactory 
processes (OBP17) as well as more general processes such as structural functions 
(MLC2, paramyosin), stress response (ERp60) and energy housekeeping (enolase). 
Quantitative analysis of the expression of the corresponding genes, allows to validate 
some of the proteomic data and/or to obtain better insights in the molecular 
regulatory mechanisms involved in the differential expression of a particular protein in 
the head eight hours after bacterial challenge. In this study only four of the seven 
genes showed statistical significant differences in gene expression level. 
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Table 8.1 Comparison of proteomic and transcriptomic data 
Protein Protein expression level 8 h after bacterial challenge 
Gene expression level 8 h after 
bacterial challenge 
MRJP3  a  ** 
enolase  b  *** 
MRJP4  c  
MLC2  c  
ERp60  c * 
paramyosin  a  ** 
OBP17  b  
 
a strong up-regulation: density ratio > 20 
b strong down-regulation: density ratio < 0.05 
c intermediate down-regulation 
* statistical significance P < 0.05 
** statistical significance P < 0.01 
*** statistical significance P < 0.001 
 
When these data are compared with the proteomic data, it seems that most of 
the statistical significant data correspond with proteomic data that show a strong 
differential expression (see Table 8.1). This suggests that it is rather difficult to obtain 
statistical significant data using quantitative real-time PCR when dealing with small 
differences in expression. The transcript levels of the genes mrjp3, enolase, mrjp4 
and mlc2 were in agreement with the protein expression levels after bacterial 
challenge (see Table 8.1). These transcriptomic results validate the observed 
differential proteomic data. This result also suggests that a regulatory mechanism at 
the transcriptional level is involved in the regulation of expression of these genes 
after bacterial challenge. For these genes the protein expression can be predicted 
from the transcriptome. Discrepancy between transcript and protein expression levels 
was observed for the genes ERp60, paramyosin and obp17 (see Table 8.1). These 
transcriptomic results could not validate the differential proteomic data but when 
these discrepancies are statistical significant, they suggest the involvement of post-
transcriptional regulatory mechanisms. High mRNA levels and low protein levels after 
bacterial challenge suggest regulation of ERp60 expression at the level of initiation of 
translational (Fuge et al., 1994). Multiple mechanisms can modulate protein stability 
once the protein is translated. For example, chaperones and other factors, required 
for proper folding of the protein in its native conformation, can vary under different 
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cellular conditions. Also targeted degradation of proteins, particularly through 
ubiquitination-dependent proteolysis, is a major regulatory process (Varshavsky, 
2005). So, high protein and low mRNA levels for paramyosin after bacterial challenge 
suggest the storage of mRNA in the nucleus and release of mRNA once protein 
levels reach a threshold limit (Lehmann et al., 2002).  
The results from the proteomic and the transcriptomic study, shown that the 
immune system of the honey bee functions as a sensory organ which signals to the 
head that a bacterial infection is present. This leads to the regulation of expression of 
several genes in the head especially around the time point of 8 hours after bacterial 
challenge, when effector molecules become clear in hemolymph. The expression of 
gene products involved in both typical functions of the head as well as in general 
processes in the head is influenced after bacterial challenge. Regulatory 
mechanisms such as transcriptional regulation, nuclear export of mRNA, control of 
initiation of translation and post-translational modifications may be active following 
bacterial challenge to adjust mRNA and protein abundances in the head in response 
to the presence of a bacterial infection in the body cavity of the honey bee. In 
vertebrates, infection leads to a raised metabolic state to support the up-regulation of 
the immune system. The up-regulation of proteins in the head involved in glycolysis 
and Krebs cycle, and proteins involved in ATP production suggest that this is also 
true for the honey bee. When our data are compared with the behavioural evidence 
in the bumble bee whereby an immune stimulation leads to increased food 
consumption (Tyler et al., 2006), similar patterns are observed. They suggest that 
when an immune response is required, the bee will eat more; but when food is 
restricted, energy from other systems will be diverted to keep the immune response 
at full strength. Our data suggest that when the immune system signals to the honey 
bee brain that an infection is present, increased energy production is necessary in 
the central nervous system in the head to monitor the immune status and regulate 
nervous-to-immune system interactions in response to microbial challenge. Energy 
production and general processes in other tissues in the head such as the glands 
and the sensory organs appear to be down-regulated. This is supported by the down-
regulation of enolase and arginine kinase.  
Our study has given molecular evidence that a bacterial challenge can influence 
functioning of tissues in the head such as the central nervous system, the glands and 
the sensory organs. But possible physiological components mediating these 
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interactions such as hormones, biogenic amines, cytokines or eicosanoids were not 
identified. In vertebrates, there is growing evidence that several neuropeptides are 
involved in bidirectional signaling between the nervous system and the immune 
system. Therefore we initiated a complementary peptidomic study to evaluate the 
differential expression of proteins and peptides lower than 10 kDa in the brain of the 
honey bee eight hours after bacterial challenge. Unfortunately, this pilot study 
suffered from technical difficulties which made it impossible to detect and identify 
differentially expressed peptides in the brain of the honey bee in a reproducible and 
reliable way. 
In conclusion, based on the molecular events observed in the head after 
bacterial challenge, we found that the vertebrate model of neuro-immuno-modulation 
in which the immune system functions as a sensory organ and signals to the central 
nervous system, and whereby the nervous system monitors immune status and 
actively respond to microbial challenge, largely corresponds to the molecular events 
observed in the honey bee.  Although investigating whether the nervous system 
actively respond to microbial challenge by nervous-to-immune system interactions 
was not an objective of this study, we found some interesting parallels with a study 
which used the medicinal leech to investigate proteome changes in the nervous 
system after bacterial challenge. This study demonstrated the ability of the leech 
nervous system to mount a response to an immune challenge which involved 
inhibiting/facilitating cytoskeletal rearrangements, endoplasmic reticulum stress, 
modulation of synaptic activity and calcium mobilization. Moreover, several of the 
differential proteins are specifically expressed in glial cells, suggesting an important 
role for glial cells in the nervous-to-immune system response, similar to what has 
been observed in vertebrates (Vergote et al., 2006). We also found differential 
expression of cytoskeletal-associating proteins with Ca2+ binding domains (such as 
myosin regulatory light chain 2 (MLC2) and myosin alkali light chain; see table 4.2). 
In addition, the differential expression of the ER-resident stress protein ERp60 might 
be caused by disturbance of Ca2+ homeostasis in the ER in the honey bee head after 
bacterial challenge. 
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2 FURTHER PERSPECTIVES 
The main objectives of this study were largely fulfilled. However, several 
scientific issues revealed in this study deserve further attention. Also the molecular 
events described in this study which suggest changes in physiological state need to 
be confirmed at the biological level. 
Proteomic data obtained 24 hours and 48 hours after bacterial challenge need 
to be validated/complemented by quantitative real-time PCR analysis. Therefore, the 
expression of candidate reference genes needs to be re-evaluated in the head at 
these time points after bacterial challenge.  
The completed genome sequence of the honey bee was helpful in identifying 
the genes which encode the differential expressed transcripts/proteins in the honey 
bee head after bacterial challenge. Since detailed studies of the biological functions 
of a lot of honey bee genes in vivo are missing so far, it may be useful to apply RNA 
interference (RNAi) to disrupt expression of the genes which displayed significant 
change in transcript and /or protein level in the honey bee head after bacterial 
challenge. This will allow probing their biological function in the head and possibly 
identifying their target genes (which are not targeted by RNAi) and the pathways 
which regulate their expression. Interestingly, it has been shown that the honey bee 
genome encodes for basic components of the RNAi machinery (e.g. two dicer 
enzymes, RISC proteins; Honeybee Genome Sequencing Consortium, 2006). In 
addition, sid-1, a gene essential for systemic RNAi, is strongly expressed in heads of 
adult bees (Aronstein et al., 2006) and gene silencing in bee heads could be 
achieved by injecting dsRNA into the hemolymph in the abdomen (Gatehouse et al., 
2004; Schlüns & Crozier, 2007). Moreover, intra-abdominal injection of dsRNA 
seems to be superior to injection in the honey bee embryo (Amdam et al., 2003) or 
adult honey bee brain (Farooqui et al., 2003).  
The hypothesis that energy production is increased in the central nervous 
system but decreased in other tissues in the head needs further attention. Performing 
a differential proteomic study of the honey bee brain (or another tissue from the 
head) after bacterial challenge, instead of the whole head, will give further insights 
and may or may not confirm the up- or down-regulation of proteins involved in energy 
housekeeping in brain and the other tissues in the head after bacterial challenge. 
 Chapter 8 203
 
Moreover, 2D-LC-MS/MS, which couples 2D chromatography of (tryptic) peptides in 
mass spectrometry-compatible solutions directly to tandem mass spectrometry can 
be a useful technique because it has the ability to analyze proteins for which the 
amount of starting material is too small for 2D gel electrophoresis. To integrate 
proteomic data from the brain with transcriptomic data, a genome-wide analysis can 
be performed using a specifically developed honey bee brain microarray (Whitfield et 
al., 2002) to profile bacteria-induced changes in brain gene expression. 
Based on the technical difficulties experienced with the use of an offline 
combination of RP-HPLC and MALDI MS, the differential peptidomic study will 
probably favour from the use of an online LC-ESI-MS/MS approach. This will also 
allow us to perform 2D-nano-LC which will improve the separation of the peptide 
extracts from the brain and offer better opportunities to detect small differences in 
peptide expression between control and bacteria-challenged bees. Moreover, tagging 
the peptides in the two samples with isotopically distinct labels (such as TMAB 
labels) will allow sensitive and accurate relative quantification of the peptides (Fricker 
et al., 2006). 
Suggested physiological implications of bacterial challenge in sensory 
processes and learning and memory formation need to be confirmed at the biological 
level. Even though behavioural implications may be different in today’s mammals, 
knowing their ancient function in non-vertebrate models may be helpful in interpreting 
present patterns. In addition, it has been shown that several aspects can vary across 
insect species. These variabilities may limit generalization of results but will provide 
new insights in a specific species. The wide range of insect species available for 
studying interactions between the immune and nervous system is useful in examining 
how these interactions are sculpted by the animal’s ecological niche. 
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 SUMMARY 
 
To comprehend the proper functioning of the immune system, it has become 
important to understand bidirectional interactions between the immune system and 
the nervous system. In vertebrates, these interactions have extensively been studied 
but the understanding of these interactions in insects has lagged far behind. In 
insects, molecular evidence for the behavioural changes which are believed to be 
caused by neuro-immune interactions and insights in the physiological mechanisms 
mediating these interactions is missing. 
In the context of immune-to-nervous system interactions in insects, this study 
aimed to demonstrate that bacterial challenge of the honey bee not only triggers 
cellular and humoral immune responses but also affects molecular events in the 
honey bee head. An integrated approach was set-up to meet the proposed objectives 
of the study. In brief, the objectives included obtaining proteomic data to demonstrate 
differential protein expression in the honey bee head after bacterial challenge, 
obtaining complementary transcriptomic data to demonstrate differential gene 
expression in the honey bee head after bacterial challenge. Next, comparing 
proteomic and transcriptomic data to obtain better insights in the regulatory 
mechanisms which determine transcript and protein abundances in the honey bee 
head after bacterial challenge and finally obtaining peptidomic data to demonstrate 
differential peptide expression in the honey bee brain after bacterial challenge.  
A literature overview is given in chapter 1. This chapter introduces the main 
topics of this PhD thesis such as taxonomy of the honey bee, description of 
anatomical parts of the honey bee relevant to this study, insect immunity and a 
comparative overview of neuro-immune interactions in vertebrates and insects. 
Methodology relevant for this PhD thesis is discussed in chapter 2. This includes 2D 
gel electrophoresis and mass spectrometry as proteomic tools, quantitative real-time 
PCR as transcriptomic tool and an offline combination of RP-HPLC and MALDI mass 
spectrometry as peptidomic tools. In chapter 3, several strategies to challenge the 
immune system of the honey bee are compared using the agar diffusion assay. 
Using this approach, we found that pricking the bees in the abdomen with a needle 
dipped in a fresh bacterial suspension of viable E. coli bacteria was the best strategy 
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to challenge the honey bee’s immune system. In chapter 4, a proteomic study was 
carried out to demonstrate differential protein expression in the honey bee head after 
bacterial challenge. The list of differentially expressed proteins included structural 
proteins, an olfactory protein, proteins involved in signal transduction, energy 
housekeeping and stress response and two major royal jelly proteins. This study also 
demonstrated the down-regulation of proteins involved in typical functions of the 
head such as exocrine secretion, memory formation and learning, and sensory 
processes. In chapter 5, an important and often neglected aspect of gene expression 
studies in insects is addressed: the validation of candidate reference genes for 
accurate normalization of transcriptomic data. The expression of eleven candidate 
genes was analyzed in the honey bee head for their potential use in differential gene 
expression analysis following bacterial challenge. By a combination of three software 
programs (geNorm, Normfinder and BestKeeper) the genes actin, RPS18 and 
GAPDH were found to be the most stable reference genes in the honey bee head 
after bacterial challenge. However, from this study we concluded that comparison of 
the results of BestKeeper with the results of geNorm and Normfinder is rather difficult 
because the latter two use relative quantities as input data whereas BestKeeper uses 
Ct-values. Therefore, we preferred to use in further studies the four (the optimal 
number for this experiment as determined by geNorm) most stable expressed 
reference genes evaluated by a combination of geNorm and Normfinder:  GAPDH, 
RPS18, actin and RPL13a. Chapter 6 focuses on the quantitative real-time PCR 
analysis of gene expression in the honey bee head after bacterial challenge. The 
different gene products cover typical functions of the head or more general 
processes. These transcriptomic data were used to complement the proteomic data 
and gave an integrated view on the molecular events in the honey bee head after 
bacterial challenge. Transcript levels of several genes in the head were in agreement 
with protein expression levels after bacterial challenge which suggests regulatory 
mechanisms at the transcriptional level. Other genes displayed discrepancies 
between transcript and protein levels but when statistical significant, they suggest the 
involvement of post-transcriptional regulatory mechanisms. In chapter 7, the focus is 
changed to the honey bee brain. Here a pilot peptidomic approach is described using 
an offline combination of RP-HPLC and MALDI mass spectrometry to identify 
differentially expressed peptides in the honey bee brain after bacterial challenge. 
This work aimed at identifying low molecular weight mediators of interactions 
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between the immune system and the nervous system such as neuropeptides. 
Unfortunately due to technical difficulties which include HPLC fractionation problems, 
reliable and reproducible identification of differentially expressed peptides was not 
possible. This peptidomic approach will probably benefit from an online LC-ESI-
MS/MS approach possibly combined with 2D liquid chromatographic separation. To 
conclude (chapter 8) we summarized and discussed the main findings and presented 
some perspectives for further study.  
This integrated ‘omic’ study shows that a bacterial challenge not only triggers 
cellular and humoral immune reactions but also affects molecular events in the honey 
bee head. Using this molecular evidence, we show that the honey bee immune 
system functions as a sensory organ which signals to the head that a bacterial 
infection is present. This leads to the regulation of several genes in the honey bee 
head. The expression of gene products involved in typical functions of the head such 
as gland secretion and sensory processes and in general processes is influenced 
after bacterial challenge. 
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 SAMENVATTING 
 
Om de werking van het immuunstelsel volledig te begrijpen is het belangrijk om 
een inzicht te hebben in de bidirectionele interacties tussen het immuunstelsel en het 
zenuwstelsel. Bij vertebraten zijn deze interacties al zeer uitgebreid bestudeerd. 
Inzicht in deze interacties bij insecten ligt echter ver achter op de situatie bij 
vertebraten. Bij insecten zijn er weinig moleculaire data die de beschreven 
gedragsveranderingen, waarvan aangenomen wordt dat ze veroorzaakt worden door 
neuro-immune interacties, ondersteunen. Daarnaast is het inzicht in de fysiologische 
mechanismen die de neuro-immune interacties ondersteunen eerder beperkt. 
In het kader van interacties van immuunstelsel-naar-zenuwstelsel bij insecten, 
wil deze studie aantonen dat bacteriële stimulatie van de honingbij niet alleen 
cellulaire en humorale verdedigingsreacties uitlokt maar ook de moleculaire 
gebeurtenissen in de kop van de honingbij beïnvloedt. Een geïntegreerde aanpak is 
opgezet om aan de vooropgestelde doelstellingen van deze studie tegemoet te 
komen. Deze doelstellingen omvatten het verzamelen van proteoom data die de 
differentiële expressie van eiwitten in de kop van de honingbij na bacteriële stimulatie 
aantonen evenals het verzamelen van complementaire transcriptoom data die de 
differentiële genexpressie aangeven na bacteriële stimulatie. Vervolgens, het 
vergelijken van proteoom en transcriptoom data om een beter inzicht te krijgen in de 
regulatorische mechanismen die de hoeveelheid geëxpresseerd transcript en eiwit 
bepalen in de kop van de honingbij na bacteriële stimulatie. En finaal, het 
verzamelen van peptidoom data die de differentiële expressie van peptiden in de 
hersenen van de honingbij na bacteriële stimulatie aantonen. 
Een literatuur overzicht is weergegeven in hoofdstuk 1. Dit hoofdstuk leidt de 
belangrijkste onderwerpen in deze doctoraatsthesis in en omvat de volgende 
onderwerpen: taxonomie van de honingbij, beschrijving van de anatomische delen 
van de honingbij relevant voor deze studie, insect immuniteit en een vergelijkend 
overzicht van de neuro-immune interacties bij vertebraten en insecten. Methodologie 
relevant voor deze doctoraatsthesis is besproken in hoofdstuk 2. Dit omvat 2D gel 
elektroforese en massa spectrometrie voor de proteoom studie, kwantitatieve real-
time PCR voor de transcriptoom studie en een ‘offline’ combinatie van RP-HPLC en 
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MALDI massa spectrometrie voor de peptidoom studie. In hoofdstuk 3 worden 
verschillende strategieën geëvalueerd voor stimulatie van het immuunstelsel aan de 
hand van de agar diffusie techniek. Uit dit hoofdstuk kunnen we besluiten dat het 
aanprikken van de bijen in het abdomen met een naald gedrenkt in een verse 
bacteriële suspensie van levende E. coli bacteriën de beste strategie is. De proteoom 
studie beschreven in hoofdstuk 4 toont de differentiële expressie van eiwitten aan in 
de kop van de honingbij na bacteriële stimulatie. De lijst van differentieel 
geëxpresseerde eiwitten bevat structurele eiwitten, een olfactorisch eiwit, eiwitten 
betrokken in signaaltransductie, in energiehuishouding en in de stress respons, en 
twee major royal jelly eiwitten. Deze studie toont ook aan dat verschillende eiwitten 
betrokken in typische functies van de kop zoals exocriene secretie, geheugen en 
leervermogen, en zintuiglijke processen neergereguleerd zijn na bacteriële stimulatie. 
In hoofdstuk 5 wordt de aandacht gevestigd op een belangrijk en vaak verwaarloosd 
aspect van genexpressie studies in insecten: de validatie van potentiële 
referentiegenen voor nauwkeurige normalisatie van transcriptoom data. De expressie 
van elf kandidaat referentiegenen werd geanalyseerd in de kop van de honingbij voor 
potentieel gebruik in differentiële genexpressie studies na bacteriele stimulatie. Door 
middel van een combinatie van drie software programma’s (geNorm, Normfinder en 
BestKeeper) werd vastgesteld dat de genen actine, RPS18 en GAPDH de meest 
stabiel geëxpresseerde referentiegenen waren in de kop van de honingbij na 
bacteriële stimulatie. Uit deze studie bleek echter ook dat het niet zo simpel is de 
resultaten van BestKeeper te vergelijken met de resultaten van geNorm en 
NormFinder, vooral omdat deze laatste twee gebruik maken van relatieve 
hoeveelheden als input terwijl BestKeeper Ct-waarden gebruikt. Daarom hebben we 
de voorkeur gegeven om in verdere studies gebruik te maken van de vier (het 
optimale aantal zoals bepaald door geNorm) meest stabiel geëxpresseerde 
referentiegenen gevalideerd door een combinatie van geNorm en Normfinder: 
GAPDH, RPS18, actine en RPL13a. Hoofdstuk 6 omvat de kwantitatieve real-time 
PCR analyse van genexpressie in de kop van de honingbij na bacteriële stimulatie. 
De verschillende genproducten zijn betrokken bij typische functies van de kop of bij 
meer algemene processen. Deze transcriptoom data zijn een complementaire 
aanvulling op de proteoom data en laten toe om een geintegreerde visie te hebben 
op de moleculaire gebeurtenissen in de kop van de honingbij na bacteriële stimulatie. 
Het mRNA niveau van sommige genen in de kop was in overeenstemming met eiwit 
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niveau na bacteriële stimulatie, dit suggereert transcriptionele regulatorische 
mechanismen. Andere genen vertoonden discrepantie tussen de hoeveelheid mRNA 
en eiwit geëxpresseerd in de kop na bacteriele stimulatie. Statistisch significante 
discrepanties tussen mRNA en eiwit expressie niveau wijzen op post-transcriptionele 
regulatorische mechanismen. In hoofdstuk 7 ligt de focus eerder op de hersenen van 
de honingbij. Dit hoofdstuk beschrijft een inleidende peptidoom studie waarbij een 
‘offline’ combinatie gebruikt wordt van RP-HPLC and MALDI massa spectrometrie 
om differentieel geëxpresseerde peptiden te detecteren en te identificeren in de 
hersenen van de honingbij na bacteriele stimulatie. Dit werk had als voornaamste 
doelstelling het identificeren van laag moleculaire gewichtscomponenten, zoals 
neuropeptiden, betrokken in de interacties tussen het immuunstelsel en het 
zenuwstelsel. Helaas was het niet mogelijk om op een betrouwbare en 
reproduceerbare manier differentieel geëxpresseerde peptiden te identificeren ten 
gevolge van technische problemen onder andere met betrekking tot fractionatie. 
Deze peptidoom studie zal bij herhaling van het experiment zeker voordeel halen uit 
het gebruik van een ‘online’ LC-ESI-MS/MS aanpak, eventueel gecombineerd met 
2D chromatografische scheiding. Om te besluiten werden de voornaamste 
wetenschappelijke bevindingen samengevat en besproken in hoofdstuk 8. Daarbij 
werden ook toekomstige perspectieven voor verder onderzoek gepresenteerd. 
Deze geïntegreerde ‘omic’ studie toont aan dat een bacteriele stimulatie niet 
alleen cellulaire en humorale immuun reacties uitlokt maar ook de moleculaire 
gebeurtenissen in de kop van de honingbij beïnvloedt. Met behulp van deze 
moleculaire gegevens kunnen we aantonen dat het immuunsysteem van de honingbij 
zich gedraagt als een sensorisch orgaan dat aan de weefsels in de kop meldt dat er 
een bacteriële infectie aanwezig is. Dit leidt tot regulatie van verschillende genen in 
de kop van de honingbij. De expressie van genproducten betrokken bij typische 
functies van de kop zoals exocriene kliersecretie en zintuiglijke processen evenals 
van genen betrokken bij meer algemene functies in de kop wordt beïnvloed na 
bacteriële stimulatie. 
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 ADDENDUM 
 
Ant  antenna 
AntL  antennal lobe of brain 
AntNv  antennal nerve 
Ao  aorta 
at  anterior tentorial pit 
Br  brain 
1Br  deutocerebrum 
2Br  protocerebrum 
Ca    corpus allatum 
Cb  cibarium 
Cc  corpus cardiacum 
Cd  cardo 
Clp  clypeus 
dlcb  dilator muscles of cibarium 
dlphy  dilator muscles of pharynx 
E  compound eye 
Endst1  endosternum 
Endst2+3 composite endosternum of mesothorax and metathorax 
Ephy  epipharynx 
For  occipital foramen 
Fr  frons 
frCon  frontal ganglion connective 
frGng  frontal ganglion 
Ga  galia 
Ge  gena 
Gls  glossa  
Gng  ganglion 
hl  hyopharyngeal gland 
Hphy  hypopharynx 
hpl  hypopharyngeal plate 
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ibs  infrabuccal sac 
Lb  labium 
LbNv  labial nerve 
LbPlp  labial palpus 
Lm  labrum 
LmNv  labral nerve 
Md  mandible 
MdNv  mandibular nerve 
Mth’’  functional mouth 
Mx  maxilla 
MxNv  maxillary nerve 
MxPlp  maxillary palpus 
O  ocellus 
Oc  occiput 
Oe  oesophagus 
OpL  optic lobe of brain 
PF  proboscis fossa 
Pge  postgena 
Pgl  paraglossa 
Phy  pharynx 
Pmt  postmentum 
Prb  proboscis 
Prmt  prementum 
pt  posterior tentorial pit 
rNv  recurrent nerve 
slDct  common salivary duct 
Slv  salivarium 
SoeGng suboesophageal ganglion 
St  stipes 
TB    tentorial bridge 
Vx  vertex 
WNv  wing nerve 
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De Bij 
 
Een bij-de-handse bij 
wou sparen bij ’n bank. 
Daar stuurde men haar door 
naar ’t dichtste bij-kantoor. 
 
Is dat nog ver? vroeg de bij. 
O nee, zei de man, het is vlakbij. 
Dank u wel, zei de bij dolblij 
en stak de man wat in de hand. 
 
Denis Nowé (2007) 
