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Введение
Вначале рассмотрим структуру работы: кратко изложим её содержание
по главам, скажем о её практической значимости и результатах, сформулиру­
ем цели работы, её актуальность, новизну и положения, выносимые на защиту.
Далее более обстоятельно обсудим связанные с нашей работой проблемы ма­
тематического моделирования динамических процессов и основные проблемы,
решаемые в работе.
В первой главе "Сведение дифференциальных уравнений к полиномиаль­
ной форме" изложены необходимые понятия, и приводится алгоритм метода
дополнительных переменных и алгоритм сведения дифференциальных урав­
нений к полиномиальной форме, метод применим как для обыкновенных
дифференциальных уравнений, так и для полных систем дифференциальных
уравнений в частных производных. Рассмотрено пять примеров сведения.
Во второй главе "Схемы и быстрое вычисление систем мономов многих
переменных" представлены необходимые определения, сформулирована задача
быстрого вычисления систем мономов многих переменных, представлен алго­
ритм решения проблемы и приведены примеры, показывающие эффективность
работы алгоритма.
В третьей главе "Методы рядов Тейлора" представлены алгоритм реали­
зации метода рядов Тейлора, алгоритм вычисления коэффициентов Тейлора,
оценка локальной погрешности, вспомогательные алгоритмы и общий алгоритм
метода рядов Тейлора.
В четвертой главе "Численные эксперименты" представлен численный
анализ эффективности схем как на произвольном наборе мономов, так и на
примере задачи 𝑁 тел в различных полиномиальных формах.
Целью данной работы является разработка общих подходов, методов и
алгоритмов моделирования в символьной и численной формах в задачах Дина­
мики, основанных на применении систем дифференциальных уравнений.
Для достижения поставленной цели необходимо было решить следующие
задачи:
1. Разработать детали построения схем,
2. Реализовать алгоритмы построения схем для произвольного набора мо­
номов,
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3. Разработать компьютерные программы, реализующие алгоритмы по­
строения схем.
4. Провести численные эксперименты, исследовать эффективность разра­
ботанных алгоритмов.
Научная новизна:
1. Впервые представлены алгоритмы построения схем для быстрого вы­
числения произвольного набора мономов.
2. Впервые выполнено исследование, показавшее высокую эффектив­
ность представленных алгоритмов для численного интегрирования
произвольных полиномиальных систем дифференциальных уравнений.
Практическая значимость. Ускорение численного интегрирования
дифференциальных уравнений в полиномиальной форме, описывающих как ре­
альные, так и статистически сформированные модели.
Основные положения, выносимые на защиту:
1. Построение и полный анализ алгоритмов и соответсвующих компьютер­
ных программ построения схем вычисления всех мономов произвольно­
го набора мономов.
2. Численные эксперименты для реальных и статистически сформирован­
ных моделей Динамики.
Достоверность. Все результаты работы получены строгими математи­
ческими методами, проверены при помощи многочисленных вычислений и
опираются на шесть публикаций в российских и международных рецензи­
руемых журналах. Все эти результаты докладывались на многочисленных
международных конференциях.
Апробация работы. Основные результаты работы докладывались на
международной научной конференции "Процессы управления и устойчивость"
(г. Санкт-Петербург, март 2016 г.), международной конференции "Устойчи­
вость и колебания нелинейных систем управления (конференция Пятницкого)"
(г. Москва, июнь 2016 г.), на 14th и 15th "International Conference of Numerical
Analysis and Applied Mathematics" (г. Родос и г. Салоники, Греция, сентябрь
2016 г. и сентябрь 2017 г.), международной научной конференции по меха­
нике "VIII Поляховские чтения" (г. Санкт-Петербург, февраль 2018 г.) и на
"International Multidisciplinary Scientific GeoConference Surveying, Geology and
Mining, Ecology and Management" (г. София, Болгария, июль 2019 г.).
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Личный вклад. Автор принимал активное участие в разработке и импле­
ментации алгоритмов построения схем и проведении анализа эффективности
представленных алгоритмов. Все результаты, представленные в работе, полу­
чены лично автором.
Публикации. Основные результаты изложены в 6 печатных изданиях [3,
22, 26, 30, 35, 43], 5 из которых изданы в журналах, рекомендованных ВАК.
Объем и структура работы. Работа состоит из введения, четырех глав
и заключения. Полный объём работы составляет 55 страниц, включая 3 табли­
цы. Список литературы содержит 127 наименований.
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Глава 1. Сведение дифференциальных уравнений к
полиномиальной форме
При написании данной главы использовались многие источники: [1 – 12, 22,
26, 30, 39, 40].
Данная глава состоит из двух разделов. В первом разделе описана теоре­
тическая и алгоритмическая основа методов сведения систем к полиномиальной
форме (система дифференциальных уравнений первого порядка с полиномами
по неизвестным в правой части), для полных систем дифференциальных уравне­
ний и систем функций. Метод дополнительных переменных сводит их к системе
дифференциальных уравнений в полиномиальной форме. Отметим метод до­
полнительных переменных для полных систем дифференциальных уравнений
в частных производных, необходимые и достаточные условия применимости и
их реализация были представлены в работе [9], метод дополнительных пере­
менных для обыкновенных дифференциальных уравнений был представлен в
работе А. Пуанкаре [105].
Во втором разделе приведены примеры сведения систем дифференциаль­
ных уравнений и систем функций: задача Коши для ОДУ, задача Коши для
систем ОДУ, задача Коши для полных систем, математический маятник, враща­
тельное движение спутника вокруг своего центра масс, задача 𝑁 тел, сведенная
к трем полиномиальным формам: пятой, четвертой и третьей степени, система
из двух функций, экзотическая функция и многоэтажная экспонента.
Кроме того, в пятой главе представлены 10 категорий функций, соот­
ветствующие замены, необходимые для сведения их к дифференциальным
уравнениям, и соответсвующие дифференциальные уравнения.
1.1 Метод дополнительных переменных
Метод дополнительных переменных направлен на приведение систем
функций и/или дифференциальных уравнений (полных дифференциальных
уравнений в частных производных и, в частности, обыкновенных диффе­
ренциальных уравнений) к полиномиальной форме. Идея метода для ОДУ
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рассмотрена в работе Пуанкаре [105]. В небесной механике эта идея исполь­
зовалась для решения задачи трех тел с использованием степенных рядов.
Необходимые и достаточные условия для полных дифференциальных уравне­
ний в частных производных, позволяющие компьютеризировать применение
метода, были предложены в [9], а алгоритм метода и его реализация приве­
дены в [11].
Рассмотрим основные обозначения, которые будем использовать в даль­
нейшем. Пусть
𝑥 = (𝑥1, . . . , 𝑥𝑚) ∈ 𝐶𝑚, 𝑡 = (𝑡1, . . . , 𝑡𝑠) ∈ 𝐶𝑠, α = (α1, . . . ,αω) ∈ 𝐶ω, 𝑓 𝑗𝑖 ∈ 𝐶,
(𝑦1, . . . , 𝑦𝑁) ∈ 𝐶𝑁 , 𝑔𝑟 ∈ 𝐶, предполагая 𝑥 функцией переменной 𝑡 и параметра
α, а 𝑦 - функцией переменной 𝑥 и параметра α. Символ 𝐶 обозначает поле
комплексных чисел. Отметим, что везде символ 𝐶 можно заменить на символ
𝑅, который обозначает поле вещественных чисел, так как все описанные ниже
алгоритмы символьные.
Рассмотрим полную систему дифференциальных уравнений в частных
производных первого порядка, разрешенную относительно производной. Такие
системы дифференциальных уравнений можно записать в следующих формах:
𝜕𝑥𝑖
𝜕𝑡𝑗
= 𝑓 𝑗𝑖 (𝑥,α), 𝑖 ∈ [1 : 𝑚], 𝑗 ∈ [1 : 𝑠],
𝜕𝑥
𝜕𝑡
= 𝑓(𝑥,α), 𝑑𝑥 = 𝑓(𝑥,α)𝑑𝑡,
(1.1)
где 𝑥 = (𝑥1, . . . , 𝑥𝑚) ∈ 𝐶𝑚, 𝑡 = (𝑡1, . . . , 𝑡𝑠) ∈ 𝐶𝑠, α = (α1, . . . ,αω) ∈ 𝐶ω,





, 𝑓 = (𝑓 𝑗𝑖 ), 𝑓
𝑗
𝑖 ∈ 𝐶.
В случае обыкновенных дифференциальных уравнений (т.е. при 𝑠 = 1)
эти формы можно свести к следующей:
𝑑𝑥𝑖
𝑑𝑡




Также рассмотрим систему функций:
𝑦𝑟 = 𝑔𝑟(𝑥,α), 𝑟 ∈ [1 : 𝑁 ], (1.3)
где 𝑠,𝑁 ∈ [0 : +∞) и (𝑠,𝑁) ̸= 0. Систему (1.1) (или (1.3)), правая часть
которой является полиномом по неизвестным 𝑥1, . . . , 𝑥𝑚, называют полиноми­
альной системой.
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Рассмотрим отдельно: метод дополнительных переменных для полных
систем, метод дополнительных переменных для систем функций и метод до­
полнительных переменных для смешанных систем.
Метод дополнительных переменных для полных систем
Пусть дополнительные переменные 𝑥𝑚+1, . . . , 𝑥𝑚+𝑘 удовлетворяют условиям:
— все производные 𝜕𝑥𝑚+𝑙𝜕𝑥𝑖 , (𝑙 ∈ [1 : 𝑘], 𝑖 ∈ [1 : 𝑚]) – некоторые полиномы
𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘) по переменным 𝑥1, . . . , 𝑥𝑚+𝑘;
— все правые части уравнений (1.1) – полиномы 𝑄𝑗𝑖 (𝑥1, . . . , 𝑥𝑚+𝑘),
то 𝑥1, . . . , 𝑥𝑚+𝑘 удовлетворяют полиномиальной системе:
𝜕𝑥𝑖
𝜕𝑡𝑗






𝑄𝑗𝑖 (𝑥1, . . . , 𝑥𝑚+𝑘)𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘).
Метод дополнительных переменных для систем функций
Пусть дополнительные переменные 𝑥𝑚+1, . . . , 𝑥𝑚+𝑘 удовлетворяют условиям:
— все производные 𝜕𝑥𝑚+𝑙𝜕𝑥𝑖 , (𝑙 ∈ [1 : 𝑘], 𝑖 ∈ [1 : 𝑚]) – некоторые полиномы
𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘) по переменным 𝑥1, . . . , 𝑥𝑚+𝑘;
— все функции 𝑔𝑟(𝑥,α), 𝑟 ∈ [1 : 𝑁 ], – полиномы 𝑅𝑟(𝑥1, . . . , 𝑥𝑚+𝑘), то
𝑥1, . . . , 𝑥𝑚+𝑘 удовлетворяют полиномиальной системе:
𝑦𝑟 = 𝑅𝑟(𝑥1, . . . , 𝑥𝑚+𝑘), 𝑟 ∈ [1 : 𝑁 ],
𝜕𝑥𝑚+𝑙
𝜕𝑡𝑗
= 𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘), 𝑖 ∈ [1 : 𝑚], 𝑙 ∈ [1 : 𝑘].













, 𝑟 ∈ [1 : 𝑁 ], 𝑖 ∈ [1 : 𝑚],
𝜕𝑥𝑚+𝑙
𝜕𝑡𝑗
= 𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘), 𝑙 ∈ [1 : 𝑘].
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Метод дополнительных переменных для смешанных систем
Пусть дополнительные переменные 𝑥𝑚+1, . . . , 𝑥𝑚+𝑘 удовлетворяют условиям:
— все производные 𝜕𝑥𝑚+𝑙𝜕𝑥𝑖 , (𝑙 ∈ [1 : 𝑘], 𝑖 ∈ [1 : 𝑚]) – некоторые полиномы
𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘) по переменным 𝑥1, . . . , 𝑥𝑚+𝑘;
— все правые части уравнений (1.1) – полиномы 𝑄𝑗𝑖 (𝑥1, . . . , 𝑥𝑚+𝑘),
— все функции 𝑔𝑟(𝑥,α), 𝑟 ∈ [1 : 𝑁 ], – полиномы 𝑅𝑟(𝑥1, . . . , 𝑥𝑚+𝑘), тогда
𝑥1, . . . , 𝑥𝑚+𝑘 удовлетворяют полиномиальной системе:
𝜕𝑥𝑖
𝜕𝑡𝑗






𝑄𝑗𝑖 (𝑥1, . . . , 𝑥𝑚+𝑘)𝑃𝑚+𝑙,𝑖(𝑥1, . . . , 𝑥𝑚+𝑘),
𝑦𝑟 = 𝑅𝑟(𝑥1, . . . , 𝑥𝑚+𝑘), 𝑟 ∈ [1 : 𝑁 ],






















, 𝑟 ∈ [1 : 𝑁 ], 𝑖 ∈ [1 : 𝑚].
1.2 Примеры
В первых трех из рассматриваемых здесь десяти примерах используются
функции Гильберта (трех аргументов 𝑝1, 𝑝2, 𝑝3).
Замечание. Эти функции были введены в связи с 13 проблемой Гильберта.
К моменту формулировки Гильбертом этой проблемы было известно преобра­
зование, сводящее уравнение 𝑛-ой степени, в котором свободный член равен
1, коэффициент при старшей степени равен 1, а коэффициенты при степенях
𝑛− 1, 𝑛− 2, 𝑛− 3 равны нулю. Проблема Гильберта: можно ли решить общее
уравнение седьмой степени с помощью функций, зависящих только от двух пе­
ременных? Как указывалось, уравнение седьмой степени можно рассматривать,
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как уравнение, решение которого зависит только от трёх коэффициентов.
Первый из них является решением уравнения:
φ71(𝑝1, 𝑝2, 𝑝3) + 𝑝3φ
3
1(𝑝1, 𝑝2, 𝑝3) + 𝑝2φ
3
1(𝑝1, 𝑝2, 𝑝3) + 𝑝1φ1(𝑝1, 𝑝2, 𝑝3) + 1 = 0,
при условии φ1(0, 0, 0) = −1, а второй определяется равенством:
φ2(𝑝1, 𝑝2, 𝑝3) = (7φ
6
1(𝑝1, 𝑝2, 𝑝3) + 3𝑝3φ
2
1(𝑝1, 𝑝2, 𝑝3) + 2𝑝2φ1(𝑝1, 𝑝2, 𝑝3) + 𝑝1)
−1.
Они удовлетворяют задаче Коши:⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝜕φ1
𝜕𝑝𝑗
= −φ𝑗1φ2, 𝑗 = 1, 2, 3,
𝜕φ2
𝜕𝑝𝑗









φ1(0, 0, 0) = −1,φ2(0, 0, 0) = 17 .
В четвертом и пятом примерах рассматриваются две задачи динамики
– математический маятник и вращательное движение спутника около своего
центра масс.
Примеры метода дополнительных переменных для полных систем.




= 𝑎 sinφ1(𝑥, 𝑥
2, 𝑥3) + 𝑏 cosφ1(𝑥, 𝑥
2, 𝑥3)
и начальные условия 𝑥(0) = 0 (𝑎, 𝑏 - вещественные параметры).
Введем дополнительные переменные:
ψ1 = φ1(𝑥, 𝑥
2, 𝑥3), ψ2 = φ2(𝑥, 𝑥
2, 𝑥3), ψ3 = sinφ1(𝑥, 𝑥
2, 𝑥3), ψ4 = cosφ1(𝑥, 𝑥
2, 𝑥3)


































































































Тогда можно записать исходное уравнение и начальные условия в форме по­
линомиальной задачи Коши:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑥
































𝑥(0) = 0, ψ1(0) = −1, ψ2(0) = 17 , ψ3(0) = − sin 1, ψ4(0) = cos 1.




= 𝑎𝑖 sinφ1(𝑥, 𝑥2, 𝑥3) + 𝑏𝑖 cosφ1(𝑥, 𝑥2, 𝑥3)
и начальные условия 𝑥𝑖(0) = 0, 𝑖 ∈ [1 : 3], (𝑎𝑖 = 𝑎𝑖(𝑥, 𝑥2, 𝑥3), 𝑏𝑖 = 𝑏𝑖(𝑥, 𝑥2, 𝑥3) -
алгебраические полиномы).
Введем дополнительные переменные:
ψ1 = φ1(𝑥, 𝑥2, 𝑥3), ψ2 = φ2(𝑥, 𝑥2, 𝑥3), ψ3 = sinφ1(𝑥, 𝑥2, 𝑥3), ψ4 = cosφ1(𝑥, 𝑥2, 𝑥3)



















































































Тогда можно записать исходную систему и начальные условия в форме поли­
номиальной задачи Коши:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑥𝑖

































𝑥𝑖(0) = 0, 𝑖 ∈ [1 : 3], ψ1(0) = −1, ψ2(0) = 17 , ψ3(0) = − sin 1, ψ4(0) = cos 1.




= 𝑎𝑖,𝑗 sinφ1(𝑥, 𝑥2, 𝑥3) + 𝑏𝑖,𝑗 cosφ1(𝑥, 𝑥2, 𝑥3)
и начальные условия 𝑥𝑖(0) = 0, 𝑖 ∈ [1 : 𝑚], 𝑗 ∈ [1 : 3], (𝑎𝑖,𝑗 =
𝑎𝑖,𝑗(𝑥, . . . , 𝑥𝑚), 𝑏𝑖,𝑗 = 𝑏𝑖,𝑗(𝑥𝑥, . . . , 𝑥𝑚) – алгебраические полиномы).
Введем дополнительные переменные:
ψ1 = φ1(𝑥, 𝑥2, 𝑥3), ψ2 = φ2(𝑥, 𝑥2, 𝑥3), ψ3 = sinφ1(𝑥, 𝑥2, 𝑥3), ψ4 = cosφ1(𝑥, 𝑥2, 𝑥3)















































































= 𝑎𝑖,𝑗ψ3 + 𝑏𝑖,𝑗φ4, 𝑖 ∈ [1 : 𝑚], 𝑗 ∈ [1 : 3], 𝜕ψ1𝜕𝑡𝑗 = −
3∑︀
𝑘=1

























𝑥𝑖(0, 0, 0) = 0, 𝑖 ∈ [1 : 𝑚], ψ1(0, 0, 0) = −1, ψ2(0, 0, 0) = 17 ,
ψ3(0, 0, 0) = − sin 1, ψ4(0, 0, 0) = cos 1.
Пример 4. Математический маятник.
Пусть 𝑥1 = 𝑥, 𝑥2 = ?̇?, тогда уравнение математического маятника
?̈?+ 𝑘2 sin𝑥 = 0
запишем в виде системы обыкновенных дифференциальных уравнений
?̇?1 = 𝑥2, ?̇?2 = −𝑘2 sin𝑥1.
Вводя дополнительные переменные 𝑥3 = sin𝑥1, 𝑥4 = cos𝑥1, получаем полино­
миальную (квадратичную) систему:
?̇?1 = 𝑥2, ?̇?2 = −𝑘2𝑥3, ?̇?3 = 𝑥2𝑥4, ?̇?4 = −𝑥2𝑥3.
Пример 5. Вращательное движение спутника.
Рассмотрим движение спутника вокруг своего центра масс в предположении,
что сам центр масс движется по круговой орбите с угловой скоростью ω.
Обычно движение спутника вокруг своего центра масс описывается шестью
фазовыми переменными, пусть это будут 𝑥1, . . . , 𝑥6. При учете основных воз­
мущающих факторов оказывается, как правило, что уравнения относительно
этих переменных имеют вид:
?̇?𝑗 = 𝑃𝑗(𝑥1, . . . , 𝑥6, sin𝑥1, . . . , sin𝑥6, cos𝑥1, . . . , cos𝑥6, sinω𝑡, cosω𝑡),
причем 𝑃𝑗 - полиномы по всем своим аргументам. Пусть 𝑥7 = sin𝑥1, . . . ,
𝑥13 = cos𝑥1, . . . , а также 𝑥19 = sinω𝑡, 𝑥20 = cosω𝑡, получаем полиномиаль­
ную систему:⎧⎨⎩?̇?𝑗 = 𝑃𝑗(𝑥1, . . . , 𝑥20), ?̇?6+𝑗 = 𝑥13+𝑗𝑃𝑗(𝑥1, . . . , 𝑥20),?̇?6+𝑗 = −𝑥6+𝑗𝑃𝑗(𝑥1, . . . , 𝑥20), 𝑗 = 1, . . . , 6, ?̇?19 = ω𝑥20, ?̇?20 = −ω𝑥19.
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Глава 2. Схемы и быстрое вычисление систем мономов многих
переменных
При написании данной главы использовались многие источники: [3, 8, 22, 30, 35].
Данная глава состоит из трех разделов. В первом разделе описаны основ­
ные определения, введенные для формулировки проблемы построения схемы
и её алгоритма.
Во втором разделе представлены алгоритмы построения схем для произ­
вольного набора мономов: до третьей степени и выше.
В третьей разделе представлены примеры построения схем для уравнений
Пенлеве и задачи 𝑁 тел в различных полиномиальных формах.
2.1 Основные определения
Введем необходимые определения и обозначения.






1 · ... . . . 𝑥𝑖𝑛𝑛 , 𝑖𝑘 ⩾ 0, 𝑘 ∈ [1, 𝑛].
Набор 𝑇 = (𝑥𝑖(1), . . . , 𝑥𝑖(𝑛), 𝑥𝑖(𝑛+1), . . . , 𝑥𝑖(𝑀)) мономов рассмотрим как упо­
рядоченный при условии, что
2 ⩽ |𝑖(𝑛+ 1)| ⩽ |𝑖(𝑛+ 2)| ⩽ . . . ⩽ |𝑖(𝑀)| ⩽ 𝐿,
и обсудим задачу вычисления мономов 𝑥𝑖(𝑛+1), . . . , 𝑥𝑖(𝑀) набора 𝑇 в предполо­
жении, что известны первые 𝑛 его мономов, то есть мономы
𝑥𝑖(1) = 𝑥1, . . . , 𝑥
𝑖(𝑛) = 𝑥𝑛.
Вычислить 𝑇 (то есть мономы 𝑥𝑖(𝑛+1), . . . , 𝑥𝑖(𝑀) в 𝑇 ) можно всегда, так как
каждый из мономов можно получить, перемножив соответствующее число раз
исходные величины 𝑥1, ..., 𝑥𝑛, например, 𝑥21𝑥32𝑥3 = 𝑥1𝑥1𝑥2𝑥2𝑥2𝑥3. Ясно, что это не
самый эффективный способ вычисления 𝑇. Вычисляя мономы последовательно
слева направо в 𝑇 , можно для получения очередного монома использовать в
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качестве сомножителей уже вычисленные ранее мономы, если таковые есть.
Например, 𝑥21𝑥32𝑥3 можно вычислить как (𝑥21𝑥32)𝑥3 или как 𝑥21(𝑥32𝑥3), если моном
𝑥21𝑥
3
2 или мономы 𝑥32𝑥3 и 𝑥21 ранее были вычислены.
Если очередной моном 𝑥𝑖(𝑟) в наборе можно вычислить как произведение
ранее вычисленных мономов 𝑥𝑖(𝑝), 𝑥𝑖(𝑞), то это означает, что 𝑖(𝑟) = 𝑖(𝑝) + 𝑖(𝑞),
причем 1 ⩽ 𝑝 < 𝑟, 1 ⩽ 𝑞 < 𝑟. Если при |𝑖(𝑟)| ⩾ 3 все мономы 𝑥𝑖(𝑟) можно вы­
числить таким образом последовательно (мономы в 𝑇 упорядочены), то можно
ввести в рассмотрение схему – упорядоченный набор
𝑆(𝑇 ) =
(︀
(𝑝(𝑛+ 1), 𝑞(𝑛+ 1)), . . . ,(𝑝(𝑀), 𝑞(𝑀))
)︀
из 𝑀 − 𝑛 пар натуральных чисел ((𝑝(𝑟), 𝑞(𝑟)), удовлетворяющих условию
𝑟 > 𝑝(𝑟), 𝑞(𝑟) для любых 𝑟 ∈ [𝑛 + 1,𝑀 ].
Набор 𝑇 может не иметь схемы, а может иметь одну или несколько
схем. Например, набор {𝑥, 𝑥2, 𝑥4, 𝑥7} не имеет схемы, а наборы {𝑥, 𝑥2, 𝑥4, 𝑥5, 𝑥7},
{𝑥, 𝑥2, 𝑥3, 𝑥4, 𝑥7} имеют одну и две схемы соответственно. Если 𝑇 имеет схему,
ее можно использовать при вычислении 𝑇 : 𝑥𝑖(𝑛+1), . . . , 𝑥𝑖(𝑀) вычисляются слева
направо в этом порядке, причем очередной моном 𝑥𝑖(𝑟) вычисляется как произ­
ведение уже вычисленных 𝑥𝑖(𝑝) и 𝑥𝑖(𝑞). Если набор 𝑇 не имеет схемы, то его
всегда можно дополнить до набора 𝑇 ′, имеющего схему. Это очевидно, так как
любой набор 𝑇 мономов степени не выше 𝐿 можно дополнить до набора 𝑇 ′,
содержащего все мономы степени не выше 𝐿 − 1.
Пусть 𝑇, 𝑇 ′ – упорядоченные наборы мономов. Будем писать 𝑇 ⊂ 𝑇 ′ или
𝑇 ′ ⊃ 𝑇 в том случае, когда все мономы набора 𝑇 содержатся и в 𝑇 ′. Если 𝑇 ′ ⊃ 𝑇
и 𝑇 ′ имеет схему, то будем называть 𝑇 ′ оболочкой для 𝑇 : 𝑇 ′ = 𝑠𝑝𝑎𝑛(𝑇 ).
Набор 𝑇 ′ с минимальным количеством добавленных мономов будем называть
минимальной оболочкой и обозначать 𝑇 ′ = 𝑚𝑠𝑝𝑎𝑛(𝑇 ). Если мы хотим вы­
числять 𝑇 на основе некоторой схемы, a 𝑇 не имеет схемы, то следует вычислять
не 𝑇, а его оболочку 𝑇 ′, причем чем меньше дополнительных мономов в 𝑇 ′,
тем быстрее, вообще говоря, будет процедура вычисления набора 𝑇. В то же
время для данного набора 𝑇 могут существовать различные оболочки с одина­
ковым количеством мономов (например, у набора {𝑥, 𝑥2, 𝑥4, 𝑥7} есть оболочки
{𝑥, 𝑥2, 𝑥3, 𝑥4, 𝑥7}, {𝑥, 𝑥2, 𝑥4, 𝑥5, 𝑥7}, {𝑥, 𝑥2, 𝑥4, 𝑥6, 𝑥7}).
Исходный набор 𝑇 0 = (𝑥𝑖(1), . . . , 𝑥𝑖(𝑛), . . . 𝑥𝑖(𝑛+1), . . . , 𝑥𝑖(𝑀0)) можно задать
соответствующим набором индексов 𝐼0 = (𝑖(1), . . . , 𝑖(𝑛), . . . 𝑖(𝑛+1), . . . , 𝑖(𝑀 0)).
Набор мономов, индексов и количество элементов оболочки обозначим
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𝑇 ℎ, 𝐼ℎ,𝑀ℎ. Эти же величины на текущем шаге алгоритма обозначим 𝑇, 𝐼,𝑀 (в
начале и в конце алгоритма они равны 𝑇 0, 𝐼0,𝑀0 и 𝑇 ℎ, 𝐼ℎ,𝑀ℎ).
Неравенства для индексов означают, что они выполнены для всех ком­
понентов индексов, например, 𝑖(ν) = (𝑖1(ν), . . . , 𝑖𝑛(ν)) ⩾ 0 означает, что
𝑖𝑗(ν) ⩾ 0, 𝑗 = 1, . . . 𝑛. Если 𝑖 − 𝑘 ⩾ 0(𝑖 − 𝑘 > 0), то будем говорить, что 𝑖
содержит (строго содержит) 𝑘, или что 𝑘 содержится (строго содержится) в 𝑖
(будем говорить еще, что 𝑘 является подиндексом 𝑖, а 𝑖 – надиндексом 𝑘).
Величину 𝑠 = |𝑖| = 𝑖1 + · · · + 𝑖𝑛 будем называть степенью индекса
𝑖, причем при 𝑠 = 1, 2, 3, . . . ,𝑚 будем говорить о линейном, квадратичном,
кубическом индексе и 𝑚 – индексе (или индексе степени 𝑚).
Нелинейный индекс 𝑖(𝑣) ∈ 𝐼0 будем называть согласованным или несо­
гласованным в наборе 𝐼0, если он представляется или нет суммой двух
индексов из 𝐼0. Все квадратичные индексы 𝑖 согласованы. Исходный набор
индексов 𝐼0 = (𝑖(1), . . . , 𝑖(𝑛), . . . 𝑖(𝑛 + 1), . . . , 𝑖(𝑀 0)) разделим на два набора,
𝐼0+ = (𝑖(1), . . . , 𝑖(𝑛), . . . 𝑖(𝑛 +𝑀+)), 𝐼
0
− = (𝑖(𝑛 + 𝑟), . . . , 𝑖(𝑛), . . . 𝑖(𝑛 + 𝑅), первый
из которых состоит из линейных и согласованных нелинейных индексов, а вто­
рой – из несогласованных индексов. Предполагается, что в наборах порядок
следования индексов тот же, что у них был в 𝐼0. Очевидно, что целые 𝑟, 𝑅,𝑀+
должны удовлетворять неравенствам
0 < 𝑟 ⩽ 𝑅 ⩽ 𝑀 0 − 𝑛, 𝑛+ 1 ⩽ 𝑀 ⩽ 𝑀 0.
Для 𝑖(𝑘) ∈ 𝐼, примем также и обозначение 𝑖(𝑠,µ(𝑠)), где 𝑠 = |𝑖(𝑘)| = 𝑖1(𝑘)+
+ · · ·+ 𝑖𝑛(𝑘), а µ(𝑠) = 1, 2, . . . ,𝑚(𝑠) – порядковый номер индекса в множестве
𝐼(𝑠) = {𝑖(ν) ∈ 𝐼
⃒⃒
|𝑖(ν)| = 𝑠},
как и соответствующего монома в
𝑇 (𝑠) = {𝑥𝑖(ν) ∈ 𝑇
⃒⃒
|𝑖(ν)| = 𝑠}
(если 𝐼(𝑠) пустое множество, то полагаем µ(𝑠) = 𝑚(𝑠) = 0).
2.2 Быстрое вычисление систем мономов многих переменных
Данный раздел разбит на две части. В первой части описан алгоритм ре­
шения проблемы построения минимальной оболочки для произвольного набора
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мономов до третьей степени включительно. Во второй части описан алгоритм
для вычисления оболочки для произвольного набора мономов произвольной
степени.
2.2.1 Системы мономов до третьей степени
В данном разделе описана и решена проблема построения минимальной
оболочки и схемы для набора мономов до третьей степени включительно. Ма­
териал взят из [3, 22, 26].
Формулировка проблемы: Задача состоит во введении меньшего количе­
ства таких квадратичных индексов (мономов второй степени), что любой
несогласованный кубический индекс (несогласованный моном третьей степени)
𝑖(3,µ1(3)), . . . , 𝑖(3,µ𝑚(3)) исходного набора содержит хотя бы один из них.
Каждый из кубических индексов содержит до трех квадратич­
ных. Например, кубический индекс (3, 0, 0, . . . , 0) содержит один
квадратичный (2, 0, 0, . . . , 0), индекс (2, 1, 0, . . . , 0) содержит два
(2, 0, 0, . . . , 0), (1, 1, 0, . . . , 0), а (1, 1, 1, 0, . . . , 0) – три (1, 1, 0, . . . , 0),
(1, 0, 1, . . . , 0) и (0, 1, 1, . . . , 0).
Квадратичный подиндекс индекса 𝑘𝑟 обозначим 𝑘𝑟𝑗 , а их количество –
σ(𝑟) ∈ [1 : 3]. Все различные подиндексы 𝑘𝑟𝑗 𝑗 ∈ [1 : σ(𝑟)], 𝑟 ∈ [1 : 𝑚]
рассмотрим в виде упорядоченного набора 𝑖1, . . . , 𝑖𝑙, а каждый подиндекс 𝑘𝑟𝑗
запишем как 𝑖ν(𝑟, 𝑗). Сопоставив каждой величине 𝑖𝑣 переменную 𝑑𝑣, которая
может принимать два значения – 0 и 1, приходим к задаче:
при известных σ(𝑟) ∈ [1 : 3], ν(𝑖, 𝑗) ∈ [1 : 𝑙]
найти целые 𝑑1, . . . , 𝑑𝑙, удовлетворяющие неравенствам:
σ(𝑟)∑︁
𝑗=1
𝑑ν(𝑖,𝑗) ⩾ 1, 0 ⩽ 𝑑ν ⩽ 1, ν ∈ [1 : 𝑙], 𝑟 ∈ [1 : 𝑚],
и минимизировать сумму 𝐿(𝑑1, . . . , 𝑑𝑙) = 𝑑1 + · · · + 𝑑𝑙.
Решение проблемы минимизации количества квадратичных подиндексов
сведена к задаче бинарного линейного программирования. Решив полученную
задачу бинарного программирования, получим оптимальное решение сформу­
лированной проблемы.
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2.2.2 Системы мономов третьей степени и выше
В данном разделе описана и решена проблема построения оболочки и схе­
мы для набора мономов произвольной степени. Материал взят из [43].
Формулировка проблемы: Рассмотрим набор 𝑇 мономов до степени 𝑠 вклю­
чительно. Задача состоит во введении, по возможности, меньшего количества
дополнительных мономов для построения оболочки 𝑠𝑝𝑎𝑛(𝑇 ) и схемы 𝑆(𝑇 ).
Рассмотрим упорядоченный набор мономов 𝑇𝑠 степени 𝑠 из исходного на­
бора 𝑇 : 𝑇𝑠 ⊆ 𝑇 и рассмотрим проблему: найти минимальный набор мономов
𝐷(𝑇𝑠), состоящий из мономов 𝑠 − 1 степени, такой, что любой моном из набо­
ра 𝑇𝑠 можно вычислить умножением монома из набора 𝐷(𝑇𝑠) и одного монома
первой степени.
Введем рекурсивные обозначения:
𝑇 (𝐿−1) = 𝐷(𝑇𝑠) ∪ 𝑇𝐿−1, 𝑇 (𝐿−2) = 𝐷(𝑇 (𝐿−1)) ∪ 𝑇𝐿−2, . . . , 𝑇 3 = 𝐷(𝑇 2) ∪ 𝑇2,
мы будем использовать следующую эвристическую формулу:
𝑠𝑝𝑎𝑛(𝑇 ) = 𝑇 (2) ∪ · · · ∪ 𝑇 (𝐿−1) ∪ 𝑇𝐿.
Кроме того, будем использовать обозначения, введенные выше, и обозначения:
𝑚(𝑠) = 𝑐𝑎𝑟𝑑 𝑇𝑠 – количество индексов в 𝑇𝑠;
𝑘(𝑟,𝑠)(𝑟 ∈ [1 : 𝑚(𝑠)]) – 𝑟 – ый индекс в 𝑇𝑠;
𝐺(𝑟, 𝑠) ∈ [1 : 𝑠] – количество подиндексов 𝑠− 1 степени в индексе 𝑘(𝑟,𝑠);
𝑘
(𝑟,𝑠)
𝑗 (𝑟 ∈ [1 : 𝑚], 𝑗 ∈ [1 : 𝐺(𝑟, 𝑠)], 𝐺(𝑟, 𝑠) ∈ [1 : 𝑠]) – 𝑗 – ый подиндекс 𝑠 − 1
степени индекса 𝑘(𝑟,𝑠);




𝑗 – количество различных подиндексов 𝑠− 1 степени
для всех индексов 𝑘(𝑟,𝑠);





𝑣(𝑟, 𝑠, 𝑗) – такая функция, которая 𝑘(𝑟,𝑠)𝑗 = 𝑖
ν(𝑟,𝑠,𝑗);
Связывая с каждой переменной 𝑖ν бинарную переменную 𝑑ν (𝑑𝑣 = 0 или 𝑑𝑣 =
1), возникает следующая проблема бинарного линейного программирования:
при известных 𝑚(𝑠), 𝑙(𝑠), и σ(𝑟, 𝑠) ∈ [1 : 𝑠], ν(𝑟, 𝑠, 𝑗) ∈ [1 : 𝑙(𝑠)]
минимизировать 𝐿(𝑑1, . . . , 𝑑𝑙(𝑠)) = 𝑑1 + · · · + 𝑑𝑙(𝑠)





Для решения таких задач использовалась соответствующая программа
на Wolfram Mathematica (Приложение А).
2.3 Примеры построения схем
В данном разделе рассмотрены шесть уравненией Пенлеве в полиномиаль­
ной форме, оболочки для данных полиномиальных систем и соответствующие
схемы для этих оболочек. Рассмотрим шесть уравнений Пенлеве в полиноми­








Набор мономов, стоящих в правой части дифференциальных уравнений, состо­
ит из мономов первой и второй степени, поэтому схема строится автоматически.





1 + 𝑥1𝑥3 + α,
𝑥′3 = 1.
Набор мономов: 𝑇 (𝑃𝐼𝐼) = {𝑥1, 𝑥2, 𝑥3, 𝑥31, 𝑥1𝑥3}.
Добавим один моном {𝑥21}, получим оболочку:
𝑇 ′(𝑃𝐼𝐼) = {𝑥1, 𝑥2, 𝑥3, 𝑥21, 𝑥31, 𝑥1𝑥3}.
Cхема для полученной оболочки:










𝑇 (𝑃𝐼𝐼𝐼) = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥2𝑥4, 𝑥24, 𝑥21𝑥4, 𝑥22𝑥3, 𝑥2𝑥23, 𝑥31}.
Добавим два монома {𝑥2𝑥3, 𝑥21}, получим оболочку:
𝑇 ′(𝑃𝐼𝐼𝐼) = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥2𝑥3, 𝑥2𝑥4, 𝑥21, 𝑥24, 𝑥21𝑥4, 𝑥22𝑥3, 𝑥2𝑥23, 𝑥31}.
Cхема для полученной оболочки:

















𝑇 (𝑃𝐼𝑉 ) = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥21𝑥4, 𝑥1𝑥24, 𝑥2𝑥23, 𝑥22𝑥3, 𝑥31}.
Добавим три монома {𝑥1𝑥4, 𝑥2𝑥3, 𝑥21}, получим оболочку:
𝑇 ′(𝑃𝐼𝑉 ) = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥1𝑥4, 𝑥2𝑥3, 𝑥21, 𝑥21𝑥4, 𝑥1𝑥24, 𝑥2𝑥23, 𝑥22𝑥3, 𝑥31}.
Cхема для полученной оболочки:








2𝑥4 − 𝑥2𝑥5 + α𝑥31𝑥25 + β𝑥21𝑥3𝑥25 − 2α𝑥21𝑥25−
− 2β𝑥1𝑥3𝑥25 + α𝑥1𝑥25 + β𝑥3𝑥25 + γ𝑥1𝑥4 + γ𝑥1𝑥4,
𝑥′3 = −𝑥2𝑥23,
𝑥′4 = −𝑥2𝑥24, 𝑥5 = −𝑥25.
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Набор мономов:




























Добавим три монома {𝑥2𝑥3, 𝑥2𝑥4}, получим оболочку:




























Cхема для полученной оболочки:
𝑆(𝑃𝑉 ) = {(1, 4), (1, 5), (2, 5), (2, 3), (2, 4), (1, 6), (2, 9), (5, 5), (1, 6),












𝑥22𝑥5 − 𝑥2𝑥5 − 𝑥2𝑥6 − 𝑥2𝑥7+
+ α𝑥1(𝑥1 − 1)(𝑥1 − 𝑥8)𝑥26𝑥27 + β(𝑥1 − 1)(𝑥1 − 𝑥8)𝑥3𝑥6𝑥27+
+ γ𝑥1(𝑥1 − 𝑥8)𝑥4𝑥26𝑥7 + δ𝑥1(𝑥1 − 1)𝑥6𝑥6𝑥7,
𝑥′3 = −𝑥2𝑥23, 𝑥′4 = −𝑥2𝑥24, 𝑥′5 = −𝑥25(𝑥2 − 1),
𝑥′6 = −𝑥26, 𝑥′7 = −𝑥27, 𝑥′8 = 1.
(2.1)
Набор мономов:























































{𝑥1𝑥5, 𝑥1𝑥7, 𝑥2𝑥3, 𝑥2𝑥4, 𝑥3𝑥7, 𝑥6𝑥7, 𝑥26𝑥7, 𝑥3𝑥6𝑥27, 𝑥1𝑥26𝑥27, 𝑥1𝑥4𝑥26𝑥7},
получим оболочку:
𝑇 ′(𝑃𝑉 𝐼) = {𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7, 𝑥8, 𝑥1𝑥5, 𝑥1𝑥7, 𝑥2𝑥3, 𝑥2𝑥4, 𝑥3𝑥7,
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Cхема для полученной оболочки:
𝑆(𝑃𝑉 𝐼) = {(1, 5), (1, 7), (2, 3), (2, 4), (3, 7), (6, 7), (2, 5), (2, 6), (2, 7), (5, 5),
(6, 6), (7, 7), (2, 11), (2, 12), (2, 13), (3, 11), (4, 12), (5, 13), (6, 18),
(10, 18), (17, 18), (1, 10), (8, 30), (1, 29), (15, 28), (9, 28), (1, 34),
(8, 34), (1, 31), (8, 31), (1, 35), (8, 35)}.
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Глава 3. Методы рядов Тейлора
При написании данной главы использовались источники: [4, 5, 8, 98].
Настоящая глава состоит из двух разделов.
В первом разделе представлено полное описание метода рядов Тейлора в
полиномиальной форме. Выведены формулы подсчета коэффициентов Тейлора,
сформулирован метод рядов Тейлора для полиномиальной системы, представле­
ны оценки локальной погрешности для линейной и нелинейной задачи. Описаны
вспомогательные алгоритмы, основываясь на которых, строится сам алгоритм
метода рядов Тейлора в полиномиальной форме. В последнем подразделе вто­
рого раздела (3.2.5) алгоритм представлен в операторной форме.
Во втором разделе описана структура реализации представленного мето­
да (из четвертого разделе данной главы) с описанием основных функций и
подпрограмм.
3.1 Метод рядов Тейлора для полиномиальных систем
При написании данного раздела использовались источники: [8, 10].
В данном разделе рассматриваются три формы задания полиномиальной
задачи Коши, формулы для коэффициентов Тейлора и различные оценки ло­
кальных решений.
3.1.1 Коэффициенты Тейлора
Рассмотрим автономную задачу Коши
𝑑𝑥
𝑑𝑡
= 𝑓(𝑥), 𝑥(𝑡0) = 𝑥0, (3.1)
где 𝑓 = (𝑓1, ..., 𝑓𝑛), 𝑥 = (𝑥1, ..., 𝑥𝑛), 𝑥0 = (𝑥10, ..., 𝑥𝑛0) ∈ 𝑅𝑛, 𝑡, 𝑡0 ∈ 𝑅. Решение
ее обозначим 𝑥(𝑡, 𝑡0, 𝑥0), 𝑥(𝑡), или 𝑥. Полиномиальной называют систему (3.24)
(и задачу Коши), в которой все функции 𝑓𝑖 – aлгебраические полиномы по
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𝑥1, ..., 𝑥𝑛. Далее используются две формы задания полиномиальной системы.








𝑎[𝑖]𝑥𝑖, 𝑥(𝑡0) = 𝑥0, (3.2)
где
𝑖 = (𝑖1, ..., 𝑖𝑛), 𝑖1, ..., 𝑖𝑛 ∈ 𝑍, 𝐿 ∈ [0 : ∞), 𝐼(𝑚) = {𝑖 ∈ 𝑍𝑛|𝑖1, ..., 𝑖𝑛 ⩾ 0, |𝑖| = 𝑚},
|𝑖| = 𝑖1 + ...+ 𝑖𝑛, 𝑥 = (𝑥1, ..., 𝑥𝑛) ∈ 𝑅𝑛, 𝑥𝑖 = 𝑥𝑖11 · ... · 𝑥𝑖𝑛𝑛 , 𝑥0 = (𝑥10, ..., 𝑥𝑛0) =
= (𝑥1(𝑡0), ..., 𝑥𝑛(𝑡0)) ∈ 𝑅𝑛, 𝑎 = (𝑎1, ..., 𝑎𝑛) ∈ 𝑅𝑛, 𝑎[𝑖] = (𝑎1[𝑖], ..., 𝑎𝑛[𝑖]).







𝑖(𝑘), 𝑥𝑗(𝑡0) = 𝑥𝑗0, 𝑗 ∈ [1 : 𝑛], (3.3)
где 𝑥𝑖(0) = 1, ..., 𝑥𝑖(𝑛) = 𝑥𝑛, а 𝑥𝑖(𝑛+1), ..., 𝑥𝑖(𝑢) – все различные нелинейные мономы
в правых частях уравнений (3.25).














𝑟+1 , 𝑗 ∈ [1 : 𝑚(𝑟)], 𝑟 ∈ [1 : 𝑠− 1], (3.5)
в которых использованы обозначения:
𝑦𝑟 = (𝑦𝑟,1, ..., 𝑦𝑟,𝑚(𝑟)), 𝑟 ∈ [1 : 𝑠], 𝑦𝑠 = 𝑥, т.е. 𝑦𝑠,1 = 𝑥1, ..., 𝑦𝑠,𝑚(𝑠) = 𝑥𝑛, 𝑚(𝑠) = 𝑛;
𝑦𝑖(𝑟,0)𝑟 = 1, 𝑦
𝑖(𝑟,1)
𝑟 = 𝑦𝑟,1, ..., 𝑦
𝑖(𝑟,𝑚(𝑠))
𝑟 = 𝑦𝑟,𝑚(𝑠), 𝑟 ∈ [1 : 𝑠];
при каждом 𝑟 ∈ [1 : 𝑠] величины 𝑦𝑖(𝑟,𝑚(𝑠)+1)𝑟 , ..., 𝑦𝑖(𝑟,𝑢(𝑟))𝑟 – различные нелинейные
мономы по 𝑦𝑟,1, ..., 𝑦𝑟,𝑚(𝑟) (в частности, при 𝑟 = 𝑠 это мономы по 𝑥1, ..., 𝑥𝑛).
В формулах (3.27), (3.28) величина 𝑠 – любое фиксированное натуральное
число. Будем называть его числом уровней третьей формы. При 𝑠 = 1 третья
форма совпадает со второй. При 𝑠 ∈ [2 : ∞) третья форма является обобщением
второй. Вместе с тем простым перемножением полиномов третью форму всегда
можно свести к форме с меньшим числом уровней и в конце концов – ко второй.
Необходимость в третьей форме может возникнуть по разным причинам, но
важно, что к такой форме полиномиальной системы сводятся системы ОДУ
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в результате применения к ним метода дополнительных переменных в самом
общем случае в автоматизированном режиме.
Дополним, если необходимо, набор мономов 𝑇 (мономы стоящие в правой
части дифференциального уравнения) до оболочки 𝑇 ′ со схемой
𝑆(𝑇 ) =
(︀
(𝑝(𝑛+ 1), 𝑞(𝑛+ 1)), . . . ,(𝑝(𝑢), 𝑞(𝑢))
)︀





𝑥𝑘,𝑝(𝑡− 𝑡0)𝑝, 𝑘 ∈ [0 : 𝑢], (3.6)
в равенство
𝑥𝑖(𝑘) = 𝑥𝑖(𝑝(𝑘)) · 𝑥𝑖(𝑞(𝑘)), 𝑘 ∈ [𝑛+ 1, 𝑢], (3.7)












𝑎𝑗,𝑘𝑥𝑘,𝑝](𝑡− 𝑡0)𝑝 = 0. (3.9)
Приравнивая нулю коэффициенты при (𝑡− 𝑡0)𝑝 в равенствах (3.31), (3.32)
и вспоминая начальные условия 𝑥(𝑡0) = 𝑥0, получаем расчетные формулы




𝑥𝑝(𝑘),𝑙 𝑥𝑞(𝑘),𝑝−𝑙, 𝑘 ∈ [𝑛+ 1 : 𝑢], (𝑝 = 0, 1, . . .);




𝑎𝑘,𝑙 𝑥𝑙,𝑝, 𝑘 ∈ [1 : 𝑛], (𝑝 = 0, 1, . . .);
(3.11)
Формулы (3.33), (3.34) позволяют вычислять последовательно все коэф­
фициенты 𝑥𝑘,𝑝 разложений (3.29) величин 𝑥1, ..., 𝑥𝑛, 𝑥𝑖(𝑛 + 1), ..., 𝑥𝑖(𝑢) в ряд
Тейлора. Для того чтобы использовать эти формулы, достаточно иметь в своем
распоряжении:
– начальные данные: 𝑥𝑘(𝑡0) при 𝑘 ∈ [1 : 𝑛],
– коэффициенты: 𝑎𝑘,𝑙 при 𝑘 ∈ [1 : 𝑛], 𝑙 ∈ [0 : 𝑢],
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– соответствующую схему: 𝑆(𝑇 ) =
(︀
(𝑝(𝑛+ 1), 𝑞(𝑛+ 1)), . . . ,(𝑝(𝑢), 𝑞(𝑢))
)︀
.
Важно, что теми же величинами задается и сама полиномиальная задача Коши,
и такой способ задания может быть предпочтительным не только при ее пошаго­
вом интегрировании (методом рядов Тейлора, методом Рунге - Кутта и т. п.), но
и при решении других задач, связанных с дифференциальными уравнениями.
3.1.2 Формулировка метода рядов Тейлора
В данном подразделе рассматривается формулировка метода рядов Тейло­
ра и используемые в его реализации оценки радиуса сходимости и остаточного








(𝑘)(𝑡0), |𝑥| = max
𝑖∈[1:𝑛]
|𝑥𝑖|, 𝑂ρ(𝑡0) = {𝑡 ∈ 𝐶
⃒⃒
|𝑡− 𝑡0| < ρ},








, δ𝑇𝑀𝑥(𝑡, 𝑡0, 𝑥0) = 𝑥(𝑡, 𝑡0, 𝑥0)− 𝑇𝑀𝑥(𝑡, 𝑡0, 𝑥0),
где 𝑇𝑀 и δ𝑇𝑀 – операторы, которые решению 𝑥(𝑡, 𝑡0, 𝑥0) задачи (3.24) сопостав­
ляют полином Тейлора 𝑇𝑀𝑥(𝑡, 𝑡0, 𝑥0) и остаточный член δ𝑇𝑀𝑥(𝑡, 𝑡0, 𝑥0) соответ­
ственно. Радиус сходимости ряда 𝑇∞𝑥(𝑡, 𝑡0, 𝑥0) обозначим через 𝑅(𝑡0, 𝑥0).
Метод рядов Тейлора решения задачи Коши (3.29) заключается в постро­
ении таблицы приближенных значений ?̃?𝑤 = ?̃?(𝑡𝑤) по формулам
?̃?1 = 𝑇𝑀1𝑥(𝑡1, 𝑡0, 𝑥0), ..., ?̃?𝑤 = 𝑇𝑀𝑤𝑥(𝑡𝑤, 𝑡𝑤−1, 𝑥𝑤−1), ...,
где 𝑀1,𝑀2, ... – натуральные числа, 𝑡1 = 𝑡0 + ℎ1, 𝑡2 = 𝑡1 + ℎ2, ..., ℎ1, ℎ2, ...
удовлетворяют неравенствам
|ℎ𝑤| < 𝑅(𝑡𝑤−1, ?̃?𝑤−1).
Вычисление каждого значения ?̃?(𝑡𝑤) называют шагом метода, а число ℎ𝑤 –
величиной шага.
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3.1.3 Оценки локальной погрешности
В данном подразделе рассматриваются оценки локальной погрешности,
чтобы автоматизировать выбор порядка 𝑀𝑘 и величины шага ℎ𝑘, можно вос­
пользоваться оценками величин 𝑅(𝑡0, 𝑥0) и δ𝑇𝑀𝑥(𝑡, 𝑡0, 𝑥0).




= 𝑎+ 𝐴𝑥, 𝑥(𝑡0) = 𝑥0, 𝑥 = (𝑥1, ..., 𝑥𝑛) ∈ 𝑅𝑛,
𝑥0 = (𝑥10, ..., 𝑥𝑛0) ∈ 𝑅𝑛, 𝑎 = (𝑎1, ..., 𝑎𝑛) ∈ 𝑅𝑛, 𝐴 = (𝑎𝑖,𝑗), 𝑡, 𝑡0, 𝑎𝑖,𝑗 ∈ 𝑅.
(3.12)
Введем замену 𝑥𝑗 = α𝑗𝑦𝑗, 𝑗 ∈ [1 : 𝑛], зависящую от "масштабирующих




, 𝑠(α) = max
𝑖∈[1:𝑛]















, 𝑢(τ) = δ𝑇𝑀𝑒
τ = 𝑒τ − 𝑇𝑀𝑒τ. (3.13)
Утверждение 1. Решение 𝑥(𝑡, 𝑡0, 𝑥0) задачи (3.25) удовлетворяет неравенству
|δ𝑇𝑀𝑥𝑖(𝑡, 𝑡0, 𝑥0)| ⩽ α𝑖(|𝑦0|+ |𝑏|ρ)δ𝑇𝑀𝑒
|𝑡−𝑡0|
ρ , 𝑖 ∈ [1 : 𝑛], 𝑡 ∈ 𝐶.
Утверждение 2. Пусть 𝑢−1 – функция, обратная 𝑢 при τ > 0,
χ1, ...,χ𝑛, ε1, ..., ε𝑛 – положительные числа и






(|𝑡− 𝑡0| ⩾ ρ𝑢−1(ε)) ⇒ (|δ𝑇𝑀𝑥𝑖(𝑡, 𝑡0, 𝑥0)| ⩽ ε𝑖χ𝑖, 𝑖 ∈ [1 : 𝑛]).
Оценки для нелинейной задачи.
В задаче (3.25) положим, что 𝑥𝑗 = α𝑗𝑦𝑗, 𝑗 ∈ [1 : 𝑛], α = (α1, ...,α𝑛),α1, ...,α𝑛 >
0, и предположим дополнительно, что 𝑥𝑗0 и α удовлетворяют неравенствам




, 𝑠(α) = max
𝑗∈[1:𝑛]













𝑂ρ(𝑡0) = {𝑡 ∈ 𝐶
⃒⃒
|𝑡− 𝑡0| < ρ}, 𝑏(τ) = (1− τ)
−1










𝑣(τ) = δ𝑇𝑀𝑏(τ) = 𝑏(τ)− 𝑇𝑀𝑏(τ), τ ∈ [0, 1).
Утверждение 3. Решение 𝑥(𝑡, 𝑡0, 𝑥0) задачи (3.25) регулярно в круге 𝑂ρ(𝑡0)
и удовлетворяет там неравенству










), ε𝑖 > 0,
то
(|𝑡− 𝑡0| ⩾ ρ𝑣−1(ε)) ⇒ (|δ𝑇𝑀𝑥𝑖(𝑡, 𝑡0, 𝑥0)| ⩽ ε𝑖χ𝑖, 𝑖 ∈ [1 : 𝑛]).
Далее будем использовать эти утверждения при ε1 = ε2 = ... = ε𝑛, χ1 =
α1, ...,χ𝑛 = α𝑛.
3.1.4 Вспомогательные алгоритмы
В основе реализации МРТ для полиномиальных ОДУ лежат формулы
(3.33) и (3.34) для коэффициентов Тейлора и алгоритмы автоматического вы­
бора величины шага и порядка, опирающиеся как на утверждения 1 – 4, так и на
обычно применяемые в численном анализе эвристические соображения. Мы из­
ложим вначале некоторые вспомогательные алгоритмы, потом опирающиеся на
них алгоритмы автоматического выбора величины шага и порядка, а затем алго­
ритм интегрирования полиномиальной системы ОДУ на заданном промежутке.
Далее величины 𝑡 = 𝑡𝑘, 𝑥 = 𝑥𝑘 = ?̃?(𝑡𝑘), ℎ = ℎ𝑘 = 𝑡𝑘+1 − 𝑡𝑘 будут
обозначать текущий узел, приближенное значение решения в нем и величину
текущего шага, а ε,∆ – заданные пользователем допустимые относительную и
абсолютную погрешности решения на шаге. Кроме того, при фиксированных
𝑀, 𝐾, 𝑡𝑘, 𝑥
𝑘𝑘 величины 𝑇𝑀𝑥(𝑡𝑘+1, 𝑡𝑘, 𝑥𝑘) и
𝑇𝑀𝑥(𝑡𝑘+1, 𝑡𝑘, 𝑥
𝑘), δ𝑇𝑀,𝐾𝑥(𝑡𝑘+1, 𝑡𝑘, 𝑥
𝑘) = 𝑇𝑀+𝐾𝑥(𝑡𝑘+1, 𝑡𝑘, 𝑥
𝑘)− 𝑇𝑚𝑥(𝑡𝑘+1, 𝑡𝑘, 𝑥𝑘),
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ε𝑀,𝐾(𝑡𝑘+1, 𝑡𝑘, 𝑥




будут записаны упрощенно как 𝑇 (ℎ), δ𝑇 (ℎ), ε(ℎ).
1. Таблицы для вычисления значений функций 𝑢−1 и 𝑣−1 (утвер­
ждения 2 и 4). Таблицы содержатся в [124] и используются в алгоритме 2 (см.
ниже).
Для каждой пары 𝐿 = 0, ..., 99, 𝑀 = 1, ..., 99 таблицы содержат набор зна­
чений (𝑢(τ𝑗), 𝑣(τ𝑗)), упорядоченный по возрастанию τ𝑗 = 0.01, 0.02, ..., 0.99. Они
вычислены при помощи программы Wolfram Mathematica [126] по формулам
𝑢(τ𝑗) = 𝑒
τ𝑗 − 𝑇𝑀𝑒τ𝑗 , 𝑣(τ𝑗) = 𝑏(τ𝑗)− 𝑇𝑀𝑏(τ𝑗).
Из равенств 𝑢−1(𝑢(τ𝑗)) = τ𝑗 и 𝑣−1(𝑣(τ𝑗)) = τ𝑗 следует, что значение функ­
ций 𝑢−1, 𝑣−1 в промежуточных точках можно получить интерполированием по
значениям в ближайших узловых точках (𝑢(τ𝑗), 𝑣(τ𝑗)).
2. Априорный выбор шага. Величины 𝑥0 (значение решения в узле,
для которого выбирается шаг ℎ),ε,∆ (допустимые относительная и абсолютная
погрешности) считаются заданными. Вначале вычисляются масштабирующие
множители α𝑖, 𝑖 ∈ [1 : 𝑛] по процедуре 𝑡𝑠𝑚𝑟_𝑎𝑙𝑝, если она задана пользова­
телем, иначе при 𝑖 ∈ [1 : 𝑛]
eсли max
𝑗∈[1:𝑛]
|𝑥𝑗(𝑡0)| = 0, то α𝑗 = 1, иначе α𝑗 = max
𝑗∈[1:𝑛]
(|𝑥𝑗(𝑡0)|).



















3. Итеративный алгоритм коррекции шага. Введем следующие обо­
значения: 𝐷 – натуральное число, например, 𝐷 = 5, 𝑑 = ℎ0𝐷 , 𝑠 = 𝑠𝑔𝑛(ε−ε(ℎ0)),
если 𝑠𝑔𝑛(ε− ε(ℎ)) > 0, то σ(𝑖, ℎ) = 𝑖− 1, иначе σ(𝑖, ℎ) = 𝑖,
где ℎ0 – шаг, который требуется скорректировать так, чтобы получить мак­
симально возможную его величину при заданной пользователем допустимой
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относительной погрешности ε.
Алгоритм в операторной форме:
1) 𝑖 := 1;
2) ℎ := ℎ0 + 𝑠𝑖𝑑. Если 𝑠𝑔𝑛(ε− ε(ℎ)) < 0, то ℎ := ℎ0 + 𝑠σ(𝑖, ℎ)𝑑 и переход к 5;
3) если 𝑖 = 𝐷 − 1, то ℎ0 := ℎ, 𝑑 := ℎ0𝐷 , и переход к 1;
4) 𝑖 := 𝑖+ 1 и переход к 2;
5) выход.
4. Стандартный алгоритм коррекции шага. Он основан на апосте­
риорной информации. Скорректированная величина ℎ для текущего узла при







)︀2 · (︀∆+ ε 𝑚𝑎𝑥(|𝑥𝑖|, |𝑇𝑖(ℎ0)|))︀ )︂ )︃1/(𝑀+1),
которая аналогична используемым в методах Рунге - Кутта (𝑀 – порядок
МРТ).
5. Градуировка. Она заключается в том, что для каждого порядка
𝑝 ∈ [𝑀𝑚𝑖𝑛 : 𝑀𝑚𝑎𝑥] (где, например, 𝑀𝑚𝑖𝑛 = 5, 𝑀𝑚𝑎𝑥 = 60) определяется процес­
сорное время 𝑡(𝑝) вычисления всего набора коэффициентов Тейлора решения.
Градуировка производится на начальном этапе работы программы до начала
интегрирования системы на заданном промежутке, а ее результаты использу­
ются для выбора порядка и величины шага на первом шаге интегрирования и
для корректировки порядка на следующих шагах.
6. Выбор величины шага и порядка на первом шаге. Начальное
приближение ℎ0 для величины первого шага вычисляется по алгоритму 2. За­
тем при 𝑝 ∈ [𝑀𝑚𝑖𝑛 : 𝑀𝑚𝑎𝑥] вычисляются величины 𝑉 (𝑝) = ℎ(𝑝)𝑡(𝑝) – ”пошаговые
скорости”, где ℎ(𝑝) – величина шага, полученная МРТ порядка 𝑝 с помощью ал­
горитма 3 и с использованием начального приближения ℎ0. В качестве порядка
на первом шаге выбирается величина 𝑀 такая, что
𝑉 (𝑀) = max
𝑝∈[𝑀𝑚𝑖𝑛,𝑀𝑚𝑎𝑥]
𝑉 (𝑝),
а в качестве величины этого шага принимается ℎ = ℎ(𝑀).
(a) Алгоритм автоматического выбора шага. На каждом шаге (кро­
ме первого) за начальное приближение ℎ0 принимается значение, полученное
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на предыдущем шаге интегрирования. Затем с помощью алгоритмов 2 и 4 вы­
числяются две величины шага ℎ1 и ℎ2. Из них выбирается максимальная –
ℎ = max{ℎ1, ℎ2}, которая корректируется по алгоритму 3.
(б) Алгоритм автоматического выбора порядка. Если на очеред­
ном шаге МРТ величина шага ℎ изменилась в 𝑚 (например, 𝑚 = 5) раз по
сравнению с величиной 𝐻 (𝐻 изменяется после каждого изменения величины
порядка 𝑀, а на первом шаге полагается равной величине первого шага), то
производится корректировка порядка 𝑀. Предполагается, что известны коэф­
фициенты Тейлора до порядка 𝑀. Для 𝑝 = 𝑀 − 1, ...,𝑀𝑚𝑖𝑛 последовательно
вычисляются длины шагов ℎ(𝑝) и 𝑉 (𝑝) = ℎ(𝑝)𝑡(𝑝) . Как только (и если) окажется,
что 𝑉 (𝑝) ⩽ 𝑉 (𝑀), новый порядок 𝑀 полагается равным этому 𝑝. Если же
не найдется таких 𝑝 = 𝑀 − 1, ...,𝑀𝑚𝑖𝑛, то для 𝑝 = 𝑀 + 1, ...,𝑀𝑚𝑎𝑥 последо­
вательно вычисляются коэффициенты Тейлора порядка 𝑝 (с учетом того, что
коэффициенты порядка до 𝑝 уже известны), соответствующий шаг ℎ(𝑝) и ско­
рость 𝑉 (𝑝). Как только (и если) окажется, что 𝑉 (𝑝) > 𝑉 (𝑀), новый порядок
𝑀 полагается равным этому 𝑝. Если же не найдется таких 𝑝 = 𝑀 +1, ...,𝑀𝑚𝑎𝑥,
то использовавшийся порядок не корректируется.
3.1.5 Общий алгоритм метода рядов Тейлора
Ниже этот алгоритм представлен в операторной форме.
1. Выбор величины шага и порядка на первом шаге (см. алгоритм 6) и
присвоение этих значений переменным 𝐻 и 𝑀(см. (б)).
2. Вычисление в следующей точке 𝑡𝑘 коэффициентов Тейлора по форму­
лам (3.29), (3.30) и шага ℎ (см. (a)).
3. Если шаг ℎ изменился более чем в 𝑚 раз по сравнению с величиной 𝐻,
то вычисляется новый порядок 𝑀 (см. (б)) и соответствующий шаг ℎ
(см. (а)).
4. Если 𝑡𝑘 + ℎ < 𝑇, то 𝑡𝑘+1 = 𝑡𝑘 + ℎ, вычисляется решение в точке 𝑡𝑘+1 и
переход к 2.
5. Вычисление решения в точке 𝑇 (шаг: ℎ = 𝑇 − 𝑡𝑘), выход.
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3.2 Реализация метода рядов Тейлора (МРТ)
Описанная ниже программа взята из [10, 124].
В данном разделе описана программа, реализованная на языке Фортран,
которая численно интегрирует системы дифференциальных уравнений в поли­
номиальной форме (методом, описанным в главе 3).
Программа состоит из главной программы, подпрограммы чтения ко­
фигурационного файла, подпрограммы интегрирования на промежутке, под­
программы вычисления коэффициентов Тейлора, подпрограммы вычисления
полиномов Тейлора, функции вычисления шага по априорному алгоритму,
функции вычисления шага стандартной коррекцией, функции вычисления ша­
га итеративной коррекцией, функции автоматического выбора шага, функции
вычисления ρ, подпрограммы чтения файлов с данными, функции вычисле­
ния степени правой части, функции вычисления 𝑢−1 и 𝑣−1, процедуры замера
времени расчета коэффициентов, функции вычисления α1, ...,α𝑛, процедуры
вычисления оптимального порядка.
Главная программа.
1. Считывает имя конфигурационного файла из командной строки.
2. Считывает данные из конфигурационного файла.
– 𝑐𝑓𝑔.𝑑𝑎𝑡 – задаются: требуемая относительная погрешность, требуемая
абсолютная погрешность и пути к остальным файлам конфигурации;
– 𝑐𝑜𝑒𝑓.𝑑𝑎𝑡 – набор ненулевых коэффициентов системы. Коэффициент за­
дается тройкой (коэффициент, номер уравнения, номер монома);
– 𝑠𝑐ℎ.𝑑𝑎𝑡 – cхема: последовательность пар чисел. Если система линейна,
схема не задается;
– 𝑖𝑐.𝑑𝑎𝑡 – начальные данные для задачи Коши;
– 𝑝𝑜𝑖𝑛𝑡𝑠.𝑑𝑎𝑡 – последовательность значений аргумента, в которых выда­
ются значения решения.
3. Запускает интегрирование на промежутке.
Программа чтения конфигурационного файла.
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Аргументы: 𝑐𝑓𝑔 - имя конфигурационного файла 𝑖𝑝𝑎𝑟 :
1 - размерность,
2 - число мономов,
3 - число ненулевых коэффициентов,
4 - число точек вывода;
𝑟𝑝𝑎𝑟 - требуемая погрешность:
1 - относительная, 2 - абсолютная; 𝑙𝑛 - линейность;
𝑓𝑝𝑎𝑟 - файлы:
1. - с начальными данными,
2. - со схемой,
3. - файлы с коэффициентами,
4. - с таблицей,
5. - для записи результатов,
6. - с точками вывода.
Возвращает: 𝑖𝑝𝑎𝑟, 𝑟𝑝𝑎𝑟, 𝑙𝑛, 𝑓𝑝𝑎𝑟.
Подпрограмма интегрирования на промежутке.
Аргументы:
𝑛 - размерность; 𝑢 - число мономов; 𝑛𝑎 - число ненулевых коэффициентов; 𝑛𝑝
- число точек для выдачи решения; 𝑙𝑛 - линейность; 𝑟𝑡𝑜𝑙 - требуемая относи­
тельная погрешность; 𝑎𝑡𝑜𝑙 - требуемая абсолютная погрешность; 𝑓𝑝𝑎𝑟 - файлы:
1 - с начальными данными, 2 - со схемой, 3 - файл с коэффициентами, 4 - с
таблицей, 5 - для записи результатов, 6 - с точками вывода.
Возвращает: значение 𝑥.
Подпрограмма вычисления коэффициентов Тейлора.
Аргументы:
𝑥 - массив коэффициентов Тейлора; 𝑡𝑥 - массив значений решения в точке;
𝑝𝑙, 𝑝𝑢 - нижний и верхний порядок.
Возвращает: значение 𝑥.
Глобальные переменные: 𝑛, 𝑢, 𝑛𝑎, 𝑠𝑐ℎ, 𝑎, 𝑖𝑎, 𝑗𝑎, 𝑝𝑚𝑎𝑥.
Подпрограмма вычисления полиномов Тейлора.
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Аргументы:
𝑡𝑥 - массив значений решения в точке; 𝑥 - массив коэффицентов Тейлора; ℎ -
длина шага; 𝑝𝑙, 𝑝𝑢 - нижний и верхний порядок.
Возвращает: 𝑡𝑥.
Глобальные переменные: 𝑛, 𝑢, 𝑝𝑚𝑎𝑥.
Функция вычисления шага по априорному алгоритму.
Аргументы: 𝑡𝑥 - массив значений решения в точке; 𝑎𝑙𝑝 − α1, ...,α𝑛; 𝑝𝑤𝑜𝑟𝑘 -
порядок.
Глобальные переменные: 𝑛.
Функция вычисления шага стандартной коррекцией.
Аргументы: 𝑡𝑥 - массив значений решения в точке; 𝑥 - массив коэффициентов
Тейлора; ℎ0 - приближение к шагу; 𝑟𝑥, 𝑡𝑥 - вспомогательные массивы; 𝑝𝑤𝑜𝑟𝑘 -
порядок.
Глобальные переменные: 𝑛, 𝑝𝑚𝑎𝑥, 𝑎𝑡𝑜𝑙, 𝑟𝑡𝑜𝑙.
Функция вычисления шага итеративной коррекцией.
Аргументы: 𝑡𝑥 - массив значений решения в точке; 𝑥 - массив коэффициентов
Тейлора; ℎ0 - приближение к шагу; 𝑟𝑥, 𝑡𝑥 - вспомогательные массивы; 𝑝𝑤𝑜𝑟𝑘 -
порядок.
Глобальные переменные: 𝑛, 𝑝𝑚𝑎𝑥, 𝑎𝑡𝑜𝑙, 𝑟𝑡𝑜𝑙.
Функция автоматического выбора шага.
Аргументы: ℎ - приближение к шагу; 𝑡𝑥 - массив значений решения в точке;
𝑥 - массив коэффициентов Тейлора; 𝑟𝑥, 𝑡𝑥 - вспомогательные массивы; 𝑎𝑙𝑝 −
α1, ...,α𝑛; 𝑝𝑤𝑜𝑟𝑘 - порядок; 𝑑𝑖𝑟 - направление.
Глобальные переменные: 𝑛, 𝑢.
Функция вычисления ρ по α1, ...,α𝑛.
Аргументы: 𝑎𝑙𝑝− α1, ...,α𝑛.
Глобальные переменные: 𝑛, 𝑢, 𝑛𝑎, 𝑢𝑡, 𝑎𝑎, 𝑖𝑎, 𝑗𝑎, 𝑟𝑑𝑒𝑔.
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Программа чтения файлов с данными.
Аргументы: 𝑡𝑥 - значение решения в точке; 𝑓𝑝𝑎𝑟 - файлы: 1 - с начальными
данными, 2 - со схемой, 3 - файл с коэффициентами, 4 - с таблицей, 5 - для
записи результатов, 6 - с точками вывода.
Возвращает: 𝑡𝑥, 𝑠𝑐ℎ, 𝑎, 𝑖𝑎, 𝑗𝑎, 𝑟𝑑𝑒𝑔, 𝑜𝑥
Глобальные переменные: 𝑛, 𝑢, 𝑛𝑎, 𝑠𝑐ℎ, 𝑜𝑥, 𝑛𝑝, 𝑎, 𝑖𝑎, 𝑗𝑎, 𝑟𝑑𝑒𝑔.
Функция вычисления степени правой части.
Глобальные переменные: 𝑛, 𝑢, 𝑠𝑐ℎ.
Функция вычисления 𝑢−1 и 𝑣−1.
Аргументы: 𝑎𝑙𝑝−−α1, ...,α𝑛; 𝑝𝑤𝑜𝑟𝑘 - текущий порядок метода.
Глобальные переменные: 𝑛, 𝑎𝑡𝑜𝑙, 𝑟𝑡𝑜𝑙, 𝑣𝑡𝑏, 𝑣𝑡𝑛, 𝑝𝑚𝑖𝑛, 𝑝𝑚𝑎𝑥.
Процедура замера времени расчета коэффициентов
Аргументы: 𝑥 - массив коэффициентов Тейлора; 𝑡𝑥 - массив значений решения
в точке.
Возвращает: 𝑡𝑖𝑚𝑒.
Глобальные переменные: 𝑛, 𝑢, 𝑝𝑚𝑎𝑥, 𝑡𝑖𝑚𝑒.
Функция вычисления α1, ...,α𝑛
Аргументы: 𝑎𝑙𝑝−−α1, ...,α𝑛; 𝑡𝑥 - массив значений решения в точке; 𝑟𝑝𝑎𝑟, 𝑖𝑝𝑎𝑟
- вспомогательные массивы.
Глобальные переменные: 𝑛.
Процедура вычисления оптимального порядка.
Аргументы: 𝑥 - массив коэффициентов Тейлора; 𝑡𝑥 - массив значений решения
в точке.
Возвращает: 𝑝𝑤𝑜𝑟𝑘, ℎ.
Глобальные переменные: 𝑛, 𝑢, 𝑝𝑚𝑎𝑥, 𝑡𝑖𝑚𝑒.
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Глава 4. Численные эксперименты
При написании данной главы использовались многие источники: [26, 30, 35, 43].
В данной главе рассматривается серия экспериментов, показывающая
эффективность схем и метода рядов Тейлора для полиномиальных систем, ис­
пользующего схем как инструмент подсчёта коэффициентов Тейлора.
4.1 Произвольный набор мономов
В данном эксперименте случайным образом генерируются системы из 𝑁𝑚
мономов из 𝑁𝑣 переменных. Учитывая систему мономов, можно вычислить τ =
𝑡/𝑡𝑠 (эффективность схемы), где 𝑡𝑠, 𝑡 – время, необходимое для вычисления всех
мономов сгенерированной системы с помощью схемы и без неё соответственно.
Учитывая 𝑁𝑚, 𝑁𝑣 для сотни систем случайно выбранных мономов, мы можем
вычислить минимальные и максимальные значения τ : τ𝑚𝑖𝑛, τ𝑚𝑎𝑥. Результаты
эксперимента представлены в Таблице 1.
Таблица 1 — Рандомный набор мономов
𝑁𝑚 = 1000 𝑁𝑣 = 200
𝑁𝑣 τ𝑚𝑖𝑛 τ𝑚𝑎𝑥 𝑁𝑚 τ𝑚𝑖𝑛 τ𝑚𝑎𝑥
50 1.6 1.7 1 000 4.5 4.7
100 2.6 2.8 2 000 4.9 5.2
150 3.5 3.8 3 000 5.1 5.3
200 4.5 4.7 4 000 5.3 5.8
250 5.2 5.5 5 000 5.6 5.9
300 6.3 6.7 6 000 5.8 6.2
350 7.5 8.2 7 000 5.6 6.0
400 8.6 9.7 8 000 5.7 6.6
450 9.9 11.0 9 000 5.7 6.9
500 11.2 13.5 10 000 5.8 7.0
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4.2 Задача N тел
В [30] рассмотрена система дифференциальных уравнений классической
задачи 𝑁 тел с использованием декартовых координат. Затем эта система диф­
ференциальных уравнений сведена к трем различным системам уравнений с
правыми частями, которые являются многочленами пятой, четвертой и тре­
тьей степени соответственно.
Рассмотрим два численных эксперимента (Таблица 2, Таблица 3). Они
связаны со сравнением стоимости оценки при вычислении правых частей урав­
нений исходной системы и систем одночленов в правых частях полиномиальных
уравнений пятой, четвертой и третьей степени (с помощью схем и без них).
Здесь используются следующие обозначения:
𝑁 – количество тел;
𝑡0 – время, необходимое для вычисления всех мономов из правых частей исход­
ных уравнений задачи 𝑁 тел;
𝑡5, 𝑡4, 𝑡3 – время, необходимое для вычисления всех различных мономов в пра­
вых частях систем пятой, четвертой и третьей степени соответственно;
𝑡𝑗,𝑠, 𝑡𝑗 – время, необходимое для вычисления всех мономов степени 𝑗 в правых
частях системы пятой (𝑗 = 5), четвертой (𝑗 = 4) и третьей степени (𝑗 = 3 )
соответственно (с помощью схемы и без неё);
𝑡+𝑗,𝑠, 𝑡
+
𝑗 – время, необходимое для вычисления дополнительных кубических мо­
номов (возмущений) и всех одночленов степени 𝑗 в правых частях системы
пятой (𝑗 = 5), четвертой (𝑗 = 4) и третьей степени (𝑗 = 3) соответственно (с
помощью схемы и без нее).
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Таблица 2 — Мономы задачи 𝑁 тел без возмущений
𝑁 𝑡0/𝑡5 𝑡0/𝑡5,𝑠 𝑡0/𝑡4 𝑡0/𝑡4,𝑠 𝑡0/𝑡3 𝑡0/𝑡3,𝑠
3 7.2 8.6 4.2 5.0 4.2 5.5
4 9.6 15.4 4.7 7.0 4.6 7.8
5 9.7 20.4 4.8 11.5 4.7 14.1
6 9.8 22.5 4.9 14.2 4.8 16.3
7 10.2 25.5 5.2 17.7 5.1 19.3
8 12.1 38.7 5.3 20.1 5.3 22.8
9 13.0 49.9 5.6 23.0 5.5 25.8
10 13.1 57.6 5.8 26.6 5.7 29.6














3 1.2 1.2 1.2 1.1 1.3 1.2
4 1.6 1.5 1.5 1.5 1.7 1.6
5 2.1 2.0 2.4 2.3 3.0 2.7
6 2.3 2.1 2.9 2.7 3.4 3.1
7 2.6 2.2 3.4 3.0 3.8 3.3
8 3.2 2.6 3.8 3.3 4.3 3.6
9 3.8 3.0 4.1 3.5 4.7 3.8
10 4.4 3.2 4.6 3.8 5.2 4.1
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Заключение
Основные результаты работы заключаются в следующем:
1. Разработаны детали построения схем,
2. Реализованы алгоритмы построения схем для произвольного набора
мономов,
3. Разработаны компьютерные программы, реализующие алгоритмы по­
строения схем,
4. Проведены численные эксперименты, исследована эффективность ал­
горитмов и программ, разработанных для численного интегрирования
дифференциальных уравнений.
В заключение автор выражает благодарность и большую признательность на­
учному руководителю Бабаджанянцу Л. К. за поддержку, помощь, обсуждение
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В данном разделе представлена программа 𝑚𝑜𝑛𝑜3 реализованная в
Wolfram Mathematica, алгоритм которой описан в главе 2.
На вход программе подаётся набор мономов третьей степени. На выходе
программа выдаёт схему для введеного набора мономов. В случае набора мо­
номов выше третьей степени, необходимо рекуррентно вызвать основную часть
(Листинг A.2) программы.
Листинг A.1 — Программа 𝑚𝑜𝑛𝑜3: Ввод и обработка набора мономов.
# utilits
im[t_] := Times @@ ((x[#] &) /@ t);
mi[t_] := Flatten[t /. {Power -> ConstantArray , Times -> List}
/. x -> Identity ];
5 # input
m = DeleteDuplicates [{ x[1] x[2], x[1] x[3] x[4]}];
# preprocessing
monomial1 = im /@ Transpose [{Sort[DeleteDuplicates[
10 Catenate[mi /@ m]]]}];
monomial2 = Select[m, Length[mi[#]] == 2 &];
monomial3 = Select[m, Length[mi[#]] == 3 &];
m3 = DeleteCases[Complement[m, monomial2], t_ /;
Length[DeleteDuplicates[Subsets[mi[t], {2}]] \[ Intersection]
15 mi /@ monomial2] > 0];
m3Subsets = (DeleteDuplicates[Subsets[mi[#], {2}]] &) /@ m3;
m3AllSubsets = DeleteDuplicates@Catenate[m3Subsets ];
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Листинг A.2 — Программа 𝑚𝑜𝑛𝑜3: Основная часть.
% linear programming part
% use this part recursively if the set consists of
% monomials higher than third degree
m3OptimalSubsets = If[m3AllSubsets == {}, {},
5 im /@ m3AllSubsets [[ Transpose[Position[
LinearProgramming[Table [1.0, {i, Length[m3AllSubsets ]}],
(ReplacePart[Table[0, {i, Length[m3AllSubsets ]}],
Transpose [{#}] -> 1] &) /@
Table[FirstPosition[m3AllSubsets ,
10 m3Subsets [[r, j]]][[1]] ,
{r, Length[m3]}, {j, Length[m3Subsets [[r]]]}],
Table[1, {i, Length[m3]}],
Table[{0, 1}, {i, Length[m3AllSubsets ]}],
Integers], 1]][[1]]]]
15 ];
Листинг A.3 — Программа 𝑚𝑜𝑛𝑜3: Схема.
monomial23OptimalSubsets = Join[monomial2 , m3OptimalSubsets ];
Join[
monomial2sсheme =
5 Catch[Do[If[# == monomial1 [[i]] monomial1 [[j]], Throw[{i, j
}]],
{i, Length[monomial1]}, {j, Length[monomial1 ]}]] & /@
Select[Join[m, m3OptimalSubsets], Length[mi[#]] == 2 &],
monomial3sсheme =
10 Catch[Do[If[# == monomial1 [[i]] monomial23OptimalSubsets [[j]],
Throw[{i, Length[monomial1] + j}]],
{i, Length[monomial1]}, {j, Length[monomial23OptimalSubsets
]}]] & /@
Select[m, Length[mi[#]] == 3 &]
]
15
