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Abstract
In this paper we study stationary last passage percolation (LPP) in half-space geometry.
We determine the limiting distribution of the last passage time in a critical window close to
the origin. The result is a new two-parameter family of distributions: one parameter for the
strength of the diagonal bounding the half-space (strength of the source at the origin in the
equivalent TASEP language) and the other for the distance of the point of observation from
the origin. It should be compared with the one-parameter family giving the Baik–Rains distri-
butions for full-space geometry. We finally show that far enough away from the characteristic
line, our distributions indeed converge to the Baik–Rains family. We derive our results using a
related integrable model having Pfaffian structure together with careful analytic continuation
and steepest descent analysis.
1 Introduction
Background and motivation. A stochastic growth model in the one-dimensional Kardar–
Parisi–Zhang (KPZ) universality class [56] describes the evolution of a height function h(x, t) at
position x and time t subject to a stochastic and local microscopic evolution. On a macroscopic
scale, that is with space of order t, the evolution of the height function evolves according to a
certain PDE and one has a non-random limit shape.
The following, among others, belong to the the KPZ class: the KPZ equation, directed random
polymer models (where the free energy plays the role of the height function), their zero-temperature
limits known as last passage percolation, and interacting particle systems like the exclusion process.
Some of these models have been analyzed in the last two decades for many classes of initial
conditions and/or boundary conditions. The fluctuations of the height function are of order t1/3
and the correlation length scales as t2/3, as conjectured in [15,44]1.
In particular, it is known that the limiting processes depend on subclasses of initial conditions.
In full-space, that is for x ∈ R or x ∈ Z, one sees the Airy2 process around curved limit shape
points [22,54,65], with one-point distribution the GUE Tracy–Widom distribution [77], discovered
in [5] and shown later to hold for a variety of models in the KPZ class [2, 12, 20, 42, 53, 73, 74].
For flat limit shapes and non-random initial conditions, the limit process is known as the Airy1
process [24, 71] with the GOE Tracy–Widom as one-point distribution [78], see [9, 10, 63]. Finally,
stationary initial conditions also lead to flat limit shapes and the Airystat process [6], having the
Baik–Rains distribution as the one-point distribution [1,7,21,40,48,50–52]. The stationary model
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is obtained as a limit of some specific two-sided random initial condition2. Further results for
random but not necessarily stationary initial conditions are also known [29,31,38,68].
For further details and recent developments around the KPZ universality class, see also the
following surveys and lecture notes: [25, 30,34,41,67,69,76,79].
In this paper we consider a stationary model in half-space, where the latter means having a
height function h(x, t) defined only on x ∈ N (or x ∈ R+). Our model, called stationary half-space
last passage percolation (LPP), is defined in Section 2.1. In this geometry there are considerably
fewer results compared to the case of full-space geometry. Of course, one has to prescribe the
dynamics at site x = 0. If the influence on the height function of the growth mechanism at
x = 0 is very strong, then close to the origin one will essentially see fluctuations induced by
it, and since the dynamics in KPZ models has to be local (in space but also in time), one will
observe Gaussian fluctuations. If the influence of the origin is small, then it will not be seen in
the asymptotic behavior. Between the two situations there is typically a critical value where a
third different distribution function is observed. Furthermore, under a critical scaling, one obtains
a family of distributions interpolating between the two extremes. For some versions of half-space
LPP and related stochastic growth models (with non-random initial conditions) this has indeed
been proven: one has a transition of the one-point distribution from Gaussian to GOE Tracy–
Widom at the critical value, and GSE Tracy–Widom distribution [9, 13, 57, 72]3 Furthermore, the
limit process under critical scaling around the origin is also analyzed and the transition processes
have been characterized [3, 4, 16,72].
However, the limiting distribution of the stationary LPP in half-space remained unresolved.
In this paper we close this gap: in Theorem 2.3 we determine the distribution function of the
stationary LPP for the finite size system and in Theorem 2.6 we determine the large time limiting
distribution under critical scaling. Finally, we show that in a special limit one recovers the Baik–
Rains distribution of the full-space, see Theorem 2.10. A second reason for the study of the
stationary case is the following. In the full-space case, it was shown in [39] that the first order
correction of the time-time covariance for times close to each others on a macroscopic scale is
governed by the variance of the Baik–Rains distribution. The reason is that the system locally
converges to equilibrium. Thus, for any comparable study in half-space geometry, the knowledge
of the stationary limiting distribution and/or process is necessary.
Concerning the methods used in this paper, there are some similarities but also important
differences with respect those from the case of full-space geometry studied in [6, 40]. To identify
the stationary model, it has been useful to start from the exclusion process analogy, for which
the stationary measures in half-space were obtained in [58, 59]. Next we observe that, as in full-
space, the desired distribution function can be obtained in a two-step procedure. First we study
a two-parameter integrable model which has a Pfaffian structure. By a so-called shift argument,
we can write the two-parameter distribution function in terms of the distribution function of the
Pfaffian model. Finally we need to perform a limit when the sum of the two parameters goes to
zero. This is achieved through analytic continuation. This last step turned out to be considerably
more complicated that in the full-space case [40] as some exact cancellations of diverging terms
happened only using the 2× 2 structure of the Pfaffian kernel. Such issues did not show up in the
full-space analysis.
Outline. In Section 2 we define last passage percolation and its half-space stationary version
(Sections 2.1 and 2.2), and state the main results of this paper: the finite size result in Sections 2.3,
the asymptotic result in 2.4, and the limit transition to Baik–Rains in Section 2.5. The finite-time
formula for the stationary LPP in half-space, Theorem 2.3, is derived in Section 3: we start from
a half-space integrable model (Section 3.1) with known Pfaffian correlations; a shift argument
and further finite-rank kernel decomposition give amenable formulas for taking the limit to the
2The random initial condition on the two sides is recovered using boundary sources, by the use of some Burke-type
property [28,32], as shown for the exclusion process in [66].
3The results are obtained through a description in terms of Pfaffian structures [8, 14,16–18,27,43,45,70].
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stationary case (Section 3.2); we take the latter limit using a careful analytic continuation argument
(Section 3.3) and this yields the finite result. In Section 4 we prove the asymptotic result of
Theorem 2.6. The limit to Baik–Rains, namely Theorem 2.10, is proven in Section 5. We list,
in the Appendices, some background material on Pfaffian processes and some otherwise useful
auxiliary results.
Notations. Throughout this work we handle numerous complex integrals. To simplify matters,
we choose the following special notation for types of contours we will often encounter. First, ΓI
will indicate any simple counter-clockwise contour around the set of points I. We remark that
sometimes such a contour will just be a disjoint union of simple counter-clockwise contours each
encircling one of the points in I. In the large time asymptotics sections we use the following
notation for the typical Airy contours, denoting with I J a down-oriented contour coming in a
straight line from exp(pii/3)∞ to a point on the real line to the right of I and to the left of
J , and continuing in a straight line to exp(5pii/3)∞, and with I J an up-oriented contour from
exp(4pii/3)∞ to exp(2pii/3)∞. Examples are depicted in Figure 3.
For two functions f, g we use (the usual) bra-ket notation as follows: the scalar product on
L2(s,∞) (or (S,∞) depending on the section) is denoted by
〈f |g〉 =
∫ ∞
s
f(x)g(x)dx (1.1)
while by |f〉 〈g| we denote the outer product kernel
|f〉 〈g| (x, y) = f(x)g(y). (1.2)
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2 Model and main results
2.1 Last passage percolation
Before going to the specific model studied in this paper, let us recall the more generic last passage
percolation (LPP) model on Z2 and explain where the denomination half-space comes from.
Consider independent random variables {ωi,j , i, j ∈ Z}. An up-right path pi on Z2
from a point A to a point E is a sequence of points (pi(0), pi(1), . . . , pi(n)) in Z2 such that
pi(k + 1)− pi(k) ∈ {(0, 1), (1, 0)}, with pi(0) = A and pi(n) = E, and where n is called the length
`(pi) of pi. Now, given a set of points SA and E, one defines the last passage time LSA→E as
LSA→E = max
pi:A→E
A∈SA
∑
1≤k≤`(pi)
ωpi(k). (2.1)
Finally, we denote by pimaxSA→E any maximizer of the last passage time LSA→E . For continuous
random variables, the maximizer is a.s. unique. In this paper we consider exponentially distributed
random variables, which give the well-known connection with the totally asymmetric simple ex-
clusion process (TASEP).
TASEP is an interacting particle system on Z with state space Ω = {0, 1}Z. For a configuration
η ∈ Ω, η = (ηj , j ∈ Z), ηj is the occupation variable at site j, which is 1 if and only if j is occupied
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by a particle. TASEP has generator L given by [60]
Lf(η) =
∑
j∈Z
ηj(1− ηj+1)
(
f(ηj,j+1)− f(η)) (2.2)
where f ’s are local functions (depending only on finitely many sites) and ηj,j+1 denotes the config-
uration η with occupations at sites j and j + 1 interchanged. Notice that for TASEP the ordering
of particles is preserved. That is, if initially one orders particles from right to left as
. . . < x2(0) < x1(0) < 0 ≤ x0(0) < x−1(0) < . . . (2.3)
then for all times t ≥ 0 also xn+1(t) < xn(t), n ∈ Z.
The connection between TASEP and LPP is as follows. Take ωi,j to be the waiting time of
particle j to jump from site i − j − 1 to site i − j. Then ωi,j are exponential random variables.
Further, choosing the set SA = {(u, k) ∈ Z2 : u = k + xk(0), k ∈ Z}, we have that
P
(
LSA→(m,n) ≤ t
)
= P (xn(t) ≥ m− n) = P (ht(m− n) ≥ m+ n) , (2.4)
where ht is the standard height function associated with TASEP.
The denomination full-space (respectively half-space) LPP comes from the fact that the height
function and particles live on Z (respectively N). The relation (2.4) means that for half-space, i.e.
x = m − n ≥ 0, the random variables in LPP are restricted to {(m,n)|m ≥ n} (equivalently, we
can think that the other random variables are set to be 0).
In the framework of some interacting particle systems, with TASEP being the simplest case,
Liggett studied the invariant measures for the full-space geometry [58, 59]. To achieve his result,
he first considered a finite system from which the half-space model is a simple limiting case. In
particular, for TASEP defined on N with particles entering at the origin with a given rate λ ∈ [0, 1],
i.e. the origin playing the role of a reservoir of particles, he showed that the stationary measure with
particle density ρ = λ on N is a product measure. For this reason, the LPP analogue is obtained by
considering weights on the diagonal as being exponentially distributed of parameter ρ (below we
set ρ = 12 +α), while the random initial condition in N can be replaced by Burke’s theorem [28] with
a first row in the LPP geometry having exponentially distributed random variables of parameter
1− ρ.
It is worth mentioning that for half-space TASEP with input rate higher than 1, there are
stationary measures different from blocking measures, and which are not product measures. A
representation using matrix product ansatz is given in [47, Theorem 3.2]. The mapping between
LPP and TASEP would imply that the ωij of the corresponding LPP are not independent random
variables anymore. Our techniques do not apply however in such cases.
2.2 The stationary half-space model
Let us now focus on the half-space LPP model. On the set D = {(i, j) ∈ Z2|1 ≤ j ≤ i} we consider
independent non-negative random variables {ωi,j}(i,j)∈D. Then, the half-space LPP time to the
point (n,m) (for m ≤ n), denoted Ln,m, is given by
Ln,m = max
pi:(1,1)→(n,m)
∑
(i,j)∈pi
ωi,j (2.5)
where the maximum is over up-right paths in D from (1, 1) to (m,n), i.e. paths with increments in
{(0, 1), (1, 0)}.
We are interested in the stationary version of this model which, as we will see, can be obtained
as follows. Let us write Exp(a) for an exponential random variable with parameter a > 0. Then,
the stationary version is given by setting
ωi,j =

Exp
(
1
2 + α
)
, i = j > 1,
Exp
(
1
2 − α
)
, j = 1, i > 1,
0, if i = j = 1,
Exp(1), otherwise
(2.6)
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0Exp(12 + α)
Exp(12 − α)
Exp(1)
(N,N − n)
(N,N)
Figure 1: A possible LPP path (polymer) from (1, 1) to (N,N − n) for (N,n) = (8, 2) in the
stationary case. The dots are independent random variables: deterministically 0 at the origin,
Exp(12 + α) (respectively Exp(
1
2 − α)) on the rest of the diagonal (respectively the bottom line),
and Exp(1) everywhere else in the bulk.
where α ∈ (−1/2, 1/2) is a fixed parameter. A schematic depiction is drawn in Figure 1.
This model is stationary in the sense of [11], i.e. it has stationary increments as stated in the
following lemma.
Lemma 2.1. (Half-space version of [11, Lemma 4.2]) For any j ≥ 1, the increments along the
horizontal direction
{Li+1,j − Li,j , i ≥ 1} (2.7)
are i.i.d. Exp
(
1
2 − α
)
random variables; those along the vertical direction
{Lj,i+1 − Lj,i, i ≥ 1} (2.8)
are i.i.d. Exp
(
1
2 + α
)
random variables; finally, the increments along the anti-diagonal direction
{Li,j − Li+1,j−1, i, j ≥ 1} (2.9)
are i.i.d. Exp(1) random variables.
Proof. The result for the increments along the vertical and the horizontal directions is an immediate
consequence of Lemma 4.1 of [11] for the full-space model. For the increments along the anti-
diagonal, we just have to observe that, in distribution, Li,j−Li+1,j−1 = X−Y , with X ∼ Exp(12 +α)
and Y ∼ Exp(12 − α).
Remark 2.2. For the stationary model, we do not have a good formula to study the statistics of
LN,N−n. However, as it was already the case for the full-space stationary LPP, there is a way to
recover it in a two-step procedure. First we consider a related LPP model, with two parameters,
α, β, for which we have an explicit formula of the distribution in terms of a Fredholm Pfaffian.
The distribution of the original model is recovered by a standard shift argument and an analytic
continuation. This last step turns out to be far from trivial and different from both the one for
the full-space stationary model [40] and its multi-point extension [6].
2.3 Finite time distribution for the stationary LPP
The first result of this paper is a formula for the distribution of the stationary LPP time LN,N−n.
In order to state the result, we need to introduce a few functions and kernels which appear in the
final expression. Let us define the following f functions
f−α+ (x) = Φ(x,−α)
(
1
2 + α
)n
, f−α− (x) =
Φ(x,−α)(
1
2 − α
)n (2.10)
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where Φ(x, z) = e−xz
[ 1
2 +z
1
2−z
]N−1
, the following g functions
g1(x) =
∮
Γ1/2
dz
2pii
Φ(x, z)
(
1
2 − z
)n z + α
2z
, g˜2(x) =
∮
Γ1/2,α
dz
2pii
Φ(x, z)(
1
2 + z
)n 1z − α,
g3(x) =
∮
Γ1/2
dz
2pii
Φ(x, z)
(
1
2 − z
)n 1
z + α
, g˜4(x) =
∮
Γ1/2,±α
dz
2pii
Φ(x, z)(
1
2 + z
)n 2z(z − α)(z + α)2 (2.11)
and finally let
eα(s) = −
∮
Γ1/2,α
dz
2pii
Φ(s, z)
Φ(s, α)
(12 + α)
n
(12 + z)
n
1
(z − α)2 . (2.12)
Also, define the following anti-symmetric kernel K:
K11(x, y) =−
∮
Γ1/2
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
[
(12 − z)(12 + w)
]n (z − α)(w + α)(z + w)
4zw(z − w) ,
K12(x, y) =−
∮
Γ1/2
dz
2pii
∮
Γ−1/2,α
dw
2pii
Φ(x, z)
Φ(y, w)
[
1
2 − z
1
2 − w
]n
z − α
w − α
z + w
2z(z − w)
=− K21(y, x),
K22(x, y) =ε(x, y) +
∮
dz
2pii
∮
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1z − w
(
1
z + α
+
1
w − α
)
(2.13)
where the integration contours for K22 are Γ1/2,−α×Γ−1/2 for the term with 1/(z+α) and Γ1/2×
Γ−1/2,α for the term with 1/(w − α), and where ε = ε0 + ε1 with
ε0(x, y) = − sgn(x− y) e
α|x−y|(
1
4 − α2
)n , ε1(x, y) = − sgn(x− y) ∮
Γ1/2
dz
2pii
2ze−z|x−y|
(z2 − α2) (14 − z2)n . (2.14)
Finally, define
K˜12(x, y) = −
∮
Γ1/2
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
[
1
2 − z
1
2 − w
]n
z − α
w − α
z + w
2z(z − w) ,
K˜22(x, y) =
∮
Γ1/2,−α
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1(z + α)(w − α) z + wz − w
(2.15)
and
h1 = K˜22f
−α
+ + ε1f
−α
+ − g˜4 − jα(s, ·),
h2 = K˜12f
−α
+ + g3
(2.16)
with
jα(s, y) =
(
sinhα(y − s)
α
+ (y − s)eα(y−s)
)
f−α− (s). (2.17)
Our first main theorem, a finite size result, is as follows.
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Theorem 2.3. Let α ∈ (−1/2, 1/2) be a real number and 1 ≤ N , 0 ≤ n ≤ N − 1 be positive
integers. Let LN,N−n be the stationary LPP time from (1, 1) to (N,N −n) in the model of weights
given by (2.6). Then
P(LN,N−n ≤ s) = ∂s
{
pf(J − K) ·
[
eα(s)−
〈
−g1 g˜2
∣∣∣∣(1− J−1K)−1(−h1h2
)〉 ]}
(2.18)
where the Fredholm Pfaffian is taken over L2(s,∞) and where J = ( 0 1−1 0 ).
The proof of Theorem 2.3 is carried out in Section 3.
Remark 2.4. We remark that our kernel K with parameter α and size N is identical to the
integrable kernel K of Section 3.1 with parameters −α and β = 1/2 and size N − 1. The latter
corresponds to a model that has been studied in [4]. As a consequence, the Pfaffian pf(J − K) on
L2(s,∞) is the distribution of the corresponding LPP and is in (0, 1) for any fixed s.
2.4 Asymptotic result
In order to discuss the scaling limit, we first have to determine: (a) the limit shape approxima-
tion and (b) the position of the end-point (N,N − n) which is connected with the origin by the
characteristic line. The reason is that if one does not take a point in a N2/3 neighborhood of the
characteristic leaving from the origin, then one will not see the N1/3 fluctuations typical for KPZ
models. Rather one will only see Gaussian fluctuations whose origin is in the boundary terms,
namely the polymer spends a time much larger that N2/3 either on the diagonal or in the first row.
Concerning the limit shape, notice that LN,N−ηN = LN,1 + (LN,N−ηN − LN,1). The two terms
are not independent, but individually are sums of independent random variables, see Lemma 2.1.
Thus one expects that for N  1,
LN,N−ηN ' N1
2 − α
+
(1− η)N
1
2 + α
=
N
1
4 − α2
− ηN1
2 + α
. (2.19)
For a stationary situation in TASEP with particle density ρ, the characteristic line has speed
1− 2ρ. In terms of last passage percolation, the density ρ becomes a parameter α = ρ− 1/2 (see
e.g. [64]) and the speed 1− 2ρ becomes a slope in the LPP geometry given by y/x = ρ2/(1− ρ)2
(see e.g. [6]). Thus, with x = N and y = N − ηN we have
n = ηN = − 2α
(12 − α)2
N. (2.20)
Therefore, to obtain a non-trivial scaling limit, given the value of α, one needs to choose n in
a O(N2/3)-neighborhood of (2.20) and to consider fluctuations on a N1/3-scale around (2.19).
Choosing an end-point order N away from (2.20) leads to Gaussian behavior on the N1/2 scale,
for the maximizer will spend O(N) of its time either in the first row or on the diagonal in that
case. Recalling that n ≥ 0, (2.20) cannot hold for α > 0. In that case, the polymer will spend a
macroscopic portion of its time on the diagonal and will have Gaussian fluctuations.
In this paper we consider the critical scaling where α is close to 0, namely we set
α = δ2−4/3N−1/3, ηN = n = u25/3N2/3. (2.21)
With this choice we have
LN,N−ηN ' 4N − 2u25/3N2/3 + δ(2u+ δ)24/3N1/3 (2.22)
and
− 2α
(12 − α)2
N = −δ25/3N2/3 +O(N1/3). (2.23)
7
Remark 2.5. We decided not to include the O(N1/3) term δ(2u+ δ)24/3N1/3 of the limit shape
approximation in our calculations below, since many formulas are more compact without it. That
is, we consider the scaling
s = 4N − 2u25/3N2/3 + S 24/3N1/3. (2.24)
However, it has to be taken into account if one wants to determine various limits, e.g.u → ∞
and/or δ → ±∞. In these limits, we first have to replace S by S + δ(2u + δ). Also, when taking
u → ∞, by (2.23), we will have to set δ = −u+ τ with fixed τ . This is performed in Section 2.5,
where we recover the Baik–Rains distribution.
As for the finite N case, the main theorem in the N →∞ limit requires definitions of various
objects. Let us define the functions
f −δ,u(X) = e−
δ3
3
−δ2u+δX ,
eδ,u(S) = −
∫
δ
dζ
2pii
e
ζ3
3
+ζ2u−ζS
e
δ3
3
+δ2u−δS
1
(ζ − δ)2 ,
j δ,u(S,X) =
[
sinh δ(X − S)
δ
+ (X − S)eδ(X−S)
]
f −δ,−u(S)
(2.25)
as well as
gδ,u1 (X) =
∫
0
dζ
2pii
e
ζ3
3
−ζ2u−ζX ζ + δ
2ζ
, g˜δ,u2 (X) =
∫
δ
dζ
2pii
e
ζ3
3
+ζ2u−ζX 1
ζ − δ ,
gδ,u3 (X) =
∫
−δ
dζ
2pii
e
ζ3
3
−ζ2u−ζX 1
ζ + δ
, g˜δ,u4 (X) =
∫
±δ
dζ
2pii
e
ζ3
3
+ζ2u−ζX 2ζ
(ζ − δ)(ζ + δ)2 . (2.26)
The limit of K is the following anti-symmetric kernel A:
A11(X,Y ) = −
∫
0
dζ
2pii
∫
0,ζ
dω
2pii
e
ζ3
3
−ζ2u−ζX
e
ω3
3
+ω2u−ωY
(ζ − δ)(ω + δ) ζ + ω
4ζω(ζ − ω) ,
A12(X,Y ) = −
∫
0
dζ
2pii
∫
δ ζ
dω
2pii
e
ζ3
3
−ζ2u−ζX
e
ω3
3
−ω2u−ωY
ζ − δ
ω − δ
ζ + ω
2ζ(ζ − ω)
= −A21(Y,X),
A22(X,Y ) = E(X,Y ) +
∫
dζ
2pii
∫
dω
2pii
e
ζ3
3
+ζ2u−ζX
e
ω3
3
−ω2u−ωY
1
ζ − ω
(
1
ζ + δ
+
1
ω − δ
)
(2.27)
where in A22 the integration contours, for (ζ, ω), are −δ × ζ for the term 1/(ζ + δ), and × δ ζ
for the term 1/(ω − δ). We have denoted E = E0 + E1 with
E0(X,Y ) = − sgn(X − Y )eδ|X−Y |+2δ2u,
E1(X,Y ) = − sgn(X − Y )
∫
±δ
dζ
2pii
e−ζ|X−Y |+2ζ
2u 2ζ
ζ2 − δ2 .
(2.28)
Finally, we also set
A˜12(X,Y ) = −
∫
0
dζ
2pii
∫
δ,ζ
dω
2pii
e
ζ3
3
−ζ2u−ζX
e
ω3
3
−ω2u−ωY
ζ − δ
ω − δ
ζ + ω
2ζ(ζ − ω) ,
A˜22(X,Y ) =
∫
−δ
dζ
2pii
∫
δ,ζ
dω
2pii
e
ζ3
3
+ζ2u−ζX
e
ω3
3
−ω2u−ωY
1
(ζ + δ)(ω − δ)
ζ + ω
ζ − ω
(2.29)
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and
hδ,u1 (Y ) =
∫ ∞
S
dV A˜22(Y, V )f −δ,u(V ) +
∫ ∞
S
dV E1(Y, V )f −δ,u(V )− g˜δ,u4 (Y )− j δ,u(S, Y ),
hδ,u2 (Y ) =
∫ ∞
S
dV A˜12(Y, V )f −δ,u(V ) + gδ,u3 (Y ).
(2.30)
Then, the limiting distribution of the rescaled last passage percolation in the stationary case is
given as follows.
Theorem 2.6. Let δ ∈ R, u > 0 be parameters. Consider the stationary LPP time LN,N−n from
(1, 1) to (N,N − n) and the scaling
n = u25/3N2/3, α = δ2−4/3N−1/3. (2.31)
We have that
lim
N→∞
P
(
LN,N−n − 4N + 4u(2N)2/3
24/3N1/3
≤ S
)
= F
(δ,u)
0, half(S) (2.32)
with
F
(δ,u)
0,half(S) = ∂S
{
pf(J −A) ·
[
eδ,u(S)−
〈
−gδ,u1 g˜δ,u2
∣∣∣∣∣(1− J−1A)−1
(
−hδ,u1
hδ,u2
)〉 ]}
(2.33)
where the Fredholm Pfaffian is taken over L2(S,∞) and where J = ( 0 1−1 0 ).
Remark 2.7. The origin of the terms A˜12 and A˜22 in lieu of A12 and A22 stems from the fact
that for δ ≥ 0, the product of the latter with f −δ,u is not well-defined. However, for δ < 0 this is
not the case and so using the tilde kernels is not necessary. For that reason and for δ < 0, we can
thus simplify the expression of the hδ,uk entering equation (2.33) as follows.
Lemma 2.8. For δ < 0, the formula (2.33) holds also for hδ,uk replaced by h˜
δ,u
k , k = 1, 2, with the
latter defined by
h˜δ,u1 (Y ) =
∫ ∞
S
dVA22(Y, V )f −δ,u(V )− g˜δ,u4 (Y ),
h˜δ,u2 (Y ) =
∫ ∞
S
dVA12(Y, V )f −δ,u(V ) + gδ,u3 (Y ).
(2.34)
Remark 2.9. The kernel A with parameter δ corresponds to the limiting crossover kernel from [4,
16, 72] after matching the δ parameter with notations therein. This arises when considering LPP
in half-space with boundary term only along the diagonal. The respective distribution, for u = 0,
is the interpolating GOE to GSE distribution of Baik and Rains [9]. Similar to Remark 2.4, the
Pfaffian pf(J −A) on L2(S,∞) is in (0, 1) for any fixed S.
2.5 Limit transition to the Baik–Rains distribution
One might wonder if the Baik–Rains distribution with parameter τ arises in some appropriate
limit4. The answer is affirmative. Heuristically, when u is increasing (the end-point of the LPP
is moving away from the diagonal), the path maximizing the polymer will visit the diagonal a
distance of O(N2/3) away from the origin less and less frequently. Thus, in the u → ∞ limit,
the geometry is similar to the full-space problem and one might expect to recover the Baik–Rains
distribution. This is the result presented in this section.
4The Baik–Rains distribution away from the characteristic line is given in [7], formula (3.35).
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To state the theorem, we need to introduce a few functions and a limiting kernel. Let us define5
Rτ (s) = −e− 23 τ3−sτ
∫
−τ
dz
2pii
e
z3
3
−z(s+τ2) 1
(z + τ)2
,
Ψτ (x) =
∫
−τ
dz
2pii
e
z3
3
−z(x+τ2) 1
z + τ
,
Φτ (y) = e
− 2
3
τ3−sτ
∫
dz
2pii
∫
τ z
dw
2pii
e
z3
3
−z(y+τ2)
e
w3
3
−w(s+τ2)
1
(z − w)(w − τ)
(2.35)
and the shifted Airy kernel6
K Ai,τ (x, y) = −
∫
dz
2pii
∫
z
dw
2pii
e
z3
3
−z(x+τ2)
e
w3
3
−w(y+τ2)
1
(z − w) . (2.36)
Theorem 2.10. Let S = s+ δ(2u+ δ) and u+ δ = τ fixed. Then we have:
lim
u→∞F
(δ,u)
0, half(S) = FBR,τ (s) (2.37)
where FBR,τ (s) is the extended Baik–Rains distribution, defined by
FBR,τ (s) = ∂s
[
FGUE(s+ τ
2) · (Rτ − 〈Ψτ ∣∣(1− K Ai,τ )−1Φτ〉)] (2.38)
with the operators in the scalar product being on L2(s,∞) and with FGUE the Tracy–Widom dis-
tribution.
3 Finite system stationary model: proof of Theorem 2.3
3.1 The integrable model
In this section we consider the slightly modified LPP model with weights
ω˜i,j =

Exp
(
1
2 + α
)
, i = j > 1,
Exp
(
1
2 + β
)
, j = 1, i > 1,
Exp (α+ β) , i = j = 1,
Exp(1), otherwise
(3.1)
where α ∈ (−1/2, 1/2), β ∈ (−1/2, 1/2) are parameters satisfying α + β > 0, see Figure 2 for an
illustration. We denote by LpfN,N−n the LPP with weights ω˜, from (1, 1) to the point (N,N − n).
For the case of β > 0, it has been shown that the distribution of LpfN,N−n is given by a Fredholm
Pfaffian. The next theorem, which is the starting point of our analysis, is a simple corollary of the
work of Baik–Barraquand–Corwin–Suidan [4] and Betea–Bouttier–Nejjar–Vuletic´ [16].
Theorem 3.1. Let β ∈ (0, 1/2) and α ∈ (−1/2, 1/2). Then, for s ∈ R+,
P(LpfN,N−n ≤ s) = pf(J −K)L2(s,∞) (3.2)
5Here we use notation as in [6, 40] with one exception: for the functions involved, we keep their contour integral
representations instead of rewriting them in terms of (integrals of) Airy and exponential functions. The original
expression in [7] looks quite different, but as is shown in [40, Appendix A], gives the same distribution.
6The reason for the minus sign in front is that our z contour is oriented downwards.
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Exp(12 + α)
Exp(12 + β)
Exp(1)
Exp(α + β)
(N,N − n)
(N,N)
Figure 2: A possible LPP path (polymer) from (1, 1) to (N,N − n) for (N,n) = (8, 2) in the
integrable case. The dots are independent exponential random variables: Exp(α+β) at the origin,
Exp(12 + α) (respectively Exp(
1
2 + β)) on rest of the diagonal (respectively the bottom line), and
Exp(1) everywhere else in the bulk.
where K = K(x, y) is the following 2× 2 matrix kernel:
K11(x, y) =−
∮
Γ1/2,β
dz
2pii
∮
Γ−1/2,−β
dw
2pii
Φ(x, z)
Φ(y, w)
[
(12 − z)(12 + w)
]n (z + β)(w − β)
(z − β)(w + β)
(z + α)(w − α)(z + w)
4zw(z − w) ,
K12(x, y) =−
∮
Γ1/2,β
dz
2pii
∮
Γ−1/2,−α,−β
dw
2pii
Φ(x, z)
Φ(y, w)
[
1
2 − z
1
2 − w
]n
z + α
w + α
z + β
z − β
w − β
w + β
z + w
2z(z − w)
=−K21(y, x),
K22(x, y) =
∮
Γ1/2,α,β
dz
2pii
∮
Γ−1/2,−α,−β
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1(z − α)(w + α) z + βz − β w − βw + β z + wz − w
+ ε˜(x, y).
(3.3)
Here we have denoted
Φ(x, z) = e−xzφ(z), with φ(z) =
[
1
2 + z
1
2 − z
]N−1
(3.4)
and ε˜ = ε1 + ε2 with
ε1(x, y) = − sgn(x− y)
∮
Γ1/2
dz
2pii
2ze−z|x−y|
(z2 − α2) (14 − z2)n , ε2(x, y) = − sgn(x− y) e
−α|x−y|(
1
4 − α2
)n . (3.5)
Proof. We explain how we obtained the kernel representation above. We start from the kernel of
Theorem C.1 for the analogous model with geometric weights and take the geometric to exponential
limit. More precisely, in the statement of Theorem C.1 we take x1 = b, x2 = · · · = xN = √q for
parameters b, q < 1 and then take the limit → 0 while scaling the parameters as
(a, b) = (1− α, 1− β), q = 1− , (k, `) = −1(x, y). (3.6)
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The resulting kernel is the following:
K11(x, y) =
1
(2pii)2
∫
dz
∫
dwF (z)F (w)
z − w
4zw(z + w)
,
K12(x, y) = −K21(y, x) = 1
(2pii)2
∫
dz
∫
dw
F (z)
F (w)
z + w
2z(z − w) ,
K22(x, y) =
1
(2pii)2
∫
dz
∫
dw
1
F (z)F (w)
z − w
z + w
(3.7)
where
F (z) = e−xzφn(z)
(α+ z)(β + z)
β − z , φn(z) =
(
1
2 + z
)N−1(
1
2 − z
)N−1−n = φ(z) (12 − z)n . (3.8)
The contours become bottom-to-top oriented vertical lines parallel to the imaginary axis. In
addition, they need to satisfy the following conditions:
• for K11, both the z and the w contours need to satisfy
0 < Re z,Rew < min{β, 1/2} = β; (3.9)
• for K12,
max{−1/2,−α,−β} = max{−α,−β} < Rew < Re z, for w,
0 < Re z < min{β, 1/2} = β, for z; (3.10)
• for K22, we need
Re z + Rew > 0 and Re z,Rew > max{−1/2,−α,−β} = max{−α,−β}. (3.11)
Recalling that α ∈ (−1/2, 1/2), β ∈ (0, 1/2), our choices satisfy these conditions.
In (3.7) we next do the change of variables w → −w in K11 and z → −z in K22. This leads to
K11(x, y) =
∫
dz
2pii
∫
dw
2pii
φ(z)
φ(w)
[(
1
2 − z
) (
1
2 + w
)]n
(z + α)(w − α)z + β
z − β
w − β
w + β
z + w
4zw(z − w)
eyw
exz
,
K12(x, y) =
∫
dz
2pii
∫
dw
2pii
φ(z)
φ(w)
[
1
2 − z
1
2 + w
]n
z + α
w + α
z + β
z − β
w − β
w + β
z + w
2z(z − w)
eyw
exz
,
K22(x, y) =−
∫
dz
2pii
∫
dw
2pii
φ(z)
φ(w)
1[(
1
2 + z
) (
1
2 − w
)]n 1(z − α)(w + α) z + βz − β w − βw + β z + wz − w eywexz
=−
∫
dz
2pii
∫
dw
2pii
φ(z)
φ(w)
1[(
1
2 + z
) (
1
2 − w
)]n 1(z − α)(w + α) z + βz − β w − βw + β z + wz − w eywexz
+ ε˜(x, y)
(3.12)
with appropriate integration contours, i.e. the images of the ones in (3.7). The last line of K22
comes from switching the two contours and picking up the residue at w → z which equals the
ε˜(x, y) term.
Finally, since the LPP time is non-negative, we only need to consider x, y > 0. The exponential
term e−xz in φ(z) (respectively eyw in 1/φ(w)) allows us to close the z contours to the right of
1/2 (respectively the w contours to the left of −1/2). Closing them as indicated and reversing the
direction of z to make it counter-clockwise, we arrive at (3.3).
Remark 3.2. We remark the following trivial but useful identities
φ(−z) = φ(z)−1, Φ(x,−z) = Φ(x, z)−1 (3.13)
which we shall use throughout many times without explicit reference. Further, note that for n = 0,
ε˜ simplifies to ε˜(x, y) = − sgn(x− y)e−α|x−y| since the pole at z = 1/2 vanishes.
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3.2 From integrable to stationary
3.2.1 Shift argument
To recover the desired distribution, we need to remove ω˜1,1 and then take the β → −α limit. The
former is achieved by a standard shift argument, used already in the full-space stationary LPP
problem [6,7, 40,49]7. We present the short proof for completeness.
We recall that LpfN,N−n denotes the LPP time for the random variables ω˜i,j of (3.1). Denote
by L˜N,N−n = L
pf
N,N−n − ω˜1,1 and recall that LN,N−n is the β → −α limit of L˜N,N−n. The shift
argument is captured by the following lemma.
Lemma 3.3. Let α, β ∈ (−1/2, 1/2) with α+ β > 0. Then(
1 +
1
α+ β
∂s
)
P(LpfN,N−n ≤ s) = P(L˜N,N−n ≤ s). (3.14)
Proof. Due to the independence of L˜N,N−n and ω˜1,1, we have
P(LpfN,N−n ≤ s) = P(ω˜1,1 + L˜N,N−n ≤ s) = (α+ β)
∫ ∞
0
dλe−λ(α+β)P(L˜N,N−n ≤ s− λ). (3.15)
Performing the Laplace transform and the change of variables s− λ = u, we obtain∫ ∞
0
dse−tsP(LpfN,N−n ≤ s) =
∫ ∞
0
du
∫ ∞
0
dλ(α+ β)e−tse−λ(α+β)P(L˜N,N−n ≤ s− λ)
= (α+ β)
∫ ∞
0
dλe−λ(α+β+t)
∫ ∞
0
due−tuP(L ≤ u).
(3.16)
Computing the first integral on the right-hand side of (3.16), and then integrating by parts, we
obtain∫ ∞
0
dse−tsP(L˜N,N−n ≤ s) =
(
1 +
t
α+ β
)∫ ∞
0
dse−tsP(LpfN,N−n ≤ s)
=
∫ ∞
0
dse−tsP(LpfN,N−n ≤ s) +
1
α+ β
e−tsP(LpfN,N−n ≤ s)
∣∣∞
0
+
1
α+ β
∫ ∞
0
dse−ts
d
ds
P(LpfN,N−n ≤ s)
(3.17)
which gives (3.14) since the second term is 0.
3.2.2 Kernel decomposition
From Lemma 3.3, we need to find a decomposition of 1α+βP(L
pf
N,N−n ≤ s) which has a well-defined
limit as α+β → 0. For that purpose, we first decompose the kernel by separating the contributions
of the different poles in a way that will be convenient for future computations. The result will be
given in terms of the following functions:
fβ+(x) = Φ(x, β)
(
1
2 − β
)n
, fβ−(x) =
Φ(x, β)(
1
2 + β
)n ,
g1(x) =
∮
Γ1/2
dz
2pii
Φ(x, z)
(
1
2 − z
)n z + α
2z
, g˜2(x) =
∮
Γ1/2,α
dz
2pii
Φ(x, z)(
1
2 + z
)n 1z − α, (3.18)
g3(x) =
∮
Γ1/2
dz
2pii
Φ(x, z)
(
1
2 − z
)n 1
z − β , g˜4(x) =
∮
Γ1/2,±α,β
dz
2pii
Φ(x, z)(
1
2 + z
)n 2z(z − α)(z + α)(z − β) ,
7Baik–Rains [7] treat the Poisson case instead of the exponential one but the shift argument is similar.
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g5(x) =
∮
Γ1/2
dz
2pii
Φ(x, z)
(
1
2 − z
)n (z − α)(z + β)
2z(z − β) , g6(x) =
∮
Γ1/2
dz
2pii
Φ(x, z)(
1
2 + z
)n z + β(z + α)(z − β) .
We use the letter g for functions where the integration contour encloses only 1/2, and the symbol
g˜ for those whose integration contour encloses 1/2 and some other poles.
With these notations we can now write the kernel decomposition used later.
Proposition 3.4. Let α ∈ (−1/2, 1/2), β > 0. Then the kernel K splits as
K = K + (α+ β)R (3.19)
where
K11(x, y) =−
∮
Γ1/2
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
[
(12 − z)(12 + w)
]n (z + β)(w − β)
(z − β)(w + β)
(z + α)(w − α)(z + w)
4zw(z − w) ,
K12(x, y) =−
∮
Γ1/2
dz
2pii
∮
Γ−1/2,−α,−β
dw
2pii
Φ(x, z)
Φ(y, w)
[
1
2 − z
1
2 − w
]n
z + α
w + α
z + β
z − β
w − β
w + β
z + w
2z(z − w)
=−K21(y, x),
K22(x, y) = ε˜(x, y) +
∮
dz
2pii
∮
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1(z − α)(w + α) z + βz − β w − βw + β z + wz − w
(3.20)
and where the integration contours for K22 are, for (z, w), the union of Γ1/2,α,β × Γ−1/2, Γ1/2,β ×
Γ−α, and Γ1/2,α × Γ−β.
The operator R is of rank two and given by
R =
|g1〉〈fβ+∣∣∣− ∣∣∣fβ+〉 〈g1| ∣∣∣fβ+〉 〈g˜2|
− |g˜2〉
〈
fβ+
∣∣∣ 0
 . (3.21)
Proof. The proof amounts to residue computations. In K11 the terms coming into R are the residue
at (z = β,w = −1/2) and at (z = 1/2, w = −β). Furthermore, the residue at (z = β,w = −β) is
identically zero. For K12, the residue at (z = β,w = −β) is zero as well, and the terms in R are the
residues from (z = β,w = −1/2) and (z = β,w = −α). Finally, for K22, there is no contribution
to R and the residues at (z = β,w = −β) and (z = α,w = −α) are also zero.
3.2.3 Decomposition of the rank-two perturbation R
Since we are going to work with Fredholm determinants instead of Pfaffians for a while, we define
G = J−1K, G = J−1K, T = J−1R (3.22)
where J(x, y) = δx,y
(
0 1−1 0
)
so that, for instance, the matrix kernel G is given by
G(x, y) =
(−K21(x, y) −K22(x, y)
K11(x, y) K12(x, y)
)
(3.23)
while T is given by
T = |X1〉 〈Y1|+ |X2〉 〈Y2| (3.24)
with
X1 =
∣∣∣∣ g˜2g1
〉
, X2 =
∣∣∣∣ 0fβ+
〉
, (3.25)
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Y1 =
〈
fβ+ 0
∣∣∣ , Y2 = 〈−g1 g˜2| . (3.26)
Since all Fredholm determinants/Pfaffians as well as (scalar) products will be on L2(s,∞), we
consider all operators to be in L2(s,∞) and omit the latter from the notation for brevity. Recall
also that pf(J −K) = √det(1−G).
From the shift argument Lemma 3.3, we need to determine the α+ β → 0 limit of
1
α+ β
pf(J −K) = 1
(α+ β)
√
det(1−G) (3.27)
where
det(1−G) = det(1−G) · det(1− (α+ β)(1−G)−1T ). (3.28)
Setting
Zi = (1−G)−1Xi, i = 1, 2, (3.29)
we get
(1− (α+ β)(1−G)−1T ) = det
(
1− (α+ β)
(〈Y1 |Z1〉 〈Y2 |Z1〉
〈Y1 |Z2〉 〈Y2 |Z2〉
))
= det(1−G)(1− (α+ β) 〈Y2 |Z2〉)2.
(3.30)
In (3.30), the first equality is just a rewriting and holds in any inner product space and for any
vectors Yi, Zi, i = 1, 2, see for instance [78] for more details, while for the second we used the
equalities
〈Y1 |Z2〉 = 〈Y2 |Z1〉 = 0, 〈Y1 |Z1〉 = 〈Y2 |Z2〉 (3.31)
proven in Appendix B.
Summarizing, we need to determine the β → −α limit of
1
α+ β
pf(J −K) = pf(J −K)
(
1
α+ β
− 〈Y2 |Z2〉
)
= pf(J −K)
(
1
α+ β
− 〈Y2 |X2〉 −
〈
Y2
∣∣(1−G)−1GX2〉) . (3.32)
3.3 Analytic continuation
Recall that we started with our kernels defined for β > 0 only. Now we have to deal with the
analyticity of the right-hand side of (3.32) and determine the desired limit.
Throughout, when we say that a function is analytic in α, β ∈ (−1/2, 1/2), we mean that for
any 0 <  1, the function is analytic in α, β ∈ [−1/2 + , 1/2− ].
Remark 3.5. Hereinafter we will denote, in up-right sans-serif font, the limits as β → −α of
the various kernels and functions we use and which depend explicitly on β. The ones that are
independent of β we leave unchanged. Thus by definition:
(g3, g˜4, g5, g6) = lim
β→−α
(g3, g˜4, g5, g6), (K, K˜, Ĝ) = lim
β→−α
(K, K˜, Ĝ) (3.33)
where the g’s are defined in (3.18), K in (3.20), and K˜, Ĝ will be defined below.
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3.3.1 Analyticity of the Fredholm Pfaffian
Lemma 3.6. The kernel K is analytic for α, β ∈ (−1/2, 1/2). The limit kernel K = limβ→−αK
has the following entries:
K11(x, y) =−
∮
Γ1/2
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
[
(12 − z)(12 + w)
]n (z − α)(w + α)(z + w)
4zw(z − w) ,
K12(x, y) =−
∮
Γ1/2
dz
2pii
∮
Γ−1/2,α
dw
2pii
Φ(x, z)
Φ(y, w)
[
1
2 − z
1
2 − w
]n
z − α
w − α
z + w
2z(z − w)
=− K21(y, x),
K22(x, y) =ε(x, y) +
∮
dz
2pii
∮
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1z − w
(
1
z + α
+
1
w − α
)
(3.34)
where the integration contours for K22 are Γ1/2,−α × Γ−1/2 for the term with 1/(z + α) and Γ1/2 ×
Γ−1/2,α for the term with 1/(w − α).
Proof. Analyticity for K11 (respectively K12) is obvious since we can take the integration contour
for z as close to 1/2 as desired and the contour for w to include −1/2 (respectively −1/2,−α,−β)
without crossing z. For K22, we can decompose the kernel using the identities
(z + β)(w − β)
(z − β)(w + β)(z − w) =
1
z − w +
2β
(w + β)(z − β) ,
z + w
(z − α)(w + α) =
1
z − α +
1
w + α
. (3.35)
We get that the double integral part K22 − ε˜ becomes the sum of∮
dz
2pii
∮
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1z − w
(
1
z − α +
1
w + α
)
(3.36)
and ∮
dz
2pii
∮
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 2β(w + β)(z − β)
(
1
z − α +
1
w + α
)
. (3.37)
The integration contour for the term in (3.36) with 1/(z − α) is Γ1/2,α × Γ−1/2, while the one for
the term with 1/(w + α) is Γ1/2 × Γ−1/2,−α. These can be chosen non-intersecting for all α in any
subset of [−1/2 + , 1/2− ] for 0 <  1. The contours for the term in (3.37) with 1/(z − α) are
Γ1/2,α,β × Γ−1/2,−β, while the ones with 1/(w + α) are Γ1/2,β × Γ−1/2,−α,−β. Notice that since the
term 1/(z − w) is absent, the contours can cross without problems. Thus this term is also clearly
analytic.
Comparing (3.34) with (3.20), one notices the change of ε˜ into ε, which corresponds to replacing
ε2 with ε0. Let us start with (3.20). The contributions of the poles at (z, w) = (1/2,−α) and
at (z, w) = (α,−1/2) vanish as β → −α. The contributions from (z, w) = (1/2,−1/2), (z, w) =
(1/2,−β) and (z, w) = (β,−1/2) give, in the limit β → −α, the double integral in (3.34). Finally,
the contributions from (z, w) = (α,−β) and (z, w) = (β,−α) become, in the β → −α limit, as
follows:
e−α(x−y) − eα(x−y)
(14 − α2)n
= sgn(x− y)e
−α|x−y| − eα|x−y|
(14 − α2)n
. (3.38)
Summing this term with ε2 gives ε0.
Proposition 3.7. pf(J −K) is analytic in α, β ∈ (−1/2, 1/2) and with a well-defined limit
lim
β→−α
pf(J −K) = pf(J − K). (3.39)
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Proof. Fix a 0 <   1 and consider α, β ∈ [−1/2 + , 1/2 − ]. Take µ = 1/2 − 3/4. Then, for
some constant C independent of x, y, we have the bounds
|K11(x, y)| ≤ Ce−(1/2−/2)xe−(1/2−/2)y = Ce−µ(x+y)e−(x+y)/4,
|K12(x, y)| ≤ Ce−(1/2−/2)xe(1/2−)y = Ce−µ(x−y)e−(x+y)/4,
|K21(x, y)| ≤ Ce(1/2−)xe−(1/2−/2)y = Ceµ(x−y)e−(x+y)/4,
|K22(x, y)| ≤ Ce(1/2−)xe(1/2−)y = Ceµ(x+y)e−(x+y)/4.
(3.40)
This is achieved as follows: for K11, choose the contours as |z−1/2| = /2 and |w+1/2| = /2; for
K12, take |z−1/2| = /2 and notice the poles at w = −α,−β give the leading asymptotic behavior
in y, namely e−min{α,β}y. This is controlled by the e−µy from the conjugation. The situation is
similar for K22. In this case the leading behavior is given by the residues at ±α and ±β.
Then
pf(J −K) =
∑
n≥0
(−1)n
n!
∫ ∞
s
dx1 · · ·
∫ ∞
s
dxn pf[K(xi, xj)]1≤i<j≤2n
=
∑
n≥0
(−1)n
n!
∫ ∞
s
dx1 · · ·
∫ ∞
s
dxn
(
det[G(xi, xj)]1≤i,j≤2n
)1/2
.
(3.41)
Using the standard Hadamard bound on the 2n × 2n determinant in the sum together with the
estimates from (3.40), we have that the Fredholm expansion of pf(J −K) is absolutely convergent.
Furthermore, each entry of the series is analytic in the claimed domain, and thus so is pf(J−K).
3.3.2 Analyticity of the term 1α+β − 〈Y2 |X2〉
The analyticity of the term 1α+β − 〈Y2 |X2〉 is relatively easy.
Lemma 3.8. The term 1α+β − 〈Y2 |X2〉 is analytic for α, β ∈ (−1/2, 1/2), with
lim
β→−α
(
1
α+ β
− 〈Y2 |X2〉
)
= −
∮
Γ1/2,α
dz
2pii
Φ(s, z)
Φ(s, α)
(12 + α)
n
(12 + z)
n
1
(z − α)2 . (3.42)
Proof. We have
〈Y2 |X2〉 =
〈
g˜2
∣∣∣fβ+〉 = ∮
Γ1/2,α
dz
2pii
Φ(s, z)
Φ(s,−β)
(12 − β)n
(12 + z)
n
1
(z − α)(z + β)
=
∮
Γ1/2,α,β
dz
2pii
Φ(s, z)
Φ(s,−β)
(12 − β)n
(12 + z)
n
1
(z − α)(z + β) +
1
α+ β
(3.43)
where the last term is the residue at z = −β chosen so that the first term is analytic. The residue
exactly cancels the 1/(α+ β) in 1α+β − 〈Y2 |X2〉 . The latter is therefore analytic with limit
lim
β→−α
1
α+ β
− 〈Y2 |X2〉 = −
∮
Γ1/2,α
dz
2pii
Φ(s, z)
Φ(s, α)
(12 + α)
n
(12 + z)
n
1
(z − α)2 . (3.44)
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3.3.3 Analyticity of the term
〈
Y2
∣∣(1−G)−1GX2〉
Finding an analytic decomposition of
〈
Y2
∣∣(1−G)−1GX2〉 turns out to be more intricate than in
the full-space stationary case. Let us explain first where the problems are. We have
G |X2〉 =
∣∣∣∣∣ −K22fβ+K12fβ+
〉
. (3.45)
The issues are the following:
(a) The pole at w = −β of K22 leads to a term of the form |a〉
〈
fβ−
∣∣∣ for some explicit function a,
and similarly for K12. When these terms are multiplied by
∣∣∣fβ+〉, they give terms proportional
to
∫∞
s dye
−2βy <∞ iff β > 0 whereas the model is defined for any α, β with α+ β > 0.
(b) The pole at w = −α of K22 leads to terms of the form |a〉
〈
fα−
∣∣, and similarly for K12. When
multiplied with
∣∣∣fβ+〉, and taking into account the prefactors, one gets a term proportional
to 1/(β − α). This is well-defined in the β → −α limit, except when α = 0. Also, the single
terms in 1/(β − α) are not analytic at α = β. This would not be a serious problem if we did
not want to consider also the α = β = 0 case, which we of course do.
Thus what we have to prove is that the terms in (a) give a zero contribution, within the product〈
Y2
∣∣(1−G)−1GX2〉 for any β > 0; we also need to rewrite (b) such that we do not have divergent
terms for β = α. These issues did not occur in the full-space stationary problem, but can be put
under control using the 2× 2 structure of our kernels.
The idea to overcome this issue is the following. We decompose
G = Ĝ+O, with O =
∣∣∣∣ g˜2g1
〉
〈a b| (3.46)
for some functions a, b to be written down in the sequel. The following lemma tells us that the
matrix kernel O is irrelevant in
〈
Y2
∣∣(1−G)−1GX2〉 .
Lemma 3.9. We have: 〈
Y2
∣∣(1−G)−1GX2〉 = 〈Y2 ∣∣∣(1−G)−1ĜX2〉 . (3.47)
Proof. First of all, notice that
(1−G)−1G− (1−G)−1Ĝ = (1−G)−1O. (3.48)
Therefore〈
Y2
∣∣(1−G)−1GX2〉 − 〈Y2 ∣∣∣(1−G)−1ĜX2〉 = const〈−g1 g˜2 ∣∣∣∣(1−G)−1(g˜2g1
)〉
(3.49)
with const = 〈a b |X2〉 . Multiplying the 2× 2 matrices, we have that the scalar product without
the constant is given by
− 〈g1 ∣∣(1−G)−111 g˜2〉 + 〈g˜2 ∣∣(1−G)−122 g1〉 − 〈g1 ∣∣(1−G)−112 g1〉 + 〈g˜2 ∣∣(1−G)−121 g˜2〉 . (3.50)
The property K12(x, y) = −K21(y, x) translates into G11(x, y) = G22(y, x) and so into
(1−G)−111 (x, y) = (1−G)−122 (y, x), see Proposition B.1 for details, implying the first two terms
cancels each other. The anti-symmetry of K11 and K22 implies the anti-symmetry of G21 and G12
which in turn implies the same for the respective (1 − G)−1 entries. Thus the last two terms are
each equal to zero and this finishes the proof.
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We now state the announced further decomposition of K.
Proposition 3.10. Let α ∈ (−1/2, 1/2), β > 0. Then the kernel K splits as
K = K˜ +
(
0 0
0 ε˜
)
+ O˜ + P˜ (3.51)
where
K˜11 = K11, K˜21 = K21,
K˜12(x, y) = −
∮
Γ1/2
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
[
1
2 − z
1
2 − w
]n
z + α
w + α
z + β
z − β
w − β
w + β
z + w
2z(z − w) ,
K˜22(x, y) =
∮
Γ1/2,α,β
dz
2pii
∮
Γ−1/2
dw
2pii
Φ(x, z)
Φ(y, w)
1[
(12 + z)(
1
2 − w)
]n 1(z − α)(w + α) z + βz − β w − βw + β z + wz − w
(3.52)
and
O˜ =
∣∣∣∣ −g1g˜2
〉〈
0 2ββ−αf
β
− − α+ββ−αfα−
∣∣∣ ,
P˜ =
∣∣∣∣ (α+ β)g3−(α+ β)g˜4 − f−α−
〉〈
0 fα−
∣∣ . (3.53)
Proof. We first have to compute the (12) and (22) components of O˜ + P˜ and then divide up
accordingly. We have
O˜12 + P˜12 =
∮
Γ1/2
∮
Γ−α,−β
· · · . (3.54)
The residue computations at w = −α and w = −β lead to
O˜12 + P˜12 = − 2β
β − α |g1〉
〈
fβ−
∣∣∣+ α+ β
β − α |g5〉
〈
fα−
∣∣
= − 2β
β − α |g1〉
〈
fβ−
∣∣∣+ α+ β
β − α |g1〉
〈
fα−
∣∣+ (α+ β) |g3〉 〈fα−∣∣ (3.55)
where in the second equality we used Lemma 3.11. Similarly,
O˜22 + P˜22 =
∮
Γ1/2,α
∮
Γ−β
· · ·+
∮
Γ1/2,β
∮
Γ−α
· · · . (3.56)
Computing the residues at w = −α and w = −β we get
O˜22 + P˜22 =
2β
β − α |g˜2〉
〈
fβ−
∣∣∣− 2β
β − α
∣∣∣fβ−〉 〈fα−∣∣− α+ ββ − α |g6〉 〈fα−∣∣
=
2β
β − α |g˜2〉
〈
fβ−
∣∣∣− α+ β
β − α |g˜2〉
〈
fα−
∣∣− (α+ β) |g˜4〉 〈fα−∣∣− ∣∣f−α− 〉 〈fα−∣∣ . (3.57)
Recombining the terms leads to the claimed result, provided we prove the two equalities used in
equations (3.55) and (3.57). We do this in the next lemma.
Now we prove the two identities used in the proof of Proposition 3.10.
Lemma 3.11. We have the following identities:
g5(x) = g1(x) + (β − α)g3(x),
g6(x) +
2β
α+ β
fβ−(x) = g˜2(x) + (β − α)
(
g˜4(x) +
1
α+ β
f−α− (x)
)
.
(3.58)
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Proof. The first identity follows directly from the relation (z−α)(z+β)z−β − (z + α) = β−αz−β . To prove
the second, first rewrite
g6(x) +
2β
α+ β
fβ−(x) =
∮
Γ1/2,β
dz
2pii
Φ(x, z)
(12 + z)
n
z + β
(z + α)(z − β) (3.59)
and recall
g˜2(x) =
∮
Γ1/2,α
dz
2pii
Φ(x, z)
(12 + z)
n
1
z − α. (3.60)
Taking the same contours (i.e. including 1/2, α, β inside both) and then computing the differ-
ence (3.59)−(3.60) leads to (β − α)g˜4(x) minus the pole coming from z = −α in g˜4(x). The latter
is − 1α+β f−α− (x) and this finishes the proof.
Coming back to the decomposition (3.46), namely
G = Ĝ+O (3.61)
with O = J−1O˜, we notice the latter has exactly the form to apply Lemma 3.9. We also explicitly
have
Ĝ =
(
−K˜21 −K˜22 − ε˜
K˜11 K˜12
)
+
(
0
∣∣(α+ β)g˜4 + f−α− 〉 〈fα−∣∣
0 (α+ β) |g3〉
〈
fα−
∣∣ ) . (3.62)
What remains to be done is to show that
〈
Y2
∣∣∣(1−G)−1ĜX2〉 is analytic for α, β ∈ (−1/2, 1/2)
and determine its β → −α limit. This will be accomplished in Proposition 3.15, itself following
from the following three lemmas.
Lemma 3.12. The vector Y2(x) = (−g1(x) g˜2(x)) is independent of β. Furthermore, for any
α ∈ [−1/2 + , 1/2− ],
|g1(x)| ≤ Ce−x(1/2−/2), |g˜2(x)| ≤ Ce(1/2−)x (3.63)
for some constant C uniform in x.
Proof. The bound on g1 is simply obtained by taking the integration contour |z−1/2| = /2, while
for g˜2 the leading asymptotics comes from the pole at z = α.
Lemma 3.13. ĜX2 analytic in α, β ∈ (−1/2, 1/2) and, for any α, β ∈ [−1/2 + , 1/2− ], we have
the following bounds:∣∣∣(ĜX2)1(y)∣∣∣ ≤ Cey(1/2−), ∣∣∣(ĜX2)2(y)∣∣∣ ≤ Ce−y(1/2−/2) (3.64)
for some constant C independent of y. Moreover we have
lim
β→−α
Ĝ |X2〉 =
∣∣∣∣ −h1h2
〉
(3.65)
where
h1 = K˜22f
−α
+ + ε1f
−α
+ − g˜4 − jα(s, ·),
h2 = K˜12f
−α
+ + g3
(3.66)
with
jα(s, y) = f−α− (s)
[
sinh(α(y − s))
α
+ (y − s)eα(y−s)
]
. (3.67)
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Proof. We start with
Ĝ |X2〉 =
(∗ a
∗ b
) ∣∣∣∣ 0fβ+
〉
=
∣∣∣∣∣ afβ+bfβ+
〉
(3.68)
where the kernels a, b are read from the decomposition (3.62), namely
a = −K˜22 − ε1 − ε2 + (α+ β) |g˜4〉
〈
fα−
∣∣+ ∣∣f−α− 〉 〈fα−∣∣ , b = K˜12 + (α+ β) |g3〉 〈fα−∣∣ . (3.69)
The terms which in the y variable decay like e−y(1−ε)/2, i.e. the ones for which in the integral
representation we integrate only around the pole at w = −1/2, are clearly analytic when multiplied
by fβ+ and the limits are straightforward, namely
lim
β→−α
K˜12f
β
+ = K˜12f
−α
+ ,
lim
β→−α
−(K˜22fβ+ + ε1fβ+) = −(K˜22f−α+ + ε1f−α+ ).
(3.70)
Next we compute
〈
fα−
∣∣∣fβ+〉 with the result being
〈
fα−
∣∣∣fβ+〉 = φ(α)φ(β)
[
1
2 − β
1
2 + α
]n ∫ ∞
s
e−(α+β)xdx
= φ(α)φ(β)
[
1
2 − β
1
2 + α
]n
e−(α+β)s
α+ β
=
fα−(s)f
β
+(s)
α+ β
.
(3.71)
Since fα−, f
β
+, g3, g˜4 are clearly analytic, see their representations in (3.18), then also the two terms
involving g3 and g˜4 are analytic as the α+ β prefactor cancels with the one in (3.71). Their limits
are given by
lim
β→−α
(α+ β)g3
∣∣fα−〉 〈fβ+∣∣∣ = g˜3, lim
β→−α
(α+ β)g˜4
∣∣fα−〉 〈fβ+∣∣∣ = g˜4. (3.72)
Finally, it remains to analyze the term −ε2 +
∣∣f−α− 〉 〈fα−∣∣ applied to fβ+. We have〈
fα−
∣∣∣fβ+〉 f−α− (y)− ε2fβ+(y) = φ(β)(12 − β)n(14 − α2)n
[
e−(α+β)s+αy
α+ β
+
∫ ∞
s
sgn(y − u)e−α|y−u|−βudu
]
=
φ(β)(12 − β)n
(14 − α2)n
[
e−(α+β)s+αy
α+ β
+
e−βy − e(α−β)s−αy
α− β −
e−βy
α+ β
]
=
φ(β)(12 − β)ne−βs
(14 − α2)n
[
eβ(s−y) − eα(s−y)
α− β +
eα(y−s) − e−β(y−s)
α+ β
]
(3.73)
where in the second line inside the brackets, the second and third terms come from explicitly
integrating
∫ y
s du · · · and
∫∞
y du · · · respectively. The β → −α of this last term is
lim
β→−α
〈
fα−
∣∣∣fβ+〉 f−α− (y)− ε2fβ+(y) = φ(−α)eαs(12 − α)n
[
sinh(α(y − s))
α
+ (y − s)eα(y−s)
]
. (3.74)
It remains to discuss the decay properties. The bound in the first component follows directly
from the fact that in the representation of K˜12 and g3 we can take the contour as |z − 1/2| =
1/2 − /2. This decay is also correct for the term involving ε1. Furthermore, the asymptotic
behavior of K˜22 is coming from the poles at z = α, β, and thus is e
−min{α,β}y. Similarly for g˜4,
the behavior is e−min{α,±β}y. Finally, the behavior of (3.73) is clear from its final form. Thus, by
choosing α, β ∈ [−1/2 + , 1/2− ], the claimed bounds holds.
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Lemma 3.14. The kernel G is analytic for α, β ∈ (−1/2, 1/2). Moreover, for any α, β ∈ [−1/2 +
, 1/2− ] we have the following bounds:
|G11(x, y)| ≤ Ce(1/2−)xe−(1/2−/2)y,
|G12(x, y)| ≤ Ce(1/2−)xe(1/2−)y,
|G21(x, y)| ≤ Ce−(1/2−/2)xe−(1/2−/2)y,
|G22(x, y)| ≤ Ce−(1/2−/2)xe(1/2−)y
(3.75)
for some constant C independent of x, y.
Proof. It is a rewriting of the results of Lemma 3.6 and Proposition 3.7.
We conclude with the analyticity of the sought inner product.
Proposition 3.15. The term
〈
Y2
∣∣∣(1−G)−1ĜX2〉 is analytic for α, β ∈ (−1/2, 1/2). Its β → −α
limit is given by
lim
β→−α
〈
Y2
∣∣∣(1−G)−1ĜX2〉 = 〈−g1 g˜2 ∣∣∣∣(R11 R12R21 R22
)(−h1
h2
)〉
(3.76)
where for brevity we denoted R = (1− G)−1 and where h1, h2 are as in (3.66).
Proof. Due to the bounds of Lemma 3.12, 3.13, and 3.14, when multiplying the different terms, in
each integral on (s,∞) we have integrands bounded for instance by e−x/2. Thus the product is well-
defined. Analyticity follows from the analyticity of the different entries of the scalar product.
Remark 3.16. The formula we obtained might not look very practical to get numerical
results due to the (1 − G)−1 = (1 − J−1K)−1 term. However, we can always write
pf(1−K)
〈
Y2
∣∣∣(1− J−1K)−1ĜX2〉 as a difference of two Fredholm Pfaffians, see Lemma 3.17.
This kind of property has been noticed already by Imamura–Sasamoto [50] in the context of the
stationary KPZ equation. Thus one does not strictly speaking ever need to verify that the in-
verse is well-defined; the formulation with the inverse can be thought merely as compact notation
for (3.77) below.
Lemma 3.17. Let K be a 2 × 2 anti-symmetric kernel and J(x, y) = δx,y
(
0 1−1 0
)
. Let a, b, c, d be
functions such that the scalar products in the following formulas are well-defined. Then,
pf (J −K)
〈
c d
∣∣∣∣(1− J−1K)−1(ab
)〉
= pf (J −K)− pf
(
J −K −
∣∣∣∣ ab
〉
〈c d| −
∣∣∣∣ −dc
〉
〈−b a|
)
. (3.77)
Proof. The proof consists in similar computations to those leading to (3.30).
Proof of Theorem 2.3. The shift argument, Lemma 3.3, and Theorem 3.1 together give a formula
for the distribution for α, β with β > 0. The analytic continuation and the limits provided in
Proposition 3.7, Lemma 3.8, and Proposition 3.15 imply the claimed result.
4 Large time asymptotics: proof of Theorem 2.6
In this section we prove our main asymptotic result. Let us recall the scaling (2.24), namely
s = 4N − 2u25/3N2/3 + S 24/3N1/3. (4.1)
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Figure 3: The two Airy integration contours with acute angles of pi/3 with the horizontal axis.
Note they have opposite orientations.
Accordingly, in the functions and/or kernels, we need to scale x, y in the same way, i.e.
(x, y) = 4N − 2u25/3N2/3 + (X,Y )24/3N1/3. (4.2)
Also, in the integrals we will consider the change of variables
z = ζ/(24/3N1/3), w = ω/(24/3N1/3). (4.3)
Furthermore, the m-point correlation function has to be multiplied by the volume element
(24/3N1/3)m in order to make sense. As our Pfaffian kernel has a 2 × 2 structure, not all the
kernel elements have to be multiplied by the same volume element. Indeed, in our case, the
rescaled and conjugated kernel elements are as follows:
Kresc11 (X,Y ) = (24/3N1/3)222nK11(x, y),
Kresc12 (X,Y ) = 24/3N1/3K12(x, y),
Kresc22 (X,Y ) = 2−2nK22(x, y)
(4.4)
where K can stand for K or for K˜. We also set Eresck (X,Y ) = 2−2nεk(x, y), k = 0, 1 or empty.
Similarly, we rescale the functions
f−δ,resc+ (X) = 2
nf−α+ (x), h
resc
1 (X) = 2
−4/3N−1/32−nh1(x), hresc2 (X) = 2
nh2(x) (4.5)
as well as
eδ,resc(S) = 2−4/3N−1/3eα(s), jδ,resc(S,X) = 2−4/3N−1/32−njδ(s, x),
gresc1 (X) = 2
4/3N1/32−ng1(x), g˜resc2 (X) = 2
−ng˜2(x), (4.6)
gresc3 (X) = 2
4/3N1/32−ng3(x), g˜resc4 (X) = 2
−ng˜4(x).
Both the functions and the kernels have a similar structure to the ones of the full-
space stationary case, analyzed in great detail in [6]. The integrals have terms of the form
eNf0(z)+N
2/3f1(z)+N1/3f2(z), a similar term in w in the case of double integrals, and a finite product
of terms independent of N . Since the function f0 is the same as the one in [6], the steepest descent
paths used for the asymptotics and for the uniform bounds are the same. The only minor differ-
ences are in the functions f1 and f2 and in the N -independent terms, but these do not generate
any issues in the asymptotic analysis. For this reason we are not going to repeat all the details
of the asymptotic analysis, but rather indicate which Lemmas in [6] we are using analogously. A
detailed description on the general approach in the asymptotic of single integrals having Airy-type
behaviors can be found for instance in [23, Section 6.1]. This follows the scheme introduced in our
field by Gravner–Tracy–Widom in [46].
The limits of the functions entering in the statement of Theorem 2.3 are the following.
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Lemma 4.1. For any given L > 0, the following limits hold uniformly for X ∈ [−L,L]:
lim
N→∞
f−δ,resc+ (X) = f
−δ,u(X), lim
N→∞
eδ,resc(S) = eδ,u(X), lim
N→∞
jδ,resc(S,X) = j δ,u(S,X) (4.7)
as well as
lim
N→∞
gresc1 (X) = g
δ,u
1 (X), lim
N→∞
g˜resc2 (X) = g˜
δ,u
2 (X),
lim
N→∞
gresc3 (X) = g
δ,u
3 (X), lim
N→∞
gresc4 (X) = g˜
δ,u
4 (X).
(4.8)
Furthermore, for any X ≥ −L, we have the following bounds which hold uniformly in N :
|f−δ,resc+ (X)| ≤ CeδX , |j δ,u(S,X)| ≤ C|X|e|δX| (4.9)
for some constant C. For any κ > 0 we have
|gresc1 (X)| ≤ Ce−κX , |g˜resc2 (X)| ≤ C(e−δX + e−κX),
|gresc3 (X)| ≤ Ce−κX , |gresc4 (X)| ≤ C(|X|e|δX| + e−κX).
(4.10)
Proof. Inserting the new variables, we have f−δ,resc+ (X) = eδXeQN with QN independent of X and
with QN → −δ3/3− δ2u as N →∞. The limit of eδ,resc(S) follows the patterns of [6, Lemma 4.6].
For jδ,resc(S,X) we have
jδ,resc(S,X) =
[
sinh δ(X − S)
δ
+ (X − S)eδ(X−S)
]
2−nf−α− (s) (4.11)
and the last term is analyzed as f−δ,resc+ .
The limits of the g functions and their bounds are obtained as in [6, Lemma 4.7]. The terms
Ce−κX come from the integrals with the contours to the right of the poles ±α (if present), since
the real decay is Airy-like, i.e. e−cX3/2 . The contributions of the poles at α are bounded by Ce−αX ,
while the pole of order 2 in −α is bounded by C|X|eαX .
The limits of the kernels are the following.
Lemma 4.2. For any given L > 0, the following limits hold uniformly for X,Y ∈ [−L,L]:
lim
N→∞
K
resc
ij (X,Y ) = Aij(X,Y ), i, j ∈ {1, 2}. (4.12)
Furthermore, for any X,Y ≥ −L and κ > 0, we have the following bounds which hold uniformly
in N :
|Kresc11 (X,Y )| ≤ Ce−κ(X+Y ), |K
resc
12 (X,Y )| ≤ C(e−κ(X+Y ) + e−κXeδY ),
|Kresc21 (X,Y )| ≤ C(e−κ(X+Y ) + eδXe−κY ), |K
resc
22 (X,Y )| ≤ |Eresc(X,Y )|+ C(e−κXeδY + eδXe−κY ),
|Eresc0 (X,Y )| ≤ Ceδ|X−Y |, |Eresc1 (X,Y )| ≤ Ce−(|δ|+κ)|X−Y | (4.13)
for some constant C.
Proof. The asymptotics of the double integrals is as in [6, Lemma 4.4] and the uniform bounds
as in [6, Lemma 4.5]. To get the bounds, we first compute explicitly the poles at ±α (if they are
inside the integration contours), while the rest has an Airy-like decay in both variables, from which
we have the terms e−κX and e−κY . For Eresc1 (X,Y ), we take a contour passing on the right of |α|
by an amount κ2−4/3N−1/3, which can be deformed to become vertical, as the convergence comes
from the quadratic term in Z.
Finally, in order to define the limits of hresc1 and h
resc
2 , we need the limits of K˜
resc
12 and K˜
resc
22 ,
which are as follows.
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Lemma 4.3. For any given L > 0, the following limits hold uniformly for X,Y ∈ [−L,L]:
lim
N→∞
K˜resc12 (X,Y ) = A˜12(X,Y ), lim
N→∞
K˜resc22 (X,Y ) = A˜22(X,Y ). (4.14)
Furthermore, for any X,Y ≥ −L and κ > 0, we have the following bounds which hold uniformly
in N :
|K˜resc12 (X,Y )| ≤ Ce−κ(X+Y ), |K˜resc22 (X,Y )| ≤ C(e−κX + eδX)e−κY (4.15)
for some constant C.
Proof. The proof is similar to that of Lemma 4.2, with the only difference being that some poles
are not present anymore.
Corollary 4.4. For any given S ∈ R, we have
lim
N→∞
pf(J − Kresc)L2(S,∞) = pf(J −A)L2(S,∞). (4.16)
Proof. We write the Fredholm expansion as in the proof of Proposition 3.7. Then, taking κ > |δ|,
the bounds of Lemma 4.2 allow us to exchange the N → ∞ limit with the sums/integrals by
dominated convergence. The result follows.
Corollary 4.5. For any given L > 0, the following limits hold uniformly for Y ∈ [−L,L]:
lim
N→∞
hresc1 (Y ) = h
δ,u
1 (Y ), lim
N→∞
hresc2 (Y ) = h
δ,u
2 (Y ). (4.17)
Furthermore, for any Y ≥ −L and κ > 0, we have the following bounds which hold uniformly in
N :
|hresc1 (Y )| ≤ C|Y |e|δY |, |hresc2 (Y )| ≤ Ce−κY (4.18)
for some constant C.
Proof. The bounds of Lemmas 4.1, 4.2, and 4.3 imply that, taking κ > |δ|, we can take N → ∞
inside
∫∞
S dV K˜
resc
22 (Y, V )f
−δ,resc
+ (V ) and inside
∫∞
S dV Eresc1 (Y, V )f−δ,resc+ (V ). Together with the
bounds on the remaining terms, we get the stated result.
With the above results, we are now ready to finish the proof of Theorem 2.6.
Proof of Theorem 2.6. The result is now a direct consequence of Corollary 4.4, the bounds and
their limits on the rescaled kernel of Lemma 4.2, of Lemma 4.1 for the functions gresc1 (X) and
g˜resc2 (X) entering in left hand side of the scalar product, and of Corollary 4.5 for the functions
hresc1 (Y ) and h
resc
2 (Y ) entering in the right hand side of the scalar product. The bounds indeed
imply that we can take the N → ∞ inside the integrals which appear when writing the scalar
product explicitly, by use of dominated convergence. This leads to the claimed result. We remark
that it is not really needed to worry about the inverse operator, since when multiplied by the
Fredholm Pfaffian in front, it can be rewritten as a linear combination of two Fredholm Pfaffians,
see Remark 3.16.
5 Limit to the Baik–Rains distribution: proof of Theorem 2.10
In the u → ∞ limit, we want to take δ = −u + τ with τ fixed. Thus for u large enough we also
have δ < 0. In this case, i.e. for u > 0 and δ < 0, there are some simplifications in the expression
of the distribution.
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Lemma 5.1. Consider u > 0 and δ < 0. Then the following equality holds:
A22(X,Y ) = −
∫
−µ+iR
dζ
2pii
∫
µ+iR
dω
2pii
e
ζ3
3
+ζ2u−ζX
e
ω3
3
−ω2u−ωY
1
ζ − ω
(
1
ζ + δ
+
1
ω − δ
)
(5.1)
for any choice of 0 < µ < min{−δ, u} (the contours for ζ, ω are oriented with increasing imaginary
parts).
Furthermore we have:
A˜22(X,Y )+E1(X,Y ) = A22(X,Y )− g˜δ,u2 (X)e−
δ3
3
+δ2u+δY +1X>Y e
2δ2u(eδ(X−Y )+e−δ(X−Y )). (5.2)
As a consequence of this representation we have:∫ ∞
S
dV 1Y >V e
2δ2u(eδ(Y−V ) + e−δ(Y−V ))f −δ,u(V ) = j δ,u(S, Y ). (5.3)
Finally we also have:
A˜12(X,Y ) = A12(X,Y ) + gδ,u1 (X)e−
δ3
3
+δ2u+δY . (5.4)
Proof. First notice that for δ < 0, the contours in the double integral of (2.27) can be chosen to be
the same for the two cases, with δ < Re (ω) < Re (ζ) < −δ. Next, notice that we can deform the
contours to be vertical provided Re (ζ) > −u and Re (ω) < u. Finally, we exchange the positions
of ζ and ω, so now Re (ζ) < Re (ω), which is the formula (5.1), minus the pole at ω = ζ. This pole
gives as residue
−
∫
iR
dζ
2pii
e2ζ
2u−ζ(X−Y ) 2ζ
(ζ + δ)(ζ − δ) (5.5)
which is equal to −E(X,Y ). To verify this identity, it is enough by anti-symmetry to consider
X > Y . Extracting the pole at ζ = −δ leads to −E0(X,Y ), while the remaining integral is
−E1(X,Y ). Finally, (5.3) is an elementary computation and (5.4) follows by taking the residue at
ω = δ.
With the above decomposition we can prove Lemma 2.8.
Proof of Lemma 2.8. Using the representations (5.2)—(5.4), our claim holds if we can show that〈
−gδ,u1 g˜δ,u2
∣∣∣∣∣(1− J−1A)−1
(
g˜δ,u2
〈
f −δ,−u
∣∣f −δ,u〉
gδ,u1
〈
f −δ,−u
∣∣f −δ,u〉
)〉
= 0. (5.6)
The proof of this is the same as proving that (3.49) = 0 in Lemma 3.9. Notice that for δ < 0 (but
not for δ ≥ 0) the scalar product 〈f −δ,−u ∣∣f −δ,u〉 is well-defined.
In order to analyze the u→∞ limit with u+δ = τ constant, we need to consider a conjugation
in the kernel entries, but also to shift the positions by δ(2u+ δ) as discussed above in Remark 2.5.
Finally, to clearly see the limit u→∞, we shift the ζ, ω integration variables to remove the ζ2, ω2
terms in the exponential.
Lemma 5.2. Let us consider u > 0, δ < 0 and u+δ = τ . Shifting the positions as X = x+δ(2u+δ)
and Y = y + δ(2u+ δ), we have:
e
2
3
u3+uX
e−
2
3
u3−uY A11(X,Y ) = −
∫
−u
dz
2pii
∫
u,z+2u
dw
2pii
e
z3
3
−z(x+τ2)
e
w3
3
−w(y+τ2)
(w + z)(w + τ − 2u)(z − τ + 2u)
4(w − u)(z + u)(z − w + 2u) ,
e
2
3
u3+uX
e
2
3
u3+uY
A12(X,Y ) = −
∫
−u
dz
2pii
∫
τ−2u z
dw
2pii
e
z3
3
−z(x+τ2)
e
w3
3
−w(y+τ2)
(w + z + 2u)(z − τ + 2u)
2(z + u)(z − w)(w − τ + 2u) , (5.7)
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e−
2
3
u3−uX
e
2
3
u3+uY
A22(X,Y ) = −
∫
r+iR
dz
2pii
∫
r+iR
dw
2pii
e
z3
3
−z(x+τ2)
e
w3
3
−w(y+τ2)
z + w
(w − τ + 2u)(z − w − 2u)(z + τ − 2u)
where for A22 the integration contours for z, w are oriented with increasing imaginary part and
0 < r < min{u, 2u− τ}.
Proof. The first equality is obtained by the change of variables ζ = z + u and ω = w − u; the
second is obtained by the change of variables ζ = z + u and ω = w + u; finally, the third comes
from substituting ζ = z − u and ω = w + u in the representation (5.1).
We have a similar result for eδ,u1 , g
δ,u
1 , g˜
δ,u
2 , h˜
δ,u
1 , and h˜
δ,u
2 .
Lemma 5.3. Let us consider u > 0, δ < 0 and u+δ = τ . Shifting the positions as X = x+δ(2u+δ),
Y = y + δ(2u+ δ), and S = s+ δ(2u+ δ), we have:
eδ,u(S) = R−τ (s),
e
2
3
u3+uXgδ,u1 (X) =
∫
−u
dz
2pii
e
z3
3
−z(x+τ2) z + τ
2(z + u)
,
e−
2
3
u3−uX g˜δ,u2 (X) =
∫
τ
dz
2pii
e
z3
3
−z(x+τ2) 1
z − τ
(5.8)
as well as
e−
2
3
u3−uY h˜δ,u1 (Y ) = e
2
3
τ3+sτ
∫
r+iR
dz
2pii
∫
−r+iR
dw
2pii
e
z3
3
−z(y+τ2)
e
w3
3
−w(s+τ2)
(z+w)
(w−τ+2u)(z−w−2u)(z+τ−2u)(w+τ)
−
∫
τ,2u−τ
dz
2pii
e
z3
3
−z(y+τ2) 2(z − u)
(z − τ)(z − 2u+ τ) ,
e
2
3
u3+uY h˜δ,u2 (Y ) = e
2
3
τ3+sτ
∫
−u
dz
2pii
∫
τ−2u z,−τ
dw
2pii
e
z3
3
−z(y+τ2)
e
w3
3
−w(s+τ2)
(w + z + 2u)(z − τ + 2u)
2(z + u)(z − w)(w − τ + 2u)(w + τ)
+
∫
−τ
dz
2pii
e
z3
3
−z(y+τ2) 1
z + τ
(5.9)
where 0 < r < min{u, 2u− τ}.
Proof. The proofs for eδ,u, gδ,u1 and g˜
δ,u
2 consist, as above, respectively in the following changes of
variables: ζ = z−u, ζ = z+u and ζ = z−u. The last two also work for gδ,u3 and g˜δ,u4 respectively,
as summands for h˜δ,u2 and h˜
δ,u
1 :
e
2
3
u3+uY gδ,u3 (Y ) =
∫
−τ
dz
2pii
e
z3
3
−z(y+τ2) 1
z + τ
,
e−
2
3
u3−uY g˜δ,u4 (Y ) =
∫
τ,2u−τ
dz
2pii
e
z3
3
−z(y+τ2) 2(z − u)
(z − τ)(z − 2u+ τ) .
(5.10)
27
For the term A12f −δ,u we have:
e
2
3
u3+uY
(
A12f −δ,u
)
(Y ) =
= e
2
3
τ3+sτ
∫
−u
dz
2pii
∫
τ−2u z,−τ
dw
2pii
e
z3
3
−z(y+τ2)
e
w3
3
−w(s+τ2)
(w + z + 2u)(z − τ + 2u)
2(z + u)(z − w)(w − τ + 2u)(w + τ)
(5.11)
which can be obtained by explicitly performing the integration
∫∞
S dV e
(δ+ω)V in the product and
then changing variables (ζ, ω) = (z+u,w+u). The computation for e−
2
3
u3−uYA22f −δ,u is similar.
Combining them with the gδ,u3 term, respectively the g˜
δ,u
4 term, we obtain the result for h˜
δ,u
2 and
respectively h˜δ,u1 .
Proof of Theorem 2.10. The finiteness of the Fredholm Pfaffian and of the scalar products depends
on the behavior in x, y in the above expressions. The u dependence is only marginal and, with the
chosen conjugation, all the terms remain bounded as u → ∞. By dominated convergence we can
take the u → ∞ limit inside both the Fredholm Pfaffians and the scalar product. We have the
following limits:
lim
u→∞
e
2
3
u3+uX
e−
2
3
u3−uY A11(X,Y ) = limu→∞
e−
2
3
u3−uX
e
2
3
u3+uY
A22(X,Y ) = 0 (5.12)
and
lim
u→∞
e
2
3
u3+uX
e
2
3
u3+uY
A12(X,Y ) = K Ai,τ (x, y). (5.13)
Dominated convergence then implies that
lim
u→∞pf(J −A)L2(S,∞) = det(1− K Ai,τ )L2(s,∞) = FGUE(s+ τ
2) (5.14)
and that
lim
u→∞ J
−1A(X,Y ) =
(
K Ai,τ (x, y) 0
0 K Ai,τ (x, y)
)
. (5.15)
The latter limit extends to resolvents as well.
The g and h˜ functions have the following limits:
lim
u→∞ e
2
3
u3+uXgδ,u1 (X) = 0, limu→∞ e
− 2
3
u3−uX g˜δ,u2 (X) = Ψ−τ (x) (5.16)
and
lim
u→∞ e
− 2
3
u3−uY h˜δ,u1 (Y ) = −Ψ−τ (y),
lim
u→∞ e
2
3
u3+uY h˜δ,u2 (Y ) = e
2
3
τ3+sτ
∫
dz
2pii
∫
z,−τ
dw
2pii
e
z3
3
−z(y+τ2)
e
w3
3
−w(s+τ2)
1
(z − w)(w + τ)
+
∫
−τ
dz
2pii
e
z3
3
−z(y+τ2) 1
z + τ
= Φ−τ (y)
(5.17)
where the last equality is obtained by computing the residue at w = −τ .
To conclude, the inner product on the right of (2.33) collapses, in the limit u → ∞, to〈
Ψ−τ
∣∣(1− K Ai,τ )−1Φ−τ〉 : as gδ,u1 → 0 with h˜δ,u1 staying finite, the respective inner product is
zero in the limit; moreover g˜δ,u2 , h˜
δ,u
2 and J
−1A converge to the desired quantities. Combining with
eδ,u → R−τ , we conclude that
lim
u→∞F
(δ,u)
0, half(S) = FBR,−τ (s) = FBR,τ (s) (5.18)
with the last equality coming from the fact that the Baik–Rains distribution is symmetric under
τ → −τ .
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A On Pfaffians and point processes
Given an anti-symmetric 2n× 2n matrix (ai,j), its Pfaffian is defined as:
pf[ai,j ]1≤i<j≤2n =
1
2nn!
∑
σ∈S2n
sgn(σ)aσ(1),σ(2)aσ(3),σ(4) · · · aσ(2n−1),σ(2n) (A.1)
where S2n is the permutation group on 2n letters. Remark that the Pfaffian is determined entirely
by the upper triangular part. One can show that
(pf[ai,j ]1≤i<j≤2n)2 = det[ai,j ]1≤i,j≤2n. (A.2)
Suppose that one has a 2×2 anti-symmetric matrix kernel K(x, y), i.e.K is a 2×2 matrix func-
tion of (x, y) satisfying K(x, y) = −Kt(y, x) with t denoting transposition. Notice the interchange
of x and y. Given such a kernel and points (variables or numbers) x1, . . . , xn, one can define a
2n× 2n anti-symmetric matrix K(n) block-wise as follows: its 2× 2 block (i, j) for 1 ≤ i, j ≤ n is
given by the matrix K(xi, xj). Because K(x, y) = −Kt(y, x), K(n) thus defined is even-dimensional
anti-symmetric and its Pfaffian well-defined.
A point process (measure)8 on a configuration space Λ is called Pfaffian with 2 × 2 matrix
correlation kernel K if there exists a 2× 2 matrix K satisfying K(x, y) = −Kt(y, x) such that the
n-point correlation functions ρn(x1, x2, . . . , xn) = P(S : x1 ∈ S, . . . , xn ∈ S) of the process, for all
n ≥ 1, are Pfaffians of the associated 2n× 2n matrix K(n):
ρn(x1, x2, . . . , xn) = pf[K
(n)(xi, xj)]1≤i<j≤2n. (A.3)
A simple observation says that if this is the case, the one-point function is the K12 entry: P(S :
x ∈ S) = ρ1(x) = K12(x, x).
Given a 2 × 2 anti-symmetric matrix kernel K defined on a configuration space Λ equipped
with a measure dx, the Fredholm Pfaffian of K restricted to the subspace U ⊂ Λ is defined as
pf(J + λK)L2(U) =
∞∑
n=0
λn
n!
∫
Un
pf[K(n)(xi, xj)]1≤i<j≤2n
n∏
i=1
dxi. (A.4)
Here J is the anti-symmetric matrix kernel J(x, y) = δx,y
(
0 1−1 0
)
, but as is oftentimes the case in
the literature, this technicality is overlooked and we think of J just as the corresponding 2 × 2
matrix.
Technically speaking, the Fredholm Pfaffian pf(J + λK)L2(U) is finite whenever Λ (or rather
its entries) is a (are) trace-class operator(s) on L2(U). Moreover, Fredholm Pfaffians are defined
up to conjugation, in the following sense. Suppose K˜ is the anti-symmetric matrix kernel
K˜(x, y) =
(
ef(x) 0
0 e−f(x)
)
K(x, y)
(
ef(y) 0
0 e−f(y)
)
(A.5)
for a dx-measurable function f . Then it is not hard to check that pf[K(n)(xi, xj)]1≤i<j≤2n =
pf[K˜(n)(xi, xj)]1≤i<j≤2n and so pf(J + λK)L2(U) = pf(J + λK˜)L2(U) whenever both are defined.
Importantly, we can use this to define pf(J + λK)L2(Y ) even if K is not trace-class provided we
find an appropriate f which makes K˜ trace-class.
Owing to identity (A.2), we have the following relation between Fredholm Pfaffians with 2× 2
matrix kernels K and block Fredholm determinants with related kernel J−1K:
pf(J + λK)2L2(U) = det(1 + λJ
−1K)L2(U) (A.6)
where we remark the Fredholm determinant on the right hand side is defined as in (A.4) with pf
replaced by det and K(n) by (J−1K)(n).
8For more on point processes in general and determinantal ones in particular, see e.g. [19, 26,55]
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Finally, for any two bounded operators A : L2(U)→ L2(V ), B : L2(V )→ L2(U) we have
pf(J + λJAB)L2(V ) = pf(J + λJBA)L2(U) (A.7)
whenever both sides are defined. We note that oftentimes AB is infinite dimensional while BA is
finite dimensional. This fact is immediately implied by the corresponding Fredholm determinant
identity det(1 + λAB)L2(V ) = det(1 + λBA)L2(U) and (A.6).
For more on Pfaffians, the reader is referred to the the Appendix of [62] for the analytic side
and to [75] for the algebraic and combinatorial ones.
B Some determinantal computations
In this section we prove (3.30). For this we need to show that
〈Y1 |Z2〉 = 〈Y2 |Z1〉 = 0 and 〈Y1 |Z1〉 = 〈Y2 |Z2〉 (B.1)
where Zi, Yi, i = 1, 2 are defined in (3.25). For brevity and consistency, let us rename
A = (1−G)−1, h1 = g1, h2 = g˜2, f1 = fβ+. (B.2)
We have
〈Y1 |Z2〉 = 〈f1 |A12f1〉 (B.3)
and
〈Y2 |Z1〉 =
〈
−h1 h2
∣∣∣∣ A11h2 +A12h1A21h2 +A22h1
〉
. (B.4)
To show that both are zero, we need the following result.
Proposition B.1. We have:
A12(x, y) = −A12(y, x), A21(x, y) = −A21(y, x), A11(x, y) = A22(y, x). (B.5)
Proof. Assume for now that we know the norm of G is less than 1. Then we can expand A as a
Neumann series (1 − G)−1 = 1 + G + G2 + G3 + . . . . We will prove by induction that, for any
n ≥ 1
G
n
12(x, y) = −Gn12(y, x), Gn21(x, y) = −Gn21(y, x), Gn11(x, y) = Gn22(x, y). (B.6)
The base case is true by the definition of G = J−1K and by the fact that
K12(x, y) = −K21(y, x), K11(x, y) = −K11(y, x), K22(x, y) = −K22(y, x). (B.7)
Now we proceed with the inductive step: assuming that (B.6) holds for B = G
n
, for C = G
n+1
we
have
C11(x, y) =
(
B11G11 +B12G21
)
(x, y)
=
∫ ∞
s
dzB11(x, z)G11(z, y) +
∫ ∞
s
dzB12(x, z)G21(z, y)
=
∫ ∞
s
dzB22(z, x)G22(y, z) +
∫ ∞
s
dzB12(z, x)G21(y, z)
= C22(y, x).
(B.8)
Moreover,
C12(x, y) =
(
B11G12 +B12G22
)
(x, y)
=
∫ ∞
s
dzB11(x, z)G12(z, y) +
∫ ∞
s
dzB12(x, z)G22(z, y)
= −
∫ ∞
s
dzB22(z, x)G12(y, z)−
∫ ∞
s
dzB12(z, x)G11(y, z)
= −C12(y, x)
(B.9)
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where we have used that C = BG = GB. An analogous computation holds for C21.
Now it may happen that the norm of G, of which we remain ignorant, is ≥ 1. We then replace
G by ωG for ω > 0 small enough to make ωG of subunit norm. The argument above applies to
the corresponding A(ω) = (1−ωG)−1. We then analytically continue in ω, as the spectrum of any
trace class operator (and in particular of G) is discrete without non-zero accumulation points.
Using Proposition B.1 in equation (B.3), we have
〈Y1 |Z2〉 =
∫ ∞
s
∫ ∞
s
dxdyf1(x)A12(x, y)f1(y)
= −
∫ ∞
s
∫ ∞
s
dxdyf1(x)A12(y, x)f1(y)
= 0.
(B.10)
For the same reason, (B.4) becomes:
〈Y1 |Z2〉 = −〈h1 |A11h2〉 − 〈h1 |A12h1〉 + 〈h2 |A22h1〉 + 〈h2 |A21h2〉 = 0 (B.11)
since the last two terms are zero, and the first two are equal by Proposition B.1:
〈h2 |A22h1〉 =
∫ ∞
s
∫ ∞
s
dxdyh2(x)A22(x, y)h1(y)
=
∫ ∞
s
∫ ∞
s
dxdyh2(x)A11(y, x)h1(y)
= 〈h1 |A11h2〉 .
(B.12)
Now, we show that 〈Y1 |Z1〉 = 〈Y2 |Z2〉 . The two are explicitly given by
〈Y1 |Z1〉 = 〈f1 |A11h2〉 + 〈f1 |A12h1〉 , 〈Y2 |Z2〉 = −〈h1 |A12f1〉 + 〈h2 |A22f1〉 . (B.13)
By Proposition B.1, as A11(x, y) = A22(y, x) and A12(x, y) = −A12(y, x), it follows that
〈f1 |A11h2〉 = 〈h2 |A22f1〉 and that 〈f1 |A12h1〉 = −〈h1 |A12f1〉 proving the desired equality.
C Correlations for geometric weights
In this section we briefly review the main result on integrable last passage percolation with
i.i.d. geometric random variables. It is by passing to the exponential limit in this result that
we obtain Theorem 3.1.
Consider half-space last passage percolation with i.i.d. geometric random variables
(Wi,j)1≤j≤i≤N distributed as follows:
Wi,j =
{
Geom(axi), i = j,
Geom(xixj), i > j
(C.1)
where a, x1, . . . , xN are real parameters satisfying
0 ≤ a < min
i
1
xi
, 0 < x1, . . . , xN < 1 (C.2)
and a random variable X is geometric Geom(q) if P(X = k) = (1 − q)qk,∀k ∈ N. We depict this
in Figure 4. It is helpful to visualize the x’s as indexing the rows and columns of the half-space.
We have the following result for the last passage percolation time LN,N−n from (1, 1) to
(N,N − n) (for fixed 0 ≤ n ≤ N − 1). It was re-derived and refined many times using differ-
ent techniques [4, 8, 16,27,43,45,70,72]. We follow [16] for the exposition hereinafter.
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Geom(ax4)
Geom(x4x7)
x1 x2 x3 x4 x5 x6 x7 x8
x1
x2
x3
x4
x5
x6
x7
x8
(N,N)
Figure 4: A possible LPP path (polymer) from (1, 1) to (N,N − n) for (N,n) = (8, 2). The non-
diagonal dots are independent geometric random variables with parameters assigned by multiplying
the row and column x parameters; the diagonal has an extra parameter a.
Theorem C.1. The distribution of LN,N−n is a Fredholm Pfaffian
P(LN,N−n ≤ s) = pf(J −K)`2{s+ 1
2
,s+ 3
2
,s+ 5
2
,... } (C.3)
with 2× 2 matrix correlation kernel K : (Z+ 12)2 → Mat2(R) given by
K11(k, `) =
1
(2pii)2
∫
dz
zk+1
∫
dw
w`+1
F (z)F (w)
√
zw(z − w)(z − a)(w − a)
(z2 − 1)(w2 − 1)(zw − 1) ,
K12(k, `) = −K21(`, k) = 1
(2pii)2
∫
dz
zk+1
∫
dw
w−`+1
F (z)
F (w)
√
zw(zw − 1)(z − a)
(z − w)(z2 − 1)(w − a) ,
K22(k, `) =
1
(2pii)2
∫
dz
z−k+1
∫
dw
w−`+1
1
F (z)F (w)
√
zw(z − w)
(zw − 1)(z − a)(w − a)
(C.4)
where
F (z) =
∏N
k=1(1− xk/z)∏N−n
k=1 (1− xkz)
(C.5)
and where the contours are positively oriented circles centered around the origin satisfying the
following conditions:
• for K11, 1 < |z|, |w| < mini 1xi ;
• for K12, max{maxi xi, a} < |w| < |z| and 1 < |z| < mini 1xi ;
• for K22, max{maxi xi, a} < |w|, |z| and 1 < |zw|.
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