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Abstract
Given two quantum channels, we examine the task of determining whether they are com-
patible—meaning that one can perform both channels simultaneously but, in the future, choose
exactly one channel whose output is desired (while forfeiting the output of the other channel).
We show several results concerning this task. First, we show it is equivalent to the quan-
tum state marginal problem, i.e., every quantum state marginal problem can be recast as the
compatibility of two channels, and vice versa. Second, we show that compatible measure-and-
prepare channels (i.e., entanglement-breaking channels) do not necessarily have a measure-
and-prepare compatibilizing channel. Third, we extend the notion of the Jordan product of ma-
trices to quantum channels and present sufficient conditions for channel compatibility. These
Jordan products and their generalizations might be of independent interest. Last, we formu-
late the different notions of compatibility as semidefinite programs and numerically test when
families of partially dephasing-depolaring channels are compatible.
1 Introduction
We first introduce the different settings for the compatibility of states, measurements, and chan-
nels that are considered in this paper. (The interested reader is referred to the reviews in refer-
ences [1–4] for further discussions on these topics.) This overview is followed by a summary of
our main results.
1.1 Overview of compatibility problems in quantum information theory
The quantum state marginal problem.
The quantum state marginal problem [5–7] is one of the most fundamental problems in quantum
theory and quantum chemistry. One version of this problem is the following problem. Given a
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collection of systems X1, . . . ,Xn and a collection of density operators ρ1, . . . , ρm—each acting on
some respective subset of subsystems S1, . . . , Sm ⊆ X1⊗ · · · ⊗Xn—determine whether there exists
a state ρ on X1⊗ · · · ⊗Xn which is consistent with every density operator ρ1, . . . , ρm. For example,
if ρ1 acts on S1, then ρ must satisfy
TrX1⊗···⊗Xn\S1(ρ) = ρ1, (1)
and similarly for the other states ρ2, . . . , ρm. This problem is nontrivial if the density operators act
on overlapping systems and indeed is computationally expensive to determine, as the problem is
known to be QMA-complete [8, 9]. Small instances of the problem can be solved (to some level
of numerical precision), however, by solving the following semidefinite programming feasibility
problem
find: ρ ∈ Pos(X1 ⊗ · · · ⊗ Xn)
satisfying: TrX1⊗···⊗Xn\S1(ρ) = ρ1
...
TrX1⊗···⊗Xn\Sm(ρ) = ρm.
(2)
(See Section 2 for a detailed description of this notation.) Note that the condition that ρ has unit
trace is already enforced by the constraints. In the case where the systems X2 = · · · = Xn and
density operators σ := ρ2 = · · · = ρn are identical (where we omit ρ1 for indexing convenience),
we remark that, for the choice of subsystems Si = X1 ⊗Xi for each i ∈ {2, . . . , n}, one obtains the
so-called (n − 1)-symmetric-extendibility condition for σ. This is closely related to separability
testing [10].
The measurement compatibility problem.
There is an analogous task for quantum measurements called the measurement compatibility problem
(see [11, 12] for POVMS and [13, 14] for the special case of qubits). This task can be stated as
follows. Two POVMs {M1, . . . , Mn} and {N1, . . . , Nn} are said to be compatible if there exists a
choice of POVM {Pi,j : i ∈ {1, . . . , n}, j ∈ {1, . . . , m}} that satisfies
Mi =
m
∑
j=1
Pi,j and Nj =
n
∑
i=1
Pi,j (3)
for each index i and j. In other words, the two measurements are a course-graining of the com-
patibilizing measurement {Pi,j}. It may seem at first glance that both measurements are being
performed simultaneously, but this view is incorrect. Performing a compatibilizing measurement
should be viewed as performing a separate measurement which captures the probabilities of both
measurements simultaneously. Although measurement compatibility is defined mathematically,
it also has operational applications—for example, incompatible measurements are necessary for
quantum steering [15–17] and Bell non-locality [18–20].
Determining the compatibility of the two POVMs above can be solved via the following semi-
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definite programming feasibility problem
find: Pi,j ∈ Pos(X ), for i ∈ {1, . . . , n}, j ∈ {1, . . . , m}
satisfying: Mi =
m
∑
j=1
Pi,j, for each i ∈ {1, . . . , n}
Nj =
n
∑
i=1
Pi,j, for each j ∈ {1, . . . , m},
(4)
where the POVMs each act on some system X . Note that the condition ∑ni=1 ∑mj=1 Pi,j = 1X is
enforced by the constraints and thus every collection of operators satisfying the conditions in (4)
necessarily composes a POVM. The semidefinite programming formulation provided above may
also be used to certify incompatibility by using notions of duality, i.e., to provide an incompatibil-
ity witness [21, 22].
This notion of compatibility for measurements generalizes the concept for commuting mea-
surements. Indeed, if [Mi, Nj] = 0 holds for each choice of indices i and j then the measurement
operators Pi,j defined as Pi,j = MiNj form a compatibilizing POVM. This does not hold generally,
as the operators MiNj need not even be Hermitian if Mi and Nj do not commute. Nevertheless,
one can study Hermitian versions of these matrices using Jordan products, as is discussed below.
Jordan products of matrices.
The Jordan product of two square operators A and B is defined as
A B = 1
2
(AB + BA). (5)
This is Hermitian whenever both A and B are Hermitian. The Jordan product can be used to
study the compatibility of measurements (see [23, 24]). In particular, for POVMs {M1, . . . , Mn}
and {N1, . . . , Nm}, note that the operators defined as
Pi,j := Mi  Nj (6)
satisfy
Mi =
m
∑
j=1
Pi,j and Nj =
n
∑
i=1
Pi,j (7)
for each choice of indices i and j. Thus, if Mi  Nj is positive semidefinite for each i and j then the
POVM defined in Equation (6) is a compatibilizing measurement.
The no-broadcasting theorem.
Before discussing the quantum channel marginal problem, we take a slight detour and discuss the
no-broadcasting theorem. A quantum broadcaster for a quantum state σ ∈ Pos(X ⊗Y) is a channel
that acts on the X subsystem of σ and outputs a state ρ ∈ Pos(X1 ⊗X2 ⊗Y) that satisfies
TrX1(ρ) = σ and TrX2(ρ1) = σ, (8)
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where X = X1 = X2. In other words, one applies the channel that broadcasts σ and decides
afterwards where σ is to be localized. One can show—when there is no promise on the input
σ—that such a channel cannot exist. An easy way to see this is by trying to broadcast half of
an EPR state, which would violate monogamy of entanglement. This proves the well-known no-
broadcasting theorem, which states that a perfect broadcasting channel cannot exist. (The question
of determining the best “noisy” broadcasting channel has also been investigated [25–27].) One
may notice that the conditions above imposed by broadcasting is a special case of the quantum
state marginal problem (for fixed input σ) and, moreover, of the symmetric extendibility problem
as described above (for which it is sometimes the case that no solution exists).
The quantum channel marginal problem/channel compatibility problem.
The task of determining compatibility of quantum channels, which has been studied recently (see,
e.g., [28–32]) can be stated as follows. Given two quantum channels, Φ1 from X to Y1 and Φ2
from X to Y2, one determines if there exists another channel Φ from X to Y1 ⊗Y2 that satisfies
Φ1(X) = TrY2(Φ(X)) and Φ2(X) = TrY1(Φ(X)) (9)
for every input X. The notion of broadcasting (as defined in the previous paragraph) is a specific
instance of this problem, where one chooses both Φ1 and Φ2 to be the identity channel. In this
work we show how channel compatibility can be expressed as a semidefinite programming fea-
sibility problem, but for now we may express it as a convex feasibility problem over the space of
linear maps:
find: Φ completely positive
satisfying: Φ1 = TrY2 ◦ Φ
Φ2 = TrY1 ◦ Φ.
(10)
The condition that Φ is trace preserving follows from the constraints.
Connections between marginal problems.
To see how the channel and state versions of the marginal problem are generalizations of each
other, we may consider the Choi representations of the channels. It is not hard to see [29, 33] that
the conditions for the compatibility of Φ1 and Φ2 is equivalent to the following conditions on the
Choi matrices:
TrY2(J(Φ)) = J(Φ1) and TrY1(J(Φ)) = J(Φ2), (11)
where J(Φ1) and J(Φ2) are the Choi representations of these channels. In other words, the chan-
nels are compatible if and only if the normalized Choi matrices are compatible as states.
It is not obvious that the channel and state marginal problems are equivalent. Indeed, nor-
malized Choi matrices only constitute a special case of quantum states—they must satisfy certain
partial trace conditions. One of the results proved in this paper states that the quantum chan-
nel marginal problem also generalizes the state version. Thus these problems can be viewed as
equivalent.
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The quantum channel marginal problem generalizes the measurement version.
To see how the channel compatibility problem is a generalization of the measurement compatibil-
ity problem, consider the following reduction. For the POVMs {M1, . . . , Mn} and {N1, . . . , Nm},
define the channels
ΦM(X) =
n
∑
i=1
〈Mi, X〉Ei,i and ΦN(X) =
m
∑
j=1
〈Nj, X〉Ej,j (12)
where Ei,i is the density matrix of the ith computational basis state.1 Channels of this form are
known as measure-and-prepare (or, equivalently, as entanglement-breaking) channels. It is easy to see
that the POVMs {M1, . . . , Mn} and {N1, . . . , Nm} are compatible if and only if ΦM and ΦN are
compatible as channels.
The result above also holds in more general settings. In particular, a similar result holds for
measure-and-prepare channels if the choice of state preparations are distinguishable. However, if
the preparations are chosen in a general way, then this equivalence breaks down. To be precise,
consider the channels defined as
Ψ′M(X) =
n
∑
i=1
〈Mi, X〉 ρi and Ψ′N(X) =
m
∑
j=1
〈Nj, X〉 σj (13)
for some density operators ρ1, . . . , ρn and σ1, . . . , σm. One can show thatΨ′M andΨ
′
N are compatible
if the POVMs {M1, . . . , Mn} and {N1, . . . , Nm} are compatible (but the converse may not be true).
Self-compatibility.
Another notion of channel compatibility that we consider in this paper concerns the case when
Φ1 = Φ2 = Φ for some fixed channel Φ (i.e., when the channels are the same). A channel Φ that
is compatible with itself is said to be self-compatible. Although most of this work is only concerned
with the compatibility of pairs of channels, one may also consider—for some other positive integer
k > 2—whether some choice of k channels Φ1, . . . ,Φk are compatible (see Section 2 for details and
precise definitions). If k copies of some fixed channel are compatible—i.e., Φ1 = · · · = Φk = Φ are
all equal to some fixed channel Φ—then we say that Φ is k-self-compatible.
1.2 Summary of results
We examine the quantum channel marginal/compatibility problem using several different per-
spectives. Here we provide an overview of our results, which are stated in this section in an infor-
mal manner. Precise definitions and theorem statements can be found in subsequent sections.
The quantum channel marginal problem generalizes the state version.
As is remarked above, the compatibility of channels is equivalent to the compatibility of their
normalized Choi representations as quantum states. That is, the problem of determining the com-
patibility of channels can be reduced to solving the state marginal problem for a certain choice of
states. We show that the quantum channel marginal problem also generalizes the state marginal
1One may also think of Ei,i as |i〉〈i| in Dirac notation.
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problem in the following sense. Recently, a somewhat weaker version of this result was proved in
[33], where it was shown that the marginal problem for quantum states with invertible marginals
is equivalent to the compatibility of channels. By using a different method to prove the result, we
bypass the need for invertible marginal.
Result 1 (Informal, see Theorem 12 for a formal statement). Every quantum state marginal problem
is equivalent to the compatibility of a particular choice of quantum channels.
On the compatibility of measure-and-prepare.
We first note that every measure-and-prepare (i.e., entanglement-breaking) channel is self-compa-
tible. Indeed, for measure-and-prepare channel Φ there exists a POVM {M1, . . . , Mn} and a col-
lection of density matrices ρ1, . . . , ρn such that
Φ(X) =
m
∑
i=1
〈X, Mi〉 ρi, (14)
for all X. Now consider the channel
Ψ(X) =
m
∑
i=1
〈X, Mi〉 ρi ⊗ ρi. (15)
This channel clearly compatibilizes two copies of Φ. (Moreover, one can easily modify Ψ above
such that it compatibilizes k copies of Φ. Hence every measure-and-prepare channel is also k-self-
compatible for all k.)
The task of determining whether two distinct measure-and-prepare channels Φ1 and Φ2 are
compatible, however, is not so straightforward. From the discussion in the previous paragraph,
if Φ1 and Φ2 are expressed as measure-and-prepare channels such that the prepared states are
distinct computational basis states, it can be seen that the notion of channel compatibility is equiv-
alent to that of measurement compatibility. However, this is not the case for all measure-and-
prepare channels. For instance, there may be multiple ways to express the measurements and/or
preparations for a particular measure-and-prepare channel. One might guess that any channel
which compatibilizes two measure-and-prepare channels must also be measure-and-prepare and
can only exist if all three sets of measurements satisfy some conditions. However, we show that
this is not the case, as described below.
Result 2 (See Example 15 for details). There exists a pair of compatible measure-and-prepare channels
with no measure-and-prepare compatibilizer.
The two channels were found using semidefinite programming formulations of channel com-
patibility and the notion of positive partial transpose (PPT). The channels and proof (which ex-
tracts away the SDP formalism) are presented in Section 4.3.
Jordan products of quantum channels.
The Jordan product of two channels, Φ1 from system X to system Y1 and Φ2 from X to Y2, is the
linear map Φ1 Φ2 from the system X to the system Y1 ⊗Y2 whose Choi representation is given
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by
J(Φ1 Φ2) =
dim(X )
∑
i,j,k,`=1
(Ei,j  Ek,`)⊗Φ1(Ei,j)⊗Φ2(Ek,`), (16)
where Ei,j is the matrix whose (i, j)-entry is 1 and has zeros elsewhere,2 and  on the right-hand
side denotes the Jordan product of matrices as defined in Equation (5). It is straightforward to see
that the map Φ = Φ1 Φ2 satisfies
Φ1(X) = TrY2(Φ(X)) and Φ2(X) = TrY1(Φ(X)) (17)
for every choice of X. The map Φ1 Φ2 might not be completely positive, as the corresponding
Choi representation in (16) might not be positive semidefinite. However, if Φ1 Φ2 is completely
positive—and thus a channel, since it is trace-preserving by (17)—then this linear map is a compat-
ibilizing channel for the channels Φ1 and Φ2. The condition that Φ1 Φ2 be completely positive
is therefore a sufficient condition for the channels Φ1 and Φ2 to be compatible.
It is known that for projection-valued measures (PVMs)—that is POVMs where every operator
is a projection—the Jordan product provides a necessary and sufficient condition for the compati-
bility of a PVM with any POVM [34]. It is therefore natural to consider whether the Jordan product
of channels similarly provides necessary and sufficient conditions for a PVM-measurement chan-
nel to be compatible with another arbitrary channel. Namely, for a PVM {Π1, . . . ,Πm}, let ∆Π be
the corresponding measurement channel defined as
∆Π(X) =
m
∑
i=1
Tr(ΠiX)Ei,i (18)
for every choice of X. One may ask whether complete positivity of the Jordan product ∆Π  Φ
is always equivalent to the compatibility of ∆Π and Φ, for any other choice of channel Φ. This is
indeed the case, as described below.
Result 3 (Informal, see Theorem 21 for a formal statement). ∆Π is compatible with Φ if and only if
∆Π Φ is completely positive.
To tackle more general cases, we describe how to relax the sufficient condition that the Jor-
dan product be completely positive. Note that the Choi representation of the Jordan product as
provided in (16) can be expressed as
J(Φ1 Φ2) := (1L(X ) ⊗Φ1 ⊗Φ2)(AJP), (19)
where AJP is the Choi representation of the Jordan product of two identity channels (which we
discuss in detail in Section 5). By replacing AJP in (19) with another matrix A ∈ Herm(X ⊗X1 ⊗
X2) satisfying
TrX1(A) = TrX2(A) = TrX1(AJP) = TrX2(AJP), (20)
one obtains another linear map—which we denote by Φ1 A Φ2. Each such matrix A provides
another potential compatibilizing channel, so long as the corresponding map Φ1 A Φ2 is com-
pletely positive. If there exists at least one choice of Hermitian matrix A satisfying (20) such that
the map Φ1 A Φ2 is completely positive, we say that the channels are Jordan compatible. What
is surprising is that this sufficient condition is also necessary in most cases, as described in the
following two results.
2One can also think of Ei,j as |i〉〈j| in Dirac notation.
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Result 4 (Informal, see Theorem 30 for a formal statement). If the channels Φ1 and Φ2 are invertible
as linear maps, then they are compatible if and only if they are Jordan compatible. (Note that the inverses
do not have to be quantum channels themselves.)
The requirement that both channels are invertible is not too restrictive, as indicated by the
following result.
Result 5 (Informal, see Theorem 40 for a formal statement). The set of Jordan-compatible pairs of
channels has full measure as a subset of all compatible pairs.
The Jordan product for quantum channels possesses many nice properties which are discussed
in detail in Section 5.
Semidefinite programs for channel compatibility.
The task of determining whether two channelsΦ1 andΦ2 are compatible can be formulated as the
following semidefinite programming feasibility problem:
find: X ∈ Pos(X ⊗Y1 ⊗Y2)
satisfying: TrY2(X) = J(Φ1)
TrY1(X) = J(Φ2).
(21)
This formulation can be found by using the Choi representations of each channel and their com-
patibilizer (where X is the Choi representation of the desired compatibilizer).
The Jordan-compatibility of two channels can be similarly determined via the following semi-
definite programming feasibility problem:
find: A ∈ Herm(X ⊗X1 ⊗X2)
satisfying: TrX1(A) = TrX1(AJP)
TrX2(A) = TrX1(AJP)
(1L(X ) ⊗Φ1 ⊗Φ2)(A) ∈ Pos(X ⊗Y1 ⊗Y2),
(22)
where AJP is the matrix as determined in the discussion around (19).
The formulation in (21) has the advantage of being linear in the Choi representations of the
channels—one could therefore keep them as variables and impose affine constraints on the chan-
nels. As a concrete example, one may ask whether there exist two qubit-to-qubit channels that
are compatible and both unital. (We know that two identity channels do not satisfy these two
conditions, but an identity channel and a completely depolarizing channel does.)
We use duality theory to show a few theorems of the alternative for the cases of compatibility
and Jordan compatibility. For an example, we present one of two versions for compatibility, below.
Result 6 (Informal, see Theorem 41 for a formal statement). Φ1 and Φ2 are compatible if and only if
there does not exist Z1 and Z2 such that
Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ≥ 0 and 〈Z1, J(Φ1)〉+ 〈Z2, J(Φ2)〉 < 0. (23)
(Note that we define formally what the adjoint of the partial trace is later, but for now it can
simply be viewed as a linear map.)
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Numerically testing qubit-to-qubit channels.
We test various notions of compatibility for certain classes of qubit-to-qubit channels using the
semidefinite programming formulations shown above. The family of channels that we consider
are the partially dephasing-depolarizing channels defined as
Ξp,q = (1− p− q)1L(X ) + p∆+ qΩ (24)
for parameters p, q ∈ [0, 1]. Here 1L(X ) is the identity channel, ∆ is the completely dephasing
channel, and Ω is the completely depolarizing channel, which are defined by the equations
1L(X )(X) = X, ∆(X) =
dim(X )
∑
i=1
Tr(Ei,iX)Ei,i, and Ω(X) =
Tr(X)
dim(X )1X (25)
holding for all operators X, where 1X is the identity matrix.
In Section 8, we investigate the values (p, q) ∈ [0, 1]× [0, 1] for which the channel Ξp,q is k-self-
compatible for k ∈ {1, . . . , 10} ∪ {∞}. (Recall that the condition that Ξp,q is measure-and-prepare
is equivalent to the condition that it is k-selfcompatible for all k.)
We also examine the values of (p, q) ∈ [0, 1]× [0, 1] for which Ξp,qΞp,q is completely positive.
This region turns out to be marginally smaller than the region where Ξp,q is self-compatible, thus
reinforcing the need for our generalization of the Jordan product. In fact, the channel Ξp,q is
invertible when p, q > 0 satisfies p+ q < 1, so self-compatibility for this channel can be examined
using (generalized) Jordan products for almost all values of p and q.
Finally, we depict the region of values (q0, q1) ∈ [0, 1]× [0, 1] for which the pairs of channels
(Ξ0,q0 ,Ξ0,q1) = (Ωq0 ,Ωq1) are compatible and when the Jordan product Ωq0 Ωq1 is completely
positive. It turns out that the values of (q0, q1) for which Ωq0 Ωq1 is completely positive contains
some nontrivial instances while simultaneously missing other trivial instances of compatible pairs.
This illustrates that the (standard) Jordan product provides an interesting sufficient condition for
compatibility.
1.3 Paper organization
The paper is organized as follows. In the next section, we introduce the notation and background
for the work in this paper. In particular, we discuss quantum measurements and measure-and-
prepare (i.e., entanglement-breaking) channels in Subsection 2.2 and the compatibility of states,
measurements, and channels in Subsection 2.3. We then study the equivalence between the quan-
tum state marginal problem and the quantum channel marginal problem in Section 3. In Section 4,
we study the compatibility of measure-and-prepare channels and show that sometimes they can
be compatible without having a measure-and-prepare compatibilizer. In Section 5, we introduce
the Jordan product of quantum channels and study its connections to compatibility in depth. Sec-
tion 6 continues our analysis of Jordan compatibility by studying the geometry of pairs of compat-
ible and Jordan-compatible channels. In particular, we show that almost all compatible pairs of
channels are Jordan compatible. We then study the question of determining compatibility through
the lens of semidefinite programming and its duality theory in Section 7. In Section 8, we study
compatibility of pairs of qubit channels using numerical methods for solving such semidefinite
programs. Lastly, we conclude and discuss open problems in Section 9.
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2 Notation and background
In this section we summarize the terminology and notation used in this paper and review some
of the basic known facts and results concerning compatibility in quantum theory. Note that we
mostly use the same notation as in [35].
2.1 Notation
In this paper we work with (finite-dimensional) complex Euclidean spaces, which we may as-
sume to be of the form Cn for some positive integer n. We reserve the notation X ,X1, . . . ,Xn,
Y ,Y1, . . . ,Yn for complex Euclidean spaces. We use the following notation for frequently used
sets of linear operators and linear maps of operators.
• L(X ,Y) is the space of linear operators from X to Y , and we write L(X ) when X = Y .
• U(X ,Y) is the set of isometries from X to Y , while U(X ) is the set of unitaries acting on X .
• Herm(X ) is the set of Hermitian operators acting on X .
• Pos(X ) is the set of Hermitian, positive semidefinite operators acting on X .
• D(X ) is the set of density matrices acting on X .
• T(X ,Y) is the set of linear maps from L(X ) to L(Y), and we write T(X ) when X = Y .
• C(X ,Y) is the set of quantum channels from X to Y , and we write C(X ) when X = Y .
• Sep(X : Y) is the set of separable operators acting on X ⊗Y .
• PPT(X : Y) is the set of PPT operators acting on X ⊗Y . (An operator X ∈ L(X ⊗Y) is said
to be PPT (positive partial transpose) if both X and its partial transpose XTX are positive
semidefinite.)
Every complex Euclidean space X = Cn comes equipped with an inner product defined as
〈x, y〉 = ∑ni=1 xiyi for every x, y ∈ X . For an operator A ∈ L(X ,Y), its adjoint A∗ ∈ L(Y ,X ) is the
unique operator that satisfies 〈Ax, y〉 = 〈x, A∗y〉 for every x ∈ X and y ∈ Y . The space L(X ,Y) is
itself a complex Euclidean space with Hilbert–Schmidt inner product given by
〈A, B〉 = Tr(A∗B) (26)
for every A, B ∈ L(X ,Y). A self-adjoint operator Π ∈ L(X ) is a projection operator if it satisfies
Π2 = Π. For a subspace V ⊆ X , we denote the projection operator onto the subspace V as the
operator ΠV . For an operator X ∈ L(X ) we denote the image of X as the subspace
im(X) = {Xu : u ∈ X} ⊆ X . (27)
We use the notation A ≥ B to mean that the operator A− B is positive semidefinite. The identity
operator (i.e., identity matrix) on X is denoted 1X .
A quantum channel is a completely positive and trace-preserving linear map Φ ∈ T(X ,Y).
The identity channel on X is denoted 1L(X ). Quantum channels are often presented in terms
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of their Choi representations. For a linear map Φ ∈ T(X ,Y), the Choi representation of Φ is the
operator J(Φ) ∈ L(X ⊗Y) defined as
J(Φ) =
dim(X )
∑
i,j=1
Ei,j ⊗Φ(Ei,j). (28)
The Choi representation satisfies the following properties:
• Φ is completely positive if and only if J(Φ) ≥ 0.
• Φ is trace preserving if and only if TrY (J(Φ)) = 1X , where TrY denotes the partial trace
over Y .
• Φ is entanglement-breaking if and only if J(Φ) ∈ Sep(X : Y).
One recovers the action of the linear map Φ ∈ C(X ,Y) on a matrix X ∈ L(X ) from its Choi
representation by the equation
Φ(X) = TrX
(
(XT ⊗ 1Y )J(Φ)
)
, (29)
where XT denotes the transpose of an operator X. Note that the Choi representation of a linear
map Φ ∈ T(X ,Y) can also be defined via the equation
J(Φ) = (1L(X ) ⊗Φ)(J(1L(X ))). (30)
For a linear map Φ ∈ T(X ,Y), its adjoint Φ∗ ∈ T(Y ,X ) is the unique linear map that satisfies
〈Φ(X), Y〉 = 〈X,Φ∗(Y)〉 for every X ∈ L(X ) and Y ∈ L(Y). Note that the adjoint of a partial
trace map is equivalent to tensoring with an identity operator. For example, the adjoint of the
map TrY ∈ T(X ⊗Y ,X ) is given as
Tr∗Y (X) = X⊗ 1Y (31)
for every X ∈ L(X ).
2.2 Background: Quantum measurements and measure-and-prepare channels
A measurement in quantum theory is a procedure that assigns probabilities to quantum states.
Every measurement on a complex Euclidean space X is described by a positive-operator valued
measure (POVM)—a collection of positive semidefinite operators {Mi : i ∈ Γ} ⊂ Pos(X ) for some
finite set Γ of measurement outcomes that satisfies
∑
i∈Γ
Mi = 1X . (32)
If the state of the system is described by a given density operator ρ ∈ D(X ), the probability of
obtaining a particular outcome i ∈ Γ when measuring the system is equal to 〈Mi, ρ〉. Without
loss of generality, the finite set of measurement outcomes may be assumed to be of the form Γ =
{1, . . . , m} for some positive integer m.
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A projective-valued measure (PVM) is a POVM of the form {Πi : i ∈ Γ} such that the operator
Πi is a projection operator for each outcome i ∈ Γ. One necessarily has that ΠiΠj = 0 for distinct
outcomes i, j ∈ Γ.
Every POVM {M1, . . . , Mm} has an associated measurement channel, which is the linear map
ΦM ∈ C(X ,Y) defined as
ΦM(X) =
m
∑
i=1
〈Mi, X〉Ei,i (33)
for every X ∈ L(X ), where one defines Y = Cm. It is easy to check that ΦM is completely positive
and trace preserving. Measure-and-prepare channels are a generalization of the idea above and
are considered often in this work.
Definition 7 (Measure-and-prepare channel). A measure-and-prepare (or entanglement-breaking)
channel Φ ∈ C(X ,Y) is a channel for which there is a choice of POVM {M1, . . . , Mm} ⊂ Pos(X )
and density matrices ρ1, . . . , ρm ∈ D(Y) such that Φ may be expressed as
Φ(X) =
m
∑
i=1
〈Mi, X〉 ρi (34)
for every X ∈ L(X ). The channel Φ is said to be generated by the POVM {M1, . . . , Mm} and the
density matrices ρ1, . . . , ρm.
Note that there is not typically a unique choice of POVM or collection of density operators
that generate a given measure-and-prepare channel. Recall that the condition that a channel
Φ ∈ C(X ,Y) be measure-and-prepare is equivalent to the condition that J(Φ) ∈ Sep(X : Y)
(i.e., its Choi representation is a separable operator).
2.3 Compatibility of states, measurements, and channels
We now consider the problem of compatibility for quantum states.
Definition 8 (Quantum state marginal problem). Two states ρ1 ∈ D(X ⊗Y1) and ρ2 ∈ D(X ⊗Y2)
are said to be compatible if there exists another state ρ ∈ D(X ⊗Y1 ⊗Y2) satisfying
TrY2(ρ) = ρ1 and TrY1(ρ) = ρ2. (35)
The state ρ is said to be the joint state for ρ1 and ρ2. Determining whether two overlapping states
are compatible is known as the quantum state marginal problem.
Suppose that {M1, . . . , Mm} ⊂ Pos(X ) and {N1, . . . , Nn} ⊂ Pos(X ) are POVMs for some
complex Euclidean space X . One can ask whether it is possible to obtain the statistics of both
measurements as course-grainings from a single measurement. If so, the measurements are said
to be compatible.
Definition 9 (Measurement compatibility). Two POVMS {M1, . . . , Mm} ⊂ Pos(X ) and
{N1, . . . , Nn} ⊂ Pos(X ) are said to be compatible if there exists another POVM of the form
{Pi,j : 1 ≤ i ≤ m, 1 ≤ j ≤ n} ⊂ Pos(X ) (36)
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satisfying
Mi =
n
∑
j=1
Pi,j and Nj =
m
∑
i=1
Pi,j (37)
for each choice of indices i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. A POVM P satisfying these conditions
is said to be a compatibilizer (or compatibilizing measurement) for M and N.
Compatibility of POVMs has been investigated before (see [2] for a review). Analogous to the
compatibility of POVMs, one may consider whether two channels may obtained as the marginals
of another larger channel. This notion of compatibility is defined below.
Definition 10 (Channel compatibility). Two channels Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are
compatible if there exists a channel Φ ∈ C(X ,Y1 ⊗Y2) satisfying
Φ1(X) = TrY2(Φ(X)) and Φ2(X) = TrY1(Φ(X)) (38)
for every X ∈ L(X ). The channel Φ is said to be a compatibilizer (or compatibilizing channel) for Φ1
and Φ2.
Compatibility of channels has also been investigated recently (see, e.g., [28–32]). Note that two
compatible channels do not necessarily possess a unique compatibilizer.3 A channel Φ ∈ C(X ,Y)
is said to be self-compatible if two copies of Φ are compatible.
It is natural to generalize the notion of compatibility to more than two channels. In particular,
for k ≥ 2, a collection of channels Φ1 ∈ C(X ,Y1), . . . ,Φk ∈ C(X ,Yk) are said to be compatible if
there exists a compatibilizing channel Φ ∈ C(X ,Y1 ⊗ · · · ⊗ Yk) such that
TrY1⊗···⊗Yk\Ya(Φ(X)) = Φa(X) (39)
holds for every X ∈ L(X ) and each index a ∈ {1, . . . , k}. A channel Φ ∈ C(X ,Y) is said to be
k-self-compatible if k copies of the channel Φ are compatible. It is known that a channel is measure
and prepare if and only if it is k-self-compatible for every positive integer k ∈N.
3 Equivalence of the quantum state and quantum channel versions of
the marginal problem
It is straightforward to see that the marginal problem for quantum states generalizes the problem
of determining compatibility for quantum channels. Indeed, two channels are compatible pre-
cisely when their corresponding normalized Choi representations are compatible as states [29, 33].
To see this, suppose a pair of channels Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are compatible with
some choice of compatibilizing channel Φ ∈ C(X ,Y1 ⊗Y2). Consider now the condition that
TrY2 ◦Φ = Φ1. (40)
3For a simple example of a pair of channels that do not possess a unique compatibilizer, consider the completely
dephasing channel defined by the equation Ω(X) = Tr(X)1X / dim(X ). This channel is trivially self-compatible, but
there are infinitely many choices compatibilizing channel for two copies of Ω. Indeed, any channel Φ ∈ T(X ,X1 ⊗X2)
having the form Φ(X) = Tr(X)ρ, where X = X1 = X2 and ρ ∈ D(X1 ⊗ X2) is a maximally entangled state, will
compatibilize two copies of Ω. This follows from the fact that TrX1 (ρ) = TrX2 (ρ) = 1X / dim(X ) holds for every choice
of maximally entangled state ρ ∈ D(X1 ⊗X2).
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The left- and right-hand side of this equality must be equal as maps, so their Choi representations
must also coincide. Let ρ, ρ1, and ρ2 be the states defined by normalizing versions of the Choi
representations of Φ, Φ1, and Φ2, respectively, i.e.,
ρ =
1
dim(X ) J(Φ), ρ1 =
1
dim(X1) J(Φ1), and ρ2 =
1
dim(X ) J(Φ2). (41)
Then the equality in (40) is equivalent to the condition tat
TrY2(ρ) = ρ1. (42)
Similarly, the condition that TrY1 ◦Φ = Φ2 is equivalent to the condition tat
TrY1(ρ) = ρ2. (43)
Hence the question of compatibility for a pair of quantum channels can be reduced to the corre-
sponding marginal problem for the corresponding states defined as the normalized Choi repre-
sentations.
It is also the case that the state marginal problem can be reduced to the channel compatibility
problem. In particular, every quantum state marginal problem can be reformulated as the problem
of determining compatibility of some pair of channels. This has already been established in [33]
in the case when the marginals of the states have full rank. In this section, we prove this reduction
holds even in the more general case when the marginals do not necessarily have full rank.
Let ρ1 ∈ D(X ⊗ Y1) and ρ2 ∈ D(X ⊗ Y2) be a pair of compatible quantum states. It must be
the case that
TrY1(ρ1) = TrY1⊗Y2(ρ) = TrY2(ρ2), (44)
where ρ is some choice of joint state. Therefore we may assume without loss of generality that
TrY1(ρ1) = TrY2(ρ2), (45)
as otherwise the pair of states would be clearly not compatible. If it holds further that these
marginals are both equal to TrY1(ρ1) = TrY2(ρ2) = 1X/ dim(X ) (i.e., the maximally mixed state),
one may simply view ρ1 and ρ2 as the normalizations of the Choi representations for some chan-
nelsΦ1 ∈ C(X ,Y1) andΦ2 ∈ C(X ,Y2). In this case, the marginal problem for ρ1 and ρ2 is trivially
equivalent to the problem of determining the compatibility of the channels Φ1 and Φ2.
The more general case, when the marginal state TrY1(ρ1) = TrY2(ρ2) is not proportional to the
identity operator, is considered in Theorem 12. We first prove the following useful lemma, which
will assist us in considering the case when the marginal does not have full rank.
Lemma 11. Let A ∈ Pos(X ⊗ Y) be a positive operator and let Π := Πim(TrY (A)) be the projection
operator onto im(TrY (A)) ⊆ X . It holds that
A = (Π⊗ 1Y ) A (Π⊗ 1Y ). (46)
Proof. Note that
〈A, (1X −Π)⊗ 1Y 〉 = 〈TrY (A),1X −Π〉 = 0. (47)
As both A and (1X −Π)⊗ 1Y are positive operators, it follows that A((1X −Π)⊗ 1Y ) = 0 and
((1X −Π)⊗ 1Y )A = 0. The desired result follows.
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We are now ready to show that the marginal problem for any pair of states, ρ1 ∈ D(X ⊗ Y1)
and ρ2 ∈ D(X ⊗Y2), can be reduced to the compatibility problem for a particular pair of channels,
Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) and.
Theorem 12. Let ρ1 ∈ D(X ⊗Y1) and ρ2 ∈ D(X ⊗Y2) be states and suppose there is a state σ ∈ D(X )
satisfying
σ = TrY1(ρ1) = TrY2(ρ2). (48)
Let Φ1 ∈ T(X ,Y1) and Φ2 ∈ T(X ,Y2) be the linear maps whose Choi representations may be expressed
as
J(Φ1) = (σ−
1
2 ⊗ 1Y1)ρ1(σ−
1
2 ⊗ 1Y1) +
1
dim(Y1) (1X −Πim(σ))⊗ 1Y1
and J(Φ2) = (σ−
1
2 ⊗ 1Y2)ρ2(σ−
1
2 ⊗ 1Y2) +
1
dim(Y2) (1X −Πim(σ))⊗ 1Y2
(49)
(where we interpret σ− 12 as the Moore–Penrose pseudoinverse of σ 12 if σ is not invertible). The maps Φ1
and Φ2 are channels. Moreover, the operators ρ1 and ρ2 are compatible as states if and only if Φ1 and Φ2
are compatible as channels.
Proof. Note that Φ1 and Φ2 are completely positive, as each of the terms in the sums on the right-
hand sides of the equalities in (49) are positive semidefinite operators. These maps are also trace
preserving, as
TrY1(J(Φ1)) = σ
− 12 σσ−
1
2 + 1X −Πim(σ) = 1X (50)
(where we note that Πim(σ) = σ−
1
2 σσ− 12 ) and similarly TrY2(J(Φ2)) = 1X . We may conclude that
the maps Φ1 and Φ2 are channels, as claimed.
Now suppose that ρ1 and ρ2 are compatible and let ρ ∈ D(X ⊗ Y1 ⊗ Y2) be a choice of joint
state for ρ1 and ρ2. Let Φ ∈ T(X ,Y1 ⊗ Y2) be the linear map whose Choi representation may be
expressed as
J(Φ) = (σ−
1
2 ⊗ 1Y1 ⊗ 1Y2)ρ(σ−
1
2 ⊗ 1Y1 ⊗ 1Y2)
+
1
dim(Y1)dim(Y2) (1X −Πim(σ))⊗ 1Y1 ⊗ 1Y2 .
(51)
Note that Φ is completely positive, as its Choi representation is expressed in (51) as the sum of
positive semidefinite operators. It is straightforward to verify that the map defined in this manner
satisfies TrY2(J(Φ)) = J(Φ1) and TrY1(J(Φ)) = J(Φ2). Thus Φ is a compatibilizer for Φ1 and Φ2.
Suppose instead that Φ1 and Φ2 are compatible as channels and let Φ ∈ C(X ,Y1 ⊗ Y2) be a
choice of compatibilizing channel. Define an operator ρ ∈ L(X ⊗Y1 ⊗Y2) as
ρ = (σ
1
2 ⊗ 1Y1 ⊗ 1Y2)J(Φ)(σ
1
2 ⊗ 1Y1 ⊗ 1Y2). (52)
It is evident that ρ is positive semidefinite. Recalling the definition of Φ1 from (49), one has that
TrY2(ρ) = (σ
1
2 ⊗ 1Y1)TrY2(J(Φ))(σ
1
2 ⊗ 1Y1)
= (σ
1
2 ⊗ 1Y1)J(Φ1)(σ
1
2 ⊗ 1Y1)
= (Πim(σ) ⊗ 1Y1)ρ1(Πim(σ) ⊗ 1Y1)
= ρ1,
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where the equality in the third line follows from the facts that
σ
1
2 σ−
1
2 = σ−
1
2 σ
1
2 = Πim(σ) and σ
1
2 (1X −Πim(σ))σ
1
2 = 0, (53)
and equality in the fourth line follows from Lemma 11. The proof that that TrY1(ρ) = ρ2 is analo-
gous. It follows that ρ is a joint state for ρ1 and ρ2, which completes the proof.
4 Compatibility of measure-and-prepare channels
In this section, we consider some facts about the compatibility of measure-and-prepare chan-
nels (and also for the special case of measurement channels). We review some known conditions
for compatibility of certain classes of measure-and-prepare channels. More importantly, we also
consider the following question: If a pair of measure-and-prepare channels Φ1 ∈ C(X ,Y1) and
Φ2 ∈ C(X ,Y2) are compatible, do they they necessarily possess a measure-and-prepare compati-
bilizer? We show that this is not the case by providing a counterexample.
4.1 Compatibility with measurement channels
Here we state a necessary and sufficient condition for a channel to be compatible with a fixed
choice of measurement channel. Recall that a measurement channel is a special instance of a
measure-and-prepare channel, where the measurement outcomes are recorded in the computation
basis. The equivalence in the following proposition was shown in the more general context of
generalized probability theories in [36, Lemma 1].
Proposition 13 ([36]). Let {M1, . . . , Mm} ⊂ Pos(X ) be a POVM and let ΦM be the measurement
channel ΦM generated by M,
ΦM(X) =
m
∑
i=1
〈Mi, X〉Ei,i. (54)
Let Φ ∈ C(X ,Y) be a channel. The following are equivalent.
1. The channels Φ and ΦM are compatible.
2. There exist completely positive maps Φ1, . . . ,Φm ∈ T(X ,Y) satisfying Φ = ∑mi=1 Φi such that, for
each i ∈ {1, . . . , m}, one has Tr(Φi(X)) = 〈Mi, X〉 for every X ∈ L(X ).
We remark that the condition that Tr(Φi(X)) = 〈Mi, X〉 holds for every X ∈ L(X ) is equivalent
to the condition that TrY (J(Φi)) = MTi . Indeed, one has that
Tr(Φi(X)) = 〈J(Φi), XT ⊗ 1Y 〉 = 〈TrY (J(Φi))T, X〉. (55)
for every X ∈ L(X ), and the desired equivalence follows.
4.2 Conditions for the compatibility of measure-and-prepare channels
Here we review some known results regarding the compatibility of measure-and-prepare chan-
nels, which are stated rigorously in Proposition 14. The first statement is that two measure-and-
prepare channels are compatible as channels whenever their underlying POVMs are compatible
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as measurements. A stronger result holds if the collections of preparation states defining the
measure-and-prepare channels are assumed to be distinguishable. Allow us to take a moment to
recall what this means. A collection of density operators {ρ1, . . . , ρm} ⊂ D(Y) is said to be (per-
fectly) distinguishable if it holds that ρiρj = 0 for every pair of indices i, j ∈ {1, . . . , n} satisfying
i 6= j. In particular, this means that there exists a POVM that can perfectly distinguish between
these states and, moreover, that such a POVM can be given by the projection operators, i.e, it is
given as {Πim(ρ1), . . . ,Πim(ρm)}, where the projections must be pairwise orthogonal.
Proposition 14. Let Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) be measure-and-prepare channels having the
form
Φ1(X) =
m
∑
i=1
〈Mi, X〉ρi and Φ1(X) =
n
∑
j=1
〈Nj, X〉σj (56)
for some choice of POVMs {M1, . . . , Mm} ⊂ Pos(X ) and {N1, . . . , Nn} ⊂ Pos(X ), and some collections
of density matrices ρ1, . . . , ρm ∈ D(Y1) and σ1, . . . , σn ∈ D(Y2). The following statements hold:
(1) If M and N are compatible as POVMS then Φ1 and Φ2 are compatible as channels.
(2) If the collections of density matrices ρ1, . . . , ρm and σ1, . . . , σn are each distinguishable then the chan-
nels Φ1 and Φ2 are compatible if and only if M and N are compatible as POVMs.
Proof. To prove statement (1), suppose that M and N are compatible and let
{Pi,j : 1 ≤ i ≤ m, 1 ≤ j ≤ n} ⊂ Pos(X ) (57)
be a choice of POVM that compatibilizes M and N. Define a channel Φ ∈ C(X ,Y1 ⊗Y2) as
Φ(X) =
n
∑
i=1
m
∑
j=1
〈Pi,j, X〉ρi ⊗ σj (58)
for every X ∈ L(X ). Taking partial traces, it may be verified that Φ compatibilizes Φ1 and Φ2.
One direction of statement (2) follows from statement (1). To prove the reverse implication, as-
sume that the channels Φ1 and Φ2 are compatible and let Φ ∈ C(X ,Y1 ⊗Y2) be a compatibilizing
channel. For each choice of indices i ∈ {1, . . . , m} and j ∈ {1, . . . , n}, one may define the operator
Pi,j = Φ∗(Πim(ρi) ⊗Πim(σj)) ∈ Pos(X ). (59)
We may assume without loss of generality that ∑mi=1 Πim(ρi) = 1Y1 . Indeed, the projection oper-
ators Πim(ρ1), . . . ,Πim(ρm) must be pairwise orthogonal, as it has been assumed that the density
matrices ρ1, . . . , ρm are distinguishable, and if these projections did not sum to the identity, the
operator Π = 1X −∑mi=1 Πim(ρi) would be a nontrivial projection operator. One could then define
the operator Mm+1 = 0 and the state ρm+1 = Π/ Tr(Π) such that the POVM {M1, . . . , Mm+1}
and collection of density matrices ρ1, . . . , ρm+1 satisfy the desired property and generate the same
measurement channel, which justifies our assumption. Similarly, it may be assumed without loss
of generality that ∑nj=1 Πim(σj) = 1Y2 .
For each index i ∈ {1, . . . , m}, one has that
n
∑
j=1
〈Pi,j, X〉 = 〈Πim(ρi) ⊗ 1Y2 ,Φ(X)〉 = 〈Πim(ρi),Φ1(X)〉 = 〈Mi, X〉 (60)
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every X ∈ L(X ), and thus ∑nj=1 Pi,j = Mi. Similarly, for each index j ∈ {1, . . . , n},
m
∑
i=1
〈Pi,j, X〉 = 〈1Y1 ⊗Πim(σj)),Φ(X)〉 = 〈Πim(σj),Φ2(X)〉 = 〈Nj, X〉 (61)
holds for every X ∈ L(X ), and thus ∑mi=1 Pi,j = Nj. From these two conditions, it can be verified
that P is a compatibilizing POVM for M and N, so the POVMs are compatible.
4.3 Compatible measure-and-prepare channels do not necessarily have a measure-
and-prepare compatibilizer
Every measure-and-prepare channel Φ ∈ C(X ,Y) is necessarily self-compatible and, moreover,
there is a measure-and-prepare channel Ψ ∈ C(X ,Y ⊗ Y) that compatibilizes two copies of Φ.
Indeed, suppose {M1, . . . , Mm} ⊂ Pos(X ) is a POVM and ρ1, . . . , ρm ∈ D(Y) are density matrices
such that Φ may be expressed as
Φ(X) =
m
∑
i=1
〈Mi, X〉 ρi. (62)
One may define a measure-and-prepare compatibilizer Ψ ∈ C(X ,Y ⊗ Y) as
Ψ(X) =
m
∑
i=1
〈Mi, X〉 ρi ⊗ ρi. (63)
We now consider the question of whether two compatible measure-and-prepare channels neces-
sarily possess a measure-and-prepare compatibilizer. It turns out that the answer is no, which we
demonstrate with the following example.
Example 15. Let X = Y1 = Y2 = C2 and let Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) be the channels
whose Choi representations J(Φ1) ∈ L(X ⊗ Y1) and J(Φ2) ∈ L(X ⊗ Y2) are given by the 4× 4
matrices
J(Φ1) =

3
4 · · 14
· 14 · ·
· · 14 ·
1
4 · · 34
 and J(Φ2) =

5
8 · · 38
· 38 18 ·
· 18 38 ·
3
8 · · 58
 , (64)
where · indicates an entry that is 0. One may observe that both J(Φ1) and J(Φ2) as well as their
partial transposes (where ZTX denotes the partial transpose of an operator Z ∈ L(X ⊗Y)),
J(Φ1)TX =

3
4 · · ·
· 14 14 ·
· 14 14 ·
· · · 34
 and J(Φ2)TX =

5
8 · · 18
· 38 38 ·
· 38 38 ·
1
8 · · 58
 (65)
are positive semidefinite matrices. The operators J(Φ1) and J(Φ2) are therefore positive under
partial transpose (PPT). It follows thatΦ1 andΦ2 are necessarily measure-and-prepare channels as
their Choi representations are separable as operators.4 Consider now the map Φ ∈ T(X ,Y1 ⊗Y2)
4Recall that a channel is measure-and-prepare channel if and only if its Choi representation is a separable operator.
Moreover, for bipartite operators where each local dimension is equal to 2, an operator is separable if and only if it is
PPT [37].
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whose Choi representation J(Φ) ∈ L(X ⊗Y1 ⊗Y2) is given by the 8× 8 matrix
J(Φ) =

1
2 · · · · 316 18 ·
· 14 · · 116 · · 18
· · 18 · · · · 316
· · · 18 · · 116 ·
· 116 · · 18 · · ·
3
16 · · · · 18 · ·
1
8 · · 116 · · 14 ·
· 18 316 · · · · 12

. (66)
It is easy to verify that this map satisfies TrY2(J(Φ)) = J(Φ1) and TrY1(J(Φ)) = J(Φ2). Moreover,
it may be verified that J(Φ) is positive definite, as the eigenvalues of J(Φ) are the four possible
values of
4±√3+
√
10± 4√3
16
, (67)
each having multiplicity 2. Therefore Φ is a channel that compatibilizes Φ1 and Φ2, and thus the
measure-and-prepare channels Φ1 and Φ2 are compatible.
It remains to show that there does not exist a measure-and-prepare compatibilizer for the chan-
nelsΦ1 andΦ2. Toward a contradiction, suppose there exists some choice of measure-and-prepare
channel Ψ ∈ C(X ,Y1 ⊗ Y2) that compatibilizes the channels Φ1 and Φ2. This channel must sat-
isfy5
TrY2(J(Ψ)) = J(Φ1), TrY1(J(Ψ)) = J(Φ2), and J(Ψ)
TX ≥ 0. (68)
For any choice of Hermitian operators Z1 ∈ L(X ⊗Y1) and Z2 ∈ L(X ⊗Y2) satisfying
Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ≥ 0, (69)
it must be the case that
〈J(Φ1)TX , Z1〉+ 〈J(Φ2)TX , Z2〉 = 〈TrY2(J(Ψ)TX ), Z1〉+ 〈TrY1(J(Ψ)TX ), Z2〉 (70)
= 〈J(Ψ)TX , Tr∗Y2(Z1) + Tr∗Y1(Z2)〉 (71)
≥ 0, (72)
where the inequality follows from the fact that the expression in the second line is an inner product
of two operators that are positive semidefinite by assumption, and Ψ is any channel that satisfies
the conditions in (68). (Here we make use of the adjoint maps Tr∗Y1 and Tr
∗
Y2 of the corresponding
partial traces. To preserve the correct ordering of the spaces in the tensor product, these are defined
here as the maps that satisfy
Tr∗Y1(X⊗Y2) = X⊗ 1Y1 ⊗Y2 and Tr∗Y2(X⊗Y1) = X⊗Y1 ⊗ 1Y2 (73)
for every X ∈ L(X ), Y1 ∈ L(Y1), and Y2 ∈ L(Y2).)
To prove that there does not exist a measure-and-prepare compatibilizer, it therefore suffices to
find a choice of operators Z1 ∈ L(X ⊗Y1) and Z2 ∈ L(X ⊗Y2) satisfying
Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ≥ 0 and 〈J(Φ1)TX , Z1〉+ 〈J(Φ2)TX , Z2〉 < 0. (74)
5Here we make use of the fact that every separable operator must be PPT.
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Toward this goal, let Z1 and Z2 be the operators defined by the matrices
Z1 =

−2 0 0 2
0 48 −38 0
0 −38 48 0
2 0 0 −2
 and Z2 =

3 0 0 −4
0 40 −47 0
0 −47 40 0
−4 0 0 3
 . (75)
For this choice of operators, one has that
〈J(Φ1)TX , Z1〉+ 〈J(Φ2)TX , Z2〉 = −12 < 0. (76)
However, the matrix
Tr∗Y2(Z1) + Tr
∗
Y1(Z2) =

1 0 0 0 0 −4 2 0
0 38 0 0 −47 0 0 2
0 0 51 0 −38 0 0 −4
0 0 0 88 0 −38 −47 0
0 −47 −38 0 88 0 0 0
−4 0 0 −38 0 51 0 0
2 0 0 −47 0 0 38 0
0 2 −4 0 0 0 0 1

(77)
may be verified to be positive semidefinite. This contradicts the assumption that there exists a
measure-and-prepare compatibilizer for Φ1 and Φ2, and thus no such compatiblizer exists.
Remark 16. The matrices above where found numerically using the semidefinite programming
formulations discussed later in this work. However, the proof above does not rely on semidefinite
programming and can be presented without this formalism.
5 The Jordan product of channels
For any pair of operators A, B ∈ L(X ), their Jordan product is defined as
A B := 1
2
(AB + BA). (78)
The Jordan product provides a useful sufficient condition for verifying that two POVMs are com-
patible. Let {M1, . . . , Mm} ⊂ Pos(X ) and {N1, . . . , Nn} ⊂ Pos(X ) be two POVMs. If it holds
that
Mi  Nj ≥ 0 (79)
for each pair of indices i and j, then M and N are compatible. Indeed, one may define a choice
of compatibilizing POVM as Pi,j = Mi  Nj [23]. If at least one of the POVMs M or N is also a
projection-valued measure (PVM), then the condition in (79) is also a necessary condition for these
POVMs to be compatible [34].
In this section, we generalize the notion of Jordan products for operators to linear maps using
the Choi representation. We also investigate properties of Jordan products of quantum channels.
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5.1 Definition and properties
Here we define the notion of Jordan products of linear maps and discuss a few of its properties.
Definition 17 (Jordan product of linear maps). Let Φ1 ∈ T(X ,Y1) and Φ2 ∈ T(X ,Y2) be linear
maps. The Jordan product of Φ1 and Φ2 is the linear map
Φ1 Φ2 ∈ T(X ,Y1 ⊗Y2) (80)
whose Choi representation J(Φ1 Φ2) ∈ L(X ⊗Y1 ⊗Y2) is the operator
J(Φ1 Φ2) :=
dim(X )
∑
i,j,k,`=1
(Ei,j  Ek,`)⊗Φ1(Ei,j)⊗Φ2(Ek,`). (81)
Many useful properties of the Jordan product for linear maps follow immediately from the
definition, some of which are outlined as follows. The binary operation  is bilinear—that is, for
all choices of linear maps Φ1,Φ′1 ∈ T(X ,Y1) and Φ2,Φ′2 ∈ T(X ,Y2) and scalars α, β ∈ C, one has
that
(αΦ1 + βΦ′1)Φ2 = αΦ1 Φ2 + βΦ′1 Φ2
and Φ1  (αΦ2 + βΦ′2) = αΦ1 Φ2 + βΦ1 Φ′2.
(82)
For any further choices of linear maps Ψ1 ∈ T(Y1,Y ′1) and Ψ2 ∈ T(Y2,Y ′2), one has that
(Ψ1 ⊗Ψ2) ◦ (Φ1 Φ2) = (Ψ1 ◦Φ1) (Ψ2 ◦Φ2). (83)
It is also evident that
(Φ2 Φ1)(X) = SwapY1,Y2
(
(Φ1 Φ2)(X)
)
(84)
holds for every X ∈ L(X ), where SwapY1,Y2 ∈ T(Y1 ⊗ Y2,Y2 ⊗ Y1) is the linear map defined by
the equation
SwapY1,Y2(Y1 ⊗Y2) = Y2 ⊗Y1 (85)
for every Y1 ∈ L(Y1) and Y2 ∈ L(Y2).
It is useful to note a few alternative ways of representing this Jordan product. In particular, the
Choi representation of the Jordan product of Φ1 ∈ T(X ,Y1) and Φ2 ∈ T(X ,Y2) can be expressed
as
J(Φ1 Φ2) = 12
dim(X )
∑
i,j=1
Ei,j ⊗
(
dim(X )
∑
k=1
Φ1(Ei,k)⊗Φ2(Ek,j) +Φ1(Ek,j)⊗Φ2(Ei,k)
)
. (86)
It is then straightforward to check that
(Φ1 Φ2)(X) = 12 (Φ1 ⊗Φ2)
(
W(X⊗ 1X + 1X ⊗ X)
)
(87)
for every X ∈ L(X ), where W ∈ U(X ⊗X ) is the unitary operator defined by the equation
W(x⊗ y) = y⊗ x for every x, y ∈ X . (88)
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Indeed, making use of the expression in (86), one has
(Φ1 Φ2)(X) = TrX
(
J(Φ1 Φ2)(XT ⊗ 1Y1⊗Y2)
)
(89)
=
1
2
(Φ1 ⊗Φ2)
(
dim(X )
∑
i,j,k=1
〈Ei,j, X〉(Ei,k ⊗ Ek,j + Ek,j ⊗ Ei,k)
)
(90)
=
1
2
(Φ1 ⊗Φ2)
(
dim(X )
∑
i,j,k=1
〈Ei,j, X〉W(Ek,k ⊗ Ei,j + Ei,j ⊗ Ek,k)
)
(91)
=
1
2
(Φ1 ⊗Φ2)(W(1X ⊗ X + X⊗ 1X )) (92)
where we have used the identity X = ∑dim(X )i,j=1 〈Ei,j, X〉Ei,j.
Other interesting properties of Jordan products arise when considering the Jordan product of
channels. In particular, the Jordan product of trace-preserving maps is also trace preserving, as
the following proposition shows.
Proposition 18. Suppose that Φ1 ∈ T(X ,Y1) and Φ2 ∈ T(X ,Y2) are trace-preserving maps. One has
that
TrY2(J(Φ1 Φ2)) = J(Φ1) and TrY1(J(Φ1 Φ2)) = J(Φ2). (93)
Moreover, Φ1 Φ2 is trace preserving.
Proof. Using (86), we can write
TrY2(J(Φ1 Φ2)) =
1
2
dim(X )
∑
i,j=1
Ei,j ⊗
(
dim(X )
∑
k=1
Tr(Φ2(Ek,j))Φ1(Ei,k) + Tr(Φ2(Ei,k))Φ1(Ek,j)
)
(94)
=
1
2
dim(X )
∑
i,j=1
Ei,j ⊗
(
Φ1(Ei,j) +Φ1(Ei,j)
)
(95)
= J(Φ1), (96)
where we made use of the fact that Φ2 is trace preserving. The proof of the other equality in (93)
is analogous. Finally, note that
TrY1⊗Y2(J(Φ1 Φ2)) = TrY1(J(Φ1)) = 1X (97)
and thus Φ1 Φ2 is trace preserving.
An immediate consequence of Proposition 18 is that the Jordan product provides us with a
useful criteria for determining if two channels are compatible. In particular, given two channels
Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2), one straightforward way to check if Φ1 and Φ2 are compatible
is to check if the Jordan product map Φ1 Φ2 is completely positive.
Corollary 19. Suppose that Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are such that Φ1  Φ2 is completely
positive. Then Φ1 Φ2 compatibilizes Φ1 and Φ2.
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As this is only a sufficient condition, other methods must be used to determine the compati-
bility of the channels whose Jordan product is not completely positive.
If the maps Φ1 and Φ2 are both measure-and-prepare channels, the Jordan product map Φ1 
Φ2 can be obtained simply by taking the Jordan products of the elements of the POVMs that
generate Φ1 and Φ2, discussed in the proposition below. It is in this sense that the sufficient
condition for the compatibility of measurements via the Jordan product of the POVM elements is
a generalization of the similar sufficient condition via the Jordan product for channels.
Proposition 20. Let Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) be measure-and-prepare channels that are
generated by the POVMs {M1, . . . , Mm} ⊂ Pos(X ) and {N1, . . . , Nn} ⊂ Pos(X ), and the collections of
density matrices ρ1, . . . , ρm ∈ D(Y1) and σ1, . . . , σn ∈ D(Y2), respectively. It holds that
J(Φ1 Φ2) =
m
∑
i=1
n
∑
j=1
(
Mi  Nj
)T ⊗ ρi ⊗ σj. (98)
Moreover, if Mi  Nj ≥ 0 for each index i and j, then the map Φ1  Φ2 is completely positive (and thus
compatible).
Proof. This follows by direct calculation from the definition of the Jordan product of maps.
There are a few further properties of Jordan products of channels that follow directly from the
definition that we mention here. Given channels Φ1,Φ′1 ∈ C(X ,Y1), a channel Φ2 ∈ C(X ,Y2),
and a scalar λ ∈ [0, 1], if it holds that J(Φ1 Φ2) ≥ 0 and J(Φ′1 Φ2) ≥ 0 then
J((λΦ1 + (1− λ)Φ′1)Φ2) ≥ 0. (99)
Furthermore, for any other choice of channel Ψ ∈ C(Y1,Y ′1), if it holds that J(Φ1 Φ2) ≥ 0 then
J((Ψ ◦Φ1)Φ2) ≥ 0 as well.
5.2 Necessary and sufficient conditions for the compatibility from the Jordan product
Recall that a projection-valued measure (PVM) is a collection Π = {Π1, . . . ,Πm} of projection op-
erators that satisfy ∑mi=1 Πi = 1X . Let Π = {Π1, . . . ,Πm} be a PVM and let M = {M1, . . . , Mn}
be an arbitrary POVM. It is known that Π and M are compatible if and only if each of the Jordan
product operators Πi Mj is positive semidefinite [34]. In this section, we discuss a similar result
for channels.
For the PVM Π = {Π1, . . . ,Πm}, consider the measurement channel ∆Π ∈ C(X ,Z) defined as
∆Π(X) =
m
∑
i=1
〈Πi, X〉Ei,i (100)
for every X ∈ L(X ), where dim(Z) = m. Theorem 21 provides necessary and sufficient criteria
for a given channel Φ ∈ C(X ,Y) to be compatible with ∆Π in terms of their Jordan product.
Theorem 21. Let {Π1, . . . ,Πm} be a PVM. Define the channels ΞΠ ∈ C(X ) and ∆Π ∈ C(X ) as
ΞΠ(X) =
m
∑
i=1
ΠiXΠi and ∆Π(X) =
m
∑
i=1
〈Πi, X〉Ei,i (101)
for every X ∈ L(X ), and let Φ ∈ C(X ,Y) be a channel. The following are equivalent.
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(1) The map Φ ∆Π is completely positive.
(2) The channels Φ and ∆Π are compatible.
(3) It holds that Φ = Φ ◦ ΞΠ.
Note that the map ΞΠ as defined in Theorem 21 is called the pinching channel corresponding
to the PVM Π.
Proof. The implication (1) =⇒ (2) follows from Corollary 19. To prove the implication (2) =⇒ (3),
suppose that the channels Φ and ∆Π are compatible. By Proposition 13, there exist completely
positive maps Φ1, . . . ,Φm ∈ T(X ,Y) such that Φ = ∑mi=1 Φi and satisfy TrY (J(Φi)) = Πi for each
index i ∈ {1, . . . , m}. It follows from Lemma 11, for each index i ∈ {1, . . . , m}, that
J(Φi) = (Πi ⊗ 1Y )J(Φi)(Πi ⊗ 1Y ) (102)
since Πim(TrY (J(Φi))) = Πi, and thus
Φi(X) = Φi(ΠiXΠi) (103)
holds for every X ∈ L(X ). Making use of the equality in (103), and the fact that ΠiΠj = 0
whenever i 6= j, we have that
(Φ ◦ ΞΠ)(X) =
m
∑
i=1
m
∑
j=1
Φi(ΠjXΠj) =
m
∑
i=1
m
∑
j=1
Φi(ΠiΠjXΠjΠi) (104)
=
m
∑
i=1
Φi(ΠiXΠi) =
m
∑
i=1
Φi(X) = Φ(X) (105)
for every X ∈ L(X ), and thus Φ = Φ ◦ ΞΠ.
Finally, to prove the implication (3) =⇒ (1), suppose that Φ = Φ ◦ ΞΠ. Note that the channels
ΞΠ and ∆Π are compatible. Indeed, it may be verified that the Jordan product of these channels
can be expressed as
(ΞΠ  ∆Π)(X) =
m
∑
i=1
ΠiXΠi ⊗ Ei,i. (106)
This map is clearly completely positive and therefore compatibilizes ΞΠ and ∆Π. Hence the map
Φ ◦ ∆Π = (Φ ◦ ΞΠ) ∆Π = (Φ⊗ 1L(Z)) ◦ (ΞΠ ◦ ∆Π) (107)
is completely positive, as it is the composition of completely positive maps. This completes the
proof.
If Π = {E1,1, . . . , En,n} is the PVM consisting of the rank-one projections in the computation
basis (where n = dim(X )), the channel ∆Π = ∆ is simply the completely dephasing channel on X ,
∆(X) =
n
∑
i=1
〈Ei,i, X〉Ei,i. (108)
The map ∆ is the measurement channel corresponding to measuring in the computational basis.
Applying the result of Theorem 21 in this case provides us with the following necessary and
sufficient conditions for a channel to be compatible with the completely dephasing channel ∆.
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Corollary 22. Let Φ ∈ C(X ,Y) be a channel and let ∆ ∈ C(X ) be the completely dephasing channel.
The following are equivalent.
(1) The map Φ ∆ is completely positive.
(2) The channels Φ and ∆ are compatible.
(3) It holds that Φ is a measure-and-prepare channel generated by the computational basis PVM.
Proof. Let n = dim(X ). For the PVM Π = {E1,1, . . . , En,n}, it is evident that ΞΠ = ∆Π = ∆, where
ΞΠ and ∆Π are the channels as defined in (101). By Theorem 21, it will suffice to show that the
condition in (3) is equivalent to the condition that Φ = Φ ◦ ∆. If Φ ◦ ∆ = Φ then
Φ(X) = Φ(∆(X)) =
n
∑
i=1
〈Ei,i, X〉Φ(Ei,i) =
n
∑
i=1
〈Ei,i, X〉ρi, (109)
for every X ∈ L(X ), where ρ1, . . . , ρn ∈ D(Y) are the density matrices defined as ρi = Φ(Ei,i) for
each i, and thus Φ satisfies condition (3). On the other hand, if Φ satisfies condition (3) then there
exist density matrices ρ1, . . . , ρn such that Φ may be expressed as
Φ(X) =
n
∑
i=1
〈Ei,i, X〉ρi, (110)
and thus
Φ(∆(X)) =
n
∑
i=1
n
∑
j=1
〈Ei,i, 〈Ej,j, X〉Ej,j〉ρi =
n
∑
i=1
〈Ei,i, X〉ρi = Φ(X) (111)
holds for every X ∈ L(X ).
For the sake of completeness we also investigate other extreme cases.
Lemma 23. Let X and let ΦU ∈ C(X ) be a unitary channel, i.e., ΦU(X) = UXU∗ for some U ∈ U(X ).
Let Ψ ∈ C(X ,Y). Then the following are equivalent.
(1) ΦU and Ψ are compatible.
(2) Ψ is a constant channel, i.e., there is a fixed state ρ ∈ D(Y) such that Ψ(X) = Tr(X)ρ for all
X ∈ L(X ).
(3) J(ΦU Ψ) ≥ 0.
Proof. To prove the implication (1) =⇒ (2), note that J(ΦU) is a multiple of a maximally entangled
state. Suppose Φ ∈ C(X ,X ′ ⊗ Y) is a compatibilizer of ΦU and Ψ, where, for convenience, we
define X ′ = X . It follows that TrY (J(Φ)) = J(ΦU). By the monogamy of entanglement, it holds
that
J(Φ) = J(ΦU)⊗Y. (112)
for some fixed choice of positive operator Y ∈ Pos(Y). Now,
J(Ψ) = TrX ′(J(Φ)) = TrX ′(J(ΦU)⊗Y) = 1X ⊗Y. (113)
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For all X ∈ L(X ), one has that
Ψ(X) = TrX ((XT ⊗ 1Y )J(Ψ)) = TrX ((XT ⊗Y) = Tr(X)Y. (114)
The fact that Tr(Y) = 1 (and thus Y is a state) follows from the fact thatΨmust be trace preserving.
To prove the implication (2) =⇒ (3), let ρ ∈ D(Y) be a state such that Ψ(X) = Tr(X)ρ for every
X ∈ L(X ). Note that
J(ΦU Ψ) = J(ΦU)⊗ ρ, (115)
and thus the operator J(ΦU  Ψ) is clearly positive semidefinite. The implication (3) =⇒ (1) fol-
lows from Corollary 19.
Lemma 24. Let Φρ ∈ C(X ,Y) be a constant channel, i.e., Φρ(X) = Tr(X)ρ for all X ∈ L(X), for some
fixed choice of state ρ ∈ D(Y). Let Ψ ∈ C(X ,Z). It holds that J(Φρ Ψ) ≥ 0 and the channels Φρ and
Ψ are compatible.
Proof. As in the proof of Lemma 23, it is evident that
J(ΨΦρ) = J(Ψ)⊗ ρ, (116)
where we have changed the order of the channels for convenience.
5.3 Generalized Jordan products
One may ask whether the Jordan product of maps given by Definition 17 is the unique construction
that satisfies the key properties outlined in Section 5.1. We now show that this is not the case by
generalizing the construction of the Jordan product of linear maps.
Definition 25 (Generalized Jordan product of linear maps). Let X = X1 = X2 be complex Eu-
clidean spaces and let A ∈ Herm(X ⊗X1 ⊗X2) be an operator satisfying
TrX1(A) = TrX2(A) =
dim(X )
∑
i,j=1
Ei,j ⊗ Ei,j. (117)
Let Φ1 ∈ T(X ,Y1) and Φ2 ∈ T(X ,Y2) be linear maps. The generalized Jordan product of the maps
Φ1 and Φ2 with respect to the operator A is the linear map
Φ1 A Φ2 ∈ T(X ,Y1 ⊗Y2) (118)
whose Choi representation is the operator J(Φ1 A Φ2) ∈ L(X ⊗Y1 ⊗Y2) given by
J(Φ1 A Φ2) =
(
1L(X ) ⊗Φ1 ⊗Φ2
)
(A). (119)
Note that the requirement in (117) can be rephrased as
TrX1(A) = TrX2(A) = J(1L(X )). (120)
If one defines the operator AJP ∈ Herm(X ⊗X1 ⊗X2) as
AJP = 1L(X )  1L(X ) =
1
2
dim(X )
∑
i,j=1
Ei,j ⊗
(
dim(X )
∑
k=1
Ei,k ⊗ Ek,j + Ek,j ⊗ Ei,k
)
, (121)
26
one recovers the (standard) Jordan product from Definition 17 by choosing A = AJP. That is, the
(standard) Jordan product of linear maps Φ1 ∈ T(X ,Y1) and Φ1 ∈ T(X ,Y1) may be expressed as
Φ1 Φ2 = Φ1 AJP Φ2. (122)
This choice of A is not unique. Indeed, for any choice of nonzero Hermitian operator X ∈
Herm(X ) satisfying Tr(X) = 0, one may define
A = AJP + 1X ⊗ X⊗ X. (123)
This operator clearly satisfies (117) and thus defines a generalized Jordan product that is distinct
from the standard one AJP .
The generalized Jordan product as defined in Definition 25 possesses all of the key properties
outline in Section 5.1 that are satisfied by the standard Jordan product. In particular, for any choice
of trace-preserving linear maps Φ1 ∈ T(X ,Y1) and Φ2 ∈ T(X ,Y2), one has
TrY2(J(Φ1 A Φ2)) = J(Φ1) and TrY1(J(Φ1 A Φ2)) = J(Φ2) (124)
and, moreover, the map Φ1 A Φ2 is also trace preserving when Φ1 and Φ2 are trace preserving.
In other words, Proposition 18 holds for generalized Jordan products as well. Indeed, making use
of the assumption that Φ2 is trace preserving, one has that
TrY2(J(Φ1 A Φ2)) = (1L(X ) ⊗Φ1)
(
TrY2(A)
)
= (1L(X ) ⊗Φ1)(J(1L(X ))) = J(Φ1). (125)
An analogous argument shows that TrY1(J(Φ1 A Φ2)) = J(Φ2) which follows from the assump-
tion that Φ1 is trace preserving. Moreover, if Φ1 and Φ2 are Hermitian-preserving, then Φ1 A Φ2
is also Hermitian-preserving.
Analogous to the (standard) Jordan product, a generalized Jordan product provides a useful
condition to check to see if two channels are compatible.
Proposition 26. Let Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) be two quantum channels. If there exists
A ∈ Herm(X ⊗ X1 ⊗ X2), where X = X1 = X2, satisfying (117) such that Φ1 A Φ2 is completely
positive, then Φ1 A Φ2 compatibilizes Φ1 and Φ2.
Proof. This follows directly from observations in the previous paragraph.
This suggests the following definition.
Definition 27 (Jordan compatible). We say that Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are Jordan
compatible if there exists an operator A ∈ Herm(X ⊗X1 ⊗X2) satisfying (117) (where X = X1 =
X2) such that Φ1 A Φ2 is completely positive.
Therefore, if two channels are Jordan compatible, then they are compatible.
Remark 28. In this work, we consider both the generalized Jordan product and the standard ver-
sion. We sometimes refer to (standard) Jordan compatibility or (generalized) Jordan compatibility
to emphasize which one we mean.
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Generalizing Jordan products of matrices.
Following the procedure of generalizing the Jordan product for linear maps, one may use similar
ideas to generalize the Jordan product of operators in the following manner. For every Hermitian
operator A ∈ Herm(X ⊗ X ⊗ X ) having the form A = AJP + 1X ⊗ X ⊗ X for some fixed choice
of Hermitian operator X ∈ Herm(X ) satisfying Tr(X) = 0, one may define the generalized Jordan
product of operators with respect to A as
BA C = B C + 〈X⊗ X, B⊗ C〉1X . (126)
This type of generalized Jordan product of operators provides a condition for checking if two
POVMs are compatible. Suppose {M1, . . . , Mm} ⊂ Pos(X ) and {N1, . . . , Nn} ⊂ Pos(X ) are
POVMs. If it is the case that
Mi A Nj ≥ 0 (127)
for each pair of indices i and j (where A is the generalized Jordan product as defined in (126)),
then the POVMs M and N are compatible as the operators defined as Pi,j = Mi  Nj necessarily
compose a compatibilizing POVM.
5.4 Jordan product compatibility of channels
It is natural to ask if the converse to the main result of the previous subsection also holds. That
is, if two channels are compatible, are they necessarily Jordan compatible? The results of Propo-
sition 22, Proposition 21, Lemma 23 and Lemma 24 show that this is true if either channel is of a
certain type. We now show that this is also true for other classes of channels as well.
In the following, we make use of the inverse map (if it exists) of a linear map of the form Φ ∈
T(X ,Y). If Φ is completely positive and invertible as a linear map, its inverse Φ−1 may not
necessarily be completely positive. However, the following lemma shows that Φ−1 is necessarily
trace preserving if Φ is trace preserving.
Note the following: let Φ ∈ T(X ,Y) and assume that an inverse map Φ−1 ∈ T(Y ,X ) exists.
Then the vector spaces L(X ) and L(Y) are isomorphic and so also X and Y are isomorphic.
Lemma 29. Let Φ ∈ T(X ,Y) be an invertible linear map. The map Φ is trace preserving if and only if its
inverse map Φ−1 ∈ T(Y ,X ) is trace preserving.
Proof. Suppose that Φ is trace preserving. For every Y ∈ L(Y), one has that
Tr(Φ−1(Y)) = Tr(Φ(Φ−1(Y))) = Tr(Y), (128)
where the first equality follows from the assumption that Φ is trace preserving. The rest of the
proof follows by symmetry between Φ and Φ−1.
We now state the equivalence of channel compatibility and Jordan compatibility for certain
pairs of channels.
Theorem 30. Let Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) be two quantum channels, such that they have
inverse linear maps Φ−11 ∈ T(Y1,X ) and Φ−12 ∈ T(Y2,X ). The channels Φ1 and Φ2 are compatible if
and only if they are Jordan compatible.
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Proof. By Proposition 26, if the channels are Jordan compatible then they are compatible. To prove
the converse, assume the channels are compatible and let Φ ∈ C(X ,Y1⊗Y2) be a compatibilizing
channel. Define the operator A ∈ Herm(X ⊗X1 ⊗X2), where X = X1 = X2, as
A = J
(
(Φ−11 ⊗Φ−12 ) ◦Φ)
)
. (129)
We now show that A satisfies (117). Note that
TrX1(A) = J
(
((Tr ◦Φ−11 )⊗Φ−12 ) ◦Φ
)
(130)
= J
(
(Tr⊗Φ−12 ) ◦Φ)
)
(131)
= J
(
Φ−12 ◦ (TrY1 ◦Φ)
)
(132)
= J
(
Φ−12 ◦Φ2
)
(133)
= J(1L(X )), (134)
where equality in the second line follows from the fact that Φ−11 is trace preserving by Lemma 29.
Similarly, one finds that
TrX2(A) = J
(
Φ−11 ⊗ Tr) ◦Φ)
)
= J(Φ−11 ◦Φ1) = J(1L(X )), (135)
which completes the proof. Note that J(Φ1 A Φ2) ≥ 0 simply because
J(Φ1AΦ2) = (1L(X )⊗Φ1⊗Φ2)(A) = (1L(X )⊗Φ1⊗Φ2)(J
(
(Φ−11 ⊗Φ−12 ) ◦Φ)
)
) = J(Φ). (136)
Almost all linear maps in T(X ) are invertible. Hence naive numerical approaches cannot be
used to search for a pair of channels Φ1,Φ2 ∈ C(X ) that are compatible but not Jordan compatible
(if such a pair exists), as this would involve randomly sampling from a set having zero measure.
For this reason, the question of whether compatibility of channels is equivalent to Jordan compat-
ibility remains open. We conjecture that such a pair of channels does not exists. Nonetheless, it
can be shown that the set of Jordan-compatible pairs of channels is dense in the set of all pairs of
compatible channels, as will be discussed in section 6.
6 Geometry of pairs of compatible quantum channels
In this section, we discuss the geometry of the set of compatible pairs of channels. To this end,
we introduce some notation. Let HP(X ,Y) denote the space of Hermitian-preserving linear maps
from L(X ) to L(Y). This is a real vector space with dimension
dim
(
HP(X ,Y)) = dim(X )2 dim(Y)2. (137)
Here we are concerned with the space HP(X ,Y1)⊕HP(X ,Y2) of pairs of such linear maps.
Definition 31. We define the following sets of pairs of Hermitian-preserving linear maps:
• CPairs(X ,Y1,Y2) = {(Φ1,Φ2) : Φ1 ∈ C(X ,Y1), Φ2 ∈ C(X ,Y2)}
• Comp(X ,Y1,Y2) = {(Φ1,Φ2) ∈ CPairs : Φ1 and Φ2 are compatible}
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• JComp(X ,Y1,Y2) = {(Φ1,Φ2) ∈ CPairs : Φ1 and Φ2 are Jordan compatible}.
It is evident that we have the containments
JComp(X ,Y1,Y2) ⊆ Comp(X ,Y1,Y2) ( CPairs(X ,Y1,Y2). (138)
The remainder of this section is dedicated to stating and proving a few facts regarding the geom-
etry of these sets, which we summarize here to outline our approach:
1. The set Comp(X ,Y1,Y2) is compact and convex.
2. The set Comp(X ,Y1,Y2) has positive measure as a subset of CPairs(X ,Y1,Y2). (That is, a
randomly selected pair of channels has a nonzero probability of being compatible.)
3. In the case when X = Y1 = Y2, almost all pairs of compatible channels are Jordan com-
patible. (That is, the set of non-Jordan-compatible pairs has zero measure as a subset of
Comp(X ,X ,X )).
4. In particular, one has that JComp(X ,X ,X ) = Comp(X ,X ,X ) (where A indicates the topo-
logical closure of a set A).
We stress that the above implies that with probability 1, a randomly selected pair of compatible
channels (with respect to the measure as discussed below) is also Jordan compatible. This rules
out, for instance, a brute-force random search to find a pair of channels that are compatible but
not Jordan compatible.
Since we are referring to probabilities and measure-zero sets of pairs of channels, it is necessary
to clarify the measure on the set CPairs(X ,Y1,Y2). Note that CPairs(X ,Y1,Y2) is a compact and
convex subset of the affine subspace of pairs of trace-preserving maps in the Euclidean space
HP(X ,Y1)⊕HP(X ,Y2). Thus the set CPairs is a submanifold and has a measure that is induced
by the natural Lebesgue measure of the underlying Euclidean space. (See, e.g., [38, Section 5.5].)
Convexity of the set of pairs of compatible channels
Convexity of the set CPairs(X ,Y1,Y2) follows trivially from convexity of C(X ,Y1) and C(X ,Y2).
Importantly, the set of compatible pairs of channels is also convex—a fact that we prove in the
following lemma.
Lemma 32. The set Comp(X ,Y1,Y2) is convex.
Proof. Let (Φ1,Φ2) and (Ψ1,Ψ2) be pairs of compatible channels, let Φ,Ψ ∈ C(X ,Y1 ⊗ Y2) be
respective channels that compatibilize these pairs, and let λ ∈ [0, 1]. One has that
TrY2 ◦(λΦ+ (1− λ)Ψ) = λTrY2 ◦Φ+ (1− λ)TrY2 ◦Ψ = λΦ1 + (1− λ)Ψ1 (139)
and, analogously, that TrY1 ◦(λΦ+ (1− λ)Ψ) = λΦ2 + (1− λ)Ψ2. It follows that λΦ+ (1− λ)Ψ
is a channel that compatibilizes the pair
λ(Φ1,Φ2) + (1− λ)(Ψ1,Ψ2) =
(
λΦ1 + (1− λ)Ψ1, λΦ2 + (1− λ)Ψ2
)
(140)
and thus this pair is compatible.
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We now prove the following useful result, which states that mixing any pair of channels with
a pair of constant channels yields a compatible pair.
Proposition 33. Let ρ1 ∈ D(Y1) and ρ2 ∈ D(Y2) be states and letΦρ1 ∈ C(X ,Y1) andΦρ2 ∈ C(X ,Y2)
be the constant channels defined as
Φρ1(X) = Tr(X)ρ1 and Φρ2(X) = Tr(X)ρ2 (141)
for every X ∈ L(X ). For every other pair of channels Ψ1 ∈ C(X ,Y1) and Ψ2 ∈ C(X ,Y2), it holds that(
1
2
Ψ1 +
1
2
Φρ1 ,
1
2
Ψ2 +
1
2
Φρ2
)
∈ Comp(X ,Y1,Y2). (142)
Proof. It is evident that the constant channels Φρ1 and Φρ2 are each compatible with every channel
in C(X ,Y2) and C(X ,Y1) (see Lemma 24). In particular, one has that
(Ψ1,Φρ2) ∈ Comp(X ,Y1,Y2) and (Φρ1 ,Ψ2) ∈ Comp(X ,Y1,Y2). (143)
It follows from convexity (Lemma 32) that the pair
1
2
(Ψ1,Φρ2) +
1
2
(Φρ1 ,Ψ2) =
(
1
2
Ψ1 +
1
2
Φρ1 ,
1
2
Ψ2 +
1
2
Φρ2
)
(144)
is compatible.
Importantly, we also point out that the set of compatible pairs is also closed, as proved below.
Proposition 34. The set Comp(X ,Y1,Y2) is compact.
Proof. This may be proved by observing that Comp(X ,Y1,Y2) is the image of the set of channels
C(X ,Y1⊗Y2) under the linear map HP(X ,Y1⊗Y2)→ HP(X ,Y1)⊕HP(X ,Y2) that is defined by
Φ 7→ (TrY2 ◦Φ, TrY1 ◦Φ). The desired result follows from the fact that C(X ,Y1 ⊗Y2) is compact.
Norm and measure for pairs of channels
We may define a norm on the real vector space HP(X ,Y1) ⊕HP(X ,Y2) as follows. For a pair
(Φ1,Φ2) of Hermitian-preserving maps, define
‖(Φ1,Φ2)‖J = ‖J(Φ1)‖+ ‖J(Φ2)‖ (145)
where ‖J(Φ1)‖ and ‖J(Φ2)‖ denote the operator norms of the Choi representations of Φ1 and Φ2.
The following lemma shows the existence of a ball of positive radius that is fully contained in the
set of pairs of channels.
Lemma 35. Let ΩY1 ∈ C(X ,Y1) and ΩY2 ∈ C(X ,Y2) be the constant channels defined as
ΩY1(X) =
Tr(X)
dim(Y1)1Y1 and ΩY2(X) =
Tr(X)
dim(Y2)1Y2 (146)
for all X ∈ L(X ) and let (Φ1,Φ2) ∈ HP(X ,Y1)⊕HP(X ,Y1) be a pair of Hermitian-preserving maps
for which ∥∥(Φ1,Φ2)− (ΩY1 ,ΩY2)∥∥J ≤ min{ 1dim(Y1) , 1dim(Y2)
}
. (147)
If Φ1 and Φ2 are also trace preserving, then (Φ1,Φ2) ∈ CPairs(X ,Y1,Y2).
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Proof. Suppose that the Hermitian-preserving linear maps Φ1 and Φ2 are trace preserving. It suf-
fices to show that Φ1 and Φ2 are completely positive. Note that the inequality in (147) implies
that
‖J(Φ1)− J(ΩY1)‖ ≤
1
dim(Y1) and ‖J(Φ2)− J(ΩY2)‖ ≤
1
dim(Y2) . (148)
Observe that
J(ΩY1) =
1
dim(Y1)1X ⊗ 1Y1 and J(ΩY1) =
1
dim(Y2)1X ⊗ 1Y2 . (149)
The inequalities in (148), together with the equalities in (149), imply that J(Φ1) ≥ 0 and J(Φ2) ≥ 0,
and thus Φ1 and Φ2 are completely positive, as required.
For the channelsΩY1 andΩY2 defined in (146), Lemma 35 implies that, for any pair (Φ1,Φ2) of
trace-preserving linear maps that is within a distance of min{1/ dim(Y1), 1/ dim(Y2)} from the
pair of channels (ΩY1 ,ΩY2), the maps Φ1 and Φ2 are also channels. This fact, together with the
result from Proposition 33, implies the following proposition.
Proposition 36. Let Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) be channels, let ΩY1 and ΩY2 be the channels
as defined in Equation (146), and suppose that
‖(Φ1,Φ2)− (ΩY1 ,ΩY2)‖J ≤
1
2
min
{
1
dim(Y1) ,
1
dim(Y2)
}
. (150)
Then the channels Φ1 and Φ2 are compatible.
Proof. Consider the linear maps defined as Ψ1 = 2Φ1 −ΩY2 and Ψ2 = 2Φ2 −ΩY2 . It is evident
that these maps are trace-preserving. We have that
‖(Ψ1,Ψ2)− (ΩY1 ,ΩY2)‖J = 2‖(Φ1,Φ2)− (ΩY1 ,ΩY2)‖J ≤ min
{
1
dim(Y1) ,
1
dim(Y2)
}
, (151)
and thus Ψ1 and Ψ2 are channels by Lemma 35. It follows from Proposition 33 that the pair
(Φ1,Φ2) =
1
2
(Ψ1,Ψ2) +
1
2
(ΩY1 ,ΩY2) (152)
is compatible, as desired.
The existence of a ball of positive radius within the set of all pairs of compatible channels
implies the following corollary.
Corollary 37. The sets Comp(X ,Y1,Y2) and CPairs(X ,Y1,Y2) have the same dimension as convex
sets. In particular, Comp(X ,Y1,Y2) has positive measure in CPairs(X ,Y1,Y2).
In particular, this means that a randomly selected pair of channels has a nonzero probability
of being compatible.
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Invertible maps and Jordan compatibility
Here we prove that almost all pairs of compatible pairs of channels are Jordan compatible. To do
so, we first observe that almost all channels are invertible as linear maps (and thus almost all pairs
of channels are invertible pairs).
Lemma 38. Almost all channels in C(X ) are invertible as linear maps (in the sense that non-invertible
channels form a set of measure zero).
Proof. We may view all Hermitian-preserving maps on L(X ) as linear maps on the real vector
space of Hermitian operators Herm(X ). By setting n = dim(X ), we may identify Herm(X ) '
Rn
2
, and we may identify the space HP(X ) of Hermitian-preserving maps with the space of n2 ×
n2 matrices over R. Moreover, under these identifications, the affine space of trace-preserving
maps in HP(X ) corresponds to some affine subspace of n2 × n2 matrices. The set C(X ) of all
channels may be identified with a convex subset in this affine subspace. Finally, note that the
determinant is a polynomial on the n4-dimensional vector space of n2 × n2 matrices over R, and
thus the determinant is either constant on this affine subspace or the set of zeroes has measure zero
(with respect to the measure on this affine subspace that is induced by the Lebesgue measure on
Rn
4
). A matrix is invertible if and only if its determinant is nonzero. Since the identity channel is
certainly invertible, it follows from the above observations that the set of non-invertible channels
(as a subset of all channels) has zero measure.
This immediately implies that almost all pairs of channels are invertible.
Corollary 39. For almost all pairs of channels (Φ1,Φ2) ∈ CPairs(X ,X ,X ), the channels Φ1 and Φ2 are
invertible as linear maps. (That is, the set of pairs of channels such that at least one channel is not invertible
has zero measure.)
We may now prove the main result, which is that almost all pairs of compatible channels are
Jordan compatible. In particular, this means that the set of compatible channels is equal to the
closure of the set of Jordan compatible channels.
Theorem 40. The following statements hold.
(1) The set JComp(X ,X ,X ) has full measure as a subset of Comp(X ,X ,X ).
(2) JComp(X ,X ,X ) = Comp(X ,X ,X ).
Proof. Consider the set of pairs of invertible channels, which we denote as
InvPairs(X ,X ,X ) = {(Φ1,Φ2) ∈ CPairs(X ,X ,X ) : Φ1,Φ2 are invertible as linear maps}.
(153)
Recall from Theorem 30 that, a pair of invertible channels (Φ1,Φ2) ∈ InvPairs(X ,X ,X ) is com-
patible if and only if it is Jordan compatible. It follows that
Comp∩ InvPairs ⊆ JComp ⊆ Comp (154)
(where, for simplicity, we have left off the “(X ,X ,X )” part of each set in the above containments).
Statement (1) now follows from the facts that Comp has positive measure in CPairs and the set
InvPairs has full measure in the set CPairs. Finally, statement (2) is a trivial corollary of state-
ment (1), as the set Comp is closed (see Proposition 34).
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7 Semidefinite programming (SDP) formulations
In this section, we formulate some of the compatibility questions posed in this work as semi-
definite programs and examine them in a new light via duality theory. Also, we use semidefinite
programming methods to provide a novel proof the well-known result that there is no perfect
broadcasting in quantum theory.
7.1 SDP formulations of compatibility
Recall from the introduction that determining whether a given pair of channels Φ1 ∈ C(X ,Y1)
and Φ2 ∈ C(X ,Y2) is compatible is equivalent to solving the following feasibility problem:
find: Φ completely positive
satisfying: Φ1 = TrY2 ◦ Φ
Φ2 = TrY1 ◦ Φ.
(155)
Using the Choi representations, one finds that this is equivalent to the following semidefinite
programming feasibility problem:
find: X ∈ Pos(X ⊗Y1 ⊗Y2)
satisfying: TrY2(X) = J(Φ1)
TrY1(X) = J(Φ2),
(156)
where a solution X to the problem (156) is the Choi representation of a compatibilizing channel
in (155) (if one exists). In other words, we are translating the channel problem into a matrix
problem via the Choi isomorphism.
The channel compatibility problem can also be phrased in terms of the following pair of
semidefinite programs. Let αC be the optimal value of the following semidefinite program
maximize: t
satisfying: TrY2(X) = J(Φ1)
TrY1(X) = J(Φ2)
X ≥ t · 1X⊗Y1⊗Y2
(157)
and let βC be the optimal value of its dual problem, which can be stated as
minimize: 〈Z1, J(Φ1)〉+ 〈Z2, J(Φ2)〉
satisfying: Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ∈ D(X ⊗Y1 ⊗Y2)
Z1 ∈ Herm(X ⊗Y1)
Z2 ∈ Herm(X ⊗Y2).
(158)
Recall here that Tr∗Y1 and Tr
∗
Y2 are the adjoints of the partial trace maps that are defined in (73).
Strong duality holds for this pair of semidefinite programs, as we now argue. Indeed, the
operator
X¯ =
1
dim(Y2) Tr
∗
Y2
(
J(Φ1)
)
+
1
dim(Y1) Tr
∗
Y1
(
J(Φ2)
)− 1
dim(Y1 ⊗Y2)1X⊗Y1⊗Y2 (159)
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is a feasible solution for the primal SDP, and thus
αC ≥ λmin(X¯). (160)
Similarly, the operators
Z¯1 :=
1
2 dim(X ⊗Y1 ⊗Y2)1X⊗Y1 and Z¯2 :=
1
2 dim(X ⊗Y1 ⊗Y2)1X⊗Y2 (161)
form a strictly feasible dual solution. Thus,
βC ≤ 1dim(Y1 ⊗Y2) . (162)
By Slater’s theorem (see, e.g., [35, Theorem 1.18]) it holds that αC = βC and that the optimal value
αC is attained. Summarizing these bounds, we have
λmin(X¯) ≤ αC = βC ≤ 1dim(Y1 ⊗Y2) . (163)
Note the fact that αC is attained tells us something interesting. It tells us that Φ1 and Φ2 are
compatible if and only if αC ≥ 0 (and thus βC ≥ 0). This brings us to the following theorem.
Theorem 41 (Theorem of the alternative (version 1)). Exactly one of the following statements is true:
(1) Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are compatible.
(2) There exists Z1 ∈ Herm(X ⊗Y1) and Z2 ∈ Herm(X ⊗Y2) such that
Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ≥ 0 and 〈Z1, J(Φ1)〉+ 〈Z2, J(Φ2)〉 < 0. (164)
Proof. As stated previously, statement (1) is equivalent to the condition that αC ≥ 0. Thus, if
statement (1) is not true, then αC < 0 and thus there exists a dual feasible solution (Z¯1, Z¯2) with
negative objective function value. The pair (Z¯1, Z¯2) witnesses that statement (2) is true. In other
words, both statements cannot be false.
Now, suppose that both statements are true for the purpose of a contradiction. This implies the
existence of a primal feasible solution X¯ ≥ 0 and Z1 ∈ Herm(X ⊗ Y1) and Z2 ∈ Herm(X ⊗ Y2)
such that the conditions in (164) hold. Now we have
0 > 〈Z1, J(Φ1)〉+ 〈Z2, J(Φ2)〉 (165)
= 〈Z1, TrY2(X¯)〉+ 〈Z2, TrY1(X¯)〉 (166)
= 〈Tr∗Y2(Z1) + Tr∗Y1(Z2), X¯〉 (167)
≥ 0, (168)
as each operator is positive semidefinite, which yields a contradiction. Thus, both statements
cannot be true. The result follows.
To state a neat corollary, we define an inner product on linear maps.
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Definition 42. We may define an inner product on T(X ,Y) as
〈Ψ,Φ〉 := 〈J(Ψ), J(Φ)〉 (169)
for every choice of linear maps Φ,Ψ ∈ T(X ,Y). That is, the inner product between two linear
maps is defined as the inner product of their Choi representations. Note that this is a proper inner
product as the Choi representation is an isomorphism.
We now have the following corollary of Theorem 41.
Theorem 43 (Theorem of the alternative (version 2)). Exactly one of the following statements is true:
(1) Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are compatible.
(2) There exists Hermitian-preserving maps Ψ1 ∈ T(X ,Y1) and Ψ2 ∈ T(X ,Y2) such that
Tr∗Y2 ◦Ψ1 + Tr∗Y1 ◦Ψ2 is completely positive and 〈Ψ1,Φ1〉+ 〈Ψ2,Φ2〉 < 0. (170)
We now use the machinery we have developed to provide a novel proof of the no-broadcasting
theorem in the following example.
Example 44 (No-broadcasting theorem). Recall that the no-broadcasting theorem states that the
identity channel is not self-compatible. To study the self-compatibility of the identity channel, we
define the partially depolarizing channel Ωp ∈ C(X ) with parameter p ∈ [0, 1], as
Ωp = pΩ+ (1− p)1L(X ). (171)
Consider the operators Z1 and Z2 defined as
Z1 = Z2 := 1⊗ 1− 2dim(X ) + 1
dim(X )
∑
i,j=1
Ei,j ⊗ Ei,j. (172)
It can be verified that this choice of operators satisfies
Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ≥ 0 and 〈Z1 + Z2, J(Ωp)〉 < 0 (173)
for p in the range
0 ≤ p < dim(X )
2(dim(X ) + 1) . (174)
Thus, by Theorem 41, the channel Ωp is not self-compatible for these values of p (see also [26, 27]
for another proof of this fact). Taking p = 0 implies the result of the no-broadcasting theorem, as
Ω0 is the identity channel.
Remark 45 (Rewriting the dual using Jordan products). We have shown a few close relationships
between the notions of compatibility and Jordan products. We now show that this relationship is
rather natural, as the Jordan product appears (in a somewhat hidden form) in the dual SDP above.
To see this, observe that
〈Z1, J(Φ1)〉+ 〈Z2, J(Φ2)〉 = 〈J(Φ1 A Φ2), Tr∗Y2(Z1) + Tr∗Y1(Z2)〉 (175)
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where J(Φ1 A Φ2) is a generalized Jordan product for every choice of operator A satisfying the
conditions in (117). From this we may obtain the following alternative form of the dual problem
in (158):
minimize: 〈J(Φ1 A Φ2), ρ〉
subject to: ρ = Tr∗Y2(Z1) + Tr
∗
Y1(Z2) ∈ D(X ⊗Y1 ⊗Y2)
Z1 ∈ Herm(X ⊗Y1)
Z2 ∈ Herm(X ⊗Y2).
(176)
Note that this yields a previous result of ours. Namely, if there exists an operator A satisfying the
conditions in (117) such that J(Φ1A Φ2) ≥ 0, then from the dual (as written above) we have that
βC ≥ 0 and thus Φ1 and Φ2 are compatible.
7.2 SDP for finding a generalized Jordan product compatibilizer
Recall that for channels Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2), the task of determining Jordan com-
patibility is equivalent to the following problem
find: A ∈ Herm(X ⊗X1 ⊗X2)
satisfying: TrX1(A) = J(1L(X ))
TrX2(A) = J(1L(X ))(
1L(X ) ⊗Φ1 ⊗Φ2
)
(A) ∈ Pos(X ⊗Y1 ⊗Y2)
(177)
where J(Φ1A Φ2) =
(
1L(X ) ⊗Φ1⊗Φ2
)
(A) is the generalized Jordan product of Φ1 and Φ2 with
respect to A.
The problem of determining Jordan compatibility of a pair of channels can be phrased in
terms of the following pair of semidefinite programs. Let αJ be the optimal value of the following
semidefinite program
maximize: t
satisfying: TrX1(A) = J(1L(X ))
TrX2(A) = J(1L(X ))(
1L(X ) ⊗Φ1 ⊗Φ2
)
(A) ≥ t · 1X⊗Y1⊗Y2
A ∈ Herm(X ⊗X1 ⊗X2),
(178)
and let βJ be the optimal value of the corresponding dual problem, which can be stated as follows
minimize: 〈W1 +W2, J(1L(X ))〉
satisfying: (1L(X ) ⊗Φ∗1 ⊗Φ∗2)(ρ) = Tr∗X2(W1) + Tr∗X1(W2)
W1 ∈ Herm(X ⊗X1)
W2 ∈ Herm(X ⊗X2)
ρ ∈ D(X ⊗Y1 ⊗Y2).
(179)
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We now show that strong duality holds for this pair of semidefinite programs. To see this, note
that the operator A = AJP together with the value t = λmin(
(
1L(X ) ⊗ Φ1 ⊗ Φ2
)
(AJP)) forms a
feasible solution to the primal problem in (178), and thus
αJ ≥ λmin
((
1L(X ) ⊗Φ1 ⊗Φ2
)
(AJP)
)
. (180)
Similarly, the operators
W1 :=
1
2 dim(X )3 1X⊗X1 (181)
W2 :=
1
2 dim(X )3 1X⊗X2 (182)
ρ :=
1
dim(X )3 1X⊗Y1⊗Y2 (183)
form a strictly feasible solution to the dual problem, and thus
βJ ≤ 1dim(X )2 . (184)
Strong duality now follows from the fact that the primal is feasible and the dual is strictly feasible.
Moreover, it holds that αJ = βJ and that the optimal value αJ is attained. Summarizing these
bounds, we have
λmin
((
1L(X ) ⊗Φ1 ⊗Φ2
)
(AJP)
)
≤ αJ = βJ ≤ 1dim(X )2 . (185)
Again, note that the fact that αJ is attained tells us something interesting. It tells us that Φ1 and
Φ2 are Jordan compatible if and only if αJ ≥ 0 (and thus βJ ≥ 0). This brings us to the following
theorem.
Theorem 46 (Theorem of the alternative (Jordan version)). Exactly one of the following statements is
true:
(1) Φ1 ∈ C(X ,Y1) and Φ2 ∈ C(X ,Y2) are Jordan compatible.
(2) There exists W1 ∈ Herm(X ⊗X1), W2 ∈ Herm(X ⊗X2), and ρ ∈ Pos(X ⊗Y1 ⊗Y2) such that
(1L(X ) ⊗Φ∗1 ⊗Φ∗2)(ρ) = Tr∗X2(W1) + Tr∗X1(W2) and
〈
W1 +W2, J(1L(X ))
〉
< 0. (186)
Proof. The proof is completely analogous to that of Theorem 41.
Remark 47 (Rewriting this dual using Jordan products). Again, we can use Jordan products to
rewrite the dual SDP (179). In particular, the dual objective function can be given by any of the
four equivalent expressions:
〈W1 +W2, J(1L(X ))〉 = 〈A, Tr∗X2(W1) + Tr∗X1(W2)〉 = 〈A, (1⊗Φ∗1 ⊗Φ∗2)(ρ)〉 (187)
= 〈J(Φ1 A Φ2), ρ〉 (188)
where A satisfies the conditions in (117). Note that they are equivalent since we are assuming
(W1, W2, ρ) is dual feasible.
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8 Qubit channels
We now consider the case where X = Y = C2. From a result about the symmetric extendibility
of two-qubit states [39], we have that a qubit channel Φ ∈ C(X ) is self-compatible if and only if it
holds that
Tr
((
TrX (J(Φ))
)2) ≥ Tr(J(Φ)2)− 4√det(J(Φ)). (189)
However, closed-form algebraic criteria for the compatibility of other channels remain unknown.
8.1 On the compatibility of (partially) dephasing-depolarizing channels
In this subsection, we consider the compatibility and k-self-compatibility of a class of channels
that we call dephasing-depolarizing channels, which we define as follows. For fixed parameters
p, q ∈ [0, 1] satisfying p + q ≤ 1, the partially dephasing-depolarizing channel is the linear map
Ξp,q = (1− p− q)1L(X ) + p∆+ qΩ, (190)
where we recall the (completely) dephasing channel ∆ and the (completely) depolarizing channel
Ω from Equation (25).
Self-compatibility
It can be easily verified that Ξp,q is a measure-and-prepare channel (i.e., its Choi representation is
separable, or in this case, PPT) if and only if q ≥ 2(1− p)/3 (which is easy to check from the PPT
criterion). Thus, for values of p and q in this region, the channel Ξp,q is k-self-compatible for all k.
We now consider the k-self-compatibility for these channels for small values of k.
The case k = 2 is simple, as one may apply the condition (189) to determine self-compatibility.
Note that TrX (J(Ξp,q)) = 1Y and thus Tr((TrX (J(Ξp,q)))2) = 2 holds for these channels. It is then
straightforward to verify that (189) is satisfied for p, q ∈ [0, 1] with p + q ≤ 1 if and only if
q ≥ 2− p−
√
1+ 2p(1− p)
3
. (191)
This yields the region for which Ξp,q is self-compatible. (Note that if one could not obtain a closed-
form expression for the self-compatibility of a given family of channels analytically, it could be
computed numerically by solving the relevant SDPs provided in Section 7.)
For k ∈ {3, . . . 10}, we also numerically determine the regions where Ξp,q is k-self-compatible
using the SDP solver CVX [40, 41]. The results are depicted in Figure 1a. Note that k-self-
compatibility implies l-self-compatibility for k ≥ l. (We note that although we did not give the
SDP explicitly for k-self-compatibility, one can extend the SDP for self-compatibility in the natural
way. In fact, it is equivalent to the k-symmetric extendibility of the (normalized) Choi representa-
tion, and the SDP is then given in [10].)
Jordan self-compatibility
Note that, for parameters p, q > 0 satisfying p + q < 1, the map Ξp,q is invertible as a linear map.
Indeed, the inverse map is given as
Ξ−1p,q =
1
1− p− q
(
1L(X ) −
p
1− q∆− q
1− p− q
1− q Ω
)
. (192)
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(a) Boundaries for the regions of k-self-compatible
of the channel Ξp,q. The topmost (yellow) line is
p + q = 1 below which is the region in consid-
eration. The next line down (purple) is defined
by q = 2(1− p)/3 and is the lower boundary for
which Ξp,q is k-self-compatible for all values of k.
The bottom-most curve (blue) is the lower bound-
ary of the 2-self-compatible channels given by q =
2−p−
√
1+2p(1−p)
3 . The subsequent curves above
represent the boundaries of the k-self-compatible
channels for k ∈ {3, . . . , 10} which were deter-
mined numerically (using CVX).
(b) The bottom-most curve (red) given by q =
2−p−
√
1+2p(1−p)
3 is the lower boundary of the re-
gion where the channel Ξp,q is self-compatible. The
middle curve (blue) is the lower boundary of the
region where J(Ξp,q  Ξp,q) ≥ 0, i.e., (standard)
Jordan self-compatible. The top-most line (yel-
low) is the lower boundary of the region where
Ξp,q is a measure-and-prepare channel, i.e., k-self-
compatible for all k. Recall that Ξp,q is only defined
for p + q ≤ 1.
Figure 1: The regions of k-self-compatibility and (standard) Jordan self-compatibility of the par-
tially dephasing-depolarizing channels.
By Proposition 30, and for these values of p and q, the channel Ξp,q is therefore self-compatible if
and only if it is (generalized) Jordan compatible with itself. Recall that every measure-and-prepare
channel is self-compatible. Thus, the region of pairs (p, q) such that Ξp,q is a measure-and-prepare
channel (i.e., such that the Choi representation J(Ξp,q) is a separable operator) forms a subset of
the region of pairs for which Ξp,q is self-compatible. Consider now the standard Jordan product
of Ξp,q with itself. If the map Ξp,q  Ξp,q is completely positive (i.e., if J(Ξp,q  Ξp,q) ≥ 0), then Ξp,q
is self-compatible.
The boundaries of these three regions are depicted in Figure 1b. Interestingly, the region where
J(Ξp,qΞp,q) ≥ 0 is strictly smaller than the region where Ξp,q is self-compatible and strictly larger
than the region where J(Ξp,q) is separable.
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Figure 2: Regions of points (q0, q1) where the channels Ωq0 and Ωq1 satisfy each given property.
The red curve is the lower boundary of the region where the channelsΩq0 andΩq1 are compatible.
The blue curve is the lower boundary of the region where J(Ωq0 Ωq1) ≥ 0. The yellow curve is
the lower boundary of the convex hull of the points (1/3, 1/3), (0, 1), (1, 0), and (1, 1).
8.2 On the compatibility of partially depolarizing channels
We now restrict our attention to pairs of partially depolarizing channels (Ωq0 ,Ωq1) as defined
in (171). (To connect this analysis to the discussion in the previous section, note channels of
this form may be expressed as Ωq = Ξ0,q.) It is evident that Ω = Ω1 is compatible with every
channel (see Lemma 24). Moreover it is known that the channel Ωq is self-compatible whenever
1/3 ≤ q ≤ 1 (see [26] for details). Furthermore, the set of pairs of compatible channels must be
convex. Hence, the region of pairs (q0, q1) for which Ωq0 and Ωq1 are compatible must at least
contain the convex hull of these pairs. In fact, it was shown in [32] that the channels (Ωq0 ,Ωq1) are
compatible if and only if
q0 +
√
q0q1 + q1 ≥ 1. (193)
We add to this analysis by considering pairs (q0, q1) where J(Ωq0  Ωq1) ≥ 0. (That is, when
Ωq0 and Ωq1 are (standard) Jordan compatible.) To illustrate the distinction between these three
different regions of compatibility, the boundaries of these regions are depicted in Figure 2. These
are the boundaries of the regions of values (q0, q1) where
• Ωq0 and Ωq1 are compatible (red curve),
• J(Ωq0 Ωq1) ≥ 0 (i.e., where Ωq0 and Ωq1 are (standard) Jordan compatible) (blue curve),
and
• (Ωq0 ,Ωq1) is in the convex hull of the self-compatible pair (Ω1/3,Ω1/3) and the trivially com-
patible pairs (Ω0,Ω1), (Ω1,Ω0), and (Ω1,Ω1) (yellow curve)
(where we note that every channel is trivially compatible with the completely depolarizing chan-
nel Ω1 = Ω). Interestingly, the region of points (q0, q1) satisfying J(Ωq0 Ωq1) ≥ 0 is neither a
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subset nor a superset of the convex hull of the points (1/3, 1/3), (0, 1), (1, 0), and (1, 1). This illus-
trates that the (standard) Jordan product provides an interesting non-trivial sufficient condition
for the compatibility of these channels.
Note that for values of q satisfying 0 ≤ q < 1, the partially depolarizing map Ωq is invertible
with inverse map given by
Ω−1q =
1
1− q
(
1L(X ) − qΩ
)
. (194)
Therefore, for parameters satisfying 0 < q0 < 1 and 0 < q1 < 1, the channels Ωq0 and Ωq1 are
compatible if and only if they are (generalized) Jordan compatible.
9 Conclusions
In this work, we studied the quantum channel marginal problem (i.e., the channel compatibility
problem)—which is the task of determining whether two channels can be executed simultane-
ously, in the sense that afterwards, one can choose which channel’s output to obtain. We showed
how to decide this via semidefinite programming and presented several other key properties such
as its equivalence to the quantum state marginal problem.
We also studied a generalization of the Jordan product to quantum channels, and in turn,
generalized it further such that it captures the compatibility of invertible channels. This Jordan
product may be of independent interest.
Open problems.
There are many open problems concerning the compatibility of channels. We briefly mention a
few which we think are interesting.
One immediate open problem is the question of whether compatibility and Jordan compatibil-
ity are equivalent. We conjecture that they are equivalent based on the fact that the set of pairs of
compatible channels that are not Jordan compatible must have zero measure when the output and
input spaces have the same dimension. On this note, it would be interesting to see if the resolution
to this conjecture depends on the dimensions of the input and output spaces.
Another interesting problem is to examine the computational complexity of determining com-
patibility for a given pair of channels. Since it is equivalent to the quantum state marginal problem,
we suspect that there are versions of this problem which are QMA-hard (although the equivalence
is a mathematical one, and may or may not translate into efficient algorithmic reductions).
Another open problem is whether one can extend this work to study the compatibility of other
quantum objects, such as quantum strategies [42–44], combs [45, 46], or even channels in other
generalized probabilistic theories.
Lastly, there might be a relationship between channel compatibility and cryptography. For
example, symmetric extendibility is closely related to quantum key distribution, since you do
not want Alice to be just as correlated/entangled with Bob and she is with Eve. Since quantum
channel compatibility generalizes symmetric extendibility, perhaps there is another cryptographic
setting in which the notion of channel compatibility translates into (in)security.
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