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DISCLAIMER

I organized my dissertation research in an anonymous fashion. This provided informants
confidentiality when discussing development efforts, which theoretically, allowed for a
more thorough and critical analysis. As a result, all names (people and cities), references,
and any other identifiers were purposively disguised or eliminated as to not identify them.
To help the reader overcome this anonymity, I have invented pseudonyms for the cities
and local development actors (listed below). I also eliminated any identifying
information in the references.
Factory Town Actors
Alan: Factory Town’s façade restoration program administrator as well as one of the
city’s housing officials
Carl: Former mayor of Factory Town
Diane: One of Factory Town’s housing demolition officials
Gabriel: Local university professor
James: Factory Town’s previous Director of Redevelopment (for over 25 years)
Jane: Factory Town’s brownfields coordinator as well as one of the city’s housing
officials
Mary: Executive Director of Factory Town’s Downtown Development Partnership
Michael: Factory Town’s current Mayor

viii
Paul: Director of a regional economic development organization; Factory Town belongs
to this organization
Raymond: Vice President of Factory Town’s Economic Development Alliance and
member of the local Chamber of Commerce
Steve: Factory Town’s current Director of Redevelopment
Tanya: State brownfields official within the Indiana Finance Authority; has worked with
Factory Town
College Town Actors
Bruce: Official for company that relocated from Iowa to College Town’s Research Park
Chris: Official at the Planning Commission of College Town County
David: College Town’s current Director of Redevelopment
Donald: College Town University Research Park official
George: College Town’s current Community Development Director
Heather: College Town’s previous mayor for over four decades
Mark: College Town University official tasked with the school’s entrepreneurialism
policies
Natasha: Director at the Planning Commission of College Town County
Reagan: Current Director of the Neighborhood Housing Corporation
Rhonda: Assistant to David
Robert: College Town University Research Park official as well as a Vice President at
the Entrepreneurialism Center
Thomas: Current Mayor of College Town
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ABSTRACT

Malackany, Christopher A. Ph.D., Purdue University, August 2016. Local Matters:
Regulating Economic Development in Two Indiana Cities. Major Professor: Rich Hogan.

Since the 1970s, local governments have utilized similar redevelopment tools to
counteract economic dislocations but cities often experience divergent development
pathways. This project explores why these divergences occur through a comparative case
study of a college town and factory town in Indiana. Qualitatively, I compile data from
interviews with city officials, local government documents, and related research to
address the towns’ divergent development paths. Two findings are noteworthy. First, a
locality’s extant resources act as path-dependent liabilities for local growth. Second,
state and federal aid greatly assists local development. Yet the defunding of these
revenue streams, and a city’s reliance on specific types of funding, positions each city in
a more or less advantageous position for future prosperity. These results suggest that
local development is best understood as the interplay between local infrastructures,
various intergovernmental incentives, and the needs of capital.
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CHAPTER 1. INTRODUCTION

Since 1980, political, economic, and ideological changes have reconstituted the
U.S. intergovernmental system such that the local state is now tasked with its own
economic survival. The federal government has surrendered certain economic powers to
local governments and has coupled this political devolution with a precipitous decline in
funds for urban programs. Even since this “new federalist” policy of the Reagan era,
localities have had a more direct influence on their own economic livelihoods. Although
the literature focuses on the extent to which localities are defenseless in a global economy
(Bluestone and Harrison 1982; Logan and Molotch 1987), we must recognize that urban
systems are neither passive recipients, nor deferential servants, accepting the largesse
while submitting to the demands of mobile capital.
Local governments possess development agency, such as granting financial
incentives or equipping their city with high-tech infrastructure. These decisions are not
made in a development vacuum, however, but are conditioned by two processes: (1) past
development projects and their associated infrastructure and (2) large-scale economic
transformations that privilege a certain constellation of resources necessary for that
system’s survival. In this way, urban development should be viewed relationally as a
combination of local decision-making and the institutional context within which those
decisions are made.
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Given this perspective, I employ a comparative case study research strategy to
examine two ideal-type Indiana cities, Factory Town and College Town (see Chapter 2).
I trace their development trajectories since 1980 to investigate the relationship between
large-scale economic and political transformations, the structure of local productions
systems, and various types of investment. This analysis brings to light how national
economic and political trends differentially impact local conditions that are more or less
supportive of a particular production paradigm. In turn, local officials use tools and
incentives at their disposal to either correct market failures or enhance growth. More
generally, cities compete for capital investment by way of marketing local resources, be
they cultural, political, economic, or social. This forces us to consider the pathdependent influence of development legacies, while also attending to the type and
intensity of local agency. In short, local governments are more directly involved with
their economic futures, but this involvement is mediated by national and global political,
economic, and private investment trends that privilege certain types of places at the
expense of others.
1.1

The Global Economy

The U.S. economy has shifted from a manufacturing to a still-evolving servicebased economy, resulting in changes to the country’s workforce and its geography of
production (Bluestone and Harrison 1982; Harvey 1990; Kutscher and Peronick 1986;
Noyelle 1986). Geographically, production facilities have relocated from the Midwest to
other parts of the United States and other nations (Dicken 2003; Frey and Speare 1988;
Helper et al 2012; Crandall 1993). Yet this movement was and still is influenced by
place-specific characteristics created to support the manufacturing paradigm of the mid-
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20th century, including: capital-labor relations, level of unionization, government
subsidies, labor force skills, and natural and social material production costs (Feagin
1988; Flanagan 2002; Gottdiener and Hutchison 2000; Peet 1983; Storper and Walker
1983). These characteristics are often used to explain how communities attract and/or
lose a manufacturing facility.
This suggests a relationship between mobility and fixity such that the accelerated
movement of commodities, information, and people requires a particular built
environment conducive for this intensification (Brenner 1999; Harvey 1985a; Marx [1939]
1993, [1978] 1993). The movement thus still depends on particular places and their
extant infrastructure. This can have a rather intense effect in the sense that some places
act as magnets for capital, encouraging agglomeration around particular economic sectors
or industries (Porter 1990). In this context, capital relocates to take advantage of
economies of scale. But we must also acknowledge that certain areas, Silicon Valley for
example, exert strong retention qualities that make it extremely costly for local
companies to relocate elsewhere. For if they do, they lose out on that area’s resources
and skilled workforce. Local dependence, therefore, is still a major feature of the global
capitalist economy (Cox and Mair 1988; Cox 1993).
This on-going and at times quarrelsome relationship leads to questions as to how
localities can embed capital in their respective communities as a means towards increased
economic prosperity. This is especially pertinent for those communities that have been
negatively impacted by the aforementioned manufacturing-to-service transformation.
Communities typically resort to competitive tactics, such as offering financial incentives
and marketing their environments. But the types of incentives offered are conditioned by
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local development legacies (Brenner and Theodore 2002; Hudson 2001; Massey 1984).
Local officials must account for these resources, since new investment affects, and is
affected by, how the current local economy and labor skill set mesh with capital’s needs.
As such, these structures should be viewed as path-dependent assets and/or liabilities for
local growth.
Extant structures and institutions have path dependent effects, such that past
development projects and strategies engender particular social, political and economic
landscapes that are engrained and self-reproducing within a place in support of a
particular development pathway (Harvey 1985b; Martin 2000; Mahoney 2000a). When
local officials confront these landscapes, they do so in the context of networked relations
between firms, governments, development officials, and the larger economy, which in
turn, shape the availability of various opportunities and/or constraints (Uzzi 1996). More
generally, I am referring to the relationship between social capital and economic
development, whereby networked connections provide economic benefits to its members
and to the local community (Granovetter 1985; Portes 1998; Putnam 2000; Woolcock
1998). This social context of development is key for local revitalization, illustrating how
some places have attractive attributes that override devolutionary concerns and may even
curb disinvestment.
Perhaps the most dominant manifestation of this dynamic is visible in the nation’s
industrial heartland. Access to markets, extensive transportation systems, supportive auto
supplier companies, and a host of other variables influenced the concentration of
automobile manufactures in this area (Blair and Premus 1987; Crandall 1993; Gottdiener
and Hutchison 2000; Hurley 1959; Klier and McMillen 2005; Masood 2007; Teaford
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1993). Localities with these attributes saw their fortunes rise with the increasing
dominance of American automobile manufacturing during the early- to mid-twentieth
century. Gary (IN) and Pittsburgh (PA) are prime examples (Dieterich-Ward 2015; Lane
2006).
But these characteristics, though essential for manufacturing, often do not support
new production systems with different requirements. High-tech development, for
example, relies on extensive research and development facilities and cultural
underpinnings that encourage and nurture entrepreneurship (Endeavor Insight 2014;
Kenney 2000; Saxenian 1994). We must also recognize that changing economic
circumstances ultimately devalue those inputs necessary for previous production systems.
The aftermath of this devaluation can prove costly for industrial cities, as they must deal
with abandoned factories or properties that are often rife with environmental hazards.
These brownfield sites pose severe redevelopment difficulties in terms of their amount,
cost, and desirability (EPA 2015b; GAO 2005; Haninger el at 2014).
In sum, the global system has systematically changed since the 1980s. But this
change has particular influence on different types of local systems. For those places with
established industrial sectors, deindustrialization is quite costly. Old factories and
abandoned properties plague their landscapes and local officials must respond in a timely
fashion. Comparatively, localities with high-tech infrastructure can actually profit from
this transformation as their resources have become increasingly more valuable in the
contemporary period. These circumstances draw attention to the path dependent effects
of development activities, as local officials must always make development decisions that
are contingent upon past projects and their relationship with the larger economy.
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1.2

U.S. Federalism since 1980

The intergovernmental political context, relating to the ways in which assistance
is provided to lower levels of government, also influences local development processes.
Prior to the aforementioned economic transition, the federal government effectively
encompassed and directed lower government redevelopment efforts. But the transition
disrupted this hierarchical relationship, positioning localities in a more isolated governing
position relative to global capital (Jessop 2002). This was aided by the fact that the
federal government devolved fiscal and functional powers onto localities. Following this,
I argue that national and state governments have influence on urban development,
contingent upon the structure of their assistance and its relationship with local priorities
and needs. Borrowing from social movement theory, this intergovernmental system can
be viewed as an economic opportunity structure.
In social movement theory, political opportunity structures are those exogenous
variables located within the state apparatus that influence social movement outcomes
(Eisinger 1973; McAdam 1996; Meyer and Minkoff 2004; Tilly 1978; Tarrow 1998).
Different scholars have proposed varying conceptions of opportunities depending on the
social movement under study (Meyer 2004). However, most important for my purposes
is the conceptualization put forth by McAdam (1996). Among other variables, McAdam
(1996) suggests that one component of the political opportunity structure is the relative
openness or closure of the political system. I adapt this conceptualization but reframe it
to one concerned with economics, specifically the intergovernmental funding system.
Various federal and state funding programs privilege certain local conditions,
which has differing effects on urban systems with varying levels of those attributes. This
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can be viewed as a form of institutional openness/closure. Two features best illustrate
this openness/closure. First, funding is awarded on a competitive or non-competitive
basis (CBO 2013). From a competitive perspective, communities apply and compete
with other local governments for these grants, and theoretically, assistance will be
awarded to those communities who most closely match the fund’s requirements.
Competitive grants have become increasingly common since the 1980s, but unfortunately,
there is no guarantee that the applying government will receive any funds (Caruso 2016;
CBO 2013). Even more disconcerting is the fact that other local conditions, like the
ability to write compelling grant proposals and strong intergovernmental relationships,
influence allocations (Collins and Gerber 2006; Hall 2008; Lowe et al 2015).
Comparatively, non-competitive grants eliminate this uncertainty. These grants are
typically formula-based such that eligible communities receive a level of funding that
coincides with their ranking on various demographic, social, and economic variables
(GAO 2009). Although local conditions can change, communities can rest assured that
formula-based allocations will continue in the foreseeable future.
This brings us to the second component of the economic opportunity structure: the
amount of funding available. Regardless of the type of grant, federal and state officials
make budgetary decisions that influence the grant’s funding levels. These decisions are
indicative of government priorities, and furthermore, these priorities can change over
time (Driessen 2016; Heniff, Jr. et al 2012). From a local perspective, changes in funding
levels differentially impact local efforts. For example, defunding federal or state
programs can seriously dampen local efforts that rely on this assistance. In contrast,
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government programs that have experienced funding increases can enhance associated
local initiatives.
Combined, these two features influence the availability of intergovernmental
assistance for urban systems. We also need to recognize how local conditions influence a
city’s desire or need for this assistance. Clearly, industrial towns like Gary (IN) have
different features than high-tech hot spots like Mountain View (CA). And so the key is
to first examine the core features of the intergovernmental system, and then review how
cities are navigating the contemporary period.
Prior to the 1980s, specifically during the Great Society era of the late 1960s, the
federal government evoked a top-down, federally funded and regulated approach to urban
development (Biles 2011; Gelfand 1975). This period witnessed the creation of the
cabinet-level Department of Housing and Urban Development (1965), a federal agency
primarily concerned with urban affairs. The federal government also enacted programs
like urban renewal, Model Cities, General Revenue Sharing, and urban mass
transportation grants to assist and/or enable local growth. Reagan’s ascent to the
presidency in 1980 ushered in a “new federalism” that fundamentally reorganized the
intergovernmental system. Most significantly, this new system decreased the overall
amount of federal funds for urban problems. To the extent that cities depended on federal
funds, the Reagan revolution imposed a significant burden. Devolutionary pressures
forced communities to make tough decisions concerning how best to allocate diminishing
financial resources for redevelopment purposes. In turn, a less federally nested, more
competitive local state emerged, one that is now more responsible for its own economic
survival. But as soon will become clear, there are winners and losers.
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Reagan brought with him a philosophy of government that evoked a limited
intervention, if not a total hands-off approach to economic and social affairs (Kleinberg
1995). He thought that states and localities had become overly reliant on federal aid, so a
key to revamped economic prosperity was to alter this ‘dependent’ relationship (Krane
1990). He sought to shift the locus of economic development away from the federal
government onto localities and the private market by initiating funding cuts for urban
programs with the passage of the 1981 Omnibus Budget Reconciliation Act. This act
initiated decades-long reductions in federal funding for a variety of local initiatives
including community development block grants, urban development action grants,
general revenue sharing, and mass transit aid (among others). Total funding for these
initiatives decreased by 66.3% in real dollar terms (U.S. Conference of Mayors 1994).
Another feature of this fiscal devolution is the fact that during the first few years of
Reagan’s presidency, roughly $14 billion was cut from grants to localities (Kleinberg
1995).
Federal disengagement from urban issues is perhaps most visible when examining
the changes in federal funding priorities associated with major grant functions. For
example, the largest grant category in 2013, health, received over half (51.8%) of all
federal grant outlays, up from 17.2% in 1980. In contrast, the community and regional
development category only received 3.1% of all grant outlays in 2013, down from 7.1%
in 1980. This was the smallest grant category in both years.1
Disaggregating the community and regional development category into its
constituent parts reveals an even direr situation for local redevelopment efforts. Table
1

See the 2015 Budget of the United States Government, Historical Table 12.2.
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1.1 provides a list of key urban redevelopment programs that were defunded during the
1980s (Budget of the United States Government 2014; Busch 2001; Public Law 89−136;
Teaford 2000; Young 1984). This table reveals some striking findings. For example,
Urban Renewal saw a total loss of funding due to its elimination. Urban development
action grants met a similar fate in 1988, interestingly enough, as Congress prioritized
NASA program funding above UDAG (Kuntz 1988). EDA Programs also experienced a
massive loss of finding during this time. However, these three areas pale in comparison
Table 1.1. Selected Trends in Federal Grants to State and Local Governments by Program:
1980-1990 (in millions of dollars)

to grant outlays for the Community Development Fund (CDF), as it has over ten times the
funding of the other areas. Moreover, the CDF contains arguably the most extensive
urban revitalization program in U.S. history, the Community Development Block Grant
(CDBG) (Public Law 93-383; Biles 2011).
The CDBG services the most vulnerable in local communities while creating jobs
through economic expansion (HUD 2014a). And there is little doubt of the program’s
effectiveness, as funds have been used to create jobs, rehabilitate housing, and leverage
private investment (Doaks et al 1999; City of Phoenix 2014; Graves 2006). But cuts to
this program were part and parcel to Reagan administration’s devolutionary tactics. We
can see this through its roughly 28% decrease in real dollars from 1980-1990. More
revealing is the fact that the real dollar amount of the program’s funding (solid line) has
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steadily decreased while at the same time, an increasing amount of communities (dotted
line) are competing for these diminishing funds. Figure 1.1 outlines this bleak dynamic
for urban systems.2
Against this funding issue, communities can rest assured that they will receive at
least some funding due to the fact that the CDBG is formula-based. This means that
funds are allocated to recipient communities according to factors specified within
enabling legislation. For example, CDBG funds are distributed based on a community’s
population size, poverty levels, overcrowding, growth lag, and housing conditions

Figure 1.1. History of CDBG Allocations & Number of Entitlement Communities

2

Data comes from HUD (2015). CDBG allocations are 2015 inflation-adjusted dollars.
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(Nathan et al 1977; Richardson and Meehan 2003). Though limited, this federal grant
program can provide communities a somewhat steady stream of financial assistance for
them to deal with urban issues.
The CDBG program is the federal government’s signature urban initiative,
allowing recipient communities much-needed flexibility to deal with local conditions.
But intergovernmental grants can also focus on a specific area, referred to as project
grants, which are construed so that the federal government has more control over local
efforts (CBO 2013). Reviewing the entirety of these grants is beyond the scope of this
project. I will, however, focus on initiatives found in my research. From a federal
perspective, there are two noteworthy programs: the Neighborhood Stabilization Program
(NSP) and the Hardest Hit-Blight Elimination Program (BEP). First, the NSP,
established in 2008 in response to the economic recession, sought to help housing
stabilization efforts within those communities suffering from severe abandonment and
foreclosures (Public Law 110-289). Federal funds were allocated to states and then to
localities through a formula-based process, where foreclosures, high-risk loans, and
various demographic characteristics factored into the allocations. Localities have used
these funds quite successfully (HUD 2014e). But we must also recognize the limited
scope of the NSP program. It was implemented as a response to the nation’s housing
crisis, and thus does not have the lasting power of the CDBG program.
The second project grant concerns the Blight Elimination Program. Similar to the
NSP, the BEP is a product of the economic recession. It was funded through the
Emergency Stabilization Act of 2008, which created the BEP’s parent program, the
Hardest Hit Fund. This fund originally provided foreclosure assistance to heavily
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impacted states. But the Treasury Department amended this goal and allowed states to
use a portion of their Hardest Hit money for the elimination of blighted and vacant
properties. Besides housing stabilization efforts, one of the BEP’s signature components
is that for a property to be demolished, there must be an end-use (i.e. urban garden,
pocket park, etc.). Another key component is that these funds are awarded on a
competitive basis (IFPN 2015; IHCDA 2015).
Similar to federal assistance, state funds can help fund local redevelopment
initiatives. But localities experience a similar set of circumstances concerning the type
and amount of funding. These variable conditions, in turn, pose different opportunity
pathways for Indiana cities contingent upon their needs. There are a plethora of state
programs cities can use, but my study focuses on two programs utilized by the two cities.
The first is Indiana’s Brownfield Program, an initiative that dates back to 1993.
Initially, the program was a remediation effort whereby property owners voluntarily
entered into agreements with the state’s environmental agency (IDEM) to clean up their
contaminated property. After cleanup, liability letters were issued as a means to
safeguard future property owners from past environmental damage as well as future
action from state and federal agencies (Harton 2008; IDEM 2015). In 1997, the program
expanded by offering various types of financial assistance for site cleanup and
redevelopment. The key, however, is that a majority of this assistance is allocated
through a competitive application process (IFA 2015a). There are some noteworthy
initiatives.
The state implemented a revolving loan, supported by an Environmental
Protection Agency grant, for remediation and site assessment efforts; loans are funded on
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a first come, first served competitive basis. The state provided $10 million to the fund
initially, adding another $5 million in 1999. But since this time, and specifically during
the Mitch Daniels’ administration, state funding to this program has slowly decreased.
Fortunately, the federal government (via the EPA) has continued supplying assistance to
the loan fund. Besides this revolving loan, the state also allocated funds for its own
brownfield grants. But these met a similar fate during the Daniel’s administration, and
are now non-existent. The current Pence administration has not refunded these statelevel grants (Indianapolis Star 2009; Jarosz 2009; Tanya 2014).
This all leads to the current status of the state’s brownfield program, where from a
financial perspective, it simply acts as an intermediary for EPA funding or EPA-financed
loans (IFA 2015a; Tanya 2014).3 And similar to Indiana’s defunding effort, total EPA
appropriations have been consistently underfunded (Ramseur 2008). In more recent
times, funding amounts have effectively leveled off (Esworthy and Bearden 2015, 2014;
Esworthy 2014; Esworthy el al 2012). Finally, the IFA acts an intermediary between the
IEDM and communities whereby it redistributes IDEM-levied fines against companies
for environmental damage to those very communities in which the company is/was
located.4
Though the state does not provide direct financial assistance to communities, it
does provide technical support and review as a means to address site liability issues (IFA
2015b; Tanya 2014). It does so through a variety of formal letters, addressing various
components of the brownfield revitalization process: (1) general comments and assistance

3
4

The Indiana Finance Authority is tasked with oversight of the brownfields program.
This redistributive component is not awarded on a competitive basis.
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regarding city-submitted reports; (2) current environmental status of the site, including
what the previous owner has or has not accomplished from a cleanup perspective; (3) if
the site meets IDEM requirement standards for cleanup; and (4) designating the site as a
completed cleanup, so no further action is necessary.5
The second state program is the 21st Century Research and Technology Fund.
This fund’s umbrella program saw its emergence in the 1990s, when then-governor
O’Bannon sought to revitalize the Indiana economy through high-tech development and
entrepreneurialism. This program, termed Energize Indiana, had several core tenets:
exploit and commercialize research and development activities at universities; foster
partnerships between universities and the private sector; encourage new entrepreneurs by
providing greater access to venture capital; and attract high-tech companies to the state
(O’Bannon and Kernan 1999). These policy prescriptions were supported by the
program’s major funding mechanism, the 21st Century Research and Technology Fund,
which sought “to enhance university capacity for commercialization, stimulate R&D
efforts in the state, and to assist in diversifying the state’s economy” (Devaraj and Hicks
2010: 1). Funds were initially granted to those universities and companies engaged in
transferring new technologies to the marketplace. More recently, awards have shifted
towards product development, testing, and commercialization initiatives within the state’s
high-tech startup companies (IEDC 2007).
The fund has a clear geographical footprint within the state, privileging those
places with research-based university systems and a plethora of new, high-tech

5

See IFA (2016) for a complete list of the state’s brownfield sites and their associated
assistance.
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companies. And similar to the aforementioned programs, the 21st Century Fund has seen
variable funding levels throughout its history. Energize Indiana suggested that $36
million be appropriated to the fund for a ten year period (Devaraj and Hicks 2010). But
this amount was surpassed only from 2003-2007, and in fact, has steadily decreased since
that time (Indiana State Budget Authority 2016).
Intergovernmental assistance can be conceptualized of as an economic
opportunity structure that privileges certain types of cities at the expense of others.
Moreover, cities must account for the type and amount of funding when searching for
redevelopment assistance. When local needs mesh with adequately funded programs,
cities can enhance their development agendas. Conversely, local efforts are hindered by
decreases in intergovernmental assistance and the shift towards more competitive funding.
It is within this context that cities search for non-local financial support. But this is one
side of the local development puzzle. Cities have also been granted certain powers that
allow them to better compete in the global marketplace. Equal attention must be given to
these local efforts.
1.3

The Entrepreneurial City

Given these supra-local qualifications, we must recognize that the local state is
now a more significant political decision-making body in the global political economy
(Brenner 1999; Swyngedouw 1989, 1997). This sentiment is best captured in the 1982
President’s National Urban Policy Report, as Reagan remarks: “State and local
governments have primary responsibility for making their urban areas attractive to
private investors” (HUD 1982: 23). Attraction efforts, however, are locally specific.
Cities come to the private market with different resources that capital finds more or less
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attractive. In this context, local development officials must find their economic niche
with the tools and incentives at their disposal. In what follows, I review how urban
systems have come to make their areas attractive for capital, with particular focus on the
dominant tools utilized.
In the contemporary period, scholars have found that local systems are best
classified as entrepreneurial (Hubbard and Hall 1998; Jessop 1994, 1997b, 2002; Leitner
1990; Mayer 1994; Stoker 1990). Harvey (1989) aptly describes this new policy
orientation:
[The] new urban entrepreneurialism typically rests, then, on a publicprivate partnership focusing on investment and economic development
with the speculative construction of place rather than amelioration of
conditions within a particular territory as its immediate (though by no
means exclusive) political and economic goal (8).
Some noteworthy issues stand out. First, public-private partnerships shift the locus of
urban governance away from the strict confines of local governments to a situation where
public and private authorities share governing decisions. This has the effect of allowing
the local state to further project its power throughout society (Jessop 1997a). Second,
this paradigm emphasizes economic policies at the expense of local social agendas.
Finally, there exists a focus on inter-urban competition as localities make their
environments attractive for capital investment. All of the components provide important
metrics to assess Indiana cities, but my study focuses on inter-urban competition.
Theoretically, cities utilize various tools to compete in the private market for
investment. These include: tax abatements (Dalehite et al 2005; Wolkoff 1983), tax
increment financing (Briffault 2010; Klemanski 1990), public-private partnerships
(Hubbard and Hall 1998), and cultural revitalization (Eisinger 2000; Hannigan 1998;
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Strom 2002). Yet in light of these tools, places experience significantly different
outcomes in terms of GDP growth, job growth, wage growth, and unemployment (DeVol
et al 2015; BEA 2013; BLS 2014). These disparities should force scholars to question
how useful these tools are in generating desired economic outcomes. If cities use the
same incentives but experience different results, we must investigate how they are used in
different urban contexts. We must also be open to the possibility that other, locally
specific factors influence prosperity.
This brings to light previous discussions regarding the path-dependent effects of
development legacies. Local development is very much an on-going process whereby
local officials constantly manage, enhance, or possibly even remake their built
environments to capture investment. Their attempts, furthermore, are intricately related
to larger economic trends that can inhibit or enhance local growth. In other words, not all
cities adopt similar entrepreneurial strategies because their current economic positions are
different. There also exists local development flexibility (Hobor 2007; Safford 2009).
This can range from the type and intensity of incentives offered, to how officials
reposition supporting and/or less dominant industries within their local economies. Thus
we should not expect Detroit to experience a trajectory similar to Pittsburgh, even though
both cities had large industrial legacies. The urban world is plagued with development
differences as local officials confront their specific circumstances.
These differences provide a wealth of data to examine urban systems in the
contemporary period. For my study, I find it useful to examine these differences by way
of common development tools. If we hold these constant, but disaggregate the ways in
which they are utilized in the two cities, we can generate plausible explanations regarding
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development differences. This effort mimics Mill’s ([1843] 1967) concept of the
‘method of difference.’ This approach continues the aforementioned research strategy by
investigating the relationship between local characteristics, local development agency,
and development outcomes. As the manufacturing-to-service transition differentially
impacts cities, so too do legally prescribed development tools by way of how local
officials employ them in varying contexts. With this in mind, my work focuses on two of
the most common tools: tax abatements and tax increment financing districts.
Property tax abatements are mechanisms that provide relief from tax liability for
certain parcels of land, capital, or both (Wolkoff 1983). Usage of abatements can be
traced to the late 17th century, but their emergence as an economic development policy
tool began in the 1950s. Structural changes to the U.S. economy, particularly that of
deindustrialization and heightened international competition, combined with Reagan’s
devolutionary actions, pressured localities and states to effectively compete for revenue
sources and an enhanced economic base (Dalehite et al 2005; Wilson 1993). As a result,
abatements became, and still are, an increasingly popular proactive tool utilized by local
governments to attract capital investment (Mikesell et al 2002).
Similar to the national trend, though a few decades later, Indiana adopted property
tax abatement legislation in 1977 (Chang 2001; Downs and Arland 2004).6 Its original
intention was to rehabilitate deteriorated buildings, akin to the federal urban renewal
program. However, subsequent state legislation expanded the scope and duration of
abatements. It allowed abatements to be granted for newly constructed buildings, new
manufacturing equipment, the installation of research and development equipment, and in
6

See Indiana Code 6-1.1-12.1 and IC 6-1.1-12.4.
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2004, new logistical distribution and information technology equipment. Abatement
duration also changed, expanding the pre-determined year intervals (i.e. 3, 6, or 10 years
for real property; 5 or 10 years for manufacturing equipment) to any term between one
and ten years. More importantly, localities have control over their granting of tax
abatements (within state guidelines). There has been ample research exploring why local
governments grant abatements, though a common theme emerges: localities grant these
incentives to compete for investment (Anderson and Wassmer 1995; Wassmer 1992;
Wolkoff 1983). And this is to be expected in the context of the Reagan revolution and
new urban entrepreneurialism.
But I argue that we need to further extend this analysis to focus on the specifics of
local abatement programs. Here, I am referring to the intensity, type, and effectiveness of
abatements granted, specifically, in generating and/or sustaining employment. This has
important implications. First, this analysis clarifies how different types of cities compete
for investment. It stands to reason that with different economic legacies, cities will tailor
their abatement programs in ways that local officials find most conducive for growth.
However, these efforts can vary in intensity and level of success. Relatedly, this analysis
explores how different varieties of abatements, in terms of the type of recipient company,
impact local growth. For example, Chang (2001) found that service sector abatements
are more potent job-creators compared to their industrial counterparts. Public officials
may find these results pertinent to their own efforts. Moreover, disaggregating the
effectiveness of abatement type can shift the analytical focus away from the general
competition paradigm to one more attuned to how local characteristics influence growth.
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Similar to tax abatements, tax increment financing (TIF) is one of the primary
local mechanisms that localities use to incentivize development. Tax increment financing
districts operate as follows. Initially, a city establishes a geographical boundary around
an area that they designate as blighted or ripe for development activities. Within this
district, taxable property is assessed on a specific date to determine the base assessed
valued. Any future increase in the assessed value over the base value becomes the
incremental assessed value. Property tax rates adopted by the civil taxing units are then
applied to the total value of the TIF area, and property taxes paid are allocated to the
appropriate units. Base assessed value allocations are distributed to civil taxing units
such as the local government, schools, and libraries. The incremental assessed value
revenue is allocated to the locality’s redevelopment commission to finance local public
improvements in the district. This procedure allows redevelopment commissions to
generate funds to create the conditions thought most important for business expansion.
By building roads, sewers and water systems, or simply providing street lighting, cities
create the necessary conditions for business development.7 Yet TIF was not always
solely a local mechanism. It originated in urban renewal.
TIF can be traced to California in the early 1950s (Briffault 2010). At the time,
cities in California were searching for innovative ways to finance their portion of urban
renewal projects, since federal funds covered only about two-thirds of overall project
costs. Additionally, local matching funds required citywide, voter approved bond issues
that voters frequently defeated. Raising money through TIF then became a way to
circumvent the local voter approval process while simultaneously not raising taxes. The
7

See IC 36-7-14-39 for complete list of legally allowed uses of TIF funds.
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adoption of TIF slowly emerged from California, with only six other states authorizing its
use as of the late 1970s. Yet over the next several decades, TIF usage became
widespread and now all states authorize its use, except Arizona (Johnson and Man 2001).
The spread of TIF indicates that local officials find it a useful tool to spur
development. Unfortunately, there is no database at the national or state levels that tracks
TIF usage within localities.8 TIF data that does exist is found within local government
records that are not standardized, making comparisons difficult. But fortunately for this
comparative case study, both Factory Town and College Town have similar records, due
to their location within Indiana.
In 1975, and with similar reasoning to the California case, Indiana authorized the
use of TIF as a means for localities to fund development activities in the face of
diminishing federal assistance. South Bend constructed the first TIF district in 1979,
with the state’s Supreme Court confirming its constitutionality in 1985. Testimony
during the case confirms this reasoning:
The legislature passed the tax allocation financing statutes at this time to
provide redevelopment commissions with a necessary means to promote
development when local governments are facing massive cutbacks in
federal assistance and increasingly tight fiscal constraints attributable to
the property tax freeze (South Bend Public Transportation Corp v City of
South Bend 1981).
After its confirmation, TIF adoption in Indiana spread to twelve counties by 1989,
Factory Town included. And by 2012, 79 of the state’s 92 counties had at least one TIF
district within their boundaries (Klacik and Majors 2014). Moreover, TIF districts in
Indiana can be designated as redevelopment (RDA) or economic development areas

8

Indiana only recently created a database in 2014 (https://gateway.ifionline.org/).
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(EDA) (see IC 36-7-14 and IC 36-7-25). The main difference is that for RDAs, there
must be a finding of blight. EDAs can be used to attract new business, retain existing
ones, and provide employment for local residents.
It is important to note that unlike tax abatements, which have become a fairly
standard, one-size-fits-all way of deferring tax liability, TIF districts are more distinctive
and flexible local development tools. Indeed, localities can use the aforementioned TIF
classifications in rather unique ways as they confront locally specific development
challenges or opportunities. This open-ended search by local officials can tell us a lot
about local development priorities, as well as offer insight into local government finances.
This has much to do with how TIF funds are used. Generally, TIF funds are utilized in
two ways (Weber and Goddeeris 2007). First, funds can be used on a pay-as-you-go
basis where project expenses are paid for alongside incremental tax revenue collections.
This has the twin effect of allowing the community to keep government finances in good
standing, while also reserving funds for future development initiatives. Second, projects
can be financed through debt instruments, like TIF bonds. These funding schemes,
including their financial backing, can help us understand the development risk within
localities. What’s more, relying on debt-financed development may prove significantly
more costly for places already in economic decline, as it pledges future tax revenue for
more immediate development projects. In this context, we should expect clear
differences between my case studies.
1.4

Cities in the Contemporary Period

Cities exist in a complex web of social, political, and economic networks that
more or less influence their economic development decision-making. But these networks,
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as well as their constituent parts, are constantly in flux as new or different activities and
resources impose varying demands on system actors. Attempts at disentangling the
causal mechanisms within these relationships have proven difficult, if for no other reason
than because urban systems are as diverse as they are plentiful. What’s more, there exists
no ‘one-size-fits-all’ model of urban redevelopment that we can estimate with
quantitative models. Qualitative methods are better suited to address questions regarding
the relationship between large-scale transformations and urban systems.
In this context, localities make development decisions contingent upon various
local and supra local forces, so we must approach economic development locally,
historically, institutionally, and comparatively. At the same time, we need to focus on the
local as the site of path dependent development efforts. It may be that some places are
more attractive to international capital than others, but a ‘good business climate’ is not
enough, because capital investment is not benevolent or neutral. We must not forget that
both capital flight and deindustrialization are consequences of what was once an
attractive investment opportunity.
1.5

Chapter Outline

I have organized the dissertation as follows. Chapter 2 discusses the methodology
used for the research. I employed a qualitative comparative case study research design
that privileges government records as the primary data source. The next two chapters are
designated for Factory Town and College Town, respectively. In Chapter 3, I explore the
history and current condition of Factory Town. The city has been dominated by
deindustrialization and its aftermath, namely blight and vacant properties. Local officials
have relied extensively on tax abatements to revitalize their decaying industrial sector,
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but these efforts are not the panacea originally conceived. More recent efforts shift this
industrial focus to one concerned with quality of place amenities and high-tech
entrepreneurialism. Comparatively, College Town (Chapter 4) has consistently aligned
itself with university-sponsored efforts and has actively promoted a high-tech
entrepreneurial growth strategy. Finally, Chapter 5 offers a comparative summary of
Factory Town and College Town. There are clear differences between the two cities,
illustrative of the path-dependent development trajectories of urban systems.
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CHAPTER 2. QUALITATIVE CASE STUDY

This project analyzes and compares urban economic development efforts in two
Indiana cities that approximate the ideal types of factory and college towns (see Weber
[1903-1917] 1949). There is no simple “one-size fits all” model of urban redevelopment
that we can estimate with multivariate models. And as this study illustrates, there is
much flexibility in how communities utilize legally prescribed development tools, a
process influenced by past developments and growth trajectories. As such, this study
demands a qualitative, interpretive, and comparative approach as local actors, resources,
and the relations between them combine in shaping a locally specific development
strategy.
The comparative method adopted for this study is rooted in Lijphart (1975), Mill
([1843] 1967), Ragin (1987), Skocpol (1979), and Smelser (1967). For these authors,
comparative analysis explores the relationship between explanatory variables across a set
of cases to draw conclusions about why similarities and/or differences between them
exist. My analysis contrasts cases that are as similar as possible in order to isolate the
variable/s that cause the phenomenon to be explained. Mill ([1843] 1967) referred to this
as the ‘method of difference.’ Specifically, my research examines why cities experience
different development trajectories given that both operate within the same legal, political,
and economic environments. By comparing city-specific tools, projects, and strategies,
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my analysis reveals those local actions that have produced diverse development outcomes
(see Mahoney 1999, 2000b).9
The comparative approach analyzes cases, or what some refer to as ‘bounded’
inquires of study (Stake 1995). Cases refer to interrelated activities by “networks of
actors within a social context that is bounded in time and space” (Snow and Anderson
1991: 152). This boundary varies by the object of study, ranging from close-knit gangs
to social movements or nation states. Cities can also be cases in the sense that locally
oriented actors engage in activities that influence the trajectory of that community. But
boundaries are permeable, influenced by political, cultural, and economic forces that are
not directly a part of local activities (Gillham 2000). This tension subsides once we
recognize that “cases have a degree of internal coherence, but at the same time are not
totally bounded” (David and Sutton 2011: 166).
I employ this bounded aspect of cases to investigate the nuances and complexities
of local development within the two cities, a primary characteristic of case study research.
Case studies seek rich description of social life by privileging components of its internal
character, a strategy focused on explanatory questions, the how or why something
happened (Shavelson and Towne 2002; Yin 2006). This type of analysis produces a
situation whereby variables outnumber data points, and so the researcher must triangulate
multiple data sources to capture the complexity of the research focus; this is referred to as
internal validity (Gibbert et al 2008; Yin 2003). The end result produces a plausible

9

My study does not deal directly with cause and effect relationships, a defining feature of
quantitative research. Instead, it explores ‘causal powers’ that influence development
outcomes (Miles and Huberman 1994; Yin 2011). The aim being to locate generative
mechanisms that helps makes inferences about real-world processes (Sykes 1990, 1991).
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causal argument that is powerful enough to defend the research conclusions. In short, the
case study strategy allows the researcher to gain a depth of information not afforded in
statistical modeling.
I selected information-rich cases to explore and examine different local
development pathways. I employed a purposeful, intensive sampling strategy to select
the two cities, such that the cases “manifest the phenomenon of interest intensely” (Patton
1990: 171). This phenomenon, or the ways in which cities manage deindustrialization, is
in no way a uniform process. It was therefore necessary to select different types of cites
to analyze the interaction among and between local characteristics and macro-social
processes. In short, I selected cities that were hypothesized to differ in their
redevelopment efforts due to past development initiatives.
This approach moves away from the primacy of large cities in urban studies and
shifts attention to a growing ‘small city’ research agenda (Bell and Jayne 2009; Connolly
2008). Urban systems entail existing social relations and processes that constrain future
endeavors (Tilly 1996). But more importantly, small cities differ from their larger
counterparts politically, socially, culturally, and economically (Bell and Jayne 2009;
Connolly 2008; Harris 1943; Florida 2003; Markusen and Schrock 2006; Sheppard 2002).
With such a diverse urban world, focusing attention on less-studied small cities has the
potential to expand the generalizability of urban theory.
2.1

Selecting Ideal-Type Indiana Cities

The comparative method adopted for this study selects cities with similar
characteristics so that any potential differences between the localities constitute
meaningful bases for comparisons. Previous research indicates that the characteristics
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listed below influence local economic development, providing a framework for the final
selection and comparison of Factory Town and College Town.10 First, however, we need
to distinguish college and factory towns generically using Weberian ideal types. Ideal
types are those mental abstractions that illustrate the central elements of some activity or
phenomenon. They do not exist empirically but are constructions used to guide research
of some phenomenon as it is found in various historical and social contexts (Weber
[1903-1917] 1949). In more practical terms, this means that a pure factory or college
town does not exist in reality. But researchers can find local characteristics that more or
less illustrate that a city has a larger or more significant manufacturing/educational sector
compared to other places. In what follows, I describe the measures I used in demarcating
college and factory towns.
My scheme starts with a common classification method: the functional (or
occupational) distribution located within urban centers (Carpenter 1931; Harris 1943;
National Resources Committee 1937). This scheme documents the number of employees
in various occupations, compares the different categories, and then makes judgments on
types of cities depending upon the size of these categories. So when an occupation
comprises a majority share of a local economy, that place can classified as that job type
(Harris 1943). This scheme works well for manufacturing-oriented places as these jobs
have been historically documented in the Economic Census. To this, I add
manufacturing sales per manufacturing employee as a proxy for industrial output and
efficiency. A higher rate can be construed as a more productive manufacturing economy.

10

As Table 2.1 illustrates, I labeled Indiana cities in a numerical fashion. Factory Town
and College Town correspond to Factory Town 1 and College Town 1, respectively.
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Unfortunately, the Economic Census does not compile data on university
employment. To capture the educational component, I adopt elements of Gumprecht’s
(2003) framework in his analysis of the ‘American college town.’ Two measures are
used in my scheme: (1) the college student population as a percentage of the total
population, and (2) the percent of the population 25 years or older with a bachelor’s
degree or higher. The first measure illuminates the dominance of a student population
within the city, such that a higher rate can significantly influence how the locality
manages the town-gown relationship. The second component adds credence to
Gumprecht’s (2003) study as he finds that college cities were significantly more likely
than the U.S. population and similarly sized places to hold higher education degrees.11
To this, I include the year of the city’s incorporation and the year of the
university’s establishment. I argue that college towns are those places most likely to
have been incorporated after the university’s establishment. One could argue that this
represents the town ‘growing up’ around the university. If the university was established
after the town’s incorporation, especially well after that year, it can be inferred that the
city already had an established political, economic, and cultural environment that the
university contributed to instead of potentially dominated.
My scheme also added other measures that influence local development. First,
transportation systems are fundamental to the operation of the global economy and factor
into corporate profitability (Harvey 2006, 1985b; Marx [1939] 1993, [1978] 1993).
Therefore, it is important to consider the capacity cities have for either improving their

11

As a reference measure, the percent of the total U.S. population 25 years and over with
a bachelor’s degree or higher in 2010 was 27.9 (U.S. Census Bureau 2010b).
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own transportation systems or realizing the value-potential of this technology through
close proximity to these systems. Since there are not major public transportation systems
within the cities, the distance (in miles) each city is located from the state’s largest
international airport is used as a proxy for this component.
Higher education is another important characteristic. Local economies often
depend on the capabilities of local firms to innovate successfully (Lestor 2005) and local
governmental and educational institutions and their policies significantly influence this
innovation process (Bercovitz and Feldmann 2006; Lestor 2005; Smilor et al 1993; Porter
2000).12 Therefore, the opportunity for local governments to mediate university-industry
collaborations can influence economic growth.
Research further suggests that vacant properties can become a serious financial
strain for local governments as these sites have such low assessed value and reduce
surrounding properties’ assessed value (Eastern Pennsylvania Organizing Project and the
Temple University Center for Public Policy, and Diamond & Associates 2001;
Mikelbank 2008; Whitaker and Fitzpatrick 2012). Without redeveloping them, cities
stand to lose a significant amount of tax revenues that could be devoted to public
infrastructure improvements and business district enhancement (Accordino and Johnson
2000).
The external policy environment also impacts development outcomes, and so
examining cities within the same policy environment provides an important baseline for
comparison. Selected cities are all located within the state of Indiana and operate under
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For example, the Bayh-Dole Act of 1980 granted universities intellectual property
control of their inventions (PL 96-517).
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statutory home rule (Krane et al 2000; Richardson, Jr. et al 2002). Finally, certain
demographic criteria, including population size, racial composition, and the number of
people in poverty impact local economic development (Cook and Beck 1991; Cook and
Lauria 1995; Friedman 1990; Noyelle and Stanback 1983; Peterson 1981; Rubin and
Rubin 1987; Wilson 1996).
I utilized these measures to distinguish the cities and ultimately to select Factory
Town and College Town. But my study also investigates the development trajectory of
the selected cities. To capture this, I compiled data on three measures commonly used to
rank urban economic performance: percent change in growth domestic product (GDP) by
metropolitan statistical area (MSA), job growth, and patents per 10,000 residents (DeVol
et al 2015; Landefeld et al 2008; McCulla and Smith 2014; Moretti 2012; Rothwell et al
2013).13 GDP and job growth help illustrate the expansion or contraction of the local
economy, arguably the top priorities for localities (Farver et al 2015). The patent element
speaks to local creativity, a key component for highly prosperous places (Florida 2005).
Combined, these measures provide a reference point to compare urban prosperity.
Table 2.1 displays all measures for the selected cities, illustrating key similarities
and differences.14 First among these are the college student population as a percentage of
the total population and the educational attainment of the local population. College Town
1 clearly outranks all other cities, including College Town 2. College Town 1 is, in fact,
the only city where the student population outnumbers the total population. It also is the
only place during both time periods with at least two-thirds of its population having a
13

Some critics may argue that the GDP metric is crude at best since it captures MSA
growth, and the cities account for varying percentages within this measure.
14
See Appendix A for sources and notes associated with Table 2.1.
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bachelor’s degree or higher. Finally, it has low vacancy rates and high income per capita.
Though College Town 2 does exhibit these tendencies, College Town 1 outperforms
College Town 2 on these metrics. Following Gumprecht (2003), its clear that College
Town 1 is the archetypical college town.
Manufacturing characteristics provide a different, yet informative portrait of the
selected cities. College Towns 1 and 2 generally have a lower number of manufacturing
employees, though College Town 2 did have a relatively large percentage of employees
in 1980. The factory towns, without surprise, have much higher manufacturing employee
numbers. Interestingly enough, Factory Town 1 had the lowest percentage of
manufacturing employees in 1980 of all factory towns but the second highest percent
change from 1980-2012. This change is particularly important for my study in that it
allows me to address how economic changes at the national level relate to industrial
changes at the local level.15 Capital City’s employee count and its percent change in its
manufacturing workforce do not illustrate a definitive factory town.
The manufacturing metric also contains data on this industry’s productivity,
labeled here as the value of manufacturing sales per manufacturing employee. Values in
1977 are rather variable, with College Town 2, Capital City, and Factory Town 2
exhibiting the highest productivity measures. In contrast, 2012 provides a much different
picture where Factory Town 1, 2, and 3 report the highest scores. What’s even more
telling is the percent change in manufacturing efficiency from 1977-2012. Again we see

15

I use this percent change measure as one proxy for deindustrialization.

Table 2.1. Descriptive Comparison of Selective Indiana Cities
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Factory Town 1, 2, and 3 with the highest scores while the college towns and Capital City
rank lowest. These data reveal how significant the manufacturing industry still is for
factory towns even as they are losing manufacturing employees.
The noteworthy dates provide yet another metric to compare the selected cities.
College Town 1 and 2 are the only places where the local university was established prior
to the city’s incorporation. The other communities, especially Capital City, were
incorporated well before the establishments of their associated universities. The extent of
the time lags are not as pertinent as the temporal order of incorporation/establishment.
So the fact that Factory Town 2 displays a 57-year lag while Factory Town 1 has a 100year lag is not as important as the fact that both towns were incorporated prior to their
universities. This measure is best utilized for comparison between, as opposed to within,
city categories.
The next set of measures focus on general demographics. The size of population
indicates that most cities range from 30,000-80,000 residents; Capital City is the
exception with over 800,000 residents. This outlying data point, coupled with its
designation as the capital of the state, effectively eliminates it from final case selection.
Indeed, this city is more comparable to other similarly sized state capital cities (e.g.
Austin, Columbus, Raleigh) due to its large government sector. Median income and per
capita income clarify how well off city residents are, with per capita income being the
more comparable measure. College Town 1 is outperforming all other cities, excluding
Capital City. Its performance is somewhat expected due to its high concentration of
educated people and minimal manufacturing presence. All factory towns, in comparison,
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have income per capita measures below College Town 1, though Factory Town 3 is only
slightly below College Town 1.
The next three measures provide more clues to differentiate the cities. Vacancy
rates clearly fall along the college-factory town distinction whereby the factory towns all
have higher rates. Again, this is expected due to these cities’ changing manufacturing
industries, which have ripple effects on the local community in terms of job loss and
housing abandonment. The poverty measure is much like the vacancy rate, where the
college-factory divide is apparent. Though it is important to note that the presence of a
large off-campus college student population overestimates the number of people in
poverty, especially if that college student population comprises a considerable portion of
the city’s general population.16 For example, a recent census report found that the
poverty rate without college students for College Town 1 decreased by 30 percentage
points while Factory Town 1 experienced a nine point decrease in 2011 (Bishaw 2013).
These findings shed light on how universities’ enrollments influence local data, and as a
result, we must account for these nuances when comparing the selected cities.
Finally, percent African American is illuminating, especially since almost all
cities have similar percentages. The one outlier, Factory Town 2, is overwhelming
African American and this presents problems for city comparison. The relationship
between race and place is well documented (Head and Marston 2007; Massey and
Denton 1993; Squires and Kubrin 2006; Wilson 1996), and though extremely important,

16

The U.S. Census’ poverty measure only includes college students who reside in offcampus housing; their poverty status is based on total personal income. Those students
living in dormitories are not counted in the measure while those living at home with
family members are included in family poverty measures (U.S. Census Bureau 2010c).
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the current study does not address the impact of this relationship on city development.
The town is also the only city that is a part of an MSA that crosses state boundaries. This
presents another issue since there are state-level differences in terms of legal codes and
development incentives that interact with local economic agendas. Combined, these two
factors disqualify Factory Town 2 from final case selection.17
The final two ‘independent variable’ measures, distance to the airport and home
rule, provide more baseline similarities to examine city differences. Thinking back to
Mill’s ([1843] 1967) method of difference, the table attempts to compare cities as similar
as possible to effectively isolate those differences that produce varying outcomes. In this
regard, these measures provide evidence that city development occurs through similar
elements in the state’s political and economic environments. All cities are subject to
statutory home rule, while distances to the airport ranging from 50-70 miles (with the
exception of Capital City).
The discussion so far has delved into the selected cities and their corresponding
characteristics. It has also revealed how College Town 2, Capital City, and Factory
Town 2 were eliminated from final case selection. The following section discusses the
four remaining cities as a means to scale down this list to reach the study’s selected cases
for analysis.
The factory towns, excluding Factory 2, are much more similar in that no one city
stands out as the ideal type factory town on all measures. As a result, final factory town
17

This disqualification is by no means taking away from the importance of Factory Town
2 and its developmental and racial legacy. Indeed, the city has been a site of intense
political, economic, and racial struggle with severely damaging consequences. So much
so, that Dotson (2014) generated Fourth World theory/methodology to document the
city’s uneven development arising from racist practices.
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selection was driven by the study’s primary objective coupled with the influence of the
economic and demographic measures. One of the most telling components is the percent
change in manufacturing employees from 1980-2012. Here, Factory Town 1 has the
largest decrease, which means it experienced the largest deindustrialization compared to
Factory Towns 3 and 4. Factory Town 1 also has the most significant college town
characteristics, compared to the other factory towns, as it ranks highest on the two
educational measures. This influence of the educational components will likely prove
significant as Factory Town 1 searches for redevelopment mechanisms as a replacement
for its declining manufacturing sector.
General demographics further differentiate the factory towns, particularly for
population size, income per capita, and the percentage of the population below the
poverty line. Here, the relationship between population size and income per capita is
significant, especially for Factory Town 3. It has the smallest population though highest
income per capita, likely attributable to a relationship between the two variables. These
two measures position Factory Town 3 as somewhat of a deviant case compared to the
other factory towns, and so I eliminated it from final case selection.
At this point, we are now left with Factory Town 1 and 4. Factory Town 1 does
have a larger percentage of its population in poverty, though its fairly similar with
Factory Town 4 on the other demographic measures. If we compare their prosperity
metrics though, it’s apparent that Factory Town 1 more clearly represents the ideal type
factory town. Its economy is more sluggish than Factory Town 4, with a larger decline in
job growth from 2002-2012. Finally, Factory Town 1 is not nearly as creative as Factory
Town 4. This has the potential to be another noteworthy characteristic in that its
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transition away from manufacturing has yet to find a firm footing in economically
prosperous, creative industries. In turn, the future of Factory Town 1 seems very much
undetermined at this point, providing this study a rich amount of data to examine its
transitory state.
Its readily apparent that college and factory towns exhibit different outcomes
during their deindustrialization experiences: both college towns ranked at the top for
economic growth measures, particularly for job growth, while all factory towns had more
lethargic GDP measures with negative job growth. Indeed, these responses seem to be
characteristic of other college and factory towns (DeVol et al 2015; Moretti 2012). The
question remains though: why are College Town 1 and Factory Town 1 the best cases for
comparison? Investigating each city’s deindustrialization measure helps answer this
question. Both places had similar decreases, numbers that ranked the cities in the top
three for this measure. Yet their economic outcome measures clearly separate the two
towns: manufacturing losses had practically no impact on these measures for College
Town 1 but Factory Town 1 has ran into significant difficulty. What’s even more striking
is the fact that College Town 2 lost a larger share of its manufacturing employment base
compared to Factory Town 1 but still managed to offset those losses with alternative
employment. Since both college towns were able to better weather the negative
consequences of deindustrialization, other factors must be at work in distinguishing
revitalization efforts between these two city types, differences that require in-depth
analysis and exploration. Finally, Factory Town 1 has the most significant college town
characteristics of all factory towns, better positioning it for comparison with College
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Town 1. There are important similarities between College Town 1 and Factory Town 1,
but also key differences, making the two cities the best cases for my study.
2.2

Data Sources, Collection Methods, and Analysis

My comparative case study relies on multiple data sources due to the complexities,
nuances, and uncertainties of local economic development. Development projects are not
solely or neatly documented in official government data, posing significant data
collection challenges. To overcome this obstacle, I devised a unique set of data
collection and analysis techniques to examine each city’s economic development. This
process is described as ‘within-method triangulation’ whereby I employed multiple data
sources and methodological practices as a means to check for internal consistency
(Denzin 1978; Mitchell 1986). In what follows, I will first review all data sources, and
then describe data collection techniques and analysis (see Table 2.2).
Table 2.2. Data (by source)

The primary source of most of my data was located in redevelopment commission
archives. These historical records date back to the commission’s inception, with some
missing data in Factory Town’s records. Records included the following: redevelopment
commission meeting minutes, development reports, and project folders. I will now
discuss each data source retrieved from the archives.
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2.2.1 Redevelopment Commission Meeting Minutes
Per state law, Indiana cities can create redevelopment commissions to manage
redevelopment projects within city limits. These government bodies, furthermore, are
required to record their meetings and to document events and participants’ commentary.
These records are kept in the form of meeting minutes, and are publicly available since
the commission’s inception (theoretically). For Factory Town, I compiled available
meeting meetings from 1973 and 1980-present. Minutes from 1973 and 1980-2004 were
gathered from the local university’s archives. 2005-present minutes were obtained from
Factory Town’s redevelopment commission’s archives. College Town records were
similarly obtained. All records in the college town were obtained from the city’s
redevelopment commission archives, dating back to 1989. Minutes for June-December
2000, however, could not be located.
2.2.2

Project Folders

Both redevelopment commissions’ archives contained project folders. These are
best described as containers of public and contextual information about a city-initiated or
private development activity located within city limits. I chose for analysis those folders
that contained information about the cities’ use of tools or other material investment by
the city or a private developer. Folders that mentioned a future project or one without
any public investment were ignored. Selected folders contained information on: (1) tools
used; (2) location of the project; (3) news articles about the activity; (4) correspondence
between development participants; and (5) legal contracts (if applicable).
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2.2.3

Development Reports

Development reports provided another data source to address each city’s
economic trajectory. These reports contained a plethora of information, some of which
was pertinent for my study. Unfortunately, a searchable reports database does not exist in
either city. To overcome this methodological hurdle and finalize report selection, I
employed a version of operational construct sampling (Patton 1990). I selected for study
those development reports whose content dealt with: (1) real-world examples of past,
current, and future investment and projects located within the city; (2) local development
strategies and their histories; and (3) local official decision-making criteria. These
reports were primarily located in the cities’ redevelopment commission archives. Reports
were also obtained from Factory Town’s Chamber of Commerce, as the city government
and chamber have a more cooperative relationship (compared to College Town) and
share a common physical space within the city.
Comparatively, College Town had a relatively similar rapport with the local state
university. As such, I accessed reports generated by the university, all of which were
obtained electronically from the university’s website. Finally, development reports were
also compiled electronically from state and federal agencies whose funds were used
locally. There was also one state report I obtained personally from an interviewee.
2.2.4 Interviews
Interviews provided a second data source, with key informants providing in-depth
detail of development issues, projects, and strategies. Similar to development reports,
there was no comprehensive list of development actors in either town. So I employed a
snowball sampling strategy to generate a working list of key development actors
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(Biernacki and Waldorf 1981). This technique “involves identifying one or more
members of a rare population and asking them to name other members of the same
population” (Chromy 2008: 824; see also Goodman 1961). This referral method
proceeded through successive waves, where the initial contacts were used to help identify
other, less-visible officials involved in local development efforts, who were then used to
identify still other officials, etc.
In more concrete terms, I started the interview process with the most visible
public development officials, namely the cities’ mayors and the directors of the
redevelopment commissions.18 I used these initial contacts to develop a development
network using two interview techniques. First, at the end of these and all subsequent
interviews, I asked interviewees what other officials or persons are centrally involved
with local economic development and could provide detail about the city’s development
projects and strategy. Following this, I probed these informants as to how integral they
thought that person(s) was to the city’s efforts. All referrals, as classified by the
interviewees, were fundamental to local development. This tactic yielded names during
each interview, sometimes just one other person. New contacts were the norm initially,
but as the research proceeded, names were repeated.
The other technique utilized a more interactive approach. During interviews,
interviewees often discussed projects that they deemed crucial for local prosperity. I
asked them to explain the project’s specifics, including the project manager or
government body overseeing its implementation. I made note of this person(s) and
18

These initial contacts were considered to be key informants on the local development
process (Payne and Payne 2004). Later research confirmed this, and also revealed other
such informants that greatly contributed to this project.
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compared this with the aforementioned referrals. If these names were different, I
inquired as to how this project official fit into the larger development scene. In this way,
I was prompting my contacts to rethink their initial referrals as a means to validate or add
to the suggested names. This project manager/initial referral comparison rarely revealed
any new names. But those times it did uncover a new informant, I added that person to
my contact list. This sequence was repeated for all interviews, and combined with the
above-mentioned tactic. The two-pronged strategy eventually yielded network saturation,
where there were no new names suggested. At that point, I finalized the list of key
development actors.19
Interview type varied over the course of the research, in keeping with my working
knowledge of each city’s development pathway. Initially, I used a semi-structured
interview method to simply learn about development issues, projects, and tools (Kvale
1996; Rubin and Rubin 1995). This type of interview is organized around a
predetermined set of open-ended questions, allowing interviewees to answer the
questions in their own words (Morse 2012). Semi-structured interviews also allow for
other questions to emerge from the ongoing dialogue between the interviewer and the
19

Interviewees were primarily local government, university, and chamber of commerce
officials. However, some interviewees provided names of development officials that had
local influence but that held positions in different levels of government. Indeed this
network pathway and starting point biased the population sample; using another
informant starting point (i.e. the state’s economic development director) would likely
produce a somewhat different network structure. Furthermore, network saturation is only
exhaustive in the realm of key informants. Since they provided names, I simply
classified saturation when these informants failed to provide any new names. It is very
likely that other development personnel exist and provide important inputs and perhaps a
different referral chain within the local development scene. In this way, my focus on
local government and interviewee starting points shaped network development. For a
more complete list of snowball sampling concerns and issues, see Biernacki and Waldorf
(1981) and Erickson (1979).
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informants (DiCicco-Bloom and Crabtree 2006). My initial introduction to each city
necessitated such an approach due to my lack of knowledge about their development
tactics. I started with sensitizing questions such as: (1) how are development decisions
made in the community; (2) what types of tools are used in local development; (3) who or
what organization has development decision-making power; (4) what type of projects,
historically and at present time, was/is the city engaged with; and (5) what is the purpose
of this development practice. These open-ended questions allowed the interviewee to
explore many possibilities, which better acquainted me with local development processes.
This ‘general-question’ semi-structured interview method was the primary
questioning technique at the beginning of my project, specifically for the first interviews
with both mayors and their redevelopment commission directors. But as I grew more
knowledgeable of these cities’ tactics, interview questions became more refined and
topical (Merton et al 1990; Richards and Morse 2013; Rubin and Rubin 1995). I knew
enough about local development to identify the ‘missing holes’ and to ask the appropriate
questions in order to address these data gaps.20 Such gaps primarily concerned a
development projects with minimal public information available, or my need for more
detailed information about a development topic, incentive, or strategy. The following list
presents examples of the more refined questions:
1. You (interviewee) recently discussed project X and your involvement with it, but
I cannot locate much information about the project’s incentive structure or stated

20

This shift to more refined questioning occurred with old and new interviewees alike,
depending upon their knowledge of the issue or topic.
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purpose. Please describe the project in more detail, including what tools were
used and how this fits into the city’s overall development strategy.
2. You (interviewee) briefly mentioned project Y, but did not provide much detail
about it. As this project is so new/old, I am having difficulty understanding its
importance or place within the local development scene. Could you please
provide more detail about the project specifics?
3. Based on my discussion with the director of redevelopment, tool Z seems to be
very integral to the city’s future prosperity. And the director suggested I talk with
you (interviewee) about this tool, as she claimed you were most knowledgeable.
What details can you provide about this tool, and how has it been employed
throughout its history?
4. During our previous discussion, you (interviewee) mentioned an evolving
development strategy the city is trying to employ. Due to its developing status, I
am having difficulty in locating much information about it. What other details
can you provide about this strategy? Are there other interested or important
actors involved with this strategy? If so, how are they involved?
5. After reviewing the redevelopment commission archives and talking with other
key informants, I found that the city offered incentives to particular types of
companies (located in specific industries). Was this a purposeful strategy? How
would you (interviewee) classify its trajectory?
6. I recently read a news article concerning the city’s application for the
state/federal-funded program W. You (interviewee) were quoted in the article,
and mentioned as the point person for the program’s local implementation. What
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is the purpose of this program and what’s the relationship between this purpose
and the city’s development objectives?
Most interviews were conducted face-to-face, and lasted about 1.5-2 hours. Some
interviews were conducted over the phone. Regardless of these two practices, I audio
recorded all interviews using an application on my cellular phone. This application was
used because I was able to immediately transfer the recording to my computer and delete
it from my phone, thus ensuring data privacy and anonymity. Moreover, request to
record interviews were granted mostly without hesitation though some interviewees were
initially skeptical, fearing that the recordings (and my dissertation) would expose them
and the sensitive information they provided. However, I was able to ease their concerns
after explaining my project. I would not be personally identifying them in the writing
section, but would only identify them in terms of their organizational affiliation and
through pseudonyms for their city.
I also transcribed all interviews manually within one week of the interview, but
did not transcribe the entire interview verbatim. Though verbatim transcription is
arguably the most common transcription technique, it is and was not necessary (Halcomb
and Davidson 2006). Verbatim transcription is rife with problems, including time
requirements and errors in interpretation (MacLean et al 2004; Wellard and McKenna
2001). Though even in the face of these technical issues, it’s more important that
transcription “always be driven by the research questions that an analysis attempts to
answer” (McLellan et al 2003: 67).
The purpose of my interview analysis primarily concerns information-gathering
and respondents’ perceptions of development projects, tools, and strategies (Drisko 1997).
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Thus specific sentences and passages most relevant to this research focus were selected
for transcription (Emerson, Fretz, and Shaw 2011). I also used content and context notes
in interview data analysis. These types of notes help summarize and explain interviewees’
responses while noting their demeanor and interest in the topic at hand (Vogt et al 2014).
Examining the demeanor/interest of interviewees was difficult for phone interviews,
which illustrates a key difference between the two interview methods. Coupled with the
fact that phone interviews were more time-constrained (i.e. had a predetermined set time)
than face-to-face ones, my ability to tease out more detailed information about a
development topic during a phone interview was compromised (Lavrakas 1993). To
overcome this issue, I always asked the interviewees at the end of the interview if they
were open to follow-up questioning. All respondents agreed to this approach.
2.2.5

State Grant Programs

As each city relied on various intergovernmental incentive programs, the
challenge was to identify and examine program details. State programs, as defined in this
study, were those state-funded initiatives pursued by localities. This information was
compiled from interviews, news articles, and redevelopment commission meeting
minutes. Upon learning of these programs, data was gathered in two forms. First, I
questioned local and state officials managing the programs in an exploratory interview
format. This initial foray into the state program provided a context to better understand
the program’s goals, strategies, and relationship with the local community. Second,
quantitative data (i.e. distributed funds, fund allocation, number/type of projects) was
compiled from the source program’s website and from the local project manager.
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2.2.6

Federal Grant Programs

Federal grant data were gathered much like the state grant information. I relied
on news articles and interviews with key informants to understand which programs the
cities used in their development efforts. There was, however, a difference in the
collection efforts for federal grants. I relied on the cities’ Community Development
directors since these individuals oversee the local organization/distribution of federal
grant funds. They provided data on the federal programs and directed me to the programs’
web portals to compile pertinent data. Data gathered included distributed funds, fund
allocation, the number of projects, and the program’s goals.
2.2.7

Entrepreneurial Policies and Reward Structure

Entrepreneurialism seeks to examine and understand how opportunistic practices
to create new goods and services are discovered and exploited by various types of
individuals (Schumpeter 1982, 2008; Venkataraman 1997). These types of practices, in
the long term, should lead to job growth and business creation. And since this study
seeks to examine the different pathways of urban growth, it is important to address what,
if any, type of entrepreneurial system exists and its supporting inputs. This is best
addressed using an ecological approach to business formation since it captures (among
other variables) the social context influencing such development (Low and MacMillan
1988; Aldrich and Ruef 2006). More specifically, the focus here is on those policies,
institutions, and financial incentives that stimulate entrepreneurial efforts within the
locality (see Aldrich 1990; Aldrich and Martinez 2001; Romanelli 1989).
Like other data sources, there is no comprehensive list that completely captures
these entrepreneurial inputs. As a result, I gathered data from the following sources.
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First, I collected data from College Town’s local university entrepreneurial web portal, a
website that lists and explains all of the university’s entrepreneurial incentives and
institutional framework. Second, I gathered information from the city’s redevelopment
commission minutes and project folders. Minutes contained information about various
incentives the city utilized to stimulate entrepreneurialism. Redevelopment commission
archives also included project folders (see above) about entrepreneurial ventures. Finally,
the state government has created an entrepreneurial program that allows localities to
capture local and state tax dollars to entice new business creation and job growth. As
previously outlined, I interviewed program officials and collected quantitative data on the
amount of funds used and the specific type of project.
2.2.8 Jobs, Companies, Vacancies
Cities have a unique occupational and employer structure that is illustrative of
past development processes and in the same vein, influences future economic strategies
and tactics. To address these dynamics, I gathered jobs and company data for both cities
using various sources. First, I compiled available jobs and establishments data from the
Economic Census for every 5-year period from 1972-2012 for the following business
sectors: accommodation and foodservices; administrative and support and waste
management and remediation services; arts, entertainment, and recreation services;
educational services; health care and social assistance; information; manufacturing; other
services (except public administration); professional, scientific, and technical services;
real estate and rental and leasing; retail trade; service industries; and wholesale trade.21

21

In 1997, the Economic Census changed business classification schemes from SIC
codes to NAICS codes. And as a result, business categorical displays changed (see U.S.
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Second, I gathered data on the top employers in both cities through local organizations. I
initially contacted the cities’ respective chambers of commerce to obtain the latest major
employer data, verifying these numbers with the state’s workforce data.22 For Factory
Town, I relied on its chamber of commerce to provide historical jobs data. In contrast, I
collected data in College Town with the aid of Dr. Hogan, who put me in contact with a
local university official to gather the pertinent data.
Vacancies provide another important data lens to address local development
efforts. Abandoned residential and industrial buildings pose serious costs for city
governments while also negatively impacting surrounding property values (GAO 2011).
Vacancies also provide visual clues of local histories as the extent of abandonment
indicates poverty, out-migration, and employment loss (Burchell and Listokin 1981). It
stands to reason then that as vacancies increase, cities must confront their fiscal and
social impacts to help curb future urban decline. In Factory Town, this cycle is given
high priority. My research documents the extent of abandonment in both communities
through two data-gathering exercises. First, I compiled decennial residential vacancy
data from the U.S. Census for the communities from 1970-2010; this concerned the data
labeled as ‘vacant housing units’ in the census reports.
Second, I gathered vacancy data on industrial/commercial property through the
use of multiple sources.23 In Factory Town, the city’s brownfields coordinator provided
me a list of the city’s brownfield sites. I compared this list with the local sites that
Census Bureau 2000b). There was some data overlap in categories, but my study will
simply document the categories offered in selected years of census reports.
22
This data was compiled from the Indiana Department of Workforce Development’s
Hoosiers by the Numbers website (http://www.hoosierdata.in.gov/index.asp).
23
This project uses brownfield sites as proxies for industrial and commercial vacancies.
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received federal or state brownfield funds (see below), and added those sites not listed on
the city’s catalog. Finally, I searched Factory Town’s local newspaper archive (using the
term ‘brownfields’) for any sites not located during the previous searches. I started my
archive search in 2002, as this is the year that the city first began brownfield
redevelopment efforts (Jane 2014).
In contrast, College Town did not have a brownfields officer or a list of
brownfield sites. So I generated a list of these sites through two strategies. I first
searched the federal and state brownfield databases (see below) to determine the number
of sites in College Town. To this, I added any brownfield sites mentioned in newspaper
articles located in project folders. I then confirmed this list with the redevelopment
director, while also inquiring if other sites should be added.
2.2.9 News Articles
News articles provided data on development practices, but this source was used in
more of a supportive role compared to the aforementioned sources. As previously
mentioned, local development is rife with uncertainties and more importantly, not neatly
documented in an official record. Thus in order to capture these nuances, I relied on
news articles to provide a social context for development. Articles were gathered in two
formats. First, redevelopment commission archives often had articles associated with
particular projects. There were no formal selection criteria; if the project folder had an
article pertaining to that project, I included it in my data. Second, I utilized the cities’
local newspaper archives to provide a more in-depth context to development strategies
and projects. As I reviewed various projects, I found that local officials and government
reports sometimes failed to document a complete project history. So I searched the
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newspapers archives with the project’s keywords in attempts to fill in missing data. This
ranged from general terms like ‘brownfields’ or ‘business incubator,’ to specific ones
such as the name of the company making a major investment within the local community.
2.3

Data Analysis

To explore and analyze why my two cases exhibit such different development
trajectories, this study employs both deductive and inductive strategies (Miles and
Huberman 1994; Popper 2002). In what follows, I explain my use of these techniques
and provide supporting evidence to justify data analysis.
Previous research has contributed important insight into urban development,
namely how cities employ ‘smokestack chasing’ tactics as a means to entice investment
and job growth (Boothroyd and Davis 1993; Leigh and Blakely 2013; Perrucci 1994).
These theoretical foundations offered clues to the researcher upon initial investigation of
the cities. But these notions did not provide the level of specificity needed for my study,
especially in light of the diversity of the U.S. urban landscape. Thus a more critical,
nuanced approach to local development is warranted. As a result, the study proceeded
from a deductive to an inductive strategy, whereby I allowed the data to ‘speak.’
Particular tactics, strategies, and themes of each city emerged during data collection and
analysis, a methodological tactic best described as a form of content analysis
(Krippendorff 2013). Continual readings and analysis of the data produced repeated
patterns and ideas. In turn, I developed themes significant in College Town and Factory
Town.24 The aim here was to obtain a broad description of local development as ‘told’

24

The type of content analysis used here is best described as a combination of
conventional and directed approaches (Hsieh and Shannon 2005; Mayring 2000).
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by local officials, development reports, and government archives (see Elo and Kyngas
2008). The following illustrates the categorical and code development scheme employed
in this study.
First, I devised a general scheme to help me think about categories in which more
refined codes would be later developed (Bogdan and Biklen 2007; Lofland et al 2005;
Miles and Huberman 1994); categories included settings/context, process, strategies, and
activities. Prior research informed this categorization, as economic development is rife
with questions as to: how the type of city influences investment, how actions taken by
local officials incentivize companies, and how overall development strategies and
development legacies impact future rounds of investment. Subsequent data investigation,
specifically early readings of redevelopment commission meeting minutes and interviews
with key informants, suggested ways of narrowing these general categories into ‘secondorder’ ones. These included development tools, projects, strategies, and legacies. These
categories then provided the final framework for reading and examining other data, as I
privileged that information that either supported these thematic categories or suggested
new ones.
After developing these second-order categories, I then formulated specific codes
as a means to identify data exhibiting similar characteristics (Saldana 2013). Each
category and its associated codes will be reviewed. First, tools are those legally
prescribed and situation-specific powers utilized by local governments to effectuate
development. This primarily dealt with tax abatements and tax increment financing, both
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of which are codified in state statutes.25 It also deals with various intergovernmental
assistance opportunities that can be used to influence local development. However, the
social contexts within which local governments operate may, at times, allow them to
influence development through more indirect means. This concerns, among other issues,
the capacity to establish and enhance connections between development actors that would
otherwise have not been made, or would be difficult to realize without government
support. Examples here concern local governments providing investors with tacit
knowledge about a development site, or connecting local R&D actors with private
investors.
Projects were defined as those instances where one or more of the following
conditions applied: (1) a company decided to invest within the geographical boundaries
of the city; (2) the city government constructed physical and social infrastructure to
enable private investment or support the local citizenry; or (3) a state or federal
government program funds were allocated or spent within the local community.
Development strategy was characterized along two dimensions: (1) the time of its
implementation (past, present, future) and (2) its underlying purpose as a means to inform
the community’s development trajectory. Though development strategy was often
explicitly stated in development reports and government documents, it was also inferred
from projects and tools. Finally, development legacies were extrapolated from the
25

This category is perhaps the most difficult to disentangle, having much to do with the
perspective in which the researcher is examining it. For example, local governments
posses development powers, such as easing tax liabilities (e.g. tax abatements) and
constructing infrastructure (through the use of TIF funds). These powers are best thought
of as local development tools. But if we view the outcomes of these tools from a
‘recipient’ perspective, such as a company receiving a tax abatement, they can be thought
of as incentives.
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following components. The first component concerns the type of economic activity (i.e.
jobs, companies) located within the city for as long as data was available and how this
economic landscape changed over time (if at all). Legacy status was also captured by the
consequences of this shift, namely industrial and residential vacancies/blight. Lastly, this
code involved how development officials referenced their local histories and the use of
intergovernmental funds to address problem areas. These refined codes guided data
analysis as I used their components to examine and summarize the cities’ local
development history and trajectory.
2.3.1 Redevelopment Commission Minutes
Initially, I attended the commissions’ meetings as a non-participant observer,
taking notes on projects and the discussions surrounding potential, current, and future
investments. However, this approach failed to provide ample data as meetings were
scheduled on a monthly basis and often did not contain any investment or tool
information. As a result, my efforts quickly turned to examining the organizations’
minutes, agendas, and correspondence. Here, data analysis took two forms. First, I
searched the minutes for the aforementioned thematic categories (i.e. tools, projects,
strategies, and legacies). The most common element in these documents consisted of
information regarding local government tools, namely tax abatements and tax increment
financing district (TIF) funds.
For tax abatements, I accessed the state-required CF-1 (compliance with
statement of benefits) forms for all available abatements in both cities.26 I documented
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Though mandated by the state, both cities did not have all CF-1 forms available. See
Appendix B.
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the following information: the company receiving the abatement, type and length of
abatement, and actual and estimated jobs/salary data. This data was reorganized in two
ways. First, I calculated the total number of abatements and the total number of actual
and estimated new, retained, and current jobs in each city. Second, I documented the
type of company receiving a tax abatement by their Standard Industrial Classification
(SIC) code. Put simply, SIC codes are a way to classify companies into larger industrial
categories, which for this project, provides a method to examine what types of companies
are most likely to be given tax abatements. To obtain these SIC codes, I used the
LexisNexus academic engine and inputed the company name.27 I then totaled the types
of companies for each city and compared the distributions, focusing on what types of
industries were most/least likely to receive abatements.
TIF funds were examined in a different format. Unfortunately, there are no strict
state guidelines for how Indiana cities account for TIF expenditures and without standard
metrics, comparisons between the cities would be difficult. Therefore, I constructed a
classification scheme to organize TIF-funded projects. This scheme defines such projects
as total TIF district-specific expenditures for distinct activities and/or materials within
demarcated, yet qualitatively different geographical areas. This definition has two key
components.
First, funds are often expended over multiple years and so I combined all such
funds into a constituent project. For example, in College Town, the city spent TIF funds
on improvements to the same road over a 15-year period. Since these activities were all
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See Appendix B regarding missing data for SIC codes.
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associated with the same road, I classified the entirety of expenditures as one project.
Second, I grouped specific activities into comprehensive categories. Table 2.3 displays
Table 2.3. Project Categories and Associated Activities

these categories and their corresponding activities. Similar to the time issue, problems
also arose in geographical terms. For example, College Town expended funds for the
construction of nature/recreational walking trails but used different TIF district funds.
These different TIF-district supported expenditures, even if for the same type of activity
(e.g. paving a trail), were classified as distinct projects. Within-district expenditures were
also classified as different projects if funds were spent on different trails within that
district. After resolving these classification issues, I totaled the amount of TIF projects
for each TIF district within the cities. I then used these totals as a proxy for local
development priorities, where higher project counts reflect local economic needs.
Finally, minutes often contained reference to various strategies or development
plans employed within the cities. These references were used to access those
plans/reports, if available. And through careful readings, I coded these documents along
the following dimensions: their focus on geographical location within city limits, type of
project examined, and conceptual development underpinnings. It is important to note
here that typical coding schemes often have some numerical element associated with
them, such that researchers count and report the number of times words/issues relevant to
their study are repeated. But for my study, I am not concerned about numerical word
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counts but instead focused attention on generating and understanding the conceptual
foundation of the towns’ development trajectories.
2.3.2 Interviews
Interview analysis was accomplished through a three-staged process of data
reduction, display, and conclusion drawing and verification (Miles and Huberman 1994).
First, I reduced the entirety of interview data to manageable sections whereby I selected
aspects of the interviews that were directly related to the aforementioned codes: tools,
projects, programs, and strategy. These codes also provided a platform to structure
subsequent interviews by questioning informants on their familiarity of a development
practice, especially if I was not knowledgeable about it. I then wrote memos in the
margins to summarize this data, making notes to myself describing the information
provided, while also looking for relationships between this data and the local
development scene (see Bailey 2007). In turn, these memos and category codes allowed
me to search for similarities and relationships both within and across interviews.
Interview notes were also used to summarize historical development practices since many
did not have much supporting documentation in the aforementioned data locations.
This technique allowed me to create a table to organize interviewee discussions
and responses along my coding scheme and more importantly, illustrate the justification
for the development arena (see Leech and Onwuegbuzie 20008; Miles and Huberman
1994). In effect, this table brings order to interview data and allows the researcher to
draw comparative conclusions about the problems within the cities as told by
development officials. Table 2.4 displays the city-specific development arena listed in
rows, and their associated justifications populate the associated cells.
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Table 2.4. Interview Justification Scheme

In support of these comparisons and as a means to provide greater depth to
development decision-making, I asked interviewees exploratory/descriptive questions to
better inform me of various projects or explain the city’s development strategy. Here, I
did not use any coding strategies as a means to extrapolate an underlying meaning from
their answers. Instead, the primary analysis tool was finding and/or summarizing
interviewee passages that reviewed or examined some developmental issue. Upon
locating this information, I then incorporated this into my analysis of each city.
Finally, I utilized interviewee passages and the interview table to provide support
for the project’s conclusions. The interview table was utilized as a means to compare the
differences between the cities in terms of what development tactic was used and for what
purpose(s). Examining these differences allows me to draw conclusions as to why the
cities experienced different historical trajectories depending upon how development
officials thought about each tactic. Moreover, interview passages support these
conclusions by providing context and depth to the development process. Noting what
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and why various techniques were used helps differentiate the cities, ultimately providing
important insight into their respective development trajectories.
2.3.3

Federal Grant Programs

Various grant programs were employed in both cities, as each city utilized ones
tailored to their specific needs. As such, I investigated how these programs were used in
the communities, and if possible, their corresponding impact on local prosperity. To do
so, I employed the following analytic tools.
First, I examined the Community Development Block Grant administered by the
Department of Housing and Urban Development (HUD). This program provides funds
to eligible communities to help them with various community development activities
including affordable housing and infrastructure development. But the program permits
localities great flexibility on fund allocation. My study explored this flexibility through
accessing the CDBG Activity Summary Reports (PR03) for all available program years
starting in 1995 to document each city’s use of funds.28 This was accomplished by
creating an excel file, listing all the local funded activities in each year, and then
inputting the amount of funds into the appropriate cell. I also wrote brief summaries
regarding the use of these funds. Analytically, these excel files were compared along two
dimensions: (1) the different activities funded and documented by CDBG matrix codes
and (2) the amount of funds for these activities.29 Since this program allows for local
flexibility regarding fund allocation, I concluded that the distribution of funds illustrated
each city’s development needs. Furthermore, I inferred that funding one activity

28
29

Unfortunately, I could not obtain pre-1995 records. See Appendix B.
For a complete list of matrix codes, see HUD (2014b).
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compared to others illustrated the city’s development priorities in any given year. To that
end, I also examined how these funding priorities changed over time. This analysis
revealed a particular local allocation scheme specific to the circumstances and issues
within each community. Interviews with local administrators supported this analysis.
Another major federal program involved in my study was the Neighborhood
Stabilization Program (NSP; also administered by HUD), a program designed to help
cities acquire, redevelop, and rehabilitate their foreclosed, abandoned, and blighted
housing stock. The first point of analysis is comparative whereby I examined the extent
to which the towns used this federal program. It is important to note here that only the
Factory Town received NSP funds. In turn, data were compiled for those years (2009
and 2011) that the Factory Town received these funds. I then analyzed this data in terms
of its geographical location (where funds were used within city limits) and the number of
homes supported by this program. To support this analysis, I interviewed the local
program administrator as a means to understand the justification for the city’s decision to
apply for program funds and the rationale behind its geographical distribution.
In conjunction with the NSP, state was awarded Hardest Hit funds as a means to
deal with vacant housing and foreclosures.30 This program is still in its infancy so
determining its final impact is not possible, but I did examine the program along certain
dimensions. I first documented the amount of funds each city received from the program.
I also contacted the local administrator and he provided the city’s list of properties that
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Since this program is federally funded, but administered at the state level, determining
its classification status was difficult. Even the program’s local administrator discussed
this difficulty (Alan 2014). In the end, I classified it as a federal program due to the
origin of its funding.

63
they would spend funds on to rehabilitate. During the interview stage, the local
administrator explained how the program works while also discussing the city’s rationale
for applying for these funds. I then used these passages, together with the program’s
stated goals, as a means to differentiate Factory Town and College Town.
Two other federal program funds were utilized by the cities. Factory Town,
starting in 1977, utilized a $5 million grant from the Economic Development
Administration to start its industrial revolving loan fund (IRLF). The program’s purpose
was to help communities support industrial redevelopment with loans made through the
city’s redevelopment commission. Similar to the NSP, the IRLF was only employed in
Factory Town. Analytically, I documented the following: all loans made, the type of
company, stated use of loan funds, and the number of jobs generated by the loan. In turn,
I was able to gain insight into the types of projects the city deemed are important for
industrial redevelopment while also assessing the program’s impact on job growth. This
data were retrieved from a 2011 summary report of the IRLF, located in a project folder
in the redevelopment commission archives.
The final federal program dealt with brownfield redevelopment. The
Environmental Protection Agency’s Brownfield program was designed to help
communities prevent, assess, and eventually clean up areas that have the presence of
environmentally hazardous substances. Upon learning of this program through a Factory
Town official, I queried the Brownfields Grant Fact Sheet Search tool to examine if the
cities used the program (EPA 2015a). This search revealed that only the Factory Town
utilized this program. I then documented the type of financial grants the community
received, the grant’s stated purpose, and the total funds awarded. Additionally, I
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conducted interviews with the local grant administrators on how these funds were applied
for specific projects and probed interviewees on how this grant aligned with the city’s
historical development. During these sessions, a local administrator provided me a list of
Factory Town’s brownfield sites, a noteworthy comparative document since College
Town did not have a similar list. Finally, I used news articles to provide context to the
brownfield’s program, teasing out descriptive elements of the federal program not
provided from interviewees or the EPA’s search tool.
2.3.4

State Grant Programs

My research revealed two state-sponsored grant programs that were integral to the
communities’ development. As with federal grant programs, I investigated these
program’s stated purposes to infer the city’s development priorities. This initial analysis
was later confirmed through interviews with local administrators as I questioned their
reasoning in applying for program funds. Each program will be subsequently reviewed.
The first program concerned the state’s Brownfield Program. Similar to its
federal counterpart, this program helps communities identify and mitigate hazardous
environmental conditions that hamper economic growth. My analysis started by
searching the program’s site list to determine the number of brownfield properties located
within each community.31 After compiling the sites for each city, I then documented the
type of assistance provided, ranging from direct financial assistance to legal
documentation of the site’s condition and the locality’s cleanup effort. This allowed me
to compare the cities’ environmental conditions as it relates to industrial hazards. I also
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See IFA (2016) for the site list. This list is constantly updated, but my query is dated
November 13, 2015.
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compared the cities’ use of financial assistance. Here, I listed all the brownfield sites in
both communities, determined how many of those sites received some monetary support,
and then assessed the site’s redevelopment status (i.e. what was the site’s current
condition? Has it been redeveloped? Still considered in need of support?). Site status was
extrapolated from the site list provided by the state and from interviews with local
administrators.
The other state program, 21st Century Research and Technology Fund, deals with
creating high job growth entrepreneurial companies. This program effectively subsidizes
companies that generate large amounts of jobs. I first accessed and reviewed the state’s
2006 economic development plan to document the program’s purpose and how it relates
to the state’s emphasis on entrepreneurialism. This report outlines specific development
goals, many of which explain a renewed emphasis on the 21st Century Fund. My analysis
reviews and summarizes the goals and rationales for the fund. After this, I accessed the
program’s annual reports to critically examine the funding system. Here, I documented
the company receiving funds, its industrial sector, funded amount, and the city in which
the company is located. This data allowed me to decipher the program’s geographical
distribution, pinpointing those cities that host high job-producing companies. But more
importantly, this analysis revealed that many other cities, specifically Factory Town, do
not contain these types of companies (and, as a result, did not receive 21st Century funds).
2.3.5 Entrepreneurial Polices and Reward Structure
To capture how each city enriched and enabled entrepreneurialism, I gathered and
analyzed data in the following format. First, I accessed College Town’s entrepreneurism
and commercialization web portal. This portal, published by the local university, has a
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wealth of information. I reorganized this information along the following dimensions to
capture how and in what ways communities subsidize business and jobs creation: policies,
funding sources, physical space (incubators, co-working space), and institutional centers.
Each dimension is reviewed in the list below:
1. Policies: university rules and regulations that discuss the
entrepreneurialism/commercialization process that potential entrepreneurs must
adhere to since they are using university resources. This component also
concerns ownership terms related to intellectual property
2. Funding sources: financial incentives provided by the university to assist start-up
companies at various stages of their development
3. Physical space: actual locations that provide different types of resources used in
the entrepreneurial process
a. Incubators: complexes that are constructed to assist new business
formation and product invention by providing various office support
services (i.e. legal and financial) and physical space that is designed to
company specifications. The complex is funded through a joint city-stateuniversity effort
b. Co-working space: areas that provide a physical location for diverse types
of entrepreneurs to work on their inventions/businesses, while promoting
networking activities among participants. These spaces also provide
mentoring, legal, banking, accounting, training, and office supply services
to members
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4. Institutional centers (2 types):
a. offices where entrepreneurs go to address their on-going questions or
concerns about the business creation and patenting process
b. offices that house multidisciplinary, educational, laboratory, and
university-business collaborative spaces and programs
Organizing the data in this way allowed me to directly examine the social environment
created to promote entrepreneurialism. But more importantly, the presence of the web
portal is its own comparison point since the Factory Town does not have a similar
development tool. Factory Town’s redevelopment commission director confirmed this.
Secondly, I compiled incubator information from redevelopment commission
meeting minutes. The local state, through the use of state-level funds, is involved in the
construction and maintenance of business incubators. I therefore documented the amount
of funds used to help incubator construction and noted the number of incubators
supported in each community. Comparing these results allows the researcher to assess
one aspect of entrepreneurialism, but more importantly, helps clarify the intensity of such
efforts within the cases.
2.3.6

Jobs, Companies

For Factory Town, I first compiled all Economic Census jobs data in an excel file.
I used the first year’s data (1972) as a benchmark and compared all subsequent years to
this original data point. I did so for each jobs and company category, while also
comparing the largest category in 1972 to all other years. By doing so, I teased out two
important economic dynamics:

68
1. the change/stability of the local economic scene: if there was no change in the
largest category over time, I inferred that the community was best characterized
as economically stable. In contrast, changes to the largest category, and the extent
of those changes, illustrated a transforming economy
2. local industrial makeup: if change did indeed occur, I assessed what business
sector superseded the previous one and what sector is currently the most dominant
These two dynamics help describe the local economy, helping clarify development tactics
pursued by local officials as they confront this stability or change.
The Economic Census did not have data for College Town’s principal employer,
yet I did use this report to compile data on the city’s manufacturing workforce. This was
done to make the city easily comparable to Factory Town’s workforce. Besides this, I
investigated university employment by plotting the number of employees over time.
2.3.7

Vacancies

Examining vacancies proved to be significant, particularly for Factory Town. In
that regard, initial interviews with the city’s Community Development office personnel
revealed that residential vacancies were a serious concern. Therefore I computed the
number of vacant housing units per 10,000 people as a means to compare the differences
between the two cities. I also computed the number of vacant housing units as a
percentage of the total number of housing units available. This helped me understand the
extent of vacancies within each city and thus shaped future interviews with development
officials. During post-analysis interviews, I queried key informants as to how residential
abandonment impacts city development. This ultimately revealed that city officials,
without sufficient local funds, seek alternative funding sources to address vacancies.
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Specifically, local officials discussed how they applied for and if awarded, used
intergovernmental program funds to redevelop these problems areas.
Industrial vacancies were analyzed in a similar fashion. After compiling and
comparing the brownfields list for each city, I questioned city officials as to how they are
addressing these sites with various types of financial resources. Here again, Factory
Town’s efforts clearly outpaced College Town. Officials discussed their use of the state
and federal brownfield funding opportunities, and also discussed local marketing efforts
directly with private companies as a means to help revitalize dilapidated property. In
sum, I compiled all city-initiated redevelopment efforts and their associated funds to
compare the two cities.
2.3.8 News Articles
As mentioned previously, this secondary data source was utilized as a means to
provide greater depth of information about some development topic. To gather this data I
searched local newspapers for the topic’s keyword (i.e. name of company, project,
program [state and federal], incentive), and read all news articles located within project
folders (see above). If needed and available, I documented the following data: (1)
project/investment type and amount of funds employed; (2) location within the
community; (3) jobs created; (4) local administrator; (5) project implementation tactics;
and (6) justifications for (re)development activity. Typically, only one data point was
needed for any particular development topic. I then used that data point to provide clarity
about development activities.

70
2.4

Conclusion

This chapter explained the qualitative methodology I used to explore and compare
the developmental differences between College Town and Factory Town. Local
government archives from each city’s redevelopment commissions provided data on the
primary economic tools employed to attract investment. These records also provided
clues to other development resources, namely federal and state programs that each city
used to revitalize their economies. I accessed program information from their associated
web portals.
In-depth, open-ended interviewing provided another data point to examine local
development. I used a snowball sampling strategy to first compile a list of key
development officials, and then questioned interviewees on local strategies, tools, and
programs. These interviews revealed important insight and context into the local
development scene that was not readily apparent in government records. News articles
offered similar information, adding richness to my study that would otherwise not have
been uncovered. Finally, I compiled census and entrepreneurialism data to address the
cities’ economic histories and trajectories. I documented the changing employment
structure of each city with data from the Economic Census. Entrepreneurial data were
derived from the local university in College Town; Factory Town did not have a
corresponding entrepreneurial data point.
I triangulated all data sources to examine the history of both cities. Sources were
then used to analyze local development schemes currently employed in the communities,
strategies that officials deemed most beneficial for local prosperity. I now turn to my
data analysis chapters, starting with Factory Town.
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CHAPTER 3. FACTORY TOWN

As Charles Tilly (1996: 704) remarked two decades ago, “cities offer privileged
sites for study of the interaction between large social processes and routines of local life.”
Factory Town is a case in point, with its unique history mixed with boom periods and
economic decline. I begin with a general history of Factory Town, with particular focus
on the city’s manufacturing legacy. More detailed analysis starts in the early 1970s,
when a changing national and global environment transformed the local development
scene. At this time, deindustrialization became the defining feature of the city’s
redevelopment efforts, although this focus has shifted somewhat more recently, as the
city tries to capitalize on high-tech entrepreneurialism. In what follows, I examine the
relationship between local development and the larger political economy, a dynamic that
exhibits path-dependent tendencies, suggesting that Factory Town will always be a
manufacturing center, or will die trying. As we shall see, this is not entirely true, but
change is neither inevitable nor easy for a factory town facing deindustrialization.
3.1

The Emergence of Factory Town

Like most of Indiana, plentiful and highly productive farmland sustained the
city’s early agricultural economy. But with the rise of industrialization, Factory Town
experienced a shift towards manufacturing, coinciding with the discovery of natural gas
in the late 1800s (Roysdon 2015b). This discovery inspired speculation as local
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businessmen formed exploration companies to find profitable gas wells. Factory Town
succeeded in 1886, so much so that alternative energy sources vanished as production
inputs (Glass 2000).
During this time and foreshadowing times to come, the city sought outside
investment as a path towards local prosperity. Financial incentives enticed as many as 40
firms to relocate to Factory Town during the initial years of the gas boom (Ball 1981).
None of these firms, however, were more integral to the city’s development than a glass
jar manufacturer from Buffalo. A fire burned down the company’s Buffalo factory in
1886, sending its directors searching for a new production site with cheap energy.
Factory Town proved to be that location. The city’s leaders offered free land, free gas for
five years, and $5,000 in its incentive package; the company gladly accepted (Glass 2000;
Winling 2010). The company-town relationship flourished throughout the next century
with the company providing a hospital, university, and a foundation that continues to
support and mold city life.
Cheap and plentiful natural gas soon diminished, but other important production
factors, including plentiful land and a growing workforce, attracted other large-scale
manufacturers to the area (Roysdon 2015b). As a result, manufacturing became the city’s
dominant economic sector. Productivity also increased through mass production of
manufactured goods, providing financial and employment security to the town’s residents.
“From the end of World War II until the early 1970s, young men in [Factory Town] and
similar ‘smokestack towns’ across the country graduated from high school, joined a
union and made a good living at a factory” (Farrell 2015: 2). This prosperity, however,
was not without difficulties. Union strikes were commonplace as workers demanded
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wage concessions (Bigger 1979; Factory Town Chamber of Commerce n.d.; Roysdon
2015b; UAW-CIO, Local 499; UAW-CIO, Local 287). Indeed, the city’s union and
manufacturing presence was so extensive that a 1953 strike in one of the city’s largest
plants was estimated to idle 25,000 workers nationwide (Kane 1953).
Factory Town has not had a major strike since 1989, but the city is still plagued
by the stigma of its contentious union climate. In fact, local officials noticed growing
disinterest among investors in communities with active, or previously active, union
organizations. Raymond, vice president of the city’s development alliance (see below),
even suggested that the city was taken off location lists simply because of its history
(Raymond 2013). He remarked:
We got eliminated from a foreign company project for that exact same
reason. […] and even though the consultant was convinced that it was not
a problem, when he went back to his client and his client said we
remember back in 1988 that [Factory Town] had this big problem. So
they just wanted to stay away from it (Mitchell 2008: 16).
Fortunately, this negative union image has subsided in more recent times and the city
now appears to be more attractive to global investors. In fact, Caterpillar recently
relocated a locomotive production facility from Ontario, Canada to Factory Town in
order to take advantage of low wages, relatively weak unions, and the state’s enactment
of right-to-work laws (Hagerty 2012; Hagerty and Macdonald 2012).
Shifting production landscapes and their associated consequences are part and
parcel to Factory Town’s history and also help explain national economic trends. During
the 1970s and 80s, the relocation of manufacturing companies was commonplace
throughout the Rust Belt, resulting in high unemployment, a declining tax base,
disruptions in public services, and increased demands for social insurance (Bluestone and
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Harrison 1982; Harvey 1990). Factory Town met a similar fate, as the city’s
manufacturing firms and employment levels dropped precipitously during this period
(Devaraj 2011; Fraser 2012). This industrial decline is portrayed in Figure 3.1.32 Since
the early 1970s, the city has continuously lost manufacturing jobs and at present time, has
roughly 2,000 industrial employees.
Local development officials attribute these losses to increased global competition
that pressured companies to decrease their production costs. For example, a former
mayor comments that workers in other nations are making ‘pennies on the dollar’
compared to workers’ wages in the U.S. (Vander Hill 2008b). This in turn, forces
communities like Factory Town to compete for investment. The former mayor again:
At the end of the day, [the companies have] got to prove to their taxpayers
(shareholders) they’re making a buck at the bottom line, so you know, if
the worker in Indiana was just competing against the worker in Alabama,
or the worker in California, or the worker in Nevada, we could build a
case to keep them here. But when that worker is competing with
somebody who’s making a fraction of what they’re doing, you can’t, we
don’t have enough money to give them, when [their workers] make that
[little]” (Vander Hill 2008b: 17-18).
Another local official echoes this refrain, claiming that manufacturing jobs left Factory
Town for low-wage areas like China, Thailand, and Japan. He even suggests that
international trade agreements, like NAFTA, exacerbated the city’s deindustrialization
(Vander Hill 2008a).
A review of the city’s major electrical equipment company sheds light on these
critical issues (Baur 1982; Bigger 1971; Francisco 1984a, 1984b; Lucas 1991; Morrisey
1958; Penticuff 1993; W.E.S.T. Corporation 1983, 1980, 1979, 1971, 1970).

32

Data is compiled from the Economic Census, though it does not have data for 1987.
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Figure 3.1. Number of Paid Manufacturing Employees per Pay Period, 1972-2012

The company’s initial investment in Factory Town occurred in 1958, when they
constructed a production facility to manufacture transformers. It sought to take
advantage of the city’s skilled workforce and transportation system, specifically, four
major railways to transport its finished product. The construction of city sewer lines and
rezoning efforts solidified the massive undertaking, and soon the company employed a
few thousand workers. But global competition in the transformer market soon proved
costly to the local plant. Plant officials repeatedly stated their concerns regarding this
competition, framing their argument in terms of cost cutting:
There isn’t enough business to go around. Therefore, some large power
transformer manufacturers’ employees are going to be out of work. To
keep this from happening at the [Factory Town] Plant, we must produce
reliable large power transformers at costs low enough for us to sell at
prices competitive with those of any other manufacturer – domestic or
foreign. The future of the [Factory Town] plant and, therefore, our jobs,
may well depend on how quickly and how much we can reduce our costs
(W.E.S.T. Corporation 1971: 2).
Company officials also fault the Arab Oil Embargo of 1973 in curbing America’s
appetite for electrical power. They estimated that electrical demand growth rates post-
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embargo were below five percent, compared to pre-embargo averages of seven percent or
higher.
Initially, the company sought legal refuge by challenging what they considered to
be dumping tactics by their foreign competitors. Not much came of this, as the company
continuously struggled with foreign competition throughout the seventies, eighties, and
nineties. As a result, layoffs became common. Interestingly, the company did
experience some growth in the late 1980s and early 1990s, due to a mixture of increased
demand for electrical power, state and federal training incentives for streamlined
operations, and plant and transformer-based redesigns. But corporate profitability and
cost issues eventually reigned supreme, and the company closed its Factory Town plant
in 1998.
But the large manufacturing losses like these only tell part of the story. The
closing of factories has a severe ripple effect for industrial-oriented communities.
Raymond comments on this impact, stating that for every manufacturing job the city lost,
there was a corresponding loss of 4-5 service and other supporting jobs. This primarily
concerned the loss of tool and die makers, who are key suppliers to manufacturing
facilities (James 2014; Raymond 2013). For example, one tool and die company saw its
employment numbers decrease from 155 to 20, coinciding with the local downturn in
manufacturing production (Roysdon 2007a). The city also lost jobs at retail stores,
restaurants, and other types of service companies (Roysdon 2011). Perhaps most
significant is the rise of residential and commercial vacancies that place serious strain on
the city’s tax revenue.
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Company closings and their associated ripple impacts are emblematic for Factory
Town, and in response, the city is tasked to quickly find redevelopment alternatives. This
is often framed as making the community more attractive for business. A 1981
development report best captures this sentiment:
Because of [Factory Town’s] now established economic pattern which has
been characterized as “declining,” the substantial capital required to
maintain and expand the job base of the community is severely limited.
By that, there is limited income available to purchase homes, auto-mobiles,
and retail items as well as support local government services – primarily
schools, police and fire protection, streets, parks, and sewers that are
funded by local and state tax dollars […] While certain economic realities
like oil prices, foreign trade, inflation, and high interest rates are
international in scope and beyond the control of local communities; the
local community still has the obligation to promote local business growth
in a way that will create an environment conducive to stimulating new
employment for local citizens (Waggoner, Irwin & Associates 1981: 2-3).
This report brings to light the importance and necessity of local actions in the face
of a changing global environment. Even with the town’s industrial legacy, local
organizations and public officials have, to some degree, certain powers to reverse
economic decline. It is no small surprise then that questions have continually been raised
as to how local officials can best manage and redevelop the city. Answers are most
commonly found in financial tools, as the city has favored a supply-side revitalization
approach. These tools emanate from the city’s redevelopment commission.
Factory Town created its redevelopment commission in 1973 to address the
residential and non-residential blight (Factory Town 1973). State law bestows various
duties and powers to redevelopment commissions, including combating economic
maladies and remediating environmental contamination (among many others). All of its
power and duties are couched in terms of serving the “social and economic interests of
the unit and its inhabitants” (IC 36-7-14-11). To aid this effort, local development
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officials coordinated resources and personnel with the city’s chamber of commerce,
education officials, and labor representatives (James 2012). Though all parties involved
have played an integral part of the city’s redevelopment, the focus in my analysis centers
on the local government.
The analysis up to this point is focused on Factory’s Town experience with
deindustrialization and its resulting consequences. Union activity was initially
paramount but has since subsided. But the city must still deal with the lingering effects
of industrial out-migration, namely blight and vacant properties. How local officials
manage these circumstances is of utmost importance for the current study. Changing
national and global economic conditions have differentially impacted urban systems,
contingent upon local conditions and local development agency. The key is to better
understand these locally specific development pathways. To do so, I focus my attention
on the ways in which local officials develop plans, employ tools, and utilize resources as
a means to address their economic conditions. Ideally, combining these components
should produce desired economic outcomes. But, in practical terms, this may not always
be the case. In what follows, I examine Factory Town’s development path, starting with
the city’s planning initiatives.
3.2

Redevelopment Planning since the 1960s

Deindustrialization has negatively impacted and generally defined the city’s
development trajectory since the mid-20th century, a process that has been particularly
pronounced in the city’s industrial southern end. Other parts of the city, like its
retail/educational north end and the downtown area, have been less exposed to such ill
effects (Barton-Aschman Associates, Inc. 1977; Michael 2014b; Winling 2010). In short,
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Factory Town’s different economic landscapes contain different constraints and
opportunities, and in turn, inspire different redevelopment strategies. Theoretically,
redevelopment plans would address these varying landscapes. But the proceeding
analysis indicates that local planning efforts proceeded through a three-stage process with
particular focus on the central city.
Early efforts focused on the downtown area, with a pedestrian-consumer
emphasis. The next stage continued attention on the central city, but disaggregated this
area into constituent parts each with a particular set of resources. This stage also outlined
a more expansive planning scheme, where surrounding areas and their attachment to
downtown became important for overall prosperity. The last stage, starting in 2009,
represents a major shift in redevelopment planning. Efforts here focus on citywide
revitalization and rebranding, coinciding with larger urban shifts towards attracting
highly creative people and businesses (Florida 2005). In short, Factory Town’s planning
initiatives represent a step-wise progression.
During the early 20th century, Factory Town’s downtown was viewed as regional
hub for commerce and industry. The regional transportation network radiated from the
central city, so area residents had easy access to housing, retail, and financial services
(Buchanan et al 1988). But this status slowly eroded with the advent of an expanding
transportation system, industrial decline, and intra-city commercial mobility. Starting in
the 1950s, suburban locations, especially the city’s north end, became the preferred
choice for local businesses, and local residents’ shopping patterns followed suit (Brown
1978).33 The local university acted as another pull factor, as its growing student

33

For a review of national trends, see Jackson (1985).
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population attracted area businesses (Factory Town 1989). Combined, these forces
exacerbated an already-declining central city population and added to the area’s high
number of vacancies.
These issues did not proceed unimpeded. Central city business owners, in fact,
took it upon themselves to coordinate efforts in attempts to counteract this economic
decline. They hired a planning firm to remake the city’s downtown district, shifting away
from the car-influenced suburban expansion to one dominated by pedestrian traffic
(Francisco 1989; Stack 1975). The firm’s report argued that a renewed emphasis on
concentrated retailers along a landscaped pedestrian mall would reinvigorate the city’s
downtown (Francisco 1989; Victor Gruen Associates 1968). Though initially successful,
the development ultimately proved problematic, as businesses began relocating to other
parts of the city within the first year. What’s more, Factory Town officials were initially
skeptical of the impact downtown prosperity could have on the larger urban environment,
which exacerbated an already deteriorating situation (Buchanan et al 1988). In the end,
the city’s retail-dominated northern end and the growth of the university were simply too
much of a strain on the central city.
The next major planning stage commenced in the late 1980s (Factory Town 1989).
During this time, it was agreed that the 1960s plan failed to reinvigorate commercial and
residential interest in the central city, primarily due to the then un-built shopping mall
now anchoring the city’s retail-based northern end. Additionally, pedestrian mobility met
serious roadblocks in the lack of transportation routes and the uninviting pathways to the
city center. But most importantly, this report is the first to acknowledge the deleterious
impact of the city’s industrial losses, “leaving in their wake large areas of vacant land and
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blight” (Factory Town 1989: 1). What’s more, the report highlights the fact that another
industry had yet to replace relatively high-paying manufacturing employment,
contributing to the area’s economic stagnation.
As a result, city officials sought a more comprehensive approach to downtown
redevelopment, seeking to reestablish it as the economic, social, commercial, and cultural
heart of the city and region. By doing so, they would ignite an economic ripple effect in
public and private investments, ultimately leading towards prosperity. Here,
development actions shifted away from the strict focus of the first planning report and
concentrated on larger projects. Projects included: (1) historic building façade
improvements; (2) upgrades to urban parks and open space, which, in turn, will create an
attractive environment for citizens; (3) public investments in government buildings,
helping elicit the idea that the city maintains a high quality social and physical
infrastructure; (4) renovations to downtown office buildings in attempts to attract nonmanufacturing employers; and (5) upgrades to the city’s convention center and adjoining
hotel, which has the capacity to “attract thousands of visitors annually” (Factory Town
1989: 7). These projects coincide with the central city’s rather distinct landscape, best
classified into specific zones, or areas of the city with concentrated resources (LaGuardia
1988). By dividing the city into these districts and focusing efforts on specific projects,
officials and developers could invoke more targeted redevelopment efforts depending
upon the district in question.
Planning efforts to this point began with a concentrated focus to establish the
downtown area as a pedestrian-dominated retail destination. A few decades later, a
comprehensive, more spatially expansive approach superseded the 1960s report. The
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most recent planning document, Factory Town Action Plan, further expanded local
efforts spatially and functionally (ACP Visioning + Planning 2010). It recognized the
city’s distinct geographies outside of the central city’s zones while acknowledging how
these areas impact residents’ identity and attachment to the city. The report also noted
the growing influence of Factory Town’s university system and its corresponding
intellectual capacity for entrepreneurialism. But perhaps what most differentiates this
planning document from the previous ones is its attention to the rehabilitation of
deteriorating sites, rebranding, and quality of place amenities.
First, the report clearly documents disinvestment and population out-migration
but also highlights notable reinvestments made in recent years. These include
recruitment of international companies and corresponding job opportunities, vacant
housing demolition, and the relocation of university and community college endeavors to
the central city. It also calls for the creation of a brownfield redevelopment program to
address the environmental damage left by industrial facilities.
Rebranding efforts are directly associated with this rehabilitation focus. The idea
was and still is to redefine the city among residents and outsiders alike, hoping to ‘brand’
the city to promote tourism and encourage positive perceptions of the community. One
of the major efforts in this regard concerned a marketing campaign focused on the central
city. The Factory Town Downtown Development Partnership (FTDDP), an organization
tasked with downtown revitalization, has played a key role in shifting the industrial
narrative through which residents and outsiders commonly understand and discuss
Factory Town. To do so, the FTDDP has produced short videos acknowledging the
industrial legacy, while at the same time encouraging residents to create and embrace a
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reinvigorated community (Factory Town Downtown Development Partnership 2013,
2015b). The videos invoke a more active revitalization approach among city residents,
implicitly countering the city’s reactive approach to deindustrialization. Mary, the
FTDDP’s executive director, best captures the campaign’s message:
…it wasn’t a typical campaign where everything was hearts and flowers
and oh, look at all of the great things we have here. It was more realistic
about where we’ve been, what we really are: it was authentic and real,
[about] where we want to go, but it was a call to action; do something
about it (Mary 2014).
What’s more, the FTDDP has used these videos as a platform to enhance other activities,
including: displaying newly designed banners; relaying information on events and
general news regarding downtown; and organizing cultural festivals (Factory Town
Downtown Development Partnership 2015a; Mary 2014). In short, rebranding efforts
have attempted to shift perceptions away from the city’s past onto a more active,
participatory future.
The final area concerns quality of place, a point of concern for the entire
community. Said one resident: “I am concerned about the blight and attractiveness of our
city, especially downtown, about limited recreation options and about education and
economic growth” (ACP Visioning + Planning 2010: 29). As Factory Town transitions
from its industrial past, the planning report argues for a renewed emphasis on quality of
place amenities to attract people and investment. Generally, this concerns a four-pronged
approach: (1) create a vibrant downtown with a mix of cultural amenities; (2) improve
infrastructure quality and connectivity; (3) provide recreational opportunities; and (4)
better management of underutilized land. The report breaks down these areas into
achievable actions, some of which the city has recently initiated, including: installing
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bike lanes, constructing gateways by beautifying decaying properties, and establishing a
quiet zone near the city’s downtown railroad tracks (Gibson 2013; Roysdon 2014c,
2014d). Michael, the city’s current mayor, highlights the importance of these amenities
in transforming Factory Town into a prosperous community:
You know, it don’t make any difference what community you’re in
anymore, whether it’s a newer urban community or an older urban
community. Younger people like yourself and even older people like me,
are looking for quality of life and quality of place, and sustainability…and
they want to see greening, they want to see green spaces, they want to see
pocket parks, they want to see pocket gardens, they want to see better
handicap accessibility, they want to see bicycling. A lot of people looking
at communities today, they’d rather not even get into their car […] if
they’re going to be in their community. They’d rather be able to take
public transportation to work, or walk to work, or ride a bike to work.
And so we’re trying to do all that. We’re trying to transform [Factory
Town], and, trying to do it as quickly as we can. And the challenge is
always […] convincing the community that [this] type of investment is
important. But it is. You know, if you look at demographics today on
bringing new development and new people to your community to live
there, public safety is usually the number one issue. Then after that, you
really get into the quality of place, quality of life, infrastructure, your
schools, tying all that into parks and green initiatives. And those are the
ones that are changing themselves, and transforming themselves, and
those are the ones that are pretty darn successful. And that’s a lot of what
we’ve tried to do (Michael 2015).
All these efforts are thought to better position the city to foster entrepreneurialism,
install a reinvigorated sense of collective pride, and ultimately trigger renewed growth.
As my subsequent analysis illustrates, however, this shift challenges the city’s dominant
financial incentive scheme for attracting investment and jobs. Ultimately, redevelopment
efforts seem to be at a crossroads regarding these two growth strategies. Much of the
city’s efforts still exhibit an industrial bent. But as Factory Town loses its manufacturing
core, quality of place efforts are taking hold as the dominant redevelopment mechanisms.
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3.3

Redevelopment Tools: Local Taxing and Intergovernmental Financial Assistance
Factory Town’s social and economic deterioration has pressured local officials to

figure out successful redevelopment strategies. The creation of its redevelopment
commission provided the institutional framework to enhance revitalization efforts. In
turn, the commission has utilized certain development tools to spur investment and job
growth. However, these have not been the panacea officials envisioned. In what follows,
I document and examine the primary tools employed in Factory Town. These include:
government subsidized industrial loans, tax abatements, tax increment financing, and
intergovernmental assistance opportunities.34 For analytical purposes, I demarcate each
tool by section. This is not to suggest that each tool was used in isolation. In contrast,
redevelopment activities often involved multiple tools to streamline projects. Sectional
demarcation also exhibits a temporal order, where I start my examination from the
earliest available data and proceed to its most recent manifestation. In this way, I am able
to more clearly illustrate the path dependent aspects of redevelopment.
As we shall see, the federally subsidized loan fund was the city’s first major
redevelopment initiative. But this effort pales in comparison to the dominant local
incentives: tax abatements and tax increment financing (TIF). Nevertheless, here I will
maintain the chronology, discussing the loan fund first. Next, I examine tax abatements
illustrating two key issues: (1) their mixed record on job creation, the primary purpose for
34

These tools each have unique qualities that I fully explore in the upcoming sections.
Suffice is it to say here that intergovernmental assistance opportunities have qualities that
differentiate them from the other tools. They are not legally prescribed powers, nor are
they loans which the city can use as it sees fit. Instead, they are forms of federal and state
assistance that the city can apply for or request as a means to deal with local conditions.
They are relatively small-scale compared to the income-generating power of TIF, while
also limited in scope, compared to the theoretically unlimited granting capacity of tax
abatements.
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abatements, and (2) the unintended ‘lock-in’ mechanism that effectively restricts their
usage outside of the city’s manufacturing industry. Then I analyze the more flexible and
more recent TIF development district planning, before turning to source of funding and
strategies for dealing with brownfields and vacant housing – two serious consequence of
deindustrialization. Viewed holistically, Factory Town has relied first on a federally
oriented tool but then shifted to primarily local ones in dealing with its industrial
economy. More recently, local efforts indicate a return to federal funding, as abatements
and TIF have not yet generated an economic panacea.
3.4

Factory Town Industrial Revolving Loan Fund (FTIRLF)

Even in the context of the federal devolution, one of the city’s first redevelopment
tools stemmed from the federal government. During the 1960s, federal officials
recognized the significance of public works, development planning, and capacity building
as a means to support and enhance industrial growth. In this context, the federal
government passed the Public Works and Economic Development Act (PWEDA) of 1965
(P.L. 89-136), establishing the Economic Development Administration whose task was to
provide funding to economically distressed places that were experiencing persistent
unemployment.35 Subsequent amendments to the original law increased the EDA’s
capacity to combat urban distress, including funding locally administered revolving loan
funds (Lake et al 2004).
Factory Town was quick to respond. In 1977, the city applied for and was
granted a $5 million loan from the EDA to create its revolving loan fund (Factory Town
35

The EDA was not the first federal agency tasked with urban redevelopment. The
Public Works Administration (1933), the National Resources Planning Board (1934), and
the Area Redevelopment Administration (1961), all enacted local redevelopment
initiatives.
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1977a; Factory Town Redevelopment Commission n.d.). It worked as follows. Flush
with federal dollars with some local matching requirements, Factory Town’s IRLF board
lent money to companies that otherwise would not be able to obtain financing through
conventional lending institutions. Borrowers repaid the loan at favorable interest rates,
but they were required to create or save one job for every $7,500 borrowed (jobs were the
success metric). Loans, however, were only for applicants involved in manufacturing or
wholesale and limited commercial trade. After initial loans were distributed in 1977-78,
subsequent loans were made from previous loan repayments.
What is especially interesting about this loan is that it was the city’s first major
attempt to combat deindustrialization. Local officials stated as much in their application,
while also explaining how funds were to be used (Factory Town 1977b). It stated that
more than half of the initial $5 million loan was given to a local meatpacking firm to prop
up its debt-ridden operations emanating from wage-price controls, federal mandates, and
agricultural disruptions. Although a private bank initially assisted the company,
problems continued to mount, ultimately threating a plant shutdown. Factory Town,
therefore, “felt no alternative but to assure that the threaten[ed] dislocation would not
occur” (Factory Town 1977b: 10). In this context, the loan helped the firm retain 875
employees. The other major allocation dealt with attempts to revitalize a manufacturing
facility that was recently abandoned. The idea was to spur new investment by turning the
facility into an industrial mini-park, eventually housing three new start-up operations.
It is here that we see how redevelopment is as much an intergovernmental activity
as it is a local one. Factory Town simply did not have enough local resources to counter
plant closings but needed federal assistance to curb this decline. A Congressional
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Representative remarked on this intersection, suggesting “strong cooperation between
local officials determined to do something about reversing a poor economic trend and
federal assistance designed to aid such communities in need,” was the key to program
success (cited in Factory Town Evening Press 1977: 7).
Unfortunately, the revolving loan fund did not provide as much of a boost to the
local economy as originally intended. The local meatpacking firm went bankrupt in the
year following its loan (Mitchell 1978). As a result, city officials were never able to
recoup roughly $2.5 million, seriously hampering future local efforts (Roysdon 2010a).
Actually, six out of the first seven loans were all written off. Table 3.1 provides
summary data of the revolving loan up through 2011 (Factory Town 2011b).
Table 3.1. Factory Town Revolving Loan Fund

Data from the table illustrate mixed results. From a success standpoint, the fund
has clearly achieved its target of one saved/created job per every $7,500 loaned. The jobs
metric is actually closer to double its original goal. However, the fund can also be
viewed as unsuccessful due to its high volume of loans that have been written off,
roughly 27% of all loans. Moreover, the amount written off ($5,534,461) is close to 30%
of the total amount loaned. Loans in default pose similar problems with an outstanding
sum of $1,042,221. This is particularly significant because loans are not typically
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collateralized, meaning that the fund loses when its borrowers do not repay (Factory
Town Redevelopment Commission n.d.; Roysdon 2010a). In this context, loans that have
been written off or are in default have cost the fund over $6.5 million, especially
troublesome since previous loan repayments fund subsequent loans.
But local officials suggest that any type of job growth, instead of the amount of
funds lost, may be the best measure of success. James, former director of the city’s
redevelopment commission and fund administrator, explained this notion:
I consider it a success that for a period of time, these companies were in
existence and employing people and paying what they could. The ultimate
closure of these entities is a failure, but from the standpoint of the loan
fund – because it is in business to make loans to companies that can’t go
to banks to get financing – they were open for years and employed people.
They were a success until they had to close their doors. As long as they
were paying us and keeping people employed, that was the point (quoted
in Roysdon 2010a: 3-4).
Factory Town viewed any amount of job or business growth in positive terms,
despite the end result of business failure. There is one important caveat to this incentive
tool. The summary report does not provide any specific jobs information, such duration
and/or salary information. So it is difficult to examine how new jobs compared to those
that were lost. This all must be contextualized in the city’s historic union climate, a time
when jobs were relatively secure and well paid. But this loan fund was constructed to
provide jobs in the most general sense. Its guidelines dictate as much, saying only that
one job is created or saved for every $7,500 (Factory Town Redevelopment Commission
n.d.). But with minimal requirements for local funds, the city had much to gain and little
to lose by adopting this policy.
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3.5

Tax Abatements

Property tax abatements have become an increasingly popular incentive for local
governments. This popularity can be attributed to structural changes to the U.S. economy,
namely deindustrialization and global competition. Combined with federal devolutionary
tactics, localities often use abatements to more effectively compete for capital investment
(Dalehite et al 2005; Mikesell et al 2002; Wilson 1993). But the key here is that localities
have control in granting tax abatements (within state guidelines), as local officials assess
their community needs and priorities. For Factory Town, deindustrialization proved to be
such a significant problem for the community that officials relied on tax abatements to
help curb this decline. In fact, James elevated tax abatements to an economic necessity,
citing their essential quality in business attraction efforts:
Without abatements, [two of the city’s largest manufacturers] are at a
disadvantage when competing with other divisions within their own
corporation. The fact that the local operations are able to factor in tax
savings on new investments has been extremely helpful in influencing the
corporate headquarters of each company to opt for a project here in
[Factory Town] as opposed to Syracuse, New York or Troy, Michigan. It
has also secured projects for [Factory Town’s major battery plant] that
may have taken place in California had it not been for tax abatement
(James 1994).
Lack of historical public records and company confidentiality make it extremely
difficult, if not impossible, to compare James’ account of these investment decisions to
that of company officials. Savings on a company’s tax liability has obviously been an
important factor in business location decisions (Wasylenko 1997). However, James’
remarks do not address the jobs component of these efforts. And as outlined in state
legislation, jobs data is essential when granting abatements and analyzing their impact on
local prosperity (IC 6-1.1-12.1; IC 6-1.1-12.4). Fortunately, jobs data do exist on state-
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mandated CF-1 forms (Compliance with Statement of Benefits form). These forms,
effectively an abatement report card given to localities, provide information on: the type
of investment, length of abatement, taxes abated, and estimated and actual new, retained,
and current jobs. The jobs component is perhaps most important since it can help
officials determine the effectiveness of local abatement programs.
In this context, I compiled all available CF-1 forms and associated data on jobs
and taxes abated, starting in the first year Factory Town issued abatements. Figure 3.2
provides data on the amount of abatements granted in each year, starting in 1987.36 In

Figure 3.2. Number of Tax Abatements per Year, 1987-2014

36

Data were gathered only from those abatements with CF-1 forms, as well as an
abatement summary report published by the city covering the years 1987-1993 (Factory
Town 1994). Although the summary report does not contain CF-1 forms, it is included in
my analysis since it was provided to Factory Town’s Common Council for their review
of the tax abatement program. It only provides data on estimated and actual new jobs.
Moreover, not all abatements I found had an associated CF-1 form. According to local
officials, this was due to the fact that the abatement was not granted, or simply because
the form was misplaced or lost. For more information, see Appendices B and C.
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total, Factory Town granted 123 abatements over this twenty-seven year period. Tax
abatements were heavily favored pre-2000, specifically in 1992-93 and 1998. Factory
Town officials were, and still are, unsure as to why this distribution occurred. Without
this background, I turned to the temporal sequence of abatements, focusing on
manufacturing abatements, to help explain these two spikes.
In one of my interviews with James, he hints at a trickle-down dynamic between
the city’s large manufacturers and machine and tool and die shops involved in industrialsupportive, plating, and stamping services (James 2014).37 He comments that the city
attempted to incentivize its entire industrial system by granting abatements to both
company types. Since expanding large manufacturers would need these increased
services, this process would boost system-wide prosperity. In theoretical terms, this
approach can be viewed from the perspective of the increasing returns dynamic
associated with path dependence (Pierson 2000). This argument primarily concerns
positive feedback processes associated with a particular course of action. Relating this to
tax abatements, it is hypothesized that once a major manufacturing abatement (MMA) is
granted, the local economy should experience an increase in the number of supporting
company abatements and their associated new hires.
To examine this hypothesis, I compiled jobs data from machine and tool and die
companies two years before and after an MMA. If the increasing returns argument is true,
then we should see a difference between the number of abatements and jobs created
before and after the MMA. Figure 3.3 and 3.4 present new hires from these
manufacturing-supporting companies around and including the year in which the city

37

I used SIC codes to classify companies (see Appendix C).
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granted the most abatements (1992 and 1998).38 First, Figure 3.3 presents evidence
regarding jobs data from 1987-1992, where 1989 and 1990 contain an MMA.39 Over the
next few years (1990-1992), the city granted 26 other tax abatements. From these, 18

Figure 3.3. New Hires from Local Machine and Tool and Die Companies, 1987-1992

were granted to the aforementioned support companies, compared to only four from
1987-88. The data pattern reveals a significant disparity between the pre- and post-MMA
over this period. Prior to the MMA in 1989, abatements from supporting companies only
generated 48 new jobs. After 1989, new hires reached a total of 408.
Figure 3.4 presents similar evidence for the 1995-1999 period. In 1997, the city
granted an MMA for new equipment at a manufacturing facility, considerably expanding
its productive capacity. In all, the company invested roughly $137 million for the new
equipment, while the abatement saved the company close to $775,000 in property taxes
owed. In terms of jobs, this abatement generated 325 new jobs as of 2002. Analogous to
the early 1990s, there is a clear distinction between jobs created before and after the 1997
38
39

Jobs data does not include the major manufacturers’ new hires.
Unfortunately, only the 1990 MMA has new jobs data.
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MMA. Two years prior to this MMA, only 15 jobs were created from six supporting
companies’ abatements. After the 1997 MMA, 13 supporting companies received
abatements and generated 117 new hires.

Figure 3.4. New Hires from Local Machine and Tool and Die Companies, 1995-1999

In sum, the total amount of supporting companies receiving abatements after an
associated MMA greatly outnumbered those prior to that abatement (before = 10; after =
31). New hires at supporting companies displayed a similar trend, where new jobs before
an associated MMA totaled 63, and after, exceeded 500. Without definitive confirmation
from local officials or companies, it’s plausible that James’ comments about the trickledown dynamic reflect the real-world scenario. The abatement incentive scheme
employed in Factory Town proved successful for its industrial system. Once the city
granted an MMA, there was an increase in the number of approved abatements for
supporting companies, which in turn, generated more new jobs.
With this fairly successful jobs record for supporting companies, it’s fruitful to
examine the effectiveness of the city’s entire abatement program. As a former mayor
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puts it: “the key issue for your community is providing jobs and opportunities for people”
(Vander Hill 2008b: 1). The key here is to investigate the jobs-producing capacity of
abatements, especially due to their mixed record (Dalehite et al 2005; Hicks and Faulk
2013; Man 2002). My informal discussions with many city officials mimic these disputes,
even among those who actually sign off on abatements. Moreover, I found no summary
or analysis regarding abatement effectiveness, which surely contributes to the varied
discussions concerning their usage.
My analysis of the city’s abatement record fills this gap. To start, Figure 3.5
displays the comparison between estimated and actual new jobs, revealing some unique
trends. For the first seven years (1987-1994), actual jobs were greater than or equal to
the estimated amount in all but one year (1988). The next nine years produced vastly
mixed results, containing both the largest disparities from the positive (1997) and

Figure 3.5. Comparison Between Actual and Estimated New Jobs
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negative (2000) perspectives. In 1997, actual new job exceeded estimated ones by a total
of 271 jobs. In contrast, estimated jobs exceeded actual ones by 244 jobs in 2000. After
2003, Factory Town witnessed four years of successful job growth. However, this
successful period was followed by unsuccessful years. In fact, from 2008-2014,
estimated job totals exceeded actual job creation in five out of the seven years. The only
year where actual jobs outnumbered estimated ones was in 2012, though only by a total
of nine jobs.
Questions arise as to why such large disparities exist. Local officials primarily
discussed abatements from a practical perspective, citing their essential functionality in
securing investment. Rarely, if ever, did they discuss or even know about historical
trends. As a result, it’s worthwhile to explore these differences, specifically for the years
exhibiting the largest discrepancies. As mentioned previously, 1997 contained a MMA
that had a significant ripple impact for local tool and die companies in subsequent years.
It seems, however, that the MMA was single largest factor in explaining why actual jobs
greatly outnumbered estimated jobs in 1997. Disaggregating the actual/estimated jobs
category proves enlightening. The MMA estimated that no new jobs would be created,
while all other 1997 abatements estimated 72 new jobs. In contrast, the MMA actually
created 325 new jobs compared to only 18 from the other abatements. 2000 data reveal
practically the opposite findings. The MMA estimated that 250 new jobs would be
created, while the other abatements claimed only six new jobs. But the MMA did not
create any new jobs compared to just twelve by the other companies.
New jobs are surely welcome in Factory Town, especially if they are adding to,
instead of replacing, the existing employment stock. In this context, CF-1 forms also
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provide data on retained jobs. This data is particularly important since it provides a crude
reference point in deciphering whether abatements are contributing to job loss. Figure
3.6 charts the comparison between estimated and actual retained jobs from 1993-2014.
The figure reveals that estimated and actual jobs were extremely similar for all but two
years, 2000 and 2002. In 2002, actual retained jobs outnumbered estimated ones by 154.
This is likely attributable to the fact that those companies receiving an abatement in 2002

Figure 3.6. Comparison Between Actual and Estimated Retained Jobs

generated news jobs in the first few years of the abatement. After this period, no new
jobs were created but the companies retained the initial new jobs. For 2000, however,
estimated jobs greatly outnumber actual retained jobs by a total of 387. Here again,
disaggregating this data point provides evidence of the powerful impact of Factory
Town’s major industrial companies. Abatement forms indicate that the MMA estimated
1287 retained jobs, but only retained 894. The difference, 393 jobs, is actually greater
than the total difference among all abatements for 2002. This means that the other
abatements retained six more jobs than they originally had estimated.
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Taken together, this analysis reveals some important dynamics regarding Factory
Town’s development trajectory. First, Factory Town relied heavily on its major
manufacturers for job creation, as 95% of actual new jobs created in 1997 stemmed from
one major manufacturer. Without this level of job creation, yearly tax abatement analysis
tends to produce failing results, evident in 2000. Second and more generally, path
dependence plays a vital role in the local economy, though this is highly contingent upon
the success or failure of its major industrial companies. Steve, the city’s current
redevelopment director, suggests that since these major companies required supporting
services and products, business attraction efforts were simpler (Steve 2014). The
supporting companies found it in their best interest to locate in close proximity to the
major manufacturers, stimulating compound community growth. This was clearly
evident in the relationship between the major companies and local tool and die businesses.
Once an MMA was granted, the number of abatements and jobs among these supporting
companies correspondingly increased. This ripple effect was also promulgated through
citizen consumer habits. As a local realtor comments, “people at [the major manufacturer]
buy food, play golf, have kids in school, join the Y. They reinvest their income [in the
community]” (quoted in Milz n.d.). This likely contributes to the communal sentiment
concerning how major manufacturers play such an important role for Factory Town’s
prosperity.
But we also must contextualize the entire abatement process. In many ways, it
exhibits a certain ‘lock-in’ mechanism associated with path dependence, a process
whereby mechanisms develop a certain inertia that reproduces a specific institutional
pattern over time (Arthur 1994; David 1985; Mahoney 2000a). Moreover, my analysis
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reveals a pattern of increasing returns offered by this path-dependent inertia. Specifically,
abatements were used to curb industrial decline, offering companies tax relief in attempts
to keep them operating (James 2014). Even an early development report strongly advised
the city to use abatements “to the broadest possible limits” (Waggoner, Irwin &
Associates 1981: 4). So once Factory Town began issuing abatements to its
manufacturing businesses and found them to be more or less successful, local officials
continued these efforts in attempts to starve off total industrial collapse. We can best
understand this as a functional explanation for institutional reproduction, whereby
processes or actions are reproduced because they serve an essential purpose for the
overall system (Mahoney 2000a).
However, as Figure 3.5 and 3.6 illustrate, not all abatements were as successful as
originally planned. What’s more, plotting the amount of abatements granted for
manufacturing companies with the total amount of jobs created from all abatements
presents conflicting evidence that these types of abatements are the panacea for local
prosperity (see Figure 3.7). In the early years, manufacturing abatements seemed to exert
some positive influence over new job creation. But more recent times (2003-present)
illustrate that these types of abatements did not produce the desired jobs impact, even
during those years when the city only issued them to manufacturers.
My research revealed no specific year when Factory Town ceased to be solely
characterized as a manufacturing economy. But Figure 3.7 suggests that local officials
were forced to confront this issue even as they continue to issue manufacturing
abatements. As they lose their effectiveness in creating new jobs, local officials were
forced to reconcile their views on the entire abatement process. In short, they shifted
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away from a functional explanation of tax abatements. A 2006 abatement best captures
this process (Factory Town Press 2006, 2002; Yencer 2006a, 2006b, 2006c, 2006d,
2006e, 2006g). At that time, one of the city’s largest manufacturers failed to meet its
newly created jobs goal, resulting primarily from sluggish production from the

Figure 3.7. Manufacturing Abatements and Total New Jobs Created

company’s customers. City officials responded by reviewing the company’s abatement
record. Though this was not the first time a local company failed to meet its abatement
obligations, the size and amount of this particular abatement proved significant for
Factory Town. After the review, the city council decided to rescind part of the abatement
as penalty for the insufficient amount of new jobs. There was a power struggle between
the mayor and city council, with the mayor vetoing the council’s decision. But in the end,
the council drummed up enough support for its original decision to override the veto.
In short order, city officials invoked a different explanation to support their
incentive system. This narrative, which could be classified as a legitimizing explanation
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(see Mahoney 2000a), revolved around intercity competition and its powerful influence
on local decision-making (Yencer 2006d). Then-mayor Carl, in reference to the 2006
abatement, claimed that “rescinding the property tax abatement portrays [Factory Town]
as having a negative business climate” (quoted in Yencer 2006c: 1). Paul, the director of
a regional development organization, echoed this sentiment: “We want to make sure the
economic environment for competition is all it can be here in [Factory Town].
[Rescinding the abatement] will send a very negative message across the world” (quoted
in Yencer 2006a: 1). These officials’ statements lend credence to the perceived
competitive environment that cities like Factory Town encounter, aptly described by the
president of the local chamber of commerce:
Communities continue to up the ante to attract investors in the community
and jobs. Whether we like it or not, [Factory Town and the surrounding
county] have to decide if we are willing to play in a high-stakes game
where tax abatement is just the ante (quoted in Factory Town Press 2002:
2).
What’s more, the local manufacturer even claimed that tax abatements are essential in
helping the company remain competitive (Yencer 2006e).
The politics surrounding abatements can be contentious. Local officials couch
their efforts in the context of intercity competition, claiming that any perceived or actual
deviation from typical incentive schemes will result in an unfavorable opinion and failed
investment from the business community. Local officials are thus pressured to maintain
what they perceive to be a business-friendly environment, even as other groups (e.g. local
workers, the city council) and abatement data challenge the merits of this narrative.
However, local officials must also grapple with the fact that the city’s major
manufacturers have closed, while others continue employee downsizing. In short, there
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exists a different development landscape compared to previous eras, one marred by high
unemployment rates and industrial and residential vacancies (County Advancement
Corporation 1998). But we must also consider that the city still has transportation
systems and infrastructure that support manufacturing enterprises (Yencer 2006h). This
tension pressures officials to find redevelopment alternatives to stimulate investment and
job growth that parallels its industrial legacy. It also forces the city to be more
accommodating of any type of development, since any new growth will be viewed
positively (James 2014; Steve 2014).
Factory Town has relied on tax abatements to help spur economic development,
but with mixed results. Initially, this tool generated a more pessimistic outlook as
companies often reported fewer estimated jobs than actual ones created. Later on, this
pessimism turned towards a more optimistic stance as companies estimated jobs that
outnumbered actual job creation. Regardless of these categorizations, local officials still
dealt with the issues surrounding what type of abatements are the most successful for the
community. They also dealt with the politics of abatements, transitioning between
functional and legitimizing explanations when questioned about abatement effectiveness.
3.6

Tax Increment Financing

Similar to tax abatements, tax increment financing (TIF) districts are one of the
primary local mechanisms that localities control to entice development. Indeed, as Steve
comments, it is a tool that Factory Town “can’t do without” (Steve 2014). The extent to
which the city used TIF is the focus of this section, particularly how TIF-funds are
allocated for development projects. I also explore how TIF funds support debt-financed
development, a much less public component of TIF.
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Factory Town first adopted TIF districts in the late 1980s, and ever since, these
districts have been integral to the town’s redevelopment activities (see Table 3.2). The
city created it’s first district in 1989 for the downtown area, providing a much-needed
infusion of funds to help curb that area’s demise. Retail TIF was created a year later and
dealt primarily with the city’s northern commercial area, a site that now acts as a regional
shopping destination. Technology Park TIF was created in 2005 as a means to entice
high-tech development within city limits. These first three districts are the most
extensively documented due to their relatively long-standing status. But more
importantly, they also represent three unique land-use areas – central business/industrial,
suburban retail, and high-tech.
Factory Town has added new districts in the past few years. Two districts, Project
TIF and University TIF, are project-specific, such that the district only incorporates the
area in which the development is located. Project TIF was created to rehabilitate an old
industrial site, while University TIF was established in unison with a mixed-use,
Table 3.2. Factory Town TIF Districts

university student apartment complex. The last district, Southside TIF, was initially
created for an expansion of an existing business, but has since expanded to include most
of the city’s southern area, a space that bore the brunt of the city’s deindustrialization.
Unfortunately, comprehensive records do not exist for the most recently created districts
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as they have yet to engender significant development (Personal Interview with Steve
2014). But the city’s three longest-standing districts are extensively documented, and as
a result, my analysis focuses on these districts.
Before examining these three districts, I compare the six districts in terms of their
associated projects. To do so, I developed a classification scheme to organize TIFfunded activities (see Chapter 2). To reiterate, this scheme defines projects as total TIF
district-specific expenditures for distinct activities and/or materials within demarcated,
yet qualitatively different geographical areas. The results of this classification system are
displayed in Table 3.3. Downtown TIF contains the overwhelming share (65%) of all
TIF district projects. It also has the largest amount of business development,
infrastructure, and quality of place projects, indicative of the district’s importance for
local officials. Indeed this area was, and still is, the focus of planning efforts (see above:
Redevelopment Planning Since the 1960s). The second largest district is Retail TIF. It
contains a somewhat equitable distribution of projects, with infrastructure initiatives as
the largest project category. The remaining districts contain no more than 4 projects each,
and tend to favor business development, infrastructure, and quality of place initiatives.
Table 3.3. TIF District Projects by Category

In sum, TIF projects tend to favor business development, infrastructure, and
quality of place initiatives. From a district perspective, Factory Town’s TIF expenditures
favor the downtown and northern retail areas. But like all development projects, the city
must find the necessary funds, which at times, has proven rather difficult. To overcome
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this financial hurdle, the city uses a mix of TIF funds and TIF-backed bond issues. Table
3.4 displays bond issues associated with the city’s TIF districts that are the sole
responsibility of a specific TIF district. These are different from the more common
general obligation bonds, which are backed by the entire city. The table reveals a rather
slow onset of debt-financed development, issuing only three bonds prior to 2011. Since
then, the city has issued seven bonds involving a variety of development projects. These
ten bond issues and their associated projects are of particular importance for Factory
Town since they constitute an ongoing financial responsibility to a specific TIF district.
What’s more, failure to make bond payments have the potential to negatively impact not
just the district or project, but also the entire city (Kerth and Baxandall 2011).
This general portrait provides a backdrop to examine the three dominant TIF
districts since their first creation. I frame my analysis along the following components:
(1) justification for the district’s creation, including mention of how it contributes to the
city’s more general redevelopment strategy; (2) incremental tax revenues documented in
the city’s annual reports; (3) key projects funded by TIF funds and TIF-backed bonds;
and (4) how these projects and other initiatives contribute to the district’s capacity in
generating incremental tax revenues. I begin with the Downtown TIF.
3.6.1 Downtown TIF
Factory Town’s Downtown TIF is the city’s longest-standing district, created in 1989 to
help curb central city decline. At that time, the downtown area was experiencing a
significant amount of disinvestment that resulted in a high level of vacancies and
relatively low assessed property values. For instance, Factory Town saw its vacancy rate
citywide increase from 6.6% in 1980 to 8.8% in 1990 (U.S. Census Bureau 1980, 1990).
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It’s even more startling when comparing census tract vacancy rates for the downtown
area. Table 3.5 illustrates the vacancy rates for these downtown census tracts. A few
comments are warranted. First, census tract boundaries did not change during this time,
making comparisons between tracts straightforward. Second, it is clear that the
downtown area was experiencing a significant increase in its vacancy rates, even with
already heightened levels in 1980. For example, Census Tract 1 had 451 total housing
units in 1990, 114 of which were vacant. Among many other issues, this puts serious
fiscal strain on the local government due to the difficulty in collecting property taxes to
pay for public services.
In conjunction with high vacancy rates, James explains that during its early years,
the Downtown TIF actually experienced negative growth in its overall assessed value
(James 2014). In turn, the incremental tax collected correspondingly decreased. Figure
3.8 depicts this sequence (State Board of Accounts Annual Reports, Factory Town 19912013). The district’s early years generated minimal incremental taxes, a situation that is
very much counter to the TIF’s stated purpose. What’s most problematic, at least for
James, was the initial drop-off during the first three years that taxes were collected. In
1991, the Downtown TIF generated a little over $68,000. But this total decreased to
$32,615.83 in 1992 and then to $2,623.83 in 1993. In sum, the Downtown TIF
experienced a 96% decrease in incremental taxes collected during its first three years.
Figure 3.8 presents a unique vantage point to address redevelopment activities in
the central city. For analytical purposes, it seems best to break this chart into two distinct
periods, with 2001 as the demarcation point. Prior to 2001, the Downtown TIF had
extremely low tax revenue for two primary reasons, which I will enumerate shortly.

Table 3.4. TIF-Financed Bond Issues
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Table 3.5. Vacancy Rates for Select Census Tracts

And as a result, the district was only able to fund eight projects, two of which concerned
developmental planning reports on how best to revitalize the area. After 2001, the city
experienced a significant increase in incremental taxes collected, ignited by coordinated
efforts between the local government, federal and state financial assistance, and private
enterprise. In what follows, I illustrate how local and federal government initiatives
provided important measures to revitalize Factory Town’s downtown area.

Figure 3.8. Incremental Taxes Collected in Downtown TIF, 1991-2013
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To begin, James notes that demolitions within the Downtown TIF dealt a serious
blow to the district’s total assessed value (James 2014). At least initially, the city could
not capture incremental tax revenue, because demolishing these structures caused overall
assessed valued to decline. Moreover, he discussed how a major anchor retailer of the
area demolished its signature building, after failed revitalization efforts between the city
and the building’s owner. Given these demolitions, the city conducted an analysis of
Downtown TIF properties to determine which ones experienced reductions in their
assessed value. The city, unfortunately, found some unflattering results. From 19891992, the Downtown TIF contained 70 properties that experienced significant decreases
to their assessed value, totaling a loss of $1,897,305. This represented a 12% decline in
overall assessed value from the district’s 1989 base year valuation (Factory Town
Redevelopment Commission 11.8.1993, 12.9.1993).
A second line of reasoning indicates that commercial and residential
decentralization, specifically growth in the city’s university and retail based northern end,
proved devastating for the Downtown TIF (Factory Town 1989). The growth of an
enclosed shopping mall shifted the city’s retailing district away from the central city,
generating a snowball effect as retailers found it more profitable to locate their stores
within this growing area. University growth also prompted a shift away from the
downtown area, illustrative of the city’s larger economic shift from an industrial to
service based economy. Historically, the industrial era’s geographical footprint was
located immediately south of the downtown district, which in turn, required and
supported commercial and retail enterprises within close proximity of workers’ jobs.
Then with deindustrialization, the city’s higher education system became more prominent,
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Factory Town’s economic livelihood correspondingly shifted to the city’s north end. In
sum, demolitions and decentralization significantly reduced the assessed valuation of the
Downtown TIF.
Local officials, however, responded with a series of strategic measures. Over the
next several decades, the city implemented development initiatives to reverse the
Downtown TIF’s decline. One of the first enacted measures dealt with expanding the
Downtown TIF’s boundaries. It was thought that by doing so, the district could either
capture properties that were experiencing increasing assessed values or acquire properties
to support redevelopment projects. The first instance occurred in 1992 and involved one
of the eight pre-2001 TIF-funded projects. At an August 1992 meeting, Factory Town’s
Redevelopment Commission (FTRC) passed a resolution amending its original
redevelopment plan (which included the Downtown TIF) in order to acquire properties
for a parking structure associated with its convention center (Factory Town
Redevelopment Commission 8.26.1992).
Though the resolution passed unanimously, the discussion included much public
criticism. Perhaps most significant were those that challenged the project’s public merits
as well as its financial burden on local taxpayers. FTRC members quickly retorted,
framing the acquisition as an essential step in downtown revitalization. They argued that
convention center improvements would make the city a more desirable tourist attraction
and thereby make the area more valuable. Assessed property values would subsequently
increase, as would incremental tax revenue. In short, acquiring properties for
development purposes would eventually ignite a property value ripple effect that would
make future projects possible. This sequence of events foreshadowed future instances of
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property acquisition, as FTRC minutes document many such actions over the next several
decades.
In a similar vein, but perhaps more significant, FTRC changed the Downtown TIF
base year from 1989 to 1994. By doing so, the base assessed value would be lower than
the 1989 measure and thus any increase would translate into more incremental tax
revenue. Unsurprisingly, the resolution passed unanimously (Factory Town
Redevelopment Commission 1994). This base year change, oddly enough, did not
actually happen until 2000 due to a financial management mistake. As a result, the
Downtown TIF was unable to collect any incremental taxes for six years (Factory Town
Redevelopment Commission 3.16.2000).
Over the next several years (1994-2000), these legal changes appear to have had a
minimal impact on increasing incremental taxes. And with minimal funds, the
Downtown TIF was only able to fund smaller-scale infrastructure projects, including
building roads, sidewalks, a parking lot, and even some façade restoration work. Local
officials and developers did, however, remain optimistic. In fact, they cited how
infrastructure improvements to the city’s historic downtown hotel, in unison with the
convention center initiative, would at least provide some influx of development activity
by improving the area’s image (Factory Town Redevelopment Commission 8.22.1994).
But from a financial perspective, these projects did not ignite the intended ripple impact.
As was depicted in Figure 3.8, it’s clear that the city’s redevelopment trajectory
changed quite drastically in 2001. This year marked the Downtown TIF’s then highest
recorded collection of incremental taxes, and also signaled the district’s generally
positive growth in these revenues over the next decade. My research revealed three
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major development categories that influenced this change, each containing multiple
projects.
3.6.1.1 Boundary Changes in Downtown TIF
First, the city changed the Downtown TIF’s boundaries multiple times, with
instances in 2000, 2006, 2011-2012, and 2013. For the 2000 instance, local officials
removed 79 properties that produced little to no increment since the area’s inception.
The same resolution added 20 different properties that were in need of redevelopment
(Factory Town Redevelopment Commission 5.18.2000; Factory Town Redevelopment
Commission 2000). Interestingly, the 2006 instance reversed a portion of the 2000 case
(Factory Town Redevelopment Commission 4.28.2006). In 2000, two properties were
removed from the district that in 2006, the city wanted to revitalize. Specifically, the city
wanted to demolish a structure on one of the properties while constructing a roundabout
and various infrastructural improvements on the other. And so in 2006, the city reversed
its 2000 decision on these two properties, again incorporating them into the Downtown
TIF. Both properties were eventually turned into completed TIF funded projects. The
demolished structure and corresponding property were transformed into a site for a
community college (see below). The other property was similarly transformed and the
roundabout was constructed in late 2007 (Factory Town Redevelopment Commission
11.1.2007). These changes exemplify the flexibility inherent within TIF districts that
local officials employ in incentivizing development.
In 2011-12, the district’s boundaries were expanded by some 18 acres, which
allowed local officials to fund three TIF projects: (1) acquire and demolish a blighted
commercial property that in turn, allowed for the construction and beautification of the
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city’s southern-end urban parks; (2) further enhance the downtown area through paving
projects and sidewalk improvements; and (3) rebuild a community pool in a different
urban park (Factory Town Redevelopment Commission 11.3.2011, 2.9.2012). Finally,
the district’s latest expansion occurred in 2013. Rationale for this expansion concerned
assisting the community’s newly constructed supportive housing project for local
homeless persons as well as those at high risk for homelessness (Factory Town
Redevelopment Commission 8.22.2013, 10.3.13, 11.22.13). Here, TIF funds helped
construct infrastructure for the property, specifically paved roads, sidewalks, and proper
sewer facilities to enable its development.
Changing the Downtown TIF’s boundaries has been a common tactic Factory
Town officials used in enabling development. As my analysis suggests, the city often
just incorporated more properties into the district in order to provide infrastructural
support for previously considered projects. FTRC minutes rarely mention any public
criticism of these boundary changes, suggesting that this tactic may be the least restrictive,
yet highly flexible method for local officials to help create the conditions thought most
conducive for development.
3.6.1.2 Property Demolition in Downtown TIF
Redevelopment officials also demolished and rehabilitated abandoned
commercial and residential structures as a means towards revitalization. These actions
are counterintuitive to James’ comments, but we must acknowledge that demolitions
could have been funded by assistance other than TIF revenues or by other government
departments.40 Indeed, this describes a situation in 1993. FTRC entered into an
40

These other demolitions thus would not be documented in FTRC minutes.
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agreement with a local private development corporation for them to pay for demolition
costs associated with the convention center’s eventual construction of a parking lot
commencing in 2000 (Factory Town Redevelopment Commission 4.26.1993,
11.16.2000).
When reviewing FTRC minutes, I found three instances of demolition after 2001,
one in 2008, 2009, and 2010. The 2008 demolition project concerned demolishing a
building that previously housed the local newspaper. Demolition discussions
commenced in early 2004, roughly four years after the newspaper company left the
property (Yencer 2006f). These discussions were very preliminary since the site still did
not generate much development interest, nor did the city have any ownership stake.
Factory Town’s first action, as mentioned previously, was to incorporate the property in
the Downtown TIF to allow the city the opportunity to expend TIF funds. Though over
the next two years, there were contentious debates surrounding the project’s eventual cost
(Factory Town Redevelopment Commission 8.3.2006, 9.7.2006, 10.3.2007, 4.3.2008). In
a fortunate turn of events, the newspaper company ultimately decided to gift the building
to the city and donate $50,000 for its demolition (Factory Town Redevelopment
Commission 9.7.2006, 12.7.2006). Shortly thereafter, the building was demolished and
the preserved property was gifted by the city to a community college that is now using it
for educational purposes (Factory Town Redevelopment Commission 5.1.2008,
7.10.2008, 2.5.2009). This example represents a positive development outcome with a
relatively low cost burden to the city, something Raymond found to be particularly
helpful for citywide revitalization (Slabaugh 2009).
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Similar to the 2008 demolition, the 2009 instance eliminated downtown buildings
and cleared blighted properties, which in turn, enabled two other TIF funded projects.
First, some of the cleared space refurbished one of the city’s urban parks, transforming it
into a flagship cultural area in the downtown’s southern end (Factory Town
Redevelopment Commission 9.2.2010, 7.7.2011, 7.5.2012). Demolition activities also
allowed a new music company to construct a store slightly east of the urban park (Factory
Town Redevelopment Commission 7.17.2009, 10.7.2010, 6.2.2011). Finally, the 2010
instance supported the 2009 demolition, as two structures located on properties adjacent
to the new music center were torn down. There was minimal backlash to the 2010
demolition, but one downtown developer argued against it in order to provide office
space. However, the mayor countered this by justifying the city’s actions in order to
make the site more appealing for developers (Factory Town Redevelopment Commission
7.8.2010, 8.5.2010).
This discussion suggests a temporal dynamic concerning the impact of
demolitions on incremental assessed value. At least initially, demolishing structures will
likely decrease the overall assessed value in a TIF district since such activities take
properties from the tax rolls. This is especially the case when no redevelopment occurs
during this early stage. But after this period, demolitions can engender growth. By
eliminating what many Factory Town officials considered blight, this tactic opened up
possibilities for future development. Developers can then repurpose the property in ways
that enhance it and the surrounding areas, and in turn, increase the area’s overall assessed
valuation. Steve affirms this assessment, noting how the city must stay on top of
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demolition and rehabilitation tactics. Since by not doing so, these sites can become ‘scars’
on the urban landscape (Steve 2014).
Though essential in understanding the impact of demolitions on incremental tax
revenues, TIF-supported demolitions pale in comparison to federally-assisted demolition
activities. In fact, the city used three different types of federal resources, the largest
amount of funding coinciding with the latest economic recession. These federally funded
initiatives will be examined in later sections of this chapter but it is important to note that
this arena concerned housing demolition.
3.6.1.3 Debt-financed Development in Downtown TIF
Debt-financed development has become an increasingly important tool for
Factory Town, especially so after 2002 (see Table 3.4). This mirrors national trends as
city officials fund large-scale urban projects through bond issues, promising future TIF
revenue streams as a form of repayment (Pacewicz 2013; Weber 2010). This may
position local governments in precarious situations, since bond payments must be made
regardless of whether the TIF produced enough revenue to cover the cost. Yet we must
also consider the large costs of such projects, especially when cities often do not have
enough funds-on-hand to finance them. As a result, cities like Factory Town have used
TIF-backed debt financing to achieve their development goals. In what follows, I
examine the role bonds have played in the Downtown TIF’s redevelopment, focusing the
majority of my attention on the city’s façade restoration program.
The city implemented a façade restoration program for its many historic
downtown structures. This program area involved a mix of local and federal funds,
managed by FTRC and Factory Town’s Community Development office. Fortunately, I
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was able to have many conversations with the façade restoration administrator, Alan. He
provided a detailed narrative of this program, including its two iterations in 2002 and
2012. Unless otherwise noted, most of this program’s information stems from our
discussions (Alan 2013, 2014).
As with most U.S. cities, Factory Town received federal funds for urban issues
through the Community Development Block Grant (CDBG) program. During the 1980s,
the city began allocating about $30,000/year to do façade restoration on commercial
properties within the downtown area. There was a 50% matching requirement available
to downtown property owners who were willing to spend an equal amount of funds to
upgrade their buildings’ exteriors. However, as the decade progressed, officials found
that this 50% matching requirement and low funding level were insufficient in
incentivizing local property owners (Lough and Cheesman 2002). As a result, funding
increased to $100,000 and the city implemented a 70/30 fund-matching requirement, with
the city funding the majority share.
Up through 2001, the façade program completed 21 projects with some
encouraging results. Private investment generated by just 12 of these projects equaled
about $6.5 million, and more importantly, restoration efforts had positive spillover
impacts. The program’s administrators remarked:
As the appearance of the area improves, both customer traffic and lease
rates increase and the need for subsidy decreases. Property values and tax
revenue also increase, as do the number of new jobs created by new
businesses locating in the downtown. [One example proves enlightening,
where after restoration], tax returns increased from $1,200 to $6,000
(Lough and Cheesman 2002: 3).
Coinciding with these benefits, issues of blight and lack of downtown investment became
prioritized items on the city’s development agenda. Officials found that the level of
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funding was simply inadequate to address the full extent of downtown façade repairs.
This was especially so since restoring historic buildings was found to be significantly
more expensive than new construction (Factory Town 2002).
Given these qualifications, city officials sought to capitalize on the program’s
successes by significantly increasing funding levels. They did so by leveraging their
CDBG allotment for façade restoration (i.e. the $100,000) in helping secure a $1.5
million loan. There were two key mechanisms to this program. First, by increasing the
amount of funds for restoration, the city was able to fund more projects in a shorter time
span. The idea behind this was to facilitate a more comprehensive, yet targeted approach
to redevelopment. Applications for funds favored one of the city’s main thoroughfares in
the downtown area, with an overwhelmingly majority of projects located on or adjacent
to this street (Factory Town Redevelopment Commission 5.22.2003). In short order,
local officials initiated a public campaign to stress the program’s importance, while at the
same time, hoping to situate it within the community’s larger revitalization trajectory:
The impact of restoring nearly every significant downtown building now
instead of one or two each year would make a huge difference in [Factory
Town’s] ability to attract new investment downtown. Like it or not,
outsiders judge our city by its downtown. Is the current face what we
should continue to show the world? The facelift that an expanded façade
program could provide would be more than skin-deep. A healthy, vibrant
downtown could be a showcase for [the city and county] and would make
the city a more attractive place to live, work and visit (Lough and
Cheesman 2002: 3).
In the end, these efforts ignited significant amounts of private investment. Local officials
noted that actual figures were difficult to gather, but conservative estimates put the
amount of private investment at a minimum of $25 million. This obviously had a
substantial impact of the area’s property values.
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Second, the financing for this project proved to be a bit more difficult than
originally thought (Factory Town Redevelopment Commission 8.15.2002). The annual
CDBG allocation, with backing from Downtown TIF revenue, was not sufficient
collateral for approval of the loan. In turn, the city resorted to a bond issue with three
backing mechanisms in order of repayment: CDBG funds, Downtown TIF revenues, and
a local economic development income tax (i.e. EDIT). In practice, however, Downtown
TIF revenues were commonly used for bond repayments, since there were delays in the
allocation of federal funds (Factory Town Redevelopment Commission 7.10.2008,
7.7.2011). After the city received its CDBG allocations, the Downtown TIF was
reimbursed for whatever portion the CDBG could cover.
Given the success of the program, and as the original loan was eventually paid off
in 2012, local officials considered a second iteration of restoration efforts. Similar to the
first effort, a bond was issued with a similar repayment method. This round also kept the
70/30 fund split, but awarded funds based on project estimates. This was done since
during the 2002 iteration, the city provided funds for projects even if actual costs
exceeded estimates. This strategy resulted in the ability to provide more funding for
particular projects. In that regard, there were 10 total projects, with project costs ranging
from $35,000 to $250,000 (Factory Town Redevelopment Commission 1.17.2003). At
present time, unfortunately, data do not exist on the impact of the 2012 program.
What’s unique about the façade restoration loan program was the extent to which
the city utilized Downtown TIF revenues as a means to spur local growth. As I have
previously examined, TIF funded redevelopment projects have been varied, including
boundary changes and demolition activities. In many ways, these activities echo a
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growing narrative within Factory Town: if the city seeks investment, it must first invest
in itself. And this is why the restoration program was so well received. As Alan noted,
“the ultimate goal of the program is to help reinvigorate the economic heart of Factory
Town […] basically, it’s the marrying of economic development policy with historic
preservation policy (Alan 2013). By accepting deindustrialization’s impacts on the
community, officials have devised a unique set of redevelopment tools to reignite local
growth. From the perspective of the Downtown TIF, especially since 2000, these efforts
have been more or less successful.
The façade restoration program is clearly the most extensively documented of the
Downtown TIF bonds. But, as was indicated in Table 3.4, this district also issued two
bonds in 2014. The first instance was part of a larger initiative whereby the city
combined four district-specific projects into a single bond issue. Being so recent in
Factory Town’s redevelopment, there exist minimal details regarding this instrument.
However, it is important to note that FTRC formally approved this $7 million, 20-year
multipurpose bond in late 2014 (Factory Town Redevelopment Commission 7.3.2014,
9.22.2014). During this time, Steve remarked that by combining the four projects
together, the city could save roughly $300,000 in annual interest payments (Factory
Town Redevelopment Commission 9.22.2014). The Downtown TIF portion was
allocated for streetscape improvements, upgrades that the current mayor, Michael, finds
particularly beneficial for downtown revitalization (Michael 2015).
The second 2014 bond issue had a similar multi-use approach, but combined
projects only within the Downtown TIF. Here, the bond funded two projects: (1)
elements of the city’s effort to make the area surrounding its downtown railroad lines into

121
a quiet zone; and (2) a parking garage associated with the construction of a new
downtown hotel (Factory Town Redevelopment Commission 8.21.2014).41 For the quiet
zone, local officials had been in discussion about its implementation starting in 2006
(Factory Town Redevelopment Commission 5.4.2006). And for the next several years,
the project ran into funding issues coinciding with new federal regulations
(Redevelopment Commission 4.3.2008; Roysdon 2014c). However, the city was finally
able to fully fund the project with the 2014 bond issue. It also received financial support
from the new hotel’s advocacy group as the hotel location’s is in close proximity to the
quiet zone. As for the zone’s impact, Mayor Michael called it the “boldest project to
improve our quality of place in [Factory Town] in many years (quoted in Roysdon 2014c:
1).
The second project, the parking garage, was part of area-wide redevelopment
effort as the city courted a national hotel chain to invest in the downtown area. What’s
particularly interesting about this new hotel is that it joined efforts with a disability
advocacy group to train people with intellectual and developmental disabilities in the
hospitably industry (Roysdon 2015c). The parking structure, acting as an enticement for
the hotel investment, would provide parking for hotel guests (Roysdon 2015a). It would
also provide the city’s convention center with more parking spaces for its various tourism
and cultural events. Combined with the quiet zone initiative, the parking garage and new
hotel are envisioned to be “game-changer[s] for downtown” (Roysdon 2015c: 1).

41

A quiet zone, as defined by the Federal Railroad Administration, is a section of a rail
line at which train horns are not routinely sounded when approaching a rail crossing
(Federal Railroad Administration 2013).
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These projects represent the Downtown TIFs key development initiatives. Yet
there is one final project within the district that does not neatly fit into the
aforementioned categories. In fact, it is most closely associated with the Technology
Park TIF and the development of the city’s high-tech industry. The project in question
concerned the first floor of a newly renovated downtown senior living apartment complex.
The city contributed façade restoration funding to this renovation, and in exchange, it
gained ownership of about 11,000 square feet of space on the building’s ground floor
(Roysdon 2014a, 2014b). Development of the space quickly followed, as local officials
found it to be an attractive area for enhancing the city’s emerging focus on young, techoriented entrepreneurs (Factory Town Redevelopment Commission 2.6.14, 3.6.14;
Roysdon 2014b). And in March 2014, the city contributed $250,000 to renovate and
equip the space with high-tech infrastructure, meeting rooms, and flexible workspace
(Factory Town Redevelopment Commission 3.6.14; Roysdon 2014a).
This complex compliments the Technology Park TIF’s incubator by providing
similar, yet individually tailored high-tech resources, as opposed to catering to small
businesses (see Technology Park TIF section below). Indeed, this small project
represents a larger shift in Factory Town’s development efforts. Said the project’s
manager: “If you want to go the way of [some large, national company], we stay where
we’re at and wait for people to come to our door. If we want to succeed, we go to where
they are” (Roysdon 2014e: 2). Factory Town, at least in this project and those located in
the Technology Park TIF, is banking on larger national trends highlighted by young
professionals’ desires for urban amenities and creative environments (Neilson 2014). So

123
by transforming this downtown space, local officials hope to cater to such professionals
and entice them to relocate within Factory Town.
3.6.2

Retail TIF

Factory Town’s Downtown TIF was, and still is, the city’s primary district,
evidenced by the amount of projects and the city’s planning efforts. But this district has
always been competing with the Retail TIF, an attractive area for merchants who were
once housed in the central city. In what follows, I examine the Retail TIF and its key
projects.
It is first important to distinguish the Retail TIF from the Downtown TIF, whereas
Retail TIF is classified as an Economic Development Area (EDA). This area differs from
an RDA since there does not have to be a finding of blight. Instead, and EDA should
promote gainful employment to city residents, attract new businesses, expand or retain
existing business, and ultimately benefit the general welfare of the city (Factory Town
Redevelopment Commission 1990a, 1990b, 1990c). The major impetus for the creation
of the Retail TIF was the then-ongoing private investment within the city’s enclosed
shopping center, as well as the construction of a new shopping plaza located north of the
enclosed mall (Factory Town Redevelopment Commission 1990a). As this area
continued to grow, local officials sought to capitalize on its prosperity by constructing
infrastructure (i.e. roads, sewer and water systems) to support the expansion. The project
was estimated to generate a total of 1,237 new jobs, increase the property tax base by
$4,000,000 in assessed valuation, and attract new retail businesses within the city limits
(Factory Town Redevelopment Commission 1990a). As a result of these findings, Retail
TIF district was created in 1990.
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In contrast to the Downtown TIF, local officials rarely discuss the Retail TIF’s
projects and history. Indeed, the Retail TIF does not have as many projects as the
Downtown TIF, but this should not discount the district’s importance for citywide
revitalization (as seen in Table 3.3, above). If we think about TIF districts in terms of
their development focus, Retail TIF should be viewed as the commercial center for the
city and county. In fact, two of the district’s bond issues illustrate this commercial appeal.
Viewed from a strict financial perspective, these key projects have had a
significant impact on the district’s incremental tax collections. These revenues are
plotted in Figure 3.9 (State Board of Accounts Annual Reports for Factory Town, 19912013). Collected revenues were actually quite small in the first years of the district’s
operations, primarily due to the fact that there were not any major projects occurring
during this period. But the 1996 bond issue changed these circumstances. After this,
collected taxes increased rather dramatically, reaching a peak of $2,901,942.67 in 2007.
This peak is intricately tied to the district’s 2006 bond issue. Revenues remained rather
high thereafter, with subsequent peaks in 2009 and 2012. In what follows, I demonstrate
how the aforementioned key projects coincided with these revenue trends.
To start, much of the early FTRC minutes associated with the Retail TIF
concerned how best to support the city’s shopping center. These discussions eventually
turned into action in 1996, six years after the district’s creation. In 1996, FTRC and the
mall developer reached an agreement to mutually develop and support the mall’s
expansion. The developer expanded the amount of retail space, and in support of this
expansion, the city pledged roughly $6.25 million for infrastructure improvements.
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Figure 3.9. Incremental Taxes Collected in Retail TIF, 1991-2013

Improvements included the following: constructing a road that eased traffic issues
surrounding the shopping area, various lighting improvements, landscaping, sidewalks,
sewers, and wetlands mitigation (Factory Town Redevelopment Commission 1990a,
7.11.1996, 5.8.1997). Here, the largest expense dealt with road construction, which
encircled the back end of the shopping center to connect two major thoroughfares in the
district.
As with most major local projects, however, the city did not have adequate
resources to cover the total project costs. Local officials then decided to finance these
improvements through a bond issue, backed solely from tax incremental revenues
generated within the Retail TIF (Factory Town Redevelopment Commission 1996,
8.8.1996; see Table 3.4). The bond was to be repaid in full within 15 years, but the Retail
TIF generated so much increment that the bond was expired in 2009 (Factory Town
Redevelopment Commission 2.5.2009). In total, the project cost roughly $25 million, but
perhaps most importantly, added about $800,000 a year in additional tax revenue
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(Francisco 1996). The project clearly benefited the district’s revenue generating capacity,
particularly during the district’s formative years.
The second key project occurred in 2006, involving two important initiatives:
boundary changes and a major investment by a Fortune 500 national consumer banking
firm. For analytical purposes, I will separate these two components, but in practical
terms, these were enacted in unison to help the national firm locate within city limits.
Regarding boundary changes, local officials saw an opportunity to entice the banking
firm to invest in the community, bringing with it an estimated 500-700 jobs with average
salaries of $31,000 and a $4,000,000 increase of assessed valuation to the property tax
base (Factory Town Redevelopment Commission 2006a).
Raymond provided an intimate portrait of the city’s recruitment efforts (Raymond
2013). Prior to the actual investment, Factory Town received a lead from state officials
that the company was looking to construct a service call center for its debt collection
operations. The call center was to employ about 250 people, and so the company was
looking for about 25,000-50,000 square feet of space. Local officials were able to
establish contact with the company, and eventually showed company officials the city’s
available buildings. Unfortunately, company officials could not find a suitable structure,
nor did they want to renovate any building, due to cost concerns. What’s more, the
company found the size of Factory Town to be bigger than their desired city size, since it
wanted to be the largest employer at their eventual place of investment. Discussions
ensued, and Factory Town officials learned that the company was particularly concerned
about reducing their front-end costs. With these issues in mind, local officials offered the
company a unique investment scheme: the city would construct a shell building according
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to company specifications, locate that building in a TIF district to provide financial and
infrastructural support, lease the structure to the company for $1 per year for 10 years,
and then require the company to purchase the building at the end of that time period.
To entice this investment, city officials first decided to enlarge the Retail TIF by
240 acres, which added about $23 million in assessed property value (Yencer 2006i,
2006j). Similar to boundary changes for the Downtown TIF, this expansion was strategic
(see Figure 3.10). The new area (labeled as ‘2006 area’) more than doubles the size of
the original Retail TIF area, but, more importantly, brings the eventual property used by
the banking firm into the district (i.e. the top left portion). By adding these properties, the
Retail TIF was able to collect more incremental tax revenue, as seen in Figure 3.9.
This expansion, in turn, provided the city additional tax revenue to “effectuate the
location of [the firm into the area] that is presently vacant and underutilized” (Factory

Figure 3.10. 2006 Expansion of Retail TIF

Town Redevelopment Commission 2.14.2006). Prior to the company’s investment, the
city constructed a shell building within the newly acquired area that was not utilized since
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its creation in 2000 (Roysdon 2006b). What’s more, it was constructed in a way that
allowed for investment-specific modifications needed for a potential company. Indeed,
the ability for shell buildings to accommodate the company’s demands was a driving
force behind the investment (Roysdon 2006a). But since the shell building was, in effect,
still a shell, city officials constructed company-requested improvements to convert the
building into office space. Improvements also were made to the surrounding area,
including road and parking improvements. To finance the project, the city issued a $6
million bond backed by the Retail TIF’s incremental tax revenue, which was
subsequently backed by a local economic development income tax. Finally, if both of
these backups failed, the city would use the proceeds of the sale of building to the
company to pay off the bond (Factory Town Redevelopment Commission 2006b,
3.3.2006, 6.1.2006; see Table 3.4). In short, Factory Town financed the outfitting of a
shell building to the company’s specifications, paid for these improvements through a
bond issue, which in turn, were paid off from the TIF’s collected tax revenues.
Yet even as the city provided these benefits to the company, it also offered the
company a sizable tax abatement, totaling about $670,000, phased out over a 10-year
period, for its real estate improvements (Yencer 2006i, 2006j). This twin process of
offering a tax abatement within a TIF district presents a unique challenge for Factory
Town: abatements work at cross-purposes with the revenue-generating mechanism of a
TIF district. In short, the TIF district was losing revenues, albeit over a decade, that
could enhance or support future development. In a 2014 interview with James, he notes
how tax abatements and TIF can come into conflict with each other, but then, affirms that
sometimes this is the only way Factory Town can get companies to invest in the
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community (James 2014). For this particular investment, one could argue it was
successful in attracting a major employer to the city.
But issues remained. One of the criticisms stemmed from the geographical
footprint of this project. During a city council meeting in 2006, a concerned resident of
the city’s east side questioned why the development was occurring at the project’s
location instead of the city’s south side where deindustrialization was prominent. In
response, a city council member commented that the city’s southern shell buildings were
already occupied (Yencer 2006i). Perhaps more importantly, local officials had to
resolve the tension between tax abatement and TIF districts. Recognizing that these tools
work at cross purposes, they found comfort in the fact that a Fortune 500 company
decided to locate within city limits. One FTRC member eloquently captured this
sentiment: “We are not giving up tax revenue. We are redirecting it to get 700 new jobs”
(quoted in Yencer 2006j: 1). Then-mayor Carl echoes this emphasis on jobs. Asked
whether getting hundreds of jobs is worth giving up new property tax revenue, he states:
“It is an economic trade-off with those jobs and those dollars coming back into the
community” (quoted in Yencer 2006k: 1).
This case highlights a more general trend for Factory Town as it transitions away
from its industrial past. To ease this transformation, the city offers various financial
incentives to build infrastructure and subsidize investment costs. But navigating this
terrain is tricky since financial incentives do not always translate into local investments
or job growth. City officials must then assess the merits of any one particular project
against its impact on community prosperity, including its influence on other potential
projects.
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Large-scale projects did not occur again until 2013. Similar to the 2006 project,
city officials recognized the need to expand the district’s boundaries to entice new
investment. Here, the city received word that a national sporting goods store was
interested in retail space close to the shopping mall. However, this space was not located
in the TIF district, which prevented the city from providing infrastructural and financial
support to assist the development. Officials then decided to incorporate this space into
the district as a way to incentivize the investment. The company ultimately decided to
locate their store in this area after it was added to the TIF district. What’s more, the city
issued a $2 million bond to pay for various infrastructure improvements to the area,
subsidizing the investment through the construction of roads, sidewalks, and landscaped
areas (Factory Town Redevelopment Commission 2013a, 2013b, 11.22.2013).
In the end, the sporting goods store located in the newly incorporated district
space. Local officials were particularly happy with this commercial investment due to its
capacity to generate job growth, but they focused much of their attention on how this
project influenced regional consumer behavior. This has much to do with how Factory
Town relates to the state’s major city and its commercial spaces. Since it is about a 45minute drive to one of capital city’s northeast retail areas, Factory Town officials are
keenly aware of local and regional consumer behavior. Some individuals are willing to
drive to that area since Factory Town does not have as many retail options. What’s more,
Steve states that many people will actually live in the state capital’s northeast end to take
advantage of the area’s various cultural and commercial amenities, even while working in
Factory Town (Steve 2014). So by securing this investment, Steve and others hoped to
change the region’s consumer behavior by providing shoppers an enhanced and more
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diversified retail experience. In short, Factory Town would become a more attractive
regional shopping area and thus people would spend their disposable income in the city’s
retail complex (Walker 2014).
Development activities in the Retail TIF district are very similar to the Downtown
TIF. City officials, hoping to attract and then secure investment, transform the district’s
boundaries so that they can finance infrastructure and business development projects.
Indeed, this is the very reason behind why TIFs were created, allowing communities local
flexibility in constructing public infrastructure to stimulate private investment and job
growth (Klacik and Majors 2014).
3.6.3

Technology Park TIF

Technology Park TIF represents the third land use, high-tech development, and
was born out of the state’s entrepreneurial policy in the early 2000s (see Chapter 1). To
briefly reiterate, Indiana began its certified technology parks program to support hightechnology business development within the state (Harmon and Landers 2010; IC 36-732; IEDC 2015). Cities could capitalize on this policy by offering various financial
incentives to subsidize high-tech development within a designated certified tech park area.
To receive this designation, the area must be supported by or have a working
commitment with an institution of higher education, a private research institution, or
military research facility. After this, the local operating agency, usually a redevelopment
commission, can make public improvements to the area through its collection of various
tax revenues, including incremental sales tax, state income tax, and local option income
taxes. There is, however, a lifetime collection cap of $5 million.
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Factory Town took advantage of this program and adopted legislation to establish
a certified tech park in 2004 (Factory Town Redevelopment Commission 2004b,
5.24.2004, 7.7.2005). It further designated the park as an allocation area in 2005, so that
it could capture the aforementioned incremental tax revenues. But, more important for
our purposes here, the creation of this area represents a major turning point for the city.
Prior to this time, Factory Town’s development approach relied almost exclusively on
revitalizing its decaying manufacturing industry (see Tax Abatements section). The
park’s creation, however, diverged from this manufacturing legacy. This departure was
actually well received and even promoted in the community. Local officials advocated
for developing the city’s high-tech sector while simultaneously creating a broadband
infrastructure to further enable this sector’s growth (Factory Town-County Development
Alliance 2006). The alliance even created an organizational position to market Factory
Town to high-tech and research & development firms (Yencer 2003). Furthermore, the
local university’s 2001 strategic planning report solidified their commitment to the
technology park’s creation (Factory Town University 2001). In short, the Technology
Park represents a still-ongoing transformation away from local manufacturing and
towards a knowledge economy.
Like the other TIF districts, Technology Park TIF is structured to collect
incremental tax revenue and expend it for the district’s development. And compared to
its counterparts, this district’s revenue generating capacity commenced quickly (see
Figure 3.11). Its first year saw minimal tax revenue, but this changed in 2006. At this
time, the city started to invest in infrastructure for the area, including sewer lines and
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Figure 3.11. Incremental Taxes Collected in TP TIF, 2005-2013

utility extensions (Factory Town Redevelopment Commission 12.6.2007). Though the
district contained previously established companies, this new infrastructure work
effectively laid the groundwork for the area’s flagship project: the creation of a business
incubator.
In this context, Factory Town officials recognized that the local state university
was already engaged in high-technology entrepreneurial efforts. In fact, the university
was housing the community’s business incubator in three on-campus houses and was
constructing a fourth structure to accommodate high-tech growth (Factory Town
Redevelopment Commission 2004a). To better assist and enhance this growth, city and
university officials decided it best to coordinate efforts by constructing a new 30,000
square foot business incubator within the Technology Park TIF. By doing so, the city
could capture a significant amount of incremental tax revenue for future park
improvements, while at the same time providing ample space for an emerging local
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startup scene. An agreement between the two entities was solidified in 2004, and
incubator construction proceeded throughout the next four years. The largest allocation
of funds went to purchasing land that would eventually house the business incubator. To
further assist the incubator’s construction, the city applied for and was awarded a statebased technology grant in the amount of $300,000 (Factory Town Redevelopment
Commission 2004a, 7.7.2007, 8.2.2007).
There are two noteworthy points regarding the district’s impact on the local
economy. First, in applying for the technology grant, the application included letters of
support from various political and economic officials. Much of their writings emphasize
the need for this new incubator since it will expand the city’s entrepreneurial efforts.
Even the area’s Congressperson offered their support, claiming that the incubator’s
construction and high-tech operations “will bring exciting new businesses, will benefit
the communities, and will continue its quest for spurring entrepreneurial activity in our
region” (Pence 2009).
Second, the park’s impact on the local economy is illustrative of a city in
transition, as this new sector has yet to gain an economic stronghold. Though records
were difficult to obtain, the park’s 2008 recertification application provided some metrics
to assess its impact.42 Indiana state law mandates that technology parks renew their
certification every four years. And it is within this application that the park must disclose
a comparison between their original and current economic goals (i.e. job growth, capital
investment). The application documents mixed results (Factory Town Redevelopment
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Redevelopment commission minutes minimally document testimonies by park
officials. In fact, most of the park information in these minutes concerns written letters
by such officials asking for additional funding for park operations.
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Commission 2008). Regarding job growth, the original application’s employment goal
was 554 jobs. It actually surpassed this metric by 110 employees at the end of September
2007. But by August 2008, total employment fell to only 592, only 38 more jobs than the
original 2004 goal. Capital investment, on the other hand, exhibited much larger positive
growth. The 2004 goal was a little over $5 million, and by 2008, total investment
reached over $32 million.
Taken together, it is safe to conclude that efforts to solidify a local high-tech
industry will meet roadblocks, especially when the community has an established
manufacturing legacy. Infrastructure, transportation networks, and local labor skills have
coalesced around this industrial system and are extremely costly to change. What’s more,
high-tech companies require different resources and labor skills that have yet to become
enmeshed within the local development. The local state can surely incentive high-tech
development, and this TIF district illustrates as much. But other incentives, like tax
abatements, are still focused on manufacturers.
3.7

Abandoned Spaces

Factory Town is in a period of transition, searching for innovative solutions to
deal with the aftermath of deindustrialization. One of the most poignant local issues is
how best to manage deteriorating buildings and properties. The city’s industrial legacy
left in its wake old factories and a decaying housing stock, abandoned properties that are
no longer valuable. Managing and repurposing these spaces is difficult, and as
mentioned previously, officials use whatever local tools they have at their disposal to
revitalize these vacant areas. But more often than not, these tools alone are inadequate to
overcome the city’s dire situation. Outside help is desperately needed. Fortunately for
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Factory Town, there exists an intergovernmental assistance system that eases this
financial burden. In what follows, I review this support system and illustrate how local
officials are using its scant resources to support the city’s efforts.
My research revealed two primary areas that the city has focused its efforts:
industrial and residential spaces. Both present unique challenges for Factory Town, but
also many opportunities, which elicit a sense of optimism for some local officials,
especially Alan. In fact, he focuses on these opportunities with a sense of openness,
hoping for creative solutions in repurposing deteriorating space:
I mean it, this really is a, kind of unique situation because, ok, [Factory
Town] has definitely been hit hard in terms of kind of what’s happened
across the Rust belt, and with disinvestment and blight. But that’s pretty
much left a number of neighborhoods as effectively a blank canvas. And
what I think makes that especially unique, from an urban planning
standpoint, is that a lot of these kind of unique ideas that are coming about,
you can do them. If you want to test these ideas, you can do it (Alan
2014).
This optimism is clearly shared among city officials, as many of my interviewees felt
compelled to discuss the city’s ongoing efforts to address abandoned spaces.
Possibly the most pressing issue here is the city’s fight against decaying industrial
spaces. Data from the Economic Census helps to illustrate the extent of the city’s
problems. I compiled data from the Census of Manufacturers from 1977-2012 on two
measures: the number of establishments and the number of paid employees per pay
period. The results are devastating. In 1977, the city had 139 manufacturing
establishments employing about 9,900 industrial workers. Thirty-five years later, in 2012,
there were only 64 establishments employing 1,955 workers (U.S. Census Bureau 1977,
2012; see Figure 3.1). Former Mayor Carl aptly summarizes this period:
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Industrial operations…provided good jobs for generations of [Factory
Town citizens], but in many locations in our city today, factories that were
once huge assets to the community are now albatrosses – abandoned,
under-utilized, perceived to be contaminated and hindering our ability to
attract new investment to these areas (quoted in Slabaugh 2007b: 1).
As factories exited the city, they left in their wake contaminated land, abandoned
factories, and defunct machinery. Without social contracts binding these migrating
companies to clean up after their exodus, the city was left to deal with these brownfield
sites with whatever resources they had/have at their disposal.43 And cleanup efforts are
major redevelopment obstacles. Developers and city officials alike need to know the
extent of damage left by these sites in order to figure out what needs to be accomplished
to remediate the space. But more importantly, all involved parties need to determine
issues of liability since developers are not likely to initiate a project if they are to be held
liable for past environmental damage (IFA 2015b; Jane 2014b). In this context, Factory
Town has sought help from both the state and federal governments.
There exists no central brownfields database, but instead, Factory Town uses a
mix of state and federal assistance that has been consistently underfunded (see Chapter 1).
What’s more, most of the financial assistance takes the form of competitive grants. Even
against system contraction, the intergovernmental system has provided Factory Town
important resources in helping it manage brownfields sites. To illustrate how, I compiled
a list of the city’s sites from various sources and listed these in Table 3.6. At present time,
the city has 80 brownfield sites with varying levels of support. For example, thirty-seven
sites have received a formal letter describing some component of brownfield

43

According to the Environmental Protection Agency, a “brownfield is a property, the
expansion, redevelopment, or reuse of which may be complicated by the presence or
potential presence of a hazardous substance, pollutant, or contaminant” (EPA 2015b).
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revitalization. One-quarter of the sites have undergone building demolition, while the
other sixty sites either have buildings still standing or are grassed lots. The vacancy
measure has the highest total, where 57 sites still have vacant buildings or property. The
last two categories, cleanup and state/federal assistance, help illustrate the city’s
desperate situation. Only about half of the sites have had some form of cleanup activity,
with many only receiving an initial assessment.
Table 3.6. Factory Town Brownfields

Perhaps most significant for redevelopment purposes is the fact that only fourteen
sites have received state or federal assistance. Most often, these funds are used for
assessment activities where officials conduct environmental work to determine what, if
any, contamination exists on the site. Interestingly, four of these sites received American
Recovery and Reinvestment Act (ARRA) funding from the federal LUST Trust Fund to
cleanup leaks associated with underground storage tanks. And so, barring the economic
recession of 2008, intergovernmental assistance for brownfield redevelopment would
have been granted to roughly 12.5% of the city’s sites.
It’s also important to note that Factory Town was awarded two EPA grants in
2007 and 2012 (EPA 2015a). In 2007, the city was awarded a $200,000 hazardous
substance grant to inventory and prioritize its brownfields, while also conducting up to
eight Phase I and four Phase II environmental site assessments. The 2012 grant totaled
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$591,600. Funds were and still are being used for Phase I and II assessments, including
environmental work on sites with histories of petroleum usage.44
Besides the dearth of financial resources to address the city’s sites, my research
revealed two other issues in brownfield redevelopment. First, there exists a tension
between redeveloping industrial sites and starting new development in other parts of the
city. In an interview with the city’s first brownfields coordinator, Jane, she teases out this
tension and explains why many of the brownfields sites have not been reused:
For one thing, I don’t think we have any shovel-ready sites. You know,
any sites that have been cleaned-up, verified as cleaned-up by the state,
and just you know, ready for someone to go in there and check all the
marks that you can check on a greenfield site. And there [are] tons of
cheap greenfield land around, so why is anybody going to [waste] their
time messing around with that? I got a property right now, its caddycorner, it’s like a 5 or 6 or 7-acre lot, a nice big space. It’s got an old
transmission repair shop on the corner, its caddy-corner from a brand new
Wal-Mart, so I mean it’s going to be a decent redevelopment possibility.
It’s been in the same family for years and years, you know, the guy that
owns it is probably my age and his dad ran this business there for years.
And he’s like, it’s like a hoarder land inside of it, [with] transmission parts.
And there’s also a house. And he’s in deep financial trouble at this point,
he really needs the money and the parcel is worth like $800,000, or it’s
listed for that. But nobody who wants to […] mess around with [the
house]. They want the site clear and they want it assessed so they at least
know what’s there. And they can’t do the assessment until they get the
building down, or until at least they get the floor clear inside the building.
And that’s kind of the case with all these properties, you know, […] but if
you go out to, you know, some place that’s only been used for farmland
and you do your Phase I and you find out that all this place has ever been
used for is farmland, you don’t even have to poke a hole in the ground […]
You just build your site; you build your facility. [And I assume it’s more
cost effective?] Yeah, it’s cheaper, cheaper and easier (Jane 2014b).
Jane brings to light an important issue for brownfield redevelopment: site rehabilitation is
costly, time-consuming, and less efficient than locating development in a greenfield
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Those sites that received some portion of the EPA grants were included in Table 3.6.
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space. There are tax breaks for developers to reuse brownfields, both at the state and
federal levels, but difficulties still remain.
Secondly, these brownfield sites contain many of the city’s once-dominant
manufacturing facilities. These properties obviously present problems from an
environmental perspective, but they also pose difficulties in terms of size. For example,
one of the city’s flagship manufacturers, which closed in 2009, left behind roughly a halfmile long stretch of vacant property with a one million square foot building (Roysdon
2015b). Such facilities were needed during the company’s heyday, when it employed
more than 5,000 people in 1950. But since then, smaller, nimbler, and more efficient
manufacturers have now become the norm. Most importantly, they do not need the size
or space leftover from large-scale industrial sites (Roysdon 2008; Slabaugh 2007a). The
city is trying its best to market and repurpose the site, and has generated some interest
from potential developers. To further enhance the property, the city enlarged one of its
TIF districts (Southside TIF) to incorporate the site, allowing the city to use TIF funds for
any new development (Roysdon 2015b).
Even with these initiatives, this site and many other similar ones pose severe
obstacles for citywide redevelopment efforts. A local university professor describes this
situation fittingly:
The central city has a number of old industrial sites. They are hard to get
to, they are not geared toward industries’ new systems, and they are hard
to retrofit. If they have an advantage, it is that they are all brown-field sites
eligible for economic development grants […] It is a numbers game, and
[Factory Town] has an inner ring of old decaying white elephants. They
do not present an attractive gateway for tech companies (quoted in
McBride 2005: 2).
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Transitioning away from its manufacturing past is surely a difficult endeavor, and local
officials are using as many resources as possible to combat its industrial relics. And if
done properly, these sites offer great opportunities for new types of investments (Steve
2014). But the sheer number and extent of environmental damage at these sites simply
outmatches current levels of financial assistance. In many ways, brownfield
redevelopment is a microcosm for citywide revitalization, where scarce resources and
extensive turnover times are the portals through which officials organize their efforts.
3.7.1

Residential Vacancies

In the same vein as industrial vacancies, Factory Town is forced to address the
growing number of residential vacancies. As the city’s largest employers closed or
relocated operations, Factory Town was blanketed with a deteriorating housing stock. In
theoretical terms, it’s instructive to view these vacancies as:
a symptom in that it indicates poverty, selected migration, employment
lost and usually a generalized decline of the tax base and resulting
municipal [treasury]; a disease in that it becomes a causal mechanism,
exercising a distinct feedback mechanism which accelerates and
perpetuates urban decline (Burchell and Listokin 1981: 15).
Local jobs and housing data help us better understand this dynamic. In 1972, Factory
Town had close to 16,000 manufacturing employees. This total dramatically decreased to
1,955 employees in 2012 (see Figure 3.1). In sum, Factory Town experienced an 88%
decrease in manufacturing employees over the 40-year period, causing a significant ripple
impact on the community’s housing situation (Raymond 2013; Stubbs 2013). Figure 3.12
illustrates the housing component, plotting vacancy rates for Factory Town and the nation
for every decade since 1980. Here, Factory Town actually had a lower rate compared to
the national average until 2000. This has since change, and now the city has a vacancy
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rate of 13.3%, with 4,236 vacant housing structures (U.S. Census Bureau 1980, 1990,
2000a, 2010a).

Figure 3.12. Vacancy Rate (selected years)

Factory Town officials have been constantly searching for ways to address this
growing number of residential vacancies. But dealing with housing issues is a tricky and
complex process due to the lack of available funds for residential rehabilitation.
Moreover, vacant housing poses difficulties for local revitalization since such properties
negatively impact property values, and in turn, restrict property tax revenues (Eastern
Pennsylvania Organizing Project and the Temple University Center for Public Policy, and
Diamond & Associates 2001; Roysdon 2007a; GAO 2011). To address their housing
issues, the city relies almost exclusively on a competitive federal grant system. The only
exception is the formula-based Community Development Block Grant (CDBG) program.
The CDBG program was created in 1974 as a part of the Housing and Community
Development Act (Public Law 93-383). Coinciding with the devolutionary measures of
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the Reagan administration, the CDBG allowed recipient communities much flexibility in
how they allocated funds in meeting local housing and community needs (Rich 2014; see
HUD 2001 for a complete list of eligible activities). Given this flexibility, I argue that
the distribution of local allocations act as a proxy for local developmental priorities.
To examine these priorities, I gathered data from the city’s CBDG Consolidated
Annual Performance and Evaluation Reports (CAPER) and Expenditure Reports.
CAPER reports provided data for 1984-1992, but only covered allocations, or estimated
amount of funds used per activity. Activity Summary Reports document actual
expenditures and cover 1996-2013.45 Unfortunately, data for years 1985 and 1993-1995
does not exist.
My initial reading of this data revealed that Factory Town expended much of its
CDBG allocation on housing-related issues. In turn, I grouped all housing and
demolition activities into one measure, and examined it as a percentage of all CDBG
expenditures. Housing and demolition activities include (matrix code in parentheses):
clearance and demolition (04), direct homeownership assistance (13), Rehab: Single-Unit
Residential (14A), Rehab: Multi-Unit Residential (14B), Rehab: Acquisition (14G),
Rehabilitation Administration (14H), and Transitional Housing (14J).46 Based on this
analysis, Factory Town expended at least 20% of its CDBG funding for housing and
demolition activities in every year with available data. Six years (1992, 1996, 1998-2000,
2004) saw allocations exceeding 40%, while 15 years had a 30% or higher allocation
amount.

45
46

These reports are identified as an ‘03’ report per CDBG guidelines.
See HUD (2014b) for complete matrix code definitions and approved uses.
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This funding focus aligns well with local sentiments concerning housing issues.
For example, in their original CDBG application, Factory Town explained that a
substantial number of housing units needed major repair, while some were beyond repair.
Officials go on to cite the effect of these properties, including declining property values,
loss of assessed valuation, and increased service demands, all of which were (and still are)
concentrated in the downtown area (Factory Town 1975). These issues remain
paramount in present times, as the city’s most recent CDBG report cites the negative
impact of blighted housing (Factory Town 2015a). Carl makes this point clear: “One or
two [vacant] houses in a neighborhood leads to a domino effect. The vacant homes
popping up in these neighborhoods are really detrimental to the people who live next
door” (quoted in Roysdon 2007a: 2). Viewed more holistically, vacant housing
negatively impacts the community’s aesthetic appeal, so much so that the city has lost
private investments due to its deteriorated housing stock (Roysdon 2007b).
Addressing vacant housing, therefore, seems to be of utmost importance. For the
entire period (1984-2013), the city spent about $2.9 million demolishing vacant structures.
This total represents a fairly large percentage of total CDBG funds, and in fact, no other
matrix code category exceeded this amount. However, it is fruitful to compare this total
to the estimated cost of demolishing the city’s entire vacant housing stock. It is difficult
to ascertain the exact cost of a housing demolition since this amount changes according to
structural features and property characteristics. However, demolition costs can range
from $5,000-$10,000 per demolition (Alan 2014). If we take the mean cost, $7,500, the
city would need about $32 million to demolish its current vacant housing stock. This is
clearly not feasible solely with CDBG funds, especially since the city allocates CDBG to
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a variety of other community and development initiatives. In fact, the city only expended
roughly $260,000 on demolition activities in 2013; this covered about 0.8% of the total
demolition cost.
With such a small amount of CDBG assistance, local officials must search for
other available funds. The city has utilized local non-profit organizations and citizens in
a piecemeal fashion to address vacancies. But there are other non-local, more
comprehensively funded programs the city has used to deal with its housing situation.
Two federal programs, the Neighborhood Stabilization Program (NSP) and the Housing
Finance Agency Innovation Fund for the Hardest-Hit Markets (Hardest Hit Funds or the
Blight Elimination Program (BEP)), have provided the largest influx of housing-related
funds for Factory Town. Both programs, unlike the CDBG program, are competitive in
nature and are limited in scope. In fact, the NSP and BEP were created in response to the
2008 economic recession to help communities deal with foreclosures. Fortunately for
Factory Town, program funds could also be used for housing demolition and
rehabilitation activities (HUD 2014d). Each program will be examined.
The Neighborhood Stabilization Program was established by congress in 2008 to
help stabilize communities suffering from abandonment and foreclosures (Public Law
110-289).47 Due to the severity of the national housing crisis, the NSP program went
through three iterations. In 2008, Congress allocated $3.92 billion in the program’s first
iteration, NSP1. Congress appropriated an additional $2 billion in 2009 through the
American Recovery and Reinvestment Act (Public Law 111-5), referred to as NSP2.
Finally, Congress dispersed $1 billion in 2010 (NSP3) through the Wall Street Reform
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This program is part of the Housing and Economic Recovery Act (HERA).
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and Consumer Protection Act (Public Law 111-203). Total funding for the entire NSP
program equaled $6.92 billion. Though the NSP program provided three opportunities
for funding, Factory Town only received funds from NSP1 ($2,007,356) and NSP3
($1,148,363), totaling $3,155,719 (HUD 2014c; Joice 2011).
With this influx of funds, Factory Town’s capacity to deal with its deteriorating
housing stock was significantly increased. In this context, the city adopted two
approaches associated with each funding round. For NSP1, the city sought to: demolish
136 blighted structures in the central city, an area with the highest concentration of
vacancies; create multi-family rental housing units for people/families whose incomes did
not exceed 50% of the area median income; and create a land bank to acquire, manage,
and dispose of unoccupied properties for redevelopment (Factory Town 2009). A
majority of funds (71%) were used for demolishing houses, and in fact, the city was able
to demolish 159 structures. Factory Town also allocated a little over $500,000 for the
rehabilitation of two multi-family rental structures. Unfortunately, the land bank never
came to fruition due to legal complexities (James 2014).
This funding was welcome by local officials. Yet there was a growing concern
that the city was using funds very inefficiently, pertaining to the dispersion of demolished
houses. Even though they were primarily concentrated in the downtown area, officials
noted that dealing with one or two properties per street makes it visibly difficult to assess
any positive impact (Alan 2014). And so with their second round of funding (NSP3), the
city employed a more concentrated approach. They focused their efforts on a highly
visible portion of a two-block section of a downtown neighborhood street, adjacent to the
central city’s main thoroughfare (Slabaugh 2011a, 2011b). Indeed as the city’s NSP3

147
administrator informed me, focusing on a highly visible area in downtown was an attempt
to ignite a ripple effect throughout the area (Diane 2014). These efforts were hoped to
reverse the sentiment that the city is “a hard sell when it comes to new residents and
businesses” (Factory Town Press 2007: 2).
In total, the city’s NSP3 funds were used primarily to rehabilitate twelve rental
units located on five properties. Seventy-five percent of the units were eventually
refurbished for families at or below 50% of the area median income, while the remaining
ones were tailored for families at or below 120% of the area median income (Factory
Town 2015b, 2011a). These efforts, much to the delight of city officials, did spur some
private property owners to refurbish their own properties. But outside of this small target
area, it is difficult to determine how impactful NSP3 funding was for the larger
community (Diane 2014).
NSP funding is an important resource for local officials as they confront
residential vacancies, but revitalization is more than simply rehabilitating or demolishing
a house. There are other components, like well-maintained sidewalks and paved streets,
which are essential for the city’s future prosperity. And so when the city rehabilitated
housing with NSP3 funding it also spent CDBG and local TIF funds to help refurbish
dilapidated sidewalks in the area (Factory Town 2014). This multi-pronged
redevelopment strategy seems to be integral for the city’s revitalization, even if it is
geographically concentrated. In short, the city is using whatever resources it can obtain
to make its development landscape attractive for investment.
Besides the CDBG and NSP programs, the city has very recently applied for and
received financial assistance from the U.S. Department of Treasury by way of the Indiana
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Housing and Community Development Authority (IHCDA). The federal agency
established the Hardest Hit Fund, which is a product of the Troubled Asset Relief
Program (TARP) authorized by Congress through the Emergency Stabilization Act of
2008 (Public Law 110-343). In short, this act sought to stabilize the financial system
through particular initiatives, one of which is the Hardest Hit Fund. This fund provided
foreclosure financial assistance to families in states most impacted by the housing crisis,
and also allowed recipient communities to use funds for demolition. The state of Indiana
was awarded $221 million, and from this, Factory Town received $2.9 million
(Ellspermann 2014; IHCDA 2014; U.S. Department of The Treasury 2016). At present
time, the city is still in the process of allocating funds. But after speaking with the local
administrator, there are over 200 properties slated for demolition (Jane 2014a). A key
component of this initiative is that for these properties there must be an end use, such as a
parking lot, urban farm, or pocket parks (Alan 2014). This ultimately helps the city
further enhance its revitalization efforts since the demolition and resulting end use should
theoretically increase property values.
Coinciding with the Hardest Hit program, the mayor recently created a housing
revitalization committee, adding yet another component to address local housing issues
(Gabriel 2014; Michael 2014a). This committee’s end goal is to return dilapidated, tax
delinquent housing back to local tax rolls through a housing incentive program. This
concerns allowing citizens to purchase homes for only the closing costs (about $5,000)
and all prior taxes and assessments legally due. There are, however, certain stipulations:
the purchaser must use their own funds to rehabilitate the homes, they must meet yearly
housing code and maintenance repair requirements, and they must reside in the residence
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for a 5-year period. If these requirements are met at the end of the 5-year period, the
awardee is given full title to the property (Factory Town Redevelopment Commission
2014; Alan 2014).
The entire local housing rehabilitation program, including all federal, state, and
local initiatives and funds, offers a rather comprehensive effort to address distressed
properties. But it still falls well short of the required amount of resources to deal with the
city’s residential vacancies. And it is this tension that local officials must constantly deal
with, a situation Jane fittingly describes: “We have a real limited amount of money to tear
down houses. If we can get outside assistance, we’ll take it. We will never turn down
demolition money” (quoted in Slabaugh 2013: 2).
3.8

Conclusion

Deindustrialization and its associated consequences have challenged Factory
Town. Local officials must find innovative ways to deal with industrial and residential
abandonment, while at the same time, managing the transition into new economic
territory. The city still relies on tax incentives to keep some manufacturing jobs in the
community, but these employment opportunities are slowly dying off. In this context,
TIF now appears to be the city’s dominant tool that privileges a service- and tech-based
economy and quality of life amenities. Though at present time, these efforts are still in
their infancy. The fallout from Factory Town’s industrial past is simply too
overwhelming for the community to avoid. In this regard, there exists a tension in the
city’s redevelopment: how should it distribute variable and rather limited levels of
financial assistance to meet the needs of a growing, forward-looking tech economy while
also dealing with the demands of its industrial past.
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CHAPTER 4. COLLEGE TOWN

Similar to Factory Town, College Town’s historical development is intimately
tied to a dominant local industry, but with quite different outcomes. The city is home to a
large state university, founded in 1869, that has continued to mold town-gown relations
to the present day and exerts inordinate influence on local development. In contrast,
Phoenix contains Arizona State University, and these entities have worked together in
constructing a downtown campus, among other projects (Freidman 2013), but such
efforts do not define the city, nor are they the focal point through which citywide
development occurs. In short, Phoenix is more than a city with a college. What’s more,
comparing Phoenix-ASU relations to smaller town-gown dealings, say between
Charlottesville and the University of Virginia, confounds rather than facilitates analysis
of local processes. With a small local population and a high student-to-population ratio,
Charlottesville is likely to be more impacted by university efforts than places like
Phoenix.48
Given the fact that College Town has a student-to-population ratio exceeding 100,
university-related activities impact the city in different ways than the Phoenix-ASU
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According to 2010 census data, Phoenix’s population is over 1.4 million while
Charlottesville contains only about 43,000. The cities’ undergraduate and graduate
student-to-population also differ greatly, where Phoenix’s ratio equals 0.05 and
Charlottesville’s ratio is 0.48.
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relationship. My analysis shows that College Town’s trajectory is very much dependent
upon the university’s growth. This relationship became more formalized in recent years
due to the city’s annexation of the university, as well as development efforts at the
college’s high-tech research park. Moreover, cities like College Town have recessionproof tendencies emanating from their relatively stable local economies. College Town’s
mayor, Thomas, highlights this fact when discussing the city’s history (Thomas 2012; see
also Gopal 2008). So instead of experiencing the boom and bust cycles of Factory Town,
College Town has experienced more steady growth rates over the past several decades.
This chapter begins with a brief history of College Town, and quickly turns
attention to local development efforts starting in the late 1970s. As told by local officials
and documented through various sources, this entire history centers on the city’s efforts
to support university-led development initiatives and the resulting consequences of
college-affiliated population growth. This, in turn, provides an overarching thematic
difference between the two towns. Factory Town has been dealing with the
consequences of its deindustrialization, chasing investment while dealing with industrial
decline. In contrast, College Town’s efforts evoke a more supportive, growth-oriented
focus on enhancing a growing knowledge economy.
4.1

The Emergence of College Town

College Town had its origins as a community in the late 1800s, primarily as an
offshoot from its neighboring city, River Town, a commercial center located on the
region’s major transportation routes and thus able to support smaller communities outside
city limits (College Town 2008; Home of College Town University 2016; Neighborhood
Association 2016). Here, settlers took to River Town’s western areas to establish the
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earliest formations of College Town. Soon thereafter, adjoining settlements formed a
municipal government that was legally separate from River Town. A comprehensive
history is outside the scope of this paper, but suffice to say that this early College Town
formation was created to help citizens levy taxes, provide security, and improve the
area’s infrastructure.
Around the same time, citizens became concerned about the needs of the growing
state university and their inability to support its demands. As a result, local officials
voted, asking to be annexed by River Town, only to have their request denied. River
Town officials cited two reasons. First, College Town was located in the local river’s
flood plain. Second and more importantly, River Town did not want to cover the costs
associated with the university’s growing infrastructure needs. In many ways, this
annexation denial could be viewed as a blessing for College Town, as it has established
strong relations with the university since then to enhance its own position.
But over the next several decades, College Town’s relationship with the
university was strained by increases in university faculty and student populations.
Faculty sought to live in close proximity to campus, so adjacent neighborhoods
experienced mass infill to accommodate their desires. Students’ residential patterns
exhibited a slightly different trajectory. University housing policies and construction
limited residential opportunities on campus, resulting in a spike of off-campus housing
for students (Trkla, Pettigrew, Allen & Payne 1988). Here, the same neighborhoods that
witnessed faculty in-migration during the early 1900s experienced a shift in housing type
by 1950. Renter-occupied units replaced owner-occupied housing units as local landlords
saw opportunities for increased rental rates. In short, university growth rippled through
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the community prompting local officials and citizens to accommodate development
demands (Planning Commission of College Town County 2013). And this general
pattern of city response to university-oriented processes has become routinized in towngown relations.
After relatively haphazard local responses, city officials began to more formally
plan for university growth. Initially, the city took a reactive stance, responding to
residential patterns of students and faculty. But with the mayoral election of Heather in
1979, planning efforts shifted towards a more proactive development strategy. Heather,
whom many local officials revere, organized government efforts to take advantage of the
university’s strengths in engineering and high technology. It is at this time that formal
planning efforts, with much citizen participation, emerged on the local development
scene.
4.2

Development Planning Since the 1980s

City-university relations are the focal point through which the city devised its
planning efforts. What’s more, the university and its private economic development
corporation own and control a significant amount of land in and around the city. Heather
quickly recognized this unequal distribution between the city and university. But instead
of challenging the university on development initiatives, officials and citizens alike
incorporated these activities into their own efforts and in turn, reaped the benefits of
university growth. This is a constant theme in the city’s formal planning reports, starting
in 1987.
The city’s first planning effort commenced in 1987 (College Town 1987; Heather
2012a; Trkla, Pettigrew, Allen & Payne 1988). The Strategic Plan outlined three changes
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that influenced, and would continue to impact, local development efforts. First,
devolutionary pressures from the federal government required a more locally proactive
approach towards development. Second, the U.S. economy was moving towards an
information/service economy, which aligned well with city’s already-existing knowledge
infrastructure (i.e. the university, highly educated population).49 Finally, the postindustrial transition would bring with it quality of life changes, namely consumer
preferences for up-scale living, cultural amenities, and personal mobility options (i.e.
walking, biking). With these factors in mind, local officials concluded that the local
university was the primary portal through which city development would proceed. As the
report states: “[College Town] is a university town with a large student population and
many [university-related] jobs. [The university] has given and will continue to give
[College Town] its character” (College Town 1987: 3). Recognizing the university’s
impact on city affairs, local officials began referring to the city as “knowledge-centered
community.”
With this newly adopted label, the city outlined particular development arenas to
help guide future efforts. First, it must account for the residential and consumer
preferences of university-affiliated employees and students. In this context, the report
differentiates College Town from other urban systems: “While many communities seek
to retain and attract business, [College Town’s] number one strategy is to make it an
attractive place for people to live, learn, work, raise a family and retire” (College Town
1987: 12). And to make it attractive, the city must develop an aesthetically pleasing,
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Two-thirds of College Town’s population aged 25 or older had four or more years of
school completed at the college level, compared to only 16.2% nationally.
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high-quality environment. Efforts here focused on developing recreational amenities,
improving multi-modal transportation networks, and beautifying the city’s entranceways,
particularly the Riverfront (see Riverfront TIF below). Finally, local officials must be
committed to university-affiliated, technology-based industries and local
entrepreneurship. It is in this last arena that local officials first formally recognized the
importance of the university’s research park as it pertains to citywide prosperity.
The 1987 planning report provided College Town a policy template to guide its
immediate and long-term development future. However, it was not until a year later that
these policy suggestions became concrete directives, in the city’s Urban Design Plan of
1988. A few examples prove enlightening.
One of the first major issues concerned the local housing market. The design plan
emphasized that existing residential neighborhoods, containing single-family homes,
should be preserved and stabilized. It even goes on to state that those homes converted to
two or more units should be converted back to single-family usage. This issue has
become a mainstay on the local development agenda, as university-adjacent
neighborhoods continually experience in-migration pressures from students and
university-sponsored building construction (Gibson 2011; Neighborhood Housing
Corporation 2016b).
Commercial development was also paramount in the design report, specifically
regarding the city’s Riverfront. Besides being the city’s eastern entranceway, the
Riverfront was one of the few areas suitable for major retail development. But, perhaps
more important, this area became blighted after its anchor tenant relocated to River Town
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(College Town Redevelopment Commission 5.29.1990). A redevelopment report
examining the Riverfront outlined its many faults:
[Riverfront] has a poor overall image and appearance. In general, it is
characterized as unattractive and as visually unrelated buildings, a lack of
sign control, large poorly maintained parking areas, a complete lack of
landscaping and pedestrian amenities, and a lack of overall visual
organization (Trkla, Pettigrew, Allen & Payne 1989: 4).
What’s more, this area contained substandard buildings, vacancies, and was chronically
plagued with underutilized and old land parcels that exhibited little or no evidence of new
development. This conflicted with the community’s push for a high-quality physical
landscape. As a result, local officials sought to redevelop the area as quickly as possible
to improve the city’s image, while at the same time, link the revitalized Riverfront to the
heart of the university’s campus.
Finally, the design plan emphasized development tailored specifically for the
university’s research park. Foreshadowing the next several decades, it called for close
cooperation between the city and university to support the creation and retention of
knowledge-centered companies. Moreover, park development should occur in ‘campuslike environments’ that elicit a high-quality identity. The dynamics of this relationship is
best captured in the 1987 planning report, which stated: “[College Town] should do all it
can to assist [the university] in completing the development of [the research park]”
(College Town 1987: 25).
College Town published its second planning report ten years later, in 1997. It
listed the city’s major accomplishments over the previous decade, but more important,
further refined the “knowledge-centered community” label (College Town 1997). This
concerned a heightened focus on quality of place amenities due to the fact that university-
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sponsored development provided plentiful employment opportunities for the city. This is
evident in the report’s statements regarding the human scale of development initiatives:
[College Town] is about people – it is about education, diversity, cultural
enrichment, green space, recreation, and neighborhoods. Citizens want
the City to have a human scale and sense of place. They want the
community organized in such a way as to support families and the fastpaced, rewarding lifestyles of a contemporary academic community […]
Thus, while its socio-cultural environment and access to knowledge
workers make [College Town] attractive for growth, it’s the human scale
that is the important ingredient (College Town 1997: 5).
With its emphasis on people and the amenities they desire, [College Town’s] focus
parallels Florida’s (2005) observations on the creative class and its implications for urban
development. He argues that this class desires lifestyle and entertainment diversity and
quality in residential decision-making. They also enjoy outdoor recreational activities,
like bike riding and public parks. In this context, Heather recalled the city’s emphasis on
such amenities over and above a strict jobs-focus:
We’re very seldom faced with the idea of providing a subsidy for a
company to come because they were going to provide jobs. Because jobs
weren’t what we were looking for, I mean we were looking for
knowledge-based industries, and generally, our experience with that and
with some of the work that I read, like Richard Florida, is that these people
in high tech industries are looking for cultural amenities. We obviously
don’t have any oceans and mountains […] but if you can provide [a] trail
system, an attractive river front, some nice shopping, sidewalks, a nice
neighborhood, good neighborhood organizations, good city services, those
are things they are looking for and in fact, they’re probably willing to pay
for them too (Heather 2012b).
Given this focus, the report documents local efforts to improve the city’s
amenities to further attract creative class workers. For example, the city conducted
studies regarding bike and pedestrian networks, hoping to better manage parking troubles
while offering outdoor recreational activities to the local citizenry. College Town also

158
renewed efforts to slow the owner-to-rental conversion of single-family homes. It did so
by working with neighborhood associations and reviewing housing ordinances and
policies. Its most noteworthy initiative here concerned the creation of the Neighborhood
Housing Corporation, tasked with slowing the aforementioned conversion within the
neighborhood most directly impacted by university growth. These efforts were and still
are well received by the neighborhood and community (Neighborhood Housing
Corporation 2016b). Finally, the report discusses research park development, and
encourages the city to make the area attractive for small and medium sized high-tech
businesses and their associated employees. Initiatives primarily focused on how local tax
incentives can help construct a business incubator but also mentioned that installing stateof-the-art infrastructure and natural landscapes can add to the community’s overall appeal.
The city’s latest planning report, in 2010, continues the knowledge community
focus while emphasizing upgrades to those initiatives thought most conducive for
continued high-tech growth (College Town 2010). Some examples are noteworthy. The
report calls for a Riverfront Master Plan focusing on mixed-use residential development,
economic opportunities, and infrastructure improvements. This area has been a constant
point of contention primarily because it has been underutilized after its original
revitalization in the late 1990s. And since it is the eastern entranceway to the university,
local officials are keen on ensuring that the area exudes a high-quality tenor to welcome
city visitors.
The report also argues that the city should expand its bike and pedestrian
transportation networks, again catering to its creative class professionals. Third, research
park development is highlighted, pertaining to technological infrastructure. Here, it was

159
recommended that College Town enhance its fiber optic cable network, since by doing so,
it helps with the research park expansion and also enhances home property values.
Finally, local housing issues remain paramount on the local development agenda. And to
address them, it was proposed that the city implement an incentive program for landlords
in attempts to better maintain residential structures occupied by students. The report also
suggested that the city institute an incentive program to convert rental units back into
single-family housing.
Starting in the late 1980s, local planning reports have maintained a consistent
focus on the following features: (1) improving the city’s quality of place amenities as a
means towards making the community an attractive place to live and work; (2) enhancing
local capacity for high-tech growth through both direct and indirect means; and (3)
stabilizing the housing market by curbing the owner-to-renter conversion process. These
foci, I argue, are the result of the structure of College Town’s economy. There exists a
division of labor between the city and the university that has engendered overall
prosperity. Industrial development is housed primarily within the university and its
associated research park. The city is best viewed as a supporter of these efforts,
providing physical infrastructure and at times, financial assistance. Though a secondary
player in this industrial arena, College Town has taken the lead in commercial
development and quality of life initiatives. This division of labor works well for both
parties as each can better focus their energies and resources on particular types of
development, enhancing local efficiency and productivity.50
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There are two other university-sponsored planning reports that examine College Town;
these are different from the institution’s strategic plans. To briefly summarize, these
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This mutually beneficial relationship is the dominant economic portal through
which development projects come into being. Moreover, it has two significant
implications. First, instead of scanning the global economic landscape for investment
and jobs, efforts that would unnecessarily drain city resources, College Town officials
can focus their energies on making the community an attractive and desirable place to
live and work. As Heather notes, “I’ve always tried to say is if [the university] wants to
be a premier, top line university, then people you bring here will want to live in a premier,
top line city” (Heather 2012b). It is in College Town’s best interest to cede industrial
development to the school and focus on creating amenities that will help bring in and
retain highly educated people.
Second, the city has a steady, and often times, increasing consumer market
populated by university students and faculty. In turn, commercial development does not
have the same boom and bust impact compared to Factory Town’s industrial trajectory.
What’s more, the city does not rely on university-affiliated high-tech firms for job growth.
It’s more accurate to view these as complementary to the larger, stable university
workforce. As a result, College Town can be relatively secure in forecasting government
budgets, which in turn, help the city’s long-term development initiatives.
4.3

Redevelopment Tools: Local Taxing and Intergovernmental Financial Assistance
Like Factory Town, College Town has relied almost exclusively on tax

abatements and tax increment financing for its redevelopment projects. Moreover,
examining the ways in which both are used helps the reader understand how local

reports focus on improving the city’s quality of place amenities. But since these are not
official government documents, I do not include them in my analysis.
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conditions and planning strategies influence development projects. In what follows, I
examine College Town’s tactics, starting with the earliest efforts in the 1980s.
4.4

Tax Abatements

Devolutionary pressures emanating from the federal government, combined with
heightened international economic competition, pressured cities to more directly confront
investment opportunities in attempts to win development projects. Common tactics often
revolved around financial incentives to lure businesses, with many cities privileging tax
abatements. In short order, abatements became commonplace on urban development
agendas (Dalehite et al 2005; Mikesell et al 2002; Wilson 1993; Wolkoff 1983).
With their widespread usage, tax abatements are often couched in terms of their
essential functionality in enticing investment. But College Town officials express mixed
views on tax abatements, ranging from their essential power to their secondary,
supportive role. For example, a senior research park official expresses the first viewpoint
eloquently when discussing how it helped a company invest: “I believe I can honestly say
that without financial participation and the speed of decision-making on the part of
[College Town], the jobs of [Company A] would never have come here” (Showalter
2007a: 1). David also argues in support of the enticing quality of tax abatements. During
a recent 2014 project, he notes how the city’s incentive package helped “lure the
company [to College Town]” (Weddle 2014: 1). These comments support the idea that
financial incentives are the primary mechanisms through which development occurs.
But tax abatements are also understood as second-tier incentives relative to the
attractiveness of university resources; I found that this viewpoint was typically not
outwardly expressed in news outlets. In fact, this narrative comes out even when College
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Town officials are asked about the potency of financial incentives. For example, during
an interview with Thomas, I queried about local incentives and the part they play in the
city’s development process. He does mention that abatements are used, but quickly
points out that these incentives pale in comparison to the draw of the university: “the
difference between us and a larger city, is [that our resources are] definitely finite.
There’s only so much that we can do. The thing that makes it more attractive for us is
[the university]” (Thomas 2012). In this context, Thomas highlights the incentivizing
quality of the university in attracting talented professionals to College Town.
Other officials, like David, confirmed this assessment that university resources
overshadow financial incentives. This is particularly evident in development meetings,
where city officials may actually take a backseat to university personnel and the investing
company:
When we sell the community, when we make the pitch [for] the [research]
park, it is driven by the fact that [the company is] going to attach to the
university. And that’s usually [the private economic development
corporation] making that pitch. Cause they know how to open the door to
the university. We just won a company from Italy, solid hydrogen fuel
cells […]. But these guys, they brought in researchers from the university
who specialize in solid hydrogen fuel cells. So during the pitch, it’s weird,
because they got up there, the guys from Italy and the guys from [the
university], during the power point, and they just had their own conference
right up there in front of the power point while the rest of us are back here
going, ‘go!’ You know, and that’s the connection you want to have and so
the [private economic development corporation] brings those proper
people to the meetings to make those connections. So its an extension of
the team (David 2012b).
David reveals an intricate side of development that speaks to the embedded town-gown
relationship within College Town. The university is such an attractive force due to its
unique blend of faculty, resources, and creative capacity that College Town officials
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often times do not even have to ‘sell’ the community through tax abatements or business
subsidies.51 Without much effort, the university does this for them.
With somewhat opposing viewpoints regarding the efficacy of tax abatements, I
attempted to validate which resource was the more potent incentivizing force. To do so, I
sought out companies who already invested in the city or were considering it for a
potential investment, asking them to discuss how local incentives influenced their
decision-making. It should come as no small surprise that companies were not
forthcoming with details when discussing their investments. In fact, my efforts were
largely unsuccessful. However, I did manage to connect with one company. In what
follows, I review this investment from the company’s perspective, which in turn,
confirms how the university, not tax abatements, is the driving force behind College
Town’s development.
The project concerned the company relocating one of its testing laboratories from
Iowa to College Town’s research park (Bruce 2014; ChemCo 2012; IEDC 2009). The
company needed a larger facility to help expand current operations while also needing
equipment to develop new testing technology. According to my company contact, Bruce,
these issues presented problems for the company since its Iowa facility was deteriorating
and landlocked, making expansion difficult. As a result, the company searched three
other locations as potential investment sites: Ames, Iowa; Indianapolis, Indiana; and
College Town. The company considered many factors in its relocation including:
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This comment somewhat contradicts David’s previous comment that financial
incentives were part and parcel in luring a company to invest in College Town.
However, David’s comments here were discussed during an interview while his previous
argument was from a local newspaper article.
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proximity to its Indianapolis headquarters; the availability and educational characteristics
of the workforce; cost per square footage of the new facility; ease with which the
company could bring in customers for tours; and the ability to manage shipments of
products efficiently.
Bruce was very forthcoming in explaining the company’s decision-making
process, providing context for each of these factors as they pertained to the eventual
facility relocation. His remarks provide keen insight into the development process. For
example, the company already has a facility in College Town’s research park, and had
established friendly business relations with park and city officials. He also commented
on the community’s workforce as it compared to Ames and Indianapolis. For company
officials, both cities already had a large biotech industry presence resulting in much
competition between firms searching for a skilled workforce. Comparatively, College
Town had a surplus of appropriately skilled workers. Finally, building costs were
cheaper in College Town and Ames. But since College Town was closer to the
company’s headquarters, it was the preferred site.
In short, College Town was selected as the relocation site due to its unique mix of
social and educational characteristics. This is not to say financial incentives were absent
from the process. In fact, the company received financial assistance from three levels of
government: the city granted the company a tax abatement, the county provided job
training assistance, and the state provided a $2.2 million grant to help construct the
facility (ChemCo 2012). However, Bruce notes that these financial incentives were
considered after the company made its relocation decision:
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I mean we were already looking at the lease […] and designing the labs
before we knew what type of financial incentives we were going to get.
They were still kind of a question mark and we were already planning,
nope, this is the location we’re going to move forward with. So if at the
last minute the financial incentives had come out less than we were
expecting, I’m not sure that would have changed our decision (Bruce
2014).
From these remarks, we can glean that the company was already investing in
College Town based on local characteristics and resources, and not doing so based solely
on financial incentives. This seems to suggest that the use of tax abatements in College
Town is contingent upon the abatement recipient’s relationship with the university. This
assessment is confirmed in another investment for a drug testing company, Drug Works
(College Town University Research Park 2016b).52
Drug Works was one of the first companies to locate in the research park in 1991.
And since that time, the company has sought abatements from the city in three separate
instances. But according to company officials, this financial incentive was not the
determining factor for the company’s creation and growth. Instead, officials suggested it
was their close working relationship with the university that propelled the company’s
success. Specifically, the university had specialized, state-of-the-art equipment that was
simply too costly for the company to purchase. University officials recognized that they
had excess equipment capacity and as a result, allowed the company to pay a service fee
to use the equipment. This mutually beneficial relationship helped minimize production
costs for the company and allowed it to invest in other research and development areas.
In addition to cost savings, the company found the university’s nationally ranked
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Unfortunately, I was unable to directly communicate with Drug Works officials.
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pharmacy school and the availability of skilled college graduates to be particularly
important resources for its continued success (College Town Press 2006b).
Indeed, College Town does grant abatements, as will be examined shortly. But
they clearly do not possess the essential quality they do in Factory Town. Instead,
abatements act as supportive incentives to enhance university-oriented development. We
should therefore expect other differences to follow suit. Perhaps the most glaring
disparity is the number of abatements. My research found that Factory Town granted 123
tax abatements from 1987-2014. College Town only granted twenty-one abatements
from 1992-2011. Figure 4.1 presents the number of abatements granted by

Figure 4.1. Number of Tax Abatements per Year, 1985-2011

College Town, starting in 1985. Two findings are noteworthy. The city started to
consider issuing abatements as early as 1985, as I found multiple statement of benefit
forms dated between 1985-1991. However, the first official tax abatement, as indicated
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by a CF-1 form, was granted in 1992.53 It is also important to note that unlike Factory
Town, the history of College Town abatements do not exhibit severe spikes. Generally,
the city has been fairly consistent in their granting of tax abatements. The most
abatements (three) the city issued in any one year occurred three times: 1988, 2004, and
2007.
What concerns me here, though, is how effective tax abatements are in generating
job growth. There are two reasons for this approach. First, analyzing their effectiveness
will allow more fruitful comparisons between the College Town and Factory Town.
Second, one of my College Town informants, a person intimately involved in the
abatement process, talked at length about the haphazard approach local officials employ
when doling out abatements. Her thoughts were that city officials are not totally
concerned with actual new jobs outpacing estimated ones, but instead, tend to disregard
any discrepancy between the two measures, no matter the size (Rhonda 2015).
To address questions of abatement effectiveness, I compared the actual versus
estimated totals for three job categories: new, retained, and current. I review all three
categories, starting with new jobs created. Table 4.1 presents new jobs data for all
twenty-one abatements. Yellow-filled boxes indicate the situation where actual jobs
outnumber estimated ones; green-colored boxes signify the opposite.54 Though before
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There were four abatements granted between 1985-1991. These abatements were
listed in an economic development incentives summary, located within College Town’s
Redevelopment Commission archives (College Town 2006c). However, I could not
locate the abatements’ CF-1 forms. Local officials informed me that these records were
either lost or never filled out. As a result, I did not include these in my analysis.
54
Unfortunately, this table presents new jobs data in a slightly different manner
compared to Factory Town. This is due to the fact that large disparities exist, say
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proceeding to the analysis, I caution the reader along two dimensions. Table 4.1 only
includes the years in which abatements were granted, as College Town did not grant
abatements in 1996, 1997, 1999, 2002, 2009, or 2010. Second, the city only granted one
abatement in 2005, but the recipient company failed to provide data for the new jobs
category. It is therefore difficult to assess the effectiveness of this abatement. In fact,
this missing data potentially changes the overall success of College Town’s tax
abatement program. Since we do not know if the abatement generated any new jobs, it is
worthwhile to eliminate this data point from analysis of new jobs. Consequently, the
estimated new jobs total would decrease from 1,482 to 1,172, painting a vastly different
portrait of abatement efficacy.
Table 4.1. Comparison Between Actual and Estimated New Jobs

Besides this anomaly, Table 4.1 reveals certain trends. The most illuminating
finding is that actual new jobs created outnumber estimates in only four years, out of a
between 1998 and 1993. Displaying this data in a bar graph format would provide a
visually skewed perspective.
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total of 14 years that the city granted abatements. The largest discrepancy is found in
1998, where actual data outnumber estimates by 305 jobs. Viewed more holistically,
College Town’s efforts should be classified as exhibiting a positive outlook regarding
new job growth. Nine of the thirteen years (excluding 2005) had estimates that exceeded
actual new jobs created. But of these nine time points, five years had actual/estimated
discrepancies at or below 15 jobs. And if we exclude 2008 due to the company’s
reporting technique (see below), there were only three years (1995, 2000, 2006) that
companies were overly optimistic regarding their job-creating potential.
In sum, since I excluded 2005 data, it is best to view College Town abatements as
compliant. By eliminating this year, the estimated number of new jobs for all years equal
1,172, only 42 more estimated new jobs higher than actual jobs created. If we assess this
metric within strict terms, then College Town’s abatement process would have to be
classified as unsuccessful. But as many business analysts can attest, predicting job
growth is no easy task. The actual/estimated discrepancy is quite small, less than 4% of
all new actual jobs.
But comparing new jobs data misses some important nuances regarding the city’s
abatement program. In fact, investigating the year exhibiting the largest estimated/actual
discrepancy (1998) illustrates important differences between the two cities. In 1998, the
city only granted one tax abatement for the construction of a new business incubator
within the research park. This abatement and debates surrounding its usage illuminate
the relationship between tax incentives, university-related high-tech growth, and local
officials’ sentiments pertaining to the local economy. A May 1998 city council meeting
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best explain this relationship, revealing how city officials frame their support of
abatements in terms that do not focus exclusively on job growth (College Town 1998).
During the council meeting, research park officials discussed the importance of
the abatement as a necessary step in the community’s progress towards becoming a fullfledged knowledge-economy (Smith 1998). They reported that an existing incubator had
reached full capacity, indicative of the city’s growing prowess in high-tech development
(College Town 1998). And so by granting the 1998 abatement, the city could expand on
already-successful efforts. Park officials even went so far as to claim that the city should
exploit its privileged position, since failing to do so would be a waste of resources. Said
one park official:
[I] feel like there is such a strong need in this community and such a
strong ability to make it happen in terms of the resources and technology,
that it would be a wasted resource to not allow that to happen. [Park
officials] feel motivated to be more than a full-fledged participating
partner in that. [We] will do the building, but what will suffer will be the
quality of services that [we] will be able to provide to the companies. It
will mean a slower growth rate for the companies. It is like having an
engine and putting low octane in a high octane engine, or even worse,
maybe water […] If [we] don’t have a good business assistance program,
[companies] are not gong to be as productive as they could have been.
Everyone [we] have talked to said that they are interested in the building,
but the real key as to whether this will be a success or not, is what the Park
does for the companies (quoted in College Town 1998).
So by granting the abatement, the research park could construct the new incubation
complex while saving and allocating funds for company support services. A vote to not
grant the abatement could have devastating consequences. For if the abatement was not
granted, research park officials would not be able to provide enough support and
resources to companies, ultimately causing them to relocate to another site that would
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provide such services (College Town 1998). In short, the city will lose these companies
and their jobs.
Most council members acknowledged the impact of this project on overall
prosperity. Moreover, as discussion ensued, two points emerged that moved beyond a
jobs focus onto larger development issues. First, the chair of the city’s Economic
Development Commission argued for abatement passage in a temporal sense: “If you’re
planning on economic development, the time to do something about it is when you don’t
have a problem rather than when you do” (College Town 1998). In this context, it was
imperative that the city approves the abatement since there was already a demand for
more incubation space. More generally, his comments suggest that the city be attuned to
development, as opposed to redevelopment. Private efforts were capitalizing on local
resources, and doing so successfully. The city was thus in a strategic position to enhance
these activities, compared to a situation where companies find College Town to be an
unattractive investment environment.
Second, Heather emphasized how these types of projects can help diversify
College Town’s economy, which at present time, is principally residential. For her, the
city needs an enlarged commercial and business tax base to provide a larger resource pool
that can help further local development initiatives. In sum, the politics surrounding tax
abatements are multi-dimensional. It’s not just that granting abatements will bring jobs
to the community, but also how this project can enhance larger development agendas.
The new jobs analysis provides important insight into how local officials think
about tax abatements. Examining retained jobs, however, shifts our attention to the
vitality of the research park. Before analyzing this, I provide a summary of retained jobs
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in Figure 4.2; it has the same color scheme as Figure 4.1. The most noticeable difference
between retained and new jobs is the fact that actual retained jobs, overall, clearly
outnumbered estimates. The difference between the two measures is 919 jobs. This
aligns too when disaggregating the total data by year. Out of the fourteen years, eight of
them saw actual retained jobs outnumber estimated ones. Three years (1992, 1993, and
2003) saw actual jobs equal estimates, while only one year (2006) witnessed estimated
retained jobs outnumbering actual ones.
Table 4.2. Comparison Between Actual and Estimated Retained Jobs

I will not spend much time examining individual years, but I do think it is
important to analyze the two years, 2004 and 2008, with the largest disparities. These
years saw new construction in the research park that significantly influenced the retained
jobs totals. For instance, College Town granted three abatements in 2004. Two of those
abatements were associated with incubation space in the research park. One simply
added more space to an existing building while the other was earmarked for the
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construction of a new 75,000 square-foot facility containing office space and a full-scale
fitness club (Phipps 2004a, 2004b). What’s particularly striking is that this build out was
due to the fact that the research park’s incubation space was filled to capacity. As a result,
park officials sought additional space to accommodate company requests to be located in
the park (Phipps 2004a). These requests, moreover, were initiated prior to the city
granting the abatements.
Since these abatements were for newly created complexes, information for
estimated retained job could only be compiled after construction was completed. And so
when the compliance forms were filled out ten years later, the companies could then
address the actual amount of retained jobs. Data from their CF-1 forms indicate that
these two companies accounted for 274 retained jobs, out of the 305 total. The 2008
abatement, again for an incubation complex, mirrored the 2004 events. There were no
estimated retained jobs since it was new development, meaning that the abatement (over
the course of its usage) was able to generate and retain 314 jobs.
This foray into retained jobs helps illuminate the lasting power of the university’s
research park. Not only do companies want to invest there. But once they do, they
continually add to the local employment base (see Certified High Tech TIF). The ability
to retain hundreds of jobs, especially in a community that is not solely focused on job
prospects, hints at the aforementioned city/university division of labor. Universityaffiliated resources are such attractive incentives that companies are actively seeking to
relocate within College Town. These fortunate circumstances could be very different,
where city officials are the ones searching for investment opportunities. In sum, College
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Town abatements can induce job growth. But it seems more accurate to argue that tax
abatements act as extra enhancements to university resources.
The last category, current jobs, helps the reader assess the success of abatements
over time. It also confirms the retained jobs analysis, illustrating that College Town’s
local economy is dominated by a steadily growing high-tech sector with strong
attachments to the university. I examined this situation by comparing actual and
estimated current jobs; results are found in Table 4.3. This table illustrates that actual
current jobs clearly outnumbered estimated ones. In fact, there were only two years,
1995 and 2006, that exhibited the opposite situation. In 1995, the estimated current total
exceeded actual current jobs by 163.
Table 4.3. Comparison Between Actual and Estimated Current Jobs

One abatement in 1995 best explains this large disparity (Showalter 2005a). A
microelectronics firm received this abatement, with roughly 500 employees around this
time. But in the years following, it fell on hard times. In fact, the company eventually
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closed operations at its research park facility in 2005 due to break-even profitability. As
such, we would expect current jobs to be much lower simply because the business is no
longer in existence. The company accounted for 226 actual jobs (of the 248 total) and
401 estimated ones (of the 411 total).
But as Table 4.3 indicates, this is an exceptional occasion. My College Town
research, in fact, rarely came across a company closing. The more common occurrence is
that of companies wanting to locate in the city, as well as continued job growth. This is
reflected in the fact that actual current jobs exceeded estimated ones in eleven years. In
short, College Town’s development landscape is a highly attractive environment for hightech companies. And through tax abatements and university resources, the community is
well positioned to continue its upward trajectory in the foreseeable future.
Besides these standard job metrics, it’s insightful to investigate the efficacy of
College Town’s abatement program according to company type. This has a dual purpose.
First, it offers a more fruitful comparison with Factory Town’s abatement program,
which relies almost exclusively on manufacturing abatements. Second, it clarifies the
extent to which non-manufacturing companies influence College Town’s economy and
overall prosperity.
The first step here is classify recipient companies according to their Standard
Industrial Classification (SIC) code.55 The classification breakdown is as follows: nine
abatements were classified in Division D, manufacturing; nine abatements were classified
in Division I, services; one abatement was classified in Division H, real estate; and two
abatements were not classified since I could not locate their SIC code. Most important
55

See U.S. Department of Labor (2016).
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for this analysis is the division between manufacturing and service companies, as both
categories contained nine abatements.56 Table 4.4 displays this comparison.
Table 4.4. Jobs Comparison Between Manufacturing and Service Companies

There are marked differences between the two categories. Most starkly, service
company job totals for all categories outnumber their manufacturing counterparts. This is
most apparent in the retained category, as service-based companies held over 70% of all
retained jobs. The new and current jobs categories are also dominated by service
businesses, containing 64.7% and 63.6% of the totals, respectively. This is even more
powerful considering that some service companies were not included in the final tallies
since they failed to provide data in the new and retained categories. Here, the new jobs
measure only contained data from seven service companies and the retained category
only included eight. It is safe to assume that if these companies provided this data, job
totals would be even more skewed towards service industries.
Besides this service-dominated economic mix, this chart reveals another key
component of College Town: it still uses tax abatements to support manufacturing
companies. Granted, these types of manufacturing endeavors are what local officials
56

Some companies, unfortunately, did not provide job numbers for various categories,
including: two service companies failed to provide actual new jobs and another service
company did not provide actual retained jobs data. As a result, the total number of
service companies analyzed varied according to this missing data. Final service company
totals equal the following: seven companies were included in the new jobs category; eight
companies were included in the retained jobs category; and all nine companies were
included in the current jobs category. In contrast, there was no missing data for
manufacturing companies. For more details, see Appendix B, #3.
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consider ‘light manufacturing’ (Chris 2012; David 2012a; Natasha 2012). This is
pertinent since light manufacturing uses fewer raw materials and has a much smaller
environmental impact compared to heavy manufacturing. This heavy type, in contrast,
entails large facilities, large machines, and involves higher capital intensity.
But the larger point remains. Both cities experienced a significant decrease in
their manufacturing workforces since 1980, but their paths forward greatly differ (see
Chapter 3). From the perspective of granting abatements, College Town has granted
abatements in a more diversified and successful fashion. However, we must not discount
issues of temporality, mainly the fact that the research park has only been in existent
since the late 1960s. Moreover, most of the companies and projects analyzed for College
Town’s abatement process have their origins post-1960s, with many being created in very
recent times (i.e. those companies moving into newly created incubation space in the late
1990s and early 2000s). This temporal understanding of job growth aligns well with
current research, whereby younger firms exhibit higher rates of job growth compared to
mature companies (Haltiwanger et al 2010).
We must also account for larger changes in the national and global economy,
mainly the manufacturing-to-service transition. In this context, College Town is well
positioned to reap the benefits of this shift since high-tech firms and university-affiliated
research and development efforts dominate its economy. In short order, these activities
have become highly valued in the post-industrial world, with support from local tax
abatements.
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4.5

Tax Increment Financing

Compared to tax abatements, tax increment financing is the primary incentive
employed in College Town. Indeed, when reviewing redevelopment commission minutes,
tax abatements received scant attention while most of these records deal with TIF
expenditures. Privileging TIF is likely due to the fact that this tool is much more flexible
than tax abatements. For example, once TIF districts are created, they collect annual tax
revenues that the redevelopment commission can spend as they please (within state
guidelines). This revenue amounts to actual funds controlled by the city, whereas tax
abatements do not offer such resources. From a private/public perspective, tax
abatements provide more immediate financial benefits to private enterprise while TIF
revenues shift the economic benefits to the redevelopment commission. And with this
annual increment, the local redevelopment commission expends funds as they see fit.
David highlights this flexibility, noting that the city has used these funds to build and
repave roads, install sewers, relocate utilities, buy land, and even engage in rent subsidies
for start-up businesses (David 2012b). In what follows, I explore the city’s use of TIF
funds and how these expenditures align with the community’s knowledge-centered focus.
Since the passage of TIF legislation in the late 1970s, College Town has created
seven districts (see Table 4.5). My research revealed that three of these districts,
Riverfront, Research Park, and Commercial, encompass the largest amount of TIF
expenditures. As a result, most of my analysis focuses on these areas. One district,
Certified High-Tech TIF, is a state-designated certified technology park, which allows it
collect incremental tax revenue but these must be reinvested to enhance the technology
park. The Project TIF is project-specific and expires after that development has been
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completed. The final two districts, Annexation 1 and Annexation 2, are associated with
College Town’s recent expansion. These districts are so new that they have yet to accrue
any incremental funds. As a result, I do not include these districts in my study.
Table 4.5. College Town TIF Districts

Before analyzing each district separately, I first compare the five districts in terms
of their associated projects. This helps differentiate the districts while also examining
how their associated projects impact the city’s overall development agenda. I have
already discussed how I classified TIF projects in Chapter 2. The results of this
classification are displayed in Table 4.6, revealing some important findings. First,
Project TIF and Certified High-Tech TIF only contained one project out of the total of 76.
The other three districts contained the majority of TIF-funded projects, with Riverfront
TIF and Research Park TIF comprising 85% of all projects. It is also noteworthy that
infrastructure projects are clearly the most common type, a finding that very much aligns
with the primary purpose for these districts’ creation (see IC 36-7-14-39). David echoes
this statute, claiming the city will “use [TIF funds] for street improvements, all day long”
(David 2012). From a purely numbers standpoint, Table 4.6 suggests that College Town
favors infrastructure and quality of place projects within the Research Park TIF and
Riverfront TIF.
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Table 4.6. TIF-District Projects by Category

Issues arise, however, on how to fund these projects. Most commonly, annual
TIF revenues provide the necessary funds. There are times when these funds are
insufficient, or the city wants to support multiple projects at the same time. When this
happens, College Town has resorted to TIF bonds. My research revealed a total of six
TIF bonds, with the first issue in 1997 (see Table 4.7). As will be explained shortly,
these bonds are important tools for College Town in furthering its knowledge-centered
development agenda.
In what follows, I examine key projects associated with specific TIF districts.
This discussion is centered around the following components: (1) justification for the
district’s creation, including mention of how it contributes to the city’s more general
development/redevelopment strategy; (2) key projects funded, wholly or in part, by TIF
funds and TIF-backed bonds; and (3) how these projects and other initiatives contribute
to the district’s capacity in generating incremental tax revenues. I start my analysis with
the city’s largest district in terms of projects, Riverfront TIF.
4.5.1

Riverfront TIF

Riverfront TIF has been, and continues to be, an integral space for College
Town’s development initiatives. As Table 4.6 displays, the area has the most diverse set
of TIF-funded activities. However, I argue that not all projects have the same impact on
citywide prosperity. Instead, there are three major projects that best capture the district’s

Table 4.7. TIF-Financed Bond Issues
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purpose. The district also experienced an expansion in 2012, the only expansion since its
inception. Compared to the other’s districts, this enlargement was rather unique in that it
dealt primarily with university-residential relations.
To begin, Riverfront TIF was created to help curb what local officials saw as a
deteriorating area of College Town. Heather aptly summarizes this sentiment:
The [area] was a particularly ugly and blighted area between downtown
[River City and College Town’s university]. On the south side of [the
main thoroughfare] was a junkyard located in a sunken area which often
flooded and was home to lots of homeless people. It was flanked by [an]
old auto parts store, [a] gas station, and a mattress factory. Not a very
good entrance to [College Town] and [the university] (Heather 2012a).
A factual report supporting the district’s creation found that about half of the area’s
blocks were lacking development, and two-thirds of the area was in a seriously
deteriorating state (College Town Redevelopment Commission 1990). As a result,
College Town classified it as a redevelopment area and created the Riverfront TIF district
in 1990. Redevelopment projects soon followed, and proceed in present times, as the
area continues to be a focal point for the city.
Though Riverfront TIF has funded 38 projects, there are key initiatives that best
capture the district’s purpose in development efforts. Easily the largest and most
comprehensive initiative dealt with revitalizing the eastern-most part of the district, the
Riverfront. The city recognized this area as a strategic redevelopment opportunity in
1987, hoping to improve its commercial appeal and establish it as a quality eastern
entranceway to the city (College Town 1987). Local officials also acknowledged how
improving the site through high quality development will broaden the tax base while
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simultaneously enhancing previous public investments in the surrounding community
park and trail (College Town Redevelopment Commission 10.2.1996).
All these issues became paramount as the area’s anchor retail tenant relocated to
River Town’s enclosed shopping mall, a move that created a large vacant space in an
already blighted area. College Town officials viewed this as a unique redevelopment
opportunity. Yet the site’ eventual redevelopment aroused tensions dealing with the
relationship between government and private enterprise. Historically, this area was left in
the hands of private entities that resulted in an ad-hoc development landscape (College
Town Redevelopment Commission 9.16.1996). To reverse this trend, the city debated
how involved it should be in rehabilitation efforts, actions that some Republican city
council members felt were counterproductive to redevelopment success (Heather 2012a;
College Town Redevelopment Commission 9.30.1997). In short, the city was left with
two options.
College Town could leave individual private developers to their own devices, but
since the city sought to shift the focus to a higher-quality appeal, this course of action
could prove disastrous. The area’s general business zoning meant that practically any
type of redevelopment activity was permissible so long as it adhered to building codes
(College Town Redevelopment Commission 9.30.1997). Conversely, the city could
strongly influence, if not control, what happens to the site by changing the site’s zoning
and/or purchasing the property (College Town Redevelopment Commission 9.16.1996,
10.2.1996). These different courses of action brought to the fore ideas circling in
redevelopment commission meetings, specifically the concern of this site’s potential
ripple impact on surrounding development at both present and future times (College
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Town Redevelopment Commission 7.22.1997). In essence, this opportunity was a oncein-a-lifetime window for the city to redevelop the area in accordance with their highquality, knowledge-centered appeal (College Town Redevelopment Commission
7.22.1997).
But concerns quickly mounted dealing with the speculative nature of the project.
One city councilperson expressed hesitancy about purchasing the site since they did not
want the city to become a perpetual landowner (College Town Redevelopment
Commission 7.22.1997). Others in the public were concerned about the uncertainty of
reselling the property to a developer that may or may not align with the city’s vision for
the site. Still others questioned the site’s potential environmental liabilities, and if the
city made the purchase, who would be responsible for them (College Town
Redevelopment Commission 9.30.1997).
An exchange in January 1997 between a redevelopment commission member and
a city-hired development consultant brings these speculative concerns to the fore,
couched in terms of barriers to development (College Town Redevelopment Commission
1.6.1997):
Redevelopment Commission Member: If this is such a hot piece of property, why
aren’t developers banging on the doors? The building is there and the
environmental needs to be done, but a developer can tear down the building as
well as the City can. They can also do the environmental if they want the
property.
Development Consultant: There is no economic sense for [developers] doing this.
If you look at the development around it, you look at the public investment that
has already been made around the site; it’s a site that has great traffic flow and it’s
a great area to invest in. But give me environmental clearance first, take the
building down and have a development ready and a developer will be there in a
heart beat. You will have these choices to make as a Redevelopment Commission,
but until you remove the barriers to development nobody can look at the site and
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make economic sense of it. These are impediments that are there right now. It is
too easy to go find a site that is ready for development and make a development
right there. [College Town] is competing in a marketplace. This land is locked
down. It is not available for development.
Redevelopment Commission Member: Why isn’t it ready for development?
Development Consultant: It is not ready for development because: one, [it is]
controlled by [the current tenant]; two, [there is a] dysfunctional building that
needs to be removed [and] this is costly; and three, [an] environmental review
needs to be updated to make sure it will support the kind of development [College
Town officials] are discussing.
The commission member verbalizes a general concern about the city expending funds for
a project that he feels could be left to private developers. Yet the development consultant
hoped to persuade the member and the entire redevelopment commission that local
government action is, in fact, necessary for the site’s redevelopment. In his mind, it is
simply too costly and burdensome for a private developer.
Tensions arose again in a June 1997 meeting, where one ardent citizen engaged
the commission on two key issues. First, the citizen was concerned about the
commission’s stance of simply finding a developer who would gladly accept the city’s
preferences for the site. He posed to members that finding such a developer was likely
more difficult than the commission suggested. Second, at this stage of the process,
redevelopment plans were not finalized. And so it was careless for the city to spend over
$2 million for the project without knowing the end result.
Against these speculative concerns and after much debate within city government
and public forums, the city finally agreed to purchase and rehabilitate the site. It also
decided to re-zone the area as planned development, a move that provided the city greater
control over future land-uses. Soon thereafter, questions arose as to how to pay for the
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project (College Town Redevelopment Commission 6.16.1997, 7.16.1997).
Environmental issues marked the first step for the site’s redevelopment, since the land
contained multiple underground storage tanks. The city used TIF funds to assess their
environmental impact while the tenant actually paid for their removal.
The second funding portion, and arguably the most important aspect of the project,
concerned a roughly $2.3 million expenditure for the purchase and demolition of the
property, along with asbestos and soil removal.57 Up to this point, the Riverfront TIF was
able to generate incremental tax revenue due to various commercial and infrastructure
developments within the district. In fact, the district had access to about $500,000. But
officials were hesitant to expend all these funds on a single initiative since at the same
time, TIF funds were also earmarked for road, sidewalk, and bridge improvements in
other parts of the district (College Town Redevelopment Commission 10.3.1995,
1.3.1995, 12.7.1995). And so to pay for the project, the city issued bonds to be repaid
from two sources: the eventual re-sale of the property and tax incremental revenues
generated in the Riverfront TIF (College Town Redevelopment Commission 10.15.1997,
11.2.1997; see Table 4.7). This bond issue was the first instance of debt-financed
development associated with the city’s TIF districts, and was eventually paid off in early
2000 (College Town Redevelopment Commission 1.4.2000).
Soon thereafter, the city engaged in an intensive search for a developer who was
willing to accommodate city preferences for the eventual $57 million high-quality,
mixed-use project. The chosen developer, working in close connection with College
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The project’s developer ultimately paid for the demolition (College Town
Redevelopment Commission 1.20.1999 minutes)
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Town officials, envisioned an area with walkable, extensive retail space mixed with highend apartments, and a parking garage. The city again found itself in a position to further
enhance the area’s commercial appeal but with limited cash-on-hand to fund the parking
initiative.
To that end, the city issued another bond for the garage’s construction; this
represents the second major project of Riverfront TIF. Yet unlike the first bond, which
was more speculative in nature, the $6.5 million parking garage bond would be issued
only when the garage was constructed. Here, the area’s redevelopment would already be
underway, including the developer building part of the garage. So when it was time for
the city to expend funds, the bond would be issued and construction would proceed
accordingly. Bond issue discussions started in late 1998, with the eventual appropriation
in 2000. Initially, the parking garage bond was backed solely from TIF revenues with no
commitment from the rest of the city. Since the area was under continuous improvement,
the TIF-only backing was thought sufficient to pay off the debt. What’s more, since the
city was going to have public parking in the garage, these bonds would be tax-exempt.
A year later, the city was able to refinance this bond for a lower interest rate,
saving the TIF district close to $2.5 million. Municipal bond interest rates decreased but
to obtain the majority of the cost savings, the refinancing had to be secondarily backed by
property taxes of the entire city. This meant that if TIF funds could not make the bond
payments, the city would be obligated to levy a special benefits tax on all city property to
cover the payments. In effect, it shifted the debt burden from the TIF-district to the entire
community. This inclusion of a property tax backup, however, pushed the TIF district’s
indebtedness past its state-constitutional limit.
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To overcome this obstacle, the city’s redevelopment authority (RA) would be
included and a new bond would be issued. The process worked as follows. The RA
issued a new bond backed by property taxes and purchased the garage from the
redevelopment commission. The commission then used the sale proceeds to pay off the
original bond issue. But since the RA now owned the garage, the redevelopment
commission made lease payments to the RA so that they could pay off the new bond.
After the new bond was paid off, the RA would return the garage’s ownership back to the
redevelopment commission. This new bond issue was eventually confirmed in late 2001.
This short history of debt-financed development illustrates the shifting
perceptions of Riverfront TIF redevelopment activities and how they impact the structure
of local incentives. College Town officials were initially concerned about the speculative
nature of purchasing vacant property, since there was no guarantee of success. So by
tying the first bond issue to incremental TIF revenues, the city was able to shift risk onto
the bond purchasers. However, sentiments soon shifted as the developer started
construction and tenants began leasing commercial space. Later on, city efforts were
needed to support the parking facility. These were constructed in a way that reflected the
growing consensus that development success was imminent and bond repayment was all
but certain. The city’s redevelopment commission president explained this change:
[the redevelopment commission] did not do [a property tax backup for a
lower interest rate] the first time around because of the general risk
associated with the project. That risk was then assumed by the bank and
by the developers. Now that we have a real parking garage and obvious
development with tenants moving in, we are in a position now where we
would never have to call on that property tax backup. Rather than try to
convince bondholder that they should be comfortable with it too, we put
the property tax backup in there (College Town Redevelopment
Commission 8.27.2001).
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These comments suggest that the city, and Riverfront TIF specifically, would be more
than able to repay the parking garage bond. And instead of trying to convince
bondholders of uninterrupted repayment, College Town affirmed their stance by making
the entire city liable through the property tax backup.
These two bond issues represent a large portion of the city’s contribution to
Riverfront’s redevelopment. But these were not the only forms of assistance provided for
the area’s revitalization. In fact, there were many others including a local union
contribution, federal infrastructure funds, state funds, a local income tax, and the use of
TIF funds for various infrastructure improvements that supported the site’s overall
transformation (College Town Redevelopment Commission 8.11.1998; Heather 2012a).
If we just comb all city expenditures, College Town expended close to $14 million of the
project’s $57 million, resulting in over $110 million in private investment (Thomas
2003a). This level of investment, at least initially, prompted College Town to view the
Riverfront as a redevelopment success. Then-mayor Heather states:
Through a citizen-driven, public-private partnership, we transformed the
crumbling abandoned site into a vibrant new downtown area featuring an
upscale hotel, specialty shops, restaurants, entertainment and a parking
garage that will accommodate continued growth (Showalter 2003a: 2).
The site has even won multiple state and national awards in 2003, including an Indiana
Association of Cities and Towns’ Community Achievement Award (Showalter 2004c).
More recent projects shine a different light on Riverfront’s redevelopment
(Colombo 2012b; Schneider 2011; Showalter 2006b). Quick changes within the
retail/commercial industry have produced, at times, rapid tenant turnover. This has
resulted in many vacant commercial spaces that are considered eyesores for the area.
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Even the then-new anchor tenant, with the most visible presence, fell into bankruptcy,
further dampening the area’s appeal. The area was also criticized for its design flaws.
One particular path through the development, the primary internal walking artery, has
failed to keep commercial space occupied due to lack of consumer traffic. Finally,
despite the city constructing the parking garage, parking is a major issue for tenants and
customers. Said one local customer who frequently visits the Riverfront for lunch, “I
normally drive around a couple of times, and if I can’t find a spot, I give up and go
somewhere else. I’ve been known to drive to the other [Sandwich Company, which is
about four miles from its Riverfront location]” (Vizza 2015: 2).
But as indicated in Table 4.6, the area contains more than just infrastructure and
business development projects. The district contains the largest concentration of quality
of place initiatives, the most significant being those associated with the Riverfront area.
For example, TIF funds were used to improve the district’s primary nature/cultural trail,
starting in 2004 and continuing in present times (College Town Redevelopment
Commission 3.29.2004, 6.14.2011, 4.17.2013). This trial anchors the Riverfront’s
eastern side and, in fact, has been designated a National Recreation Trail by the U.S.
Department of Interior (College Town 2016a).58 In conjunction with and adjacent to this
trail, the city used Riverfront TIF revenue to upgrade the surrounding community park,
including its skating rink, river overlook, and shelter (College Town Redevelopment
Commission 10.17.2003, 3.27.2006, 12.16.2008, 8.18.2009). These improvements, in
turn, have been highly praised by local officials and community members (Slyder, 2009;
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Weddle 2008). Finally, the city expended funds to revitalize another blighted property in
the area and eventually transform it into a university-affiliated and public boating area
(see Abandoned Spaces section).
In sum, College Town used the Riverfront TIF to engender an overall positive
revitalization of the once-blighted Riverfront. It expended TIF funds for various
infrastructure improvements but more importantly, used these funds to secure bonds that
helped the area’s redevelopment. City efforts in mixed-use development do not end here,
however. The city has funded many such projects over the past decade intensifying the
area’s building and population density. Examples abound. Riverfront TIF funds have
been used for utility relocation and street lighting as a means to support an mixed-use
apartment complex near the city’s public library (College Town Redevelopment
Commission 2.27.2004). Though this complex experienced legal issues throughout its
construction, developers were keen on city assistance to help the project reach
completion (College Town Redevelopment Commission 2.27.2004, 1.20.2006, 5.15.2006;
Mack 2011). TIF funds were also used for infrastructure improvements in two other
areas of the city, each supporting the eventual construction of mixed-use developments
(College Town Redevelopment Commission 3.12.2014 minutes).
These mixed-use projects help shape the city in profound ways. They first
provide opportunities for the city to continuously meet the demands of students seeking
residential space in close proximity to the local university (Wilkins 2014c). The
university, in fact, made it a point in their own planning initiatives to work with the city
in developing mixed-use complexes (College Town University 2009). Moreover, these
types of developments support the city’s emphasis on enhancing pedestrian mobility and
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encouraging sustainability (College Town 2010). Students can lessen their
environmental impact, while at the same time, bringing more foot traffic to the
commercial businesses located on the ground floor of these facilities. The culmination of
these efforts has resulted in a highly dense, commercial and residential area at the eastern
intersection of the university and the city (Planning Commission of College Town
County 2014).
What’s more, this area’s continual redevelopment has, at least indirectly, ignited
efforts to revitalize its main thoroughfare (American StructurePoint 2015; College Town
2013; College Town Redevelopment Commission 8.14.2013, 9.18.2013; Hamon 2014;
MKSK 2014). This previously state-owned road runs from River Town through College
Town university’s western edge, encompassing a wide variety of land uses. Its eastern
areas involved the previously discussed Riverfront revitalization, followed by mixed-use
developments closer to campus. Proceeding westward, the road goes through the heart of
the university’s campus, eventually meeting up with a new state highway bypass around
College Town. The state ceded control of the main road to College Town in 2014,
prompting local city and university officials to consider measures that would enhance the
road’s appeal. This specifically involves: open spaces and urban street canopies;
accommodating and integrating all travel modes by way of allocating more physical
space to pedestrian and bike forms; high-quality and environmentally-oriented landscapes;
enhanced and enlarged outdoor dining areas; collaborative gathering spaces; and the
construction of a high quality entranceway to the university (MKSK 2014). Project
estimates amount to roughly $120 million, funded by the city, university, and the
university’s private economic development organization. Combined, these efforts
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illustrate how College Town is striving to create an environment characterized by an
abundance of quality of place amenities.
The final project that best defines the Riverfront TIF involves a city-university
agreement to provide co-working space for local entrepreneurs. As College Town’s 2010
strategic plan makes clear, the city is striving to make it a “place where technology and
the knowledge economy flourish” (College Town 2010: 4). The vast majority of these
efforts are located in the Research Park TIF and on the university’s campus (see Research
Park TIF and Certified High-Tech TIF). But in 2014, the city and university combined
efforts to further their respective yet practically identical goals of making the community
a place where technological development and entrepreneurialism thrive.
The place in question, the Startup Studio, is a student-run co-working space,
about 5,000 square feet, that provides students and community members a collaborative
forum to see ideas emerge into a business. It provides tech support and legal services for
paying members (College Town Redevelopment Commission 6.18.2014; Startup Studio
2015a). The studio even hosts an accelerator competition with the aim to take business
ideas to the next stage of their development by providing winning teams funding,
mentoring, and office space for no equity (Startup Studio 2015b). Essentially, this space
is a business incubator for students and the community to learn from and potentially
merge with other like-minded individuals in starting businesses.
Examining how the Startup Studio’s is funded illustrates how the city is
strengthening its focus on local entrepreneurialism. First, it’s important to note that the
complex is located in an old church on the eastern edge of campus. The university’s
private economic development organization actually purchased the site, since this
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organization is tasked (among many other initiatives) with acquiring properties that are
targeted for university use within the next four decades (Bangert 2014).59 The property
then turned into an incubation space when the university signed an agreement with
College Town.
This conversion occurred with College Town’s redevelopment commission
expending Riverfront TIF funds to lease the structure for $100,000 per year for two years,
and then sub-lease it to the student organization for $1 per year (College Town
Redevelopment Commission 11.19.2014, 12.17.2014). This agreement benefited all
parties involved: the university’s development arm immediately started receiving a return
on their investment; the city was able to take advantage of significantly lower-thanmarket rates on building space; and the city passed on their cost savings to all but
eliminate startup and maintenance costs for the student organization.60 The university
organization even paid for the salary and benefits for a full-time manager (Sullivan 2014;
Wilkins 2014b). Furthermore, Startup Studio used to be housed on the west side of
campus that was about a 30-minute walk for student entrepreneurs. The new location
then provided students easier, more efficient access to its resources (Wilkins 2014a).
Though nowhere near as impactful as the Research Park TIF, this project
provided a pass-along subsidy from university to student, mediated by the city, to further
local entrepreneurial efforts. Indeed Startup Studio is part of an entrepreneurial
ecosystem that provides incentives and resources for the continuous cycle of innovations
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The Startup Studio totaled close to $10 per square foot, while other buildings in the
same area and still in need of renovations cost no less than $14 per square foot.
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and creative capacity within the community (Henry 2014). And two years after its
creation, the incubator has already furnished 13 student startups with some even
transitioning to the research park (Henry 2015).
Riverfront TIF is clearly the largest district in College Town. It contains a unique
mix of TIF projects, though much of the area’s revitalization dealt with the Riverfront. In
more recent times, local efforts have gravitated towards entrepreneurialism. But these
efforts pale in comparison to projects in Research Park TIF.
4.5.2

Research Park TIF

In the same way that Riverfront TIF was created to take on the redevelopment of
the city’s eastern edge, Research Park TIF was tasked with improving and enhancing the
university’s research park and surrounding area.61 This district contained the second
largest number of projects, illustrating that both it and the aforementioned Riverfront TIF
are pivotal development areas for the city. However, there are key differences between
the two, namely the project distribution within each district. Unsurprisingly, Research
Park TIF contained the most business development projects, as this area encompasses the
heart of the community’s high tech businesses and resources (David 2012b). With this in
mind, I now examine to area’s key development initiatives.
I begin with the district’s debt-financed development, starting in 2002. At the
time, research park officials found their current mix of incubation and business
supportive services quickly reaching full capacity, and in turn, prompted the organization
to expand these facilities (about 40 acres) to meet the growing demand of high-tech
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business startups (College Town Redevelopment Commission 2.28.2002; Phipps 2007).
To assist this development, an initiative that aligned well with the city’s high-tech
strategic focus, College Town issued a $6.2 million, 15-year bond in 2002 (College Town
Redevelopment Commission 6.18.2002).
Much like the arrangement the city had for its parking garage in Riverfront TIF,
this bond involved the city’s redevelopment authority issuing a bond and establishing a
lease agreement with the redevelopment commission. The commission would ultimately
be responsible for paying off the debt through lease rental payments to the redevelopment
authority. This arrangement allowed local officials to take advantage of cost savings in
terms of lower interest rates, since the bond had two funding backup sources.
Incremental tax revenues were the primary backing for the bond issue, but to ensure the
low interest rates (averaging a little over 4%), a secondary backup was required. This
concerned a special tax levy whereby the city was required to levy a special tax on all
city property if TIF funds were unable to meet the debt’s payment obligations (College
Town Redevelopment Commission 2.28.2002, 3.20.2002).
The original plan was to use funds to provide infrastructure for the research park’s
expansion, items like roads, sewers, storm and sanitary, sidewalks, curbs, gutters, and
lighting. Then-president of the redevelopment commission discussed the importance of
providing this infrastructure:
[this is] clearly the kind of project that the State Legislature had in mind
when they created a Redevelopment Commission and put in place of tax
increment financing. We will see a significant increase to the tax base as a
result to continued development out there. The ability to market that area
from a real estate standpoint is significantly enhanced if you can drive
down the street and say here is where your building will be as opposed to
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standing somewhere off in the distance and trying to point it out (College
Town Redevelopment Commission 12.20.2001).
But it soon became apparent that the city could incorporate other initiatives into this bond
issues, namely greenways and trails. Officials determined that including these
undertakings would improve the park and surrounding community (College Town
Redevelopment Commission 2.28.2002, 3.20.2002):
From an economic development standpoint and on the livability amenity
standpoint for the community, quality of life is important. It we get that
trail connected, it would be a nice amenity for the existing residents of the
community and it’s a nice selling point for companies that Research Park
is trying to attract (College Town Redevelopment Commission
12.20.2001).
In short, the bond issue had a dual purpose of high tech development and quality of life
improvements, both of which would make the area more attractive for citizens and
employees.
The district’s second bond issue, in 2005, again focused on research park
development but entailed a few key differences. At the time, research park officials were
dealing with a vacant structure that dotted an otherwise successful development
landscape. Fortunately, the research park has strong ties to the university and as a result,
companies hold this attachment in high regard. This type of synergy ignited, in short
order, the vacant structure’s redevelopment. A global engineering firm based in New
Jersey was searching for a location to handle the company’s more basic engineering
services (Remez 2004). Interestingly, the company wanted access to highly educated
engineers, something the local university could easily provide (Showalter 2004a). But
company officials were not even considering College Town until very late in
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development negotiations, a time when research park officials informed the company that
they “would have a building designed for them in 48 hours” (Showalter 2005c: 2).
In short order, local and state officials provided significant incentives that
solidified the company’s investment, including training assistance funds, employee
recruitment aid, and state and local tax credits (Showalter 2007b). But perhaps most
importantly, research park officials decided to significantly update the aforementioned
vacant structure to company specifications, outfitting it with the high-tech infrastructure
and other office resources (College Town Redevelopment Commission 1.21.2005,
7.1.2015). This is where the bond issue was needed, similarly structured as the Startup
Studio in the Riverfront TIF. The bond totaled $4,230,000 and was backed solely with
TIF funds (College Town Redevelopment Commission 1.21.2005, 7.1.2015). The city
used the funds to purchase the building and property for about $4 million, and then
immediately sell it back to the university’s development organization for $1 (College
Town Redevelopment Commission 8.22.2005, 7.1.2005). This mechanism essentially
involved a net transfer of $4 million from the city to the research park so that park
officials could offset their expenses in revitalizing the structure.
In the end, the city subsidy for the structure allowed the university organization to
offer the company’s investment below market rental rates (College Town Redevelopment
Commission 11.18.2005). And research park officials were quick to point out how all
incentives, especially the building improvements, were successful enticements. Robert, a
key research park informant, discussed this point:
These improvements have allowed us to be competitive. The other thing
that was remarkable is that it also demonstrates that there was a real
partnership and working environment between the [research] park and the

199
city. This particular story is not a common story in terms of the kind of
working relationship that have been demonstrated, not only in principle
but in fact, through projects like this. The entire [Research Park] TIF
district has been a tremendous asset to our ability to grow the park and to
see new buildings come along (College Town Redevelopment
Commission 8.22.2005).
Research park and city officials have similar rationalizations for their use of
incentives in attracting prospective employers to the community. Indeed, the company
confirms that these incentives helped lure them to College Town. But what is less
popular is the fact that the company failed to meet its lofty hiring goals. When asked
about this shortcoming, the city rationalized it by saying that 90% of new hires are local
university graduates and so young engineers are staying in the community (Showalter
2007b). As development officials can attest, a new investment will always involve an
element of risk: the company could fail to coordinate enough financial backing, have
disruptions with their own customers which then alter future growth projections, or
experience some other unforeseen situation that causes the project to collapse. But I do
think it is noteworthy that in this particular case, as the company did not meet hiring
expectations. There was not much public concern. Instead, local officials framed a
positive response as best they could.
Unlike these first two bond issues that dealt with business development activities,
the final bond issue had a public safety bent: the construction of the city’s third fire
station. A new fire station was needed since in 2006, the city annexed 1,173 acres and
public safety guidelines require adequate fire and police protection (College Town 2006a,
2006b; H.J. Umbaugh & Associates 2005). The mayor stated that the annexation would
expand the tax base and provide the city some control over area development (Slyder

200
2006b). It was also thought that it would stabilize and potential will lower property tax
rates (College Town Redevelopment Commission 2.16.2007).
The newly annexed area contained a mix of residential and industrial land uses,
making for a contentious debate regarding the fire station’s eventual location. Industrial
uses concerned the expanding research park, an area the city hoped to support with
protective fire services. As one redevelopment commission member stated, “Without
proper fire safety and fire service, there’s really no way we can be out their selling the
developers and the like to be able to bring that growth into this [TIF] district” (College
Town Redevelopment Commission 1.22.2007). By constructing the fire station in close
proximity to the research park, the city would effectively mitigate any potential risk
involving property loss due to fires. Newly annexed residents had much different
concerns, involving children safety and the negative impact of the area’s potential
increase in commercial development (College Town Redevelopment Commission
3.5.2007). Such concerns were raised in the context that the proposed location would
mean the lowest trip times for calls and would ultimately serve the greatest number of
people.
Due to the large amount of public concern about where to build the new fire
station, it was decided that in 2007, the city would construct a temporary fire station in an
existing Parks Department facility. Research Park TIF funds were used to outfit that
location, lease it from the Parks Department, and then sublet it to fire department until a
decision was made regarding the new location (College Town Redevelopment
Commission 6.18.2007, 5.14.2007). Eventually a location decision was made in 2011,
some four years after the city first decided a fire station was needed. The university’s
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private development organization donated to the city 2.5 acres of land that was directly
across from the temporary location (College Town Redevelopment Commission
5.17.2011). However, the city did not have adequate funds to construct the new station
outright. Initial discussions centered on a lease rental bond, similarly structured to the
2002 bond. However, officials ultimately decided to issue a bond backed solely from TIF
revenue (College Town Redevelopment Commission 2.16.2007, 7.19.2011).
Debt-financed development occurred most commonly in the Research Park TIF, a
majority of which was through lease rental bonds. The 2005 bond issue was not a lease
rental type but did involve a rent buy-down strategy that helped College Town secure a
major investment. This buy-down strategy, however, was not tied specifically to bond
issues. The city actually used this strategy in two other projects in 2008 and 2012,
respectively. The 2008 project involved the city expending Research Park TIF funds to
purchase a property in the research park for $1,500,000. It then immediately sold it back
to the park for $1 (College Town Redevelopment Commission 10.21.2008). These funds
helped park officials construct a new business office facility outfitted for a specific
company.
Constructing a building and equipping it with information technology was
obviously extremely important for the company’s expansion. There are, however, two
other components of this project worth noting. First, like many other development
projects in College Town, the company received other incentives. The state provided the
company up to $300,000 in training grants that were tied to job creation plans (Showalter
2009). Second, the business environment associated with the facility’s construction
dampened the risk associated with this type of project. Research park officials were
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quick to note that the facility would provide much-needed space for companies wanting
to join the park. In fact, at the time, the park had a waiting list for new companies
wanting to come into the park as well as existing companies needing expansion space
(College Town Press 2008). In this context, the research park exemplifies an
environment with low risk and high reward, something city officials likely found
reassuring with their TIF expenditure.
This low risk/high reward environment is associated with the second rent buydown project. College Town officials again purchased a property from the university’s
private economic development organization for $875,000, and then sold it to an engine
and powertrain testing company for $1 (College Town Redevelopment Commission
7.11.2012, 12.19.2012, 2013). The company’s investment was heavily subsidized, not
just with the rent buy-down but also through state and county conditional tax credits and
training grants. What’s more, one of the company’s major clients, Caterpillar, was
located in River Town and thus locating in the research park would provide these two
entities a close working relationship (College Town University Research Park 2012).
Besides these incentives, the city also expended close to $1 million in Research
Park TIF funds to construct sewer lines and construct a lift station for the area’s
development. However, the company experienced financial troubles including a
cancelled contract with one of its clients (Campbell 2013). As a result, the company
could not fulfill its development obligation and the land was then given back to the city’s
redevelopment commission. Stalled or failed development projects pose difficulties for
the surrounding community, but College Town’s economic ecosystem helped to
effectively counter the company’s failure. In many ways, this ecosystem acts as a
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security blanket due to the fact that so many other companies expressed interest in the
research park (see above). Indeed, the aforementioned infrastructure in place “makes it
more attractive and easier to develop there because we have a road and sewer. It’s all
ready to go” (Wilkins 2013: 1; see also College Town Redevelopment Commission
12.18.2013).
This infrastructure proved important for the site’s future development. In 2015,
College Town donated the land they owned back to the research park to assist in a new
development project (College Town Redevelopment Commission 9.1.7.2014,
10.15.2014). This initiative concerned a new 62,000 square foot manufacturing institute
engaged in composite material manufacturing, one of five being formed as part of the
Federal Institute for Advanced Composites Manufacturing Innovation (Roberts 2015;
College Town University Research Park 2015). Here again, university resources and
faculty expertise in this research area proved significant in the federal government’s
decision to locate the facility in the research park (Sloan 2015).
These five projects represent the key initiatives within the Research Park TIF,
particularly as they relate to business development. Yet as Table 4.6 indicates, the
district did fund other projects. These secondary initiatives primarily deal with quality of
life improvements, something Heather argued was especially important in attracting
highly-educated, creative people to College Town. Here, TIF funds supported the
construction of community parks, improvements to the trails system, and enhancements
to the district’s nature area.
Community park development first started in 1993. College Town decided to
expend about $200,000 for the acquisition of land and purchase of park equipment
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associated with a neighborhood park. The neighborhood association expressed their
desire and eagerness for the park, with the association’s president suggesting that citizens
even purchased homes in the area in anticipation of the development (College Town
Redevelopment Commission 4.22.1993). Park developments efforts continued two years
later, as the commission expended funds for another park project. Here, the city initiated
an agreement with the school corporation whereby the city would purchase and make
improvements to a community park and then transfer the property to the school. Though
the school now controls the park, the agreement stipulated that since TIF funds were used,
the public could use the park’s athletic facilities (College Town Redevelopment
Commission 10.19.1994, 2.8.1995).
The other projects involve improvements to the district’s trail system and nature
area. Trail upgrades started in 2002, focusing on expanding the existing system (College
Town Redevelopment Commission 11.22.2002, 1.21.2005, 5.15.2013). The more
significant project, however, concerns the expenditure of funds for the district’s nature
area. This area contains walking trails, a nature preserve, various wildlife and plant
varieties, and center that offers environmental education programs (College Town 2016b,
2016c). TIF funds have been used to significantly improve this area, including acquiring
land for its expansion, construction of a center that houses its educational programs, and
beautifying the area through utility relocation (College Town Redevelopment
Commission 11.17.1994, 6.17.1996, 3.30.1999, 3.22.2001, 8.16.2001). These efforts, in
turn, have helped solidify the area’s cultural appeal for the community (Johnson-Sheehan
2010).
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Although Research Park TIF has funded many different projects, it represents the
city’s primary jobs-producing district. Much of this stems from the creation of
incubation and office complexes for high-tech and research and development companies.
4.5.3

Commercial TIF

Riverfront TIF and Research Park TIF clearly dominate College Town’s
development landscape, both in terms of the number of projects and their corresponding
economic impact. The third most prominent TIF district, Commercial TIF, has a much
different impact on the city than those previously discussed. This district’s creation
primarily dealt with creating an up-scale shopping area for the city’s north side (College
Town Redevelopment Commission 1992). Efforts here are dominated by infrastructure
improvements as a means to enhance the aesthetic appeal of the district’s main road:
landscaping, tree planting, and signalization. Improvements were also made to nonautomobile transportation routes as the city hoped to create a multi-modal transportation
network better suited for pedestrians and bicyclists (College Town Redevelopment
Commission 8.19.1991, 1994-1995, 8.22.2005). More specific instances prove
enlightening.
Perhaps the most significant endeavor for this district involved a 2003 citycommissioned task force designed to further enhance the area’s commercial and visual
appeal. Around this time, increasing area vacancies pressured local officials to figure out
how best to halt commercial outmigration (Parkway Task Force 2003; Thomas 2003b).
In this context, the commission’s leader stressed the importance of this area as being an
attractive gateway for the city, and even the research park. The task force recommended
improvements to pedestrian crosswalks, better connections to city trail system, high
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quality gateways, and sidewalk improvements (Parkway Task Force 2003). The years
following saw some recommendations come to fruition.
For example, local officials constructed various roads, one of which helped a local
retailer maintain a heightened level of customer traffic (College Town Redevelopment
Commission 8.20.1997; Showalter 2003c). This retailer eventually closed, leaving a
vacant property in the district’s eastern edge. Fortunately, a developer eventually
purchased and redeveloped the property in 2011, aided by city-constructed roads and
sewer installation (College Town Redevelopment Commission 5.17.2011; Colombo
2012a; Showalter 2011). The city also installed new lighting and sidewalks in 2005 as a
means to give the area a “more human feel” (Slyder 2005). Banners were added a year
later to provide the area a more distinct identity (College Town Redevelopment
Commission 5.15.2006; Slyder 2006a). Finally, Commercial TIF funds were used to
extend the area’s already existing trail system, linking residential areas to commercial
spaces as well as to the research park (College Town redevelopment Commission
8.21.2006). In short, Commercial TIF revolved around enhancing the area’s
transportation network for commercial, residential, and pedestrian uses.
4.5.4

Project TIF

Project TIF provides a counterpoint to the three dominant districts. What makes
this unique is that this district was created in 2011 for the sole purpose of installing a
fiber optic network throughout College Town. By doing so, it provided high-speed
internet access to all businesses and residences within the city (College Town
Redevelopment Commission 7.19.2011, 12.20.2011). The factual report associated with
the district’s creation fittingly summarizes how integral this project is for College Town:
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To remain competitive and continue to move forward in this global
marketplace in the fields of advanced manufacturing, logistics, distribution,
food procession, life science, technology, energy, health care, value added
agriculture and education, the need for the availability of sufficient
bandwidth and high speed telecommunications is essential (College Town
Redevelopment Commission 2013: 4).
City council and redevelopment commission meeting minutes indicate widespread
support for this project, aided by its job total and payroll projections.
The fiber optic network was actually installed throughout most of the county, with
a total project costs equaling about $60 million. What concerns us here is College
Town’s portion, roughly $20 million. The company would pay for a majority of the cost
but it did ask for financial assistance from the city. Though city officials were quick to
point out the benefits of this information infrastructure, it did not want to pay upfront for
its installation. Also, the project’s rather chaotic geographical footprint made it difficult
to associate it with any existing TIF district. It was therefore decided to create a distinct
TIF district that would only contain the fiber optic cable, and the city would finance its
portion through a $2.5 million bond issue (College Town Redevelopment Commission
12.19.2012). Yet unlike all previous bond issues that were purchased by financial
institutions, the company installing the fiber cable actually purchased the bond. The city
then gave the bond proceeds back to the company to assist installation efforts. This
economic development bond was backed up solely from TIF funds with no liability for
the city. All risk is on the company for if they do not complete the project, no tax
increment will be accrued and thus the company would not be paid back (College Town
2011a).
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4.5.5

Certified High Tech TIF

College Town’s Certified High Tech TIF emanated from a state economic
strategy, Energize Indiana, which called for creating and assisting technology parks and
enhancing entrepreneurial activities (O’Bannon and Kernan 1999). These technology
parks would act in a similar fashion as standard TIF districts: incremental tax revenue
would be collected by a local governing body, and then be reinvested in the area to
further high-tech growth. However, such parks must have support from institutions of
higher education, a private research institute, or military research/development or testing
facility. The idea behind this agenda was to facilitate the location of high-tech businesses
within the state, and more importantly, to create jobs.
Though certified tech parks act like TIF districts, there are noteworthy differences
(Bakers & Daniels LLP 2007; Harmon and Landers 2010; IC 36-7-32; IC 5-28-10).
Certified tech parks are allowed to capture incremental growth of sales tax (from
companies) and income tax (from individuals) revenues. But unlike their TIF
counterparts, CT parks can only collect incremental taxes up to $5 million. CT parks can
also apply for specific development grants from the state to further the park’s
development; these are capped at $2 million for any single facility. All collected funds
can be used for infrastructure improvements, operation and maintenance of facilities,
payment on bonds, construction and purchase of capital assets, and other businessgenerating activities.
College Town, with its land-grant university and already-established research
park, was the prime location to test this development strategy. And in 2002, the first
state-designated certified tech park was created in College Town’s research park.
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Interestingly, the Certified High Tech Park TIF and Research Park TIF do overlap but
collect incremental revenue from different sources (College Town Redevelopment
Commission 8.20.2007; Showalter 2003b). Overlapping areas, however, did not seem to
dampen the sprits of local officials. In fact, they argued that certifying the area as a tech
park would enhance the research park and attract more businesses (College Town
Redevelopment Commission 1.24.2003).
These efforts proved highly successful. The Certified High Tech Park TIF
reached the $5 million cap on incremental sales and income tax revenue in 2009, and in
the same year, reached the $2 million cap on development grants (College Town
Redevelopment Commission 5.20.2008, 4.21.2009; College Town University Private
Economic Development Organization 2007; Harmon and Landers 2010).62 Though the
temporal dynamic of fund accruement is not as important as how the district used these
funds. Here, funds were used for the construction of a second business incubator in the
research park (College Town Redevelopment Commission 11.19.2007, 7.14.2009).
Funds were also used for expanding fiber infrastructure, something research park officials
were quick to point out is an essential ingredient in any high-tech development project:
“Just like the railroads used to be, [and] the interstate highways used to be [the reason]
why companies located where they are; it’s the technological infrastructure now that’s
more important than anything else” (quoted in College Town Redevelopment
Commission 8.20.2007).

62

At the time of this writing, only two other certified tech parks reached their cap, out of
a total of nineteen (Harmon and Landers 2010).
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The ability for the Certified High Tech TIF to quickly generate incremental tax
revenue and be awarded development grants had a very positive impact for the
community. Obtaining data on park success proved rather difficult, as both park officials
and local companies were not very forthcoming with this information. However, I was
able to accumulate some data from two sources: (1) the Certified High Tech TIF
recertification application, and (2) park officials’ testimony during a city redevelopment
commission meeting. In 2007, the district applied for recertification as mandated by state
statute; recertification is required every four years. The district also requested an
expansion of the TIF boundaries in their application. Both were approved. And in the
application, park officials are required to provide data on growth metrics, including the
number of companies, employees, and payroll. This data is presented in Table 4.8. By
all metrics, the research park and its associated development efforts have been largely
Table 4.8. Research Park Growth Metrics

successful. Park officials’ testimony in early 2009 confirms this assessment. They
argued that from 2005-2009, the Certified High Tech TIF added 792 jobs and $36 million
to the payroll base of the research park (College Town Redevelopment Commission
1.20.2009). In sum, the Certified High Tech TIF supplied a large amount of resources to
College Town’s research park, enhancing already-existing entrepreneurial endeavors
while also creating a larger tax base from which to draw incremental revenue.
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Tax increment financing districts represent the second major development arena
that College Town has at its disposal. Each of the districts tends to favor particular
development activities thought crucial for the community’s general prosperity. At times,
development foci overlap as occurred in the Research Park TIF and Certified High Tech
TIF. Even Riverfront TIF had entrepreneurial elements most closely associated with
these two districts. I argue, however, that these districts cannot be completely understood
without examination of the city and university’s development ecosystem. In similar
fashion to Factory Town’s manufacturing legacy, College Town and its relationship with
the local university have created an environment that privileges certain types of
development activities over others. Financial incentives, resources, and organizational
efforts all encourage entrepreneurial endeavors.
4.6

Entrepreneurial Ecosystem

Perhaps the most significant feature of College Town’s economy is found within
the local university. Aided by a changing federal and state legislative agenda, the local
land-grant university has provided innumerable benefits and incentives that have shaped
the community’s development agenda. And, in turn, the city has aligned its own
development initiatives to support the school’s efforts. In what follows, I provide a
comprehensive review of this environment, suggesting that it is best classified as an
entrepreneurial ecosystem. This is a system that privileges business- and job-creating
efforts, is backed by an extensive network of incentives and rewards, and ultimately
minimizes the heightened risk typically associated with entrepreneurialism. The
university’s chief entrepreneurial officer discusses this ecosystem’s purpose:
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Our mission is to make sure that all who could possibly improve the lives
of others as a result of a [university] invention get that chance. It’s a tall
order, but one I believe we are all up to. We know there are many more
[university] faculty, staff and student innovators doing pioneering research
that could lead to a startup or to market opportunity. We want to reach
faculty, staff and student innovators by better focusing the support and
assistance they need to be successful in their technology transfer activities
(Sequin 2013: 2).
In many ways, this mission bespeaks the university’s larger role as a land-grant
institution. A complete history of land-grant universities is outside the scope of this
paper, but it is important to note some defining moments. As conceived in the Morrill
Acts of 1862 and 1890, land-grant institutions were tasked with providing a more
practical approach to various subjects, including agriculture, science, and engineering
(Association of Public and Land-Grant Universities 2012; P.L. 37-130; P.L. 51-841).
This practicality paved the way to a more expansive, impactful approach to educational
activities, prompting these institutions to engage the non-academic world through
dissemination of their research and teaching. College Town’s university was designated
land-grant status in 1869, and since that time, has succeeded in this mission (College
Town University 2001).
More recent government efforts have refined this mission, providing an
institutional context for universities to engage in market-focused innovation. The most
significant federal statute was The 1980 Patent and Trademark Law Amendment Act (P.L.
96-517), which granted institutions the right to patent and commercialize federally
funded initiatives. There was also a shift in federal funding towards small business’
research and development activities with the potential for commercialization and public
benefit. This shift dealt with two major grant programs: the Small Business Innovation
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Research (SBIR) and the Small Business Technology Transfer (STTR) programs. Here,
the federal government recognized the importance of innovation at small businesses,
funding SBIR for the purpose of research and development at such companies (P.L. 97219). STTR was implemented a decade later, tailored to facilitate cooperative research
and development, commercializing-potential activities between small businesses and
research universities (P.L. 102-564).
In the same vein, the state of Indiana has created an institutional framework to
incentivize entrepreneurial activities. The initial impetus came about in the late 1990s
when the state allocated funds to assist the commercialization of within-state innovations
(O’Bannon and Kernan 1999). This effort also dealt with certified technology parks and
their capacity to generate new technologies and products (see Certified High Tech Park
TIF). In 2006, state official revamped their entrepreneurial strategy, making
commercialization a central tenet of then-Governor Mitch Daniels’ administration. Here,
the state sought to “accelerate the flow of discovery and innovation from Indiana’s
research universities to Indiana businesses” (State of Indiana 2006: 7). The plan also
called for a refocused effort towards commercialization and increased funding for the 21st
Century Research and Technology Fund, one of the state’s signature high-tech programs
(see below).
These processes, in turn, influenced the university’s own institutional
entrepreneurial system. One university official, Mark, provided a comprehensive review
of the school’s efforts during this time (Mark 2012).63 In the early to mid-1990s, some
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Mark’s efforts were integral to the school’s policy shift, as well as state’s shift towards
entrepreneurialism (e.g. Energize Indiana).
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university faculty were engaged in entrepreneurial activities. But this brought with it a
potential for them being fired, as university policies at the time did not view
entrepreneurialism favorably. Faculty were also frustrated since other universities were
actually rewarding faculty startups, further pressuring the administration to change their
position in fear of losing highly-qualified researchers. These concerns ultimately
pressured the university to reexamine its policies by way of a task force (College Town
Press 2006a; Showalter 2006c). In short order, the task force recommended more
favorable interpretations of school policies concerning faculty entrepreneurialism,
encouraging departments to welcome faculty startups and even take these actions into
consideration during tenure decisions (College Town University 1995, 1996). This
policy shift was couched in terms of the university’s land-grant status: faculty startups
should be welcomed as they could benefit the local community and possibly the nation.
This policy shift met with general acceptance, particularly so among research park
officials and the school’s private economic development organization. Around this same
time (mid-1990s), these officials were deciding how best to develop the park as a premier
location for new businesses and high-wage jobs. The private organization was also
engaged in helping the university better organize its resources to enhance economic
development activities (Donald 2010). Mark again became integral to this effort, and
with the help of research park and university officials, developed yet another favorably
policy recommendation tied directly to the research park. This plan encouraged those
faculty entrepreneurs to locate their startups in the research park and thus be able to take
advantage of its resources and financial incentives (see below). The research park
immediately experienced a large increase in faculty businesses, and, to accommodate the
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growing demand, constructed its first incubation facility in 1993 (Phipps 2002). This
rather quick and successful policy shift prompted the then-Vice President of Academic
Affairs to proclaim the school an ‘entrepreneurial university.’
These mid-1990s policy changes were eventually updated and enhanced a decade
and a half later. Table 4.9 provides a summary of entrepreneurial policy changes since
2010. These efforts largely concern making it easier and more efficient for university
entrepreneurs to commercialize their inventions. Entrepreneurs can now disclose their
inventions online and apply for an express license that significantly saves time and
energy, all without fear that such actions would impede their ability to obtain tenure.
Policy changes also helped shift ownership rights from the university to those individual
innovators, even for students. In sum, these changes attempt to further incentivize
entrepreneurial-minded university personnel by allowing them more control and rights
regarding their creative efforts.
Table 4.9. University Entrepreneurial Policy Changes Since 2010

Coinciding with these policy changes, the university built an extensive
institutional and incentive-based environment to enhance the school’s entrepreneurial
efforts. From an institutional perspective, the school constructed five physical locations
that offer varying levels of assistance and resources. Table 4.10 lists these locations and
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describes their purpose. Three places, Entrepreneurialism Center, Innovation Place, and
Startup Studio, provide co-working space for entrepreneurs to test their ideas under the
guidance of business experts. At the same time, these spaces allow budding
entrepreneurs to collaborate with like-minded individuals. Innovation Place is especially
significant, as it offers collaborative space for companies and university researchers to
engage in real-world problem solving initiatives and “the exploration of new ideas,
technologies, and products” (OIR 2013: 1). This collaborative effort has been successful
as the center has seeded and/or assisted 65 new companies (College Town University
2014).
Table 4.10. University and University-affiliated Entrepreneurial Institutions

The Commercialization Office, the university’s central location to help
entrepreneurs successfully protect, patent, license, and commercialize their inventions
and intellectual property, assists these more ‘action-oriented’ centers. The office has
accumulated data on these practices, illustrating the success of the entire entrepreneurial
ecosystem (Commercialization Office 2016). For example, since 2011, university
entrepreneurs have been issued 489 patents, 178 of which were issued in 2015 alone.
Discoveries, classified as invention and copyright disclosures, total 1,539 over the same
time period. Perhaps most illuminating is the number of university faculty-, staff-, or
student-owned startup companies: 21 startups in 2014, and 15 in 2015.
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Finally, the Research Park rounds out the university’s institutional system. This
complex, managed by the school’s private economic development organization, is best
characterized as a business park with different types of office facilities that cater to
companies at varying stages of development. The park is wholly contained within the
aforementioned Research Park TIF, and, as a result, is the focal point of university-city
relations regarding entrepreneurialism and high-tech development.
This institutional component is aided by a plentiful incentive platform, offering
financial and non-financial enticements for commercialization endeavors. Table 4.11
lists the financial incentives, backed by the university, private businesses, and the state.
Table 4.11. Financial Incentives for Entrepreneurialism

They range in amount and the types of businesses they support, including plant and life
sciences. For example, the Entrepreneurialism Center and the Indiana Economic
Development Corporation jointly funded the Entrepreneur Fund to assist early-stage
companies. State officials quickly noted the importance of their involvement, noting that
the fund “will be a strong economic contributor for Indiana in terms of job creation, talent
retention, and technology development” (College Town University 2015c: 1).
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Though fund specifics differ, all awards provide much-needed financial assistance
to startup companies at different stages of their development. One university researcher
likens this infusion as a means to overcome the ‘funding valley of death:’
It’s the gap in available capital that exists between research-level funding
and business loans offered to viable companies, and it’s spelled
catastrophe for many startups. But if you have a good enough idea, that
valley seems to narrow with resources available from [the university]
(Paul 2015: 1).
With such an extensive financial incentive system, the university is able to lessen the risk
of startup failure, however slightly.
But to succeed, startups need more than money. They also need practical
knowledge on how to legally setup a company and manage their finances (among many
other components). Said one assistant professor, “learning how to be an entrepreneur
isn’t something you typically learn or even think about when you are working toward
your PhD in a specific field” (quoted in Sequin 2014: 2). University officials recognized
these issues and now offer a plethora of non-financial incentives. Table 4.11 lists these
incentives and describes how they fit into the larger ecosystem. This list includes
incentives that are housed on campus, but also include those found in the research park
and in other parts of the nation.
On-campus incentives include educational, technical, and legal assistance housed
within the Innovation Place and Entrepreneurialism Center. For example, the
Entrepreneurialism Center hosts two entrepreneurs-in-residence that provide the center’s
clients with guidance concerning venture funding and regulatory affairs (College Town
University 2015a). What’s more, the center houses a state SBIR/STTR specialist who
helps entrepreneurs secure program funding, while also providing one-on-one counseling
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sessions and training workshops (College Town University 2015b). The university even
offers entrepreneurial-based classes to help graduate students with their ideas, while
certifying undergraduate students who complete the school’s Entrepreneurialism and
Innovation Program.
Table 4.12. Non-financial Incentives for Entrepreneurialism

The research park offers similar incentives, though these are for companies
located in the park. For example, the research park’s mentorship and startup program
utilizes a ‘stage-gate’ methodology to assist commercialization opportunities. This
methodology entails seven development features as a means to help companies through
their early phases of development. These features include: (1) establishing a pathway of
development with three phases of review and assistance; (2) forming an evaluation team
to guide the process; (3) selecting knowledgeable mentor and advisory board to oversee
company; (4) accelerating the development timetable; (5) using a ‘trial-sell’ market place
strategy to test the commercial adoption of the product or service; (6) developing a
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financial strategy to address early- and late-stage financial assistance; and (7) assisting
with the formation of the company’s management team (College Town University
Research Park 2016a). These efforts work in unison with the incubation and graduation
facilities, whereby companies can locate in pre-formed, high-tech-equipped business
offices. Combined, non-financial incentives help startup companies overcome potential
development bottlenecks.
Finally, the university has sought external support from Silicon Valley, an area
best known for high-tech development success. For instance, the Silicon Valley Center
connects the university’s engineering and entrepreneurial prowess with Silicon Valley
professionals as a means to enhance commercialization opportunities in Indiana and
California. Another program, Silicon Valley Mentoring Group, links local entrepreneurs
with university graduates who are now venture capitalists, angel investors, and industry
experts in Silicon Valley. Effectively an entrepreneurial-based alumni network, the
mentoring group’s objective “is to help stimulate a startup culture and community at [the
university] and support the creation of successful ventures based on [the university’s]
technology” (quoted in Fiorini and Sequin 2013: 1).
In sum, College Town cannot be examined without due mention to the
community’s entrepreneurial ecosystem. Although this system is housed within the
university, it impacts local development by way of startup formation, subsidies, and job
growth. We must also recognize that the local state does not offer direct support, but has
aided this ecosystem through tax abatements and TIF funds.
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4.7

State and Federal Programs

Up to this point, I have examined the local mechanisms through which city and
university officials created and enhanced a high-tech, entrepreneurial community. But
local incentives, policies, and institutions are not the only measures through which
development occurs. College Town also relies on an intergovernmental support system,
though nowhere near as extensive as Factory Town. My research found three non-local
programs, one federal and two state, that contribute to College Town’s success.
4.7.1

Abandoned Spaces

My research revealed two types of vacancies that local officials deal with,
residential and commercial/industrial. I examine residential issues later in this chapter.
Here, I focus on the city’s non-residential ones. Unlike Factory Town, College Town
does not have a government committee that manages or a database that accounts for nonresidential vacancies. However, I was able to compile vacancy data through the city’s
redevelopment commission minutes and the Indiana Finance Authority.64 This technique
revealed a total of three (3) brownfield sites within city limits. Two of these sites are
located in the Riverfront, and in fact, redeveloping one of them proved integral to that
area’s revitalization. The third site has been, and continues to be, a hotly contested
property on the city’s north side.
The two sites located within the Riverfront district had unique trajectories worthy
of investigation.65 The first site was previously occupied by an outdoor sporting

64

See Chapter 1 for more information.
One of these sites is incorrectly identified via its address on the IFA’s list. College
Town’s Redevelopment Commission meeting minutes reference this site by name but do
not provide an address. The address provided on the IFA’s list identifies the site as
65
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equipment store. But due to prior activities on the property, it contained environmentally
hazardous underground storage tanks (College Town 2003). This caused much concern
for College Town officials during their mid-1990s revitalization efforts in the area.
Fortunately, the site was remediated with an Indiana Department of Environmental
Management grant, and was accompanied with a development-ready site status letter
(IFA 2016). This status coincided with the city’s desire to re-purpose the site in 2005.
Efforts commenced as the redevelopment commission purchased the site with the
help of the university’s private economic development organization (College Town
Redevelopment Commission 11.18.2005, 12.16.2005; Slyder 2007). Riverfront TIF
funds were expended in 2008 to remove hazardous material from the property, and later
that year, the site’s remaining building was demolished (College Town Redevelopment
Commission 4.22.2008, 5.20.2008, 10.21.2008, 2008). After, the city received state
documentation that the site was clear of any environmental hazard, paving the way for a
boathouse available to both the public and the university’s rowing sports club (College
Town Redevelopment Commission 2010; Hamon 2010; IFA 2016; Voravong 2009).
From the site’s first environmental assessment in 2003 to the construction of the
boathouse in 2010, this project illustrates the relative ease and efficiency College Town
has when dealing with brownfield locations. It also exemplifies the local preferences for
quality of life amenities, as Mayor Thomas commented, “We want to bring attention to
this area and this beautiful riverfront. We want to make this area a place of choice, and
College Town’s city hall. However, the property’s address and received awards are
correctly spelled out on an October 14, 2003 Board of Works and Public Safety meeting,
as well as a 2004 city council ordinance (College Town 2003, 2004). Moreover, city hall
did not have any environmental work conducted during the time frame referenced on the
IFA’s list, nor does the local newspaper reference any such activity.
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that’s what these projects are all about” (quoted in Mack 2009: 2). This area was already
considered an integral eastern entranceway for College Town, and after its revitalization,
now helped solidify the area’s cultural appeal.
The second site is just south of the first one, but had a much different trajectory.
The site’s now-defunct business supplied industrial and medical gases to local welding
and medical offices, and stored its product in underground gas tanks (Schneider 2010;
Voravong 2012). What’s more, this site had previously contained River Town’s garbage
dump, raising concerns about hazardous soil conditions (Professional Service Industries,
Inc. 2003). These potential environmental issues became a major point of concern in the
early 2000s when College Town made clear its intent to purchase the property (Keramida
Environmental, Inc. 2005; Voravong 2009). As a result, the city applied for and received
two assessment grants (2004, 2007) to investigate the type and extent of environmental
hazards (IFA 2016).
After this environmental work was completed, redevelopment efforts were
effectively put in a holding pattern. This stemmed from disputes between the site’s
owner and College Town concerning the aforementioned first site. When College Town
started its boathouse initiative, it closed a city-owned access road that the second site’s
owner used for accessing its gas storage tanks (Hamon 2009). The company sued the city
for this blockage, claiming that the city and the university were just trying to control
valuable riverfront property (Schneider 2010). In the end, all parties involved came to
agreeable terms in allowing the company to continue using the access road (Voravong
2012). However at present time, this site has yet to be redeveloped. The company is now
closed, though its office building and storage tanks remain on the property.

224
The third and final brownfield site is located in the city’s north end. The site
originally contained a gasoline station before transitioning to a family grocery store in the
early 1950s. Changes in the city’s commercial landscape caused the grocery store to
eventually close in 2005, leaving that portion of site vacant (Showalter 2005b). Prior to
the store’s closing though, the property owner expressed interest in selling its stake in the
site but was concerned about any potential environmental hazards associated with the
original gas station (IDEM 2000). It therefore funded an environmental assessment of
the property in 1994, and requested that the IDEM review this assessment. The purpose
of this site status letter was to ensure that the current and any new owner of the property
would not be held liable for the gas station’s potential environmental damages (IDEM
2000). It contained two noteworthy findings. First, the property did contain soil and
groundwater contamination but these did not pose an immediate threat to human health or
the environment. Second and more critical, the property’s total petroleum hydrocarbons
(TPH) levels, specifically as it pertained to benzene, exceeded state and federal
requirements. As a result, it was mandated that until further investigation and
remediation was performed, the property was not to be used for residential purposes and
groundwater usage was prohibited (Creek Run, LLC 2005; IDEM 2000).
There are scarce details on any environmental remediation, but the site was
eventually sold to its now-current owner in December 2000. In 2007, the local
government became more active in the site’s redevelopment by changing its zoning status
to accommodate future development (College Town 2007; Planning Commission of
College Town County 2007). And in 2014, a mixed-use development was proposed for
the site, with ardent public disapproval (Porter 2014; Roberts 2014). These plans,
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however, were nixed and another proposed development took its place (Bangert 2015b).
The neighborhood again challenged the development, though the city was unable to stop
the eventual construction of a gas station and convenience store (in 2015) since the
developer met all government requirements (Bangert 2015a).
These three sites represent the entirety of brownfield properties located in College
Town, vastly different than Factory Town’s experience. City government was active in
all redevelopments, but especially so for the two located in the Riverfront TIF. Here, the
city expended a significant amount of resources to beautify these properties and even
considered directly purchasing one of them. Conversely, the north side brownfield saw a
less proactive local state. Ultimately, College Town’s brownfields situation should be
understood as a very small, yet successful piece of the city’s overall development process.
4.7.2

21st Century Research and Technology Fund

In stark contrast to the state’s brownfield program, one characterized by
rejuvenating blighted properties, College Town relies heavily on the state’s
entrepreneurialism program (see Chapter 1). The most prominent funding mechanism of
this program is the 21st Century Research and Technology Fund. Generally, the fund
“enhance[s] university capacity for commercialization, stimulate[s] R&D efforts in the
state, and assist[s] in diversifying the state’s economy” (Devaraj and Hicks 2010: 1). The
fund initially granted awards primarily to universities, but this has since changed. Now,
it provides assistance directly to private companies in their commercialization endeavors.
The program also has a SBIR/STTR matching component, whereby the state committed
$0.50 towards every federal dollar awarded to Indiana companies who received an
SBIR/STTR award (Elevate Ventures 2016).
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The fund’s entire history lies outside the scope of this project. It is pertinent,
though, to analyze the fund’s geographical footprint, helping delineate those areas with a
highly active entrepreneurial development scene. The state organization tasked with fund
management has yet to provide a comprehensive review. However, Ball State
University’s Center for Business and Economic Research published summary metrics
that best illustrate this geographical distribution (Devaraj and Hicks 2010). This analysis
reviews the fund from its inception in 1999 through 2010. During this time, the fund’s
non-matching component granted 188 awards totaling $238,344,923. The SBIR/STTR
Matching program granted 264 awards that amounted to around $27 million. Focusing
on the 188 non-matching awards is particularly revealing. Here, the county in which
College Town is located received 58 awards out of the 188 total (31%), the highest
number of any county in the state. Capital City’s county received the second most
awards, 52 (28%). Combined, these counties received the majority of the non-matching
awards, indicating that they contain a high-concentration of startup companies. What’s
even more revealing is the fact that no other county received more than 10% of the total
awards granted.
In step with the fund’s initial emphasis on university commercialization, the
report disaggregates the 188 awards into recipient categories. Out of those 188, 73
awards were granted to Indiana universities. Here again, the fund heavily favored
College Town and its local university. The institution received 40 awards, equaling over
half of all awards granted to universities. The second most awarded university accounted
for only 16.5% of awards. Interestingly, Factory Town’s local university received 3
awards (2%).
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In sum, the 21st Century Research and Technology Fund provides start-up
companies much-needed infusions of capital to assist their research and
commercialization efforts. For example, one of College Town’s local universityaffiliated companies received a $1.95 million grant to help cover its costs associated with
clinical trials of cancer-fighting drugs. Another university-affiliated company received
$1.66 million for its commercialization efforts in developing ultra-small, low power
devices built specifically for the next generation of car radios (Showalter 2004b). It is
these types of companies that development officials hope will reinvigorate the state’s
economy and provide “the high-paying jobs of the future” (Showalter 2006a: 1).
4.7.3

Community Development Block Grant

The final form of intergovernmental assistance concerns the federally
administered Community Development Block Grant (CDBG) program. The block grant
allows much flexibility in fund expenditures though allocations must be used for eligible
uses that meet national objectives (HUD 2001). By allowing this discretion, fund
allocations reflect community and economic development priorities (Boyd 2014a, 2014b,
2012). Similar to Factory Town, I disaggregated College Town’s CDBG fund
distribution to examine local priorities.
Unfortunately, I could not obtain pre-1995 data (see Appendix B, #1). However,
data do exist after 1995 in the form of Activity Summary Reports (identified as an ‘03’
report per CDBG guidelines). These reports document expenditures for particular
purposes from 1995-2013. Figure 4.2 displays the total amount of expenditures for each
program year, starting in 1995. College Town expended the largest amount of funds in
2001, totaling a little over $1 million. In contrast, the city only spent roughly $95,000
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Figure 4.2. Total CDBG Expenditures, 1995-2013

in 1995. It is difficult to ascertain why these disparities exist since awarded funds can be
expended in different years. Moreover, the city’s CDBG administrator could not provide
specific details on annual allocations (George 2014).
Given these qualifications, I examined the local distribution of funded activities,
which helps the reader understand College Town’s development priorities. Fortunately,
the CDBG program requires communities to categorize fund allocations within larger
thematic categories in order to provide a clearer portrait of local expenditures. For
example, residential rehabilitation, construction, acquisition, energy improvements, and
environmental testing of properties are all within the ‘Housing’ category.66
My research revealed that College Town’s allocation system privileged two
activities: sidewalks and rehab: acquisition. Figure 4.3 displays the percentage of funds
expended for these two activities for each program year. The red portion illustrates the
percentage of funds used for sidewalks and the blue portion indicates rehab: acquisition.
66

See HUD (2014b) for complete matrix code definitions and approved uses.
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Sidewalk projects are self-explanatory, as these include improvements to sidewalks.
Rehab activities include acquiring property to be rehabilitated for housing, as well as the
actual rehabilitation (article: matrix code definitions). These activities were low priorities
until 1998, since after that time they combine to account for at least 40% of annual fund
expenditures. Indeed, they accounted for 80% of all expenditures in 2002, and nearly the
same percentage in 2004, 2006, 2007, and 2011.

Figure 4.3. Percentage of CDBG Funds Allocated for Rehab:Acquisition and Sidewalks

Figure 4.3 also illustrates the shifts in these activities over time, whereby rehab:
acquisition is favored from 1998-2010. During this interval, 2009 is the exception
whereby expenditures for both activities are nearly identical. This rehab focus aligns
well with College Town’s emphasis on neighborhood stabilization, specifically in the
area adjacent to the university. Stabilization, both community-wide and in this particular
neighborhood, have long characterized College Town’s land-use struggles as studentrental housing competes and at times, overtakes single-family homeownership. This
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focus is evident as all planning reports mention stabilization as a key ingredient to
College Town’s development.
Local housing data lend credence to this concern. In 1980, there were about
4,500 renter units citywide, compared to only 2,778 owner-occupied ones. Renteroccupied units reached 8,076 in 2010 compared to only 3,869 owner-occupied units in
the same year. The percentage change is even more revealing, as renter-occupied units
saw an 80% increase from 1980-2010 compared to only a 40% increase for owneroccupied units. If we view data on the adjacent neighborhood, results are even more
startling. Here, the most revealing finding is the percentage change of each housing type.
Renter-occupied housing units increased 18% from 1980-2010, while owner-occupied
units decreased 29% during the same time (U.S. Census 1980, 1990, 2000, 2010a). It is
evident that renter-occupied units dominate College Town’s housing market.
Given these changes, the city established a housing stabilization corporation for
the neighborhood in the late 1990s (College Town 1997; Neighborhood Housing
Corporation 2016a). The corporation, effectively the city’s housing agency, purchases,
rehabilitates, and then resells homes to qualified buyers to curb the owner-to-rental
conversion. In 2003, then-executive director commented on this mission as it pertained
to the university-adjacent neighborhood:
The problem that we were facing was that homes that were lower priced
were the first ones to be snapped up to become rental properties or by
parents of college students who would buy them. There was a need for
homes that could be purchased by low- or moderate-income people. Firsttime home buyers were having a really hard time competing with
landlords to get a house in our neighborhood, and so we think we’ve
helped ease that problem by taking some of the homes back and making
them available (quoted in Geller 2003: 2).
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In short, the housing agency hopes to slow the conversion process, a mission that
is funded primarily through the city’s CDBG program. Practically all of the rehab:
acquisition funds (Figure 4) are given to the agency to achieve this mission, something
the now-current director argues has been highly successful (Reagan 2012). Since 1998,
the agency has purchased and rehabilitated over 50 homes (College Town 2011b; College
Town Redevelopment Commission 2.10.2011). In short, the city uses its CDBG
primarily for stabilization efforts in this university-adjacent neighborhood, with the
remaining majority of funds utilized for sidewalk improvements.
4.8

Conclusion

Since the early 1980s, College Town’s development trajectory has been focused
on high-tech, university-affiliated growth. The city does employ a local incentive scheme
similar to other Indiana cities, relying on tax abatements and TIF districts to further their
development agenda. Debt-financed development is fairly common for the city,
proceeding without much public concern. However, the city contains a major research
university that primarily influences local development in two ways. First, local leaders
are pressured to manage the consequences of university expansion, mainly in terms of
homeownership issues. Second and more influential, the university’s development
agenda, emanating from its entrepreneurial ecosystem, is the driving force behind
community growth. Local officials recognized the influence and impact of the university
and as a result, effectively aligned their own efforts with the institution. Town-gown
relations became more formalized and routinized over the past 40 years, something local
officials found to solidify College Town’s growth.
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CHAPTER 5. CONCLUSION

At its core, this project explores the relationship between the economy and
politics at the local scale. Capitalist accumulation profoundly impacts political
arrangements, particularly during periods of crisis and transformation (Harvey 1990;
O’Connor 1973). The latest transition, starting in the late 1970s, involved a shift away
from manufacturing to a service-oriented economy and a corresponding shift in urban
governance (Harvey 1989). Coupled with these systemic changes, cities must confront
the demands of citizens and business interests, who often espouse very different claims
on the local state (Molotch 1976; Pendall 1999; Smith 1996). Local governments often
act as mediators between this internal-external dynamic.67
But not all cities confront this challenge successfully, and even if successful, they
do not follow the same path or achieve the same results. What concerns us here is how
cities manage the impact of large-scale economic transformations on their communities,
focusing on how urban governance and its associated orientations and objectives “vary
according to local cultural, social and political characteristics” (Hall and Hubbard 1998:
67

This dynamic involves at least two different sets of actors. First, there exist
contradictory interests between national (or global) investors and local actors whereby
local governments incorporate and manage the interests of these investors in terms of
local development projects (Hogan 1990). Second, there are contradictory interests
between locally based citizens and investors, where often times a hegemonic coalition
emerges that is solely focused with maximizing the exchange value of land (Hogan 2003;
Logan and Molotch 1987). Though both are essential in understanding urban systems,
my study focuses on the former.
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20). I argue that larger political-economic transformations impact localities differently,
depending upon the structure of local production systems and historical development
processes, both of which condition the city’s specific needs at particular times.
In general, there exists a relationship between local governments and various
types of private investment/development, a relationship that is mediated by larger
economic transformations. This dynamic can be thought of as a form of path dependency
in the sense that cities’ economic landscapes are an expression of and depend upon the
historical sequence of events at all scales leading to and influencing their current form
(David 1985; Sewell 1996). Different economic paths privilege a certain combination of
resources, infrastructure, and institutions. Dependent upon their relationship with
particular paths, localities structure their political-economic environments in such a way
to produce positive returns for that system (Harvey 1985b; Pierson 2000). But economic
paths can change, as can local production systems that are, in varying degrees, dependent
upon the local community (Cox 1988; Cox and Mair 1989; Markusen 1996).68 This has
the double effect of generating new resources that are required for a different economic
trajectory but also leaving in its wake local infrastructure that is no longer needed or
valued (Schumpeter 1982). Thus local officials must always confront previous rounds of
investment during any new development activity (Massey 1984).
This first-order path dependency is complimented by a second-tier dynamic,
concerning the particular type of community response. There is no one-size-fits-all

68

This dependence concerns the ability of firms to realize or increase the exchange value
of their inputs or goods within a certain geographical location, perhaps most clearly
understood in terms of the agglomerating or clustering of industries or sectors (Marshall
1997; Porter 1990).
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approach to urban redevelopment. Different types of cities select various tools, utilize
different resources, and develop plans that attempt to manage local circumstances,
whether successful or not. For College Town, the local government more or less attached
itself to university-led development efforts, capitalizing on the success of highly educated,
entrepreneurial-minded professionals and university personnel. Furthermore, this system
has a high degree of local dependence that makes it essentially non-transferrable to other
places (Cox and Mair 1988). In Factory Town, deindustrialization induced local officials
to privilege redevelopment initiatives early on in attempting to save and revive their
dying industrial system. Development efforts have only recently started to shift away
from this industrial focus towards local entrepreneurialism.
My research suggests that urban governance is reflective of the intersection of
local needs, local developmental legacies, and large-scale transformations. Generally,
both cities have enacted redevelopment strategies that focus on growing their
communities. But the ways in which local plans, tools, and resources are used is clearly
different. It is therefore imperative to investigate these local redevelopment powers and
their influence on desired economic outcomes.
5.1

A Tale of Two Cities

Since its founding, Factory Town has become the prototypical industrial city. The
discovery of plentiful natural gas reserves ignited its early growth, while economies of
scale acted as a further incentive in solidifying the town’s industrial stronghold. The next
several decades saw contentious capital-labor relations plague its factories, even as its
manufacturing sector provided relatively secure long-term employment for citizens
(Farrell 2015). But these prosperous times have since passed. Now, Factory Town’s
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defining feature and focal development concern is confronting the fallout associated with
deindustrialization. Since 1972, the community has lost close to 90% of its
manufacturing workforce, attributable to increased global competition and pressures to
reduce production costs. Unfortunately, these first-tier losses are accompanied by
devastating ripple effects, including contractions in manufacturing-support service and
retail industries. Perhaps most severe are the impacts on the city’s physical environment,
namely blighted and vacant properties.
Comparatively, College Town did not experience this economic disjuncture, even
with a sizable manufacturing presence. In fact, ever since the state established its
signature land-grant institution in College Town in 1869, town-gown efforts have come
to dominate everyday life. This relationship initially concerned housing issues, as local
officials sought to manage the migration of students and faculty into neighborhoods.
More recent planning efforts, especially since the 1980s, shifted away from a strict
housing focus to one where university-affiliated developments dominate the local
economy. This is evident in the growing number of university employees and students,
resulting in an estimated economic impact that has exceeded $1.5 billion (College Town
2016, 2003). Coupled with the local entrepreneurial ecosystem that affects high-tech
growth, College Town is well equipped for continued economic prosperity.
Each town’s historical circumstances have influenced their respective
development trajectories and thus they find themselves in different economic positions.
Factory Town is clearly in transition as manufacturing operations have subsided but the
city has not yet found an economic sector to replace it. College Town’s economy is
dominated by university efforts that provide numerous benefits to the city, including an
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expanding high-tech economy and stable workforce. And it is these different economic
environments that significantly impact each city’s developmental decision-making, in (1)
the type of decisions made, pertaining to the aforementioned plans, tools, and resources,
(2) the intensity of those decisions, primarily measured by their numerical value, and (3)
their financial backing.69
The shifting national economic landscape clearly impacted Factory Town and
College Town in different ways. Efforts in Factory Town were much more fluid, both
materially and geographically. Local officials’ first planning efforts commenced in the
mid-1950s to revitalize the downtown area, attempting to make it more commercially
viable and pedestrian friendly. Unfortunately, these proved largely unsuccessful. In the
years following, deindustrialization significantly increased blight and vacancies.
Subsequently, the city shifted to a more comprehensive redevelopment strategy as
officials advocated for economic, social, and cultural projects coinciding with
downtown’s distinct districts.70 By focusing attention on the entire downtown and
making it more livable for citizens and attractive for business, officials hoped to engender
long-term prosperity (Factory Town 1989).71 The final planning report expanded the
city’s focus outside of the downtown area, while also shifting attention to rebranding

69

For a more thorough discussion concerning the political impacts of economic
transformation, see Atkins et al (2011), Beauregard (1989), Bluestone and Harrison
(1982), Harvey (1989), Leitner (1990), Logan and Swanstrom (2009), and Noyelle and
Stanback (1984).
70
This strategy, in part, parallels the Euclidean zoning system, in that officials recognized
certain geographical areas of the central city with similar types of activity (see Village of
Euclid, Ohio v. Amber Realty Co., 272 U.S. 365 (1926)).
71
Interestingly, planning suggestions from this report are still used to guide more recent
TIF projects, including creating alternatives to automotive mobility and revitalizing the
area’s cultural appeal through convention center upgrades.
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efforts and quality of place amenities. Rebranding efforts were especially significant as
they attempted to shed the city’s industrial image for one that caters to young, high-techoriented professionals. It is here that the city most clearly distinguishes itself from its
historical legacy, mirroring the nation’s changing economic landscape.
Factory Town’s step-wise trajectory differs significantly from College Town’s
more consistent focus. The city’s formal planning reports focused exclusively on
formalizing city-university relations, noting how the “[university] has given and will
continue to give [the city] its character” (College Town 1987: 3; see also Heather 2012a).
As a result, town-gown relations dominate the city’s planning initiatives, focusing on
three major themes. First, College Town made it clear that development efforts should be
centered on making the city attractive for people to live and work. Business attraction
efforts, though important, are secondary to this people-centered strategy. Second, local
officials advocated for quality of place amenities, including multi-modal transportation
pathways, recreational enhancements, and making the city visually appealing. Finally,
city efforts should assist the creation and retention of high-tech and knowledge-oriented
companies in the research park. By proclaiming itself a “knowledge-centered
community,” College Town sought to attract and retain young, high-tech professionals
with preferences for cultural and recreational amenities (Florida 2003, 2005; Heather
2012b).
The cities’ planning reports provide an historical perspective on city development
and act as a template to assess local development projects. Moreover, I argue that these
documents represent one manifestation of the intersection between non-local and local
processes. Shifting national economic priorities intersect with local conditions,
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privileging certain redevelopment paths over others. Factory Town was clearly at a
disadvantage in this regard, and their planning efforts sought to combat the consequences
of economic dislocation. They were, in short, constantly searching for ways to revitalize
the community. Comparatively, College Town was firm in its commitment on
community type and development themes since the 1980s, coinciding with the growing
interest and demand for high-tech products and services.
5.2

The Competition City

Even against these divergent strategies, both cities created redevelopment
commissions to guide local economic efforts. Factory Town created one in 1973, while
College Town’s commission was created about 15 years later.72 This time lapse suggests,
indirectly, how the city’s changing economic situation impacted their initial responses.
For instance, Factory Town clearly felt the effects of industrial out-migration and blight,
evident by their early 1980s discussions regarding single-family homes rehabilitation and
tax abatements (Factory Town Redevelopment Commission 6.1.1973, 2.12.1980,
8.12.1980, 12.9.1980). Comparatively, College Town’s redevelopment commission
meetings start with discussions of TIF districts, particularly their creation and eventual
use in revitalizing the Riverfront (College Town Redevelopment Commission 4.11.1989).
Another difference concerns Factory Town’s first major attempt to deal with
industrial losses. Without ample local resources to revitalize this industry, the city sought
federal assistance in the form of a $5 million revolving loan from the Economic
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Unfortunately, I could not locate nor could any official document the year that the
city’s redevelopment commission was created. Since the city’s urban design plan states
that no commission existed at the time of its writing, I concluded that the commission
was created after 1987 but before 1989, the first year of archived commission minutes.
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Development Administration in 1977. In general, the city loaned risk-prone
manufacturing and trade companies funds at favorable interest rates, and these companies
then repaid the loan, if they could. Future loans were allocated from these repayments.
As of 2011, the fund was able to loan four times its original allocation, but its success is
marred by company failings and loan write-offs. Against these mixed results, local
officials still praised the program since it offered some employment opportunities.
Economic dislocations seem to elicit a sense of urgency within the city,
pressuring local officials to find remedies as quickly as possible to stave off even more
economic maladies. In this context, Factory Town officials were more than willing to
accept any type of redevelopment assistance, however short-lived or unsuccessful it
might have been. Furthermore, the city’s reliance on federal resources to prop up its
manufacturing base runs counter, at least partially, to the then-current fiscal and
functional devolutionary tactics which sought to transfer redevelopment authority from
the federal system onto city governments (Biles 2011; Gelfand 1975). The loan had both
federal and local elements, indicating a partial federal disengagement coupled with
increased support from local processes. Yet relying on a decaying industry to fund the
loan’s local component positioned Factory Town in a very precarious situation.
This sense of urgency is part of the larger redevelopment narrative that pervades
Factory Town, one with a supply-side economy bent (Goodwin et al 2014). The most
dominant theme here is that of lowering the tax liabilities for firms investing in the city.
This becomes quite clear when officials discuss tax abatements, one of the primary local
tools employed in both cities. For them, these tax savings have been the deciding factor
in enticing companies to invest locally. Officials have even gone so far as to say that tax
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abatements are just the “ante” when playing the high stakes game of inter-city global
competition (Factory Town Press 2002). This ante is thus elevated to an economic
necessity, as explained by a local development official in 1994 when discussing one of
the city’s major manufacturers:
[Factory Town] has played a major role in securing projects for the
[company’s local] facility by granting tax abatement[s]. Without partial
tax abatement, the company could not be competitive in the world market
and these jobs would not be here or coming to [Factory Town] (Raymond
1994: 2).
Though dated some twenty years ago, this refrain continues to dominate the politics of
redevelopment in Factory Town. The city’s last two redevelopment commission
directors both advocated this position, suggesting abatements are often the only way local
officials can entice private investment (Raymond 2014; Steve 2014).
College Town’s redevelopment narrative is more nuanced, with no single
predominant development thread. Some officials echo the aforementioned supply side
response in the way that financial incentives are part and parcel for private investment.
But other officials express a different view, one that claims a company’s relationship with
the university and its plentiful resources are most important. This was especially the case
during the city’s negotiations with a testing laboratory company involving their decision
to relocate from Iowa to the research park. Similarly, Drug Works cited universitysubsidized equipment and highly trained workers as key to its growth.
Interestingly, David cites both narrative threads as keys for local prosperity. He
discusses tax abatements as a luring mechanism for company recruitment in 2014. Yet
just two years earlier, he explained how investment negotiations are often framed in
terms of the prospective company’s future working relationship with university personnel
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and resources. On top of this, the city’s planning reports do not mention any concern
about decreased tax liabilities as an incentive for business investment. Instead, they
focus on making the community an attractive place to live and work. In short, College
Town’s development narrative includes both supply and demand side arguments.
Though offering different versions, both cities still fall under the more dominant
paradigm whereby cities are competing for investment and jobs (Harvey 1989; Leitner
1990; Mollenkopf 1983; Peterson 1981). But it is imperative, as argued in this research,
to deconstruct this paradigm and compare it to actually existing politics in the two cities.
Factory Town is emblematic of this paradigm and falls victim to the ‘race to the bottom’
thesis (Oates 2011; Tiebout 1956). Since other localities are offering similar incentives,
coupled with the cost efficiencies associated with global transportation systems and lowcost wage labor, it is in Factory Town’s best interest to offer similar incentives. Failing
to do so, in the eyes of local officials, could be disastrous in terms of lost investment and
jobs.
College Town does not rigidly adhere to this economic focus. Instead, the city’s
university-affiliated production system incentivizes development through non-financial
means. For instance, this system relies on the transfer of specialized knowledge and
practices (i.e. tacit knowledge) between researchers and developers, which result in the
creation of highly valued and specialized goods and services (Chugh 2013). Moreover,
the ease at which this transfer takes place is at least partially conditioned by geographical
proximity (Gertler 2003; Markusen 1996). This development network, in short, provides
social and knowledge-based benefits to system actors that cannot be replicated in other
places. It therefore follows that knowledge-based companies will be attracted to College
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Town to take advantage of these resources. The city’s current mayor sums this up
perfectly: “the thing that makes [us] attractive is [the university]” (Thomas 2012).
From this, we can conclude that the types of development incentives offered in
the cities are products of the relationship between their extant economic environments,
local actors, and their ideas and assumptions regarding local prosperity. It follows that
when examining particular incentives, the communities will display different tendencies.
The granting of tax abatements, including their amount, distribution, trajectory, and
effectiveness, is a case in point. Factory Town has offered 123 tax abatements since
1987, a majority being awarded prior to 2000. Comparatively, College Town granted
only 21 from 1992-2011 and never exceeded more than three in any year, though the city
has increased its abatement efforts throughout the program’s history.
From a distributional perspective, documented by the company’s SIC code, the
two cities exhibit quite large disparities. Each city’s tax abatement distribution is located
below. Factory Town’s distribution system is found in Figure 5.1. The overwhelming
majority of abatements (79%) were granted to manufacturing firms; roughly three-fourths
(77%) of these were granted before 2000. The other six SIC code categories contain no
more than 5% of the total number of abatements. This distribution very much aligns with
the city’s early focus on revitalizing its dominant industrial sector. Factory Town
officials seemed to adhere to the advice set forth in a 1981 redevelopment report that
stated: “[tax abatements] can be used to combat problems associated with a declining
economy [… and] it would seem most appropriate for local policymakers to extend [them]
to the broadest possible limits (Waggoner, Irwin & Associates 1981: 4).
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Figure 5.1. Types of Recipient Companies, Factory Town

But even as the city privileged manufacturing abatements, their effectiveness, as
measured by the total number of new jobs created, displays a different trajectory. In the
context of federal devolutionary pressures, Factory Town was left with little choice but to
continue incentivizing manufacturing companies. In this context, local officials remained
optimistic about their trickle-down impact of these abatements: these incentives would
help large manufacturers reverse their deteriorating economic situation, and in turn, local
tool and die companies that provided these larger companies necessary production inputs
would also experience substantial growth (James 2014). It follows that the effectiveness
of manufacturing abatements would coincide with overall job growth. Unfortunately,
Figure 3.7 (Chapter 3) displays no such relationship. In fact, manufacturing abatements
have an increasingly insignificant impact on the total amount of new jobs created.
Questions arise as to why the city privileged manufacturing abatements in the face
of this finding. Most commonly, officials reverted back to their supply-side explanations,
citing the importance of making the city an attractive business environment. We must
also consider path-dependent inertia. In the face of successful manufacturing abatements,
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especially during the early years (1987-1998), local officials became ‘locked-in’ to their
selectivity and therefore had difficulties changing their abatement allocation tactics. We
should also consider how larger economic trends impacted local companies’ investment
tactics. In the early eighties and nineties, automotive-affiliated local companies engaged
in more speculative investing, purchasing equipment or upgrading their facilities in hopes
to land a major contract with “one of the Big Three” automotive companies. In more
recent times, local companies were investing in the same items only “if it was a sure
thing” (James 2014). Local industrial companies did not have as much expansion
capacity as they did during the country’s manufacturing zenith.

Figure 5.2. Types of Recipient Companies, College Town

While Factory Town is dominated by manufacturing abatements, College Town
displays a roughly equal distribution between manufacturing and service companies (see
Figure 5.2). I have already examined the comparison between manufacturing and service
companies, highlighting some important differences (see Chapter 4). Service companies
are the more significant job creators for College Town, as their tax abatement record
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indicates that they constitute a majority of all job categories. This stems from the city’s
local economic situation that is rife with development opportunities.
Two examples prove enlightening. In 1998, the city granted an abatement to the
university’s private economic development organization to help construct a business
incubation facility. This resulted in 445 new jobs created, compared to an estimated total
of 140. This large increase was attributed to the pent-up demand for office space among
university-affiliated entrepreneurs, as well as existing companies requesting additional
space for their expanding operations. Said a research park official when requesting the
abatement: “There are requests currently in hand that will take the entire building plus
10,000 square feet” (College Town 1998). The second abatement, in 2004, mirrored the
first case. The university-affiliated organization again was granted an abatement for a
60,000 square foot expansion of an existing incubation complex. Not only would this
accommodate the growing need of new companies, but it would also benefit an
expanding drug testing company that would have otherwise relocated (Geller 2004;
Hlavek 2004). The incubator-affiliated abatement ultimately resulted in 100 new jobs,
drastically outnumbering the estimated twelve. What’s more, the city also granted an
abatement to the drug company which resulted in 26 new jobs over their estimated twelve.
Viewed more holistically, the towns’ abatement systems display varying levels of
effectiveness, illustrative of other scholarly research (Dalehite et al 2005; Chang 2001;
Kenyon et al 2012; Lynch 1996, 2004; Wassmer 2009). Table 5.1 presents the total
number of jobs in each category, and then displays the ratio of that categories’ number of
jobs to the total number of abatements. Factory Town’s abatement generated and
retained significantly more jobs compared to College Town, because it offered more than
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five times as many tax abatements. But College Town had a much more successful and
effective abatement program, as measured by the number of jobs per abatement.
Table 5.1. Tax Abatement Effectiveness

For every abatement the city awarded, they were able to create 54 jobs in the community.
Factory Town only created about one third of that amount. The comparison of retained
and current job ratios was slightly less severe.
The effectiveness comparison should inspire scholars and planners to reconsider
abatements in the economic context through which communities develop. Starting in the
1980s, local governments were tasked to take a more proactive role in influencing the
direction of their economies. But cities do not engage the economy with a similar set of
circumstances, nor do these components perfectly align with larger economic trends.
When governments do intervene, they do so to address their perceived economic needs at
specific times. Tax abatements are a type of intervention, but these incentives do not
produce the same level of economic prosperity across all cities. Disaggregating the local
abatement process reveals that the intensity and effectiveness of intervention is
contingent upon the type of city and its local development landscape.
Factory Town’s industrial losses pressured the city to find redevelopment
solutions quickly, and local officials did so by privileging tax abatements for
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manufacturing-based companies, especially pre-2000. It appears that tax abatements
represent a losing battle for Factory Town, as their efforts have not produced the level of
benefits originally intended, particularly so for less locally dependent industrial
companies (see Figure 6, Factory Town). In fact, these incentives, which local officials
hoped would reignite the city’s economy, have had an increasingly insignificant impact.
College Town took a less interventionist approach, granting roughly one-sixth as
many abatements as Factory Town. Their efforts focused on providing office capacity
for an expanding university- and research park-affiliated business environment, even as
city officials were not solely concerned with job growth (David 2012b). Since so many
companies were in need of additional office and incubation space, abatement job records
were quick to document rather large increases in newly created jobs. Furthermore, the
city’s economy very much aligned with national and global trends that favored high-tech
growth. Local abatement efforts then effectively subsidized already-expanding
companies that exhibited a high degree of local dependence. In sum, this comparison
suggests that local state interventions can be more or less successful depending on the
relationship between a community’s economic makeup and larger economic trends.
Tax abatements represent more direct government interventions in the economy
by providing immediate tax relief to recipient companies. But local governments also
intervene through more indirect means, such as tax increment financing districts. These
districts capture incremental tax revenue and then spend funds in support of local
development.73 State legislation outlines an extensive list of approved TIF-funded
expenditures, allowing local governing units much flexibility in how they spend these
73

In Indiana, local redevelopment commissions manage TIF districts.
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revenues (IC 36-7-14-39). TIF expenditures also have minimal oversight that removes
them from mundane budgetary decision-making (Weber and Goddeeris 2007). This twin
dynamic of local flexibility and minimal oversight makes TIF an attractive tool for local
redevelopment. Moreover, I argue that due to this flexibility, categorizing TIF-associated
projects helps us better understand local development histories and priorities.
TIF districts have long histories within each city. Factory Town has created six
districts, with the first one created in 1989. It was not until fifteen years later that the city
created their third district, followed by three more beginning in 2011. Interestingly, the
city only has only two districts classified as ‘redevelopment areas (RDA),’ a designation
that can only be applied to those areas exhibiting blight. It is reasonable to assume that
the city’s experience with deindustrialization would have generated a need for more RDA
districts. College Town has created seven districts in total, starting with the first two in
1990. The city only has one district classified as a redevelopment area. And similar to
Factory Town, there exists a rather sharp temporal break in district creation.
However, similarities in district type and time of creation do not extend to TIF
projects. In fact, the cities display unique TIF-funded project distributions, indicative of
their development priorities. First, there are more TIF projects in College Town (76) than
there are in Factory Town (64). It is difficult to determine why this disparity exists as
local officials give scant attention to the actual number of projects. Instead, they are
primarily concerned with their ability to fund them (an issue to be discussed shortly).
With different local economic environments, it stands to reason that the cities will
privilege certain projects that best fit address their development needs. These differences
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are graphed below. Figure 5.3 displays Factory Town’s percentage distribution of TIF
projects. Business development and infrastructure projects represent the overwhelming
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Figure 5.3. Percentage Distribution of TIF-Projects, Factory Town

majority of all TIF projects in the city. Quality of place projects rank third, while public
safety and management services each represent 3% of the total. This distribution aligns
well with many local officials’ concern that the city must find ways to replace
deteriorating industry and expand its economy, whey they can do through the use of TIF
(James 2012; Michael 2014b; Raymond 2013; Steve 2014). These business efforts seem
to be of particular importance to the Downtown TIF, which contained roughly three
quarters of these projects. Here, TIF funds were used for building demolitions, the
façade restoration program, and the downtown business incubator (among others). In
short, the city sought different types of redevelopment alternatives to confront the many
challenges of its deteriorating central area, and expended TIF funds accordingly.
But officials also mention that development efforts can be enhanced through
infrastructure projects, which make the community more appealing to outside investors.
Appeasing investors has been a signature feature of the city since the 1980s, typically
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associated with a failed redevelopment project during that time. Local officials offer
scant details, but cite how private developers were so put off by the downtown area’s
blight and vacancies that they simply did not show up for a business meeting with local
government officials (Alan 2013; James 2012; Roysdon 2007b). So by upgrading the
community’s aesthetic appeal, officials hope to engender private investment.
Infrastructure projects can also enable development projects by installing necessary
public works systems. This was the case for the 1996 bond issue in Retail TIF. Without
this infrastructure, the mall’s development and commercial appeal would have suffered,
and, in similar fashion, the 2013 bond issue in Retail TIF facilitated the location of a
national sporting goods retailer within city limits.
College Town TIF projects display a different distribution, presented in Figure 5.4.
Infrastructure projects represent more than half of all TIF projects, aligning well with
Business
Development
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Quality of
Place
29%
Public Safety
4%

Infrastructure
57%

Management
Services
1%

Figure 5.4. Percentage Distribution of TIF-Projects, College Town

David’s remarks that these funds can be used for “street improvements, all day long”
(David 2012b). The second largest category, quality of place (29%), represents a larger
share of projects compared to Factory Town’s total. This disparity is expected when
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examined in the context of recommendations set forth by Heather and David, who
advocated that the city become an attractive environment for young professionals and act
as a supporter to research park development. What’s more, this type of project has long
existed in the city’s planning reports, dating back to the early 1980s. Combined, these
two categories represent 86% of all TIF projects. Business development projects are the
third largest category at 9%, while the remaining two categories account for just 5% of all
projects.
There is no national database for TIF districts, and Indiana only recently created a
state-level database in 2014 (https://gateway.ifionline.org/). Furthermore, TIF funds can
be used for a large variety of purposes, and data that has yet to be comprehensively
categorized and/or attributable to specific types of cities within the state. In this regard,
this research presents some important findings concerning how different types of cities
employ this local development tool. Declining cities like Factory Town tend to favor
infrastructure and business development projects, efforts aimed at repairing the economic
and physical damage left by decaying industry. Only recently have local officials shifted
away from their industrial focus towards attracting young professionals. This shift
should eventually bring about a change in project distribution due to the fact that
manufacturing companies, entrepreneurs, and young professionals have different criteria
concerning their business investment decisions (Blair and Premus 1987; Endeavor Insight
2014; Florida 2005; Wasylenko 1997). College Town favored infrastructure and quality
of place projects designed to attract a particular type of professional worker that enjoys
recreational amenities while also upgrading roads to enhance the city’s commercial
appeal. The city did support business development projects, like building incubators and
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subsidizing rents. But these efforts act as supportive mechanisms to more strict
development initiatives that fell within the confines of the university and its private
development organization, like company recruitment and enabling entrepreneurs.
In a more holistic sense, the cities exhibit a rather distinct division of labor
pertaining to economic development. Factory Town takes on a larger share of
developmental responsibility due to the lack of interest among private investors. This
was most evident during company recruitment efforts in 2006, whereby the city tailored
its incentive package to meet company specifications. College Town displays a more
cooperative approach involving local government and university. This ultimately frees
up resources that the local government has at its disposal, allowing them more selectivity
and perhaps a longer time horizon to engage development projects.
The distribution of projects tells us much about the different local development
priorities within each city. But there is another dimension to TIF that I argue further
distinguishes the communities. This involves funding TIF district projects (Weber and
Goddeeris 2007). Often times, places do not have ample funds-on-hand to finance a
development project. This is evident when comparing the incremental revenues collected
from the cities’ largest TIF districts, measured by the number of projects. Figure 5.5
compares College Town’s Riverfront TIF to Factory Town’s Downtown TIF from 20062013 (see Appendix B). Riverfront TIF’s lowest amount of income was slightly below
$1.5 million in 2006, and since that time, has increased to roughly $3.5 million in 2013.
Comparatively, Factory Town’s Downtown TIF surpassed the $500,000 mark in 2006,
only to be followed by ever smaller incremental revenues.
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Local officials are well aware of these revenues when investigating development
projects. Without adequate funds on hand, as in Factory Town’s Downtown TIF,
redevelopment commissions often resort to issuing bonds to pay for projects, and use

Figure 5.5. Comparison of Each City's Largest TIF District

future incremental revenues to pay off the debt. Bonds are typically structured so that
only TIF funds are used as collateral, and thus only backed by the TIF district. In this
scenario, they do not require the sponsoring city government to ensure bond repayment.
TIF bonds can also be secured with supporting funding mechanisms, like a special
property tax or a local allocation of a state tax. These different financial arrangements
help us understand the risks involved with debt-financed projects, and those of the city
more generally. With future revenue streams promised as repayment, those districts with
more variable amounts of incremental taxes collected are at a disadvantage, perhaps even
pressured to promise other revenue streams to secure TIF bonds (Johnson 2002). It
stands to reason that creditors are less inclined to take on debt-financed development
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projects when the city may have difficulty in repayment (O’Hara 2012; Weber and
Goddeeris 2007). So by diversifying the bond’s collateral, the city can assuage the fears
of the bonds’ purchasers.
Following this, I argue that the total number of TIF bonds and their associated
financial backups provide a sense of the development risk within a locality, where larger
numbers translate into more risk. This is especially the case in those communities with
extensive blighted, vacant, and/or brownfield properties (Briffault 2010; Pippin 2009). In
this context, College Town and Factory Town show clear disparities. Factory Town has
issued ten TIF bonds spread over five districts, with Downtown TIF and Retail TIF
containing the most bond issues. Most of the TIF bonds were issued for business
development and infrastructure projects. It was not until recently that the city used debtfinancing to support quality of place projects. Perhaps the most defining feature of
Factory Town’s bonds concerned the varied backup schemes. Only four bonds relied
solely on TIF district revenues, the other six had multiple backups. Two Downtown TIF
bonds had CDBG monies as their primary backup, followed by TIF and then EDIT
revenues. A 2013 bond issue and the 2014 multipurpose bond had TIF and property tax
backups. The last two bonds had TIF and EDIT as their first and secondary backups,
respectively. Their tertiary backups included proceeds from the sale of an office building
and the city’s annual allocation of the state’s food and beverage tax.
Compared to Factory Town’s ten bonds, College Town only issued six bonds
within three TIF districts, the majority of which were associated with city’s two largest
districts. Three bonds (1997, 2005, 2012) were for business development projects. The
2001 bond was associated with infrastructure, while the 2012 issue had a public safety
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bent. The city also issued a multipurpose bond in 2002 containing elements of quality of
place amenities and business development. And unlike Factory Town, the city’s bonds
had rather straightforward backing mechanisms. All bonds had TIF revenues as their
primary backup, with the exception of the 1997 Riverfront TIF issue, which had both TIF
funds and the sale of the property as its primary mechanism. Four bonds did not have
any secondary backup, while the 2001 and 2002 ones designated a property tax to cover
insufficient TIF funds.
The bond financing method has become an increasingly common way that cities
fund large development projects, especially since the 1980s (Hildreth and Zorn 2005;
Johnson 1999). And since economically distressed cities are more likely to adopt TIF
(Man 1999), I argue that they are also more likely to adopt bond financing due to their
inability to collect sufficient incremental revenues to support development projects.
Factory Town clearly follows this trend both in absolute numbers and in the
diversification of their bond issues. A majority of the city’s TIF bonds had multiple
financial backups, compared to College Town’s more standard security technique.
Factory Town also engages in more diverse financial backings, suggestive of a riskier
development environment that requires more financial security.
Pledging different revenues streams to secure TIF bonds, however, positions the
city in a highly precarious development state. They cannot drastically change these
projects in the short term in fear of incurring significant financial losses. But more
importantly, any future development initiatives will likely require more debt financing
since the city will have even less unpledged TIF funds-on-hand. At this point, Factory
Town stands at a crossroads. Its development landscape is ripe with blighted areas that

256
are unattractive to private developers, but redeveloping these areas requires significant
amounts of financial resources that the city does not have. To overcome this
development obstacle, Factory Town can keep issuing TIF bonds in attempts to increase
the districts’ revenue generating capacity. If enough funds are generated, it can slowly
wean itself from debt-financed development. But this strategy constrains the districts’
development capacities by way of pledging future revenue streams to current projects.
Relying on this debt-financed strategy is likely unsustainable and may eventually cause
the city to fall into financial ruin.
College Town exhibits a different trend as their bonds are primarily backed solely
from TIF revenues. The city did issue two bonds with a property tax levy as a secondary
security. One of these bonds required a property tax backup just to ensure a lower
interest rate. Coupled with the fact that the city’s TIF bonds contained more project
categories than its industrial counterpart, relying more exclusively on TIF revenues
indicates a safer development landscape for investors.
This safer landscape is secured by College Town’s defining feature: the locally
entrenched and economically stable university system. There is yearly student turnover,
but replacements are quick to follow. The steady increase in university faculty further
contributes to the region’s ever-growing purchasing power. Finally, the institution’s
entrepreneurial ecosystem has at its core the capacity to start new businesses, and has
done so quite successfully. Combined, these processes grow the city’s property tax base,
effectively replenishing TIF funds for future development projects.
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5.3

Intergovernmental Context of Local Development

Local governments not only rely on local tools but also use state and federal
resources for local development purposes. Borrowing from social movement theory, we
can view this intergovernmental system as a form of economic opportunity (see Hogan
2005; Meyer 2004; Tarrow 1998). State and federal officials make budgetary decisions
that affect funding levels for various government programs. These programs privilege
certain types of local circumstances, and thus local actors are attracted to those programs
that can contribute to their development strategies. For example, the federal Community
Development Block Grant program allocates funding according to an area’s poverty level,
among other variables (Richardson and Meehan 2003). Those localities with high
poverty rates will receive more funds to address this issue, and, as a result, attach a higher
priority to this program compared to cities without a large number of poor persons.
But we must also understand that the capacity localities have to exploit these
economic opportunities is contingent upon at least other two variables. First, the federal
government’s fiscal devolution has defunded various urban programs, most notably the
Community Development Block Grant program (HUD 2015). Since the CDBG program
awards funds to help communities address poverty and development issues, those places
reliant upon this federal assistance have to be strategic in their local allocations,
potentially making ameliorative efforts more difficult. Second, the manner in which
federal assistance is allocated can be formulaic or competitive (Dilger 2014). The CDBG
is formulaic, meaning that funds are allocated to recipients according to factors specified
within enabling legislation (Richardson and Meehan 2003). Competitive grants pose
other difficulties: even if a city wants to address a local issue and applies for funding, it
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may never actually receive assistance. This is why we must be attuned to the type of city,
its local conditions, how these components influence local officials’ desire for
intergovernmental assistance, and the federal or state program’s funding mechanisms. In
what follows, I review how these issues play out in Factory Town and College Town.
To begin, both cities receive annual allocations from the federal Community
Development Block Grant (CDBG) program and have much flexibility in how they spend
their funds. Even with rather large disparities in terms of the total amount, both places
privilege housing issues in their local allocations.74 But there are unique differences in
the type of housing issue and locus of funding decision-making.
First, each city prioritized a different type of housing activity influenced by their
respective housing markets. Industrial outmigration heavily impacted Factory Town’s
market by increasing the city’s vacancy rate. In turn, the city used CDBG funds in
attempts to demolish its rather large number of deteriorated and vacant housing units.
Interestingly, the city also used these funds to secure two loans for its façade restoration
program, somewhat dampening their housing restoration efforts. College Town did not
experience a similar vacancy problem or redirect its CDBG allocation to a restoration
project. Its housing related issues primarily concerned the negative influence of
university growth on adjacent neighborhoods. Here, the local housing market has
gradually become dominated by renter-occupied, as opposed to owner-occupied, units.
This transition has been especially pronounced in a neighborhood adjacent to the

74

From 1996-2013, College Town expended close to $11.8 million while Factory Town
spent roughly $27.5 million on approved activities.
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university. To curb this shift, the city uses its CDBG allocation to purchase, rehabilitate,
and then resell homes to qualified buyers.
Although both cities have a community development office and local CDBG
administrator, final funding allocation decisions are housed in different domains. Factory
Town’s public officials make the final decision in expending CDBG funds and privilege
areas with high vacancy rates, specifically the downtown area. Comparatively, College
Town effectively outsources the housing portion of their CDBG allocation to a private
non-profit organization whose primary focus area is the aforementioned universityadjacent neighborhood. The College Town case displays one of the key elements of the
shift in urban governance, that of establishing public-private partnerships to achieve
development objectives (Hackworth 2007; Harvey 1989; Hubbard and Hall 1998).
Housing rehabilitation efforts effectively stop here for College Town. The city
strives to curb the owner-to-renter conversion but, besides the CDBG program, it does
not allocate any significant amounts of financial resources to this effort. Factory Town
displays a very different trajectory, whereby their CDBG allocation cannot address the
entirety of city needs. Jane fittingly describes this situation: “We have a real limited
amount of money to tear down houses. If we can get outside assistance, we’ll take it.
We will never turn down demolition money” (quoted in Slabaugh 2013: 2). Factory
Town appears to be more attuned to intergovernmental assistance since what funds they
do receive have not solved their housing issues. In turn, local officials are constantly
searching for ways to revitalize their housing market, evident by their most recent
attempts to receive federal funding coinciding with the 2008 economic recession. The
federal government allocated funds for housing stabilization measures, but unlike the
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CDBG funds, these are competitive in nature. Factory Town has continuously applied
for these funds, plagued by the uncertainty that they might not be rewarded anything.
Fortunately, the city won three rounds of federal funding, two Neighborhood
Stabilization Program grants and one Hardest Hit award, equaling about $6 million. In
support of these funds, city officials have devised a local incentive system that aims to
induce low- and medium-income citizen to buy tax delinquent homes.
Factory Town, in short, is seeking whatever means are available to revitalize a
housing market plagued by vacancies. Even as these vacant structures negatively impact
surrounding areas, there is a growing sense of optimism among some local officials. The
local Hardest Hit administrator, for example, suggests that the city must “market itself as
a kind of land of opportunity, or kind of new urban west [… with] the potential for just
about anything” (Alan 2014). At this point, some forty years after deindustrialization
commenced, the city still finds itself in a situation that requires a transition. It can no
longer rely on the local manufacturing sector to support the local economy, providing
stability for citizens in life and work. Without many alternatives left, at least with regard
to housing, Alan advocates wiping the slate clean and starting anew.
Residential concerns are arguably the central concern for both cities when it
comes to intergovernmental assistance. However, the communities do receive other
funds for city-specific needs. Interestingly, both cities have received state assistance for
their respective brownfields issues, though Factory Town’s needs are significantly greater.
My research revealed that the city has 80 brownfields sites within its limits, while
College Town only has three. Moreover, College Town has successfully coupled this
state assistance with local funds to revitalize these areas. For Factory Town, the
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competitive nature of brownfields assistance, coupled with the fact that the amount of
funds has diminished, positions the city in a more precarious state. It simply does not
have enough local funds, nor has it been awarded adequate state funds to revitalize all of
these areas. Indeed, much of the state assistance is not actual funds but information and
site status letters.
Lacking sufficient funds, these areas are likely to stay in their current state for an
extended period of time, which hampers the city’s ability to attract new investments,
especially when these new investments require a different set of resources and
infrastructure. Brownfield sites are also unattractive for companies since they require
large upfront costs to convert into usable space. In this context, it is much more cost
effective for companies to locate outside these brownfield areas (Jane 2014b). Even as
the city is slowly revitalizing these areas, it still must engage a competitive
intergovernmental reward system that cannot supply the city with enough funds to retrofit
its entire decaying industrial landscape.
The final form of intergovernmental assistance coincided with the state’s policy
transition towards entrepreneurialism. Government officials saw development
opportunities in commercializing state university research and development initiatives.
Shifting state resources to these entrepreneurial efforts will differentially impact Indiana
cities. Cities like College Town stand to make significant gains, since this policy shift
coincides with their established and growing entrepreneurial culture and ecosystem. In
short, there is alignment of the local economy and state policy priorities such that the
state’s financial assistance is adding fuel to the city’s entrepreneurial fire. And this is
evident when examining the distribution of the program’s awards, which
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disproportionally favor the town’s university. Unfortunately, the policy shift presents a
much smaller opportunity window for Factory Town. The city does have some footing in
entrepreneurial efforts but this pales in comparison to College Town. In this way, state
policies and associated funding do not align with local conditions within Factory Town.
This misalignment thus makes it more difficult, from an intergovernmental perspective,
for the city to enhance their local economy.
5.4

Conclusion

Local economic development is the product of the relationship between and
alignment of local needs, local developmental legacies, and large-scale transformations.
In this context, different types of cities and their extant resources have more or less
aligned with larger economic trends, producing variable outcomes. But investment
patterns and production systems can also change, and this disproportionately and
negatively impacts those cities with local production systems supportive of the previous
era. Conversely, cities that privilege the new economic arrangements stand to make
substantial gains, as their infrastructure and resources are now highly valued. These
dynamics help us understand the different development trajectories in College Town and
Factory Town.
Deindustrialization forced Factory Town officials to confront redevelopment
challenges as quickly as possible, relying heavily on tax abatements and TIF districts to
revitalize the city’s declining industrial sector. Unfortunately, these incentives failed to
provide desired economic outcomes. These immediate negative externalities were
accompanied by second-tier losses, specifically the extensive amount of blighted and
vacant properties. To confront these issues, Factory Town has relied on a competitive
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intergovernmental grant system that simply cannot provide the city adequate funds to
successful redevelop these scarred landscapes.
Comparatively, College Town and its relationship with the local-dependent
university have been at the forefront of the new high-tech economy. The city did have a
manufacturing component, but this pales in comparison to the university’s business- and
jobs-generating research and development activities. These positive growth metrics
effectively allow the city to focus their efforts on making the community an attractive
place for workers, utilizing the same incentives as Factory Town. Due to the area’s
positive and stable growth, the city does not require intergovernmental assistance to
correct market failures. Instead, they use this system to support already-expanding
companies, further solidifying local prosperity.
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Appendix A

Notes on Illustrative Comparison of Indiana Cities (Table 2.1)

College student population as % of total population: I contacted the largest university within
each city and compiled their fall enrollment numbers for 1980 and 2010. Enrollment
numbers were for headcounts, which included all undergraduate and graduate students
enrolled part- and full-time. Total population was gathered from each city’s respective 1980
Census of Population and Housing and the 2010 U.S. Census (U.S. Census Bureau 1980,
2010a). I computed this metric by dividing the number of students by the total population,
then multiplying that number by 100.
% of population 25 years or older with a bachelor’s degree or higher: I gathered data from
each city’s respective 1980 Census of Population and Housing and the 2010 U.S. Census
(U.S. Census Bureau 2010a). However, the 1980 reports did not provide data on the percent
of the population 25 years and over with a bachelor’s degree or higher. I therefore used ‘4 or
more years’ of college completed as a proxy for this measure. Because of this disparity, the
census warns researchers to be cautious when making comparisons between the two
measures. I computed this metric by dividing the number of people 25 years and older with a
bachelor’s degree or higher (or ‘4 or more years’ of college completed) by the total
population 25 years or older, then multiplying that number by 100. This was done only for
1980; the Census provides this measure for 2010.
Manufacturing employees as % of labor force (16 and over): Data were collected from two
sources. First, I used the 1977 and 2012 Economic Censuses to compile the number of paid
employees in manufacturing occupations. The Economic Census only gathers data every 5
years, and the 1977 report had data for all cities while the 1982 report did not. This lack of
1982 data prompted me to use 1977 numbers. 2012 data was used since this was the most
updated information available, ultimately providing a more comprehensive description.
Labor force data were compiled from the cities’ 1980 Census of Population and Housing and
the 2008-2012 American Community Survey 5-Year Estimates. Capital City did not have
complete data for 2012; it only had ranges, which made it difficult to accurately describe the
city. I therefore used the latest year (2002) in which Capital City had complete data for
manufacturing employees. And to generate this measure for Capital City, I used the 2000
U.S. Census numbers for its labor force. Measures for the other cities were calculated as
follows: 1980 numbers were computed by taking the number of manufacturing employees in
1977 and dividing that a city’s 1980 labor force population 16 years and over. 2012 numbers
were calculated by taking the number of manufacturing employees in 2012 and dividing that
a city’s 2012 labor force population 16 years and over.
As the Table 2.1 indicates, Factory Town 3 had more manufacturing employees than its total
labor force. This is likely due to individuals working in manufacturing occupations but
residing outside of city limits. Labor force data does not provide this level of specificity for
these individuals.
Value of manufacturing sales per manufacturing employee: I used the 1977 and 2012
Economic Census reports to generate these rates. For 1977, I used data located in the column
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marked ‘value of shipments.’ The column heading changed in the 2012 report; it is labeled
‘value of sales, shipments, receipts, revenue, or business done.’ Though different headings,
this category refers to the aggregate sales, shipments, revenues, receipts, and business
conducted by domestic establishments (U.S. Census 2012, 1977). This measure was
computed by dividing the value of manufacturing sales by the total number of paid
manufacturing employees. Unfortunately, the Economic Census does not have complete
2012 data for Capital City or Factory Town 3. Even though Factory Town 3 does have data
for the number of manufacturing employees in 2012, it has a numerical range for the value of
manufacturing sales. Capital City has ranges for both the value of manufacturing sales and
the number of manufacturing employees. As a result, the numbers presented in the table for
these two cities comes from 2002 data; this is the latest year in which complete data is
available.
Year of city’s incorporation: Year in which the city was granted a charter from the state of
Indiana, becoming a self-governing entity.
Year of university’s establishment: To reiterate, data emanate from the largest university
located within the city’s boundaries. Dates listed refer to the founding of the university.
However, the dates listed for universities in Factory Town 1 and Factory Town 4 are later
than the school was established. This is due to the fact that those universities were first
established as normal schools, schools tasked with training teachers. And in fact, up until the
date listed in the table, these schools were classified as colleges. In 1965, the state of Indiana
re-classified these institutions of higher education as universities due to their expanding
academic focus and increased student population (Factory Town University 2015; Factory
Town 4 University 2015).
Size of population in 2010: Data gathered from the 2010 U.S. Census (U.S. Census Bureau
2010a).
Median housing income in 2013: Data gathered from the 2009-2013 American Community
Survey 5-Year Estimates, and reported in 2013 inflation-adjusted dollars.
Income per capita in 2013: Data gathered from the 2009-2013 American Community Survey
5-Year Estimates, and reported in 2013 inflation-adjusted dollars.
Total vacant housing units as % of total housing units: Data gathered from the 2010 U.S.
Census (U.S. Census Bureau 2010a). I divided the number of total vacant housing units by
the total number of housing units, and then multiplied this by 100.
Percent of population below the poverty line in 2013: Data gathered from the 2009-2013
American Community Survey 5-Year Estimates. There is, however, one caveat to this
measure. The ACS calculates the poverty rate for “all people, except institutionalized people,
people in military quarters, people in college dormitories, and unrelated individuals under 15
years old” (U.S. Census Bureau 2013: 105). As such, total population figures displayed in
Table 2.1 are different than those used for determining poverty status. Consult the
aforementioned ACS report to view those differences.
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Percent of population that is African American: Data gathered from the 2010 U.S. Census
(U.S. Census Bureau 2010a).
Distance (in miles) to the Indianapolis International Airport: Distance was calculated using
Google Maps; numbers represent the mileage from each city’s center to the Indianapolis
International Airport. However, Factory Town 2 is actually much closer to Chicago’s
international airport and the table reflects this.
Subject to statutory home rule: This is based on The Home Rule Act of 1980 that enumerates
powers withheld from and exclusively granted to Indiana localities. Viewed holistically, this
measure provides a baseline similarity to isolate key comparable differences.
% Change in GDP by MSA for all industries (2001-2013): Data gathered from the U.S
Department of Commerce’s Bureau of Economic Analysis. Reported changes were based on
data that were presented in current dollars. Factory Town 2 does not have any reported
statistic since it is part of the larger Chicago MSA. And since the Chicago MSA is one of the
nation’s three largest MSA’s in terms of GDP, displaying this data point would present a
biased portrait of Factory Town 2. Consult the Bureau of Economic Analysis for more detail
(http://www.bea.gov/index.htm).
Job Growth (2002-2012): Data compiled from the Longitudinal Employer-Household
Dynamics Origin-Destination Employment Statistics (LODES) for years 2002 and 2012.
LODES provides counts of jobs for all NAICS industries compiled from Unemployment
Insurance earning data, the Quarterly Census of Employment and Wages (QCEW) data, and
various other administrative data, census, and surveys (http://lehd.ces.census.gov/). For my
table, selection criteria consisted of all jobs (both public and private) for those individuals
employed in the cities. Jobs data is for the beginning of the second quarter of selected years.
Job growth is expressed as the percent change from total number of jobs over the selected
years.
Patents per 10,000 people: Data compiled from the U.S. Patent and Trademark Office’s
online search database (http://patft.uspto.gov/netahtml/PTO/search-adv.htm). Data concern
the total number of patents since 1976 with at least one inventor’s city of residence at the
time of the patent issue marked as the selected city. The search criteria used (as classified by
the USPTO) were inventor city (“IC”) and inventor state (“IS”). Searches required both
terms since city names have counterparts in other states. 1976 was the cutoff year since pre1976 patents are only searchable by issue data, patent number and current classification. I
generated the final data point using the following technique. I first calculated the average
population from 1980-2010; I took the population count in each decennial census and divided
that by four. I then divided the total number of patents by this average population metric, and
multiplied that by 10,000. This is a crude measure but more easily comparable across cities
(instead of relying on the total number of patents without any reference to per capita).
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Appendix B

Missing Data

There were four instances of missing data.
1. Government Reports
The first instance of missing data stems from the fact that some government archives were
either misplaced or thrown away. This concerned certain redevelopment reports that were
mentioned in redevelopment commission meeting minutes. The more pressing instance
concerns historical data (pre-1995) from the Community Development Block Grant program.
I repeatedly inquired about this data with my local contacts, but they informed me that the
CDBG reporting system changed in 1995. As a result, CDBG reports prior to this time were
effectively discarded. To overcome this obstacle, I filed a Freedom of Information Request
on July 21, 2014. Unfortunately, the federal contact informed me that pre-1995 CDBG do
not exist in the Department of Housing and Urban Development’s archives. This is
particularly interesting since these reports do, in fact, exist; I was able to locate historical
reports for other U.S. cities prior to 1995. My best guess is that either the cities in my study
simply discarded these reports, or the federal HUD archival system experienced issues in data
retrieval. As a result of this issue, I did not include those missing reports in final data
analysis. This is most apparent in my analysis of the CDBG program (see Chapters 3 and 4).
2. Tax Abatements
The second instance concerns tax abatement data. Companies receiving tax abatements are
required by Indiana law to fill out two forms: Statement of Benefits (SB-1) and Compliance
with Statement of Benefits (CF-1). These forms require recipient companies to fill out data
on jobs, salaries, taxes abated, the amount of investment, and other descriptive variables. My
research focuses exclusively on the jobs data, which includes new, retained, and current jobs.
Unfortunately, companies did not input data for every jobs category. Local officials could
not provide an explanation why, nor were companies willing to discuss their tax abatements
with me. I did not use any statistical techniques to input values for this missing data,
particularly since jobs data is so variable. I simply eliminated missing values from final data
analysis. Understandably, this skews the final analysis and so I urge the reader to take note
of missing data and use caution in interpreting my findings.
Table B.1 presents the number of missing data for each jobs category and taxes abated over
the course of Factory Town’s tax abatement program. Table B.2 presents this data for
College Town. To be clear, the numbers in the table refer to the total amount of missing
values for that specific category/year. For Table B.1, much of the missing data is to be found
prior to 1992 in the retained and current jobs categories. This has to do with the fact that
abatements data prior to 1992 were collected from an abatement summary report that did not
collect data on retained and current jobs. Fortunately besides this, there were at most only
three missing data points in any jobs category. Issues arise, however, when missing data
moves close to or equals the total number of abatements in any given year. This is the case in
the following years: 1994, 1996, 2000, 2001, 2004, 2005, 2008, 2010, 2012, 2013, and 2014.
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Table B. 1. Missing Data for Factory Town's Tax Abatements, All Years

Table B.2 indicates a very different situation for College Town. The most glaring difference
is that these abatements have less missing data. However, problems arise due to the fact that
so few tax abatements were granted in any given year. This is particularly problematic for
the following years, where one missing data point (i.e. jobs category) effectively eliminates
that year from final analysis: 1998, 2000, 2001, 2003, 2004, 2005, 2006, and 2007. Perhaps
even more significant is when the new jobs category has missing values, like in 2005 and
2006. This surely has an impact on final analysis especially since tax abatement
effectiveness is primarily measured in terms of new jobs created.
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Table B. 2. Missing Data for College Town's Tax Abatements, All Years

3. SIC Codes
My analysis includes examining tax abatement recipient companies according to their
Standard Industrial Classification (SIC) code (see Appendix B). Unfortunately, some SIC
codes could not be located by the research strategy outlined in Chapter 2. Local officials did
not provide any explanation as to why this was the case. It seems likely, however, that these
unclassified companies simply went out of business.
In College Town, I could not locate SIC codes for two companies, one in 2004 and another in
2007. Factory Town had eight companies without a SIC code. The distribution is as follows:
two missing codes in 1992; one missing code in 1993; one missing code in 1999; one missing
code in 2006; one missing code in 2011; one missing code in 2012; and one missing code in
2013. Without this information, I eliminated these companies from Figure 5.1 and Figure 5.2,
respectively (see Chapter 5).
4. TIF Incremental Tax Revenue
The last instance of missing data concerns TIF incremental tax revenue in College Town. Per
Indiana law, cities are required to submit annual reports to the State Board of Accounts. TIF
district incremental tax revenue is included in these reports. Each city rightly filled out the
reports, but there were issues with College Town’s reports. According to my local contacts,
the city clerk who filled out these reports engaged in specific accounting techniques that
could not be fully understood by other city officials. Even the current city clerk and
redevelopment commission director were unable to interpret these reports. I tried discussing
this issue with the city official who filled out these reports. Unfortunately, this official was
unwilling to discuss this issue with me. My attempts were made even more difficult since
this official was voted out of office during the duration of my research.
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As a result, I was unable to locate annual tax revenue collected for each of the city’s TIF
districts throughout their history. The city clerk did, however, provide me data on annual
revenues for three TIF districts from 2006-2013. These districts were Commercial TIF,
Research Park TIF, and Riverfront TIF. Due to the incompleteness of this data, I decided not
to include it in Chapter 4. I do reference this data for Riverfront TIF in Figure 5.3, Chapter 5.
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Appendix C

Methodological Note on Tax Abatements

Tax Abatement Data: Tax abatement data was collected from two sources, CF-1 forms
(Compliance with Statement of Benefit forms) and a 1994 tax abatement summary report.
The summary report was for Factory Town only. CF-1 forms contain information on the type
of investment, length of abatement, taxes abated, and estimated and actual new, retained, and
current jobs. These forms are given to local governments so they can examine the history of
abatements, as well as how effective they are in generating jobs. Prior to the date when
Indiana required these forms, local governments were not legally obligated to track their
abatement histories. As a result, jobs data is only available from localities that kept these
records. Furthermore, my research revealed multiple CF-1 forms for a single abatement.
When this happened, I used the most recent form. Finally, all CF-1 were not accurately filled
out. See Appendix A for a detailed analysis of this missing data.
College Town data was collected solely from CF-1 forms. As Figure 4.1 (Chapter 4)
indicates, I located and examined 21 tax abatements from 1992-2011. All of these
abatements had CF-1 forms. However, my research revealed a total of 39 abatements,
meaning that 18 did not have a CF-1 form. According to local officials, this was due to the
fact that the abatement was either not granted, the company failed to provide the city with
any information or the actual CF-1 form, or the CF-1 was misplaced or lost.
Factory Town data was collected from both CF-1 forms and a 1994 tax abatement summary
report (covering 1987-1993). For the summary report, tax abatement information was
provided to Factory Town’s Tax Abatement Committee in a survey of recipient companies.
This included estimated and actual new jobs, as well as the percentage of female and
minority hires. This committee then summarized these findings in a 1994 report and
distributed it to Factory Town’s Common Council. The report differs from the CF-1 forms in
that it only contains the aforementioned jobs and female/minority hires data.
To address the employment impact of these abatements in Factory Town, my analysis begins
with seventy-four (74) abatements with CF-1 forms and fifty-one (51) abatements
documented in the 1994 summary report. There were two (of the 74) abatements in 1993 that
had CF-1 forms and were also documented (among the 51) in the summary report. These
were not counted twice. The final analysis includes CF-1 form data for these two abatements,
but they were removed from the summary report data. As Figure 3.2 (Chapter 3) indicates, I
located and analyzed 123 abatements from 1987-2014. Forty-nine (49) abatements came
from the summary report; the remaining seventy-four (74) had CF-1 forms. However, my
research revealed a total of 219 tax abatements. This means that 96 abatements did not have
an associated CF-1 form, nor were they documented in the summary report. According to
local officials, this was due to the fact that the abatement was either not granted, the company
failed to provide the city with any information or the actual CF-1 form, or the CF-1 was
misplaced or lost.
Note on estimated/actual jobs data:
Estimated and actual jobs had different temporal components. Estimated jobs were those that
the company thought it would create in the year that the tax abatement was granted. Actual
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jobs data stemmed from the most recent available data, indicated on the company’s most
recent CF-1 form that they provided to the redevelopment commission. Accordingly, the
figures display estimated jobs for the year in which the company was granted an abatement.
Actual jobs data was taken from the most recent CF-1 form. By doing so, I was able to
examine how effective abatements were for any given year.
Determining abatement types (SIC Codes):
Recipient companies were classified into different industrial groupings, using the Standard
Industrial Classification System (SIC) division structure. This classification system is
available from the Occupational Safety & Health Administration
(https://www.osha.gov/pls/imis/sic_manual.html). It has ten major divisions, each with many
sub-divisions. For my purposes, it was only pertinent to use the major divisions as a means
to classify the abatement-receiving companies. Moreover, the North American Industrial
Classification System (NAICS) has replaced SIC as the primary industrial classification
scheme. However, NAICS started in 1997, which prevented me from obtaining classification
information from abatements prior to this year.
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