We investigate the Brezin-Gross-Witten model, a tau-function of the KdV hierarchy, and its natural one-parameter deformation, the generalized Brezin-Gross-Witten tau-function. In particular, we derive the Virasoro constraints, which completely specify the partition function. We solve them in terms of the cut-and-join operator. The Virasoro constraints lead to the loop equations, which we solve in terms of the correlation functions. Explicit expressions for the coefficients of the tau-function and the free energy are derived, and a compact formula for the genus zero contribution is conjectured. A family of polynomial solutions of the KdV hierarchy, given by the Schur functions, is obtained for the half-integer values of the parameter. The quantum spectral curve and its classical limit are discussed.
Introduction
The Brezin-Gross-Witten (BGW) model
was introduced in the lattice gauge theory over 35 years ago [1, 2] . Later it was shown that in the weak coupling phase this model satisfies the Virasoro constraints [3] . Moreover, it is a taufunction of the KdV integrable hierarchy and can be described by the generalized Kontsevich model [4] . This makes the BGW model interesting and, in many respects, similar to the KontsevichWitten tau-function [5, 6] -one of the most important and beautiful ingredients of the modern mathematical physics. However, unlike the Kontsevich-Witten (KW) tau-function, which generates the intersection numbers of the moduli spaces or Riemann surfaces, and many other matrix models, for which enumerative geometry/combinatorics interpretation is known, similar interpretation of the BGW tau-function is still not available. Using the generalized Kontsevich model description of this tau-function, one can try to identify it with the generating function of the r-spin intersection numbers for r = −2. However, corresponding geometrical construction is not available yet, thus, it is impossible to compare the intersection numbers with the correlation functions of the matrix model.
In spite of this absence of geometrical interpretation, the BGW tau-function is known to play (similarly to the KW tau-function) an important role in the topological recursion/Givental decomposition [7] [8] [9] [10] [11] . Namely, it appears in decomposition of the complex matrix model [12] [13] [14] and, in general, corresponds to the hard walls (see [15] and references therein).
Recently, it was shown that a natural one parametric deformation of the KW tau-function, called the Kontsevich-Penner model, describes open intersection numbers [16] [17] [18] , a new and extremely interesting set of enumerative geometry invariants, which was introduced in [19, 20] . The matrix integral description allows us to show that their generating function is a tau-function of the modified KP (MKP) hierarchy, and to construct a full family of the Virasoro and Wconstraints. This model possess a number of nice properties and, arguably, is even more beautiful and natural then any of its specifications (in particular, the KW tau-function).
Thus, to find a natural interpretation of the BGW tau-function one can try to consider its deformation, analogous to the Kontsevich-Penner deformation of the KW tau-function. It is easy to construct this deformation using the generalized Kontsevich model representation. In this representation it corresponds to the logarithmic deformation of the potential. This deformed model was introduced in [4] and is given by the matrix integral
From the general properties of the generalized Kontsevich model (GKM) [21] it follows that it is a tau-function of the MKP hierarchy with discrete time N . However, other properties of this model have not been investigated in detail so far. In particular, the Virasoro constraints were not known. The main goal of this paper is to fill this gap and to describe the generalized BGW model (2) and its interesting specifications, in particular the original BGW model. We show that the tau-function (2) is well definite for any complex (not necessarily integer!) value of N . Moreover, for any given value of N this is a tau-function of the KdV hierarchy. We describe the Kac-Schwarz algebra for this tau-function and derive the Virasoro constraints. Here the difference with the Kontsevich-Penner model is quite transparent: to describe the Kontsevich-Penner model one should introduce higher W-constraints, while the partition function of the generalized BGW model is completely fixed by the Virasoro constraints. Moreover, only the first of them (the string equation) depends on N , thus, on the level of linear constraints, the case of general N is almost as simple as the case with N = 0.
Often the Virasoro and W-constraints can be solved in terms of the cut-and-join operator. Corresponding method was introduced in [22] for the Gaussian branch of the Hermitian matrix model and later has been applied to the KW tau-function [23] and to the Kontsevich-Penner model [17, 18] . We solve the Virasoro constraints for the BGW and generalized BGW taufunctions in terms of the cut-and-join operator:
where
Using this operator we derive the coefficients of expansion of the tau-function and free energy. Here we see that the case of generalized BGW tau-function is much more interesting comparing to the original BGW tau-function. In particular, while for the BGW tau-function the genus zero contribution to the free energy is equal to zero (and higher genera contributions are rational functions of only finite number of times), for general N this is not the case. Namely, for any genus the free energy is a non-trivial function of all times. The results of computations allow us to conjecture a compact expression for the genus zero free energy of the generalized BGW tau-function.
We also derive an equation for the quantum spectral curve of the generalized BGW taufunction,
where S =h −1 N . As for other KP/Toda tau-functions, which describe the enumerative geometry invariants, the equation for the quantum spectral curve, up to a conjugation, coincides with one of the Kac-Schwarz operators [17, 24, 25] . In the classical limit we get a genus zero spectral curve with one branch point.
The Virasoro constraints allow us to derive the loop equations and to solve them recursively. The correlation functions are defined on the spectral curve and they are symmetric polynomials in the inverse global coordinate. Thus, corresponding differentials are meromorphic with poles only at the branch point.
For the half-integer values of the parameter N , the generalized BGW tau-function is a polynomial in times. More specifically, it is given by the Schur functions of the dilaton shifted times, labelled by the triangular partitions. We describe this family of the KdV tau-functions (which constitute an infinite MKP tau-function) in detail.
The present paper is organized as follows. In Section 2 we consider the original BGW model and, basically following [4] , describe it in terms of the GKM. Section 3 is devoted to the generalized BGW tau-function. In the Appendices we present explicit expressions for expansion of the tau-function and free energy of BGW and generalized BGW tau-functions.
Brezin-Gross-Witten model
The partition function of the BGW model [1, 2] is given by an M × M unitary matrix integral
Here the Haar measure on the unitary group U (M ) is normalised by [dU ] = 1 and the parameterh describes the topological expansion (see below). Naively, (6) depends on two external matrices, A and A † , but actually it depends only on their product, more precisely on the square root of it
The behaviour of this matrix model is essentially different at large and small values ofh −1 Tr Λ −1 and there is a phase transition between these two regimes [1, 2] . In this paper we consider only the so-called Kontsevich (weak coupling) phase, which corresponds to the large values of the eigenvalues of the matrix Λ. Below for simplicity we assume that the matrix Λ is diagonal
Description in terms of generalized Kontsevich model
As many other important matrix models, the BGW model can be described in terms of the generalized Kontsevich model [21] . Namely, as it was shown by A. Mironov, A. Morozov and G. W. Semenoff in [4] ,
In this section we basically follow the approach of [4] . Actually, (9) as well as (6) depends only on the ratio Λ/h, thus it is convenient to introducẽ
In (9) we integrate over M × M normal matrices, that is diagonolizable matrices
where U is unitary and the contour γ runs from −∞ to a small circle enclosing zero, and then returning to −∞. Then the measure of integration can be expressed in terms of U and φ i 's in the standard way
is the Vandermonde determinant. After integration over the unitary matrix U with the help of the HCIZ formula, (9) reduces to
Here
is the modified Bessel function and the normalization of (14) can be easily found from its small x expansion
From this eigenvalue integral representation it immediately follows that in the Kontsevich phase
is a tau-function of the KP hierarchy. Indeed,
which defines a tau-function in the Miwa parametrization
Here Φ j 's are the so called basis vectors, which can be expressed in terms of the modified Bessel functions (15),
We consider only the asymptotic expansion of the modified Bessel function for large values of λ (we assume that arg λ = π)
thus, Φ j (λ)'s are of the form
This guarantees that
Vectors (21) are defined for all j ∈ Z. Vectors for j ≥ 1 define a point of the big cell of the Sato Grassmannian [26] [27] [28] 
Any such point corresponds to a tau-function of the KP hierarchy, which is a formal series in the times t k and solves the bilinear identity
Here ξ(t, z) = ∞ k=1 t k z k and we use the standard notation
Thus, the BGW tau-function
is defined by the point (26), or equivalently, it can be considered as a limit of the ration of determianants (19) as the size of the matrices M tends to infinity. In this limit all the Miwa variables (20) are independent.
In the Sato Grassmannian description the first basis vector plays a special role. It is related to the tau-function by
and is equal to the dual Baker-Akhiezer function at t = 0. It is clear that the parameterh is not independent and can be removed by the time variables rescaling
Let us stress that the expansion of τ BGW (t,h) inh is not the genus expansion, but the topological expansion. More concretely,
where χ = 2 − 2g − n can be considered as the Euler characteristic. Here F g,n (t) is a genus g contribution to free energy, which is a homogeneous polynomial in times t k of degree n,
To get the genus expansion, one should multiply the times byh −1 :
F g (t) is the genus g contribution to the free energy and
It is known [14, 29] that
and for g > 1 all F g are polynomials in the variables
Variables T k are the "moment variables" and expressions for F k (T) for small k were obtained in [14, 29] . With the help of the cut-and-join description of Section 2.3 we are able to find expressions for F g (T) for g ≤ 30. See Appendix A for the expressions of F g (T) for g ≤ 9.
KdV hierarchy and Virasoro constraints
It is well-known that the tau-function τ BGW (t,h) does not depend on even times t 2k [29] . Thus, it is a tau-function of the 2-reduction of the KP hierarchy, which is the KdV hierarchy [4] .
Probably the simplest way to show it is to use the Sato Grassmannian description and the Kac-Schwarz operators [30] as it was done in [4] . The Kac-Schwarz (KS) operators [4, 24, [30] [31] [32] [33] are the differential operators in one variable which stabilize the point of the Sato Grassmannian for a given tau-function. For any tau-function the corresponding KS operators constitute an algebra (a subalgebra in w 1+∞ ). Thus, for any KS operator we can use a correspondence between the w 1+∞ and W 1+∞ algebras [30, 31, 33, 34] to construct an operator from W 1+∞ , which annihilates the tau-function.
Let us consider the operators
satisfying the commutation relations
Using the integral representation (21) of the basis vectors it is easy to show [4] that
thus operators a and b stabilize the point (26) of the Sato Grassmannian
and are the KS operators. However, these two operators do not completely specify the point of the Sato Grassmannian and the tau-function. Thus, they do not generate the KS algebra. Let us find some other KS operators. Integration by parts yields
The operator
However, combining (42) with (40) one obtains
and
is the KS operator. To the best of our knowledge, this KS operator for the BGW tau-function has never been considered . Operators a, b and c satisfy the commutation relations
and (39).
Proposition 2.1. Operators a and c completely specify the point W BGW of the Sato Grassmannian.
Proof. From (45) we see that the operator c acts as
Thus, if this is the KS operator for some point of the Sato Grassmannian, then the first basis vector should be the eigenfunction of this operator:
From this equation it immediately follows that the solution corresponds to the big cell of the Sato Grassmannian,
and it is unique. All higher basis vectors can be generated from Φ 1 by the operator a.
From the correspondence between w 1+∞ and its central extension W 1+∞ it immediately follows that the KS operators b k and b k a correspond to the constraints
for some constants ν k and µ k . Here
is an operator from the Virasoro subalgebra of the W 1+∞ symmetry algebra of the KP hierarchy. From the commutation relations between the operators in the l.h.s. of (50) and (51) it follows that
However, this argument does not allow us to find µ 0 . This fact corresponds to the observation that the KS operators a and b do not completely specify a point of the Sato Grassmannian. From the normalization condition (25) and the constraint (51) with k = 0 it follows that this constant is proportional to the first derivative of the tau-function:
This derivative is equal to the coefficient in front of λ −1 of the expansion (22) of Φ 1 (λ),
Since the tau-function is independent of the even times, the Virasoro constraints (50) can be represented ash
These Virasoro constraints for the BGW tau-function were obtained already in [3] . Constraints (57) have a unique solution with the normalisation (25) . This solution will be constructed in the next section.
The KS operator c corresponds to the W 1+∞ operator
are the cubic operators from the W 1+∞ algebra. Thus, τ BGW is the eigenfunction of the operator W c and, from the consideration of the corresponding linear constraint at the point t k = 0 for all k we conclude that the eigenvalue is equal to zero:
This equation also allows us to find µ 0 . Indeed, from the KdV reduction condition (50) it follows that (61) is equivalent to
Cut-and-join operator
Using the approach introduced in [22] we solve the constraints (57) and construct a simple recursion, which allows us to calculate the coefficients of theh-expansion of the tau-function
Namely, we introduce the Euler operator
Then, combining the Virasoro constraints (57) we obtain
does not depend onh. From (31) it follows that
and after substitution of (63) into (65) we get a recursion
Since τ
Thus, we proved Theorem 2.2.
where the differential operator W BGW is given by (66).
With a few lines of Maple code the author was able to find all τ
BGW for k ≤ 90. Let us stress that the obtained expressions allow us to find explicitly all correlation functions ω g,n for g ≤ 30 and arbitrary n (see below).
Generalized Brezin-Gross-Witten model
There exists a deformation of the BGW model, which depends on an additional parameter N (not to be confused with M , the size of the matrices)
For N = 0 it obviously coincides with the BGW model (9) , and for N = 0 the unitary integral representation of (71) is not known. This model was introduced in [4] , and in the weak coupling limit (largeΛ) it has very natural integrable properties. Namely, from the general theory of GKM [21] , it follows that after a multiplication by a simple quasi-classical prefactor it is a tau-function of the MKP hierarchy, where N ∈ Z is the discrete time.
Following the description of the open intersection numbers in terms of the Kontsevich-Penner model, we do not require N to be an integer. It appears that the model (71) is defined perfectly well for an arbitrary N ∈ C. Moreover, the tau-functions corresponding to the half-integer values of N are particularly interesting: they are polynomials. We call (71) the generalized Brezin-Gross-Witten model. In this section we consider the generalized BGW tau-function in detail.
MKP hierarchy and Virasoro constraints
After integration over the unitary group (71) reduces to
which satisfies Z N (0) = 1.
From the general theory of GKM it follows that for the large values of the eigenvalues of Λ matrix integral (71) corresponds to the MKP tau-function
Indeed, from (72) and (74) we have
where the basis vectors
and Φ j 's were defined in (21) . The coefficients of their asymptotic series expansion for the large values of |λ| depend only on j − N
where a k (j) is a polynomial both in k and j given by (23) . These basis vectors define a point on the big cell of the Sato Grassmannian
The value N = 0 corresponds to the original BGW model considered in Section 2:
From (77) it follows that
Let us stress that (77) defines a point of the big cell of the Sato Grassmannian, thus, a KP tau-function for any N ∈ C. Moreover, it defines an MKP hierarchy, which relates τ N and τ N +n for any n ∈ Z, N ∈ C. The MKP hierarchy can be described by the bilinear identity, satisfied by the tau-function τ N (t,h), namely, in our case,
Here N 0 = {0, 1, 2, . . . } is the set of non-negative integers. Again, for all N we have 2
Here the KS operators a and b are given by (38) and do not depend on N . This means, in particular, that they can not uniquely specify the point of the Sato Grassmannian, because they stabilize all points W N . Integration by parts yields
Thus
is the KS operator for τ N :
It satisfies the commutation relations
and, similar to the case N = 0 considered in Section 2, we have Proposition 3.1. Operators a and c N completely specify the point W N of the Sato Grassmannian.
Using the Kac-Schwarz description (82) it is easy to show that the tau-function τ N (t,h) satisfies the Virasoro constraints
Again, the value of µ 0 can be extracted from the expansion of the first basis vector
In the next section we prove This theorem forh = 1 was proved in [36] , we prove it constructively and describe the solution in terms of the cut-and-join operator. Thus, the generalized BGW tau-function τ N (t,h) is the unique solution of the Virasoro constraints (88) which satisfies the normalisation condition
Equation (88) for m = 0 is the string equation for the generalized BGW tau-function. From the KS description it follows that this equation completely specifies the KdV tau-function. Lemma 3.3. There is only one tau-function of the KdV hierarchy, which satisfies the string equationh
and the normalization condition (92).
Alternatively, the Virasoro constraints can be derived from the expansion of the operator W c N , the derivation is completely similar to the one from Section 2.2. In particular, this operator specifies the value of constant µ 0 .
Cut-and-join operator
Similar to the case of the BGW tau-function, considered in Section 2, we can solve the Virasoro constraints for the generalized BGW tau-function in terms of the cut-and-join operator:
Lemma 3.4. The solution of the Virasoro constraints (88) with the normalization (92) is given by
All other solutions of the Virasoro constraints (88) correspond to the multiplication of (94) by a constant.
Proof. Let us consider an arbitrary series in the time variables t k
where Z (k) (t) is a homogeneous polynomial of degree k,
and C is some constant. Then, if Z(t) solves the Virasoro constraints (88), then
From the comparison of the terms in the r.h.s. and the r.h.s. with the same degree we concludē
thus, from (97) it follows that
or
In particular, for C = 1 we get the solution (94), which coincides with the generalized BGW tau-function.
We call (95) the cut-and-join operator for the generalized BGW tau-function. This operator does not belong to the W 1+∞ algebra of symmetries of the KP hierarchy, thus, integrability is not obvious from the representation (94).
From the proof of Lemma 95 we see that the coefficients of the topological expansion
satisfy the recursion
Using this recursion we calculated τ N for k ≤ 60, expressions for k ≤ 10 are given in Appendix B. There we introduce
In Section 3.6 we show that for k ≤ m(m+1) 2 the polynomials τ 
From this observation and from the explicit expression for τ
N we conclude Lemma 3.5.
if and inly ifÑ = ±N .
In particular, it means that the generalized BGW tau-function is not periodic in the variable N , and it is enough to consider only the values of N with ℜ N ≥ 0.
Operator (66) has a rather natural free field representation. Indeed, let us introduce a bosonic current
then
where we use the standard normal ordering for the bosonic operators.
To consider the genus expansion we have to rescale the times t k →h −1 t k . Then we can rewrite (94) as
and we introduced a new parameter
From this representation it follows that after the times rescaling the generalized BGW taufunction has a natural genus expansion
From the zeroth equation (88) it immediately follows that
where the dilaton shift of the time variables is defined bỹ
Thus, up to the genus zero and genus one contributions, we can express all F g (t, S) in terms of the "moment variables"
namely
Moreover, from (80) it follows that F g (T, S) are the homogeneous functions of degree g − 1
Thus, the genus g contribution is given by the sum
where we introduced the polynomialsF
For k = 0 they coincide with the free energies for BGW tau-function, given in Appendix A,
Using the recursion (103) we found expressions for F (k) g (T) for all g + k ≤ 20. For k > 0 and g + k ≤ 8 they are given in Appendix C.
Quantum spectral curve
The quantum spectral curve 3 for the generalized BGW tau-function, as for many other examples of the generating functions related to the KP/Toda hierarchies [17, 24, 25] , can be derived from the Sato Grassmannian description. Actually, the principal specialisation of any KP tau-function coincides with the first basis vector of the corresponding point of the Sato Grassmannian. Often, the KS algebra contains an operator, which annihilates this basis vector, and namely this operator describes the quantum spectral curve.
It follows from (85) that for the generalized BGW tau-function this vector is annihilated by a shifted operator c N :
Let us introduce a new variable:
Then the corresponding wave function
is the modified Baker function
It satisfies the modified Bessel equation
which is the quantum spectral curve equation for the generalized BGW model. If we introduce the operatorsx
then we can rewrite the quantum spectral curve equation as
which in the classical limit reduces to the curve
or, equivalentely
This curve admits a rational parametrization:
thus, the spectral curve is of genus zero. The branch points are the zeros of the differential dx,
which do not coincide with the zeros of the differential dy,
We see, that on the curve (130) there is only one branch point,
which corresponds to
For the BGW model, that is for S = 0, the quantum spectral curve equation reduces to
and in the classical limit
In this limit y plays the role of the global rational coordinate. This can be considered as the curve for the r-spin intersection numbers with r = −2.
We claim that the Chekhov-Eynard-Orantin topological reduction [9] [10] [11] for the spectral curves (129) and (136) should give the expressions for the correlation functions of the generalized BGW and BGW models correspondingly. However, in the next section we will derive the recursion relation for the correlation functions using only the Virasoro constraints (88).
Correlation functions
The Virasoro constraints can also be reformulated in terms of the correlation functions (multiresolvents). This reformulation leads to the loop equations [38] [39] [40] [41] [42] [43] .
Sometimes the loop equations can be solved systematically, producing simple recursive relations for the correlation functions [44] [45] [46] [47] . Let use define the connected correlation functions
Obviously, the correlation functions are symmetric functions of the variables x 1 , . . . , x n and contain all information about the tau-function. From the Virasoro constraints (88) it follows that the correlation functions of the generalized BGW tau-function satisfy the loop equations:
for all m ≥ 0 and g ≥ 0. This is a simple S-deformation of the loop equations for the BGW tau-function, which were derived in [14] . The simplest case is g = m = 0, and in this case (139) gives a quadratic equation for W 0,1 :
so that
This allows us to solve recursively the Loopequations (139) for g + m > 0, Lemma 3.6.
where we exclude from the sum two terms: with q = g, I = {1, 2, . . . , m}, J = {∅} and with p = g, I = {∅}, J = {1, 2, . . . , m}.
In particular, the genus zero two-point function is
It is regular at the coincident points (that is when x 1 = x 2 and y 1 = y 2 ), and has a second order pole when the points are on different sheets above the same base point (that is when x 1 = x 2 and y 1 = −y 2 ),
In genus one we have
On the next level of recursion we have
For the stable cases (the cases with 2g + n − 2 > 0, that is, for all W g,n 's except for W 0,1 and W 0,2 ) let use define the differentials forms
They satisfy the recursion relations which follow from (143) and can be easily found for small g and n. In particular,
Conjecture 3.7. All ω g,n are the meromorphic differentials, defined on the spectral curve (130) and symmetric in z j 's. Moreover, for any g and n
is a polynomial in each of variables z −1 1 , . . . , z −1 n . Thus, ω g,n have poles of finite degree only at the branch point z j = 0.
It should be simple to prove this conjecture using the Chekhov-Eynard-Orantin topological recursion methods, which are beyond the scope of this paper.
In the limit of S = 0 the correlation functions W g,n coincide with the original BGW model. In this case all W g,n are polynomials in x −1 j , see [14] .
Genus zero contribution
Formulas (C1)-(C8) as well as higher terms indicate that the coefficients of the expansion of genus zero free energy are quite simple.
From this conjecture and from the definition of the variables T k it immediately follows that
This expression is consistent with expressions for the correlation functions obtained in Section 3.4. It should help to identify the coefficients of the generalized BGW model with the enumerative geometry invariants. This conjecture probably can be proved with the help of the Baker-Campbell-Hausdorff analysis of (109). Let us give for comparison an expression for the genus zero free energy of the KontsevichWitten tau-function
Polynomial tau-functions of KdV hierarchy
It appears that for N − 1 2 ∈ Z the generalized BGW tau-function is a polynomial in times. From (105) it follows that it is enough to consider only positive values of N . In this section we assume that
Then we have Theorem 3.9. For the half-integer value of N the generalized BGW tau-function is polynomial in times. Moreover, up to the dilaton shift of the times, it is equal to the the Schur function corresponding to the triangular partition of
where the dilaton shift is given by (114) and
Proof. In this case all sums in the expressions for the basic vectors (77) have only a finite numbers of terms:
Thus, Φ (l+1/2) j is not polynomial (contains negative powers of λ) only for j < l 2 + 1, and in this case the most singular term is proportional to λ 2j−l−2 . Moreover,
thus, from (82) we see that
Therefore, for any M ≥ l a ratio of determinants
is a symmetric polynomial (not homogeneous!) in the eigenvalues λ is a polynomial in times t k of degree l(l+1) 2 , for example
Let us prove, that the tau-unctions τ l+ 1 2 actually coincide (up to a constant normalization) with the Schur functions. The shift of the times in the tau-functions corresponds to the action of the multiplication operator on the Sato Grassmannian. Namely, if a given tau-function τ (t) is described by the point W of the Sato Grassmannian, the tau-functioñ
corresponds to the point of the Sato Grassmannian, specified by
In particular, to get rid of the dilaton shift (114) we introducẽ (t) = τ l+
which corresponds to the point of the point of Sato Grassmannian
Let us show that
Indeed, from (172) it follows that
for any constants α j . In particular, from (21) and (76) 
it proves (175) for k = 1. To prove (175) for l ≥ k > 1 one have just to choose other values for the constants α j . Thus
It does not belong to the big cell of the Sato Grassmannian, and the KdV tau-function is (up to a constant factor) the Schur function, corresponding to the triangular Young tableau with
These KdV tau-functions were described already in [48] . The constant C l in (164) can be easily found from the comparison of the r.h.s. and the l.h.s. for t = 0. Namely,
thus
We have a corollary Lemma 3.10. The tau-function of the KdV hierarchy given by the Schur function
where the partition is given by (180), is uniquely (up to normalization) specified by the Virasoro constraints
Polynomially of the tau-function (164) means that in this case the expansion (102) is finite, and
Also, since
the terms τ 2 . Thus, it is natural to express the free energy in terms of only B m (N ) and T k . Namely, for
where we do not introduce the variable S, (111), we have
Polynomials F g,k can be found using the cut-and-join operator or from (164). In Appendix D we give expressions for g ≤ 6.
Concluding remarks
In this paper we have investigated the generalized BGW tau-function. Obtained results are not only interesting for the matrix model theory, but also should help to identify the generalized BGW tau-function with a generating function of some enumerative geometry invariants. A natural candidate would be a version of open r = −2 spin intersection numbers. However, probably this interpretation is too naive. One of the reasons is that the introduction of the variable N , which should add boundaries to the theory, is not accompanied by new variables for the descendants on the boundary (which appears in the Kontsevich-Penner model and constitute a second infinite set of times of the KP tau-function).
The results also should help to develop the theory of the Givental decomposition. The cutand-join representation (in particular, its free field version) should allow us to represent the decomposition formulas purely in terms of simple exponential operators. Of course, the same analysis can be applied to other antipolynomial generalized Kontsevich models. This paper contains all necessary prerequisites for construction of the Chekhov-EynardOrantin topological recursion for the generalized BGW model, namely, the quantum and classical spectral curves, rational parametrization, wave function, one and two point correlation functions in genus zero and loop equations. It would be interesting to compere our results with the contour integral expressions for the n-point (all-genera) correlation functions obtained in [49] and with the recursion relations for the KdV hierarchy correlation functions from [50] . It is also interesting to find the compact expressions for the higher genera contributions to the free energy. Some compact expressions for the higher genera contributions to the free energy in terms of the moments are given in [51] , but their conclusions about the relation of this model with the Kontsevich-Witten tau-function and the structure of the Virasoro constraints look to be not completely consistent with our results. These topics are beyond the scope of the present paper and will be considered later. 
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