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From measurements of the cross sections for e~e -~ hadrons and the cross sections and
forward—backward charge-asymmetries for e e —~e + e —, ~ + - and s-~r at several centre-
of-mass energies around the Z” pole with the DELPHI apparatus, using approximately 150000
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hadronic and leptonic events from 1989 and 1990, one determines the following Z1’ parameters:
the mass and total width M
7 = 91.177±0.022GeV, I’, = 2.465±0.020GeV, the hadronic and
leptonic partial widths
1’h 1.726±0.019GeV, 1’, =83,4±0.8MeV, the invisible wi th ‘~)l
488±17MeV, the ratio of hadronic over leptonic partial widths Rz 20.70±0.29 and the Born
level hadronic peak cross section r
0 41.84±0.45nb A flavour-independent measurement of
the leptonic cross section gives very consistent results to those presented above (I’, = 83.7±0.8
MeV). From these results the number of light neutrino species is determined to he N,, 2.94±
0.10. The individual leptonic widths obtained are: /, = 82.4±1.2 MeV. ~ = 86.9±2.1MeV and
Il 82.7±2.4MeV. Assuming universality, the squared vector and axial-vector couplings of the
Z°to charged leptons are: V,
2 = 0.0003±0.0010and A~= 0.2508±1)0027.These value corr -
spond to the electroweak parameters: PCV = 1.003±0.011and sin20~j 0.241±0.009.Within the
Minimal Standard Model (MSM). the results can he expressed in terms of a single parameter:
sin20~=0.2338±0.0027.All these values are in good agreement with the predictions ot the
MSM. Fits yield 43< m
115, < 215 0eV at the 95Vr level. Finally, the measured values of “z and
arc used to derive lower mass bounds for possible new particles.
1. Introduction
LEP experiments have the unique ability to measure the Zn resonance parame-
ters with great precision. This allows not only a determination of the Z°mass, one
of the cornerstones of the Minimal Standard Model (MSM), but also severe
consistency checks of the MSM predictions and the possibility to detect new
features beyond it. As the size of any departure from the MSM is expected to be
rather small, the Z° resonance parameters have to be determined with very high
precision. This calls for the maximum possible LEP luminosity and for a thorough
study of the systematic uncertainties affecting the parameter measurements.
The total and the invisible widths are very sensitive to the production of new
particles predicted by extensions of or alternatives to the MSM. In the absence of
direct observation of a new particle, their measured values can he used to derive
lower mass bounds for these particles. In addition, the invisible width leads directly
to a measurement of the number of light neutrino species.
The parameters of the hadronic and leptonic lineshape of the Z
t~were meas-
ured by the DELPHI collaboration in 1989 [1,2] on the basis of a total integrated
luminosity of 0.57 pb_i. The measurement showed that the number of light
neutrino species is consistent with three, the alternative hypotheses of two or four
light Dirac neutrino generations being clearly ruled out. However, the number of
neutrino generations should be measured as accurately as possible. Indeed a
fourth massive Dirac neutrino would give an effective number of light neutrinos
slightly larger than three whereas this number would be slightly below three if the
fourth-generation neutrino were right-handed [3]. The existence of relatively light
particles from models beyond the MSM (e.g. supersymmetric extensions to the
MSM) would also lead to deviations from an apparent integral value for the
number of light neutrinos.
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Within the framework of the MSM, there are significant electroweak radiative
corrections to the Born level formulae for high energy e’e annihilation cross
sections. These corrections depend on the mass of the Z°,M~and the unknown
masses of the top quark, m,0p, and the Higgs boson, M11. The sensitivity of the
present data to M11 is very small but a comparison of the predictions of the MSM
with the measurements of these cross sections (and the charge asymmetries of
leptons) leads to bounds on the allowed range of ~ Alternatively, it is possible
to absorb some of the electroweak corrections in terms of effective couplings of the
Z
t~to fermions, or in terms of an effective weak mixing angle. This latter approach
facilitates the comparison of the results from different types of experiments.
This paper reports on the determination of the Ztt resonance parameters and
the strength of the Z° couplings to charged leptons, from measurements of the
cross sections for e~e—~hadrons and the cross sections and forward—backward
charge-asymmetries for e~e—~charged leptons at several centre-of-mass energies
close to the Zn peak. It is based on a total of 150000 hadronic and leptonic decays
of the Z° recorded in the DELPHI detector between August 1989 and August
1990. Subsamples of 125000 hadronic events and 10000 leptonic events, collected
under good data taking conditions have been selected, corresponding to a total
integrated luminosity of 5.88 ph_i for hadrons and 4.35—4.97 pb~1for leptons (the
value varying for the different leptonic analyses).
Compared to the 1989 measurements, those from 1990 benefit from more than
ten times larger statistics, improved running conditions, reduced systematic uncer-
tainties (in particular those affecting the luminosity determination) and a better
knowledge of the beam energy. Furthermore, the published 1989 hadronic data
were re-analysed, taking into account the improvements from the analysis of the
1990 data.
The paper is organised as follows. After a brief review of the apparatus involved
in these analyses (sect. 2), the luminosity measurement is described in detail (sect.
3). A short description of the trigger for hadronic and leptonic events is given in
sect. 4. The selection of hadronic decays of the Z° is described in sect. 5 together
with the computation of the cross sections. The selection of leptonic decays of the
Zt) is described in sect. 6 along with the determination of the cross sections and
forward—backward charge-asymmetries. In sect. 7 the fit results are presented,
followed by the interpretation of these results in sect. 8. Finally, the results are
summarized in sect. 9.
2. Apparatus
A detailed description of the DELPHI apparatus can be found in ref. 1141. For
the present analysis the following parts of the detector were relevant:
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(i) For the measurement of charged particles the Microvertex Detector (VD) ~,
the Inner Detector (ID), the Time Projection Chamber (TPC), the Outer Detector
(OD) and the Forward Chambers A an B (FCA, FCB)
(ii) For the measurement of the electromagnetic energy of High-density Projec-
tion Chamber (HPC) and the Forward ElectroMagnetic Calorimeter (FEMC);
these detectors were also used for identi~’ingminimum ionizing particles;
(iii) for the measurement of the hadronic energy and muon identification the
Hadron Calorimeter (HCAL), which covered both the barrel and endcap regions;
(iv) for muon identification the barrel (MUB) and cndcap (MUF) muon cham-
bers;
(v) for the trigger (sect. 4), besides the detectors mentioned above, the barrel
Time-Of-Flight counters (TOF), the endcap scintillators (HOF) and a scintillator
layer embedded in HPC;
(vi) for the measurement of the luminosity (sect. 3) the Small Angle Tagger
(SAT).
The ID and TPC cover the angular range 2() o <~< 160 0 (in the DELPHI
coordinate system 0 is the polar angle defined with respect to the beam axis and ~
is the azimuthal angle about this axis), the OD covers the range 430 <~ < 137°
and FCA/FCB cover the range 110 <0 <330 and 147 ° <0 < 1690. Within the
barrel region (defined as the angular acceptance of the OD) the momentum
resolution obtained for 46 GeV muons is o~/p= 0.08, whereas in the part of the
endcap region covered by FCA/FCB and the ID/TPC, o-~,/p= 0.12. The MUB
covers the interval 520 <0 < 1280 whilst the MUF extends over the range
90<0<43~ and 137°<0< 171°.
The HPC has the same angular coverage as the OD, whilst the FEMC covers an
interval slightly larger than the FCA/FCB. The HCAL covers the entire barrel
and endcap regions over the range 100 <0 < 170°.The energy resolutions (u1./E)
of the electromagnetic calorimeters for 46 GeV electrons are 0.08 (HPC) and 0.05
(FEMC). The HCAL energy resolution is 1.0/’E(GeV)
As an illustration, a hadronic event in the barrel part of the DELPHI detector
is shown in fig. 1.
3. Luminosity measurement
The luminosity measurement was based on the observation of small-angle
Bhahha scattering in the SAT calorimeters (constructed with lead sheets and
plastic scintillating fibres), each one containing 288 “towers” or readout elements
(see fig. 2).
* The VD, which was operated during most of the 1990 data collection period, was used in the
alignment procedure of the barrel tracking detectors, but was not used directly in the analysis
described here.
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Fig. 1. Iladronic event in the barrel detectors of the DELPHI apparatus. The barrel detectors used for
the analysis arc the ID(1), the TPC(2). the OD(3), the HPC(4) and the HCAL(5). The solenoid is
indicated by (6). The Barrel RICH(7), for which one sees the hits due to photoelectrons, was not used
in the present analysis.
The triggers for luminosity events were based on pulse-height sums of 24
channels in 24 overlapping sectors of 30° per endcap. The primary trigger
required coplanar coincidence of energy depositions larger than 10 GeV in each
calorimeter. In order to measure the primary trigger efficiency, a single arm trigger
requiring energy larger than 30 GeV was operated. This trigger was downscaled in
order to keep the rate at a tolerable level. Based on about 1500 observed events,
the primary trigger was measured to be 100% efficient. The statistical accuracy of
the measurement was 0.13%.
To define accurately the fiducial volume a precisely machined lead mask was
installed in front of the entrance of one of the calorimeters. The mask covered the
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Fig. 2. The Small Angle Tagger calorimeter. (a) Side view showing the lead mask in front of
calorimeter. (b) Segmentation in one quadrant. The shaded area indicates the coverage of the mask.
inner 3 cm of the calorimeter acceptance. The cone-shaped outer surface pointed
back to the nominal interaction point. For the last three-quarters of the data
recorded in 1990 an additional “~-mask”,which covered ±15° around the vertical
junction between the two calorimeter half barrels, was installed. The radius of the
ring and the width of the ~5-maskwere each known to better than 0.1 mm. With a
thickness of 12 radiation lengths the mask reduced the energy deposited in the
calorimeters by an average of 85%. There was thus a clear separation between
electrons passing through the mask and electrons hitting the SAT outside the
mask. Detailed shower simulations showed that the transition region at the edge of
the mask was about 0.4 mm wide.
To minimize the sensitivity to displacements of the interaction point it is
common to use a method of asymmetric restricted acceptances in the two
calorimeters [51.This is, however, not possible with the lead mask technique, which
results in a restricted acceptance in one arm only and a corresponding sensitivity of
0.83% per cm of longitudinal displacement. The linear dependence on lateral
displacements still cancels, and only a very small second-order dependence re-
mains. The average position of the interaction point along the beam axis was
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measured for each LEP run by the TPC with an absolute precision of 1 mm. The
position of the lead mask relative to the TPC was measured with a similar
precision. This leads to a 0.13% contribution to the systematic uncertainty on the
luminosity.
The calculation of the visible SAT cross section (i.e. the expected e~e—~e~e~
cross section within the angular acceptance of the SAT) was based on a detailed
detector simulation of Bhabha events generated by the event generator BABAMC
[6]. The event generator, which includes 0(a) corrections, where a is the electro-
magnetic coupling constant, was checked against semi-analytical calculations [7].
The simulation was performed at the peak of the Z° resonance. The simulated
events were analysed by the same analysis programs as the real data. The visible
cross section was found to be 0’B = (27.12 ±0.04) nb, where the error is statistical
only. The detector simulation was improved compared to earlier work [1] by the
introduction of light attenuation in the fibres and by a description of the calorime-
ter as separate lead and scintillator layers. The extrapolation of the cross section to
other energies was performed using the predicted 1/s dependence from QED,
together with a small deviation due to electroweak processes (mainly interference),
which was calculated by the event generator.
The analysis was based on the reconstructed energy and position of showers.
Only information from the shower with the highest readout element multiplicity in
each calorimeter was used. The following selection criteria were applied:
(i) The cluster centroid in the masked calorimeter was required not to be in the
outer ring of readout elements to avoid edge effects at the calorimeter surface.
Biases in the radius reconstruction in this region can be of the order of 2 mm,
resulting in a 0.25% contribution to the overall uncertainty.
(ii) The cluster centroid in the non-masked calorimeter was required to be at
least 2.5 cm away from the inner radius to reduce background. The cut is at a
smaller radius than the one provided by the mask in the opposite calorimeter. It
applies therefore only to non-collinear events, and removed only 2.5% of the data.
The contribution to the uncertainty was estimated to be 0.25%.
(iii) To avoid contamination from events passing inside the mask and entering
the calorimeter through the inner surface, it was required that all clusters have less
than half of their energy deposited in the inner ring of the masked calorimeter.
Based on the observed separation of the signal from the background, this cut was
estimated to contribute 0.1% to the overall uncertainty.
(iv) Events with a cluster centroid closer than 4 cm to the inner radius were
rejected if the cluster energy was greater than 1.5 >< EBEAM, where EBEAM is the
beam energy. Low-energy photons and minimum ionizing particles which hit the
readout system (fibres, light guides, and photodiodes) can simulate high-energy
depositions. This was a particular problem at small radii where the rate of partially
contained showers was large. This cut removed 0.16% of the sample and the
uncertainty of the procedure was estimated to be of the same size.
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Fig. 3. Energy distributions for luminosity events. (a) Two-dimensional plot showing the energy in the
two calorimeters after all cuts except the energy cut have been applied. E, refers to the masked
calorimeter. The accumulation of events around E, = 0.3 x EBFAvI and F1 = EBF),M is clue to elec-
trons which traverse the lead mask. (h) Energy spectrum of the least energetic cluster. The points are
from real data, the solid line is from Monte Carlo simulations.
(v) Events with a cluster centroid in the masked calorimeter closer than 8 0 to
the vertical junction were rejected. Due to the 4-mask, large energy depositions
should in principle not occur in this region. However, the junction constituted a
window of light material through which leakage of low energy particles onto the
readout system was possible. The 0.15% of the data removed by the cut was
compatible with this effect. An uncertainty contribution of the same size was
estimated.
(vi) To suppress background from off-momentum electrons, the acoplanarity
angle between the two clusters was required to be less than 20 °.
(vii) The energy is both calorimeters was required to be greater than 0.65 x
EBEAM. Due to the lead mask this is also an implicit fiducial volume cut. Fig. 3
shows the energy deposited in calorimeter I (unmasked) and 2 (masked), and the
distribution of the smaller of the two energies for Monte Carlo and real data.
From the size of the discrepancy between the two distributions, a 0.4% contribu-
tion to the overall uncertainty was estimated.
(viii) For the first quarter of the data recorded in 1990, during which the
~-mask was not installed, the cluster centroid in the masked calorimeter was
required to be one 15 0 azimuthal sector away from the vertical dead region. A
0.4% uncertainty contribution was assigned to this cut. This is less than the 1%
assigned previously [1] due to a precise survey of the SAT internal geometry.
Possible backgrounds to small-angle Bhabha scattering include both e~e~
interactions and accidentally coincident off-momentum particles from beam—gas
interactions. The backgrounds from the process e~e~—~yy as well as from
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Outer radius masked calorimeter 0.25
Inner radius unmasked calorimeter 0.25
Interaction point position 0.13
Energy cut 0.40
Fake high-energy deposits at small radii 0.16
Data behind ~-mask 0.15
Less than half of energy in inner ring 0.10
Monte Carlo statistics 0.15
Trigger efficiency 0.13
Off-momentum background 0.14
Dead channel correction 0.16
Miscellaneous 0.30
Total experimental uncertainty 0.8
two-photon interactions, e~e~—~e e~X,were calculated to be negligible. An
analysis of the sidebands of the acoplanarity distributions for different energy
regions showed that the background from off-momentum electrons was less than
0.14%. An uncertainty of the same size was assigned.
The integrated luminosity L for each data-taking period was determined from
the relation
L = Nev~Nhk (1)
where Nev and Nhk are the number of selected Bhabha events and the number of
background events respectively.
The contributions to the experimental uncertainty are summarized in table 1.
The total uncertainty due to geometrical effects, including the interaction point
position, is 0.4%. A 1.6% correction to the luminosity for dead channels was
estimated from the data. The uncertainty of 0.16% is due to the difficulty of
calibrating the energy response near the edge of dead readout elements.
The miscellaneous item in the table is present to take into account differences
between the simulated and real distributions other than the energy distribution.
Some of the differences can be attributed to the effects of fake high-energy
depositions and the non-ideal geometry of the calorimeter segmentation. The
estimate of 0.3% covers systematic uncertainties which may be present but remain
obscured by these effects.
The overall experimental uncertainty is 0.8%. This is considerably smaller than
the previously reported value of 2.1% [1]. To summarize, the improvement is due
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to a better measurement of the trigger efficiency, the installation of the ~-mask,
better understanding and treatment of the effects due to the fake high-energy
depositions, precise surveys of the SAT internal and external geometry, improve-
ments to the detector simulation, and increased Monte Carlo statistics.
The effect of higher-order initial state photon radiation on the small-angle
Bhabha scattering cross section was studied in the leading-logarithm approxima-
tion by means of the new Monte Carlo event generator LUMLOG [8]. The
correction to the first-order result was found to be small (<0.2%) for the
geometry of the SAT. This is in agreement with calculations based on a semianalyt-
ical approach [9]. Remaining contributions to the theoretical uncertainty stem from
non-leading logarithmic corrections, vacuum polarization effects, and production
of light fermion pairs from radiated photons. These contributions are estimated to
add up to a total theoretical uncertainty of 0.5%. The total systematic uncertainty
on the luminosity measurement is thus 0.9%.
Two thirds of the data recorded in 1989 (i.e. that data collected with the same
annular mask as used in 1990) have been re-analysed in the way outlined above.
The luminosity was found to differ by + 1.6% compared to the 1989 analysis. The
difference is less than the previously quoted experimental uncertainty of 2.1%. The
main part of the difference (1.3%) originates from the precise measurement of the
SAT internal geometry which revealed imperfections in the positions of the
4s-borders between readout elements. The new total experimental systematic
uncertainty for the 1989 data is 1.1%, with contributions similar to those for the
data recorded in 1990. The luminosity corresponding to the first third of the 1989
data, which was recorded with a mask covering only the inner 2 cm of the
calorimeter compared to the later 3 cm, has likewise been corrected by + 1.6%.
The uncertainty on this data is now 2.0% compared to the 2.5% reported
previously. As a consequence of the revised measurement of the luminosity, the
1989 hadronic cross sections [1] have been corrected by — 1.6%.
4. The hadronic and leptonic event trigger
The DELPHI trigger system is described in detail in ref. [4]. The 1st-level
(2nd-level) trigger decision is made 3 jxs (42 ~xs) after the beam crossings.
Consequently the apparatus is “dead” during the first beam crossing after a
positive 1st-level decision, leading to a deadtime of about 1% for a typical 1st-level
trigger rate of 400 Hz. However, no correction for this deadtime is required since
the hadronic, leptonic and small-angle Bhabha (SAT) events were recorded with
the same trigger and data acquisition system in order to ensure equal life-times.
The 2nd-level trigger rate was typically a few Hz.
The following components of the detector are relevant for the triggering of
hadronic and leptonic events. In the barrel region the trigger is based on several
partially redundant components (a)—(d). It remained essentially unchanged during
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1989 and 1990, apart from the addition of component (b) midway through 1990,
whereas the triggers in the forward region (e)—(g) were improved in efficiency and
stability in 1990 by including the tracking detectors, scintillators and endcap muon
chambers. All components participate in the 1st-level trigger decision unless
otherwise stated.
(a) A “double-arm track trigger” was made by coincidences of the ID and OD
tracking chambers. Each detector provided signals for charged particles if there
were hits in 3 out of 5 detector layers. This track trigger required signals in at least
two OD quadrants, in coincidence with any signal from the ID.
(b) A “single-arm track trigger” was made by coincidences of the ID and OD
tracking chambers at 1st level and the TPC at 2nd level. This track trigger required
the coincidence of any signal in the ID or OD with a single “track”, pointing to the
beam interaction region, in the TPC.
(c) A ‘scintillator trigger” was made by coincidences of the HPC and TOF
scintillation counters. The HPC counters were sensitive to electromagnetic showers
with an energy larger than 2 GeV while the TOF counters were sensitive to
minimum ionising particles penetrating the electromagnetic calorimeter and the
coil and to shower leakage from the calorimeter. The “scintillator trigger” was the
OR of the following subtriggers:
— at least 2 TOF octants,
— at least 2 HPC octants,
— Coincidence of any TOF with any HPC octant.
(d) A fourth trigger component comprising TOF and OD signals was added to
increase the redundancy in the barrel region. The trigger was formed by a
coincidence of any TOF octant with any OD quadrant.
(e) A “forward electromagnetic” trigger consisted of a single-arm component
(FEMC energy > 4.5 GeV) and a back-to-back component (FEMC energy in both
endcaps > 3.0 GeV).
(f) A “forward majority” trigger required a coincidence of at least two of the
following conditions, where the signals in each endcap were treated as indepen-
dent.
— A coincidence of HOF signals from back-to-back quadrants.
— At least one track detected by coincidences between the forward tracking
chambers FCA and FCB.
— An energy deposition of at least 3.0 GeV in a FEMC endcap.
— A coincidence of one OD quadrant with any ID signal.
(g) A “forward muon back-to-back” trigger was formed by a coincidence of the
HOF at 1st level with the MUF at 2nd level. A signal from either HOF endcap was
required to coincide with signals in back-to-back quadrants of the MUF endcaps.
The efficiency of the relevant subtriggers for the hadronic and leptonic events
was measured using data samples which were recorded with independent subtrig-
gers.
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Fig. 4. Trigger efficiency for hadronic events as function of the polar angle of the sphericity axis of the
event.
For the hadronic analysis, the barrel trigger was (a), (c) and (d) and, for the
forward trigger, component (f). Fig. 4 summarizes the trigger efficiency for hadronic
events, as a function of the polar angle of the sphericity axis of the event, for the
forward and barrel triggers (shown separately) and, on a magnified scale, the
overall efficiency of the trigger system. For values of cos 0~ph less than 0.65, i.e.
the barrel region, the trigger efficiency was higher than 99.99%. Even in the very
forward region it remained larger than 99.7%. For hadronic events recorded with
trigger components missing, the corresponding correction to the overall efficiency
was measured with data taken during periods in which all trigger components were
fully operating. The loss of a component was simulated via the trigger pattern for
each event. A correction between 0.2% and 2.5% was necessary for about 3% of
the events. The uncertainty introduced by these corrections is negligible.
For the leptonic events, all the trigger components (a)—(g) were used, although
for a given leptonic channel some were irrelevant e.g. (g) for electrons and (e) for
muons. The trigger efficiencies for the leptonic events were found to be indepen-
dent of polar angle within the barrel region. They were (99.6 ±0.2)% for ~
(98.1 ±0.3)% for jc~, (99.5 ±0.2)% for T~T and (99.0 ±0.3)% for leptons
selected without distinguishing their flavour. The slightly lower efficiency for
~ is due to a period of data taking when parts of the tracking detector trigger
electronics were not correctly functioning. In the endcap region the average trigger
efficiency for e~e was (99.9 ±0.1)% whilst for c~x it varied slightly with cos 0,
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giving an average efficiency over the combined barrel and endcap regions of
(96.5 ±0.3)%.
5. Hadronic event selection and cross sections
Hadronic events were selected with two complementary analyses, both of which
required the same minimal multiplicity of charged particles. The first analysis (I)
relied mainly on the energy of charged particles, whereas the second (II) relied
instead on the energy deposited in the calorimeters.
Charged particles were retained if they satisfied the following selection criteria:
(i) momentum p in the range 0.4 <p <50 GeV;
(ii) relative error on momentum measurement less than 100%;
(iii) ~r less than 4.0 cm, where 8r is the distance of closest approach to the
nominal interaction point in the radial direction;
(iv) less than 10.0 cm, where 55z is the distance of closest approach to the
nominal interaction point along the beam direction;
(v) track length greater than 30.0 cm.
The cut values were chosen such as to allow a reliable measurement of the
multiplicity and momentum of the selected charged particles.
5.1. ANALYSIS I
Hadronic events were accepted if:
(a) the total charged multiplicity is greater than or equal to 5;
(b) the energy sum E
1 is greater than 12% of the centre of mass energy, where
E1 = ECh + E~EMc.Assuming all charged particles to be pions, the total charged
energy, E~h,was taken as the sum of the energy of all selected charged particles. In
order to increase the selection efficiency as well as to keep it rather insensitive to
instabilities of the forward trigger and track reconstruction efficiencies, the energy
of neutral particles, E~EMc,deposited in the forward electromagnetic calorimeter
(FEMC) was taken into account. Clusters were retained in the FEMC if they were
not associated to a selected charged particle, if their reconstructed energy was
between 0.4 and 50 GeV and if their polar angle was in the range 12°—35°or
145 °—168°.
The value of the energy cut was chosen such as to be least sensitive to the
experimental uncertainty on the charged particle momenta. Fig. 5a shows the
charged multiplicity distribution of the data before applying the cut of E1. The
distribution of the values of E1 is displayed in fig. Sb for events with at least 5
charged particles.
A detailed Monte Carlo simulation of the detector, which included secondary
interactions, the collection of electronic signals and their digitisation, was per-









Fig. 5. Distributions of real events (points with statistical errors) and simulated events (continuous line)
normalised to the selected data sample: (a) multiplicity of charged particles before the selection based
on F
1 or E0 (b) E1 = F15 + E~FMcfor events with at least 5 charged particles: (c) polar distribution of
the sphericity axis; (d) calorimeter energy E1~for events with at least 5 charged particles.
formed. The event generation relied on the DYMU3 event generator [10] and on
the Lund 7.2 parton shower fragmentation model [11]. The same analysis was
applied to the simulated and to the real events and good agreement between the
two samples was observed. The final simulated charged multiplicity and total
energy distributions are shown as continuous lines in fig. Sa and Sb. The contami-
nations from two-photon collisions and 1~~T events account for the difference
between simulated and real multiplicity distributions for multiplicities between 5
and 8.
The selection efficiency for hadronic events was derived from the Monte Carlo
simulation corrected for changes in the detector, trigger and track reconstruction
inefficiencies at small polar angles and for the detection and reconstruction
inefficiencies located around the edges of the TPC sectors. Overall these correc-
tions reduced the efficiency by 0.8%. Fig. Sc shows the distribution of the polar
angle of the sphericity axis for the data and for the corrected Monte Carlo events.
A total efficiency of (96.3 ±0.4)% was obtained. The various contributions to
the uncertainty are summarized in table 2. The dominant source of systematic
uncertainty comes from the 0.8% correction for inefficiencies applied to the
simulated data sample. The corresponding uncertainty on the selection efficiency
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TABLE 2
Contributions to the uncertainty on the hadronic event selection efficiency. The subtraction of the
two-photon collision background introduces an additional uncertainty of 10 ph
Error source Error (%)
Monte Carlo statistics 0. 1




was estimated to be 0.3% at each collision energy and 0.05% from energy to
energy.
5.2. ANALYSIS 11
The second analysis is based on the total energy deposited in the calorimeters
(i.e. HPC, FEMC, HCAL). Events were selected if:
(a) the total charged multiplicity is greater than or equal to 5;
(b) the total calorimetric energy E11 is greater than 16% of the centre-of-mass
energy.
This analysis is independent from analysis I apart from the common requirement
of the charged particle counting and of the use of the FEMC for neutral particles
in the forward region.
The energy was calculated using the results of the reconstruction from each
calorimeter, and using the combined calorimetry results (i.e. an algorithm to sum
the energy depositions in the calorimeters) if the showers in the hadron and
electromagnetic calorimeters were found to be associated. Fig. Sd displays the total
calorimetric energy, E11, of the events with at least 5 charged particles.
The corresponding selection efficiency was estimated from the Monte Carlo
simulation and cross-checked Ofl the real data sub-sample which was also retained
by analysis 1. The overall selection efficiency was found to be (96.5 ±0.6)%. The
main source of uncertainty comes from the variation of the response of the
calorimeters during the data taking period. This variation also required a more
restrictive selection of running conditions than analysis 1, resulting in about 10%
fewer selected events.
5.3. BACKGROUNDS
Backgrounds were removed by very similar methods in both analyses. The
multiplicity cut removed cosmic events and Z°leptonic decays with the exception
of a small fraction of T
57~ events. The energy cut rejected the remaining
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contamination by beam—gas and most the two-photon interactions. By analysing
the events originating far from the interaction point (viz. 10 < z <30 cm) the
contribution from the beam—gas events was found to be less than 3 pb. The
contamination by events produced in two-photon collisions was estimated from
three sources: a Monte Carlo simulation including a quark-parton and a vector-
meson contribution [12], a sample of measured two-photon collision events [13]
and the sub-sample of selected multihadronic events with E1 between 12% and
18% of the centre-of-mass energy. All three event samples gave consistent results
and the contamination was estimated to be (20 ±10) pb at each centre-of-mass
energy. The T~T background was determined to be (0.3 ±0.1)% using a Monte
Carlo simulation performed with the event generator KORALZ [141.
5.4. COMPUTATION OF TIlE CROSS SECTION
The hadronic cross section was computed at each energy from the relation
N~— Nb
= (1 +f5m), (2)
~ L
where N7 stands for the number of selected hadronic events, Nb is the number of
backgrounds events (viz. T~T and two-photon interaction events), L stands for
the time integrated luminosity (eq. (1)) and Ez is the overall efficiency for hadronic
events. f5~is a correction factor due to the energy spread of the LEP beams. The
latter has been estimated to be (0.8 ±0.2) x i0<~[15], corresponding to a disper-
sion on the collision energy of (SO ±10) MeV. The correction factor f.,rn is
proportional to the second derivative of the cross section and to the square of the
energy spread. The main effect in correcting for the beam spread is to change the
extracted value of F~by almost 4 MeV. The cross sections obtained with both
analyses are given in table 3 for each centre-of-mass energy. The quoted errors are
statistical only. There is an additional energy-independent normalisation uncer-
tainty of 1.0% (1.1%) for analysis I (analysis II), of which 0.9% is due to the
luminosity measurement and 0.4% (0.6%) is due to the determination of the
selection efficiency of hadronic Z°’s.One observes that both analyses give very
similar results. The cross sections obtained with smallest systematic and statistical
uncertainties (analysis I) were then retained for the fits in sect. 7. The correspond-
ing integrated luminosities are given in table 3, together with the number of
selected Z°’s.The total integrated luminosity for the combined 1989 and 1990 data
samples is 5.88 pb~.
For about one third of the total data sample, due to slight changes in the trigger
or in the detection efficiency, the data sample selected at each centre-of-mass
energy was corrected by an energy-dependent factor which varied between 0.05%
and 0.50%.
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TABLE 3
The cross sections for e + e — —* hadrons, at different centre-of-mass energies, for the two analyses
described in the text. The cross sections are corrected for the background and efficiency of selection.
The errors are statistical only. The overall systematic error on these points is 0.4% on the total number
of hadronic events selected with analysis I and 0.9% on the integrated luminosity, including the
estimated theoretical uncertainty on the luminosity. This gives a total systematic error of 1.0% on the
cross sections obtained with analysis I
Collision energy Analysis I Analysis II Int. lumi. Number of Z11(GeV) (nb) (nb) (nb~) (Analysis I)
88.223 4.56±0.12 4.56±0.12 361.9 1602
88.277 4.64±0.31 54.4 241
89.224 8.61±0.16 8.64±0.18 438.1 3655
89.277 9.24 ±0.49 49.8 427
90.222 18.29±0.28 18.41 ±0.30 383.0 6777
90.276 19.17±0.72 61.8 1094
91.029 28.70±0.88 73.3 1987
91.225 31.04±0.16 30.87±0.17 2782.9 83413
91.276 30.54±0.88 81.9 2392
91.529 29.49±0.75 106.3 2984
92.220 21.91 ±0.31 21.80±0.32 415.4 8803
92.279 20.56±0.94 39.8 785
93.221 12.77±0.21 12.74±0.22 460.2 5685
93.277 11.36 ±0.54 54.2 587
94.218 7.94±0.15 7.94±0.17 463.5 3565
94.277 8.38±0.56 35.0 280
95.035 6.07±1)68 16.3 95
The collision energies given in table 3 are known with an absolute systematic
uncertainty of about 20 MeV and a point-to-point uncertainty of about S MeV [16].
The collision energies published in ref. [1] have been corrected by —7 MeV.
6. Leptonic event selection, cross sections and forward—backward
charge-asymmetries
The leptonic event selection is based on two very different approaches. In the
first one, an attempt is made to separate the data into the three lepton flavours by
a mixture of particle identification and event topology criteria. Care is taken to
minimise the backgrounds (mainly cross-feeding between the different leptonic
channels), whilst maintaining as high an efficiency as possible. In the second
approach, there is no attempt to separate the data into the three flavour cate-
gories. This has the advantage that the selection is essentially only based on the
reconstructed charged particle tracks, without recourse to any specific particle
identification. The backgrounds due to cross-feeding between channels are elimi-
nated.
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The remainder of this section of the paper contains descriptions of the ~
~ and 1~~T analyses, followed by an account of the 1~l (flavour-indepen-
dent) analysis. Results are presented on the cross sections for each final state as a
function of the e5e~ centre-of-mass energy and on measurements of the
forward—backward charge-asymmetry
—
AFB(ECrn) = / / . (3)
+ 0’B
In this expression, -~(o-~)is the cross section for the production of an 1~(where /
is a charged lepton) with cos 0 > 0 (<0), where 0 is the angle of the I~with
respect to the incident e~direction.
The asymmetry at each centre-of-mass energy has been determined by two





where N1.- (NB) are the number of events corrected for background contamination
and detection inefficiencies with cos 0 > 0 (< 0). The “maximum likelihood
method” (used only for the ~ and T~T) derives the asymmetry from a
maximum likelihood fit to the angular distribution. The likelihood L is defined as
L = fl (~(l+ cos201) +AFB cos (5)
where the product is taken over all the events selected for the asymmetry
determination. The presence of QED radiative corrections distorts the angular
distribution assumed above but at the present level of statistical precision these
distortions have no significant effect on the results. Whereas in principle the
counting method makes no assumption about the angular distribution, the maxi-
mum likelihood method gives slightly smaller statistical errors and, in the absence
of charge asymmetric and forward—backward asymmetric inefficiencies, does not
require efficiency corrections.
Finally, correction factors for the beam-energy spread (subsect. 5.4) have been
applied to the cross sections of all final states.
6.1. e e — ~ e e --
The cross section was measured both in the barrel region and the end cap
region. Due to the very different characteristics in the two polar angle regions of
the detector and of the Feynman graphs dominating the process, the two analyses
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have been kept separate. The asymmetry has been studied in the barrel region
only.
6.1.1. Cross section in the barrel region. The present analysis is an improved
version of the one described in ref. [2] with a much stronger rejection of back-
grounds. Events were retained if they satisfied the following selection criteria:
(i) There must be at least one electromagnetic cluster in the barrel electromag-
netic calorimeter (HPC) with energy greater than 30 x (v’I~/91.22) GeV and a
second one with energy greater than 25 x (%I~/91.22)GeV. The clustering is
performed to sum secondary photons coming from radiation in the detector
material. A low-energy shower is added to a higher-energy one if its transverse
energy relative to the first one is smaller than 0.2 GeV and their angular
separation, as seen from the beam crossing point, is smaller than 5°.
(ii) Events with more than 4 charged particles with momentum greater than 1.5
GeV, 6r less than 5 cm and 5z less than 5 cm (sr, 6z as in sect. 5), and events
with 2 charged particles in each of the two hemispheres, defined by the direction
of the highest-energy cluster, are rejected. Events with 3—1 and 3—0 topologies are
selected if the total electromagnetic energy is greater than 70 GeV. This require-
ment avoids the loss of events in which a photon has materialized, without an
appreciable increase of the T events background.
(iii) The longitudinal development of showers associated to charged particles
must be compatible with that expected from an electron.
To avoid losses of events due to bad reconstruction of one shower in the HPC,
events which failed the above selection criteria were accepted if they satisfied the
following requirements: (a) one cluster with energy larger than 40 X (v~/91.22)
GeV must be present in the event; (b) one charged particle must be reconstructed
in each hemisphere; (c) there must be no deposited energy beyond the first 1.5
interaction lengths of the hadron calorimeter associated with the charged particle
in the hemisphere opposite to the most energetic electromagnetic shower.
In all the selected events, the two charged particle tracks, or the two most
energetic electromagnetic clusters if the number of tracks is different from two or
the angle between the existing two tracks is close to zero, are identified as the two
final state electrons.
For the analysis of the events in the barrel region, events were retained for
which:
(iv) the polar angles of both electrons are in the range 44°<0< 136°;
(v) the acollinearity between the two electrons is smaller than 10 °.
In addition, the following fiducial cuts are applied:
(vi) the azimuth of the impact point of one electron randomly selected in each
event must be more than 1 0 away from the boundaries of the HPC modules;
(vii) the polar angle of both electrons must he more than 2 0 away from the
0 = 90 ° boundary plane.
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Fig. 6. The photon energy E~for radiative events in which the transverse energy of the photon with
respect to the closest electron is larger than 0.6 GeV. The continuous line is the same distribution for
simulated events. The normalisation of the two distributions is based on the relative luminosity of the
two samples.
From the 1990 data a total sample of 2891 events was selected with this
procedure, corresponding to an integrated luminosity of 4.35 pb~ . To compute
the cross section u1, the experimental number of events has to be corrected for
trigger efficiency, losses due to the applied cuts and remaining background.
The trigger efficiency was measured to be (99.6 ±O.2)% by comparing the
different independent subtriggers used in the experiment. To obtain the other
correction factors, a sample of simulated e~e~(y)events was generated using the
program BABAMC [6] and passed through the program DELSIM [171to simulate
the response of the DELPHI detector. The simulated raw data were then proc-
essed through the same analysis chain used for real data. Although the BABAMC
generator contains only 0(a) corrections, its precision is adequate for the determi-
nation of the small correction factors.
Fig. 6 compares real and simulated events with a hard radiative photon. It
shows the energy distribution of the third most energetic cluster, if its transverse
energy with respect to the closest more energetic cluster is larger than 0.6 GeV (in
order to remove the bremsstrahlung photons produced by the passage of the
electrons through the detector material). Data and simulation agree, both in shape
and absolute normalisation.
For the study of background, a sample of e~e—~T~T events was generated
using the program KORALZ [14] and processed through the DELPHI simulation
and analysis chain. From the study of these events the background of e~e—~i-~’r
events in the sample is estimated to be (1.2 ±O.2)%. The correspondence of real
and simulated T decays has been checked using a sample of real ‘r~i- events,
selected on the basis of cuts on one hemisphere only and therefore leaving the
opposite decay unbiased.
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An additional non-negligible background comes from e~e—~yy events. They
can be rejected by requiring the presence of two charged particles, and by
correcting for the inefficiency of the tracking system. However, since the cross
section of this pure QED reaction is relatively small and well known [18], a better
precision is obtained by keeping such events in the sample and correcting with the
theoretical cross section. An independent analysis has however been performed
using only events with two reconstructed tracks, both associated to energy clusters
in the HPC. The corresponding results are fully compatible, with no indication of
systematic differences.
The contamination from other sources, like e~e—~hadrons, was estimated to
be negligible on the basis of an analysis of simulated hadronic final states.
In summary, the following correction factors were applied to the number of
events at each centre-of-mass energy:
(a) 0.988 ±0.002, at the Ztt peak, for the residual tau pair contamination,
changing with energy according to the ratio of the e~e and T4T cross sections;
(b) 0.985 ±0.0005 for the background due to annihilation into two photons,
changing with energy according to the ratio of the cross sections for e~e and yy
final states;
(c) 1.215 ±0.007 for the loss of events. This value is the product of a factor of
1.004 ±0.002 for the trigger efficiency and a factor of 1.210 ±0.007, estimated
using the simulated events, to correct for the cuts on the azimuthal and polar
angles, the cluster energy and the longitudinal shower development. The purely
geometrical component of the correction for the angular cuts is a factor of 1.206,
showing that this is the most important contribution;
The cross sections computed using the 1990 data are given as function of V’~in
table 4. Also given in the same table are the cross sections corrected for the effects
of t-channel photon exchange and the acollinearity-angle cut and extrapolated to
the full angular acceptance. The t-channel correction is calculated using the
program ALIBABA [19], which computes the cross section to order a2. The
fraction of cross section due to t-channel effects is about 50% on the lowest-energy
point, decreases to 13% on the peak-energy point, and it is only a few percent on
the high-energy side of the resonance peak. In the event selection both electrons
are required to be within the polar angle acceptance. The corresponding cross
section is calculable using ALIBABA, whereas the program ZFITTER [20] only
allows the polar angle of one fermion to be constrained. To make it possible to use
ZFITTER to fit the pure s-channel results, a small correction, about 1%, has been
applied to the cross section, calculated using ALIBABA. The correction for the
acollinearity-angle cut and the extrapolation to the full angular acceptance were
performed using ZFITTER.
The overall systematic error on the e~e cross section coming from uncertain-
ties on the correction factors quoted above is 0.7%, to be combined with the
uncertainty on the luminosity measurement. The procedure to obtain the pure
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TABI.E 4
The number of selected events, integrated luminosities and cross-sections a’
1 for e + e — —~ e e for
different centre-of-mass energies. The fourth column (s + t) gives the measured cross-section within the
polar-angle range 440 < 9 < 136° and acollinearity < 10°.The fifth column (s only) gives the cross
section after t-channel subtraction and correction for acceptance to the full solid angle and the full
acollinearity-angle distribution. The errors are statistical only. The overall systematic error on these
points is 1.2%
~‘/ (GeV) No. of e + e — Int. lumi. a’1 (nb) [s + t] o~(nh) [s only]
events (nb’)
88.223 95 291 0.375±0.042 - -- 0.275±0.070
89.221 142 334 0.495±0.044 0.427±0.073
90.223 229 338 0.797±0.054 0.895±0.089
91.221 2056 2309 1.054±0.024 1.497±0.039
92.218 190 359 0.621 ±0.046 1.011±0.077
93.220 101 282 0.414±0.043 0.698±0.071
94.218 78 435 0.200±0.025 0.326±0.042
s-channel values introduces an additional uncertainty of 0.3% (averaged over the
seven energy points), giving an overall systematic error of 1.2%.
6.1.2. Cross section in the end cap region. The selection criteria used in the
end cap are similar to the ones used in the barrel region:
(i) No more than 3 charged particles with momentum greater than 1.5 GeV, 6r
less than 5 cm and 6z less than 5 cm (8r, 6z as in sect. 5) must be present.
(ii) There must be at least one electromagnetic cluster in the forward electro-
magnetic calorimeter (FEMC) with energy greater than 30 x (~c/91.22)GeV and
a second one with energy greater than 20 x (V~/91.22) GeV.
(iii) The polar angles of the two highest energy clusters must be in the range
10.3°<0<35° or 145°<0<169.7°.
(iv) The acollinearity between the two clusters must be less than 10 ~.
In addition, a geometrical cut was applied to remove some calorimeter modules
which were not working properly; they correspond to 2.0% of the cross section in
the polar-angle region considered.
The trigger efficiency was measured to be (99.9 ±O.1)%
In the present analysis, the charge of the final-state fermions is not considered
and hence the scattering angles 0 and 180 — 0 are not distinguished. The cross
sections measured are therefore the sum of a forward and a backward component.
Particular care has been exercised in evaluating the losses due to the cut on the
electromagnetic energy. The large amount of material between the beam crossing
point and the electromagnetic calorimeter, between one and two radiation lengths
on average, and its non-uniform distribution, make a detailed simulation of its
effects quite difficult. To evaluate the losses, an almost pure sample of e~e
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events is selected by requiring an energy above 35 GeV in one end cap and a
charged particle with momentum above 20 GeV, reconstructed by the forward
tracking devices (TPC + FCA + FCB), in the opposite direction with an acollinear-
ity angle smaller than 5 °. The contamination in this sample from tau and hadronic
events has been evaluated by Monte Carlo simulation to be smaller than 0.5%.
From the tail of low energy values of the spectrum of the electromagnetic energy
measured on the track side, the efficiency of the energy cuts are determined to be
(98.0 ±O.5)%. At large polar angles, due to the presence of chamber frames and a
small percentage of dead counters, this value is smaller; in the region 20 ° <0 <35
it has been measured to be (92.2 ±O.9)%.
From the 1990 data a total sample of 14545 events was selected with this
procedure among the runs where the forward calorimeters were operational,
corresponding to an integrated luminosity of 3.80 pb_i. Figs. 7a—c show the
differential cross section do’~/dr’,where o = —2/sin2(0/2), for events below the
peak (Vii < 90 GeV), near the peak (v~= 90.22 GeV and ~ = 91.22 GeV) and
above. With respect to the variable v, the QED differential cross section is
approximately constant. The full line curves superimposed on the data are the
theoretical predictions of ref. [21]. This computation takes into account the
emission of soft radiation with total energy smaller than a fraction k of the beam
energy, including exponentiation, plus the emission of hard collinear photons,
produced at an angle smaller than ~ with respect to the final-state electrons. Since
a small fraction of the cross section, corresponding to the emission of hard
non-collinear photons, is not considered, the full line curves in figs. 7a—c are
normalized to the data in the region 10.3 ° <0 <20 °. The normalisation factor
depends on the choice of parameters k and ~. Using k = 0.10 and ~ = 5° the
factor is 1.04.
On the same figures the theoretical predictions of ref. [211for pure photon-ex-
changes, without Z° contributions, are also shown with a dashed line. The
comparison of full and dashed line curves shows that the Ztt presence is important
in the peak region for r> —70, or 0 > 20 °. Since a complete second-order
computation of the differential distributions is not yet available, for the determina-
tion of the e~e~partial width the analysis is restricted to the interval 20°<0 <35°
and 145 ° <0 < 160 °, where the contribution of s-channel exchange is of the order
of 30% at the peak. In this interval, using the cuts described above, 2772 events
remain.
The contamination from e~e—~r~T~ and e~e~—’hadrons in this 0 region is
estimated from Monte Carlo simulations to be (1.0 ±0.3)% at the peak. The
measurement of losses due to the energy cuts has been described above. As in the
barrel region, the e~e—~yy events, about 1.7% of the total in the Z° peak
region, were kept in the sample, and a corresponding correction applied in the
cross section computation.
Table 5 contains the measured cross section as a function of c.m. energy. The
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Fig. 7. da’
1 /dv, where v = — 2/sin
2(O/2), for (a) s/~= 88.22 and 89.22 GeV (h) V~= 90.22 and 91.22
GeV (c) ~ = 92.22. 93.22 and 94.22 GeV. The full curves are the predictions of ref. 121], normalized as
described in the text. The dashed curves are the prediction from the same reference for photon
exchange only.
overall systematic error on the cross section, including the luminosity uncertainty,
is 1.4%.
6.1.3. Forward—backward asymmetry. The sample of events used for the
cross section measurement in the barrel region has also been used to measure the
forward—backward asymmetry AFB. The data from the end cap region were not
used because of the large t-channel contribution.
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TABLE 5
The number of selected events and cross sections a’
1 for e + e — —~e + e — for different centre-of-mass
energies within the polar-angle range 20°<0 <35 ° plus the symmetric interval 145 ° <0 < 160 °. The
errors are statistical only. The corresponding integrated luminosity is 3.8 pb . The overall systematic
error on these points, including the luminosity uncertainty, is 1.4%
v~(GeV) No. of e~e — events tnt. lumi. (nb -‘) a’1 (nb) [s + t]
88.221 219 285 0.880±0.056
89.221 215 294 0.844±0.054
90.218 278 311 1.026±0.058
91.223 1680 2161 0.892±0.020
92.221 77 131 0.673±0.073
93.224 199 374 0.605±0.041
94.219 104 243 0.485±0.045
Two methods of measuring the charge of the electrons are available. The first
one is based on the reconstruction of the charged particle trajectories in the
tracking devices; the second is based on the difference in azimuthal angle 4 of the
two most energetic electromagnetic clusters of the event. Due to the bending of
the electrons in the magnetic field, ~ peaks at 181.1°and 178.9°,depending on
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Fig. 8. (a) Distribution of the electric charge multiplied by the inverse momentum of the charged
particles for e ± e — —~ e + e — events selected in the barrel region. (b) Difference ~14 in the azimuthal
position of the impact points on the HPC of the two maximum energy electromagnetic clusters for
e+ e —. e ± e — events selected in the barrel region.
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the charge. Fig. 8a shows the distribution of the electric charge multiplied by the
inverse momentum of the charged particles of the events with two tracks. Fig. 8b
shows the distribution of ~i4 for all events with at least one reconstructed track.
An indication of the quality of the track measurement is given by the number of
events with two charged particles of the same sign: 4.2% of the two track events.
An important cause of wrong charge assignment in the e~e final state is
bremsstrahlung in the detector material, which is confirmed by the observation
that in the e~e ~r~js events the fraction is much smaller (see subsect. 6.2.2).
The correlation of such an error between the two particles of an event is small, and
the probability to have events with both particles wrongly assigned is about 0.1%.
It should be noted that the polar and azimuthal angular distributions of wrong-
charge events are uniform.
The sample of events with two charged particles of opposite sign can be used for
a quantitative estimate of charge misassignment using the ~i/j method. Amongst
the events with two good tracks, 4.0 ±0.6% (5.1 ±0.7%) of those declared to be
forward (backward) scattering events by the tracking method receive an opposite
assignment from the calorimeter. Using the ~14 method alone, the systematic error
on the asymmetry would be 9% of its value, i.e. about one third of the statistical
error. Since the ~1çbdistributions of the two track events and of the remaining
events are very similar, the estimate of the precision of the Llçb method has been
assumed valid for the full sample.
The charge assignment is optimized using the tracking information for events
with two charged particles of opposite charge and the calorimeter information for
the remaining events. Table 6 gives the measured forward—backward asymmetries
AFB at all energies. The effect of the small symmetric component of e1e—~yy(y)
events has been taken into account. The systematic error on the asymmetry
measurement due to the charge misassignment is estimated to be 0.003. The effect
TABLE 6
Results of measurements of the e + e — forward—backward asymmetry A FB for different centre-of-mass
energies. The third column (s + t) gives the measured asymmetry within the polar-angle range
44° <0< 136° and acollinearity < 10°.The fourth column (s only) gives the asymmetry after
subtraction of the t-channel contribution in the same angular interval. The errors are statistical only
and the data are not corrected for any of the kinematical cuts. The overall systematic error on these
points is 0.005
~ (GeV) No. ofee events AFB[s + t] A~
13[s only] —
88.223 95 0.46 ±().10 —0.03 ±0.27
89.221 142 0.22 ±0.08 —0.34 ±0.19
90.223 229 0.18 ±0.07 —0.12 ±0.10
91.221 2056 0.067 ±0.022 — 0.046 ±0.026
92.218 190 0.06 ±0.08 0.05 ±0.08
93.220 101 0.26 ±0.10 0.26 ±0.10
94.218 78 0.20 ±0.12 0.16 ±0.12
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of biases in the measurement of the polar angle is negligible because both particles
are required to remain within the polar angle cut. Using only the ~icfj method for
the full sample, the average change in the measured asymmetry is 0.003. No
systematic effects were observed in the simulated data.
Using the program ALIBABA [19], one can correct for the effects of t-channel
exchanges plus the interference with s-channel diagrams. This procedure intro-
duces an error depending mostly on the precision of the luminosity measurement
and on the accuracy of the theoretical formulae. At the level of precision of the
present data this error is negligible.
The pure s-channel asymmetry, A~, corrected to one lepton in the angular
region 44°<0<136° (see subsect. 6.1.1) is shown in the last column of table 6.
The overall systematic error on these measurements is estimated to be 0.005.
6.2. ~
The analysis procedure for the selection of candidate e~e—~I.L events in
the barrel region is similar to that presented in refs. [2] and [221. In the present
analysis the polar-angle range for the determination of cross sections has been
further increased to 32.9°< 0 < 147.1° (Hcos 0 <0.84). For the determination of
the forward—backward asymmetry the polar-angle range has been further extended
to 15°<0< 165°. This larger angular acceptance for the asymmetry measure-
ments is important as the size of the error is related to the maximum absolute
value of cos 0 in the data sample.
Events were retained if they satisfied the following selection criteria:
(i) There were two charged particles, both having momenta greater than 15
GeV, and coming from the interaction region. This region is defined by less
than 4.5 cm and ~r less than 1.5 cm, where ~z and 5r are as defined in sect. 5.
(ii) The acollinearity angle between the two charged particle tracks was required
to be less than 10°.
(iii) There were no additional charged particles with momenta greater than 5
GeV.
The momentum resolution on the reconstructed tracks used in this analysis can
be seen in the distribution of the electric charge multiplied by the inverse of the
momentum (fig. 9). The tails of the momentum distribution at small values of the
inverse momentum are mainly due to reconstructed tracks in which information
from one or more of the tracking detectors was not available in the track fit.
Nevertheless this figure clearly demonstrates that the sign of the electric charge of
the muons can be measured reliably, thus making possible a determination of the
forward—backward asymmetry.
Five sub-detectors were used in the muon identification:
(a) For the MUB and MUF, identification was based on the association of the
positions of the muon chamber hits with those expected from the extrapolation of
the tracks.
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Fig. 9. The distribution of the electric charge multiplied by the inverse momentum for reconstructed
tracks in the polar angle range 15°<0<165° and used in the e e ~tz~L analysis of the
forward—backward asymmetry.
(h) For the HCAL, it was required that the energy deposited was consistent
with that expected for a minimum ionising particle; namely that the total energy
deposited was less than a cut-off value (which was 10 GeV at 0 = 90° and
increasing to about 15 GeV at 0 = 55°,and thereafter independent of 0) and that
there were energy deposits in at least two of the four layers.
(c) For the HPC and FEMC it was required that there were energy depositions
and that these were consistent with those expected from a minimum ionising
particle (i.e. less than I GeV within ±5 ° in theta and ±10° in azimuth around
the track extrapolated to the entry point of the calorimeter).
It was required that each particle was identified as a muon by at least one of the
sub-detectors mentioned above in either the barrel or forward regions. Events in
which one or both particles was identified as a hadron by HCAL (deposited energy
greater than the above cut-off value) or in which both particles were associated
with energy deposits greater than 10 GeV in the HPC or FEMC, and which had an
acollinearity angle greater than 1 ° were removed. The cosmic ray background was
substantially reduced by timing measurements using both the TOF and the OD.
The identification efficiency of each of the sub-detectors was measured using
the data by counting the number of muon pairs found by a given sub-detector in a
sample defined by the other two sub-detectors. The identification efficiencies were
estimated as a function of 0. From these studies it was found that the overall muon
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identification efficiency, which is the “or” of the sub-detector efficiencies, was
0.994 ±0.002 over the 0 range 32.9°<0 < 147.1°.A more restrictive cut on the
acollinearity angle was made for the determination of the muon identification
efficiency, in order to minimise the effect of the T-background.
The detection efficiencies and the validity of the method of the efficiency
determination were cross-checked by generating a sample of p. ~p.— events using
the DYMU3 generator [101and passing the simulated raw data from the DELPHI
detector simulation program [171 through the same analysis chain as for the real
data. Simulated events for the T~T final state, produced using the KORALZ
generator [14], were also analysed for background studies.
6.2.1. Cross section. The cross section for e~ep.~p. has been deter-
mined for the sample of events in which the positive muon was in the polar angle
region 32.9° <0< 147.1°.It was required that the sub-detector components used
in the analysis were fully operational. The number of muon-pair events in this
sample is 3428. The total integrated luminosity used for the determination of the
cross section is 4.51 pb
In order to determine the cross section 0~E the number of events at each energy
was corrected for the efficiency of muon identification and by the following factors:
(i) 1.088 ±0.004, for loss of muons, either from the dead space of the TPC or in
the forward region. The efficiencies were determined using both the data and
Monte Carlo simulated events. The error on this correction includes that arising
from imprecision on the cuts on the vertex, on momenta and on the polar angle 0.
(ii) 1.036 ±0.003 for trigger efficiency; this was determined by comparing which
triggers fired, on an event by event basis, from a redundant set of triggers based on
the ID, TPC and OD track detectors and the TOF detector in the barrel region
and, in addition, FCA, FCB, HOF and MUF in the forward region.
(iii) 0.981 ±0.005, for the T~T background; this was estimated from Monte
Carlo simulations as described above.
(iv) 0.985 ±0.003, for the residual cosmic ray background.
The background from the process e~e—~e~e~p., where the final state e~
and e remain undetected, has been estimated using the event generator de-
scribed in ref. [23]. This background, together with that from e~e—~e~e, is
found to be negligible.
The cross section for e~e—~p.~p.,as a function of the centre-of-mass energy
is given in table 7. The results are corrected for the cuts on momenta, acollinearity
and polar angles, and correspond to the full 4ir solid angle. The correction factors
are computed using the formulae of ref. [20]. The estimated uncertainty on this
calculation is 0.2%, and this is added quadratically to the above errors to give a
total systematic error on the cross section of 0.8%, in addition to the error on the
luminosity, or an overall systematic error of 1.2%.
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TABLE 7
The number of selected events, integrated luminosities and cross sections o
7 for e e — ~s — for
different centre-of-mass energies. The cross sections are corrected for the cuts on momenta and
acollinearity angles and to the full solid angle. The errors are statistical only. The overall systematic
error on these points, including the luminosity uncertainty, is 1.2%
V~(GeV) No. of ~s - events tnt. lumi. (nb - ) a’,~(nh)
88.222 49 316 0.219±0.032
89.220 119 401 0.432±0.040
90.223 276 374 1.090 ±0.065
91.221 2457 2330 1.537±0.031
92.218 252 307 1.177±0.074
93.223 155 372 0.598±1)048
94.217 120 413 0.412+1)038
6.2.2. Forward—backward asymmetry. For this analysis it was required that
there was at least one muon in the polar angle region 15 ° <0 < 165 °. The
absolute detection efficiency has not been determined for the extended parts of
this polar angle region, however only the relative detection efficiency as a function
of angle is required for the forward—backward asymmetry and the inclusion of this
region increases the precision significantly. The other selection criteria are the
same as those described above, except that a less restrictive set of data-taking runs
was used since an absolute normalisation is not required. The resulting sample
contained 4763 events. In this sample there are 47 apparently like-sign positive
muon-pair events and 37 negative pairs. For these events the charge assignment
was based on the charge of the particle with the smaller momentum error. The
relative muon detection efficiency %( cos 0 I) was determined by comparing the
number of events found as a function of cos 01 with the distribution (1 + cos
20).
This function was then used to compute the factor by which the measured value of
the forward—backward asymmetry, using the counting method, should be corrected
to correspond to the full 4~rangular range. The forward—backward asymmetry was
also computed using the maximum likelihood method based on the scattering
angle of the negative muon. The resulting values obtained by both methods, as a
function of ~ are given in table 8. The errors shown are statistical only. The
values of A FB are not corrected for the momenta and acollinearity cuts. The
results are in agreement with those from a previous determination based on the
counting method with a smaller sample [22].
Possible systematic uncertainties on AFB can arise from several sources: the
wrong assignments of the charges of the particles; differences in the detection
efficiencies of positive and negative particles in the forward and backward hemi-
spheres; or in systematic differences in the momentum or polar angle values
determined for positive and negative particles in the forward and backward
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TABLE 8
Results of measurements of the p. ~p.— forward—backward asymmetry A FB for different centre-of-mass
energies. The results are corrected to the full solid angle, hut not for the cuts on momenta and
acollinearity. The errors are statistical only. The overall systematic error on these points is 0.005
5//GeV) - - - No.of p. ~ — events ~ counting A FB likelihood
88.222 72 —(1.23 ±0.11 —0.14 ±0.11
89.220 162 —0.17 ±0.08 —0.21 ±0.08
90.223 325 —0.11 ±0.06 —0.08 ±0.05
91.221 3437 0.024±0.017 ((.007 ±0.017
92.218 387 0.04 ±0.05 0.01 ±0.05
93.223 217 (1.15 ±0.07 0.12 ±0.07
94.217 163 0.25 ±0.08 0.21 ±0.08
hemispheres. From a series of studies into the above effects, the systematic error
on the asymmetry is estimated to be 0.005.
6.3. e±e~r+r~
A previous study of the e~e—~1~~T channel by the DELPHI collaboration
can be found in ref. [2]. The present analysis, corresponding to an integrated
luminosity of 4.76 pb , extends the polar-angle range to the region 43°<0 < 137°
and improves the background rejection.
The event selection criteria consisted of a combination of topological cuts based
on the charged particle tracking and cuts using electromagnetic calorimetry in
order to separate the T~T signal from the different backgrounds. These cuts are
outlined below:
(i) Only charged particles with momentum greater than 1 GeV originating from
a fiducial zone around the reconstructed event vertex were considered. This zone
was defined by I 6z I less than 2.5 cm and Sr less than 1.5 cm, where 8z and ~r
are as defined in sect. 5.
(ii) The background from hadronic events in the sample was minimised by
demanding a maximum of 6 charged particles, one of which had to be isolated in
angle from all the other charged particles in the event by at least 155 ° and be in
the polar angle range 43° <0 < 137 °. If there was only one charged particle in the
hemisphere opposite the isolated particle (i.e. the 1—1 topology), it had also to lie
in this polar angle range. When there was more than one charged particle in the
opposite hemisphere (i.e. the 1—N topology), there was no restriction on polar
angle for these particles.
(iii) In order to minimise the contamination of events from the reaction
e~e—~e~eff, it was required that: (a) the total visible energy in the event be
greater than 8 GeV; (b) the missing transverse momentum I ~Trniss I be greater
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than 0.4 GeV, where ~Tmjss is defined as the vector sum of the momenta
transverse to the beam direction.
(iv) In order to reduce e~e—~e~e contamination, two cuts were made using
the electromagnetic calorimetry. Events were accepted if: (a) the “radial” associ-
ated electromagnetic energy E1.11 had to be less than 4(1 GeV, where E111
= + E~,E1 is the electromagnetic energy associated with the isolated charged
particle and E2 is the total electromagnetic energy associated with the charged
particles in the hemisphere opposite the isolated particle; (b) the total electromag-
netic energy in the event had to be less than 70 GeV.
(v) The background due to the e ±e —‘ p. — channel was removed by topology
dependent cuts on charged particles momenta: (a) for events of the 1—N topology
where N  2, it was required that the total visible momentum of charged particles
he less than 75 GeV; (b) for events of the 1—1 topology, where this background was
greater, a tighter cut was made. It was_required that the “radial” momentum, ~tI1j’
be less than 42 GeV, where P111 = ~ + P~,P1 and P2 being the momenta of the
two charged particles.
(vi) For events with 1—1 topology it was required that the acollinearity angle be
greater than 0.5 °. This removed any cosmic rays left in the sample.
This selection procedure gave a total of 2345 events.
The selection efficiency was determined from simulated raw data produced
using KORALZ [14], with corrections for small discrepancies between observed
and simulated particle losses in dead regions of the tracking detectors. On the Z°
peak the efficiency was (69.9 ±0.4)% in the angular region 43 ° <0 < 137 °,and
varied by up to 1.2% in the energy points furthest from the peak. The quoted error
on the efficiency is statistical only.
The systematic uncertainty in the selection procedure was estimated by investi-
gating the stability of the final cross section as a function of the cuts, where the
cuts were varied by amounts corresponding to the expected resolution in the cut
variable. This gave an estimated fractional systematic error on the selection
efficiency of 0.7%. The sensitivity of the selection efficiency to the uncertainties in
the branching ratios of the different tau decay modes was found to be 0.4%. This
arose primarily from the uncertainty in the branching fractions to channels
containing three charged particles coupled to the isolated track requirement in cut
(ii) and also the topology dependent cuts (v) and (vi). Thus, combining the
statistical and systematic uncertainties in quadrature, a selection efficiency at the
Z°peak of (69.9 ±0.7)% within the polar-angle acceptance was obtained.
To simulate the backgrounds, events were generated using DYMU3 [10] for the
~ channel, BABAMC [6] for the e~e channel, LUND 7.2 [111 for the q~j
channel, and Berends—Daverveldt—Kleiss [24] for two-photon processes.
Simulated events were used to determine the background from ee—s e~e to
be (0.8 ±0.4)%. A cross-check was performed on the Monte Carlo calculated
e~e background using real data. Collincar e~e events were selected by de-
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manding a 1—I topology with acollinearity less than 0.5°, where both charged
particles lay in the polar-angle region 52°<0 < 128° (defined by the polar-angle
range of the barrel muon chambers), and had no associated muon chamber hits.
The behaviour of the variables used in cuts (iv) and (v) described above was
investigated. The number of events passing the cuts (iv) and (v) was compatible
with Monte Carlo estimates. A similar procedure was carried out to select p. ~p. --
events and the effect of cut (v) investigated. This showed that there were more
p.~p.~events in the region ~1I less than 42 GeV than predicted by Monte Carlo.
The Monte Carlo predicted number for the background was corrected to account
for this difference assuming that the contamination in the region P~11 less than 42
GeV can he simply scaled for the number of p. ~p. - events expected to have
acollinearity > 0.5°.The background thus calculated was (0.5 ±0.2)%..
The background from e~e—~q~was estimated by Monte Carlo to be(0.5~ft~)%.
The error was estimated from the difference between the observed events and the
Monte Carlo simulation in the high-multiplicity region where this background
dominated.
The contribution from the two-photon process was estimated from Monte Carlo
to be (2.9 ±1.2) pb, where the uncertainty was taken from the discrepancy
between data and Monte Carlo for isolation angles less than 155°.The back-
ground due to beam—gas events and residual cosmics was estimated to be less than
0.1%- from the distribution of event vertices.
Fig. lOa shows the observed isolation angle distribution and fig. lOb shows the
observed multiplicity distribution, superimposed on that expected from Monte
Carlo simulation, including the estimated background. In each of these plots, all
other selection cuts have been applied, except the cut on the displayed variable.
~ UzL1r712i4.~!;t!:;;:;;::;::::; I
isolation angle (degrees) charged multiplicity
Fig. 10. For events selected in the e e —. T* analysis: (a) the observed isolation angle distribution
superimposed upon the Monte Carlo prediction (solid line) and the estimated background (hatched
area): (h) the observed charged track multiplicity distribution superimposed upon the Monte Carlo
prediction (solid line) and the estimated background (hatched area). The cut on each of these variables
used in the analysis is indicated with an arrow.
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TA,siF 9
The number of selected events, integrated luminosities and cross sections o~for e e — —~r * for
different centre-of-mass energies, corrected to the 4sr solid angle. Only statistical errors are quoted.The overall systematic error on these points, including the luminosity uncertainty, is 1.5%
v/ (0eV) No. of y~i’ events Int. lumi. (nh ‘) a’ (nh)
88.222 33 —- — 322 ((.221±0.1(39
89.220 76 358 0.461 ±0.053
90.218 164 369 0.981 ±11.076
91.222 1738 2556 1.481 ±0.036
92.219 170 385 0.950±0.074
93.221 88 315 0.601 ±0.065
94.218 76 452 0.364±0.042
6.3.1. Cross section. In order to determine the cross section in the full solid
angle, the number of events at each energy, after correction for the two-photon
background, was multiplied by the following factors:
(i) 0.982 ±0.006 for background from hadronic and non-tau leptonic decays of
the Z°.
(ii) 1.005 ±O.()02 for the trigger efficiency.
(iii) 2.2 14 ±0.022 for the selection cuts on the Z11 peak point, and slightly
different factors for the other points. This includes corrections for acceptance,
kinematic cuts and particle losses in dead regions of the tracking detectors.
The fully corrected cross-section values as a function of centre-of-mass energy
are given in table 9. The overall systematic error is 1.2% excluding the 0.9% error
from the luminosity measurements.
6.3.2. Forward—backward asy,nmetli’. The same data sample was used to
calculate the forward—backward asymmetry. Table 10 gives the values of the
asymmetries calculated by the method (corrected for acceptance to the full solid
angle) and by the maximum likelihood method, for the seven centre-of-mass-en-
ergies.
FAR!! I
Results of measurements of the y forward—backward asymmetry A u-~for different centre-of-mass
energies. The results are corrected to the full solid angle, hut ilot (or the cuts on momenta and
acollinearity. The errors are statistical only. The overall systematic error on these points is 0.005
v~(0eV) No of i- r events A ~B counting A FR likelihood
88.222 33 —0.33 ±0.20 —0.30 ±0.18
89.221) 76 0.05 ±0.14 0.0)) ±0.13
91)218 164 —0.15 ±0.1)9 —1)12 ±0.08
91.222 1738 —((.()11±0.029 —0.014±0.1)26
92.219 17)) 0.04 ±)L09 0.04 ±0.08
93.221 88 —1)05 ±103 0.03 ±0.12
94.218 76 —((.1)8 ±(1.14 (1.06 ±((.14
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For this study the positively charged particle was used in 1—1 events and in
events with a 1—N topology the measured charge of only the isolated particle was
used.
A source of systematic error arises from the possible wrong assignment of the
particle charge. Only 0.3% of events of the 1—1 topology had like-sign particles,
implying that only 0.15% of particles had their charge incorrectly determined. To
perform a consistency check with the observed events, a comparison was made in
which the asymmetry was calculated using only events for which the net electric
charge of all the particles was zero. A study of the effect of the tau decay product
direction at the edges of the experimental fiducial zones and in the 0 = 90°
boundary zone was made using Monte Carlo events. The overall systematic error
on the asymmetry due to the above effects was estimated to be 0.005.
6.4. e~e ~l~l
In this analysis the leptonic decays Z°—s 1~l (where I = e, p., r) were selected
without trying to separate the three flavours. Once universality is assumed, this
approach has several advantageous features. It allows a very efficient selection of
leptonic events, since no tight cuts are needed to separate the different families.
Since a leptonic event has a very clean signature that separates it from potential
backgrounds (hadronic events, two-photon events, etc.) low levels of contamina-
tions are expected (recall that the leptonic channels are the main background to
one another). In addition, an analysis independent of lepton flavour can be based
primarily on the selection of the reconstructed charged particle tracks. Therefore,
this and the flavour dependent leptonic analysis provide a powerful consistency
check of one another.
Although the event selection is independent of lepton flavour, and the trigger
and event selection efficiencies are derived likewise, the eke, p.~p.~and ‘T~T
fractions of the sample have to be determined in order to compute the e~e—
e~e t-channel contribution. Since only the tracking detectors were used to select
the events, the electromagnetic and hadronic calorimeters, as well as the muon
chambers, can be used to select a very pure sample of e~e and p.~p. events in
order to estimate the selection efficiency of these channels directly from ~he data.
As it is very difficult to select the i-kr events without using the - tracking
detectors, the efficiency for the T1~7’ component of the sample was estimated by
simulation.
The event selection takes advantage of the distinctive features of a leptonic
event: low multiplicity, back-to-back topology and high visible momentum. It was
restricted to the barrel region covering the angular range 43°<0 < 137 °. Events
were retained if they satisfied the following selection criteria:
(i) There were between 2 and 6 charged particles with momentum greater than
0.2 GeV, produced near the interaction region, i.e. with I I less than 10.0 cm, 6r
less than 5.0 cm, where 5z and 6r are defined in sect. 5. The charged-multiplicity
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Fig. II. Momentum distribution for the highest-momentum charged particle in low multiplicity events
<9 charged particles) selected in the flavour-independent analysis of e~e —a l~l. The triangles
correspond to the measured events after the multiplicity cut only. The dots correspond to the selected
events after all cuts and the solid line is the Monte Carlo simulation prediction without cuts.
cut by itself is enough to suppress most of the hadronic background, as illustrated
in fig. 5a, where the charged-multiplicity distribution is shown for the data sample
used for the hadronic analysis (using very similar track-selection criteria).
(ii) Dividing the event into two hemispheres by a plane perpendicular to the
thrust axis, one of the hemispheres was required to have a single charged particle
with transverse momentum (with respect to the beam axis) greater than 1.5 GeV.
The other hemisphere could have from 1 to S charged particles.
(iii) The event acollinearity angle was required to be less than 20 °. For events
with more than one charged particle in a hemisphere, the acollinearity angle is the
angle between the isolated particle and the resultant momentum of the particles in
the other hemisphere.
(iv) The opening angle between any track in the jet and the resultant momen-
tum was required to be less than 30 °.
(v) In order to suppress the low-energy background events arising from beam—
gas, beam—wall and two-photon interactions, it was demanded that at least one
charged particle in the event had momentum greater than 3 GeV. The effective-
ness of this cut is illustrated in fig. 11 where the momentum distribution of the
highest-momentum particle in each event is shown for low-multiplicity events (less
than 9 charged particles). Note the fast rise of the distribution for momentum less
than 2 GeV, corresponding to the backgrounds mentioned above. Only a very
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small fraction (a few per mille) of the leptonic events fall below the 3 0eV
momentum cut. Conversely, above 3 GeV the level of background is very small, as
indicated by the very good agreement between the distribution of the measured
events and the Monte Carlo simulation.
Requirements (i) to (iv) are equivalent to demanding a two-jet configuration
with topology 1—N (N= 1,5) and an isolation angle of 150° between the isolated
track and the jet.
Cosmic rays were removed by means of a tighter cut on the vertex relative to the
interaction point for those events with only two selected charged particles (~r< 1.5
cm and I I <3 cm), together with a cut on the time-of-flight of the particles.
A total of 10 117 events pass these selection criteria, corresponding to a total
integrated luminosity of 4.97 ph —‘. The overall trigger efficiency in the angular
region considered was found to he (99.0 ±O.3)%.
The selection efficiency estimates rely mainly on the data. The e~e events
were selected using the HPC he requiring at least two back-to-back electromag-
netic showers with high energy deposition (greater than 30 GeV) on each side. The
~ events were selected requiring a minimum ionizing particle signal in the
HPC and a low energy deposition in the hadronic calorimeter and associated hits
in the muon chambers. For T~T events a selection completely independent of the
tracking detectors is very difficult. Thus, use was made on the selection described
in subsect. 6.3 to cross-check the Monte Carlo calculation, The resulting combined
selection efficiency, taking account of the t-channel contribution to the e~e cross
section, was (91.0 ±O.3)%, which corresponds to (92.5 ±O.7)% for e~e, (94.0 ±
0.5)% for p.~p. and (85.0 ±O.5)% for T~T. The main source of inefficiency in
each channel was the loss of tracks in the azimuthal dead-zones of the TPC.
As mentioned above, the main sources of potential background were multi-
hadronic events, cosmic rays, two-photon events and beam—gas and beam—wall
interactions. The hadronic and two-photon events backgrounds were computed,
using Monte Carlo, to be (0.3 ±O.2)% and (7 ±1) pb respectively. The background
due to cosmic events was estimated from the data to be (0.3 ±O.1)% at the Z°
peak. The two-photon and cosmic backgrounds are non-resonant and require
larger percentage corrections off-peak than on-peak. All the other backgrounds
are found to be negligible.
6.4.1. Cross section. In order to determine the cross sections within the
polar-angle acceptance, the number of events at each energy, after correction for
the non-resonant backgrounds mentioned above, was multiplied by the following
factors: (i) 0.997 ±0.002 for the hadronic background. (ii) 1,010 ±0.003 for the
trigger efficiency. (iii) 1.099 ±0.004 for the selection efficiency, excluding the
acollinearity cut.
The cross section values thus obtained are given as a function of center-of-mass
energy in the fourth column of table 11. These cross sections have not been
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TAmIT II
The number of selected events, integrated luminosities and cross sections a’, fore e — ll
(flavour-independent analysis) for different centre-of-mass energies~.The fourth column (s + t. 3) gives
the measured cross section within the polar-angle range 43°< U < 137°and acollinearity < 20°.The
fifth column (.s only. I) gives the cross section, reduced to one lepton generation, after t-channcl
subtraction and correction for acceptance to the full solid angle and the full acollinearity-angle
distribution. The errors are statistical only. The overall systematic error on these points, including the
luminosity uncertainty, is 1.1%
g~(0eV) No. of I C Int. lumi. a’, (nh) [.s+ t. 31 a’, (nb) [s only. I]
events (nh I)
- 88.22)) 173 295 0.646±0.050 0.223±0.017
89.221 421 408 1.134±0.1(56 1)448±0.022
90.221 749 378 2.208±0.084 0.990±1)037
91.22)) 7272 2627 3.077 ±0.038 1.516±(1.1(19
92.22)) 733 388 2.1)88 ±1)08)) 1.1)78 ±0.041
93.222 436 42)) 1.140±1)056 0.593±11.1)29
94.217 333 458 ((.794±0.1(44 ((.403±0.1(22
corrected for the effects of the acollinearity-angle cut. In the fifth column of table
11 the cross sections are given, reduced to one lepton generation, after corrections
for the acollinearity-angle cut (a multiplicative factor 1.016 ±0.002 at the Z°peak,
with somewhat larger values off the peak), for the effects of the e’e—~e’e
i-channel contribution and for the polar-angle acceptance. The e’e—~e~e
i-channel contribution was subtracted using the program ALIBABA [19]. This
procedure introduces a 0.1% uncertainty in the cross sections. The overall system-
atic error is 0.6% excluding the 0.9% error from the luminosity measurements.
6.4.2. Forward—backward asymmetry. The charge asymmetry was also com-
puted. To avoid systematic errors associated with track superposition and had
charge-determination in T decays to more than one charged particle, only the 1—1
topology events with oppositely-charged particles were retained in this analysis. A
total of 8045 events were selected. The asymmetry was computed by the counting
method and corrections were applied for the cosmic ray and two-photon event
backgrounds. Finally, a correction was applied to remove the effect of the e~e—~
c’e i-channel contribution, taking into account the known efficiency for select-
ing e’e—~e°e events. In table 12 the values of the charge asymmetry are given.
The asymmetry values before i-channel subtraction are given in the third column
and the values of the pure s-channel asymmetry, A~, are in the fourth column.
The main source of systematic error comes from possible misidentification of the
charge, as discussed in subsects. 6.1,3, 6.2.2 and 6,3,2, and it is estimated to he
t).005.
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TABLE 12
Results of measurements of the l~l forward—backward asymmetry AFB (flavour-independent
analysis) for different centre-of-mass energies. The third column (s + t) gives the asymmetry within the
polar angle range 43°<0 < 137°and acollinearity <20°. The fourth column (s only) gives the
asymmetry after subtraction of the t-ehannel contribution in the same angular interval. The errors are
statistical only and the data are not corrected for any of the kinematical cuts. The overall systematic
error on these points is ().005
~ (0eV) No. of C1 events AFB Is + t] A’i-B [s onlyl
88.220 141 0.19 ±0.09 —0.20+0.1))
89.221 333 0.00 ±0.05 —0.26 ±0.06
90.221 606 0.03 ±0.04 —0.10 ±0.04
91.220 5774 0.041 ±0.013 —0.001±0.1)13
92.220 584 0.03 ±0.04 0.02 ±0.04
93.222 341 0.11 ±0.05 0.11 ±0.05
94.227 266 0.20 ±0.06 0.17 ±0.06
7. Extraction of the Z°parameters
This section describes how the Z1~resonance parameters and the couplings of
Z° to charged leptons were extracted from the data by fitting the experimental
lineshapes and leptonic aysmmetries with theoretical formulae. An interpretation
of the results within and beyond the boundaries of the Minimal Standard Model
(MSM) follows (in sect. 8), where the number of light neutrino types is derived, a
detailed search for deviations from the expectations of the MSM is made and,
finally, lower limits are set on the masses of new particles predicted in extensions
of and alternatives to the MSM. The smaller systematic uncertainties and ten-fold
larger statistics of the 1990 data sample improve significantly the precision on the
fit parameters determined with the 1989 data sample [1,2].
The event samples, acceptances, efficiencies, backgrounds and systematic errors
in the hadronic and leptonic cross section analyses are summarized in table 13.
7.1. FORMULAE USED TO DETERMINE THE Z11 PARAMETERS
The formulae used for the fits (contained in the program ZFITTER [20])
include the most recent calculations of electroweak corrections to the Born cross
section. It is more accurate than the expression used in ref. [1] * and can be written
as follows:
gobs(s) = f u~(s)F
1(s, s) + ~ ds’, (6)
* Fits with the formula of ref. [26] tend to underestimate M~and T~ by about 2 MeV and to
overestimate a’1~ by approximately 0.1%.
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TABI.E 13
Summary of events samples, acceptances, efficiencies, backgrounds and systematic errors in the
hadronie and leptonie cross section analyses
Channel
- Iladrons 1 e1e l~l
Integ. luminosity (pb~) -- 5.88 - 4.35 4.51 4.76 - 4.97
Selected events 125000 2891 3428 2345 10117
U acceptance (°) 0—180 44—136 33—147 43—137 43—137
Selection efficiency (%) 96.3± 0.4 82.6±0.5 91.4±0.4 69.9±0.7 91.0±0.3
Trigger efficiency (%) 100.0 99.6 ±0.2 96.5 ±0.3 99.5 ±0.2 99.0 ±(1.3
background (%) (1.3 ± 0.1 1.2 ±0.2 1.9 ±0.5 — —
q~background (% — — — ~ 0.3 ±0.2
e1e+p.1p. bkgd.(%) - - - 1.3±0.4 -
Two-photon bkgd. (ph) 20 ±10 — — 2.9±1.2 7 ±2
Peak cosmic bkgd. (%) — — 0.8±0.2 — 0.3±0.1
Kinematic corr. error (%) — 0.3 ‘ 0.2 — 0.2
Total syst. error (%) 0.4 0.7 0.8 1.2 0.6
Syst. error on a’T (C/c) 1 1.0 1.2 1.2 1.5 1.1
Ten thousand 1989 hadronic events included (0.57 ph’).
~ Uncertainty on electron t-channel subtraction and kinematic cuts.
Includes 0.9% systematic error on luminosity. The trigger and selection efficiencies refer to the
quoted polar angle range for each Z11 decay channel.
where ~ is the Born cross section with full 0(a) electroweak corrections [25], F~
is the initial-state pure QED radiative correction and ~irn describes the interfer-
ence of initial- and final-state radiation as well as QED box-diagrams; s’ is the
square of the invariant mass of the final-state fermions.
The dominant initial-state radiation function has the form
~‘ (3
1—i
- F~(s’,s) ~e(1 — —) (1 +~~) +~h(5), (7)
where the first term stands for the exponentiated leading contributions of soft and
hard collinear photons multiplied by the remaining soft and virtual corrections up
to second order in a. The second term absorbs the remnant hard photon contribu-
tion. The expressions for I
3e’ 6,÷~and 6h can be found in ref. [20].
The modified Born cross section o~ for e’e—~hadrons can be expressed in a
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TABLE 14
Systematic errors on the hadronie and leptonic cross sections which are propagated in the fits described
in the text





p. ~p. -- selection 0.8
ri’ selection 1.2
l~l selection 0.6
where M~and F~are the mass and total width of the Z~1and Te and Fh are the
electron and hadron partial widths respectively. The terms o’5 and ,)‘ZL corre-
spond respectively to the photon exchange and to the interference between photon
and Zn exchange. They are corrected for final-state pure QED radiative effects
and final-state gluon radiation by the function ~QCD’ computed up to third order in
a
5 within the MS scheme. The term containing a is the final-state pure QED
radiative correction to the leptonic partial width, which must be present to avoid
double-counting this correction in eq. (6).
The above formulae are modified in the case of leptonic decays of the Z°by the
replacement of the hadronic partial width by the appropriate leptonic partial width
and by the removal of the QCD correction term. A similar formalism, based on the
improved Born approximation [201is adopted in the case of the forward—backward
charge asymmetries of the leptons. A particularly important feature of the formu-
lae used for the leptonic asymmetry fits was the inclusion of realistic experimental
cuts on several kinematic variables (polar angle, momentum and acollinearity
angle).
A x
2-minimisation procedure was adopted for the fitting of the theoretical
expressions to the measurements, including a full covariance matrix treatment of
the errors. The systematic errors propagated in the fits to the hadronic and
leptonic lineshapes are given in table 14. The origin of these errors is described in
sects. 5 and 6 of this paper. For the asymmetry fits the p. ~ and T~T
asymmetry values determined by the maximum-likelihood method were used. The
systematic error assigned to each of the leptonic channels for the asymmetry
measurements is 0.005.
The endcap e~e—~e~e cross section measurements were not used in the
combined fits because the t-channel contribution was dominant in this polar-angle
range and hence large uncertainties would have been introduced after the t-chan-
nd subtraction. Nevertheless, a value for the electron partial width has been
obtained in a fit to these data alone and the results are presented in subsect. 7.3.2.
DELPHI Collaboration / Z11 resonance parameters 555
7.2. FIT TO THE HADRONIC LINESHAPE PARAMETERS
In order to understand the role played by the hadronic lineshape measurement
in the global fits to all the data, a fit was performed just to the hadronic lineshape.
In this fit, M
7, T~and the product of the partial widths l~’eFhwere left free to
vary in order to determine the total width without constraint from the overall
normalisation of the data.
The fit gave the following results:
M~= 91.183 ±0.01 1(stat.) ±0.02(Ecm) GeV,
= 2.465 ±0.020(stat.) ±0.005(syst.) GeV,
T~T5= 0.1443 ±0.00l9(stat.) ±0.0013(syst.) GeV
2,
~2/d.o.f. = 8.5/14.
The systematic error on M~is completely dominated by the 20 MeV error in Ecm
due to the LEP energy calibration [161.A systematic error of 5 MeV has been
assigned to F~due to point-to-point variation in the normalisation of the cross
section, variations in the LEP beam-energy setting and uncertainties in the
two-photon background subtraction. The results of the fit are shown in figure 12.
The value of the unfolded Born cross section at the pole o’~= l21rF
1[’h/M~T~
corresponding to the fitted values above is
= 41.92 ±0.22(stat.) ±0.39(syst.) nb.
The systematic error on o-~ includes a contribution of 0.21 nb coming exclusively
from the uncertainty on the theoretical expression of the small-angle Bhabha cross
section (see sect. 3).
The correlation between F~and o’~~is illustrated in fig. 13 where the fitted
values of both parameters are shown with their 68% and 99% confidence level
contours, along with the predictions of the MSM. One observes that F~is quite
sensitive to variations in m1~p and a5, whereas o-~displays much less sensitivity
(see subsect. 8.1.1 for further discussion). Good agreement is observed between
the measured values and the MSM predictions.
The fit was repeated with the formulation of the cross section used in the
previous publication [26]. The results agree well with the values given above.
7.3. FIT TO THE HADRONIC AND LEPTONIC LINESHAPE PARAMETERS
7.3.1. Lepton unir’ersality assumed. Having observed how the hadronic line-
shape tightly constraints the mass and total width of the Z°,the next step in the
analysis is to study how much the fit of these parameters is influenced by the
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Fig. 12. Cross sections for e’e —~hadrons as measured at seventeen different energies. Also shown





Fig. 13. The 68% and 99% confidence level contours in the F.~,a’
1> plane for the three-parameter fit to
the hadronic lineshape. Also shown is the MSM prediction for three massless neutrino species assuming
a top-quark mass of 139±380eV, a Higgs mass of 300 0eV, allowed to vary from 50 to 1000 0eV, and
a value of a~of 0.110±0.006.
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leptonic lineshapes. Furthermore, it is also possible to derive the hadronic and
leptonic partial widths from the data.
A four-parameter fit applied simultaneously to the hadronic cross section and to
the three leptonic cross sections determines the hadronic, leptonic and total widths
in addition to the Z°mass, giving
M~= 91.177 ±0.0l0(stat.) ±0.02( Ecm) 0eV,
= 2.465 ±0.019(stat.) ±0.005(syst.) 0eV,
= 1.726 ±0.015(stat.) ±0.0l1(syst.) GeV,
I~,= 83.4 ±0.7(stat.) ±0.5(syst.) MeV
~
2/d.o.f. = 3 1/34.
The value of the mass of the Z°from this fit is only a few MeV different from the
value found with the fit to the hadronic lineshape alone, and the value of the total
width remains unchanged.
The results of this fit are displayed in fig. 14. The 68% and 99% confidence
level contours in the Th’ F,.. plane are shown in fig. 15. These parameters are
D L L P F
2 2—
o (nh) ElecLror:s o (rib) MboCs
H
~s (0eV) Vs (0eV)
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Fig. 14. Cross sections for e I e —~e
1 e — (t-channel subtracted), e + e — —a p. p. , e + e — —, + r and
e + e — 111_ (flavour-ind pendent analysis, electron t-ehannel subtracted). as a function of the
centre-of-mass energy around the Z° pole. The cross sections are corrected for acceptance to the full
solid angle. The solid curves are the results of a four-parameter combined fit to the lineshapes as
described in the text.
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Fig. IS. The 68% and 99% confidence level contours in the I’~,I’, plane for the four-parameter fit to
the hadronic and leptonie lineshapes. Also shown is the MSM prediction for three massless neutrino
species assuming a top-quark mass of 139 ±38 0eV, a Iliggs mass of 300 0eV. allowed to vary from 50
to 1000 0eV, and a value of a1 of (1.11(1 ±0.006.
sensitive to details of the MSM, particularly the top-quark mass, and one observes
how the data compare with a range of values of the top quark and the Higgs boson
mass. The parameter correlation matrix for this fit is given in appendix A.
Repeating the four-parameter fit above using the flavour-independent lepton
cross-sections, instead of the individual leptonic lineshapes, yields
M791.177±0.010(stat.) ±0~02(Ecrn)0eV,
= 2.465 ±0.019(stat.) ±0.005(syst.) GeV,
= 1.723 ±0.015(stat.) ±0.011(syst.) GeV,
F~=83.7 ±0.7(stat.) ±0.5(syst.) MeV,
~
2/d.o.f. = 15/20.
The results of this fit are displayed in fig. 14. Very good agreement is found
between the values of the resonance parameters obtained with this analysis and
the one requiring identification of the leptonic flavour, although the event selec-
tion procedures are very different. This result is an important consistency check of
the flavour-dependent analyses. In the remainder of the text, details will only be
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given for fits using the flavour-separated lepton samples, although the results of
the same fits using the flavour-independent lepton sample can be found in table
15.
7.3.2. Lepton unit’ersaliiy not assumed. The flavour-separation of the leptonic
sample allows an important test of lepton universality. Repeating the combined fit
to the lineshapes without the assumption of leptonic universality (six-parameter fit)
gave the following results:
M7 = 91.177 ±0.OlO(stat.) ±0.02( Ecm) 0eV,
= 2.465 ±0.019(stat.) ±0.005(syst.) 0eV,
Fh = 1.747 ±0.023(stat.) ±0.012(syst.) 0eV,
Fe = 82.4 ±1.1(stat.) ±0.5(syst.) MeV,
F,., = 86.9 ±l.9(stat.) ±0.9(syst.) MeV,
JP=82.7±2.1(stat.) ±1.1(syst.) MeV,
X2/d.0.f. = 27/32,
where the ~e’ F,., and F,. are the individual leptonic partial widths. Taking into
account the relevant correlations, the ratio of the muon (tau) partial width to the
electron partial width is 1.054 ±0.033 (1.003 ±0.035) and one can conclude that
the data are consistent with the hypothesis of universal leptonic couplings. The
parameter correlation matrix for this fit can be found in appendix A.
A one-parameter fit, using the theoretical formulae of refs. [191and [21], to the
endcap e>e—~e~e cross sections (without t-channel subtraction), fixing M~
and F7 to the values given above, yields a value for the electron partial width
= 83.8 ±2.9(stat.) ±2.1(syst.) MeV
where the systematic error takes into account the uncertainty on the luminosity
measurement, the uncertainty on F~and the uncertainty on the event selection.
This result is in good agreement with the value reported above from the six-param-
eter fit.
7.4. TIlE EFFECTIVE Z” COUPLINGS TO CHARGED LEPTONS FROM FITS TO THE LINE-
SHAPES AND CHARGE ASYMMETRIES
The leptonic partial width and the forward—backward charge-asymmetry at the
Z° pole can be parameterised (Improved Born Approximation) in terms of
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effective vector and axial-vector couplings (V, and A,,) of the Z’1 to charged
leptons [20]
GM~_ - 3a





1L ~ +~A~ (10)fr~2+A~fr~2+A~
where ~iA~ is the residual contribution to the asymmetry from weak boxes, the
imaginary part of the Z°propagator and photon exchange. L~A~is about + 0.002
with the main contribution coming from the imaginary part of the Z°propagator.
QED radiative corrections must be applied to obtain predictions for the measured
asymmetries.
Alternatively, they can be expressed in terms of an effective weak mixing angle
sin2O~and an effective p parameter (Pet ) via the following relations [20]:
(11)
(02 — 1 ii — ‘ 2~eff —
P — 4Peffi, sin ~
The cross sections and asymmetries computed using these parameterisations
have been compared with the MSM calculations of ref. [27] and found to agree at
the level of less than 0.1% [20]. A five-parameter fit to the lineshapes and leptonic
forward—backward charge-asymmetries, given as a function of v~,yields a meas-
urement of the squared vector and axial-vector couplings of the Z° to charged
leptons (assuming lepton universality):
M
7=91.177±0.010(stat.) ±0.02(Ecm) GeV,
= 2.465 ±0.019(stat.) ±0.005(syst.) 0eV,
= 41.84 ±0.22(stat.) ±0.39(syst.) nb,
j72 = 0.0003 ±0.0009(stat.) ±0.0002(syst.),
= 0.2508 ±0.0024( stat.) ±0.0014(syst.),
~
2/d.o.f. = 45/54.
Equivalently, this fit gives the following values for the Peff parameter and the
effective weak mixing angle:
~ 1.003 ±0.011,
sin2O~= 0.241 ±0.009.
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Fig. 16. The forward—backward charge-asymmetries for e + e — —‘ e e (t-channel subtracted). e e — —‘
p.~p., e~e —~T’T and e~e —a l~l (flavour-independent analysis, electron t-ehannel subtracted)
as a function of the centre-of-mass energy. The asymmetry data are corrected as described in the text
and tables. The curves are the results of a five-parameter fit to the data as described in the text.
The quadratic ambiguity in sin
2O~contained in the above relation (12) has been
resolved by taking the sign of V~to be negative as determined by other experi-
ments [28]. This choice of sign ensures that sin2O~jis less than 0.25.
The results of the fits to the asymmetries are displayed in fig. 16. In fig. 17 the
68% and 99% confidence level contours in part of the V,, A,. plane along with the
predictions of the MSM, assuming lepton universality, are shown for the flavour-
separated leptonic data, for a range of values of the top quark and Higgs boson
masses. It can be seen that the data is in good agreement with the model. The
parameter correlation matrix for this fit can be found in appendix A.
An alternative definition of the effective weak mixing angle [28] leads to a
different. parameterisation of the leptonic partial width:
a(M~)MzK - 2 3a
- - (l+(1_4sin2Ow) ) 1+— , (13)
48 sin2Ow cos2O~ 4~
where K is predicted to be very close to unity in the MSM and depends on the
values of the top quark and Higgs boson masses. In particular, the choice
K = 1.0045 corresponds to sin2O~= sin2O~,where ~ is the weak mixing angle
defined in the MS renormalisation scheme at = M~.Using this definition and
taking into account the variation in K due to the uncertainties in the top-quark
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Fig. 17. The 68% and 99% confidence level contours in the 1/. A, plane for the five-parameter fit to
the e~e —e~e U-channel subtracted), e~e —~p.~p.,e~e —, r~r and e~e —‘ hadrons data
displayed in fig. 12, fig. 14 and fig. 16. Also shown is the MSM prediction (or three massless neutrino
species assuming a top-quark mass of 139±380eV. a Higgs mass of 300 0eV, allowed to vary from 5))
to 1000 0eV, and a value of a1, of ((.11)) ±0.006.
mass (±0.0005)and the Higgs-boson mass (±0.0016), the results of a four-param-
eter fit to the same data gives
sin2O~ = ().2338 ±0.0027.
The specification of the leptonic couplings in terms of just one parameter leads to
a considerably reduced error on the effective weak mixing angle whilst introducing
only a rather weak dependence on the MSM through the variation in the value of
K.
7.5. FITS TO mI,,p WITIIIN TIlE MINIMAL STANDARD MODEL
The preceding fits indicate that the measured cross sections and asymmetries
can be well described by the Improved Born Approximation formulae of ref. [201
and that the derived parameters agree well with the predictions of the MSM.
Consequently, the final stage in the analysis of the data is to attempt to derive
values for the unknown MSM input parameters (the top quark and Higgs boson
masses) using a full MSM fit to the measured cross sections and asymmetries.
However, the data is not very sensitive to the Higgs-boson mass and so this type of
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Fig. 18. The i5 as a function of the top-quark mass for the fit described in the text.
analysis is essentially a fit to the top-quark mass. A fit to the lineshapes and
asymmetries within the MSM was performed using the the formulae of ref. [201.
For this fit the value a,, = 0.110 ±0.006 as measured by DELPHI [28] was used as
a constraint and the Higgs-boson mass was allowed to vary between 50 0eV and
1000 0eV. The procedure adopted was to fix M11 and allow the parameters M~
and a,, to vary in order to minimise the x
2 at each value of rn,
00 considered. The
whole procedure was repeated for several different values of M11. The resulting x
2
curves (expressed as the difference with respect to the absolute x2 minimum),
shown in fig. 18, give rather shallow minima as a function of m,
15>. However, large
values of rn,00 are excluded and the upper limit is derived:
rn,~< 215 0eV (95%C.L.)
A lower limit can be obtained for rn,00 from the total width of the Zn as
described in subsect. 8.2.
8. Interpretation of the results of the fits
The results of the fits described in sect. 7 are discussed in the context of the
MSM and, using the measured values of the total and invisible widths, lower limits
on the masses of new particles predicted by extensions of or alternatives to the
MSM are given. Within the MSM, several observables which are relatively insensi-
tive to variations in the top quark and Higgs masses are examined for possible
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TABLE 15
Comparison of fit results using the flavour-dependent and flavour-independent leptonie samples. The
predictions of the Minimal Standard Model for these parameters are given in the last column
Parameter Flavour-dependent Flavour-independent MSM
M7 91.177 ±0.022GeV 91.177 ±0.0220eV -t’z 2.465 0.020 0e 2.465 ±0.0190e 2.484 ±0.0110eV
F
5 1.726 ±0.0190eV 1.723 ±0.0190eV 1.732 ±0.0080eV
1, 83.4 ±0.8MeV 83.7 ±0.8MeV 83.6 ±0.4MeV
A~fl 0.2508 ±0.0027 0.2515 ±0.0027 0.2507 ±0.0009
02 0.0003 ±0.0010 0.0002 ±0.0012 0.0011 ±0.0002
1.003 ±0.011 1(06 ±0.011 1.003 ±0.004
sin
2Ot,~J 0.241 . 09 0.243~~ 0.2331±0. 13
sin2O~ 0.2338 ±0.0027 0.2330 ±0.0027 0.2322 ±0.01)12
indications of physics beyond the MSM. The measured value of the invisible width
is used to derive the number of light neutrino species in the MSM.
The MSM predictions for the resonance parameters and couplings have been
obtained using the formulae of ref. [20] with M~= 91.177 ±0.022 0eV (see sect.
7), rn,>,
0 = 139 ±38 0eV [32] and a~= 0.110 ±0.006 [291,where the errors were
assumed to be gaussian, and with a flat distribution for the Higgs-boson mass in
the interval 50 to 1000 0eV. The value derived for each parameter is the mean of
the probability distribution for the parameter and the error quoted is the r.m.s. of
the distribution. It is compared to the data in table 15.
8.1. WITHIN THE MINIMAL STANDARD MODEL
8.1.1. Variables with weak dependence on unknown MSM parameters. There
exist within the framework of the MSM several observables which have very little
dependence on the two unknown parameters of the model: the top-quark mass and
Higgs-boson mass. Consequently the MSM predictions for these observables are
rather precise and comparison with their experimentally measured values consti-
tutes an important test of the MSM. Significant deviations from the MSM
expectations would be a clear signal for new physics. In particular, there are three







T= ~R~— 59Mza(Mz)’ (16)
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R~is practically independent of rn,,,0 due to an almost complete cancellation of
m,00-dependent terms and the MSM prediction for its value is 20.70 ±0.04. It also
has the experimental advantage of being independent of the luminosity measure-
ment and so can, in principle, be determined very precisely. Unfortunately, a-11 is
directly correlated to the luminosity and so the precision with which it can be
measured is limited by the systematic uncertainty on the luminosity. Nevertheless,
it exhibits little rn,,,0 and Higgs-mass dependence and its MSM predicted value is
41.50 ±0.04 nb. The variable T has been defined in such a way that the only rn,00
dependence is contained in the Zbb vertex correction term, which is always
negative for tn,,,0 larger than the limit of about 80 0eV set by p~collider data [31].
Thus, in the MSM there is a conservative limit T < 0.530.
For the four-parameter fit to the hadronic and leptonic lineshapes, the corre-
sponding values of R~,cr11 and T are
R~= 20.70 ±0.25(stat.) ±0.14(syst.),
a-,,=
4l.84 ±0.22(stat.)±0.39(syst.)nb,
T= 0.514 ±0.016(stat.) ±0.009(syst.).
A substantial fraction (0.21 nb) of the systematic error on a-,, is due to the
theoretical uncertainty on the Bhabha scattering cross section used in the luminos-
ity determination. These measurements are clearly consistent with the expectations
of the MSM. The 68% and 99% confidence level contours in the R~,a-~~plane for
this fit are shown in figure 19.
8.1.2. Number of light neutrino species. The invisible width, ~ defined as
— F,~— 3F,., can be derived from a-a, R~,F, and M~with the formula
/ 12~rRz
F~
5~=F,.1/ 2 —R~—3 . (17)
v M~a-,,
The corresponding number of light neutrinos species, N~,follows by dividing F,,~
by the value of the neutrino partial width, T~,predicted by the MSM. However,
there is less MSM uncertainty for the prediction of the ratio of partial widths. By
assuming the MSM prediction for the ratio F,/F~(=0.502±0.001), N~ is ob-
tained from the measured values of R~,a-1) and M~.The results are
= 488 ±13(stat.) ±11(syst.) MeV,
= 2.94 ±0.08(stat.) ±0.07(syst.)
Alternatively, restricting the analysis to the results of the fit to the hadronic
cross-section alone, the values of F,. and R1 were taken from the MSM. Assuming
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Fig. 19. The 68% and 99%- confidence level contours in the R. a-,, plane for the four-parameter fit to
the data displayed in fig. 12 and fig. 14. Also shown is the MSM prediction for three massless neutrino
species assuming a top-quark mass of 139±38 0eV, a Higgs mass of 300 0eV, allowed to vary from 50
to 1000 0eV, and a value of a,, of 0.11)) ±0.006.
a top-quark mass of 139 ±38 0eV [32], a Higgs mass of 300 0eV varying between
50 and 1000 0eV and a strong coupling constant of 0.110 ±0.006, gives F,. = 83.7
±0.4 0eV, R~= 20.70 ±0.04 and F,, = 166.8 ±0.6 MeV. From these values one
obtains:
ID,. = 488 ±7(stat.) ±l2(syst.) MeV,
N,, = 2.93 ±0.04(stat.) ±0.07(syst.)
The major uncertainty on N,, comes from the overall normalisation uncertainty of
the measured cross sections, which has a 0.5% contribution from the uncertainty
on the theoretical Bhabha cross section. The latter uncertainty is transformed into
a 0.04 contribution to the systematic error on N,, mentioned above.
8.2. BEYOND THE MINIMAL STANDARD MODEL
Since there is no evidence for deviations from the predictions of the MSM or
for the direct production of new particles, the measured values of F.~and F,0~
were used to derive upper limits on a potential (visible or invisible) partial width
due to the Z° decaying into a pair of particles predicted by extensions of or
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alternatives to the MSM. Using the relationships between the theoretical partial
widths of several types of new particles and their masses and couplings to the Z”
given in appendix B, the upper limits on the partial widths were converted into
lower mass bounds for these new particles.
Compared to direct searches, the method based ott the widths has the advan-
tage of being sensitive to light, even massless, particles and of being less model-de-
pendent.
Some of the new particles investigated could have a decay length resulting in
impact parameters larger than the value of the vertex cuts given in sect. 5. They
could also decay into final states with fewer charged particles or less visible energy
than the known hadronic Z° decays. The efficiency of the selection criteria
presented in sect. 5 would therefore be smaller for the new final states than for the
known hadronic Z° decays. The cross sections would accordingly be underesti-
mated. but by the same relative amount at each collision energy. Thus the
measured shape of the resonance would not be biased and the measured value of
F7 would reflect properly the contribution of the partial width of the new particle.
On the contrary, since “jIV is inversely proportional to a-11 (eq. 17), its value would
be artificially enhanced.
The upper limits on the new physics contributions to the total and invisible Z°
width (l7~”and F1~(”)were computed at the 95% confidence level. Neglecting at
first the uncertainty on the widths F~”
1and F,~’predicted by the MSM, the two
limits were obtained by requiring that the measured values 1~’~and J’~0 were
1 .65 standard deviations below the theoretical width predicted for the specific
particle production investigated:
/~iic~~+FSMFe\p+ l.65~1’~”. (18)
r~+ F~ = I’~,°+ l.65~F~’~, (19)
where il’~°and ~~D5,,°stand respectively for the uncertainties on the measured
values of the total and invisible widths.
The above relations do not account for the uncertainties on the predicted
widths F~M and F,~. These errors are mainly due to the uncertainty on the
masses of the top quark and of the Higgs boson, to the limited knowledge of the
strong coupling constant a,, and, to a lesser extent, from the Z°mass uncertainty.
Whereas the errors on tn,,,
0 and M7 are gaussian, that on M11 and most of that on
a,, are not. The two kinds of uncertainties were therefore treated separately. The
predicted widths and their gaussian uncertainties were computed assuming rn,,,0 =
139 ±38 0eV [32] and M7 = 91.177 ±0.022 0eV. The uncertainties on M1, and
a,, were taken into account in a most conservative way, viz, as systematic shifts,
The values of M11 and a,, were chosen to give the smallest predictions for the
widths F~M and F,~’.To be conservative, a,, was therefore taken equal to 0.()98
and M,1 equal to I TeV. The corresponding values of the theoretical widths were
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found to be *
F~M= 2472 iii,~°MeV,
= 499.5~~MeV.
Treating the uncertainties coming from rn0,~and M7 in the same way as the
uncertainties on the experimental widths, the previous relations can be rewritten
as follows:
F~~W+ F~M= F~ + 1.65~i(F~~PF~M), (20)
F,~a-+ i’~~= ~ + 1 .65~i(F~~— ~ (21)
where L1(F~M— F~’
0)and ~~1(F,~’— F/~0)are the gaussian uncertainties on the
difference between the measured widths and their MSM predictions.
The limits thus obtained are
~2” <28 MeV,
< 18 MeV.
Since these upper limits were derived in a fairly conservative way the correspond-
ing confidence level is to be considered higher than 95%. The values of f~eW and
F~’~were converted into lower bounds on the masses of several new particles,
using the relations given in appendix B.
Among the many extensions of and alternatives to the MSM, the effects
predicted for some of the most commonly examined are considered here. Besides
evaluating limits on particles beyond the MSM, the particular case of the direct
production of top-quark pairs was also considered (for that case F
7 was computed
with m,,,0 = 45 Ge\’ and was found equal to 2453 MeV).
The different hypothetical new particles considered here can be classified in
four categories:
(i) the top-quark;
(ii) a fourth generation of sequential fermions (like Dirac and Majorana
neutrinos, left handed charged leptons, a fourth down-type quark) as predicted by
extensions of the MSM;
(iii) sneutrinos, sleptons and squarks as predicted by Minimal Supersymmetry
(MSSM) and associated bosons and charginos;
(iv) excited charged leptons and quarks as predicted by Composite models (u*,
d* and L+*).
The second column of table 16 gives the limits computed as explained above
(method I). The third column gives the limits obtained by applying the procedure
* The upper bound on the 1-Iiggs mass is not precisely known. In order to illustrate the sensitivity of the
MSM predictions to its value the theoretical values were also computed with a Higgs mass of 2 TeV;
this reduced the value of t~M given above by 3 MeV and that of “I~~ by t).4 MeV.
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TABLE 16
Lower mass hounds on new particles in 0eV, using the two methods described in the text: method I
(column 2) and method II (column 3). The values correspond to a confidence level higher than 95%.
Except when indicated as coming from 1’,,,.. they are derived from l’~-.(L+ R) refers to mass
degenerate left and right symmetric superpartners: LSP is the lightest supersymmetrie particle
Particle type Lower bound (0eV)
top quark 43 43
h’ quark 45 45
33 31
L’~)., 44 44
L’~21,.,,.(from 1’,,,.) 45 44
~ 38 37
L’(,,,,,,, (from I ~ ) 40 38
u-type squark (L+ R) 39 38
d-type squark (L+ R) 40 40
squarks (L + R) (5 flavours) 44 44
sleptons (L+ R) 22 8
sneutrino 32 31






advocated by the Particle Data Group [33] (method 11) , excluding the probability
of negative values of FleW. Limits which were found far below those obtained from
direct searches by DELPHI were ignored. It is not excluded that some of the lower
bounds given in table 16 are actually underestimated because of one major
approximation used to derive them: for each single bound, it was assumed that the
partial width [CCW was entirely due to the new particle considered. This is true for
a new fermion generation if all other particles, apart from the one under investiga-
tion, are much heavier than the mass limit obtained. For MSSM the picture is
more complicated because of the new gauge and scalar bosons, which also modify
the radiative corrections of the Zn propagator.
Some of the limits given in table 16 occur in the collision energy range of the
lineshape scan. The consequential effects of production thresholds or narrow
resonance formation have been neglected in the computation of the limits. How-
ever, these effects can most likely be safely ignored as long as the value of the
lower mass hound remains below about 44 0eV.
* Instead of treating the theoretical uncertainties like systematic shifts, they were treated as gaussian.
For this purpose the shifts in the widths due to these non-gaussian errors were divided by two and
combined quadratically with the other uncertainties. That part of the probability distribution
corresponding to positive values was then normalized to unity. The limits obtained in this case were
~ <33 MeV and l’~’~<27 MeV.
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It should be noted that the region covered by the top-quark mass uncertainty
comes from a fit to the radiative corrections to the W ± and Z° propagators.
Considering new particles in weak isospin doublets, the allowed region for rn,,,0
might he significantly altered. However, it remains valid as an effective parameteri-
sation of the radiative corrections, so that the mass limits obtained should not be
destroyed by higher-order effects.
9. Summary
A total sample of 150000 hadronic and leptonic decays of the Z°was recorded
with the DELPHI detector from August 1989 to August 1990. Subsamples of
125000 hadronic events and 10000 leptonic events, collected under good data-tak-
ing conditions have been selected, corresponding to an integrated luminosity of
5.88 pb’ for the hadrons and 4.35—4.97 pb’ for the leptons. The hadronic and
leptonic lineshapes of the Z° boson were measured at 7 different centre-of-mass
energies in the vicinity of the resonance peak during 1990, in addition to the
measurements made at 10 different centre-of-mass energies in 1989. They have
been compared to the line shapes predicted by the Minimal Standard Model and
good agreement was observed. The leptonic forward—backward charge-asymme-
tries were measured with the 1990 data and were used to extract effective
couplings of the Z°to charged leptons. The energy dependence and magnitude of
the asymmetry measurements are also in good agreement with the predictions of
the MSM. Our results are also in agreement with other measurements performed
at LEP [34].
Both the hadronic and leptonic measurements have been independently cross-
checked. In the case of the hadronic cross section, two analyses have been
performed, one based mainly on reconstructed charged particle tracks and the
other depending on the use of calorimetric information. Each of these analyses
gave very consistent results. In the case of the leptonic cross sections and
forward—backward charge-asymmetries, there have been analyses in which the
leptonic events were separated by flavour and an analysis in which the events were
selected without distinguishing the flavour. The results obtained using these two
approaches were also very consistent. The results of the fits to the hadronic and
leptonic (flavour-separated) data described in sect. 7 are summarized in table 17.
A precise determination (relative error 2>< l0~)has been made of the mass of
the Z°boson, which is one of the fundamental input parameters of the MSM. The
number of light neutrino species, derived with a very weak MSM assumption, is
= 2.94 ±0.10.
The universality of leptonic couplings to the Z” has been confirmed and values
for the vector and axial-vector couplings, assuming universality, have been ob-
tained. In the MS renormalisation scheme the effective weak mixing angle at
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TABLE 17
Summary of combined fit results to the hadronic and (flavour-separated) leptonic data. The predictions
of the Minimal Standard Model for these p,,rameters are given in the last column
parameter DELPHI - -- - - MSM
M7 91.177 ± 0.022 0eV —
17 2.465 ± 0.020 0eV 2.484 ±0.011 0eV
I’,, 1.726 ± 0.019 0eV 1.732 ±0.0080eV
1, 83.4 ± ((.8 MeV 83.6 ±0.4MeV
IL 82.4 ± 1.2 MeV 83.7 ±0.4MeV
1’,.,, 86.9 ±2.1 MeV 83.7 ±0.4MeV
IL 82.7 ±2.4 MeV 83.5 ±0.4MeV
0.2508 ± 0.0027 0.2507 ±0.0009
02 0.0003 ± 0.001(1 0.0011 ±0.0002
1.01)3 ± (1.1(11 1.003 ±((004
sin
2O~ )241 0.009 0.23 1 0. 013
sin0~,~ (1.2338±0.0027 0.2322±0.0012
R
7 20.70 ±0.29 20.70 ±0.04
T (1.514 ±0.0(9 <0.530
cr~ 41.84 ± (1.45 nh 41.50 ±0.04nh
488 ±17 MeV 500 ±2 MeV
2.94 ± 0.10 3
In,,,,, <215 0eV —
v~i~= M7 has been extracted
sin2O~ = 0.2338 ±0.0027.
Within the framework of the MSM, limits on the top-quark mass have been
derived:
43 <rn,,,0<215 0eV (95%C.L.).
Since no sign of physics beyond the MSM was observed, the difference between
the measured values of the total and invisible widths and their values predicted by
the MSM allows one to determine upper bounds on the partial width due to the
production of pairs of new particles predicted by extensions of or alternatives to
the MSM. The limit obtained from the total width is 28 MeV and that from the
invisible width is 18 MeV. These values correspond to a confidence level higher
than 95%. They were used to derive lower bounds on the mass of the top quark,
the mass of fermions in a fourth sequential family, of supersymmetric particles and
of excited quarks and leptons. Some of these limits improved the values obtained
from direct searches.
In conclusion, the analysis of the data taken in 1990 reduced most of the
statistical and systematic uncertainties on the line shape parameters determined in
1989 by more than a factor 2. Further improvements are needed for high-precision
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tests of the MSM. The large increase in luminosity expected at LEP in the coming
years, combined with a better understanding of systematic uncertainties, will allow
this aim to be fulfilled.
We are greatly indebted to our technical staff and funding agencies for their
support in building the DELPHI detector, and to members of SL division for the
excellent performance of the LEP collider.
Appendix A. Parameter correlation matrices
TABLE A.I
Fit to the hadronie and flavour-dependent leptonic cross sections., assuming lepton universality (subseet.
7.3.1)
Parameter M7 1’, 1,,
M7 (.0(1 -- 0.12 - 0.10 0.10 -
F7 0.12 1.00 0.63 0.51
l~ (1.10 0.63 1.00 (1.11
0.10 0.51 0.11 1.00
TABLE A.2
Fit to the hadronic and flavour-dependent leptonie cross sections, not assuming lepton universality
(subsect. 7.3.2)
Parameter M7 1’~ I~ F,, 11
M7 1.00 0.12 0.06 0.05 0.04 0.08
I’7 0.12 1.00 0.45 0.26 (1.22 0.37
0.06 0.45 1.00 —0.25 —0.21 —0.43
0.05 0.26 —0.25 1.00 0.31 0.56
IL 0.04 0.22 —0.21 0.31 1.00 0.47
(1.08 0.37 —0.43 0.56 0.47 1.00
TABlE A.3
Fit to the hadronic and flavour-dependent leptonie cross sections and forward—backward charge
asymmetries, assuming lepton universality (subsect. 7.4)
Parameter M7 I’~ a-,, E
2 -_______
M
7 1.00 0.12 0.01 0.07 0.04
0.12 1.00 —0.32 0.01 0.58
a-,, 0.01 —0.32 1.00 0.00 0.15
02 0.07 0.01 0.00 1.00 —0.35
0.04 0.58 0.15 —0.35 1.00
Appendix B. Cross section formulae for new particles
The various cross sections given below are normalized to a-,,. To a good
approximation, initial-state radiation is common to all processes and thus does not
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affect the normalized cross sections. Final-state radiative corrections are very small
and can be neglected in the present context.
QCD corrections for quarks, excited quarks and superpartners are only relevant
near threshold where they produce large effects through the Schwinger term [35].
These corrections are used in the exponentiated form [36]
AKQCD = (1 — e~”)
where A = 4~-a,,/3I3,f~being the speed of the pair-produced quarks
p= ~(1 -4m~/M~).
At threshold f3 goes to 0, the correction diverges like 1/13 but the cross section
remains finite since the phase space term goes like /3.
B.I. PAIR OF FERMIONS
The normalized cross section is given by
R
1-1 = (K/2) + (i -41 Q1- I sin2ow)213(3 - /32)/2]
where Qf is the charge of the fermion and where K = I for leptons and K =
for quarks. This formula applies to excited quarks or leptons having the same weak
isospin as standard fermions.
B.2. MAJORANA NEUTRINOS
RMM=133
B.3. SQUARKS AND SLEPTONS
R
11= 2Kf3
3(Qf sin2 0w — I)
where 13 = 0 for fR and 13 = ±1/2 for fL
B.4. CHARGINOS
One assumes that the chargino behaves like a Higgsino, the superpartner of the
Higgs boson. This hypothesis gives the lowest cross section. One has
R
7+5~/3(3 132)(1 2 sin2ow)
2
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