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GROUP AMENABILITY PROPERTIES FOR VON
NEUMANN ALGEBRAS
ANTHONY T. LAU AND ALAN L. T. PATERSON
Abstract. In his study of amenable unitary representations, M. E. B.
Bekka asked if there is an analogue for such representations of the re-
markable fixed-point property for amenable groups. In this paper, we
prove such a fixed-point theorem in the more general context of a G-
amenable von Neumann algebra M , where G is a locally compact group
acting on M . The Følner conditions of Connes and Bekka are extended
to the case where M is semifinite and admits a faithful, semifinite, nor-
mal trace which is invariant under the action of G.
1. Introduction
In [1], Bekka introduced the concept of an amenable representation of a
locally compact group G on a Hilbert space. A continuous unitary repre-
sentation π of G on a Hilbert space Hpi is defined to be amenable if there
exists a state p on B(Hpi) that is invariant in the sense that
(1) π(x)pπ(x)−1 = p
for all x ∈ G. Bekka developed a remarkable theory of amenable repre-
sentations, paralleling the classical theory of amenable groups, and raised
the question concerning what should be the fixed point property for such
representations. In this paper we obtain a solution to this question, and
develop, more generally, a theory of G-amenable von Neumann algebras M
for group actions onM . We also obtain a Følner condition in the case where
M is semifinite, generalizing the case M = B(H) considered by Connes ([3])
and Bekka. This generalization substantially widens the applicability of this
condition. We now discuss in a little more detail the contents of the paper.
The second section describes some basic facts about Banach G − A-
modules where A is a Banach algebra. These will be applied in the case
where A is the predual of a von Neumann algebra M . The third section
discusses the notion of G-amenability for a von Neumann algebra M : M is
called G-amenable for an automorphic action x→ αx of G on M if there ex-
ists a state p on M such that (αx−1)
∗(p) = p. (This notion of G-amenability
has also been considered by R. Stokke ([22]).) In the situation of (1), π
being an amenable representation is the same as B(Hpi) being G-amenable
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under the action: αx(T ) = π(x)Tπ(x)
−1. We also discuss some fairly famil-
iar amenability properties of G-actions on M paralleling those of classical
amenability theory for L∞(G), and introduce a notion of inner actions for
A =M∗. The section concludes with a discussion of hyperstates: these were
introduced for von Neumann algebras by Connes.
In the fourth section, we discuss our fixed-point property characterizing
G-amenability. Examples show that there is no hope of there being a fixed-
point theorem involving a compact convex set as in normal amenability
theory. We are motivated by [12], where a fixed-point property character-
izing inner amenability of a locally compact group G is proved. This has
the following form: G is inner amenable (i.e. G admits a mean on L∞(G)
invariant under conjugation) if and only if, whenever X is a Banach G-
module, there exists a net of multiplication operators on X∗∗ coming from
P (G) that converges weak∗ to an operator T ∈ B(X∗∗) which is invariant
under conjugation by elements of G. Here, the weak∗-topology on B(X∗∗) is
that obtained by identifying B(X∗∗) with the Banach dual space (X∗∗⊗ˆX∗)∗
in the canonical way. We show in the present paper that a similar fixed-
point property characterizes G-amenability for a wide class of von Neumann
algebras M . The predual of M has to be a Banach algebra A for which the
action of G on M induces a Banach algebra action. Examples of such M ’s
are B(H) (where the action is determined by an amenable representation π
of G and A is the algebra of trace class operators) and L∞(G) (under the
action induced by conjugation and where A = L1(G)). In our fixed-point
property, the group algebra L1(G) of [12] is replaced by the covariant alge-
bra L1(G,A1), where A1 is the Banach algebra A with identity adjoined. In
general, A does not have a bounded approximate identity. We show that
when A does have a bounded approximate identity and the G-action is inner
for A, then the fixed-point property is required only for essential left Banach
A-modules. Further, in this case, we can replace L1(G,A1) by L1(G,A).
In the fifth section, we describe a number of examples illustrating the
theory. In one of these examples, M is a Hopf-von Neumann algebra: in
that situation there is a natural Banach algebra structure on A to which
the theory applies. We discuss briefly in the sixth section the fixed-point
property for Hopf-von Neumann algebras in general. The last section proves
a Følner condition that characterizes G-amenability for semifinite M . The
proof follows that of Bekka’s, the Følner sets of classical amenability being
replaced by (finite) projections P in M for which 0 < τ(P ) < ∞, where τ
is an invariant, faithful, semifinite, normal trace on M . When M = B(H)
and the action of G on M is given by a representation of G in M , then
our Følner condition reduces to that of [1]. The classical Følner condition
is also a special case of our theorem. In addition, Connes ([3]) proved a
result in which, under certain conditions, the tracial state on a II1-factor N
is approximated by states determined by the finite dimensional projections
arising in the Følner condition. A version of this result, with N replaced
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by a C∗-algebra associated with a group representation in M , is given to
conclude the paper.
The authors are grateful to Paul Jolissaint bringing to their attention (af-
ter the present paper appeared) his earlier paper [10] which gives a different
fixed point property that also answers (among other things) Bekka’s ques-
tion. More precisely, and in our notation, suppose that X is an isometric
Banach G-module with action β and K is a G-invariant weak∗-compact,
convex subset of the unit ball of X∗. Let C(M,K) be the set of bounded
linear maps T from A = M∗ to X
∗ such that T (S∗(M)) ⊂ K. There is a
natural G-action on C(M,K) given by: g.T = (βg)
∗ ◦ T ◦ ((αg)∗)
−1. Then
the triple (M,G,α) is said to have the conditional fixed point property if for
all such X,K, the existence of a G-invariant element of C(M,K) implies
the existence of a G-fixed point in K. It is shown in [10] that (M,G,α) has
the conditional fixed point property if and only if there exists an α-invariant
state on M . This fixed point property does not require A to be a Banach
algebra as does our Theorem 7. On the other hand, while the latter theorem
requires a G−A-fixed point for the fixed algebra L1(G,A1), the C(M,K)’s
of the conditional fixed point property vary from K to K. Jolissaint also
characterizes his fixed point property in terms of a conditional expectation
onto W ∗(G). The two fixed point theorems seem very different in character,
and it would be interesting to explore the relation between them.
2. Banach G−A modules
We first recall some standard terminology. Let G be a locally compact
group with left Haar measure λ. The family of compact subsets of G is
denoted by C(G), and Cc(G) is the space of continuous, complex-valued
functions on G with compact support. The set of probability measures in
L1(G) is denoted by P (G). The universal C∗-algebra of G is denoted by
C∗(G) and the reduced C∗-algebra of G by C∗ρ(G).
The Banach algebra of bounded linear operators on a Banach space X is
denoted by B(X). The Banach space X is called a left Banach G-module if
for each x ∈ G, we are given a map ξ → xξ in B(X), with ‖xξ‖ ≤ ‖ξ‖ for
all x ∈ G, ξ ∈ X, and such that x(yξ) = (xy)ξ for all x, y ∈ G, and for fixed
ξ ∈ X, the map x→ xξ is norm continuous. The action of G on such an X
integrates up to give a representation of L1(G) on X:
fξ =
∫
f(x)xξ dλ(x).
Now let A be a Banach algebra. A Banach space X is called a left Banach A-
module if it is a left A-module such that ‖aξ‖ ≤ ‖a‖‖ξ‖ for all a ∈ A, ξ ∈ X.
The left Banach A-module X is called essential if for all ξ ∈ X, there exist
a ∈ A and η ∈ X such that aη = ξ. Right and two-sided Banach G-modules
(resp. Banach A-modules) are defined in the obvious way.
We next recall some “Arens product” terminology. Let A be a Banach
algebra and X be a left Banach A-module. Then for a ∈ A, f ∈ X∗,
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the functional fa ∈ X∗ is defined by: fa(ξ) = f(aξ). Now for m ∈ X∗∗,
we define mf ∈ A∗ by: mf(a) = m(fa). Lastly for n ∈ A∗∗, we define
nm ∈ X∗∗ by: nm(f) = n(mf). Let Tn ∈ B(X
∗∗) be given by: Tnm = nm.
The above applies to X = A with the A action that of left multiplication;
in that case (n,m)→ nm is the first (left) Arens product on A∗∗. With this
product, A∗∗ is a Banach algebra. The next proposition is well-known (e.g.
[18, p.527]).
Proposition 1. Let B be a Banach algebra with a bounded approximate
identity {eδ} and let B
∗∗ be the second dual Banach algebra under the Arens
multiplication. Then there exists e ∈ B∗∗ such that me = m for all m ∈ B∗∗.
Further, e can be taken to be any weak∗-cluster point of {êδ}.
Now assume that there is an action of G on A. So we are given a bounded
homomorphism x→ βx where each βx is an isomorphism of A with ‖βx‖ ≤
1 and the map x → βx(a) is norm continuous from G into A for each
a ∈ A. The map x→ βx dualizes to A
∗ and A∗∗ in the natural way. So for
x ∈ G, f ∈ A∗, a ∈ A, β∗x(f) ∈ A
∗ is given by: β∗xf(a) = f(βxa), and for
m ∈ A∗∗, β∗∗x m(f) = m(β
∗
xf). One readily shows that (β
∗
xf)a = β
∗
x(fβxa)
and mβ∗xf = β
∗
x[(β
∗∗
x m)f ] and hence that β
∗∗
x (nm) = β
∗∗
x (n)β
∗∗
x (m) for all
n,m ∈ A∗∗.
Next suppose that X is a left Banach G-module that is also a left Banach
A-module. Assume further that βx(a)ξ = xax
−1ξ for all x ∈ G, a ∈ A and
ξ ∈ X. Then we say that X is a left Banach G−A-module. (Such a module
is the Banach space analogue of a covariant representation of a C∗-algebra
on a Hilbert space.) Note that in this definition, xax−1 usually has no
meaning as an element of A since A need not be a G-module. However,
xax−1ξ = x(a(x−1ξ)) does make sense, and is required to be βx(a)ξ.
Of special importance is the case where there is given a strictly continuous
homomorphism x→ γ(x) from G into the invertible group of the multiplier
algebra M(A) of A such that ‖γ(x)‖ ≤ 1 for all x ∈ G. Write xa, ax in
place of γ(x)a, aγ(x) (a ∈ A). Then there is a natural action x → βx of G
on A given by: βx(a) = xax
−1. In this case, we call the action β of G on
A inner. Suppose now that A has a bounded approximate identity {eδ},
that the action of G on A is inner and that X is an essential left Banach
A-module. Then X is automatically a left Banach G − A-module, the left
G-module structure on X being given by: xξ = lim(xeδ)ξ.
Here are two examples of inner actions of G on some A relevant to
this paper. First, let A = L1(G) under convolution and (γ(x)f)(t) =
f(x−1t), (fγ(x))(t) = f(tx−1)∆(x−1) where ∆ is the modular function of G.
In the notation of [19, (0.7)], γ(x)f = x∗f = δx∗f , and fγ(x) = f∗x = f∗δx.
Then βx(f)(t) = x ∗ f ∗ x
−1(t) = f(x−1tx)∆(x), and β is inner on L1(G).
For the second example, we take π to be a unitary representation of G on a
Hilbert space Hpi, A = TC(Hpi), the Banach algebra of trace class operators
on Hpi, and γ(x) = π(x), so that βx(a) = π(x)aπ(x
−1). In the first case, A
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has a bounded approximate identity, but not (as we will see) in the second
case.
Now let L1(G,A) be the covariant algebra associated with an action β of
G on a Banach algebra A. The theory of C∗-dynamical systems, developed
in [20, 7.6], applies in this Banach algebra context. Below, except where
special comments are made, the C∗-dynamical proofs apply equally to the
Banach algebra case. Let Cc(G,A) be the normed algebra of continuous
functions f : G→ A with compact support, with norm and product defined
by: ∫
‖f(x)‖ dλ(x), f ∗ g(x) =
∫
f(y)βy(g(y
−1x)) dλ(y).
The Banach algebra L1(G,A) is the completion of Cc(G,A).
Assume now that A has a bounded approximate identity. Then L1(G,A)
has a bounded approximate identity in Cc(G,A), an example of which can
be taken to be {fδ ⊗ eδ} where {fδ} is a bounded approximate identity for
L1(G) of the standard kind and {eδ} is a bounded approximate identity in
A. For each a ∈ A,µ ∈ M(G), where µ has compact support, there are
respectively left and right multipliers L(a, µ), R(a, µ) of L1(G,A), where for
f ∈ L1(G,A):
L(a, µ)f(t) = a
∫
βy(f(y
−1t)) dµ(y),(2)
R(a, µ)f(t) =
∫
f(ty−1)βty−1(a)∆(y)
−1 dµ(y).(3)
(These equalities are first defined for f ∈ Cc(G,A) and then extended by
continuity to L1(G,A).) Further, the pair (L(a, µ), R(a, µ)) is a (two-sided)
multiplier for L1(G,A). Next, the elements of both G and A act as mul-
tipliers on L1(G,A). Indeed, for a ∈ A, x ∈ G, we take af = L(a, δe)f ,
fa = R(a, δe)f , xf = limδ L(eδ, δx)f , and fx = limδ R(eδ, δx)f , these lim-
its being taken in the norm topology. For example, (af)(t) = a(f(t)) and
the multiplier condition (af) ∗ g = a(f ∗ g) holds since
a(f ∗ g)(t) = a
∫
f(y)αt(g(y
−1t)) dλ(y) = ((af) ∗ g)(t).
It is readily checked that fa(t) = f(t)βt(a) and
(4) xf(t) = βx(f(x
−1t)) fx(t) = f(tx−1)∆(x−1).
Further, it is straightforward to check that
(5) βx(a)f = xax
−1f
for all x ∈ G, a ∈ A, f ∈ L1(G,A). So L1(G,A) is a left Banach G − A-
module. More generally, if X is an essential left Banach L1(G,A)-module,
then (e.g. [11, pp. 15-16], [20, p.256]) X is a left Banach G−A-module and
the L1(G,A) action on X is given by integration. (See (6) below.)
We note that L1(G,A) is an essential left Banach A-module. Indeed,
since A has a bounded approximate identity, we have A2 = A, and so the
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set W = {af : a ∈ A, f ∈ L1(G,A)} contains L1(G) ⊗ A. Since W is
a closed linear subspace of L1(G,A) ([9, Theorem 32.22]), it follows that
W = L1(G,A), and so L1(G,A) is an essential left Banach A-module.
Now remove the assumption that A has a bounded approximate identity
and let X be a left Banach G − A-module. The actions of G,A on such a
module X integrate up to give that X is a left Banach L1(G,A)-module:
for f ∈ L1(G,A), fξ is given by:
(6) fξ =
∫
f(x)xξ dλ(x).
In general, we cannot reverse this implication.
3. G-amenability
In this section we discuss the notion of G-amenability for a von Neumann
algebraM and some of its equivalent formulations. Most of this is effectively
in the papers [1, 22] but for the convenience of the reader, we will sketch
proofs in some cases.
So let M be a von Neumann algebra M with predual M∗. Let S(M)
be the set of states on M and S∗(M) the set of normal states in M∗, i.e.
S∗(M) = S(M) ∩M∗. We note that S∗(M) is weak
∗-dense in S(M). Let
G be a locally compact group with an (automorphic) action on M ([25,
p.238]). This means that we are given a homomorphism x→ αx from G into
Aut(M) such that for eachm ∈M , the map x→ αx(m) is weak
∗-continuous.
Then M is a right G-module under the map: (x,m) → m.x = αx−1(m).
Dualizing gives that M∗ (resp. M∗) are left G-modules under the map:
(x, c) → x.c = (αx−1)
∗(c) (resp. (αx−1)∗(c)). Further ([25, p.239]) M∗ is
actually a left Banach G-module: the map x → x.a is norm continuous for
each a ∈ M∗. Note that this gives a positive action of G on M∗ (in the
sense of Stokke ([22, p.3]), i.e. for all x ∈ G, x.S∗(M) = S∗(M). Also,
x.S(M) = S(M). Of course, we obtain M∗ as a Banach L
1(G)-module by
integrating: so, for example, for a ∈ M∗, f ∈ L
1(G), f.a =
∫
f(x)x.a dλ(x)
(Bochner integral). This dualizes to give that M is a right Banach L1(G)-
module andM∗ is a left Banach L1(G)-module. M is a right Banach L1(G)-
module by integrating weakly: so for f ∈ L1(G),m ∈M,a ∈M∗, we have
〈m.f, a〉 =
∫
G
f(x) 〈m.x, a〉 dλ(x).
We will sometimes require the action α to be inner on M in the following
sense. For this, M is a G-bimodule with the property that for each m ∈
M , the maps x → xm, x → mx are bounded and weak∗-continuous, and
αx(m) = xmx
−1. An example of this is given by (a) M = L∞(G) with
αxφ(t) = φ(x
−1tx) (t ∈ G). In this case, the G-module structure on M is
given by: xφ(t) = φ(tx), φx(t) = φ(xt). We can also take the G-module
structure to be given by (b) x → xφ, x → φ, in which case αx(φ) = xφ,
and (c) x → φ, x → φx in which case αx(φ) = φx
−1. An example of an
GROUP AMENABILITY PROPERTIES FOR VON NEUMANN ALGEBRAS 7
inner action on M of particular importance is that determined by a weak∗-
continuous homomorphism x→ π(x) into the unitary group of M . We will
call π a representation of G in M . The G-module structure on M is given
by: xm = π(x)m,mx = mπ(x) and then αx(m) = π(x)mπ(x
−1). This
is the context for Bekka’s theory of amenable representations. In the cases
M = L∞(G) above, the actions α are not in general given by representations
of G in M but - as is to be expected at least for standard semifinite M ([4,
Part 1, Chapter 6, Theorem 4]) - the αx’s are spatial. In fact in (a), (b)
and (c) above, α is determined by a representation of G on L2(G). Indeed,
regard L∞(G) ⊂ B(L2(G)) in the usual way; then in case (a), the action
α is determined by the conjugation representation π′ of G on L2(G). So
αx(φ) = π
′(x)φπ′(x−1) where π′(x)f(t) = f(x−1tx)∆(x)1/2. Of course,
π′(G) is not usually contained in M . In case (c), αx(φ) = π2(x)φπ2(x
−1)
where π is the left regular representation of G, and (b) is similar.
If the action is inner on M , then M∗,M∗ are G-modules; for example,
for a ∈ M∗, 〈xm, a〉 = 〈m,ax〉 and similarly for xa. Note that the maps
x → xa, x → ax are norm continuous so that M∗ is a Banach G-module,
and hence a Banach L1(G)-module. Dualizing gives that M,M∗ are Banach
L1(G)-modules. In the inner case, we have to distinguish carefully between
f.a and fa, and m.f and mf (f ∈ L1(G)).
Now suppose that G has an action α (not necessarily inner) on M .
Definition 2. The von Neumann algebra M is called G-amenable (for α)
if there exists p ∈ S(M) such that (αx−1)
∗(p) = x.p = p for all x ∈ G. Such
a state will be called a G-invariant state.
G-amenability in our terminology corresponds to G acting amenably on
M∗ in Stokke’s terminology ([22]). For the examples (a), (b) and (c) above
where M = L∞(G), in (a), a G-invariant state is respectively an inner
invariant mean, a right invariant mean and a left invariant mean. So G-
amenability is the same as inner amenability ([12]) for (a), and to amenabil-
ity for (b) and (c). In the case where the action of G on M = B(H) is
determined by a representation π of G, G-amenability is the same as the
amenability of the representation ([1]). (These examples are also noted by
Stokke within his framework.)
G-amenability can be characterized in terms of a Dixmier type property.
(For the classical Dixmier property, see [19, Proposition 2.1].) The corre-
sponding property for G-amenability is easy to prove. This says that there
exists a G-invariant state on M if and only if the linear span Y of operators
of the form (αx(m) −m) (x ∈ G,m ∈ M) is not norm dense in M . The
proof is effectively the same as that in the classical case. One implication
is trivial. For the converse, suppose that Y is not norm dense in M and
let p ∈ M∗ be non-zero and such that p(Y ) = 0. We can suppose that p
is self-adjoint and then, using the uniqueness of the Jordan decomposition
([20, p.45], [24, pp.120,140]), that p is positive. The result now follows.
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The following proposition follows from [22, Corollary 1.12] - for the sake
of completeness, we sketch the proof.
Proposition 3. The following are equivalent:
(i) M is G-amenable.
(ii) There exists a state q on M such that q(m.µ) = q(m) for all m ∈
M,µ ∈ P (G). (So q is topological invariant.)
(iii) Given C ∈ C(G) and ǫ > 0, there exists a ∈ S∗(M) such that for all
x ∈ C, we have
(7) ‖x.a− a‖ < ǫ.
Proof. (iii)⇒ (i) Write the a of (7) as aC,ǫ. Then in the natural way, {aC,ǫ}
is a net, and any weak∗-cluster point of this net in S(M) is a G-invariant
state.
(i) ⇒ (ii) Let p be an invariant state. As in the proof of [19, Proposition
1.7], for m ≥ 0 in M , the map ν → p(m.ν) is constant for all ν ∈ P (G),
and for fixed ν0 ∈ P (G), the state q, where q(n) = p(n.ν0), is topologically
invariant, i.e. for all µ ∈ P (G), µ.q = q.
(ii)⇒ (iii) There exists a net {tβ} in S∗(M) such that t̂β → q weak
∗ in M∗,
and the argument of Namioka ([19, p.8]) then applies to give a net {aδ} in
S∗(M) such that ‖µ.aδ − aδ‖ → 0 for all µ ∈ P (G). Now let C ∈ C(G).
With xi (1 ≤ i ≤ n), U, g, η > 0 as in the proof of [19, Theorem 4.4], choose
b ∈ S∗(M) so that ‖(xi ∗ g).b− b‖ < η for 1 ≤ i ≤ n. Then as in the proof
of that theorem, a = g.b satisfies (7). 
We now discuss another kind of state on M suggested by the work of
Connes ([3, p.109]). We do not strictly need these states for the purposes
of this paper but feel that they are of intrinsic interest. Suppose that the
action x → αx of G on M is inner. From [9, Theorem 32.22], the sets
L1(G)M,ML1(G) are normed closed subspaces of M . Let UC(G,M) be
the norm closure of L1(G)M + ML1(G) in M . Obviously, UC(G,M) is
an L1(G)-submodule of M and also a G-submodule of M . A state p on
M is called a G-hypertrace (or just hypertrace when G is understood) if
p(mf − fm) = 0 for all m ∈M,f ∈ L1(G).
Proposition 4. Let the action x→ αx of G on M be inner. If there exists
a G-hypertrace on M then there exists a state on M which is G-invariant
on UC(G,M). If M is G-amenable then there exists a G-hypertrace on M .
Proof. Suppose first that there is a hypertrace on M . Let xi (1 ≤ i ≤ n)
belong to G, e one of the xi’s, and let fj (1 ≤ j ≤ m) belong to Cc(G). Let
ǫ > 0. By Namioka’s argument, there exists a ∈ S∗(M) such that
‖axifj − xifja‖ < ǫ, ‖fjxia− afjxi‖ < ǫ
for 1 ≤ i ≤ n, 1 ≤ j ≤ m. Then for any i, j,
‖(axi − xia)fj‖ = ‖[a(xifj)− (xifj)a]− xi[afj − fja]‖ ≤ 2ǫ.
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A similar argument applies to ‖fj(axi − xia)‖. It follows that there is a
net {aδ} in S∗(M) such that âδ → p weak
∗ for some p ∈ M∗ and such
that ‖(aδx− xaδ)f‖ → 0, ‖f(aδx− xaδ)‖ → 0 for all x ∈ G, f ∈ Cc(G).
Then for m ∈ M , |p((mf)x− x(mf))| = limδ
∣∣âδ((mf)x− x(mf))∣∣ =
limδ
∣∣(fxaδ − faδx)(m)∣∣ ≤ ‖fxaδ − faδx‖‖m‖ → 0. Similarly, p((fm)x−
x(fm)) = 0. So for n ∈ UC(G,M), we have p(nx−xn) = 0. So there exists
a G-invariant state on UC(G,M).
Suppose now that M is G-amenable. Using Reiter’s condition (7), there
exists a net {aδ} in S∗(M) such that âδ → q for some G-invariant state q
on M and such that ‖xaδ − aδx‖ → 0 uniformly on compact subsets of G.
Let f ∈ Cc(G) with compact support C. Let ǫ > 0. Then there exists δ0
such that for all δ ≥ δ0 and all x ∈ C, we have ‖xaδ − aδx‖ < ǫ. Then for
all δ ≥ δ0,
‖faδ − aδf‖ = ‖
∫
C f(x)[xaδ − aδx] dλ(x)‖
≤
∫
C
|f(x)| ‖xaδ − aδx‖ dλ(x)
≤ ǫ‖f‖1.
So for all f ∈ Cc(G), we have ‖faδ − aδf‖ → 0. So for m ∈ M , we have
|q(fm−mf)| =
∣∣lim(fm−mf)(aδ)∣∣ = lim ∣∣m(aδf − faδ)∣∣ = 0. So q is a
hypertrace on M . 
Note For a discrete group G, it is trivially true that UC(G,M) = M , and
so the existence of a hypertrace on M is equivalent to G-amenability for
M . In fact, in that case, a state on M is a G-hypertrace if and only if it is
G-invariant. But in general, the existence of a hypertrace on M is strictly
weaker than G-amenability. For example, consider the case where M =
L∞(G) under the conjugation action. Then every (mf − fm) is bounded
and continuous on G. Let δe be the point mass at e. Then δe(mf − fm) =
m(f)−m(f) = 0, and so any extension of the point mass δe on C(G) to a
state on L∞(G) is a hypertrace onM . ButM need not be G-amenable. (For
example, by [15], any connected, non-amenable G is not inner amenable.)
4. Fixed-point characterizations for G-amenability
There seems in general to be no hope of a fixed point theorem of the
classical kind for G-amenability. Indeed, consider the special case where
M = L∞(G) and the action of G is given by conjugation (§3). Then G-
amenability forM is just inner amenability for G. A classical fixed point the-
orem in that case would presumably be of the form: if G is inner amenable
and X is a certain kind of right Banach G-module, then every left invari-
ant, weak∗ compact convex subset K of X∗ has a G-fixed point. The case
X = L∞(G) (G inner amenable), with conjugation as the action, would be
a natural choice for such a right Banach G-module since there is an inner
invariant mean in X∗. However, in that situation, there can exist K’s in X∗
that don’t contain a G-fixed point. For example, suppose that G is discrete
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and that the only inner invariant mean on ℓ∞(G) is the trivial one δe (e.g.
G could be F2 ([7])). Then we could take K to be the set of means m ∈ X
∗
for which m(χe) = 0. So we have to look in a different direction for the
appropriate version of a fixed-point theorem for G-amenability. We adapt
the approach of [12] for inner amenability.
Now let M be a von Neumann algebra with an action x→ αx of G (as in
§3.) Let A =M∗ and βx(a) = (αx−1)∗. We now describe the class ofM ’s for
which we are able to give a fixed-point characterization of G-amenability.
We will require the following properties (a), (b) for A:
(a) A is a Banach algebra;
(b) βx is an isomorphism of A for each x ∈ G.
So given these properties, the map x→ βx is an action of G on A. We note
that if β is inner on A, then the action α of G on M is also inner.
Now assume that A satisfies (a) and (b), and let X be a left Banach
G − A-module (§2). Then in the usual way, X∗∗ is a left G-module: for
ξ ∈ X, f ∈ X∗, n ∈ X∗∗, we have xn(f) = n(fx) where fx(ξ) = f(xξ).
So for each x ∈ G, there is a bounded operator Tx ∈ B(X
∗∗) given by:
Txm = xm. Also, since X is a left Banach A-module, there is for each
a ∈ A, an operator Ta ∈ B(X
∗∗) such that Tan = an = aˆn. (As we saw in
§2, Ta makes sense in the natural way for a ∈ A
∗∗.) The next result follows
by dualizing the equality xax−1ξ = βx(a)ξ.
Proposition 5. For all x ∈ G, a ∈ A,
(8) TxTaTx−1 = Tβx(a)
.
Now canonically, B(X∗∗) is the dual Banach space (X∗∗⊗̂X∗)∗: T ∈
B(X∗∗) is identified with the functional on X∗∗⊗̂X∗ determined by: m ⊗
w→ 〈Tm,w〉. Let PX be the weak
∗ closure in B(X∗∗) of {Ta : a ∈ S∗(M)}.
Definition 6. The Banach algebra A has the G-fixed point property if for
any left Banach G − A-module X, there exists T0 ∈ PX such that for all
x ∈ G,
(9) TxT0Tx−1 = T0.
A left Banach G−A-module X0 is said to have a G−A-fixed point if there
exists T0 ∈ PX0 such that (9) holds.
What will correspond to the fixed-point property for G-amenability forM
will be the G-fixed point property for A. In connection with this, it is helpful
to consider the classical amenability fixed-point theorems, e.g. [19, Chapter
2]. As an illustration, G is amenable ⇐⇒ every affine, jointly continuous
compact convex G-set has a G-fixed point ⇐⇒ there is a G-invariant mean
on L∞(G) ⇐⇒ there is a G-invariant mean on LUC(G). There is a sim-
ilar pattern for the G-fixed point property. Amenability corresponds to G-
amenability and the jointly continuous result to the G-fixed point property
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for A. We now look for special X’s in the G-amenable case corresponding to
(L∞(G))∗ = L
1(G) and to a substitute for (the non-existent) “(LUC(G))∗”.
For the first, we take the “largest” natural Banach algebra that is a left Ba-
nach G−A-module; this is L1(G,A1). For the second, we take the “smallest”
natural Banach algebra that is a left Banach G−A-module. This is A1. In
both cases, we require the existence of a G−A-fixed point. One might ask:
why not use A in place of A1? The reason why we require the identity to be
adjoined to A is that the existence of a G−A-fixed point for A does not in
general imply G-amenability for M . For example, consider the case where
M is general and we take A2 = {0}: then A is a left Banach G−A-module,
and (a) and (b) are satisfied. Trivially, (9) holds for X = A with T0 = 0, so
that A has a G−A-fixed point. But M need not be G-amenable.
We note that A1 is a left Banach G−A-module. Here A1 is the Banach
algebra obtained by adjoining an identity 1 to A: so ‖a+ c1‖ = ‖a‖ + |c|,
and canonically, A1 = A ⊕ C1. The action x → βx of G on A extends to
an action, also denoted x → βx, on A
1 by taking βx(1) = 1 for all x ∈ G.
The left Banach G-module structure on A1 is given by: xb = βx(b) (cf. [22,
Example 1.2]). Then A1 is a left Banach G−A-module since
xax−1b = x(aβx−1(b)) = βx[aβx−1(b)] = βx(a)b.
From §2, L1(G,A1) is also a left Banach G−A1-module, and hence a fortiori
a left Banach G−A-module. We now give our fixed-point theorem.
Theorem 7. Let A satisfy (a) and (b). Then the following statements are
equivalent:
(i) M is G-amenable;
(ii) A has the G-fixed point property;
(iii) A1 has a G−A-fixed point;
(iv) L1(G,A1) has a G−A-fixed point.
Proof. We show: (i)⇒ (ii), (ii)⇒ (iii), (iii)⇒ (i), (ii)⇒ (iv) and (iv)⇒ (i).
Suppose then that M is G-amenable and let X be a left Banach G− A-
module. By Proposition 3, there exists a net {aδ} in S∗(M) such that
‖βx(aδ)− aδ‖ → 0 for all x ∈ G. We can assume that Taδ
→ T0 weak
∗ for
some T0 ∈ PX . Then as in a proof of Xu’s ([26, Theorem 11]) for m ∈ X
∗∗,
and using Proposition 5,
‖TxTaδ
Tx−1m− Taδ
m‖ = ‖βx(aδ)m− aδm‖ ≤ ‖βx(aδ)− aδ‖‖m‖ → 0
and (9) follows. So A has the G-fixed point property and (i)⇒ (ii). The
implication (ii)⇒ (iii) is trivial.
Now suppose that the left Banach G−A-module Y = A1 has a G−A-fixed
point. Then there exists T0 ∈ PY such that TxT0Tx−1 = T0 for all x ∈ G.
By assumption, there exists a net {Taσ}, where the aσ ∈ S∗(M), such that
Taσ → T0 weak
∗ in B(Y ∗∗). We can suppose that âσ → n0 weak
∗ for some
n0 ∈ S(M). We now show that T01ˆ = n0. To this end, we have Y = A⊕C1,
and so can identify Y ∗ as the direct sum A∗⊕Cp where for f ∈ A∗, b ∈ A and
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µ, ν ∈ C, f+µp ∈ (A1)∗ is given by: (f+µp)(b+ν1) = f(b)+µν1. The norm
on Y ∗ is given by: ‖f + µp‖ = max{‖f‖, |µ|}. Then Y ∗∗ is canonically iden-
tified with the Banach space direct sum A∗∗⊕C1ˆ. We will regard A∗, A∗∗ as
subspaces of Y ∗, Y ∗∗ respectively. Now
〈
T01ˆ, f + µp
〉
= lim
〈
âσ 1ˆ, f + µp
〉
=
lim
〈
âσ, 1ˆ(f + µp)
〉
= n0(1ˆ(f + µp)). The equality T01ˆ = n0 will follow
once we have shown that 1ˆ(f + µp) = f ∈ A∗. For this, for any a ∈ A,
1ˆ(f + µp)(a) = 1ˆ((f + µp)a) and ((f + µp)a)(b+ ν1) = (f + µp)(ab+ νa) =
f(ab) + νf(a), and it follows that (f + µp)a = fa+ f(a)p (where fa ∈ A∗).
So 1ˆ(f + µp)(a) = 1̂(fa + f(a)p) = f(a) giving 1ˆ(f + µp) = f as required.
Last,
n0 = T01ˆ = TxT0Tx−1 1ˆ = TxT0β̂x−1(1) = TxT01ˆ = β
∗∗
x (n0)
and so M is G-amenable. So (iii)⇒ (i). (ii)⇒ (iv) is trivial.
It remains to show that (iv) ⇒ (i). So assume that X = L1(G,A1) has
a G − A-fixed point. We recall (§2) that X = L1(G,A1) is a left Banach
G−A-module under the following operations, where for x, t ∈ G, f ∈ X and
a ∈ A, we have xf(t) = βx(f(x
−1t)) and (af)(t) = a(f(t)). Since A has the
G-fixed point property, there exists T0 ∈ PX such that (9) holds for all x.
By assumption, there exists a net {Taσ}, where the aσ ∈ S∗(M), such that
Taσ → T0 weak
∗ in B(X∗∗). Then for each m ∈ X∗∗ and x ∈ G, we have
(10) xaσx
−1m− aσm→ 0
weak∗ in X∗∗.
Now define a map Q : Cc(G,A
1) → A1 by setting: Q(f) =
∫
f(t) dλ(t).
Then Q is linear and continuous with norm ≤ 1 and so extends to a linear
map of norm 1, also denoted by Q : X → A1. Note that for a ∈ A,
Q(af) = aQ(f). Identify f ∈ X with its image fˆ ∈ X∗∗. From (10) and
(5), for each x ∈ G and f ∈ X,
βx(aσ)f − aσf = xaσx
−1f − aσf → 0
weakly inX. Using the Namioka argument, we can assume that ‖βx(aσ)f − aσf‖ →
0 in X for all x ∈ G, f ∈ X. Choose f = g ⊗ 1 where g ∈ P (G). Then
Q(f) = 1, and by the continuity of Q,
(βx(aσ)− aσ)1 = Q(βx(aσ)f − aσf)→ 0
in norm in A1. So (βx(aσ) − aσ) → 0 in norm in A. Recalling that βx =
(αx−1)∗, we have x.a(a) = βx(a) for all a ∈ A, and applying Proposition 3
(with G as discrete) we have that M is G-amenable. 
Corollary 8. A has the G-fixed point property if and only if it has that
property when G is given the discrete topology.
Proof. G-amenability for M is independent of the topology on G. 
It is usually desirable to assume a bounded approximate identity in a
Banach algebra A. But, as we will see below, in important examples, the
Banach algebra A = M∗ does not have a bounded approximate identity,
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and this is why, in Theorem 7, a bounded approximate identity in A is not
assumed. We also do not assume in that theorem that the action β of G on A
is inner. Indeed, the inner condition gives that A is a Banach G-module, but
the G-module action does not extend in any natural way to its unitization
A1, which is used in the theorem. On the other hand, the action x → αx
does always extend trivially to A1, and this is why we need only assume in
the theorem the presence of a G-action on A.
However, for some applications, we are in the situation where A has a
bounded approximate identity {eδ} and the action of G on A is inner. We
now show that in that situation, we do not have to unitize A, and the G-fixed
point property is required only for essential left Banach A-modules. (Recall
(§2) that if X is an essential left Banach A-module, then it is automatically
a left Banach G−A-module.)
Theorem 9. Let A satisfy (a) and (b), have a bounded approximate identity
and be such that the action β of G on A is inner. Then the following
statements are equivalent:
(i) M is G-amenable;
(ii) A has the G-fixed point property for essential left Banach A-modules;
(iii) A has a G−A-fixed point;
(iv) L1(G,A) has a G−A-fixed point.
Proof. That (i) implies (ii) follows from Theorem 7. The implications (ii)
implies (iii) and (ii) implies (iv) follow trivially, since both A,L1(G,A) are
essential left Banach A-modules. Next, we prove that (iii) implies (i). By
Proposition 1, there exists e ∈ A∗∗ such that me = m for all m ∈ A∗∗. We
can suppose that aˆσ → n0 weak
∗ in A∗∗. Then for x ∈ G,
xaˆσx
−1 − aˆσ = xaσx
−1e− aσe = (xTaσx
−1 − Taσ )e→ xT0x
−1e− T0e = 0
weak∗ in A∗∗. But (xaˆσx
−1 − aˆσ)→ (xn0x
−1 − n0) weak
∗ in A∗∗. So n0 is
a G-invariant state on M , and so M is G-amenable.
We now prove that (iv) implies (i). So assume that X = L1(G,A) has a
G− A-fixed point. Then there exists T0 ∈ PX such that (9) holds for all x.
As in the preceding paragraph, there exists a sequence {aσ} in S∗(M) such
that for all x ∈ G, p ∈ X∗∗,
(11) (xaσx
−1 − aσ)p→ 0
weak∗ in X∗∗. Let g ∈ P (G). We can suppose that the bounded approxi-
mate identity {êδ} converges to e weak
∗ in X∗∗. We can also suppose that
ĝ ⊗ eδ → e
′ weak∗ in X∗∗. Then for each δ, Q(g ⊗ eδ) = eδ , and by the
weak∗ continuity of Q∗∗, we get Q∗∗(e′) = e. Applying Q∗∗ to (11) with
e′ in place of e, and noting that Q∗∗ is a left A-module map, it follows
that xaσx
−1e− aσe → 0 weak
∗ in A∗∗. (i) now follows as in the preceding
paragraph. 
14 ANTHONY T. LAU AND ALAN L. T. PATERSON
In a number of cases, the Banach algebra A of Theorem 7 does not have
a bounded approximate identity. We saw a very simple example of this ear-
lier for the case where A2 = {0}. A more interesting example is that of
the commutative Banach algebra ℓ1(G) under pointwise product and with
conjugation as the G-action. This will be discussed in Example 1 of §5. An
example of special importance arises in Bekka’s discussion of amenable rep-
resentations ([1]). Let π be a unitary representation of G on a Hilbert space
Hpi = H and M = B(H). We take A to be the algebra TC(H) of trace class
operators on H with the natural conjugation action: βx(T ) = π(x)Tπ(x
−1).
Then A satisfies (a) and (b), and the action is obviously inner. However,
the “inner action” result Theorem 9 does not apply in this case, though of
course the more general result Theorem 7 does apply. (See Example 4 of §5.)
The reason for this is that, for H an infinite dimensional Hilbert space, the
Banach algebra A = TC(H) does not have a bounded approximate identity.
We have been unable to find this result in the literature, and now give two
short proofs of it.
The first proof, in the “Arens product” spirit above, goes as follows.
Suppose that A does have a bounded approximate identity. Since ([20,
p.52])K(H)∗ = A,A∗ = B(H), we can write A∗∗ = A+Q whereQ = K(H)⊥.
Then for T ∈ A∗, a ∈ A, we have Ta ∈ K(H), and it follows that nT = 0
for all n ∈ Q. Hence pn = 0 for all p ∈ A∗∗, n ∈ Q. Let e be a right
identity of A∗∗ (as in the proof of Theorem 9). Writing e = a1 + n1, where
a1 ∈ A,n1 ∈ Q, we see that a1 is a right identity for A, which entails a1 = I
and a contradiction.
For the second proof, if A has a bounded approximate identity then
by Cohen’s factorization theorem, A2 = A. Now A2 is contained in the
Schatten-von Neumann ideal C1/2(H) (since ([6, XI.9.9]) Cp1Cp2 ⊂ Cp when-
ever 1/p = 1/p1+1/p2, p1, p2 > 0). This is a contradiction since A = C1(H)
is not a subset of C1/2(H). (Take, for example, a positive operator T ∈ K(H)
with eigenvalues µn for which {µn} ∈ ℓ
1 \ ℓ1/2, e.g. µn =
1
n2
.)
5. Examples
We now illustrate the theory of the preceding section with some examples
and comments. As discussed in the preceding section, a technical difficulty
arises if A does not have a bounded approximate identity. This was resolved
by using A1 instead of A. If we stay with X = A and neither require the
action β of G on A to be inner nor that there exist a bounded approximate
identity in A, then we no longer have available the element e of the proof of
Theorem 9. So the argument for (iii) implies (i) in that theorem fails. This
was illustrated by the easy example in which A2 = {0} and M is not G-
amenable. We now look at a more interesting example of this phenomenon;
in this case, M = ℓ∞(G) is G-amenable.
Example 1
Let G be an infinite discrete group, M = ℓ∞(G), and A = ℓ1(G) with
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pointwise multiplication. If G is not finite, then A does not have a bounded
approximate identity. (If it did, then because A2 = ℓ1/2(G) 6= A, we would
contradict Cohen’s theorem.) The action x → αx of G on M is given by
conjugation, αxφ = xφx
−1, and for f ∈ ℓ1(G) = M∗, βxf(t) = f(x
−1tx).
Next (a) and (b) of §4 are satisfied, and A is a left Banach G− A-module,
with left G-action given by: xf = βx(f). For f ∈ A, let fb ∈M = ℓ
∞(G) be
f regarded as a bounded function on G. The map f → fb is norm continuous
from A into A∗ =M . Let ℓ1(G)b be the range of the map f → fb.
For φ ∈ ℓ∞(G), f, g ∈ ℓ1(G), we have φf(g) =
∑
x∈G φ(x)f(x)g(x), so
that φf ∈ ℓ∞(G) is just pointwise multiplication φfb of φ and fb, and
so equals (φf)b ∈ ℓ
1(G)b. For x ∈ G, define χx ∈ ℓ
1(G)b by: χx(y) =
1 if y = x and is 0 otherwise. Then φf =
∑
φ(x)f(x)χx ∈ ℓ
∞(G). If
m ∈ ℓ1(G)∗∗, let m˜ ∈ ℓ∞(G) be given by: m˜(x) = m(χx). Note that
given distinct elements x1, .., xn in G, we can choose modulus 1 scalars zi
such that ‖m‖ ≥| m(
∑
ziχxi) |=
∑
| m˜(xi) | so that m˜ ∈ ℓ
1(G)b. Then
mφ(f) = m(φfb) =
∑
φ(x)f(x)m(χx) giving mφ = m˜φ (pointwise product)
which is in ℓ1(G)b.
Assume now in addition that the only inner invariant mean on ℓ∞(G)
is the trivial one δe. Let n ∈ S(M) ⊂ A
∗∗ where n(ℓ1(G)b) = {0}. Then
Tn ∈ PA, where Tn(m) = nm, and Tnm(φ) = n(m φ) = 0, so that Tn = 0
and trivially TxTnTx−1 = Tn for all x ∈ G. But since δe is the only inner
invariant mean on ℓ∞(G) and n(χe) = 0, we do not have β
∗∗
x n = n for all
x ∈ G. So the argument for (iii) ⇒ (i) of Theorem 7, with A in place of A1,
fails. However M is G-amenable since δe is a G-invariant state, and so A
has the G-fixed point property.
Example 2
Suppose that A satisfies (a) and (b) and is unital. Then since βx(1) = 1 for
all x ∈ G, we get that 1ˆ is a non-zero invariant linear functional on M . It
follows from the comments after Definition 2 that M is G-amenable.
Example 3
Let M = L∞(G) with αxφ(t) = xφx
−1 and A the Banach algebra L1(G)
under convolution. So, as earlier, βxf = x ∗ f ∗ x
−1 and the action is
inner on A. Then A satisfies the hypotheses of Theorem 9. A G-invariant
state p is just an inner invariant mean on M . In the notation of [12], inner
amenability of G just means that there exists an inner invariant mean on
L∞(G). Further, S∗(M) = P (G), and every left Banach G-module is, in a
natural way, a left Banach G − A-module. It follows using Theorem 7 and
Theorem 9 that G is inner amenable if and only if, whenever X is a left
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Banach G-module, there exists T0 ∈ PX such that TxT0Tx−1 = T0 for all
x ∈ G. This is just [12, Theorem 5.1].
Example 4
Let π be a unitary representation of G on a Hilbert space Hpi, and let
M = B(Hpi). Define αx(T ) = π(x)Tπ(x
−1). Then M∗ = A = TC(Hpi),
the duality between M and A being given by: 〈T, a〉 = Tr(Ta). Then
βx(a) = π(x)aπ(x)
−1 and, of course, A is a Banach algebra for which (a)
and (b) are satisfied. Bekka, in his theory of amenable representations,
defines the representation π to be amenable if (in our terminology) B(Hpi)
is G-amenable. He asked ([1, p.400]) if there is an analogue of the fixed
point property for amenable representations. Using Theorem 7, we can give
an answer to this question: π is amenable if and only if TC(Hpi) has the
G-fixed point property.
Example 5
In this example we takeM = V N(G) ⊂ B(L2(G)) and A = A(G) =M∗, the
Fourier algebra of G. (This example will be generalized in the next section.)
Let α be the conjugation action of G on V N(G): so αx(m) = π2(x)mπ2(x
−1)
for all m ∈M , where π2 is the left regular representation of G on L
2(G). It
is easy to check that for f ∈ A(G) ⊂ C(G), βx(f)(y) = f(x
−1yx), and that
(a) and (b) are satisfied. So A(G) is G-amenable if and only if it has the
G-fixed point property. Since the action of G onM is inner, these properties
are also equivalent (cf. the proof of Proposition 4) to the presence of a net
{eδ} in S∗(M) = P (A(G)) = {f ∈ A(G) : f positive definite, f(e) = 1}
with the property that ‖xeδ − eδx‖ → 0 for all x ∈ G, where, for f ∈ A(G),
xf(y) = f(yx), fx(y) = f(xy).
It is of interest to determine for which groups G, A(G)∗ = V N(G) is
G-amenable. Here are some partial results in this direction. First, if G is
amenable, then V N(G) is G-amenable. Indeed, in that case, there is an
invariant state on B(L2(G)) and hence by restriction on V N(G). However,
there are many examples of non-amenable groups G for which V N(G) is
G-amenable. To illustrate this, if G is an [IN]-group (for example, discrete)
then V N(G) has a natural tracial state and so is G-amenable. However,
V N(G) is not always G-amenable. For example, let G be a non-amenable,
separable, connected locally compact group. Then ([3, Corollary 6.9, (c)])
V N(G) is injective. So there exists a norm one projection P : B(L2(G))→
V N(G). Note that ([24, p.131]) P is unital, positive and P (vTw) = vP (T )w
for all T ∈ B(L2(G)) and all v,w ∈ V N(G). If V N(G) is G-amenable, then
there exists an invariant state m on V N(G), and it follows that m ◦ P is
an invariant state on B(L2(G)). So G is amenable ([1, Theorem 2.2]) - just
restrict the invariant state to the image of L∞(G) in B(L2(G)) - and we
obtain a contradiction. So V N(G) is not G-amenable in that case.
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6. The fixed-point property for preduals of Hopf-von Neumann
algebras
In Example 5 of the preceding section, the von Neumann algebraM was a
Kac algebra. This raises the natural question of the fixed point property for
Kac algebras and indeed, more generally, for Hopf-von Neumann algebras.
We will investigate this question in the present section. The group involved
will be the intrinsic group of M , and A =M∗ has a natural Banach algebra
structure satisfying (a) and (b) of §4, and, as we shall see, Theorem 7 applies.
In the Kac algebra case, this group is locally compact but this is not usually
true in the Hopf-von Neumann case.
Let M be a Hopf-von Neumann algebra ([23, 8]) on a Hilbert space H.
So ([8, p.13]) M is a von Neumann algebra for which there is given an
injective, normal morphism, called the comultiplication, Γ : M → M ⊗M
(the spatial tensor product ofM with itself) such that (Γ⊗ı)◦Γ = (ı⊗Γ)◦Γ
where ı : M → M is the identity map. Further, it is assumed that Γ(1) =
1 ⊗ 1. Let G be ([8, p.14]) the intrinsic group of M . By definition, G is
the set of invertible elements x of M such that Γ(x) = x⊗ x. Then G is a
subgroup of the unitary group of M . Further, the weak, ultraweak, strong
and ultrastrong topologies coincide on G and with this topology, G is a
topological group. (If M is a Kac algebra, then G is ([8, p.109]) identified
with the set of characters on A.) We use the natural action of G on M :
αx(m) = xmx
−1. Note that this action is inner on M . Let A =M∗.
Proposition 10. A satisfies conditions (a) and (b) of §4.
Proof. It is well known ([8, p.13]) that a Banach algebra multiplication on
A is determined by: m(ab) = Γ(m)(a ⊗ b). So (a) of §4 is satisfied. Now
let m ∈ M,a, b ∈ A and x ∈ G. Then
〈
m,x(ab)x−1
〉
=
〈
x−1mx, ab
〉
=〈
Γ(x−1mx), a⊗ b
〉
=
〈
Γ(x)−1Γ(m)Γ(x), a⊗ b
〉
=〈
Γ(m), (x ⊗ x)(a⊗ b)(x−1 ⊗ x−1)
〉
=
〈
Γ(m), (xax−1)⊗ (xbx−1)
〉
=
〈
m, (xax−1)(xbx−1)
〉
, so that βx(ab) = βx(a)βx(b). (b) now follows. 
Two canonical examples of Hopf-von Neumann algebras - indeed, they are
even Kac algebras - are L∞(G) and V N(G). In the case of L∞(G), realized
as multiplication operators on L2(G), the map Γ : L∞(G) → L∞(G) ⊗
L∞(G) = L∞(G ×G) is given by: Γ(m)(s, t) = m(st) ([8, p.10, p.55f.]). Of
course, in that case, A = L1(G) under the convolution product. The other
example ([8, p.95, p.114]) is V N(G) with Γ : V N(G) → V N(G) ⊗ V N(G)
determined by: Γ(s) = s⊗ s, where s ∈ G (identified with π2(s) ∈ V N(G)).
In the first case, M = L∞(G), the intrinsic group of M , denoted here
by Gi (to avoid confusion), is the topological group of characters on G. So
Gi = Ĝ and for γ ∈ Ĝ, γmγ
−1 = m for all m ∈ L∞(G). Any state on
L∞(G) is then Gi-invariant, so that L
∞(G) is trivially Ĝ-amenable. In the
second case, M is the Kac algebra V N(G) so that A = A(G). The intrinsic
group of V N(G) is just G ∼= π2(G) ([8, p.136]), and so αx(m) = xmx
−1.
This case is discussed in Example 5 of the preceding section.
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Now letM be again a general Hopf-von Neumann algebra. We now discuss
theG-fixed point property for A. SinceG is not necessarily a locally compact
group, we cannot use formulations of the fixed point property involving
L1(G). Instead, we use Theorem 7 in this case with G taken to be discrete.
Note that the action β of G on A is not usually inner so that Theorem 9
does not apply. Indeed, for β to be inner, we would require in particular
that for each x ∈ G, a, b ∈ A, the multiplier condition x(ab) = (xa)b holds.
However it is readily checked that instead, x(ab) = (xa)(xb).
7. Følner conditions for G-amenable von Neumann algebras
G-amenability for von Neumann algebras is interestingly connected with
traces, as will be clear from the study of the Følner conditions in this section.
For the present, we illustrate the connection with an easy result (cf. [27,
Proposition 1]).
Proposition 11. Let π be a unitary representation of a locally compact
group G on a Hilbert space H and suppose that π(G) is contained in a von
Neumann subalgebra N of B(H) such that N is amenable and admits a
tracial state. Then π is amenable (i.e. B(H) is G-amenable).
Proof. As in Example 5, §5, there exists a G-invariant state on B(H). So π
is amenable. 
The Følner condition for a locally compact group G is as follows ([19,
Theorem 4.10]): given ǫ > 0 and C ∈ C(G), there exists a nonnull, compact
subset K of G such that λ(xK △ K) < ǫλ(K) for all x ∈ C. Connes ([3,
Theorem 5.1]) and Bekka ([1, Theorem 6.2]) established what can be re-
garded as operator generalizations of the Følner condition. In their context,
the characteristic function χK of the above Følner condition is replaced by
a projection P , and the finiteness of λ(K) is replaced by the finite rank
property for P . Bekka says that his result was largely inspired by that of
Connes, and our results are effectively extensions of theirs and proved in a
similar way. We start by discussing the Følner conditions of Connes and
Bekka.
Connes’s Følner condition is used in the proof of his famous theorem on
the uniqueness of the hyperfinite II1 factor. In that theorem, it was shown
that seven properties for a II1 factor are equivalent, the really hard part
being to go from 7. to 1.. What we need is the equivalence of 7. and 6., and
this can be conveniently formulated as follows. We will refer to this theorem
as Theorem A.
(Theorem A) Let M be a II1 factor acting on H = L
2(M, τ), where τ is
the unique normal tracial state on M . Let U(M) be the unitary group of M
regarded as discrete, and ‖.‖HS , 〈.〉HS be respectively the norm and inner
product associated with the space of Hilbert-Schmidt operators on H. Then
1) and 2) are equivalent:
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1) B(H) is U(M)-amenable (or equivalently, there exists a U(M)-hyper-
trace on B(H)).
2) Given u1, . . . , un ∈ U(M) and ǫ > 0, there exists a non-zero, finite
rank projection P ∈ B(H) such that for all j, 1 ≤ j ≤ n,
(a) ‖ujPu
−1
j − P‖HS < ǫ‖P‖HS ;
(b) | τ(uj)− 〈ujP,P 〉HS / 〈P,P 〉HS |< ǫ.
Note that in 1), G = U(M) acts on M by conjugation and §3, Note applies.
Bekka’s theorem, referred to as Theorem B, is as follows.
(Theorem B) Let π be a unitary representation of a locally compact group
G on a Hilbert space H. Then the following are equivalent:
1) B(H) is G-amenable (under the conjugation action of §5, Example
4).
2) Given ǫ > 0 and C ∈ C(G), there exists a finite rank projection
P ∈ B(H) such that ‖π(x)Pπ(x)−1 − P‖1 < ǫ‖P‖1 for all x ∈ C
(where ‖.‖1 is the norm on the space TC(H) of trace class operators
on H).
Comparing these, Theorem A is set in the context of II1-factor M with
G the unitary group of M treated as discrete, while in Theorem B, G is
an arbitary locally compact group with a representation on an arbitrary
Hilbert space H. Both are G-amenability theorems. The condition 2)(a) of
Theorem A differs from 2) of Theorem B in that one involves the Hilbert-
Schmidt norm while the other involves the trace class norm, but it is easy
to go from one norm to the other. There is no version of Theorem A, 2)(b)
in Theorem B. We will show that the two theorems can be unified in terms
of G-amenability for a semifinite von Neumann algebra.
We first summarize some results following from the spectral theorem.
Let H be a Hilbert space and x ∈ B(H). Write x = u(x) |x|, the polar
decomposition of x: so ([16, p.51]) |x| = (x∗x)1/2 and u(x) is the partial
isometry that sends |x| ξ → xξ for ξ ∈ H and vanishes on |x| (H)
⊥
. Also,
u(x)∗x = |x|. Let h ≥ 0 in B(H). Then by the spectral theorem ([16, p.72])
there exists a spectral measure E(h) on the spectrum σ(h) of h such that
h =
∫
t dE(h). For every bounded Borel measurable function f on R, there
is defined an operator f(h) =
∫
f(x) dE(h)(x) on H that belongs to the
von Neumann algebra generated by h. For a ≥ 0, let Ea(h) = E(h)((a,∞))
which is, of course, a projection in M .
Now let M be a semifinite von Neumann algebra, i.e. a direct sum of
type I, type II1 and type II∞ von Neumann algebras. Then ([24, p.317]) M
admits a faithful, semifinite, normal trace τ . A projection e ∈M will be said
to be of finite, non-zero trace if 0 < τ(e) < ∞. Note that every projection
e of non-zero, finite trace is a finite projection in M . Let nτ be the set
of elements x ∈ M such that τ(x∗x) < ∞. Then ([4, p.100], [24, p.322])
nτ is a full Hilbert algebra with scalar product given by: 〈x, y〉 = τ(y
∗x).
The completion of this pre-Hilbert space is the Hilbert space L2(M, τ) on
whichM acts by extending the left multiplication ([24, Theorem 2.22]). This
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identifies M with a von Neumann subalgebra of B(L2(M, τ)). Let mτ be
the set of finite sums of elements of the form xy where x, y ∈ nτ . This is an
ideal in M and τ extends from mτ ∩M+ to a linear functional, also denoted
τ , on mτ . Further, mτ is a normed space under the norm ‖.‖1 where ‖x‖1 =
τ(|x|). The completion of this space is a Banach space L1(M, τ) which
([24, Theorem 2.18]) is the predual of M under the duality map (y, x) ∈
M × mτ → τ(yx). Of course, when M = B(H), then L
2(M, τ), L1(M, τ)
are respectively the spaces of Hilbert-Schmidt and trace-class operators.
The elements of L1(M, τ), L2(M, τ) can be realized in terms of (usually
unbounded) operators on L2(M, τ) ([21, 4, 17, 14]) and this theory is used
in [3]. However, as in [1], we are able to avoid the use of unbounded operators
in the present context.
For a ∈ mτ ⊂ L
1(M, τ), let Ta ∈ B(L
2(M, τ)) be the operator associated
with a by left multiplication. Of course, as an operator on L2(M, τ), Ta is
identified with a ∈M .
Proposition 12. (i) An element a ∈ mτ is a positive linear functional
on M if and only if Ta ≥ 0.
(ii) S∗(M) ∩mτ is norm dense in S∗(M).
Proof. (i) Suppose that a ∈ mτ is a positive linear functional in M∗. Then
for x ∈ nτ , 0 ≤ a(xx
∗) = τ(axx∗) = τ(x∗ax) = 〈Tax, x〉, and the density
of nτ in L
2(M, τ) gives that Ta ≥ 0. The converse follows by reversing the
preceding argument, and using the ultraweak density of m+τ in M
+ and the
ultraweak continuity of a.
(ii) Let b ∈ S∗(M). Since b is an ultraweakly continuous state, there exists
a sequence {ξi} in L
2(M, τ) such that b =
∑
∞
i=1 ωξi , where
∑
∞
i=1 ‖ξi‖
2 = 1
and ωξi(m) = 〈mξi, ξi〉 for all m ∈ M . Since
∑
∞
i=N ‖ξi‖
2 → 0 as N → ∞,
we can approximate b arbitrarily closely in norm by a state that is a finite
sum r of ωξi ’s. Since nτ is dense in L
2(M, τ), we can assume that the ξi’s
belong to nτ . But then ωξi is identified with ξiξ
∗
i ∈ mτ ⊂ L
1(M, τ), and
r ∈ S∗(M) ∩mτ . 
Next suppose that the action α of G onM is invariant in the sense that for
all m ∈ M+, we have τ(αx(m)) = τ(m). Here are two important examples
of invariant actions. If α is the action on M coming from a representation π
of G in M , then trivially, α is invariant. Also, if M = L∞(G), αxφ = φx
−1
(§3, (c)) and τ is a left Haar measure on G, then α is invariant.
Let α be an invariant action on M . Then αx(mτ ) = mτ and αx(nτ ) = nτ .
Now let m′ ∈ mτ . Then we can regard m
′ either as an element of M∗ or as
an element of M . The invariance of τ gives us the following equality that
relates the G-actions on M∗ and M :
(12) (αx−1)∗(m
′) = αx(m
′).
To prove this, form ∈M , 〈(αx−1)∗(m
′),m〉 = 〈m′, αx−1(m)〉 = τ(αx−1(m
∗)m′) =
τ(αx−1(m
∗αx(m
′))) = τ(m∗αx(m
′)) = 〈αx(m
′),m〉. The next proposition is
a slight improvement of part of Proposition 3.
GROUP AMENABILITY PROPERTIES FOR VON NEUMANN ALGEBRAS 21
Proposition 13. Let x → αx be an action of G on the semifinite von
Neumann algebra M . Then M is G-amenable if and only if, for each η > 0
and C ∈ C(G), there exists m′ ∈ mτ such that m
′ ≥ 0, τ(m) = 1 and
(13) ‖αx(m
′)−m′‖1 < η
for all x ∈ C.
Proof. By (ii) of Proposition 12, we can take the a of (7) to be an element
m′ in mτ . Applying (12) gives (13). Then m
′ ∈ S∗(M) and so is a state on
M . Hence m′ ≥ 0 and 1 = m′(1) = τ(m′). 
We now prove our Følner condition for M - the proof is along the same
lines as Bekka’s Theorem B.
Theorem 14. Let M be a semifinite von Neumann algebra with faithful,
semifinite, normal trace τ , and α be an invariant action of G on M . Then
M is G-amenable if and only if it satisfies the following Følner condition:
given C ∈ C(G) and ǫ > 0, there exists a (finite) projection P in M of finite,
non-zero trace such that for all x ∈ C,
(14) ‖αx(P )− P‖1 < ǫτ(P ).
Proof. (12) and (14) imply theG-amenability ofM by Proposition 3. For the
converse, suppose thatM is G-amenable. By the Powers-Størmer inequality
([3, Proposition 1.2.1]), for h, k ≥ 0 in nτ , we have
(15) ‖h− k‖22 ≤ ‖h
2 − k2‖1 ≤ ‖h − k‖2(‖h‖2 + ‖k‖2).
Let C ∈ C(G), λ(C) > 0, ǫ, δ > 0 and η = (δǫ2/[8λ(C)])2. From Propo-
sition 13, there exists m′ ∈ mτ , where m
′ ≥ 0, τ(m′) = 1, such that (13)
holds. By Proposition 12, (i), m′ is a positive element of B(L2(M, τ)). Let
m = (m′)1/2 ∈ nτ . Then ‖m‖2 = τ(m
2)1/2 = 1, and from (15), for all x ∈ C,
(16) ‖αx(m)−m‖2 < η
1/2 = δǫ2/[8λ(C)].
Recall that E(m) is the spectral measure of m.
From the proof of [3, Lemma 1.2.6], for h, k ∈ n+τ and a > 0 in R,
(17)
∫
(0,∞)
‖Ea(h
2)− Ea(k
2)‖
2
2 da = ‖h
2 − k2‖1 ≤ ‖h− k‖2‖h+ k‖2.
Since χ(a1/2,∞)(t) = χ(a,∞)(t
2), the spectral theorem gives that
(18) Ea1/2(h) = Ea(h
2), Ea1/2(k) = Ea(k
2).
We now apply (17) with h = αx(m) and k = m. Noting that ‖h+ k‖2 ≤
‖h‖2 + ‖k‖2 = 2, and using (16), (17) and (18), we obtain
(19)
∫
(0,∞)
‖Ea1/2(αx(m))− Ea1/2(m)‖
2
2 da < δǫ
2/[4λ(C)].
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From the proof of the spectral theorem, Ea1/2(αx(m)) = αx(Ea1/2(m)). Also
for b > 0,
(20) Eb(m) =
∫
∞
b
dEλ ≤ b
−2
∫
∞
b
λ2 dEλ ≤ b
−2m2
and so
(21) τ(Eb(m)) ≤ b
−2τ(m2) <∞.
Using (15) and the continuity of x → βx(c) on M∗ = L
1(M, τ) for fixed
c ∈M∗, it follows that the map x→ αx(Eb(m)) is norm continuous from G
into L2(M, τ).
From (17) and (18) (with h = m,k = 0), we have
(22)
∫
(0,∞)
‖Ea1/2(m)‖
2
2 da = ‖m
2‖1 = 1.
From (22) and (19), we get
(23)∫
(0,∞)
[(δǫ2/4)‖Ea1/2(m)‖
2
2 − (
∫
C
‖αx(Ea1/2(m))− Ea1/2(m)‖
2
2 dλ(x))] da
> δǫ2/4− λ(C)[δǫ2/(4λ(C))] = 0.
So there exists a > 0 such that
(24) (δǫ2/4)‖Ea1/2(m)‖
2
2 >
∫
C
‖αx(Ea1/2(m))− Ea1/2(m)‖
2
2 dλ(x).
Let N be the (relatively open) set of x’s in C such that
(25) ‖αx(Ea1/2(m))− Ea1/2(m)‖
2
2 < (ǫ
2/4)‖Ea1/2(m)‖
2
2.
Then by (24),
(ǫ2/4)λ(C \N)‖Ea1/2(m)‖
2
2 ≤
∫
C
‖αx(Ea1/2(m))− Ea1/2(m)‖
2
2 dλ(x)
< (δǫ2/4)‖Ea1/2 (m)‖
2
2,
and it follows that λ(C \ N) < δ. Let Q = Ea1/2(m). By (21) and (24),
0 < τ(Q) <∞. Also, ‖Q‖22 = τ(Q
∗Q) = τ(Q). Let x ∈ N . Using (15), (25)
and the invariance of α, for x ∈ N ,
(26) ‖αx(Q)−Q‖1 = ‖(αx(Q))
2 −Q2‖1 ≤ ‖αx(Q)−Q‖2[2(τ(Q))
1/2]
< (ǫ/2)(τ(Q))1/2[2(τ(Q))1/2] = ǫτ(Q).
So we have proved that given C ∈ C(G) and ǫ, δ > 0, there exists a pro-
jection Q ∈ M of finite, non-zero trace and an open subset N of C with
λ(C \ N) < δ such that ‖αx(Q)−Q‖1 < ǫτ(Q) for all x ∈ N . We now
want to use the argument of [19, Theorem 4.10] to establish (14). To do
this, as in that theorem, we take C ∈ C(G) (λ(C) > 0) and ǫ > 0. Let
D = C ∪ C2 and δ = λ(C)/2. Find a projection P in M , 0 < τ(P ) <
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∞ such that there is an open subset N of D for which λ(D \ N) < δ
and ‖αx(P )− P‖1 < (ǫ/2)τ(P ) for all x ∈ N . Then if x, y ∈ N , using
the invariance of α, we get ‖αxy−1(P )− P‖1 ≤ ‖αxy−1(P )− αx(P )‖1 +
‖αx(P )− P‖1 = ‖αy(P )− P‖1 + ‖αx(P )− P‖1 < ǫτ(P ). It is proved in
[19, Theorem 4.10] that C ⊂ NN−1 and (14) is proved. 
We note that in the case M = B(H) with the standard trace τ and
where the action on M comes from a representation π of G in M , then
the projection P satisfies τ(P ) < ∞ if and only if it is finite-dimensional
([4, Part 1, Chapter 6, Theorem 5]), and so the above theorem in that
case reduces to Theorem B. The classical Følner condition is obtained from
Theorem 14 from the case (c) of §3 where M = L∞(G), αxφ = φx
−1 and τ
is a left Haar measure λ on G. In that case, G-amenability is the same as
the amenability of G, and the theorem gives that this is equivalent to the
existence of a measurable set E in G of finite positive measure such that
λ(xE△E)/λ(E) < ǫ. The classical Følner condition follows using the inner
regularity of λ. We now formulate a C∗-algebra version of condition 2b) of
Theorem A above.
Theorem 15. Let M be a semifinite von Neumann algebra with faithful,
semifinite, normal trace τ . Let G be a locally compact group, π a uni-
tary representation of G in M and B ⊂ M be the C∗-algebra generated by
π(L1(G) ∪ G). Then there exists a net of projections {eδ} in M such that
0 < τ(eδ) <∞ for all δ and a tracial state σ on B such that
(27) gδ → σ
weak∗ in B∗, where gδ is the restriction of pδ to B and pδ ∈ S(M) given
by: pδ(m) = τ(meδ)/τ(eδ).
Proof. By (14), there exists a net {eδ} of projections inM of finite, non-zero
trace such that ‖π(x)e′δ − e
′
δπ(x)‖1
→ 0 uniformly on compacta, where e′δ =
eδ/τ(eδ). As in the proof of Proposition 4, it follows that ‖π(f)e
′
δ − e
′
δπ(f)‖1
→
0 for all f ∈ Cc(G). We can suppose that gδ → σ weak
∗ in B∗. Then
σ ≥ 0, and since σ(1) = 1, it follows that σ is a state on B. Also, since for
each m ∈M ,
∣∣pδ(π(f)m−mπ(f))∣∣ ≤ ‖π(f)e′δ − e′δπ(f)‖1‖m‖, we get that
π(f)σ = σπ(f) for all f ∈ L1(G). Similarly, π(x)σ = σπ(x) for all x ∈ G.
Since π(L1(G) ∪ G) spans a dense subalgebra of B, it follows that σ is a
tracial state. 
Corollary 16. Let M,G, π be as in the preceding corollary and let A be the
C∗-algebra generated by π(L1(G)). Suppose that A has a unique tracial state
σ0 (e.g. A could be UHF). Then there exists a net of projections {eδ} in M
of finite, non-zero trace and a constant k ∈ [0, 1] such that ĥδ → kσ0 weak
∗
in A∗, where hδ is the restriction of pδ to A.
Corollary 17. Let M be as above and N be a factor of type II1 contained
in M and with (unique) normalized trace τN . Suppose that there exists a
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U(N)-hypertrace on M for the factor N , i.e. a state φ ∈ M∗ such that
φ(mn − nm) = 0 for all m ∈ M,n ∈ N . Then there exists a net {eδ} of
projections in M of finite, non-zero trace such that hδ → τN weak
∗ in N∗,
where hδ is the restriction of pδ to N .
Proof. Let G = U(N) with the discrete topology and π be the inclusion map
from U(N) into U(M). Then B of Theorem 15 is just N since U(N) spans
N . Then (§3, Note) M is G-amenable. Now apply Theorem 15, noting that
σ has to be τN by the uniqueness of the tracial state on N . 
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