We examine recursive out-of-sample forecasting of monthly postwar U.S. core inflation and log price levels. We use the autoregressive fractionally integrated moving average model with explanatory variables (ARFIMAX). Our analysis suggests a significant explanatory power of leading indicators associated with macroeconomic activity and monetary conditions for forecasting horizons up to two years. Even after correcting for the effect of explanatory variables, there is conclusive evidence of both fractional integration and structural breaks in the mean and variance of inflation in the 1970s and 1980s and we incorporate these breaks in the forecasting model for the 1980s and 1990s. We compare the results of the fractionally integrated ARFIMA(0,d,0) model with those for ARIMA(1,d,1) models with fixed order of d = 0 and d = 1 for inflation. Comparing mean squared forecast errors, we find that the ARMA(1,1) model performs worse than the other models over our evaluation period 1984-1999. The ARIMA(1,1,1) model provides the best forecasts, but its multi-step forecast intervals are too large.
Introduction
This paper concerns the usefulness of the ARFIMA-model for U.S. inflation for out-of-sample forecasting. We consider both point and interval forecasts and we also examine the usefulness of explanatory variables for different forecast horizons. Therefore we not only consider time variation in the coefficients for the mean of inflation, but also time variation in the forecast error variance.
The most useful explanatory variables for U.S. consumer price inflation are connected with the Phillips curve, with oil price shocks, and with changes in monetary policy. Gali & Gertler (2000) give references for relevant recent explanations. Unemployment, output gap variables and real unit labour costs correspond with the Phillips curve. Hooker (1999) summarises evidence on the effect of oil price shocks on postwar US inflation. Ball & Mankiw (1995) stress the effect of the sectoral distribution of price changes.
The relevant literature reveals that some variables are important for the explanation of short term inflation dynamics, whereas others may help to explain the longer run dynamics. Moreover, the effects of some variables, like the effect of the oil price on overall inflation, seems to have changed significantly over time. After 1980, oil price shocks did not have the same impact as in the 1970s, and monetary policy seems to have decreased both the mean and the variance of inflation, ceteris paribus. The empirical part of the economic literature also shows the sluggishness of inflation adjustment in adjusting to fundamentals. Indeed, many lags of inflation are statistically significant in reduced form equations of economic models, which is consistent with long memory behaviour found in time series analysis of inflation series, see Bos, Franses & Ooms (1999) and the references cited therein.
We examine the predictive ability of the dynamic regression models for several horizons, extending results of Stock & Watson (1999) , who analysed only 12 month ahead forecasting. We confine our analysis to only a few relevant explanatory variables. Therefore we rule out large-scale leading indicator variables and sectoral asymmetry variables. Moreover, we take a statistical time series approach, where we derive multi-step forecasts from the likelihood for the model for one-step ahead predictions. In agreement with Stock & Watson (1999) we use a simulated out-of-sample forecasting framework, but we use fixed specifications for the recursive forecast evaluation period.
The remaining part of our paper is organised as follows. Section 2 starts with a recursive ARFIMAX analysis of monthly U.S. inflation and three leading indicators. We compare specifications for the error process up to an ARFIMAX(1,d,1) model and allow for deterministic regime changes. We use likelihood based time domain estimators based on the algorithm of Sowell (1992) , see Doornik & Ooms (1999) . This allows us to extend the model with macroeconomic leading indicators from the database developed by Stock & Watson (1999) . Our starting point is a model with two level shifts in the period . We investigate the stability of the explanatory effects and we examine how they complement the simple level shift specification. We compare the forecasting ability of the models. We find that forecast intervals are too wide. Section 3 therefore analyses the results of weighted forecasting based on structural shifts in the variance. Section 4 employs statistical tests on the forecasts. Section 5 concludes.
Recursive ARFIMAX forecasting
We consider a monthly US consumer price index, as provided by the Bureau of Labor Statistics' website, July 2000. It concerns the influential core consumer price index, that is the U.S. city average items less food and energy, 1982-84=100, BLS code CUUR0000SA0L1E. We use data from 1960:04 to 1999:12 in our statistical analysis. Core inflation has not been affected by many outliers and it is therefore easier to interpret and analyse than other CPI-indexes. 1960 1965 1970 1975 1980 1985 1990 1995 Figure 1 shows a time series plot of monthly core inflation, measured as 100 times the log differences of the index. We seasonally adjust the series with two sets of centred seasonal dummies allowing for a break in the seasonal pattern in 1984. This break roughly corresponds with a change in the seasonal pattern detected by the official seasonal adjustment procedure used by the BLS. The autocorrelation functions of inflation and changes in inflation establish the long memory property of inflation, that is the inflation series appears "nonstationary", while the differenced inflation series appears to follow an MA(1) process. The combined information of Figure 1 suggests an order of integration larger than zero, but probably smaller than one. The autocorrelations also show that seasonal variation has been removed. In order to concentrate on "nonseasonal" variation only, we condition our analysis on these seasonally adjusted data. All figures were made in a β-version of GiveWin 2, see Doornik & Hendry (2001) .
Basic features of US core inflation
It is clear from Figure 1 that the current mean of inflation is significantly lower than in the 1970s. Different explanations coexist, but the combination of oil price increases and an accommodating interest rate policy by the US authorities is viewed as the most important cause of the exceptional inflation levels in the 1970s. The Volcker-Greenspan regime kept high inflation level at bay after 1983. Since we want to compare realistic forecasting models, we have to allow for at least two structural breaks in the mean for all models, one upward break in 1973.07 and one downward break in 1982.07. Furthermore we allow for a separate mean for inflation in 1980.07, when US prices were fixed in a high inflation period.
ARFIMAX modelling
The ARFIMA model has been introduced by Granger & Joyeux (1980) and Hosking (1981) . Beran (1994) discusses the main asymptotic results for regression models with long memory errors. Hassler & Wolters (1995) and Ooms & Hassler (1997) showed that the ARFIMA(0,d,0) model with deterministic seasonality fits consumer price inflation series of many OECD countries rather well.
It is well known that ARMA models with an AR root close to the unit circle and an approximately cancelling MA root are also able to capture the low frequency characteristics typifying long memory. ARMA models can also be used to forecast long memory processes, see Brodsky & Hurvich (1999) . ARIMA models are therefore interesting competitors in a forecasting study. The ARFIMA(1,d,1) model allows us to test ARIMA specifications by imposing restrictions. The last ACF of Figure 1 may also indicate an ARIMA(0,1,1) specification.
The empirical macroeconomic literature suggests that macroeconomic leading indicators can help to forecast yearly inflation rates out of sample, see Stock & Watson (1999) . Hence, we extend the ARFIMA model with explanatory variables.
The first explanatory variable, u t , is the US unemployment rate, using current seasonally adjusted data from the BLS, again to abstract from seasonality. This variable is used as a benchmark leading indicator for one-year-ahead forecasting of yearly inflation in Stock & Watson (1999) and its negative correlation with future inflation rates is associated in empirical macroeconometrics with the (old) "Phillips curve". The second variable is the short term interest rate, r t , for which we choose the rate on federal three month treasury bills. In the short run, one observes a positive relationship between inflation and r t . In the longer run, high interest rates are supposed to lead to lower inflation rates. The interrelationship is a complicated one, see Gali & Gertler (2000) for a recent analysis. The third leading indicator is the interest rate spread, s t = R t − r t , where R t , the long term interest rate, is the return on a 10 year U.S. treasury bill with constant maturity. A large spread is associated with higher inflationary expectations.
We specify the ARFIMAX model as follows:
with L the lag operator: Ly t = y t−1 , y t the monthly inflation rate, x t a vector of deterministic terms, v t a k-vector of leading indicators, H is the forecast horizon. The zero mean errors ε t are Gaussian white noise with variance σ 2 ε . We require 0 ≤ d ≤ 1, |φ 1 | < 1, |θ 1 | < 1 and φ 1 = −θ 1 . Note that we need to lag the explanatory variables, v t , at least H times in order to use them in an H-step-ahead forecasting model for inflation.
The column vector x t consists of a constant, x 1,t = 1, measuring the "autonomous" mean of inflation, a level-shift for the high inflation period, x 2,t , and a single dummy for 1980.07, x 3,t : Observe the huge outlier in Figure 1 . The variable x 2,t equals one in the period 1973. 07-1982.06 and is zero otherwise. A separate level-shift for the Volcker-Greenspan period equalling one in the period after 1982.06 turned out to have approximately zero effect, even in a recursive analysis starting in 1984. Therefore our model incorporates the same inflation regime before 1973 and after 1982.
When d = 1, the original constant term, β 1 , drops out of the model and we use the ∆x i,t = x i,t − x i,t−1 , i = 2, 3, ∆v j,t−H = v j,t−H − v j,t−H−1 , j = 1, . . . , k, as regressors for ∆y t . Note however, that all forecast results reported below refer to the same observations on y t and partial sums of y t , for all values of d.
The "deterministic component" of y t is x t β. We conduct the time series analysis on y t , corrected for the "interventions" x 2,t β 2 and x 3,t β 3 , conditional on the information in the leading indicators.
Our three main specifications and their respective ranges for the order of integration for the stochastic component of inflation and log prices are summarised in Table 1 . Table 2 presents estimation results for three models for two samples, 1960:04-1984.01 and 1960:04-1999:11 , for the forecast horizon 1. They were obtained by maximum likelihood as implemented by Doornik & Ooms (1999) in Ox, see Doornik (1999) . Key statistics for the specifications in Table 2 are compared with other models in Table 3 . The results for the ARFIMAX(0,d,0) model in the first two columns of Table 2 provide evidence of fractional integration in the stochastic component of inflation, that is, d is about 0.25, and it differs significantly from 0 and 0.5. This coefficient is markedly lower than the corresponding value in the plain ARFIMA(0,d,0) model, see Table 3 . Autonomous "baseline inflation", β 1 , in the first and the last part of the sample is estimated between 0.25 and 0.28 percent per month in this specification. The estimate of β 2 indicates that the average autonomous inflation level was more than twice as high in the 1970s compared to the rest of the sample. The estimate for β 3 shows that there was an exceptional one-month drop in inflation in July 1980 of about 1 percent.
The third and fourth column of Table 2 show that the ARMA(1,1) model fits the inflation data about as well as the ARFIMA(0,d,0) specification. The estimates for β 1 and β 2 correspond quite closely to the estimates for the ARFIMA(0,d,0) model. The only marked difference for the initial sample is seen for the standard error of the constant term, β 1 , which is smaller for the ARMA model. Apparently, the uncertainty about the mean of inflation is lower if one assumes an ARMA model. This partly reflects the underlying assumption of short memory ARMA models on the speed of convergence of the ML estimate of the mean, µ T , to the population mean µ as the sample size, T increases. In ARMA models one implicitly assumes var( µ) = cT −1 , T → ∞. For ARFIMA models with −0.5 < d < 0.5 one allows for var( µ) = cT 2d−1 , T → ∞, see Adenstedt (1974) and Beran (1994, Ch. 9) . Note that this difference for the standard error of β 1 is smaller for the longer sample, as the ARparameter of the ARMA-model is closer to unity than in the initial sample. The estimate of the d-parameter of the ARFIMAX model does not change by increasing the sample.
The last columns of Table 2 show the results for the ARIMA(1,1,1) model. This model does not incorporate a fixed mean for inflation, that is, β 1 is not identified. An additional constant measuring the trend of inflation turned out to be insignificant and is therefore omitted. The structural breaks in inflation are not as significant as for the ARFIMAX(0, d, 0) and ARMAX(0,0) model. The ARIMA(1,1,1) specification is able to pick up changes in the mean without the introduction of shift-dummies in the model.
The coefficients γ 1,u and γ 1,r in Table 2 concern the effect of the leading indicators. The coefficient γ 1,u of lagged unemployment is negative for this forecast horizon, as expected, but this effect seems to have declined in the 1980s and 1990s. Lagged interest rates have a significant positive and stable effect as reflected in γ 1,r . These conclusions apply to all three models for the stochastic component of inflation.
Finally, diagnostic tests of Table 2 yield satisfactory outcomes for the period 1960-1983. For the period 1960-1999, there is evidence of heteroskedasticity, which is also reflected in the different estimates for σ 2 ε for the two samples. This may signal a permanent downward shift in the innovation variance in the 1980s and 1990s. This can also be the message of the ARCH-test, see Lamoureux & Lastrapes (1990) .
The relationships between y t and the elements of v t−H need to be relatively stable in order to be useful for forecasting. In theory one may even estimate a complete lag structure on all three variables simultaneously, but here we confine ourselves to one lag per variable at a time. We experimented with adding up to 3 extra lags and differences of the leading indicators, but this did not lead to significant improvements in either the in-sample fit or the out-of-sample forecasts. Table 3 compares the models of Table 2 Table 3 we observe φ 1 = 0.98 combined with d = −0.63, so that d cannot really be interpreted as the order of integration of the inflation process in this case.
The effect of the explanatory variables is similar across the different ARFIMAX-models: unemployment has a negative effect, interest rates have a positive effect, the spread does not have an additional effect, and the introduction of the leading indicators lowers the estimate of d in the ARFIMA models and it decreases the estimate of φ in the ARMA models. The explanatory variables account partly for the persistence of inflation. (1) for 3 specifications and two sample sizes, standard errors in parentheses. Diagnostic tests on residuals: Normality test on third and fourth moment, ARCH test using 1 lag, Box-Pierce test using 36 lags and p-values of the asymptotic distributions under the assumption of correct specification, see Doornik & Ooms (1999) . Table 4 : Asymptotic rates of growth of the variances of long-run forecast intervals for univariate models for log prices, given the order of integration d for the inflation process Beran (1994, §8.6) 
Recursive estimation and forecasting
Next we examine the point forecasts of the different models in a simulated out-of-sample experiment. We estimate parameters of a range of models recursively. Again, we compare univariate models with specifications with both single regressors and multiple regressors, that is: we vary the orders p, q and k in (1) and we estimate d or put it equal to zero or unity.
We start with sample 1960.04-1984.1 and end with sample 1960.04-1999:11. We make point predictions of monthly inflation, y t+H , for multiple horizons, H = 1, 3, 6, 12, 24. Moreover, we compute cumulative ("July 1998-June 1999") H i=1 y t+i predictions for quarterly, half-yearly, yearly and two-yearly inflation. Cumulative inflation forecasts can be interpreted in other ways. They correspond with forecasts of the log price level H periods ahead, log(P t+H ), minus todays log price level, log(P t ). For the univariate models, they also equal the forecasts of H times the future mean of inflation over the forecast horizon.
For the univariate models, k = 0 in (1), we expect the longer run forecasts of the ARMA(1,1) specification to change the least as new inflation shocks enter the information set. The ARFIMA(0,d,0) forecasts allow for longer lasting deviations from the long run mean and are therefore expected to be more variable. The ARIMA(1,1,1) forecasts should show the largest variation. The differences between the three models in the variability of the long run forecasts should be reflected in their estimated forecast intervals. We summarise the asymptotic characteristics of the forecast intervals of the univariate models in Table 4 , where it is assumed that H → ∞, H/T → 0, where T is the sample size, so that the mean can be treated as known, see Beran (1994, §8.6) . Table 4 makes clear that d is an influential parameter for long run interval forecasting of the log price level, at least theoretically. As the explanatory power of the leading indicators decreases for longer forecast horizons we can expect a similar behaviour for the long run forecast intervals of the models with regressors. It remains an empirical question whether the asymptotic results of Table 4 provide a good indication for the sample sizes and forecast horizons in our study.
Recursive estimates
Before analysing the recursive out-of-sample forecasting performance of the models, we examine their recursive parameters estimates. We first address the stability of the dynamic parameters d, φ, θ and the mean parameter β 1 over our recursive estimation period. Figure 2 shows the recursive estimates of the ARFIMAX(0,d,0) model with u t−1 and r t−1 as leading indicators. Figure 3 shows the recursive estimates of the corresponding ARMA(1,1) model. The beginpoints and endpoints of these figures correspond to the results in Table 2 . Both figures indicate that the effect of interest rates and unemployment has become less significant over the last decades, although the effect of interest rates has stabilised after 1993. The estimated d for the ARFIMAX(0,d,0) model is more stable than the corresponding φ and θ of the ARFIMAX(1,0,1) model. For comparison we present the recursive parameter estimate of the univariate ARFIMA(0,d,0) model in Figure 4 . The parameters of this simple model hardly change over time. This may be an advantage in forecasting. Note again that d is much higher in this univariate model.
The difference between the univariate specification and the model with leading indicators is smaller for multi-step forecasting at longer horizons. This is illustrated in Figure 5 which shows the recursive estimates of an ARFIMAX(0,d,0) model with r t−24 and u t−24 as the leading indicators. These estimates for d are closer to the values obtained for the univariate model, as the explanatory power of r t−24 and u t−24 is considerably smaller than in the onestep-ahead forecasting model. Note also the negative sign of γ 24,r as high short term interest rates are related with lower monthly inflation figures after two years. This also leads to a higher estimate for β 1 compared with Figure 5 as γ 24,r r t−24 has a negative mean over the sample whereas γ 1,r r t−1 was clearly positive. 
Recursive forecasting
Computing forecasts for an ARFIMA(p, d, q) model is not trivial. An ARFIMA(p, d, q) model cannot be written as a finite order ARMA model or as a finite dimensional state space model, so that standard methods do not apply. Here we use the optimal linear forecast of Beran (1994, §8 .7) and Doornik & Ooms (1999) for the exact implementation. This forecast function explicitly assumes that forecasts are generated out of a finite sample. It takes the estimated covariance function of the stochastic part of the model as an input and results in a time dependent forecast function depending on all available observations. Forecast standard error estimates are computed accordingly. We use RMSEmod, the RMSE as derived from the model, to denote this forecast standard error estimate below. For the ARIMA model, d = 1, we cumulate the ARMA forecasts for the changes in inflation back to inflation forecasts. Forecast standard errors are adjusted for this cumulation as well. We recursively compute the forecasts for the different horizons and compare them with actual values. Figure 6 illustrates 2 year ahead forecasting. It displays time series plots of the forecasts y t+24|t , and the "predetermined" part of the forecast, x t+H β t , together with the actual values y t+24 . We present only the forecasts of the univariate ARFIMA(0,d,0) model in graphical form. We give numerical evidence on all relevant models and all forecast horizons below. For the ARFIMA(0,d,0) model of Figure 6 we observe a persistent deviation between y t+24|t and x t+24 β t , for t between 1984 and 1994. This period corresponds to a period of persistently higher inflation, captured by the stochastic part of the ARFIMAX(0,d,0) model. The forecasts of the ARIMAX(1,1,1) model, not shown here, are not as smooth, but they follow the trend in inflation more closely.
The bottom graph of Figure 6 shows the cumulative forecast intervals for 2-year inflation. The ARFIMA(0,d,0) model tracks the downward swing in average inflation in the beginning of the 1990s more closely than the ARMA(1,1) model. The forecast intervals of the two Table 5 summarises the cumulative forecasting results for four univariate models, the ARMA(1,1), the ARFIMA(0,d,0), the ARFIMA(1,d,0) and the ARIMA(1,1,1) model. Results for the leading indicator models are presented below.
We present three measures of forecasting performance. First, we report the mean forecast error, MFE = (t 2 − t 1 + 1) −1 t 2 t=t 1 e t+H , with e t+H = z t+H − z t+H , where z t+H is the cumulative inflation estimate for the period t to t+H, using the data and parameter estimates up to time t, t + H = (1984.1) + H . . . 1999.12. Second, Table 5 reports the root mean squared error, RMSE = (t 2 − t 1 + 1) −1 e 2 t+H 0.5 , Third, we compute the mean absolute prediction error, MAPE = (t 2 − t 1 + 1) −1 |e t+H |. We also report the root of the H-step-ahead forecast error variance as predicted by the model, RMSEmod. The RMSEmod-values in the table are the mean values of the recursively computed model estimates over the evaluation sample. Finally we present the ratio of RMSEmod and RMSE to give a first indication of the coverage probability of the forecast intervals. We note that forecast intervals for the ARFIMAX(0,d,0) model and the ARMAX(1,1) specification are approximately equally wide, whereas the actual forecast RMSE for the ARFIMAX(0,d,0) model is considerably smaller for larger horizons.
The results for the best model for each forecast criterion are printed in boldface. It appears that the ARIMA(1,1,1) model provides the best forecasts overall at all horizons. The ARMA(1,1) model performs the worst. The relative differences in forecasting performance between the models increase with the forecast horizon. The one-step-ahead forecasts of the models are very similar. The estimated model forecast error variances (RMSEmods) agree very closely for horizons 1 to 6. Under correct specification these RMSEmods are expected to slightly underestimate the true forecast error variance in finite samples, because they neglect the effect of parameter uncertainty, but here we observe for all models that the RMSEmods are significantly higher than the actual RMSEs. In particular for the ARIMA(1,1,1) model, the estimated forecast error variances for the 12 and 24 period ahead cumulative forecasts are much too large. Refer also back to Figure 6 , which shows that all 2-year inflation outcomes lie in a one-σ forecast interval. Table 6 contains a selection of the corresponding simulated out-of-sample forecasting results for a range of leading indicator models. We examined the forecasting performance of 6 specifications for the stochastic part and 5 specifications for the leading indicator part. We allowed for ARMA(1,1), ARFIMA(0,d,0), ARFIMA(1,d,0), ARFIMA(0,d,1), ARIMA(1,1,1), ARIMA(0,1,1) errors. We use three single leading indicator models with u, r, s, one double leading indicator model with u and r (in Table 2 ) and finally a model with both u, r and s. We present the results for the best and for the worst of these 30 models for three forecasting criteria, MFE, RMSE and MAPE, and for 5 horizons: 1, 3, 6, 12, and 24 months. However, for the single leading indicator r t−H we show the outcomes for all stochastic specifications, as the interest rates proves to be the most interesting explanatory variable. Table 6 shows that r t−1 is the best leading indicator for one-step-ahead forecasting. Using only r t−1 brings the mean forecast error in inflation down to .001 percent for the ARFIMAX(0,d,0), ARFIMAX(1,d,0), ARFIMAX(0,d,1) and ARIMAX(1,1,1) models. The RMSE is brought down to 0.113 percent per month. Using u t−1 or s t−1 does not lead to predictions that outperform the univariate models in short run forecasting. Using a combi- nation of u t−1 and r t−1 does not improve upon the univariate models either. We observe similar results for forecast horizons of three and six months. Using only r t−3 and r t−6 respectively, leads to the most accurate forecasts. Forecast efficiency as measured by the RMSE is improved by two percent compared with univariate specifications.
For the one year and two year horizon we find r t is no longer the dominating leading indicator. At the one year horizon, the ARIMA(1,1,1) model with s t−12 as a single leading indicator provides the most accurate forecasts, although the other models with s t−12 , not shown in the table, are still dominated by their counterparts with r t−12 . At the two year horizon we see that u t−24 is the best leading indicator, despite the slowly declining effect we observed in the recursive parameter estimates. However, the univariate models provide forecasts with better RMSEs.
Apparently, a substantial part of the long swings in inflation the 1980s and 1990s is successfully accounted for by the positive effect of lagged short term interest rates. On the other hand, an increase in short term interest rates can also be associated with a lower inflation in the longer run. This was illustrated by the recursive estimates of the negative coefficient γ 24 , of r t−24 in Figure 5 . This coefficient is less pronounced than the coefficient of r t−1 .
Overall, the ARIMA(1,1,1) model dominates the forecast performance of the other spec- Tables 5 and 6 overall, we do not observe large increases in forecasting precision by the addition of explanatory variables, but the regression variables do help for short run forecasting. For H = 24 the univariate models outperform the regression models on all criteria. Adding more regressors worsens the forecasting performance at all horizons. For short horizons, the precision loss is a few percent, but for two-year-ahead forecasting the differences are dramatic, resulting in RMSEs which are 20 percent larger than for univariate models. Table 7 presents the predicted forecast root mean squared error, RMSEmod, of the leading indicator models and compares them with their actual forecast RMSEs. Comparing the RMSEmods for the ARFIMAX(0,d,0) model using r t−H in Table 7 with the RMSEmods for the univariate ARFIMA(0,d,0) model in Table 5 we see lower values for shorter horizons and higher values for H = 24. These higher RMSEmods are connected with two effects, first the lower explanatory power of r t−24 compared with r t−1 and second the higher estimated d in the model with H = 24. Overall, the predicted forecast error variances as measured by RMSEmod are much larger than actual RMSEs, especially for the ARIMAX (1,1,1 ) models. For horizon 1, RMSEmods are a factor 1.6 too large on average. For H = 24 this factor is even 2.7 for the ARIMAX(1,1,1) model with leading indicator u t−24 . The most likely reason for this overestimation of the scale of forecast intervals is the persistently low innovation variance over the period of the forecasting exercise, compared to the variance in the earlier estimation period. In the next section we apply weighted estimation to account for the level shifts in the innovation variance, which seem to have accompanied the level shifts in the mean of inflation. We shall see that this weighted estimation provides an adequate remedy for the overestimation of inflation forecast uncertainty in the 1980s and 1990s.
Recursive weighted ARFIMAX forecasting
So far we have not considered changes in the innovation variance. It is not unreasonable to assume that the Volcker-Greenspan regime in the 1980s and 1990s not only reduced mean, but also the (innovation) variance of inflation. This was already indicated by the ARCH-tests for the full-sample models in Table 2 . In our case it is more natural to apply a heteroskedasticity test where the null of homoskedasticity is tested against an innovation variance depending on the regime since we are considering a level shift in variance. We apply a Breusch-Pagan test, which has a chi-squared distribution with 2 degrees of freedom under the null. The resulting test statistic of around 24 strongly rejects the null in all the models examined so far. Figure 7 illustrates the weights for the 3 regimes that we used to model the level shifts in variance. These weights are based on subsample estimates of the innovation variance. The observations in the first regime receive a weight 1/2, the second regime a weight 1/3 and the last regime gets weight 1. Our key assumption is that the inflation rates after 1984 are more important than previous observations to estimate the current innovation variance. In the weighted estimation we use information from the full sample and the results can therefore no longer be interpreted as the analysis of "true" out-of-sample forecasts for the whole period 1984-1999. However, the analysis indicates that for the latter part of the forecast sample, weighted estimation could have significantly improved the interval forecasts.
A more extreme solution would have been to use only the observations of the last regime, but this also would have made the recursive out-of-sample forecasting analysis of the long memory model practically impossible. In that case, recursive estimates of the RMSEmods would only be relevant for the last few years of the forecast sample. However, some eight years of observations from the beginning of the estimation sample can be deleted. We experimented with recursively deleting the observations from the first regime. The key parameters remained relatively stable, even when we used only data from 1970 onward. The introduction of the different weights has a beneficial influence on the estimated variance of the parameter estimates and on the (scaled) estimate of the innovation variance. However, the recursive estimates of the dynamic parameters, not shown here, do not change significantly by the weighting, although they naturally become more variable as the later observations have the highest weights. The weighted estimation leads to similar or lower forecast errors. Estimated standard errors are significantly lower and forecast intervals prove to be more realistic over our forecasting period. Table 8 
Recursive ARFIMAX forecast tests
In this section we evaluate the statistical performance of the recursive forecast intervals. We test for the adequacy of unconditional coverage, following Christoffersen (1998) . We expect the test to reject models where the predicted forecast error variance deviates too much from the actual forecast error variance. Table 10 reports the empirical unconditional coverage probabilities for the best forecasting models. After including the weights in the estimation, the 60 % unconditional coverage is approximately correct for the one-step forecasts of all reported models. However, the ARIMA(1,1,1) and ARIMAX(1,1,1) models lead to forecast intervals which are often too wide for multi-step forecasts. Note there are only 7 non-overlapping 2-year inflation periods in the evaluation period, so the power of tests based on the coverage probabilities for H = 24 is not high.
Subsequently we investigate whether there is serial correlation in the scale of the actual [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] forecast error distribution using the independence test as suggested by Christoffersen (1998) . We expect power for this test against persistent changes in the forecast error variance over the evaluation period.
The results of the independence test are given in Table 11 . Reported are the likelihood ratio test statistics, which have χ 2 (1) limit distribution. Since the forecasts are correlated for horizons H > 1 we use only one out of every H forecast errors in the independence test. None of the independence tests rejects. Likelihood ratio test on independence. which asymptotically is χ 2 (1) distributed, see Christoffersen (1998) . Included in the test are only independent forecasts at a distance of H months. A . indicates there are not enough relevant observations: n 01 = 0 or n 10 = 0.
Finally we examine the possibility of improving the forecasts by using combinations of models in a so-called forecast encompassing framework, see e.g. Harvey, Leybourne & Newbold (1998) for a recent review and Harvey & Newbold (2000) for the extension to multivariate forecast encompassing. West (2001) discusses forecast encompassing in the context of forecasts from recursive regressions. The basic idea is to construct a combined forecast f ct as a weighted average of the forecasts of a baseline Model 1, f 1t and the forecasts of other non-nested Models 2 and 3, say f 2t and f 3t , that is f ct = (1 − λ 2 − λ 3 )f 1t + λ 2 f 2t + λ 3 f 3t , 0 ≤ λ i ≤ 1
For testing purposes one rewrites (2) as follows:
e 1t = c + λ 2 (e 1t − e 2t ) + λ 3 (e 1t − e 3t ) + u t
with e it = y t − f it and u t = y t − f ct . The constant c equals zero if all forecasts are unbiased. This assumption does not always hold, so it is good practice to add a constant if one employs (3) as a test regression. When λ 1 and λ 2 nearly add up to unity, this indicates that the alternative forecasts perform better. When all forecast errors are zero mean Gaussian without serial correlation, standard statistical regression theory applies, at least asymptotically. This analysis provides an easy-to-compute statistical measure of the relative forecasting performance of the models under scrutiny. The procedure provides an extra measure of the usefulness of the different explanatory variables, where not only the in-sample fit, but also the stability of the explanatory power over the period 1984-1999 plays a role.
The first rows of Table 12 provide bilateral model comparisons, where models with the best leading indicator, r t−1 , are chosen as benchmark Model 1. Each row in the table corresponds to one (multiple) forecast encompassing test. It appears from test no. 6 that the ARIMAX(1,1,1) model with u t−1 can help to improve the forecasts of the ARFIMAX (0,d,0) with r t−1 , but the p-value of this test is not very low. The last rows of Table 12 show that the forecasts of ARFIMAX models with r t−1 cannot be improved by combining them with corresponding ARFIMAX models with other explanatory variables: none of the estimated λ i s differs significantly from zero. 
Conclusion
Statistical analysis shows that US postwar inflation is long memory, with an order of integration of around 0.3, even after allowing for a structural shift in the mean and variance to capture the high inflation period in the 1970s. Recursive estimation shows that the order of integration has remained quite stable. Statistical analysis of dynamic regression models for inflation conditioning on lags of unemployment and interest rates shows a stable effect of short lags of short term interest rates. The errors of the regression models are still long memory. An ARMA(1,1) model and an ARIMA(1,1,1) model provide a similar in-sample fit as the ARFIMA(0,d,0) model. We performed a recursive out-of-sample forecasting exercise for the period 1984-1999 for cumulative inflation forecasting up to a two year horizon, using univariate models and long memory regression models. The ARIMA(1,1,1) model performs better than the ARFIMA(0,d,0) model regarding the precision of point forecasts. The introduction of conditioning variables improves forecasting precision at short horizons. With regard to forecast interval estimation, downweighting the observations in the 1970s turns out to be essential in order to get realistic intervals for inflation in the 1990s. The empirical multi-step prediction intervals for the ARIMA(1,1,1) model with or without explanatory variables are too wide, also when weighting is applied.
