Active Shape Models (ASM) are an iterative segmentation technique to find a landmark-based contour of an object. In each iteration, a least-squares fit of a plausible shape to some detected target landmarks is determined. Finding these targets is a critical step: some landmarks are more reliably detected than others, and some landmarks may not be within the field of view of their detectors. To add robustness while preserving simplicity at the same time, a generalized least-squares approach can be used, where a weighting matrix incorporates reliability information about the landmarks. We propose a strategy to choose this matrix, based on the covariance of empirically determined residuals of the fit. We perform a further step to determine whether the target landmarks are within the range of their detectors. We evaluate our strategy on fluoroscopic X-ray images to segment the femur. We show that our technique outperforms the standard ASM as well as other more heuristic weighted least-squares strategies.
INTRODUCTION
Active Shape Models (ASM) [1] are a segmentation technique widely used in computer vision and image processing. They find an object contour parameterized by a set of landmarks using an iterative least-squares fit that minimizes the distance between a plausible object shape and detected target landmarks. ASM adapt to many kinds of shapes and imaging modalities. However, they do require images with reasonably good contrast in order to find the object contours. An example of a challenging scenario is intraoperative fluoroscopic X-ray imaging, which produces low-quality images due to the low X-ray dose. More robust alternatives to ASM exist (e.g., [2] ), but they are typically more computationally expensive. In this paper, we show that we can keep the simplicity of ASM and still improve robustness by replacing the least-squares procedure with a generalized least-squares (GLS) approach. The idea of GLS is to weight individual landmarks according to their reliability: reliably identified landmarks should be trusted more than less reliable landmarks. This raises the question of how to identify the right weighting strategy.
This question has already been addressed before: in [3] , where directional regularization is proposed; in [4] , which suggests to use robust parameter estimation; in [5] and [6] , where the weights change in every iteration depending on a score of the target detectors; in [7] , which proposes a pose-invariant metric; and in [8] , which measures the reliability of the landmarks based on models of local appearance. Many of these weighting strategies are heuristic and also prone to over-fitting. Some of them also add computational complexity to the ASM algorithm.
Our contribution is a strategy for choosing the weights, which has a theoretical justification and still keeps the simplicity of the ASM algorithm. Our proposed strategy measures the reliability of the target landmarks based on the covariance of the residuals of the fit obtained from training data. Additionally, we perform a test to determine whether a landmark is valid, i.e., whether it is within the field of view of its target detector, and we incorporate this test into the weighting matrix.
Our program for this paper is as follows. Section 2 summarizes the ASM algorithm and introduces the GLS approach. In Section 3 we discuss our approach for choosing the weights in the GLS optimization. We also introduce our test for determining whether a landmark is valid. In Section 4, we evaluate the performance of our technique based on a leave-one-out test. Finally, conclusions are drawn in Section 5.
PROBLEM FORMULATION
We use ASM to segment an object contour in a 2D image. This segmentation places a set of N landmarks on the contour of the object of interest. The variability of the position of these landmarks for a particular object is modeled in terms of pose and shape: pose refers to any rotation, scale and translation; shape refers to the variability remaining after transforming the landmarks into coordinates with common pose. We use M training images with manually placed landmarks to learn the shape variability. We model the landmarks in a complex space C, where the pose parameters are defined by a complex affine transformation: the landmarks in the mth training image are complex vectors κ m ∈ C N ×1 , whose real and imaginary parts correspond to the coordinates of the two-dimensional Euclidean space.
To model the shape variability, ASM use a Point Distribution Model (PDM). To build the PDM, we perform a Procrustes alignment [9] to find the coordinate space of the common pose. The pose-aligned vectors are km = rmκm + 1tm, where {rm, tm} ∈ C are the pose parameters. Let us define an invertible function V :
which provides the corresponding real description. We also define the vector xm = V (km) ∈ R 2N ×1 and the matrix X = [x1, x2, . . . , xM ] ∈ R 2N ×M that contains the M aligned training vectors.
We then compute the sample mean of these vectors asμ x = Consequently, xm can be linearly approximated as xm ≈μ x + Pbm, and therefore any vector of landmarks can be approximated as
where bm ∈ R p×1 is the shape parameter vector of κm, and {rm, tm} its pose parameters. We now briefly describe the iteration process of ASM. Let us assume that κ (i) is the resulting vector of landmarks after iteration i. Each iteration first examines local regions around each landmark in κ (i−1) in order to detect new target landmarksκ (i) . However,κ (i) may not describe a plausible shape or an accurate pose. In order to find the closest plausible shape and pose, that is, the landmarks in vector κ (i) , the following least-squares problem is solved:
where
, that is, r (i) , t (i) are the pose parameters and b (i) is the shape parameter vector. To enforce shape plausibility, b (i) must be contained in
where Λp is a diagonal matrix with the p most significant eigenvalues corresponding to the matrix P, and ξ is a suitable threshold. The expression in (2) is an ordinary leastsquares problem, where every component of the difference between the vectors κ (i) andκ (i) has the same impact on the minimization. These components, i.e. the landmark positions, can be weighted according to their reliability in a generalized least-squares (GLS) problem:
where W is the matrix of weights that controls the importance of individual landmarks in the optimization. We will consider both diagonal and nondiagonal weight matrices.
PROPOSED SOLUTION
As described in Section 2, in each ASM iteration we need to find the new targetsκ (i) . We determine these by means of a detector T (κ (i−1) ) =κ (i) , which explores the local regions around the previous landmarks κ (i−1) . We assume that this detector searches for the best match of the gray-level profile around each landmark as measured by the Mahalanobis distance [1] . However, our technique can be generalized to other strategies as well. Section 3.1 and 3.2 describe how to choose the weighting matrix W based on the empirically determined residual errors. A complicating factor is that the true landmarks κ are not necessarily within the local regions explored by the detector T (κ (i−1) ), i.e. they are not within its field of view. This is the case when the true landmarks are occluded or out of alignment (especially during the first iterations of the ASM algorithm). We therefore incorporate into our strategy a test of whether or not the true landmark is visible to the detector. If the test determines that a landmark is not visible, then this landmark is excluded by setting the corresponding entry in the weighting matrix W to zero. This is described in Section 3.3.
GLS as a Maximum Likelihood (ML) problem
Let us first assume the true landmarks κ are within the field of view of the detector T in iteration i, i.e. when determiningκ (i) . We define the residual error vector as (i) = κ (i) −κ (i) . We also assume that (i) is complex normal with zero mean and covariance matrix R. Thus, the likelihood of the pose and shape parameters
where H denotes Hermitian transpose. Given these conditions, the ML estimation of the parameters {r (i) , t (i) , b (i) } is equivalent to a GLS problem [10] :
where the constraints on b (i) imposed in (3) affect the solution, but do not alter the equality in (5) . Therefore, if we assume that the residual vector is normally distributed, finding the weighting matrix W in (3) is equivalent to estimating the covariance matrix of the residuals, i.e. we set W = R −1 . If the training dataset for determining R is small, it is typically preferable to constrain W to be diagonal in order to avoid overfitting. This is equivalent to the assumption of statistical independence between the residuals of each landmark.
Empirical determination of the residual errors
We need to estimate R based on a set of residual errors that are empirically determined from training images. We first simulate the search of the target landmarks using a detector T . We split our available training data set containing 2S images into two subsets of equal size. With the first subset we train T ; with the second subset we measure the residual errors when employing T . For this, we simulate the detection of target landmarks, T (κ (i−1) ), for each of the S images in the second subset, assuming that the true landmarks of each image are within the field of view of the detector T . This is achieved by setting κ (i−1) = κ s + δ, where δ ∈ C N is a vector of translations small enough so that the true landmarks of the sth image, κ s , remain within the field of view of T (κ (i−1) ). We employ the detector that searches for the best match of a gray-level profile as in [1] ; hence we determine δ to place κ (i−1) on the line perpendicular to the true object contour, with translations small enough so that κ s is sampled by T (κ (i−1) ).
For each of the S images, we perform T (κ s + δ) =κs and measureˆ s = κ s −κs, which is the residual error obtained from training sample s. To determine the sample covariance matrix of the residuals we assemble the error matrixÊ = [ˆ 1, . . . ,ˆ S ] ∈ C N ×S , which contains the residuals from all training samples. The sample covariance matrix is thenR
We note that the so determinedR does not depend on the iteration i of the ASM algorithm.
Testing whether a target landmark is valid
The sample covariance matrix of the residual errorsR is determined under the assumption that the true landmarks κ are within the field of view of the detectors T (κ (i−1) ). If the true landmarks are not visible to the detector, the determined target landmarks are certainly incorrect. In such a case, the target landmarks are not valid. In order to test whether a target landmark inκ (i) returned by the ASM algorithm is valid, we run a hypothesis test based on the metric that is used to determine the target landmark. In our case, this metric is a Mahalanobis distance d (i) n that measures the distance between the observed and the modeled local appearance. Let us denote by g (i) n ∈ R ×1 the vector containing intensity values representing the appearance observed by detector T (κ (i−1) ) to determine landmark n. The null hypothesis H0 is that the target landmark, which corresponds to the point that minimizes d (i) n , is valid.
We assume g (i) n ∼ N (μ gn , Sg n ). Thus, the Mahalanobis distance d
n − μ gn ) follows a chi-squared distribution with degrees of freedom under the null hypothesis:
Therefore, for each iteration i and each landmark n, we perform a chi-squared test of d (i) n : if the null hypothesis is not rejected, then we set an indicator variable f (i) n = 1; otherwise f (i) n = 0. We can fix a false alarm rate for this test based on the χ 2 distribution. The idea of this approach is to work only with target landmarks whose observed gray-level profiles are close enough to the model profiles.
This test can be incorporated into the weighting matrix W. For each iteration i, we define a diagonal matrix
. The weighting matrix W (i) is then obtained as
RESULTS AND DISCUSSION
To evaluate the performance of our proposed method we choose a challenging segmentation task: the contour of the femur in fluoroscopic (low-dose) X-ray images. The quality of this image modality is low and thus the performance of the standard ASM algorithm suffers. Our database contains 350 gray-scale images that have been acquired during surgeries treating hip fractures in an approximate anterior-posterior orientation. These images show the upper part of the femur and part of the hip. They belong to different surgical interventions and C-arm devices. The image sizes range between 450x450 to 510x510 pixels. We have a ground truth consisting of a manually segmented femur contour and landmarks for every image. We show one of these images in Fig. 1 . As these images come from surgeries treating hip fractures, they contain an intermedullary nail and a screw, which further complicate the segmentation task with occlusions. 
Leave-one-out test
We evaluate the performance of our method using a leave-one-out test. For all the images in the database we "leave one image out" to test and keep the remaining as training images. The process is repeated for every available image and the results are averaged over all test images. For each leave-one-out test iteration t, we obtain P (t) ,Λ (t) and detectorT (t) from the training images. To perform the chi-squared test, for every landmark n we also obtainμ gn(t) and S gn(t) . We determine the sample covariance of the residualsR (t) as described in Section 3.2. We performed this leave-one-out test for all considered strategies. The same conditions (initial guess, shape parameters, number of ASM iterations...) were used for all, only changing the definition of the weighting matrix W. For each strategy, we ran 100 ASM iterations on each image. We then measured the squared distance of every resulting landmark to the ground truth contour. We show the root mean square error (RMSE) for each PDM landmark in Fig. 2 .
Evaluation of the proposed method
We implemented two different versions of our approach: one where we use the full matrix W, and one where we restrict it to be diagonal. We compared these to the following strategies:
1. the standard ASM [1] without weighting, i.e., W = I.
2. W as a diagonal matrix with diagonal elements 1/d n, as proposed by [5] .
3. W as a diagonal matrix with diagonal elements 1/(1 + trace(S gn )), as proposed by [8] .
As shown in Fig. 2 , our strategy outperforms all the other strategies on average, in particular when W is diagonal, i.e. assuming independent residuals (this could be due to the small sample size available). The improvement our strategy provides over other strategies is especially significant in the area of the femoral head (between landmark 11 and 20, with ∼30% improvement achieved). This is the most challenging area of segmentation since there is overlap from other hip bones, and contour edges are particularly weak. Also, for the surgical procedure from which we obtained these images, this is an important region of interest [11] .
As an example, we show in Fig. 3 the landmarks found after 100 ASM iterations for our proposed weighting strategy with diagonal W compared to the standard ASM, for a particular image in the database. Our strategy follows the real contour much more closely.
We also further investigated the hypothesis test described in Section 3.3: We measured the norm d n after the simulation of several ASM iterations. Then we collected the observeddn values either asdn|fn = 1, if the true point was valid (null hypothesis), ord n|fn = 0 otherwise. We computed normalized histograms of dn, as shown in Fig. 4 , to see how well a chi-squared distribution fitsdn|fn = 1. The approximation is fairly good, although it does not account for a strong tail in the histogram ofd n|fn = 1. We set a probability of false alarm, i.e. the probability of classifying a valid landmark as invalid, of 10% based on the approximating χ 2 distribution. This covers ∼75% of the values fromdn|fn = 1, but only ∼30% fromd n|fn = 0. We suggest to set a relatively low false alarm threshold, which prevents the least-squares solution to be implausible. If too many landmarks are regarded as invalid and excluded, the problem may become underdetermined, and solutions may be unreliable. W as in [8] W as in [5] proposed W (diagonal) proposed W (full) Fig. 2 . RMSE of our proposed strategy compared with [8] , [5] and [1] . We mask in gray the areas where the surgical implants (nail and screw) most likely occlude the bone contour.
standard ASM [1] proposed W (diagonal) ground-truth contour Fig. 3 . One example of a segmented femur, comparing our technique with the standard ASM algorithm (without weighting).
CONCLUSIONS
We proposed a GLS instead of an ordinary least-squares fit as a straightforward and simple strategy to add robustness to the ASM algorithm. The weights in the GLS fit should not be selected only assuming heuristic confidence metrics of the landmarks, since these do not generalize and are prone to over-fitting. We proposed to choose the weights based on empirically determined errors of the least-squares fit, where the weighting matrix W is determined as the inverse of the sample covariance of the residuals. This can be inter- preted as a Maximum Likelihood solution of the least-squares problem. Additionally we used a chi-squared test to identify target landmarks that are likely to be incorrect and thus exclude them from the fit. Therefore, we combine prior knowledge about the performance of the target detectors,R, with additional information about the unreachable landmarks (either occluded or out of alignment), F. We tested the strategy in fluoroscopic X-ray images of the femur taken in actual surgeries. We showed that our strategy outperforms the standard ASM as well as other weighting strategies. While our approach was based on a particular metric for identifying target landmarks (the Mahalanobis distance), our idea should generalize to other metrics as well.
