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Abstract. Choosing the right selection rate is a long standing issue
in evolutionary computation. In the continuous unconstrained case, we
prove mathematically that µ = 1 leads to a sub-optimal simple regret
in the case of the sphere function. We provide a theoretically-based se-
lection rate µ/λ that leads to better convergence rates. With our choice
of selection rate, we get a provable regret of order O(λ−1) which has to
be compared with O(λ−2/d) in the case where µ = 1. We complete our
study with experiments to confirm our theoretical claims.
1 Introduction
In evolutionary computation, the selected population size often depends linearly
on the total population size, with a ratio between 1/4 and 1/2: 0.270 is proposed
in [4], [9,5] suggest 1/4 and 1/2. However, some sources [7] recommend a lower
value 1/7. Experimental results in [15] and theory in [8] together suggest a ratio
min(d, λ/4) with d the dimension, i.e. keep a population size at most the dimen-
sion. [11] suggests to keep increasing µ besides that limit, but slowly enough so
that that rule µ = min(d, λ/4) would be still nearly optimal. Weighted recom-
bination is common [1], but not with a clear gap when compared to truncation
ratios [10], except in the case of large population size [16]. There is, overall, lim-
ited theory around the optimal choice of µ for optimization in the continuous
setting. In the present paper, we focus on a simple case (sphere function and sin-
gle epoch), but prove exact theorems. We point out that the single epoch case is
important by itself - this is fully parallel optimization [13,12,2,6]. Experimental
results with a publicly available platform confirm the approach.
2 Theory
We consider the case of a single batch of evaluated points. We generate λ points
according to some probability distribution. We then select the µ best and aver-
age them. The result is our approximation of the optimum. This is therefore an
extreme case of evolutionary algorithm, with a single population; this is com-
monly used for e.g. hyperparameter search in machine learning [3,6], though in
most cases with the simplest case µ = 1.
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2.1 Outline
We consider the optimization of the simple function x 7→ ||x−y||2 for an unknown
y ∈ B(0, r). In Section 2.2 we introduce notations. In Section 2.3 we analyze
the case of random search uniformly in a ball of radius h centered on y. We
can, therefore, exploit the knowledge of the optimum’s position and assume that
y = 0. We then extend the results to random search in a ball of radius r centered
on 0, provided that r > ||y|| and show that results are essentially the same up
to an exponentially decreasing term (Section 2.4).
2.2 Notations
We are interested in minimizing the function f : x ∈ Rd 7→ ||x− y||2 for a fixed
unknown y in parallel one-shot black box optimization, i.e. we sample λ points
X1, ..., Xλ from some distribution D and we search for x? = arg minx f(x). In
the following we will study the sampling from B(0, r), the uniform distribution
on the `2-ball of radius r; w.l.o.g. B(y, r) will also denote the `2-ball centered in
y and of radius r.
We are interested in comparing the strategy “µ-best” vs “1-best”. We denote
X(1), ..., X(λ), the sorted values of Xi i.e. (1),. . . ,(λ) are such that f(X(1)) ≤ ... ≤
f(X(λ)). The “µ-best” strategy is to return X¯(µ) =
1
µ
∑µ
i=1X(i) as an estimate
of the optimum and the “1-best” is to return X(1). We will hence compare :
E
[
f
(
X¯(µ)
)]
and E
[
f
(
X(1)
)]
. We recall the definition of the gamma function
Γ : ∀z > 0, Γ (z) = ∫∞
0
tz−1e−tdt, as well as the property Γ (z + 1) = zΓ (z).
2.3 When the center of the distribution is also the optimum
In this section we assume that y = 0 (i.e. f(x) = ||x||2) and consider sampling in
B(0, r) ⊂ Rd. In this simple case, we show that keeping the best µ > 1 sampled
points is asymptotically a better strategy than selecting a single best point. The
choice of µ will be discussed in Section 2.4.
Theorem 1. For all λ > µ ≥ 2 and d ≥ 2, r > 0, for f(x) = ‖x‖2,
EX1,...,Xλ∼B(0,r)
[
f
(
X¯(µ)
)]
< EX1,...,Xλ∼B(0,r)
[
f
(
X(1)
)]
.
To prove this result, we will compute the value of E
[
f
(
X¯(µ)
)]
for all λ and
µ. The following lemma gives a simple way of computing the expectation of a
function depending only on the norm of its argument.
Lemma 2. Let d ∈ N∗. Let X be drawn uniformly in B(0, r) the d-dimensional
ball of radius r. Then for any continuous measurable function g : R → R, we
have
EX∼B(0,r) [g (‖X‖)] = d
rd
∫ r
0
g (α)αd−1dα.
In particular, we have EX∼B(0,r)
[
‖X‖2
]
= dd+2 .r
2.
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Proof. Let V (r, d) be the volume of a ball of radius r in Rd and S(r, d) be the
surface of a sphere of radius r in Rd. Then ∀r > 0, V (r, d) = pid/2
Γ( d2+1)
rd and
S(r, d− 1) = 2pid/2
Γ( d2 )
rd−1. Let g : R→ R be a continuous function. Then:
EX∼B(0,r) [g (‖X‖)] = 1
V (r, d)
∫
x:||x||≤r
g(||x||)dx
=
1
V (r, d)
∫ r
α=0
∫
θ:||θ||=α
g(α)dθdα
=
1
V (r, d)
∫ r
α=0
g(α)S(α, d− 1)dα
=
S(1, d− 1)
V (r, d)
∫ r
α=0
g(α)αd−1dα =
d
rd
∫ r
α=0
g(α)αd−1dα.
So, EX∼B(r)
[
‖X‖2
]
=
d
rd
∫ r
α=0
α2αd−1dα
=
d
rd
[
αd+2
d+ 2
]r
0
=
d
d+ 2
r2.
We now use the precedent lemma to compute the expected regret of the
average of the µ best points conditionally to the value of f(X(µ+1)). The trick
of the proof is that, conditionally to f(X(µ+1)), the order of X(1), ..., X(µ) has
no influence over the average. Computing the expected regret conditionally to
f(X(µ+1)) thus becomes straightforward.
Lemma 3. For all d > 0, r2 > h > 0 and λ > µ ≥ 1, for f(x) = ‖x‖2,
EX1,...,Xλ∼B(y,r)
[
f
(
X¯(µ)
) | f(X(µ+1)) = h] = h
µ
.
d
d+ 2
.
Proof. Let us first compute ES
[
f
(
X¯(µ)
) | f(X(µ+1)) = h]. Note that for any
function g : Rd → R and distribution D, we have
EX1...Xλ∼D
[
g(X¯(µ)) | f(X(µ+1)) = h
]
= EX1...Xµ∼D
[
g
(
1
µ
µ∑
i=1
Xi
)
| X1 . . . Xµ ∈ {x : f(x) ≤ h}
]
= EX1...Xµ∼Dh
[
g
(
1
µ
µ∑
i=1
Xi
)]
,
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where Dh is the restriction of D to the level set {x : f(x) ≤ h}. In our setting,
we have D = B(0, r) and Dh = B(0,
√
h). Therefore,
EX1,...,Xλ∼B(0,r)
[
f
(
X¯(µ)
) | f(X(µ+1)) = h]
= EX1,...,Xλ∼B(0,r)
[||X¯(µ)||2 | f(X(µ+1)) = h]
= EX1...Xµ∼B(0,
√
h)
[
|| 1
µ
µ∑
i=1
Xi||2
]
=
1
µ2
EX1...Xµ∼B(0,
√
h)
 µ∑
i,j=1
XTi Xj

=
1
µ2
µ∑
i,j=1,i6=j
EXi...Xj∼B(0,
√
h)
[
XTi Xj
]
+
1
µ2
µ∑
i=1
EXi∼B(0,
√
h)
[||Xi||2] = 1
µ
EX∼B(0,√h)
[||X||2] .
By Lemma 2, we have: EX∼B(0,√h)
[||X||2] = dd+2h. Hence
EX1,...,Xλ∼B(0,r)
[
f
(
X¯(µ)
) | f(X(µ+1)) = h] = dd+2 hµ .
The result of Lemma 3 shows that E
[
f
(
X¯(µ)
) | f(X(µ+1)) = h] de-
pends linearly on h. We now establish a similar dependency for
E
[
f
(
X(1)
) | f(X(µ+1)) = h].
Lemma 4. For d > 0, h > 0, λ > µ ≥ 1,
EX1,...,Xλ∼B(0,r)
[
f
(
X(1)
) | f(X(µ+1)) = h] = hΓ (d+2d )Γ (µ+ 1)
Γ (µ+ 1 + 2/d)
.
Proof. First note that using the same argument as in Lemma 3, ∀β > 0:
PX1...Xλ∼B(0,r)
[
f
(
X(1)
)
> β | f(X(µ+1)) = h
]
= PX1...Xµ∼B(0,
√
h) [f (X1) > β, . . . , f (Xµ) > β]
= PX∼B(0,√h) [f (X) > β]
µ
.
Recall that the volume of a d-dimensional ball of radius r is proportional to rd.
Thus, in case β < h, we get:
PX∼B(0,√h) [f (X) < β] =
√
β
d
√
h
d
=
(
β
h
) d
2
.
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It is known that for every positive random variable X, E(X) =
∫∞
0
P(X > β)dβ.
Therefore:
ES
[
f
(
X(1)
) | f(X(µ+1)) = h] = ∫ h
0
P
[
f
(
X(1)
)
> β | f(X(µ+1)) = h
]
dβ
=
∫ h
0
(
1−
(
β
h
) d
2
)µ
dβ
= h
∫ 1
0
(
1− u d2
)µ
du
= h
2
d
∫ 1
0
(1− t)µ t2/d−1dt = hΓ (
d+2
d )Γ (µ+ 1)
Γ (µ+ 1 + 2/d)
.
To obtain the last equality, we identify the integral with the beta function of
parameters µ+ 1 and 2d .
We now directly compute EX1,...,Xλ∼B(0,r)
[
f(X(1))
]
.
Lemma 5. For all d > 0, λ > 0 and r > 0:
EX1,...,Xλ∼B(0,r)
[
f(X(1))
]
= r2
Γ (d+2d )Γ (λ+ 1)
Γ (λ+ 1 + 2/d)
.
Proof. As in Lemma 4, we have:
PX1...Xλ∼B(0,r)
[
f
(
X(1)
)
> β
]
= PX1...Xλ∼B(0,r) [f (X1) > β, ..., f (Xλ) > β]
= PX∼B(0,r) [f (X) > β]
λ
=
(√
β
r
)d
.
The result then follows by reasoning as in the proof of Lemma 4.
By combining the results above, we obtain the exact formula for E
[
f(X¯(µ))
]
.
Theorem 6. For all d, 0 ≤ µ < λ, r:
EX1...Xλ∼B(0,r)
[
f(X¯(µ))
]
=
r2d× Γ (λ+ 1)Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)Γ (λ+ 1 + 2/d)
.
Proof.
EX1...Xλ∼B(0,r)
[
f(X¯(µ))
]
= E
[
E
[
f(X¯(µ)) | f
(
X(µ+1)
)]]
=
1
µ
d
d+ 2
E
[
f
(
X(µ+1)
)]
=
1
µ
d
d+ 2
Γ (µ+ 1 + 2/d)
Γ (µ+ 1)
E
[
E
[
f(X(1)) | f
(
X(µ+1)
)]]
=
1
µ
d
d+ 2
Γ (µ+ 1 + 2/d)
Γ (µ+ 1)
E
[
f(X(1))
]
=
r2d× Γ (λ+ 1)Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)Γ (λ+ 1 + 2/d)
.
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From this theorem, we deduce Theorem 1 since for d ≥ 2, λ and r fixed,
E
[
f(X¯(µ))
]
is strictly decreasing in µ. We checked experimentally the equality
(see Figure 1). We can deduce asymptotic convergence rates:
Corollary 7. Consider d > 0. When λ→∞, we have
EX1...Xλ∼B(0,r)
[
f(X¯(µ))
] ∼ λ− 2d r2d× Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)
,
while if λ, µ→∞, EX1...Xλ∼B(0,r)
[
f(X¯(µ))
] ∼ r2 d
d+ 2
µ
2
d−1
λ
2
d
.
As a result, ∀c ∈ (0, 1), E (f(X¯(bcλc))) ∈ Θ ( 1λ) and E (f(X(1))) ∈ Θ ( 1λ2/d ).
Proof. We recall the Stirling equivalent formula for the gamma function: when
z →∞,
Γ (z) =
√
2pi
z
(z
e
)z (
1 +O
(
1
z
))
.
Using this approximation, we get the expected results.
2.4 Convergence when the sampling is not centered on the optimum
So far we treated the case where the center of the distribution and the optimum
are the same. We now assume that we sample from the distribution B(0, r) and
that the function f is f(x) = ||x− y||2 with ||y|| ≤ r. We define  = ||y||r .
Lemma 8. Let r > 0, d > 0, λ > µ ≥ 1, we have:
PX1...Xλ∼B(0,r)(f(X(µ+1)) > (1− )2r2) = PU∼B(λ,(1−)d) (U ≤ µ) ,
where B(λ, p) is a binomial law of parameters λ and p.
Proof. We have f(X(µ+1)) > (1 − )r ⇐⇒
∑λ
i=1 1{f(Xi)≤(1−)2r2} ≤ µ since
1{f(Xi)≤(1−)2r2} are independent Bernoulli variables of parameter (1−)d, hence
the result.
Using Lemma 8, we now get lower and upper bounds on E
[
f
(
X(µ+1)
)]
:
Theorem 9. Consider d > 0, r > 0, λ > µ > 0. The expected value of f(X¯(µ))
satisfies both
EX1...Xλ∼B(0,r)
[
f(X¯(µ))
] ≤4r2PU∼B(λ,(1−)d) (U ≤ µ)
+
r2d× Γ (λ+ 1)Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)Γ (λ+ 1 + 2/d)
and EX1...Xλ∼B(0,r)
[
f(X¯(µ))
] ≥ r2d× Γ (λ+ 1)Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)Γ (λ+ 1 + 2/d)
.
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Proof.
E
[
f(X¯(µ))
]
= E
(
f(X¯(µ))|f(X(µ+1)) ≥ (1− )2r2
)
P
(
f(X(µ+1)) ≥ (1− )2r2
)
+ E
(
f(X¯(µ))|f(X(µ+1)) < (1− )2r2
)
P
(
f(X(µ+1)) < (1− )2r2
)
.
In this Bayes decomposition, we can bound the various terms as follows:
E
(
f(X¯(µ))|f(X(µ+1)) ≥ (1− )2r2
) ≤ 4r2,
P
(
f(X(µ+1)) ≥ (1− )2r2
) ≤ 1,
E
[
f(X¯(µ))|f(X(µ+1)) < (1− )2r2
] ≤ r2d× Γ (λ+ 1)Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)Γ (λ+ 1 + 2/d)
.
Combining these equations yields the first (upper) bound. The second (lower)
bound is deduced from the centered case (i.e. when the distribution is centered
on the optimum, previous section).
Figure 2 gives an illustration of the bounds. Until µ ' (1−)dλ, the centered
and non centered case coincide when λ→∞: therefore, in this case, we can have
a more precise asymptotic result for the choice of µ.
Theorem 10. Consider d > 0, r > 0 and y ∈ Rd. Let  = ||y||r ∈ [0, 1) and
f(x) = ||x− y||2. When using µ = bcλc with 0 < c < (1− )d, we get as λ→∞,
for a fixed d,
EX1...Xλ∼B(0,r)
[
f(X¯(µ))
]
=
dr2c2/d−1
(d+ 2)λ
+ o
(
1
λ
)
.
Proof. Let µλ = bcλc with 0 < c < (1− )d. We immediately have from Hoeffd-
ing’s concentration inequality:
PU∼B(λ,(1−)d) (U ≤ µλ) ∈ o(
1
λ
)
when λ→∞. From Corollary 7, we also get:
r2d× Γ (λ+ 1)Γ (µ+ 1 + 2/d)
µ(d+ 2)Γ (µ+ 1)Γ (λ+ 1 + 2/d)
∼ d r
2c2/d−1
(d+ 2)λ
.
Using the inequalities of Theorem 9, we obtain the desired result.
The result of Theorem 10 shows that a convergence rate O(λ−1) can be
attained for the µ-best approach with µ > 1. The rate for µ = 1 is Θ(λ−2/d),
proving that the µ-best approach leads asymptotically to a better estimation of
the optimum. If we consider the problem
min
µ
max
y:||y||≤r
E
[
fy(X¯(µ))
]
with fy the objective function x 7→ ||x−y||2, then µ = bcλc with 0 < c < (1−)d
achieves the O
(
λ−1
)
convergence rate.
All the results we proved in this section are easily extendable to strongly
convex quadratic functions. For larger class of functions, it is less immediate,
and left as future work.
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Fig. 1. Centered case: validation of the theoretical formula for EX1...Xλ∼B(0,r)
[
f(X¯(µ))
]
when y = 0 from Theorem 6 for d = 5, λ = 1000 and R = 1. 10000 samples have been
drawn to estimate the expectation. The theory matches the practice.
2.5 Using quasi-convexity
The method above was designed for the sphere function, yet its adaptation to
other quadratic convex functions is straightforward. On the other hand, our
reasoning might break down when applied to multimodal functions. We thus
consider an adaptive strategy to define µ. A desirable property to a µ-best ap-
proach is that the level-sets of the functions are convex. A simple workaround is
to choose µ maximal such that there is a quasiconvex function which is identical
to f on {X(1), . . . , X(µ)}. If the objective function is quasi-convex on the convex
hull of {X(1), . . . , X(µ˜)} with µ˜ ≤ λ, then:
– for any i ≤ µ˜, X(i) is on the frontier (denoted ∂) of the convex hull of
{X(1), . . . , X(i)}.
– Thus, the value
h = max
{
i ∈ [1, λ],∀j ≤ i,X(j) ∈ ∂
[
ConvexHull(X(1), . . . , X(j))
]}
verifies h ≥ µ˜ so that µ = min(h, µ˜) is actually equal to µ˜.
As a result:
– in the case of the sphere function, or any quasi-convex function, if we set µ˜ =
bλ(1− )dc, using µ = min(h, µ˜) leads to the same value of µ = µ˜ = bλ(1−
)dc. In particular, we preserve the theoretical guarantees of the previous
sections for the sphere function x 7→ ||x− y||2.
– if the objective function is not quasi-convex, we can still compute the quan-
tity h defined above, but we might get a µ smaller than µ˜, but intuitively
its prevents from keeping to many points when the function is “highly” non
quasiconvex.
3 Experiments
To validate our theoretical findings, we first compare the formulas obtained in
Theorems 6 and 9 with their empirical estimates. We then perform larger scale
experiments in a one-shot optimization setting.
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Fig. 2. Non centered case: validation of the theoretical bounds for
EX1...Xλ∼B(0,r)
[
f(X¯(µ))
]
when ||y|| = R
3
(i.e.  = 1
3
) from Theorem 9 for d = 5
and R = 1. We implemented λ = 100 and λ = 10000 and draw the vertical line
µ
λ
= (1− )d to illustrate the result in Theorem 10 for µ when λ→∞ . 10000 samples
have been drawn to estimate the expectation. We see that such a value for µ is a
good approximation of the minimum of the empirical values: we can thus recommend
µ = bλ(1 − )dc. We also added some classical choices of values for µ from literature:
when λ→∞, our method performs the best.
3.1 Experimental validation of theoretical formulas
Figure 1 compares the theoretical formula from Theorem 6 and its empirical
estimation: we note that the results coincide and validate our formula. Moreover,
the plot confirms that taking the µ-best points leads to a lower regret than the
1-best approach.
We also compare in Figure 2 the theoretical bounds from Theorem 9 with
their empirical estimates. We remark that for µ ≤ (1 − )dλ the convergence
of the two bounds to E(f(X¯(µ))) is fast. There exists a transition phase around
µ ' (1 − )dλ on which the regret is reaching a minimum: thus, one needs to
choose µ both small enough to reduce bias and large enough to reduce variance.
We compared to other empirically estimated values for µ from [4,9,5]. It turns
out that if the population is large, our formula for µ leads to a smaller regret.
Our strategy also assumes the knowledge of  which is not the case in practice.
It is interesting to note that if the center of the distribution and the optimum
are close (i.e.  is small), one can choose a larger µ to get a lower variance on
the estimator of the optimum.
3.2 One-shot optimization in Nevergrad
In this section we test different formulas and variants for the choice of µ for a
larger scale of experiments in the one-shot setting. Equations 1-6 present the
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Fig. 3. Experimental curves comparing various methods for choosing µ as a function of
λ in dimension 3. Standard deviations are shown by lighter lines (close to the average
lines). Each x-axis value is computed independently. Our proposed formulas HCHAvg
and THCHAvg perform well overall. See Fig. 4 for results in dimension 25.
different formulas for µ used in our comparison.
µ = 1 No prefix (1)
µ = clip
(
1, d,
λ
4
)
Prefix: Avg (averaging) (2)
µ = clip
(
1,∞, λ
1.1d
)
Prefix: EAvg (Exp. Averaging) (3)
µ = clip
(
1,min
(
h,
λ
4
)
, d+
λ
1.1d
)
Prefix: HCHAvg (h from Convex Hull) (4)
µ = clip
(
1,∞, λ
1.01d
)
Prefix: TEAvg (Tuned Exp. Avg) (5)
µ = clip
(
1,min
(
h,
λ
4
)
, d+
λ
1.01d
)
Prefix: THCHAvg (Tuned HCH Avg) (6)
where clip(a, b, c) = max(a,min(b, c)) is the projection of c in [a, b] and h is
the maximum i such that, for all j ≤ i, X(j) is on the frontier of the convex hull
of {X(1), . . . , X(j)} (Sect. 2.5). Equation 1 is the naive recommendation “pick up
the best so far”. Equation 2 existed before the present work: it was, until now,
the best rule [15] , overall, in the Nevergrad platform. Equations 3 and 5 are
the proposals we deduced from Theorem 10: asymptotically on the sphere, they
should have a better rate than Equation 1. Equations 4 and 6 are counterparts
of Equations 3 and 5 that combine the latter formulas with ideas from [15].
Theorem 10 remains true if we add to µ some constant depending on d so we
fine tune our theoretical equation (Eq. 3) with the one provided by [15], so that
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Fig. 4. Experimental curves comparing various methods for choosing µ as a function
of λ in dimension 25 (Fig. 3, continued for dimension 25; see Fig. 5 for dimension
200). Our proposals lead to good results but we notice that they are outperformed by
TEAvg and EAvg for Rastrigin: it is better to not take into account non quasiconvexities
because the overall shape is more meaningful that local ruggedness. This phenomenon
does not happen for the more rugged HM (Highly Multimodal) function. It also does
not happen in dimension 3 or dimension 200 (previous and next figures): in those
cases, THCH performed best. Confidence intervals shown in lighter color (they are
quite small, and therefore they are difficult to notice).
µ is close to the value in Eq. 2 for moderate values of λ. We perform experiments
in the open source platform Nevergrad [14].
While previous experiments (Figures 1 and 2) were performed in a controlled
ad hoc environment, we work here with more realistic conditions:
– The sampling is Gaussian (i.e. not uniform in a ball),
– The objective functions are not all sphere-like,
– Budgets vary but are not asymptotic.
Figures 3, 4, 5 present our results in dimension 3, 25 and 200 respectively. The ob-
jective functions are randomly translated using N (0, 0.2Id). The objective func-
tions are defined as fSphere(x) = ||x||2, fCigar(x) = 106
∑d
i=2 x
2
i +x
2
1, fHM (x) =∑d
i=1 x
2
i × (1.1 + cos(1/xi)), fRastrigin(x) = 10d+ fsphere(x)− 10
∑
i cos(2pixi).
Our proposed equations TEAvg and EAvg are unstable: they sometimes perform
excellently (e.g. everything in dimension 25, Figure 4), but they can also fail dra-
matically (e.g. dimension 3, Figure 3). Our combinations THCHAvg and HCHAvg
perform well: in most settings, THCHAvg performs best. But the gap with the
previously proposed Avg is not that big. The use of quasiconvexity as described
in Section 2.5 was usually beneficial: however, in dimension 25 for the Rastrigin
function, it prevented the averaging from benefiting from the overall “approxi-
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Fig. 5. Experimental curves comparing various methods for choosing µ as a function of
λ in dimension 200 (Figures 3 and 4, continued for dimension 200). Confidence intervals
shown in lighter color (they are quite small, and therefore they are difficult to notice).
Our proposed methods THCHAvg and HCHAvg perform well overall.
mate” convexity of Rastrigin. This phenomenon did not happen for the “more”
multimodal function HM, or in other dimensions for the Rastrigin function.
4 Conclusion
We have proved formally that the average of the µ best is better than the
single best in the case of the sphere function (simple regret O(1/λ) instead
of O(1/λ2/d)) with uniform sampling. We suggested a value µ = bcλc with
0 < c < (1 − )d. Even better results can be obtained in practice using
quasiconvexity, without losing the theoretical guarantees of the convex case
on the sphere function. Our results have been successfully implemented in
[14]. The improvement compared to the state of the art, albeit moderate, is
obtained without any computational overhead in our method, and supported
by a theoretical result.
Further work. Our theorem is limited to a single iteration, i.e. fully parallel
optimization, and to the sphere function and experiments are positive in the
convex case: we need extensions of the theory. Our experimental methods include
an automatic choice of µ in the multimodal case using quasiconvexity, for which
the theoretical analysis has yet to be fully developed - we show that this is not
detrimental in the convex setting, but not that it performs better in a non-convex
setting.
Proving µ > 1 13
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