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1. Introduction
A metric space (X,m) is called hyperconvex (see [5, Deﬁnition 2.5] or [9, Deﬁnition 4.1]) if for each family (xi)i∈I of
points in X and each family of positive real numbers (ri)i∈I , the conditions m(xi, x j)  ri + r j whenever i, j ∈ I imply
that ∅ =⋂i∈I Cm(xi, ri). Here Cm(x, r) denotes the closed ball of (nonnegative) radius r at x.2 Isbell [7] and independently,
Dress [4] constructed the hyperconvex hull of a metric space.
If we delete in the usual deﬁnition of a pseudometric d on a set X the symmetry condition, namely that d(x, y) = d(y, x)
whenever x, y ∈ X , we are led to the concept of a quasi-pseudometric. (A more precise deﬁnition is given in the next
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2 Let us note that we can replace “positive” by “nonnegative”, since if there is i ∈ I such that ri = 0, then we have m(xi , x j) 0+ r j whenever j ∈ I \ {i},
which implies that xi ∈⋂ j∈I Cm(x j , r j). Therefore the reformulated condition is satisﬁed in any hyperconvex metric space.
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symmetric (see for instance the Kullback–Leibler distance in information theory [3]).
Using a different terminology, it was essentially observed by Salbany [18, Proposition 9] that in a quasi-pseudometric
space the concept of hyperconvexity can be modiﬁed in the following way: A quasi-pseudometric space (X,d) is called Isbell-
convex if for each family (xi)i∈I of points in X and families of nonnegative real numbers (ri)i∈I and (si)i∈I the conditions
d(xi, x j) ri + s j whenever i, j ∈ I imply that ∅ =⋂i∈I (Cd(xi, ri) ∩ Cdt (xi, si)).
The reader should be aware of the fact that the set of the reals equipped with the usual metric is not Isbell-convex (see
Example 2 below), although it yields the paradigmatic example of a hyperconvex metric space [9, Proposition 4.1].
Our article intends to start a detailed investigation of the concept of an Isbell-convex quasi-pseudometric space. As one
would expect in the light of the much more abstract investigations due to Jawhari, Pouzet and Misane [8], our investigations
develop quite naturally in parallel with the well-known metric theory of hyperconvexity (see e.g. [9] or [5]). While many
classical ideas about hyperconvexity can be generalized properly from the metric to the quasi-pseudometric setting, these
generalizations are not always trivial and sometimes the asymmetric setting requires interesting new variations of old
arguments.
In particular in this paper we shall establish that for the category of di-spaces Isbell-convexity is equivalent to injectivity.
Then for each di-space we present an explicit method to construct its Isbell-hull and show that it is unique up to isometries.
These calculations are illustrated by two explicit examples. We also show that the Isbell-hull of any totally bounded di-space
is ( join)compact.
2. Preliminary remarks
For the basic concepts used from the theory of asymmetric topology we refer the reader to [6] or [11]. Some recent work
in the area can be found in [1,15–17].
For the convenience of the reader and in order to ﬁx our terminology we recall the following concepts from the litera-
ture.
Deﬁnition 1. Let X be a set and let d : X × X → [0,∞) be a function mapping into the set [0,∞) of the nonnegative reals.
Then d is called a quasi-pseudometric on X if
(a) d(x, x) = 0 whenever x ∈ X ,
(b) d(x, z) d(x, y) + d(y, z) whenever x, y, z ∈ X .3
We shall say that (X,d) is a T0-quasi-metric space provided that d also satisﬁes the following condition: For each x, y ∈ X ,
d(x, y) = 0 = d(y, x) implies that x = y.
For convenience in the following we shall call T0-quasi-metrics di-metrics and T0-quasi-metric spaces di-spaces. This
terminology is partially motivated by the concept of a digraph from graph theory.
Remark 1. Let d be a quasi-pseudometric on a set X , then dt : X × X → [0,∞) deﬁned by dt(x, y) = d(y, x) whenever
x, y ∈ X is also a quasi-pseudometric, called the conjugate quasi-pseudometric of d. (In the literature this quasi-pseudometric
is often denoted by d−1, too.) As usual, a quasi-pseudometric d on X such that d = dt is called a pseudometric. Note that
for any (T0-)quasi-pseudometric d, ds = max{d,dt} = d ∨ dt is a pseudometric (metric). (Here, as in the following, we often
use ∨ to denote a supremum, that is, for instance d ∨ dt means sup{d,dt}.)
Let (X,d) be a quasi-pseudometric space. For each x ∈ X and  > 0, Bd(x, ) = {y ∈ X: d(x, y) < } denotes the open
-ball at x. The collection of all “open” balls yields a base for a topology τ (d). It is called the topology induced by d on X .
Similarly we set for each x ∈ X and   0, Cd(x, ) = {y ∈ X: d(x, y) }. Note that this latter set is τ (dt)-closed, but not
τ (d)-closed in general.
If a,b ∈ R we shall put a −˙ b = max{a − b,0}.
A map f : (X,d) → (Y , e) between two quasi-pseudometric spaces (X,d) and (Y , e) is called an isometric map pro-
vided that e( f (x), f (y)) = d(x, y) whenever x, y ∈ X . Observe that if f : X → Y is an isometric map between two quasi-
pseudometric spaces X and Y and if X is a di-space, then f is injective (see [10, Lemma 4]).
Two quasi-pseudometric spaces (X,d) and (Y , e) will be called isometric provided that there exists a bijective isometric
map f : (X,d) → (Y , e).
A map f : (X,d) → (Y , e) between two quasi-pseudometric spaces (X,d) and (Y , e) is called nonexpansive provided that
e( f (x), f (y)) d(x, y) whenever x, y ∈ X .
3 In some cases we need to replace [0,∞) by [0,∞] (where for a d attaining the value ∞ the triangle inequality is interpreted in the obvious way).
In such a case we shall speak of an extended quasi-pseudometric. In the following we sometimes apply concepts from the theory of quasi-pseudometrics to
extended quasi-pseudometrics (without changing the usual deﬁnitions of these concepts).
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Let us repeat the following deﬁnition from the introduction:
Deﬁnition 2. A(n extended) quasi-pseudometric space (X,d) will be called Isbell-convex provided that for each family (xi)i∈I
of points in X and families of nonnegative real numbers (ri)i∈I and (si)i∈I the following condition holds:
If d(xi, x j) ri + s j whenever i, j ∈ I , then ⋂i∈I (Cd(xi, ri) ∩ Cdt (xi, si)) = ∅.
Remark 2. In the following we are interested in working mainly in di-spaces. So we do not require that ri or si (where i ∈ I)
attain only positive values in Deﬁnition 2. We also note that we can assume without loss of generality that the points xi
(i ∈ I) are pairwise distinct in Deﬁnition 2: Indeed if this is not the case, then for each x ∈ X , set T (x) = {i ∈ I: xi = x} and
consider only those points x of X that satisfy T (x) = ∅. Furthermore set r(x) = inf{ri: i ∈ T (x)} and s(x) = inf{si: i ∈ T (x)}.
Then we have d(x, y) ri + s j whenever i ∈ T (x) and j ∈ T (y). Thus d(x, y) r(x)+ s j whenever j ∈ T (y), and consequently
d(x, y)  r(x) + s(y). Applying the deﬁnition of Isbell-convexity to the family (x)T (x)=∅ of pairwise distinct points of X
and the families (r(x))T (x)=∅ and (s(x))T (x)=∅ of nonnegative reals we ﬁnd that ∅ = ⋂T (x)=∅(Cd(x, r(x)) ∩ Cdt (x, s(x))) ⊆⋂
i∈I (Cd(xi, ri) ∩ Cdt (xi, si)). Hence the apparently weaker condition is indeed equivalent to our deﬁnition.
The following examples are basic, but important.
Example 1. ([18, Example 2]) Let the set R of the reals be equipped with the di-metric u(x, y) = x −˙ y whenever x, y ∈ R.
Then (R,u) is Isbell-convex.
Proof. Note that Cu(x, ) = [x− ,∞) and Cut (x, ) = (−∞, x+ ] whenever x ∈R and   0.
Let (xi)i∈I be a family of points in R and (ri)i∈I and (si)i∈I be families of nonnegative real numbers such that u(xi, x j)
ri + s j whenever i, j ∈ I . Suppose ﬁrst that ⋂i∈F (Cu(xi, ri) ∩ Cut (xi, si)) = ∅ for some ﬁnite subset F of I . We can assume
that F is nonempty. It follows that max{xi − ri: i ∈ F } > min{xi + si: i ∈ F }. Consequently there are i0, j0 ∈ F such that
xi0 − ri0 > x j0 + s j0 , that is, Cu(xi0 , ri0) ∩ Cut (x j0 , s j0) = ∅. In particular xi0 > x j0 . Thus u(xi0 , x j0 ) = xi0 − x j0 > ri0 + s j0—
a contradiction. We conclude that
⋂
i∈F (Cu(xi, ri) ∩ Cut (xi, si)) = ∅ whenever F is a ﬁnite nonempty subset of I . Since for
any i ∈ I , Cu(xi, ri) ∩ Cut (xi, si) is compact with respect to the topology τ (us) on R, we conclude that
⋂
i∈I (Cu(xi, ri) ∩
Cut (xi, si)) = ∅. Hence (R,u) is Isbell-convex. 
Corollary 1. The subspace [0,∞) of (R,u) is Isbell-convex.
Proof. In the proof above we can work with the balls Cu(x, )∩[0,∞) and Cut (x, )∩[0,∞) where x ∈ [0,∞) and   0. 
Example 2. Let R be equipped with its standard metric us(x, y) = |x − y| whenever x, y ∈ R. Then (R,us) is not Isbell-
convex.
Proof. For any i ∈ [0,1] set ri = 14 and si = 34 . Then for any i, j ∈ [0,1] we have that us(i, j)  1 = ri + s j . But⋂
i∈[0,1](Cus (i, ri) ∩ Cus (i, si)) ⊆ Cus (0, 14 ) ∩ Cus (1, 14 ) = [− 14 , 14 ] ∩ [ 34 , 54 ] = ∅. 
Example 3. Consider the product of (R,u) and (R,ut), that is, R2 equipped with the di-metric D((α,β), (α′, β ′)) =
(α −˙ α′) ∨ (β ′ −˙ β) whenever (α,β), (α′, β ′) ∈ R2. Then the diagonal {(α,α): α ∈ R} in this product di-space is isomet-
ric to (R,us).
We next consider a weakened version of the deﬁnition of hyperconvexity which describes the idea of metric convex-
ity.
Deﬁnition 3. ([5, Deﬁnition 2.3]) Let (X,m) be a metric space. We say that X is metrically convex if for any points x, y ∈ X
and positive numbers r and s such that m(x, y) r + s, there exists z ∈ X such that m(x, z) r and m(z, y) s.
Note that, similarly as above in the deﬁnition of hyperconvexity, we can replace “positive” by “nonnegative” in Deﬁ-
nition 3 without changing the concept. Therefore it makes sense to generalize the concept of metric convexity to quasi-
pseudometric spaces as follows:
Deﬁnition 4. Let (X,d) be a quasi-pseudometric space. We say that X is metrically convex if for any points x, y ∈ X and
nonnegative numbers r and s such that d(x, y) r + s, there exists z ∈ X such that d(x, z) r and d(z, y) s.
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if x y and d(x, y) = 1 otherwise.
Then d is not metrically convex. Indeed we have d( 12 ,1) = 1  12 + 12 . But there is no z ∈ R such that d( 12 , z)  12 and
d(z,1) 12 , since such a z would satisfy z
1
2 and z 1.
We recall that a metric space (X,m) is called hypercomplete (see e.g. [2, Deﬁnition 1] and [18, p. 405]) if for each family
(Cm(xi, ri))i∈I of closed balls with ri ∈ [0,∞) (i ∈ I)4 such that Cm(xi, ri) ∩ Cm(x j, r j) = ∅ whenever i, j ∈ I (in this case we
shall say that the family (Cm(xi, ri))i∈I has the binary intersection property) we have that ∅ =⋂i∈I Cm(xi, ri). It is well known
that a metric space is hyperconvex if and only if it is metrically convex and hypercomplete (see [2, Theorem 2] and [9,
p. 79]). We shall next prove a similar result in the asymmetric context.
Deﬁnition 5. ([18, Deﬁnition 2]) Let (X,d) be a quasi-pseudometric space. A family of balls (Cd(xi, ri),Cdt (xi, si))i∈I with
ri, si ∈ [0,∞) and xi ∈ X whenever i ∈ I is said to have the mixed binary intersection property if for all indices i, j ∈ I ,
Cd(xi, ri) ∩ Cdt (x j, s j) = ∅.
Deﬁnition 6. ([18, Deﬁnition 3]) A quasi-pseudometric space (X,d) is called Isbell-complete if every family (Cd(xi, ri),
Cdt (xi, si))i∈I of balls, where ri, si  0 and xi ∈ X whenever i ∈ I , having the mixed binary intersection property satisﬁes⋂
i∈I (Cd(xi, ri) ∩ Cdt (xi, si)) = ∅.
Proposition 1. A quasi-pseudometric space (X,d) is Isbell-convex if and only if it is metrically convex and Isbell-complete.
Proof. Suppose that (X,d) is Isbell-convex. Let x1, x2 ∈ X , r1, s2 ∈ [0,∞) such that d(x1, x2)  r1 + s2. Then set r2 = s1 =
d(x2, x1). There is x ∈ Cd(x1, r1) ∩ Cdt (x2, s2) by Isbell-convexity of (X,d). So (X,d) is metrically convex. Let the family
(Cd(xi, ri),Cdt (xi, si))i∈I of balls have the mixed binary intersection property. Thus d(xi, x j) ri + s j whenever i, j ∈ I . Then
there is x ∈⋂i∈I (Cd(xi, ri) ∩ Cdt (xi, si)) by Isbell-convexity of (X,d). So (X,d) is Isbell-complete.
For the converse assume that (X,d) is metrically convex and Isbell-complete. Suppose that (xi)i∈I is a family of
points in X , and (ri)i∈I , and (si)i∈I are families of nonnegative reals such that d(xi, x j)  ri + s j whenever i, j ∈ I .
Then (Cd(xi, ri),Cdt (xi, si))i∈I has the mixed binary intersection property by metric convexity. Therefore there is x ∈⋂
i∈I (Cd(xi, ri) ∩ Cdt (xi, si)) by Isbell-completeness. Hence (X,d) is Isbell-convex. 
Proposition 2.
(a) If (X,d) is a(n extended) Isbell-convex (resp. Isbell-complete, metrically convex) quasi-pseudometric space, then (X,dt) is Isbell-
convex (resp. Isbell-complete, metrically convex).
(b) If (X,d) is an Isbell-convex (resp. Isbell-complete) quasi-pseudometric space, then the metric space (X,ds) is hyperconvex (resp.
hypercomplete). The corresponding statement for “metrically convex” does not hold.
Proof. (a) The statements immediately follow from the deﬁnitions.
(b) Suppose that (X,d) is Isbell-convex. Let (xi)i∈I be a family of points in X and let (ri)i∈I be a family of nonnegative re-
als. Suppose that ds(xi, x j) ri + r j whenever i, j ∈ I . By Isbell-convexity of (X,d) we have ∅ =⋂i∈I (Cd(xi, ri)∩Cdt (xi, ri)) =⋂
i∈I Cds (xi, ri). It follows that (X,ds) is hyperconvex.
Suppose that (X,d) is Isbell-complete. Let the family of balls (Cds (xi, ri))i∈I (where xi ∈ X and ri ∈ [0,∞) whenever
i ∈ I) have the binary intersection property. Then (Cd(xi, ri),Cdt (xi, ri))i∈I has the mixed binary intersection property. Con-
sequently ∅ =⋂i∈I Cds (xi, ri). Thus (X,ds) is hypercomplete. The ﬁnal statement follows from Example 5 below. 
Corollary 2. Each metric space (X,m) that is Isbell-convex (Isbell-complete) is hyperconvex (hypercomplete).
Proof. The assertion is obvious by Proposition 2(b). 
We shall call a(n extended) quasi-pseudometric space (X,d) bicomplete (compare [6,11]) provided that the uniformity Uds
induced by ds is complete.
Corollary 3. Each (extended) Isbell-convex di-space (X,d) is bicomplete.
Proof. By Proposition 2(b) ds is hyperconvex. Since (extended) hyperconvex metric spaces are complete (compare [9, Propo-
sition 4.4]), we conclude that the di-space (X,d) is bicomplete. 
4 Again it does not make a difference whether we work with the interval [0,∞) or (0,∞) in this deﬁnition.
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is set equal to the arc length measured counterclockwise from p1 to p2. Note that d is a di-metric on C , which is clearly
metrically convex: Suppose that d(x, y)  r + s where r, s ∈ [0,∞). We assume without loss of generality that r + s = 0.
Then we can ﬁnd z ∈ C such that d(x, z) = rr+s d(x, y) r and d(z, y) = sr+s d(x, y) s, which proves the assertion. But ds is
not metrically convex, since evidently ds does not admit any values between 0 and π .
4. A space of nonnegative function pairs of the di-space (X,d)
Deﬁnition 7. Let (X,d) be a quasi-pseudometric space and let F P(X,d) be the set of all pairs of functions f = ( f1, f2)
where f i : X → [0,∞) (i = 1,2).
We deﬁne an extended di-metric D on F P(X,d) as follows:
D( f , g) = sup
x∈X
(
f1(x) −˙ g1(x)
)∨ sup
x∈X
(
g2(x) −˙ f2(x)
)
whenever f , g ∈ F P(X,d).
Remark 3. We note that (Ds)( f , g) = supx∈X | f1(x)− g1(x)|∨supx∈X | f2(x)− g2(x)| whenever f , g ∈ F P(X,d) is an extended
metric. Furthermore (F P(X,d), D) is Isbell-convex. Hence D is bicomplete by Corollary 3.
Proof. In Deﬁnition 7 it is straightforward to check that D is an extended di-metric on F P(X,d). Therefore Isbell-convexity
of (F P(X,d), D) follows from Isbell-convexity of the factors ([0,∞),u) and ([0,∞),ut) in this product (see Example 1 and
Proposition 2): Indeed suppose that (( f i)1, ( f i)2)i∈I is a family of points in F P(X,d) and (ri)i∈I and (si)i∈I are two families
of nonnegative reals such that
sup
x∈X
(
( f i)1(x) −˙ ( f j)1(x)
)∨ sup
x∈X
(
( f j)2(x) −˙ ( f i)2(x)
)
 ri + s j
whenever i, j ∈ I .
Then for each x ∈ X there is g2(x) ∈ ⋂i∈I (Cu(( f i)2(x), si) ∩ Cut (( f i)2(x), ri)) and g1(x) ∈ ⋂i∈I (Cu(( f i)1(x), ri) ∩
Cut (( f i)1(x), si)). Hence
(g1, g2) ∈
⋂
i∈I
(
CD
((
( f i)1, ( f i)2
)
, ri
)∩ CDt ((( f i)1, ( f i)2), si)).
Consequently (F P(X,d), D) is Isbell-convex. 
Lemma 1. For any a ∈ X, set fa(x) := f{a}(x) = (d(a, x),d(x,a)) whenever x ∈ X. For any a,b ∈ X we have d(a,b) = D( fa, fb).
Therefore, eX : (X,d) → (F P(X,d), D) deﬁned by eX (a) = fa is an isometric map. In case that (X,d) is a di-space, eX is injective.
Proof. Obviously supx∈X (d(a, x) − d(b, x)) = d(a,b), as we see by setting x = b and using the triangle inequality. Simi-
larly supx∈X (d(x,b) − d(x,a)) = d(a,b) whenever a,b ∈ X . Hence eX is an isometric map. If for a,b ∈ X we have that
eX (a) = eX (b), then 0 = d(a,a) = d(a,b) and 0 = d(b,b) = d(b,a). Consequently a = b by the T0-property. We could also
use [10, Lemma 4] mentioned in Section 2. 
In the following we shall mainly consider quasi-pseudometric spaces (X,d) that satisfy the T0-condition. We show next
that a generalization of the kind of pair functions used in Lemma 1 from singletons to nonempty subsets of X leads to the
extended Hausdorff quasi-pseudometric. Indeed this fact motivated the deﬁnition of the distance D on F P(X,d) above.
Example 6. Let (X,d) be a quasi-pseudometric space and let P0(X) be the set of nonempty subsets of X . For each A ∈ P0(X)
set ( f A)1(x) = d(A, x) and ( f A)2(x) = d(x, A) whenever x ∈ X where, as usual, for instance d(A, x) = inf{d(a, x): a ∈ A}
whenever x ∈ X .
Then for f A = (( f A)1, ( f A)2) we see that ( f A)1 : (X,dt) → (R,u) is nonexpansive and ( f A)2 : (X,d) → (R,u) is nonex-
pansive.
Proof. It is well known and easy to see that for any x, y ∈ X and A ∈ P0(X), d(A, x) − d(A, y) d(y, x) = dt(x, y). Similarly
d(x, A) − d(y, A) d(x, y) whenever x, y ∈ X . 
The next result can be found in [14], but we include a short proof which motivates our deﬁnition of D .
Remark 4. (Compare [14, Lemma 3.1].) We note that dH (A, B) = D( f A, f B) whenever A, B ∈ P0(X) where dH (A, B) =
supb∈B d(A,b) ∨ supa∈A d(a, B) is the extended Hausdorff quasi-pseudometric on P0(X).
Proof. It suﬃces to prove that for given A, B ∈ P0(X), ρ1(A, B) := supb∈B d(A,b) is equal to ρ2(A, B) := supx∈X (d(A, x) −
d(B, x)), since similarly one can show that supa∈A d(a, B) = supx∈X (d(x, B) − d(x, A)).
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sequence (xn)n∈N in X such that
ρ2(A, B) = lim
n→∞d(A, xn) − d(B, xn).
For each n ∈N ﬁnd bn ∈ B such that d(bn, xn) d(B, xn) + 1n . Hence for each n ∈N,
d(A, xn) − d(B, xn) d(A,bn) + d(bn, xn) − d(B, xn) ρ1(A, B) + 1
n
.
Thus ρ2(A, B) ρ1(A, B). 
5. The di-injective hull q(X,d) of the di-space (X,d)
We say that a pair f ∈ F P(X,d) is ample if for all x, y ∈ X , we have d(x, y) f2(x)+ f1(y). The set of all ample function
pairs on a di-space (X,d) will be denoted by A(X,d).
Lemma 2. For each a ∈ X, fa is ample.
Proof. Indeed d(x, y) ( fa)2(x) + ( fa)1(y) = d(x,a) + d(a, y) whenever x, y ∈ X . 
We say that a pair f is extremal (among the ample pairs) if it is ample and whenever g is ample and for each x ∈ X ,
g1(x) f1(x) and g2(x) f2(x),5 then g = f .
Lemma 3. (Compare Example 6.) Any extremal function pair f satisﬁes f1(x) − f1(y)  dt(x, y) whenever x, y ∈ X and f2(x) −
f2(y) d(x, y) whenever x, y ∈ X. Hence f1 is nonexpansive on (X,dt) and f2 is nonexpansive on (X,d), when considered as maps
into ([0,∞),u), where u denotes the restriction of the di-metric considered in Example 1. (In particular for each extremal function
pair f , the function f1 is τ (d)-upper semi-continuous and τ (dt)-lower semi-continuous, and f2 is τ (d)-lower semi-continuous and
τ (dt)-upper semi-continuous.)
Proof. Let us consider f2. Suppose the contrary. Then there are x0, y0 ∈ X such that f2(x0) > d(x0, y0) + f2(y0). Set
g2(x) = f2(x) if x ∈ X and x = x0, and g2(x) = d(x0, y0) + f2(y0) if x = x0. Clearly ( f1, g2) < ( f1, f2). Let x, y ∈ X . Then
d(x, y) f2(x) + f1(y) = g2(x) + f1(y) if x = x0.
So assume that x = x0 and y ∈ X . Then d(x, y) = d(x0, y)  d(x0, y0) + d(y0, y)  d(x0, y0) + f2(y0) + f1(y) 
g2(x0) + f1(y). It follows that ( f1, g2) is ample and we have reached a contradiction to the minimality of ( f1, f2).
Similarly one shows that f1(x) − f1(y) dt(x, y), or equivalently f1(x) −˙ f1(y) dt(x, y), whenever x, y ∈ X . 
We shall assume that the reader is familiar with the usual construction of the (metric) hyperconvex hull m(X,d) of
a metric space (X,m) (see [7,4]). Indeed m(X,m) consists of all the extremal functions f : X → [0,∞), where we call f
ample if m(x, y) f (x)+ f (y) whenever x, y ∈ X , and f is called extremal among the ample functions on X if it is minimal
with respect to the pointwise order on these functions. Then E( f , g) = supx∈X | f (x) − g(x)| whenever f , g ∈ m(X,m)
deﬁnes a metric on m(X,m). Furthermore given x ∈ X , hX (x) =m(x, y) whenever y ∈ X deﬁnes an isometric embedding of
(X,m) into (m(X,m), E) (see e.g. [5] and [9]).
Let (X,d) be a di-space. In the following by q(X,d) (or more brieﬂy by q(X)) we shall denote the set of all extremal
function pairs in A(X,d). In due course we shall show that (q(X,d), D) is isometric to the Isbell-hull of (X,d), where, for
convenience, D also denotes the restriction of D to q(X,d).
Proposition 3. Let f be an ample function pair on a di-space (X,d) such that f1 is nonexpansive on (X,dt) and f2 is nonexpansive
on (X,d) (compare Lemma 3).
Furthermore suppose that there is a sequence (an)n∈N in X with limn→∞ f1(an) = 0 and limn→∞ f2(an) = 0. Then f is an ex-
tremal pair.
Proof. Suppose otherwise. Then there is an ample pair g such that g < f . Without loss of generality we assume that there
is x0 ∈ X such that g2(x0) < f2(x0). (The second case is dealt with analogously.) Therefore by our nonexpansivity assumption
applied to f2 and by ampleness of g , we have that f2(x0)− f2(an) d(x0,an) g2(x0)+ g1(an) f2(x0)+ f1(an) whenever
n ∈ N. Thus f2(x0) = limn→∞ d(x0,an) = g2(x0)—a contradiction. Hence f is an extremal pair. 
Lemma 4. For each a ∈ X, the pair fa belongs to q(X,d).
5 In this case, we shall write g f . Furthermore g < f will mean g f and g = f .
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Lemma 5. Suppose that (X,d) is a di-space and ( f1, f2) ∈ q(X,d) such that f1(a) = 0 = f2(a) for some a ∈ X. Then ( f1, f2) =
eX (a).
Proof. By ampleness of ( f1, f2) we have d(x,a)  f2(x) + 0 and d(a, x)  0 + f1(x) whenever x ∈ X . Therefore eX (a) 
( f1, f2) and thus eX (a) = ( f1, f2), since ( f1, f2) is an extremal pair. 
Our next result describes a connection between the two functions of an extremal pair of functions.
Lemma 6. Suppose that ( f1, f2) is an extremal pair on a di-space (X,d). Then
f2(x) = sup
y∈X
(
d(x, y) −˙ f1(y)
)= sup
y∈X
(
( fx)1(y) −˙ f1(y)
)
and f1(x) = supy∈X (d(y, x) −˙ f2(y)) = supy∈X (( fx)2(y) −˙ f2(y)) whenever x ∈ X.
Proof. Since ( f1, f2) is an ample pair, supy∈X (d(y, x) − f2(y)) f1(x) whenever x ∈ X .
Suppose that there is x0 ∈ X such that supy∈X (d(y, x0) −˙ f2(y)) < f1(x0). Set h1(x) = f1(x) if x ∈ X and x = x0, and
h1(x0) = supy∈X (d(y, x0) −˙ f2(y)). Then (h1, f2) is ample: Indeed for any y ∈ X we have d(y, x0)− f2(y) supa∈X (d(a, x0)−
f2(a)). Thus
d(y, x0) f2(y) + sup
a∈X
(
d(a, x0) −˙ f2(a)
)= f2(y) + h1(x0)
whenever y ∈ X . It follows that (h1, f2) is ample and (h1, f2) < ( f1, f2), but ( f1, f2) was extremal. We have reached
a contradiction and conclude that f1(x) = supy∈X (d(y, x) −˙ f2(y)) whenever x ∈ X . Given x ∈ X , the deﬁnition of fx (see
Lemma 1) yields the second equality supy∈X (d(y, x) −˙ f2(y)) = supy∈X (( fx)2(y) −˙ f2(y)).
Similarly one shows that f2(x) = supy∈X (d(x, y) −˙ f1(y)) = supy∈X (( fx)1(y) −˙ f1(y)) whenever x ∈ X . 
For the metric version of our next result we refer the reader to [4, p. 331].
Lemma 7. Let ( f1, f2), (g1, g2) be extremal pairs of functions on a di-space (X,d). Then
D
(
( f1, f2), (g1, g2)
)= sup
x∈X
(
f1(x) −˙ g1(x)
)= sup
x∈X
(
g2(x) −˙ f2(x)
)
.
Proof. Suppose ﬁrst that there is x ∈ X such that f1(x)− g1(x) > 0. Consider any a ∈ X . Then f1(x)− g1(x) d(a, x)− g1(x)+
f1(x)−d(a, x) g2(a)+ f1(x)−d(a, x), because (g1, g2) is ample. Given  > 0 we can ﬁnd some a ∈ X such that f1(x)− 
d(a, x) − f2(a), because f1(x) = supa∈X (d(a, x) − f2(a)) by Lemma 6, since f1(x) is positive. Hence there is a ∈ X such that
f1(x)− g1(x) g2(a)+ f1(x)−d(a, x) g2(a)− f2(a)+  supa∈X (g2(a)− f2(a))+ . Consequently supx∈X ( f1(x)− g1(x))
supa∈X (g2(a) − f2(a)) +  . Since  was arbitrary we have that supx∈X ( f1(x) − g1(x))  supx∈X (g2(x) − f2(x)). Similarly,
0< supx∈X (g2(x) − f2(x)) implies that supx∈X (g2(x) − f2(x)) supx∈X ( f1(x) − g1(x)).
We therefore conclude that supx∈X ( f1(x) −˙ g1(x)) = supx∈X (g2(x) −˙ f2(x)). 
Remark 5. It follows from Lemma 7 that the deﬁnition of D in Deﬁnition 7 is unnecessarily complicated if one is only
interested in extremal pairs of functions. In fact in this case we could also replace the pairs by their ﬁrst components (resp.
their second components) without losing information about their distance. Let us note however that in order to describe
“minimality” we need both components: For instance if a, b are distinct points of a di-space (X,d) such that d(a,b) = 0,
then ( fa)1  ( fb)1  d(b,a) + ( fa)1 and ( fb)2  ( fa)2  ( fb)2 + d(b,a). In particular ( fa)1 and ( fb)1 are comparable, but
distinct because ( fa)1(a) = 0 and ( fb)1(a) = d(b,a) > 0.
Although the next lemma is an immediate consequence of Lemmas 6 and 7, we sketch a self-contained proof, since it is
fairly straightforward.
Lemma 8. Let f be an extremal pair and a ∈ X. Then D( f , fa) = f1(a) and D( fa, f ) = f2(a).
Proof. We have f1(a) supx∈X ( f1(x)−d(a, x)), because d(a,a) = 0. Furthermore for any x ∈ X , f1(x)− f1(a) dt(x,a), since
f1 is nonexpansive on (X,dt) by Lemma 3. Thus f1(x) − d(a, x) f1(a) whenever x ∈ X . So supx∈X ( f1(x) − d(a, x)) = f1(a).
Furthermore d(x,a) − f2(x)  f1(a) whenever x ∈ X , since f is ample. So supx∈X (( fa)2(x) −˙ f2(x))  f1(a). (In fact it is
stated in Lemma 6 that equality holds in the last inequality.) According to the deﬁnition of D , certainly D( f , fa) = f1(a).
Similarly one veriﬁes that f2(a) = supx∈X ( f2(x)−d(x,a)) and supx∈X (d(a, x) −˙ f1(x)) f2(a), where indeed by Lemma 6
the last inequality is an equality. In particular D( fa, f ) = f2(a) according to the deﬁnition of D . 
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f1(a) + g2(a) by Lemma 8. Hence D is a di-metric on q(X,d).
The following ideas are basic in Dress’s theory of tight extensions of metric spaces (see [4]). Since they ﬁt well here, we
state them in an asymmetric version although it is not our intention to investigate tight extensions further in this article.
Remark 7. For all f , g ∈ q(X,d) we have
D( f , g) = sup
x1,x2∈X
[
d(x1, x2) − f2(x1) − g1(x2)
]∨ 0.
Assume ﬁrst that for some f , g ∈ q(X) we have D( f , g) > 0. Then for each  > 0 there is x1 ∈ X such that g2(x1) −
f2(x1) > 0 and D( f , g)−   g2(x1)− f2(x1) by Lemma 7. Since g2(x1) > 0, by Lemma 6 there is x2 ∈ X such that g2(x1)−
  d(x1, x2) − g1(x2) and hence g2(x1) − d(x1, x2)−g1(x2) +  .
Thus g2(x1) − f2(x1)  d(x1, x2) − f2(x1) + g2(x1) − d(x1, x2)  d(x1, x2) − f2(x1) − g1(x2) +   d(x1, x2) − D( fx1 , f ) −
D(g, fx2 ) +  .
Consequently D( f , g) supx1,x2∈X [D( fx1 , fx2 )− D( fx1 , f )− D(g, fx2 )]∨0, which also holds in the remaining case where
for f , g ∈ q(X) we have D( f , g) = 0.
Furthermore D( fx1 , fx2 )−D( fx1 , f )−D(g, fx2 ) D( f , g) whenever f , g ∈ q(X) and x1, x2 ∈ X by the triangle inequality.
Thus [D( fx1 , fx2 )− D( fx1 , f )− D(g, fx2 )]∨0 D( f , g) whenever f , g ∈ q(X) and x1, x2 ∈ X , which establishes the claimed
equality D( f , g) = supx1,x2∈X [d(x1, x2) − f2(x1) − g1(x2)] ∨ 0 whenever f , g ∈ q(X,d).
It follows from this formula that the isometric map eX : (X,d) → (q(X,d), D) has the following “tightness” property:
If q is any quasi-pseudometric on q(X,d) such that q  D and q(eX (x), eX (y)) = D(eX (x), eX (y)) whenever x, y ∈ X , then
D( f , g) = q( f , g) whenever f , g ∈ q(X,d): In fact let f , g ∈ q(X,d). Then
D( f , g) = sup
x1,x2∈X
[
D( fx1 , fx2) − D( fx1 , f ) − D(g, fx2)
]∨ 0
 sup
x1,x2∈X
[
q( fx1 , fx2) − q( fx1 , f ) − q(g, fx2)
]∨ 0 q( f , g) ∨ 0 q( f , g).
Therefore q( f , g) = D( f , g) whenever f , g ∈ q(X,d).
Let (Y ,dY ) be a metric space. We recall that it is called injective provided that for any metric space (X,dX ), any sub-
space A of (X,dX ) and any nonexpansive map f : A → (Y ,dY ), f can be extended to a nonexpansive map g : (X,dX ) →
(Y ,dY ). It is known that a metric space is hyperconvex if and only if it is injective ([9, Theorem 4.7] or [5, Theorem 4.2]).
We are now going to establish a similar result about Isbell-convexity.
Deﬁnition 8. Let (Y ,dY ) be a di-space. Then it is called di-injective provided that for any di-space (X,dX ), any subspace A
of (X,dX ) and any nonexpansive map f : A → (Y ,dY ), f can be extended to a nonexpansive map g : (X,dX ) → (Y ,dY ).
In a slightly different terminology the following result can be found in [18, Proposition 9]. Since the article [18] is not
readily accessible, we include a proof of this result, which essentially follows the ideas of its metric counterpart.
Theorem 1. A di-space is Isbell-convex if and only if it is di-injective.
Proof. First assume that (X,d) is an Isbell-convex di-space. Let A be a di-space and T : A → X be a nonexpansive map.
Furthermore let (M,q) be a di-space containing A as a subspace. Consider the following set C = {(T F , F ) | T F : F → X ,
A ⊆ F ⊆ M , F is a subspace of M and T F is a nonexpansive extension of T }. We have (T , A) ∈ C . Therefore, C is nonempty.
On the other hand, one can partially order C by (T F , F ) (TG ,G) if and only if F ⊆ G and the restriction of TG to F is T F . It
is easy to see that C satisﬁes the hypothesis of Zorn’s lemma. Therefore, C has maximal elements. Let (T1, F1) be a maximal
element of C .
Let us show that F1 = M . Assume not. Let z ∈ M \ F1 and set F = F1 ∪ {z}. Let us extend T1 to F . Consider the family of
balls (
Cd
(
T1(x),q(x, z)
)
,Cdt
(
T1(x),q
t(x, z)
))
x∈F1 .
Since d(T1(x), T1(y)) q(x, y) q(x, z) + q(z, y) for all x, y ∈ F1, the Isbell-convexity of X implies that⋂
x∈F1
[
Cd
(
T1(x),q(x, z)
) ∩ Cdt (T1(x),qt(x, z))] = ∅.
Let z1 be any point in this intersection. Deﬁne T ∗ : F → X as follows:
T ∗(x) = T1(x) if x ∈ F and x = z, and T ∗(x) = z1 if x = z.
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d
(
T ∗(x), T ∗(y)
)= d(z1, T1(y)) if x = z, y = z;
d
(
T ∗(y), T ∗(x)
)= d(T1(y), T1(x)) if x, y = z,
and
d
(
T ∗(y), T ∗(x)
)= d(T1(y), z1) if x = z, y = z.
Consequently we can see that for arbitrary x, y ∈ F , d(T ∗(x), T ∗(y)) q(x, y). Therefore, T ∗ is a nonexpansive extension
of T , and thus (T ∗, F ) belongs to C . Hence (T1, F1)  (T ∗, F ) and (T1, F1) = (T ∗, F ). This contradicts the maximality of
(T1, F1). It follows that F1 = M and hence T has a nonexpansive extension to M . Consequently, X is di-injective.
For the converse, we assume that (X,d) is di-injective. We are going to prove that X is Isbell-convex. Suppose that we
are given a family (xi)i∈I of pairwise distinct points in X and two families of nonnegative real numbers (ri)i∈I , (si)i∈I such
that d(xi, x j) ri + s j whenever i, j ∈ I .
Similarly as before, consider the set A(A,d) of all nonnegative real-valued pairs of functions f = ( f1, f2) deﬁned on the
set A = {xi: i ∈ I} such that d(xi, x j) f2(xi) + f1(x j) whenever i, j ∈ I . The distance between the elements of A is the one
inherited from X . As usual, here we write d for the restriction of d to A. By our assumption the pair (s, r) of functions such
that
r : A → [0,∞) s : A → [0,∞)
xi → r(xi) = ri xi → s(xi) = si
belongs to A(A,d).
The set A(A,d) is partially ordered by the afore-mentioned pointwise order on the pair functions. It is readily seen
that the inﬁmum of a chain K of ample pairs in A(A,d) is ample: Otherwise there are x, y ∈ X and f , g ∈ K such that
d(x, y) > f2(x) + g1(y), which contradicts the fact that min{ f , g} is ample. Hence, Zorn’s lemma implies the existence of
a minimal element ( f1, f2) ∈ A(A,d) smaller than (s, r), i.e.{
f1(xi) s(xi) = si,
f2(xi) r(xi) = ri
whenever i ∈ I .
We now consider two cases:
Case 1: There is a ∈ A such that (eA(a))(x) = (d(a, x),d(x,a)) = ( f1(x), f2(x)) whenever x ∈ A. Then
a ∈
⋂
i∈I
(
Cd(xi, ri) ∩ Cdt (xi, si)
) = ∅.
Case 2: ( f1, f2) = eA(a) whenever a ∈ A.
Using the minimality of ( f1, f2), it follows from Lemma 3 that, for any i, j ∈ I , f1(xi)  f1(x j) + d(x j, xi) and f2(xi) 
d(xi, x j) + f2(x j).
Let ω be a point not in the set A. Consider A∗ = A ∪ {ω}. For the new point ω set d(ω, xi) = f1(xi) and d(xi,ω) = f2(xi),
whenever i ∈ I , as well as d(ω,ω) = 0. Using extremality of f , it is readily checked that d satisﬁes the triangle inequality
on A∗ . Since for any a ∈ A, f1(a) or f2(a) is positive by Lemma 5, (A∗,d) is a di-space which contains A as a subspace.
Then according to di-injectivity of (X,d), there exists a nonexpansive extension R : A∗ → X of the inclusion map (deﬁned
from A into X ). It is obvious that d(xi, R(ω)) = d(R(xi), R(ω))  d(xi,ω) = f2(xi)  ri whenever i ∈ I , and d(R(ω), xi) =
d(R(ω), R(xi)) d(ω, xi) = f1(xi) si whenever i ∈ I .
Thus R(ω) ∈⋂i∈I (Cd(xi, ri) ∩ Cdt (xi, si)) = ∅. We have shown that X is Isbell-convex. 
Proposition 4. Let (X,d) be a di-space. Then ( f1, f2) ∈ q(X,d) implies that ( f2, f1) ∈ q(X,dt). It follows that
s :
(
q(X,d), D
)→ (q(X,dt), Dt)
where s is deﬁned by s(( f , g)) = (g, f ) whenever ( f , g) ∈ q(X,d) is a bijective isometric map. (Hence the Isbell-hull of (X,d) is
isometric to the conjugate space of the Isbell-hull of (X,dt).)
Proof. Suppose that ( f1, f2) ∈ q(X,d). Let x, y ∈ X . Then d(y, x)  f2(y) + f1(x). Therefore dt(x, y)  f1(x) + f2(y)
whenever x, y ∈ X . Obviously ( f2, f1) is extremal on (X,dt), since ( f1, f2) is extremal on (X,d). By the preceding ob-
servation and (dt)t = d, it is evident that s : (q(X,d), D) → (q(X,dt), Dt) is a bijection. It is an isometric map, since
Dt(s( f1, f2), s(g1, g2)) = D((g2, g1), ( f2, f1)) = D(( f1, f2), (g1, g2)) whenever ( f1, f2), (g1, g2) ∈ q(X,d). 
Proposition 5. Let (X,m) be a metric space. Then h( f ) = ( f , f ) deﬁnes an isometric embedding of (m(X,m), E) into (q(X,m), D).
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k2  f . Then, since m is a metric, obviously ( k1+k22 ,
k1+k2
2 ) ∈ A(X,m), too. Thus k1+k22 is an ample function on the metric
space (X,m). By minimality of f , k1+k22 = f . But then k1 = f and k2 = f , since k1  f and k2  f . Thus ( f , f ) ∈ q(X,m).
Let f , g ∈ m(X,m). Then E( f , g) = supx∈X | f (x) − g(x)| = supx∈X ( f (x) −˙ g(x)) ∨ supx∈X (g(x) −˙ f (x)) = D(( f , f ), (g, g)).
Hence p : (m(X,m), E) → (q(X,m), D) is an isometric embedding, where p( f ) = ( f , f ) whenever f ∈ m(X,m). 
We next prove the basic properties of q(X), following essentially the pattern known from the corresponding theory of
metric spaces (see [5, Section 8] or [9, Section 4.7]).
The following auxiliary result will be useful.
Lemma 9. Let A be a nonempty subset of a di-space (X,d) and let (r1, r2) : A → [0,∞) be such that for all x, y ∈ A, d(x, y) 
r2(x) + r1(y). Then there exists (R1, R2) : X → [0,∞) which extends the pair (r1, r2) such that for all x, y ∈ X, d(x, y) 
R2(x) + R1(y). Moreover, there exists an extremal pair of functions ( f1, f2) deﬁned on X such that for all x ∈ X, f1(x)  R1(x)
and f2(x) R2(x).
Proof. Choose x0 ∈ A ﬁxed. Deﬁne (R1, R2) : X → [0,∞) by setting R1(x) = r1(x) if x ∈ A, R1(x) = r1(x0) + d(x0, x) if x /∈ A,
R2(x) = r2(x) if x ∈ A, and R2(x) = d(x, x0) + r2(x0) if x /∈ A. We next check the claim that (R1, R2) is ample. Let x, y ∈ X .
We consider four cases.
Case 1: x, y ∈ A ⇒ d(x, y) R2(x) + R1(y) by assumption.
Case 2: x /∈ A, y ∈ A ⇒ d(x, y) d(x, x0)+d(x0, y) d(x, x0)+ r2(x0)+ r1(y) R2(x)+ R1(y) by the triangle inequality
and assumptions.
Case 3 (similarly, as in Case 2): x ∈ A, y /∈ A ⇒ d(x, y) d(x, x0) + d(x0, y) r2(x) + r1(x0) + d(x0, y) R2(x) + R1(y).
Case 4: x /∈ A, y /∈ A ⇒ d(x, y)  d(x, x0) + d(x0, y)  d(x, x0) + r2(x0) + r1(x0) + d(x0, y)  R2(x) + R1(y) by triangle
inequality and assumption.
Then (R1, R2) : X → [0,∞) extends (r1, r2) such that for all
x, y ∈ X, d(x, y) R2(x) + R1(y).
So (R1, R2) is an ample pair on X . Since A(X,d) is partially ordered by the pointwise order on function pairs, Zorn’s lemma
implies the existence of an extremal pair f = ( f1, f2) deﬁned on X such that f1(x)  R1(x) and f2(x)  R2(x) whenever
x ∈ X . 
Proposition 6. Let (X,d) be a di-space. If s = (s1, s2) is an extremal pair of functions on the di-space q(X), then s ◦ eX is an extremal
pair of functions on X.
Proof. Let s = (s1, s2) be an extremal pair of functions on the di-space q(X). Note that for any x, y ∈ X , we have d(x, y) =
D( fx, f y) = D(eX (x), eX (y))  s2(eX (x)) + s1(eX (y)), because (s1, s2) is ample on q(X). Consequently the pair s ◦ eX is
ample on X . Assume that s ◦ eX is not an extremal pair of functions on X . Then there exists a pair (h1,h2) ∈ q(X) such
that h1(x) s1(eX (x)) and h2(x) s2(eX (x)) whenever x ∈ X , and one of the inequalities is strict at some point x0 ∈ X .
In the following we shall consider the case that h1(x0) < s1(eX (x0)). (The case h2(x0) < s2(eX (x0)) can be dealt with sim-
ilarly.) Deﬁne the function pair (t1, t2) on q(X) where t2( f ) = s2( f ) whenever f ∈ q(X), and for f ∈ q(X), t1( f ) = s1( f )
if f = eX (x0) and t1( f ) = h1(x0) if f = eX (x0).
Let us show that (t1, t2) satisﬁes the inequality D( f , g)  t2( f ) + t1(g) whenever f , g ∈ q(X). This will contradict
the fact that (s1, s2) is an extremal pair of functions on q(X) so that our assumption that (h1,h2) exists is false. Since
(t1, t2) and (s1, s2) coincide almost everywhere and (s1, s2) is an ample pair of functions, we only need to prove the above
inequality for g = eX (x0) and any f ∈ q(X), i.e. D( f , eX (x0)) t2( f ) + t1(eX (x0)). So ﬁx f ∈ q(X).
The case that f1(x0) = D( f , eX (x0)) = 0 (see Lemma 8) is trivial. So assume that f1(x0) > 0.
Then by Lemma 6 f1(x0) = supy∈X (d(y, x0) − f2(y)). Therefore for any δ > 0 there exists y ∈ X such that f1(x0) − δ 
d(y, x0) − f2(y). Then f2(y) + D( f , eX (x0)) − δ = f2(y) + f1(x0) − δ  d(y, x0) and d(y, x0) h2(y) + h1(x0) s2(eX (y)) +
t1(eX (x0)).
Since (s1, s2) is an extremal pair of functions on q(X), by Lemma 3 s2(eX (y)) s2( f ) + D(eX (y), f ) = t2( f ) + f2(y).
So we have the two inequalities f2(y) + D( f , eX (x0)) − δ  s2(eX (y)) + t1(eX (x0)) and s2(eX (y)) t2( f ) + f2(y).
Adding the two inequalities, we get f2(y)+ D( f , eX (x0))− δ + s2(eX (y)) t2( f )+ f2(y)+ s2(eX (y))+ t1(eX (x0)) which
leads to D( f , eX (x0))−δ  t2( f )+t1(eX (x0)). Since δ was arbitrary, we proved the desired inequality D( f , eX (x0)) t2( f )+
t1(eX (x0)). We conclude that s ◦ eX is indeed extremal and thus s ◦ eX ∈ q(X). 
Proposition 7. The following statements are true for any di-space (X,d).
(a) q(X) is Isbell-convex.
(b) q(X) is an Isbell-hull of X , i.e. no proper subset of q(X) which contains X (identiﬁed with eX (X)) as a subspace is Isbell-convex.
The Isbell-hull of the di-space (X,d) is unique up to isometries.
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q(X) and (ri)i∈I and (si)i∈I be two families of nonnegative real numbers such that D( f i, f j) ri + s j whenever i, j ∈ I . Set
Y = { f i: i ∈ I}. Deﬁne a map s : Y → [0,∞) by s( f i) = si and a map r : Y → [0,∞) by r( f i) = ri whenever i ∈ I . By Lemma 9,
we extend the function pair (s, r) to (S, R) on the entire set q(X) such that D( f , g) R( f ) + S(g) whenever f , g ∈ q(X).
Using Lemma 9, there exists an extremal pair h = (h1,h2) of functions on q(X) such that{
h2  R,
h1  S
where R and S are the extensions of r and s, respectively.
Using the property established in Proposition 6 for extremal pairs of functions on q(X), we know that h ◦ eX ∈ q(X). It
is then easy to see that
h ◦ eX ∈
⋂
f ∈q(X)
(
CD
(
f , R( f )
)∩ CDt ( f , S( f )))⊆⋂
i∈I
(
CD( f i, ri) ∩ CDt ( f i, si)
)
.
Indeed, the distance D between h ◦ eX and any f = ( f1, f2) ∈ q(X) is deﬁned by
D(h ◦ eX , f ) = sup
x∈X
{
h1
(
eX (x)
) −˙ f1(x)}∨ sup
x∈X
{
f2(x) −˙ h2
(
eX (x)
)}
.
Using Lemma 8, we can write f1(x) = D( f , eX (x)) and f2(x) = D(eX (x), f ). Furthermore, since (h1,h2) is an extremal pair
of functions on q(X) and using Lemma 3, we see that
h1
(
eX (x)
)− D( f , eX (x)) h1( f ).
By ampleness of (h1,h2), we see that
D
(
eX (x), f
)− h2(eX (x)) h1( f ).
By the choice of h = (h1,h2), we have
h1( f ) S( f ).
Therefore we get that
D(h ◦ eX , f ) h1( f ) S( f )
whenever f = ( f1, f2) ∈ q(X). Similarly we see that
D( f ,h ◦ eX ) h2( f ) R( f )
whenever f = ( f1, f2) ∈ q(X). The proof is therefore complete.
(b) Let H be a subset of q(X) such that X ⊆ H . Assume that H is Isbell-convex, hence di-injective by Theorem 1. There
exists a nonexpansive map R = (R1, R2) extending the inclusion map i : X → H such that
R = (R1, R2) :q(X) → H,
f = ( f1, f2) → R( f ) =
(
R1( f ), R2( f )
)
.
Using Lemma 8 and nonexpansivity of R = (R1, R2), we have(
R1( f )
)
(x) = D(R( f ), fx)= D(R( f ), R( fx)) D( f , fx) = f1(x)
whenever x ∈ X . Similarly (R2( f ))(x) f2(x) whenever x ∈ X .
Since f = ( f1, f2) is an extremal pair of functions on X , we must have R1( f ) = f1 and R2( f ) = f2. This implies that R
is the identity map on q(X) and H = q(X). Consequently, no proper subset of q(X) which contains X is Isbell-convex.
Let H be any Isbell-convex di-space which contains X as a subspace such that no proper subset of H which contains X
as a subspace is Isbell-convex. Consider a nonexpansive map φ :q(X) → H extending the isometric map i : eX (X) → H
deﬁned by i(eX (x)) = x whenever x ∈ X . Furthermore consider a nonexpansive map ψ : H → q(X) extending the map
i−1 : X → q(X). Then the nonexpansive map ψ ◦ φ :q(X) → q(X) extends the identity map on eX (X). The argument
described in the ﬁrst step of the present proof implies that ψ ◦ φ is the identity map on q(X). This implies that φ is an
injective isometric map, because both φ and ψ are nonexpansive. Therefore φ(q(X)) is an Isbell-convex subspace of H
containing X . We deduce that φ(q(X)) = H , and thus φ is bijective and φ−1 = ψ . We have shown that q(X) and H are
isometric di-spaces. 
With the help of Proposition 7 and Lemma 5 we obtain the following corollary.
Corollary 4. The following statements are equivalent for a di-space (X,d):
(a) (X,d) is Isbell-convex.
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(c) For each f ∈ q(X) there is x ∈ X such that f1(x) = 0 = f2(x).
Some authors have described the completion of a metric space with the help of its hyperconvex hull (see for in-
stance [12,13]).6 In the asymmetric context we obtain a corresponding result as follows.
Remark 8. Let (X,d) be a di-space and q(X,d) be its Isbell-hull. Since an Isbell-convex di-space is bicomplete by Corol-
lary 3, the τ (Ds)-closure of eX (X) in q(X,d) yields a subspace of q(X,d) that is isometric to the (quasi-metric) bicomple-
tion of (X,d). Of course, f ∈ q(X,d) belongs to the τ (Ds)-closure of eX (X) if and only if there is a sequence (an)n∈N in X
such that limn→∞ Ds( fan , f ) = 0. In the light of the distance formula proved above (see Lemma 8) this formula is equivalent
to the existence of a sequence (an)n∈N in X such that limn→∞ f1(an) = 0 and limn→∞ f2(an) = 0.
It is known that a compact metric space (X,m) has a compact hyperconvex hull m(X,m) (see e.g. [9, p. 93]). In
the following we establish a similar result about joincompact (that is, τ (ds) is compact) di-spaces (X,d). While the met-
ric result is usually based on the Arzelà–Ascoli theorem, our approach here relies on an ad-hoc argument in the spirit
of [5, Lemma 5.10], because we are not aware of a version of the Arzelà–Ascoli theorem that is suitable in our case. Re-
call that a quasi-pseudometric space (X,d) is called totally bounded provided that the pseudometric space (X,ds) is totally
bounded.
Proposition 8. If (X,d) is a totally bounded di-space, then the di-space (q(X,d), D) is totally bounded, too.
Proof. By total boundedness of (X,d) there are k ∈N and y1, . . . , yk ∈ X such that for each x ∈ X , there is i ∈ {1, . . . ,k} such
that ds(x, yi) 1. It then follows from the triangle inequality that for any x, y ∈ X we have d(x, y) b := max{d(yi, y j)+ 2:
i, j ∈ {1, . . . ,k}}, that is, d is bounded. Obviously boundedness of d by b > 0 implies that f1(X), f2(X) ⊆ [0,b] whenever
( f1, f2) is an extremal pair of functions, since otherwise the pair (min{b, f1},min{b, f2}) would be ample, too, which yields
a contradiction.
Let now  > 0. By total boundedness of (X,d), there exist n ∈ N and x1, . . . , xn ∈ X such that for any x ∈ X , there exists
i ∈ {1, . . . ,n} such that ds(x, xi) <  .
There are ﬁnitely many c1, . . . , cm ∈ [0,b] such that for any c ∈ [0,b] there is i ∈ {1, . . . ,m} such that |c − ci |  .
Consider any pair function (ψ1,ψ2) ∈ {1, . . . ,m}{1,...,n} × {1, . . . ,m}{1,...,n} . Deﬁne
λ(ψ1,ψ2) =
{
( f1, f2) ∈ q(X,d): sup
1in
(∣∣ f1(xi) − cψ1(i)∣∣∨ ∣∣ f2(xi) − cψ2(i)∣∣) 
}
.
Note that q(X,d) is the union of the ﬁnitely many sets λ(ψ1,ψ2) . We show that⋃
(ψ1,ψ2)∈{1,...,m}{1,...,n}×{1,...,m}{1,...,n}
λ(ψ1,ψ2)
2 ⊆ CD,4,
where
CD,4 :=
{
( f , g) ∈ q(X,d) × q(X,d): D( f , g) 4
}
.
For ﬁxed (ψ1,ψ2) ∈ {1, . . . ,m}{1,...,n} × {1, . . . ,m}{1,...,n} let ( f1, f2), (g1, g2) ∈ λ(ψ1,ψ2) .
Given x ∈ X , there exists i ∈ {1, . . . ,n} such that ds(x, xi)  . Then we have f1(x) −˙ g1(x) ( f1(x) −˙ f1(xi)) + ( f1(xi) −˙
cψ1(i)) + (cψ1(i) −˙ g1(xi)) + (g1(xi) −˙ g1(x)) which implies by Lemma 3 that f1(x) −˙ g1(x) 4 .
Thus supx∈X ( f1(x) −˙ g1(x)) 4 . Analogously one shows that
sup
x∈X
(
g2(x) −˙ f2(x)
)
 4.
We conclude that D(( f1, f2), (g1, g2)) 4 . Hence we are done. 
Corollary 5. If (X,d) is a di-space such that τ (ds) is compact, then Ds induces a compact topology on q(X,d).
Proof. If τ (ds) is compact, then the di-metric d is totally bounded. By Proposition 8 (q(X,d), D) is totally bounded. The re-
sult follows, since the metric Ds is always complete on q(X,d), because (q(X,d), D) is Isbell-convex (see Corollary 3). 
We ﬁnish this paper by explicitly computing for two simple di-spaces their Isbell-hulls.
Example 7. Let X = {0,1} be equipped with the discrete metric d(x, x) = 0 whenever x ∈ X and d(x, y) = 1 whenever x = y.
As expected, the Isbell-hull q(X,d) of (X,d) is strictly larger than the (metric) hyperconvex hull m(X,d) of (X,d):
6 The metric analogue of Proposition 3 (which we obtain by setting d = dt and f1 = f2; compare Proposition 5) explains why in metric completion
theories the extremality of the functions needed to build the completion is normally not mentioned (see [13, p. 222]).
E. Kemajou et al. / Topology and its Applications 159 (2012) 2463–2475 2475For each (α,β) ∈ [0,1]2 deﬁne (α,β) = ((α,β)1, (α,β)2) as follows: (α,β)1(0) = α, (α,β)1(1) = β , (α,β)2(0) = 1 − β
and (α,β)2(1) = 1− α. It is readily checked that these are exactly the extremal function pairs belonging to q(X,d).
Note that D((α,β), (α′, β ′)) = (α −˙ α′) ∨ (β −˙ β ′) whenever (α,α′), (β,β ′) ∈ [0,1]2.
Hence the Isbell-hull q(X,d) of (X,d) can be identiﬁed with ([0,1]× [0,1], D). Obviously the (metric) hyperconvex hull
m(X,d) of (X,d) is isometric to the subspace of function pairs ( f1, f2) satisfying f1 = f2, that is, the metric subspace
{(α,1− α): α ∈ [0,1]} (compare Proposition 5).
Example 8. Let X = {0,1} with d(0,1) = 0, d(1,0) = 1, d(0,0) = 0 and d(1,1) = 0. For each α ∈ [0,1] set ( fα)1(0) = α,
( fα)1(1) = 0, ( fα)2(0) = 0, and ( fα)2(1) = 1− α.
It is readily checked that in this way we get q(X,d) = { fα: α ∈ [0,1]}. Note that D( fα, fα′ ) = α −˙ α′ whenever α,α′ ∈
[0,1]. Thus (q(X,d), D) is isometric to the real unit interval with its standard di-metric u restricted to that interval (see
Example 1).
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