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The Briançon–Skoda theorem in its many versions has been studied
by algebraists for several decades. In this paper, under some
assumptions on an F-rational local ring (R,m), and an ideal I
of R of analytic spread  and height g < , we improve on two
theorems by Aberbach and Huneke. Let J be a reduction of I . We
ﬁrst give results on when the integral closure of I+w is contained
in the product J w+1 I[−1] , for any integer w  0, where, given
any primary decomposition of I , I[−1] is the intersection of the
primary components of I of height at most  − 1. In the case that
R is also Gorenstein, we give results on when the integral closure
of I−1 is contained in J .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, all rings are assumed to be commutative and Noetherian with identity.
The theorem of Briançon and Skoda was ﬁrst proved in an analytic setting. Namely, let On =
C{z1, . . . , zn} be the ring of convergent power series in n variables over the ﬁeld of complex num-
bers. Let f ∈ On be a non-unit (i.e., f vanishes at the origin), and let J ( f ) = ( ∂ f∂z1 , . . . ,
∂ f
∂zn
)On be the
Jacobian ideal of f . Then one can see that f ∈ J ( f ), the integral closure of J ( f ) (cf., e.g., [10], Corol-
lary 7.1.4). Since the integral closure of any ideal is always contained in the radical of that same ideal,
in particular there is an integer k such that f k ∈ J ( f ). John Mather raised the following question:
Does there exist an integer k that works for all non-units f ?
Briançon and Skoda ﬁrst answered this question aﬃrmatively by proving that the nth power of f
lies in J( f ). This is an immediate result of the following theorem, proved by analytic methods:
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I+w ⊆ I w+1.
Since f ∈ J ( f ), f n ∈ J ( f )n ⊆ J ( f )n ⊆ J ( f ), by applying the Briançon and Skoda theorem for I =
J ( f ), which has at most n generators (taking w to be zero). Hence f n ∈ J ( f ) and Mather’s question
is answered.
Lipman and Sathaye proved that this purely algebraic result can be extended to arbitrary regular
local rings as follows:
Theorem 1.2. (See [12].) Let (R,m) be a regular local ring and suppose that I is an ideal of R generated by 
elements. Then for all w  0,
I+w ⊆ I w+1.
Lipman and Teissier were partially able to extend this theorem to pseudo-rational rings [13], while
Aberbach and Huneke were able to prove the theorem for F-rational rings and rings of F-rational type
in the equicharacteristic case [3].
Initially motivated by trying to understand the relationship between the Cohen–Macaulayness of
the Rees ring of I , R[It], and the associated graded ring of I , grI R , various authors (see, e.g., [3–6,
8,11,15]) have studied the coeﬃcients involved in the Briançon–Skoda theorem. More speciﬁcally, if
J = (a1, . . . ,a) is a minimal reduction of I and z ∈ I = J  , then when we write z =∑i=1 riai , we
may ask where the coeﬃcients ri lie. For instance, can we say that they lie in I? Heuristically, when
ht(I) < , there is reason to have this occur. One such result is Theorem 3.6 of [4]. We are able to
substantially reduce the necessary hypotheses needed in that paper. Explicitly, we prove the following
result (see the next section for the deﬁnition of I[−1]):
Theorem 3.8. Let (R,m) be an F-rational, Cohen–Macaulay local ring (e.g., an excellent F-rational local ring),
I ⊆ R an ideal of analytic spread  and positive height g < , and let J be any reduction of I . Then for any
integer w  0,
I+w ⊆ J w+1 I[−1].
We are also interested in reducing the power  of I in I ⊆ J . This is possible in Gorenstein
rings, with the aid of local duality, using ideas ﬁrst utilized in [9]. More precisely, we improve on
Theorem 4.1 of [3], due to Aberbach and Huneke, to show:
Theorem 4.2. Let (R,m) be an F-rational Gorenstein local ring of dimension d and characteristic p > 0.
Suppose that I is an ideal of height g and analytic spread  > g. Assume that I = I[−1] and that R/I has
depth at least d −  + 1. Then for any reduction J of I , we have I−1 ⊆ J .
2. Preliminary results
In this section, we review some of the deﬁnitions and results that will be used in this paper.
Let (R,m) be a Noetherian local ring and let I be an ideal of R . An ideal J ⊆ I is a reduction of I
if there exists an integer n such that J In = In+1 [14]. The least such integer is the reduction number
of I with respect to J . A reduction J of I is called a minimal reduction if J is minimal with respect to
inclusion among reductions. When (R,m) is local with inﬁnite residue ﬁeld, every minimal reduction
J of I has the same number of minimal generators. This number is called the analytic spread of I ,
denoted by (I), and we always have the inequalities ht(I)  (I)  dim R . The analytic deviation
of I , denoted by ad(I), is the difference between the analytic spread of I and the height of I , i.e.
ad(I) = (I) − ht(I). We also deﬁne Iun to be the intersection of the minimal primary components
74 I.M. Aberbach, A. Hosry / Journal of Algebra 345 (2011) 72–80of the ideal I (under this deﬁnition Iun has no embedded components but may have components of
different heights or dimensions).
An element x of R is said to be in the integral closure of I , denoted by I , if x satisﬁes an equation
of the form xk +a1xk−1 + · · ·+ak = 0, where ai ∈ I i for 1 i  k. If an ideal J ⊆ I is a reduction, then
J = I .
Let R be a Noetherian ring of prime characteristic p > 0 and let q be a varying power of p. Denote
by Ro the complement of the union of the minimal primes of R and let I be an ideal of R . Deﬁne
I [q] = (iq | i ∈ I), the ideal generated by the qth powers of all the elements of I . The tight closure of
I is the ideal I∗ = {x ∈ R | for some c ∈ Ro, cxq ∈ I [q], for q  0}. We always have that I ⊆ I∗ ⊆ I . If
I∗ = I , then the ideal I is said to be tightly closed. We say that elements x1, . . . , xn of R are parameters
if the height of the ideal generated by them is at least n (we allow them to generate the whole ring,
in which case the height is said to be ∞). The ring R is said to be F-rational if the ideals generated
by parameters are tightly closed.
The remaining ingredients of this section are from [3] and [4].
Deﬁnition 2.1. (See [4], Deﬁnition 2.10.) Let R be a Noetherian local ring and let I be an ideal of
height g . We say that a reduction J = (a1, . . . ,a) of I is generated by a basic generating set if for all
prime ideals P containing I such that i = ht(P ) , (a1, . . . ,ai)P is a reduction of I P .
When the residue ﬁeld of R is inﬁnite, there always exist such basic generating sets, and further-
more, ht((a1, . . . ,ai)In : In+1 + I) i + 1 for n  0 (cf., [6], Lemma 7.2).
The next proposition plays a crucial role for the entire subsequent discussion.
Proposition 2.2. (See [3], Proposition 3.2.) Let (R,m) be an equidimensional and catenary local ring with
inﬁnite residue ﬁeld and let I ⊆ R be an ideal of height g and analytic spread . Let J ⊆ I be a minimal
reduction of I . We assume that J = (a′1, . . . ,a′) is generated by a basic generating set as in Deﬁnition 2.1
above. Let N and w be ﬁxed integers, and suppose that for g + 1  i  , we are given ﬁnite sets of primes
Λi = {Q ji} all containing I and of height i. Then there exist elements a1, . . . ,a and tg+1, . . . , t such that the
following conditions hold. (We set ti = 0 for i  g for convenience.)
1. ai ≡ a′i modulo I2 .
2. For g + 1 i  , ti ∈ mN .
3. b1, . . . ,bg ,bg+1, . . . ,b are parameters, where bi = ai + ti .
4. The images of tg+1, . . . , t in R/I are part of a system of parameters.
5. There is an integer M such that ti+1 ∈ ( Jni IM : IM+n) for all 0 n w +  where J i = (a1, . . . ,ai).
6. ti+1 /∈⋃ j Q ji , the union being over the primes in Λi .
Remark 2.3. We have altered the statement made in part 4 of Proposition 2.2 from that of the original,
but the given statement holds.
Proposition 2.2 allows us to choose a parameter ideal, m-adically as close to I as desired, for which
a sort of Briançon–Skoda result applies. Speciﬁcally:
Theorem 2.4. (See [3], Theorem 3.3.) Let (R,m) be an equidimensional and catenary local ring of characteristic
p having an inﬁnite residue ﬁeld. Let I be an ideal of analytic spread  and positive height g. Let J be a minimal
reduction of I . Fix w and N  0. Choose ai and ti as in Proposition 2.2. SetA = B = (b1, . . . ,bg, . . . ,b). Then
I+w ⊆ (Aw+1)∗.
One of our main goals in this paper is to generalize the next theorem, which is due to Aberbach
and Huneke. We recall that an ideal I satisﬁes a property generically if I P satisﬁes that same property
for every minimal prime P of I .
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reduction J . Let g = ht(I) <  = (I). Suppose that
• R/I is equidimensional,
• R/Iun satisﬁes S−g−1 , and
• I is generically of reduction number at most one.
Then I ⊆ J Iun.
In particular if R/I is equidimensional, I generically has reduction number at most one and I has analytic
deviation 2, then I ⊆ J Iun.
3. The main theorem
We will show that the two hypotheses in Theorem 2.5, Serre’s condition S−g−1 on R/Iun , and the
assumption that I is an ideal generically of reduction number at most one, are not necessary. We will
also show that Iun may be replaced by a (potentially) smaller ideal, which in many instances, also
allows us to remove the hypothesis that I is unmixed.
To set the stage, we ﬁrst dispense with a number of preliminary results.
Lemma 3.1. Let R be a Noetherian ring, J an ideal of R, and x an element of R. Then there exists a positive
integer M such that J :R x∞ = J :R xM .
Proof. J :R x ⊆ J :R x2 ⊆ · · · is an increasing sequence of ideals in the Noetherian ring R . 
In the proofs below, we will often rename xM back to x, and assume that J :R x∞ = J :R x.
For the objectives of the main result, the succeeding proposition is pivotal. It is, in some sense, the
reason that we can drop some of the earlier hypotheses to extend previous theorems of Briançon–
Skoda type.
Proposition 3.2. Let R be a Noetherian ring and I an ideal of R. Let t1 be an element of R such that its image
is regular in R/I . Then for any elements t2, . . . , tn of R, there exist elements u2, . . . ,un of R such that for all
2 i  n, ui is a power of ti , and
(
I,u22, . . . ,u
2
n
) : t1 ⊆ (I,u2, . . . ,un).
Proof. Let s1 be the image of t1 in S = R/I and set S1 = S/(s1).
By Lemma 3.1, we can pick u2 ∈ R , a power of t2, such that its image s2 in S1 satisﬁes 0 :S1 s∞2 =
0 :S1 s2. For 3 i  n, pick ui ∈ R , a power of ti , such that its image si in S1 satisﬁes
(
s22, . . . , s
2
i−1
) :S1 s∞i =
(
s22, . . . , s
2
i−1
) :S1 si .
For convenience, we are using the same notation for the elements si in the rings S and S1.
We claim that for 2 i  n, if w ∈ (s22, . . . , s2i ) :S s1, there exists vi such that
w − visi ∈
(
s22, . . . , s
2
i−1
) :S s1.
To prove the claim, let w be in (s22, . . . , s
2
i ) :S s1, then one can write that
s1w = α2s22 + · · · + αi s2i . (3.1)
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αi ∈
(
s22, . . . , s
2
i−1
) :S1 s2i ⊆
(
s22, . . . , s
2
i−1
) :S1 s∞i =
(
s22, . . . , s
2
i−1
) :S1 si .
Hence αi ∈ (s22, . . . , s2i−1) :S1 si , or equivalently αi si ∈ (s1, s22, . . . , s2i−1)S.
Write αi si = vi s1 + xi where xi ∈ (s22, . . . , s2i−1). We get αi s2i = vi s1si + xi si . Replacing this ex-
pression for αi s2i back into (3.1), and combining the terms involving s1, we see that s1(w − vi si) ∈
(s22, . . . , s
2
i−1), which implies that w − vi si ∈ (s22, . . . , s2i−1) :S s1, as desired.
Therefore, we can conclude that if w ∈ (s22, . . . , s2n) :S s1, there exist v2, . . . , vn such that
s1(w − vnsn − · · · − v2s2) = 0 in S .
But s1 is a nonzerodivisor in S , so w − vnsn − · · · − v2s2 = 0 in S , implying that w ∈ (s2, . . . , sn)S .
Therefore (s22, . . . , s
2
n) :S s1 ⊆ (s2, . . . , sn)S , or equivalently, (I,u22, . . . ,u2n) :R t1 ⊆ (I,u2, . . . ,un)R as de-
sired. 
Deﬁnition 3.3. If I has height g , then given k  g , set Sk = R \⋃{P | P ∈ AssR(R/I), ht(P ) k}. We
deﬁne I[k] = I S−1k R ∩ R . This means that given a primary decomposition of I , Ik is the intersection of
the primary components of I of height at most k.
With the above terminology, the ambition of this section is to obtain a coeﬃcient theorem of the
form I+w ⊆ J w+1 I[k] , for some k depending on the ideal I .
Let (R,m) be an equidimensional and catenary local ring with inﬁnite residue ﬁeld and let I ⊆ R
be an ideal of height g and analytic spread . Let J ⊆ I be a minimal reduction of I . We assume
that J = (a′1, . . . ,a′) is generated by a basic generating set as in Deﬁnition 2.1. Let N and w be ﬁxed
integers, and suppose that for g+1 i   we are given ﬁnite sets of primes Λi = {Q ji} all containing
I and of height i. By combining the previous results, we acquire the following:
Proposition 3.4. With the above assumptions, there exist elements a1, . . . ,a generating J and tg+1, . . . , t
of R such that conditions 1 through 6 of Proposition 2.2 hold.
In addition, we can choose the elements tg+1, . . . , t in R such that
(
I[−1], t2g+1, . . . , t2−1
) :R t ⊆ (I[−1], tg+1, . . . , t−1).
Proof. Pick elements a1, . . . ,a and tg+1, . . . , t in R as in Proposition 2.2. If necessary, replace
tg+1, . . . , t−1 by higher powers so that
(
I[−1], t2g+1, . . . , t2−1
) :R t ⊆ (I[−1], tg+1, . . . , t−1).
This is possible since on the one hand properties 1–6 of Proposition 2.2 remain true after replacing
tg+1, . . . , t−1 by higher powers. And on the other hand, we can apply Proposition 3.2 once we check
that t is a nonzerodivisor in R/I[−1] . But this is true by property 6 of Proposition 2.2 if we set Λ−1
to be any ﬁnite set of height −1 primes whose union contains all associated primes of I with height
at most  − 1. 
A few more results are needed before we can give a proof of our main theorem in this section.
Let (R,m) be an equidimensional and catenary local ring of characteristic p, having an inﬁnite
residue ﬁeld. Let I be an ideal of analytic spread  and positive height g . Let J be a minimal reduction
of I . Fix integers w and N  0, and choose a1, . . . ,a and tg+1, . . . , t as in Proposition 2.2. For i =
1, . . . , , set bi = ai + ti (ti = 0 for i  g), J i = (a1, . . . ,ai), and Bi = (b1, . . . ,bi).
Lemma 3.5. With the above assumptions, there exists an element c ∈ IM ∩ R0 (where M is the integer from
condition 5 of Proposition 2.2) such that the following conditions hold:
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2. For all g  i   and 0 r  w, we have ci−g J (i+r)qi ⊆ (Br+1i )[q] , for any power q of p.
Proof. This lemma combines useful facts that were presented in the proof of Theorem 2.4. For their
proofs, refer to the proof of Theorem 3.3 in [3]. 
The next result is a generalization of Lemma 4.3 in [3].
Lemma 3.6. Under the above assumptions, assume that g <  and let w  −1 be any integer. Then for all
g + 1 j  , we have
t j I+w ⊆
(
B+w− j+2j−1
)∗
.
Proof. Fix j between g + 1 and  and choose an integer m   + w − j + 1  0. Let z ∈ I+w . Then
there exists an element d ∈ R0 such that dzq ∈ I(+w)q , for q  0. Also, choose c ∈ IM ∩ R0 satisfying
the conclusions of Lemma 3.5.
Hence, dc j−gtqj z
q ∈ tqj c j−g I(+w)q = c j−g−1ctqj I(+w)q . Apply Lemma 3.5(1) and (2) to obtain
dc j−gtqj z
q ∈ c j−1−g J (+w)qj−1 ⊆ (B+w− j+2j−1 )[q] when taking g  i = j−1  and 0 r = + w − j+1
m (here we apply (2) of Lemma 3.5 for the integer m chosen as above, instead of w).
Thus, dc j−gtqj z
q ∈ (B+w− j+2j−1 )[q] which implies that t j z ∈ (B+w− j+2j−1 )∗ , since the element dc j−g is
in R0. Therefore, we conclude that t j I+w ⊆ (B+w− j+2j−1 )∗ . 
Remark 3.7. In Theorem 2.4 and Lemmas 3.5 and 3.6, if one replaces any bi = ai + ti by ai + t2i , the
conclusions remain unchanged. This is true because by raising any ti to a higher power, conditions 1
through 6 of Proposition 2.2 still hold.
The next theorem generalizes Aberbach and Huneke’s Theorem 3.6 of [3], stated here as Theo-
rem 2.5. It shows that Serre’s condition, the assumption that R/I is equidimensional and the generic
reduction number hypothesis are superﬂuous. In the proof that we present, we make the appropriate
modiﬁcations to Aberbach and Huneke’s proof of Theorem 2.5.
Theorem 3.8. Let (R,m) be an F-rational, Cohen–Macaulay local ring (e.g., an excellent F-rational local ring),
I ⊆ R an ideal of analytic spread  and positive height g < , and let J be any reduction of I . Then for any
integer w  0,
I+w ⊆ J w+1 I[−1].
Remark 3.9. We employ the standard reduction to inﬁnite residue ﬁeld. Let X be a variable over
(R,m), then the ring R[X]mR[X] is a faithfully ﬂat extension of R , having an inﬁnite residue ﬁeld.
Using Lemma 8.4.2 of [10], many properties remain true after reduction to the inﬁnite residue
ﬁeld case. The Gorenstein property is preserved when applying this reduction, since both type and
Cohen–Macaulayness are preserved. Although the fact that the extension of an F-rational ring is still
F-rational may be justiﬁed by earlier results, a succinct reference showing that the extension is F-
rational is Theorem 4.3 of [2]. Thus by possibly renaming R , we may, in many cases, assume that R
has an inﬁnite residue ﬁeld.
Proof. By Remark 3.9, assume that R has an inﬁnite residue ﬁeld and J = (a1, . . . ,a) is a minimal
reduction generated by a basic generating set.
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conditions of Proposition 2.2 as well as the inclusion
(
I[−1], t2g+1, . . . , t2−1
) :R t ⊆ (I[−1], tg+1, . . . , t−1).
Set bk = ak + t2k (we set tk = 0 for k g).
By Theorem 2.4, I+w ⊆ ((b1, . . . ,b)w+1)∗ , and the latter is tightly closed using Theorem 1.1 of [1]
and the fact that b1, . . . ,b are parameters. Hence we obtain that I+w ⊆ (b1, . . . ,b)w+1 which is
the ideal generated by all monomials of degree w + 1 in b1, . . . ,b; say that β1, . . . , βs are those
monomials. Given z ∈ I+w , we may then write z = r1β1 + · · · + rsβs , where ri ∈ R , for 1 i  s. We
aim to show that ri ∈ I[−1] + mN , for all i = 1, . . . , s.
For 1 i  s,
triβi ∈ t
(
I+w , β1, . . . , β̂i, . . . , βs
)
⊆ ((b1, . . . ,b−1)w+2)∗ + (β1, . . . , β̂i, . . . , βs), by Lemma 3.6
= (b1, . . . ,b−1)w+2 + (β1, . . . , β̂i, . . . , βs).
By combining the terms involving βi , we conclude that
tri ∈ (b1, . . . ,b) + (β1, . . . , β̂i, . . . , βs) : βi
⊆ (b1, . . . ,b), since b1, . . . ,b is a regular sequence
⊆ ( J , t2g+1, . . . , t2
)
⊆ (I[−1], t2g+1, . . . , t2
)
.
Now combine the terms containing t to obtain that
ri ∈ (t) +
(
I[−1], t2g+1, . . . , t2−1
) : t
⊆ (t) + (I[−1], tg+1, . . . , t−1), by Proposition 3.4.
Hence, ri ∈ (I[−1], tg+1, . . . , t) ⊆ I[−1] + mN , for all i = 1, . . . , s.
We conclude that z ∈ I[−1] J w+1 + mN , as ri ∈ I[−1] + mN and βi ∈ J w+1 + mN , for all i = 1, . . . , s.
As N was arbitrary, the Krull intersection theorem gives that z ∈ J w+1 I[−1] , ﬁnishing the proof of
the theorem. 
Remark 3.10. When R/I is equidimensional, every minimal prime of I has height g < , so I[−1] is
the intersection of Iun with other primary components of I . Hence, I[−1] ⊆ Iun in this case. Theo-
rem 3.8, applied for w = 0, then implies that I ⊆ J Iun . Therefore, Theorem 3.8 is a generalization
of Aberbach and Huneke’s Theorem 2.5, but removes the hypotheses involving Serre’s condition on
R/Iun , the generic reduction number of I , and the assumption that R/I is equidimensional.
Example 3.11. Let (R,m) be any F-rational local ring of characteristic p (e.g., a regular ring), and let
{P1, . . . , Pt} be any set of distinct nonzero primes in R with no containment relations (i.e., if i 
= j
then Pi  P j). Also, let n1, . . . ,nt be any set of positive integers. We may assume, by renumbering,
that g = ht(P1) ht(Pi) for all i.
Consider the ideal I = P (n1)1 ∩ · · · ∩ P (nt )t , which by assumption, has height g . Assume that (I) > g ,
which is often the case even when I is equidimensional, and is always the case when some prime Pi
has height greater than g (since (I) bight(I) := max{ht P | P is minimal over I}).
I.M. Aberbach, A. Hosry / Journal of Algebra 345 (2011) 72–80 79Applying Theorem 2.5 to I requires that the height of each Pi is also g . But it would also require
signiﬁcantly more, since the generic reduction numbers need to be at most one (if R is regular,
for instance, this requires ni to be at most 1 for each Pi of height four or greater and at most 2
otherwise). Even the above two requirements will not imply the Serre Condition (S−g−1), in general.
On the other hand, our Theorem 3.8 applies to every such ideal I .
4. A theorem for F-rational Gorenstein rings
In this section, we are interested in the cases where the power  of I in the inclusion I ⊆ J
(where J is a reduction of I), can be lowered. A cancellation theorem due to Huneke [9] inspired the
main idea behind the proof of our next result. In particular, we extend another theorem of Aberbach
and Huneke that states:
Theorem 4.1. (See [3], Theorem 4.1.) Let (R,m) be an F-rational Gorenstein local ring of dimension d and
having positive characteristic. Suppose that I is an ideal of height g and analytic spread  > g, with R/I
Cohen–Macaulay. Then for any reduction J of I , I−1 ⊆ J .
We extend Theorem 4.1 in the following way:
Theorem 4.2. Let (R,m) be an F-rational Gorenstein local ring of dimension d and characteristic p > 0. Sup-
pose that I is an ideal of height g and analytic spread  > g. Assume that I = I[−1] and that R/I has depth at
least d −  + 1. Then for any reduction J of I , we have I−1 ⊆ J .
In particular, if  = d and I = I[−1] , then I−1 ⊆ J .
Proof. The proof is a modiﬁcation of the proof of Theorem 4.1 presented in [3].
Using Remark 3.9, we may assume that R has an inﬁnite residue ﬁeld and that J is a minimal
reduction of I . Fix an integer N  0, and set Λ−1 to be any ﬁnite set of primes of R of height  − 1
such that the union contains all associated primes of I of height at most  − 1. Choose a1, . . . ,a and
tg+1, . . . , t as in Proposition 2.2 (here we set w = 0).
For 1 i  , let bi = ai + t2i (with ti = 0 for i  g), J i = (a1, . . . ,ai) and Bi = (b1, . . . ,bi).
By our choice of Λ−1, t is a nonzerodivisor in R/I[−1] = R/I . Since depth R/I  d −  + 1, we
can pick elements x+1, . . . , xd in R such that b1, . . . ,b, x+1, . . . , xd is a regular sequence in R , and
such that t, x+1, . . . , xd is a regular sequence in R/I .
By Proposition 3.2, we can replace tg+1, . . . , t−1 by higher powers of themselves so that
(
I, t2g+1, . . . , t2−1, x+1, . . . , xd
) : t2 ⊆ (I, tg+1, . . . , t−1, x+1, . . . , xd), (4.1)
where to obtain this inclusion we use that t2 is regular modulo (I, x+1, . . . , xd).
Set A = B + (x+1, . . . , xd), D = B−1 : t2 and K = B−1 + (x+1, . . . , xd). Note that K : b = K , since
the elements involved form a regular sequence in R .
Let Q = (I, tg+1, . . . , t−1, x+1, . . . , xd) + K : D . We claim that A : t2 ⊆ Q . Let t2u ∈ A and write
t2u = w + vb = w + va + vt2 , (4.2)
where w ∈ K . Then t2 (u − v) ∈ B−1 + (a, x+1, . . . , xd), and hence
u − v ∈ (B−1 + (a, x+1, . . . , xd)
) : t2 ⊆
(
I, t2g+1, . . . , t2−1, x+1, . . . , xd
) : t2
⊆ (I, tg+1, . . . , t−1, x+1, . . . , xd), by (4.1).
Thus, u − v ∈ Q . To show that u ∈ Q , it suﬃces to show that v ∈ K : D ⊆ Q . Let d ∈ D and
consider dv . By (4.2), dt2u = dw + dvb . But as dt2 ∈ B−1, dvb ∈ K . Therefore, dv ∈ K : b = K , as
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A : t2 ⊆ Q . In particular it proves that A : Q ⊆ A : (A : t2 ).
Next, we show that I−1 ⊆ A : Q . First, recall that t2 I−1 ⊆ B−1, by Lemma 3.6. Thus, I−1 ⊆ D ,
and hence I−1(K : D) ⊆ D(K : D) ⊆ K ⊆ A. Moreover, I I−1 ⊆ I ⊆ A∗ = A, by Theorem 2.4 and the
fact that R is F-rational.
For g + 1 j   − 1, Lemma 3.6 implies that
t j I−1 ⊆
((
B2j−1
)− j+1)∗ ⊆ B∗j−1 = B j−1 ⊆ A.
Consequently, (tg+1, . . . , t−1)I−1 ⊆ A. Therefore, we have proved that I−1 ⊆ A : Q .
Finally, I−1 ⊆ A : Q ⊆ A : (A : t2 ) = (A, t2 ), by local duality. Hence,
I−1 ⊆ ( J , t2g+1, . . . , t2−1, t2 , x+1, . . . , xd
)⊆ J + mN .
An application of the Krull intersection theorem proves that I−1 ⊆ J . 
Remark 4.3. If I is unmixed and equidimensional (e.g., R/I is CM) in an F-rational Gorenstein ring
then I = I[−1] . Therefore, Theorem 4.2 is a generalization of Theorem 4.1.
Example 4.4. Let (R,m) be any F-rational Gorenstein local ring, and let P ⊆ R be a prime ideal such
that (P ) = dim R , and R/P is a two-dimensional, non-CM ring. Then Theorem 4.2 applies to P , while
Theorem 4.1 does not.
We close this section with a question for which a positive answer would allow us to enhance the
conclusion in Theorem 4.2.
Question 4.5. Suppose that − g  2. Is it possible to improve on Theorem 4.2 to obtain that I−2 ⊆ J?
If, in the proof of Theorem 4.2, we could show that, in fact, I−1 ⊆ B + (x+1, . . . , xd), then one could
extend the result.
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