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Abstract
Market impact is the link between the volume of a (large) order and the price move
during and after the execution of this order. We show that under no-arbitrage as-
sumption, the market impact function can only be of power-law type. Furthermore,
we prove that this implies that the macroscopic price is diffusive with rough volatil-
ity, with a one-to-one correspondence between the exponent of the impact function
and the Hurst parameter of the volatility. Hence we simply explain the univer-
sal rough behavior of the volatility as a consequence of the no-arbitrage property.
From a mathematical viewpoint, our study relies in particular on new results about
hyper-rough stochastic Volterra equations.
Keywords: No-arbitrage property, market impact, rough volatility, rough Heston model,
hyper-rough Heston model, Hawkes processes.
1 Introduction
It is now well-admitted that volatility is rough. This stylized fact first established in [15]
and confirmed in [4, 24] means that the (log-)volatility process of an asset essentially
behaves as a fractional Brownian motion (fBm for short) with Hurst parameter of order
0.1. Recall that a fBm (WHt )t≥0 with Hurst parameter H ∈ (0, 1) is a Gaussian process
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that can be written under the Mandelbrot-van Ness representation as
WHt =
∫ 0
−∞
(
(t− s)H− 12 − (−s) 12 )dBs + ∫ t
0
(t− s)H− 12 dBs,
with (Bt)t≥0 a classical Brownian motion. For any ε > 0, the sample paths of (WHt )t≥0
are almost surely H − ε Ho¨lder (and not H Ho¨lder). Therefore the trajectories are very
rough when H is small.
Various rough volatility models have been recently introduced in the literature, notably
in the purpose of risk management of derivatives, such as the rough Heston model of [11]
where the asset price (Pt)t≥0 satisfies
dPt
Pt
=
√
Vt
(
ρdB2t +
√
1− ρ2dB1t
)
with
Vt = V0 +
λ
Γ(H + 1
2
)
∫ t
0
(t− s)H− 12 (θ(t)− Vs)ds+ ν
Γ(H + 1
2
)
∫ t
0
(t− s)H− 12
√
VsdB
1
s , (1)
where B1 and B2 are independent Brownian motions, λ and ν two positive constants, θ a
deterministic non-negative function and ρ ∈ (−1, 1) a correlation factor. The particular
interest of this model is that, as for the classical Heston model, semi-explicit pricing and
hedging formulas can be obtained, see [11, 12].
A puzzling question is the origin of the universal rough volatility property of financial
assets. A first explanation is proposed in [10]. In this work, the authors place themselves
in a highly endogenous market, meaning that most orders are sent in reaction to other
orders and without economic motivation. They show that in this context, the widely used
trading practice of metaorders splitting (see below for definition of a metaorder) leads to
the rough Heston dynamic (1) for the macroscopic price. However, this result is found
using a quite specific parametric model for the high frequency price.
In this paper, we wish to obtain a fundamental explanation underlying the rough volatility
property. In fact we prove that rough volatility is simply a consequence of the no-arbitrage
principle together with the existence of market impact.
Market impact is the fact that on average, a buy order moves the price up and a sell
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order moves the price down. The impact of a single order being very difficult to assess,
one usually considers large sets of orders split by brokers, so-called metaorders. Empirical
studies of market impact have shown that for a buy metaorder (and symmetrically for a
sell metaorder) market impact can be decomposed in two phases: a transient phase with
a concave rise of the price during the metaorder execution, and a decay phase, where the
price decreases towards a long-term level after the execution is completed.
Let us consider a buy (say) metaorder and let (qt)t≥0 be the cumulative volume of this
metaorder executed between the initial time 0 and time t. The market impact function
of this metaorder is defined as
MI(t) = E[P (qs)s≤tt − P0],
where we put the superscript (qs)s≤t on P to insist on the fact that the price dynamic
depends on the execution process of the metaorder. Of course the above formula only
makes sense in a model where P
(qs)s≤t
t is a well-defined stochastic process, as will be the
case in the next sections.
The permanent market impact (PMI for short) of this metaorder is given by the quantity
PMI = lim
t→+∞
MI(t).
It is shown in [14, 18] that the absence of price manipulation on a market1 implies that
the permanent market impact is proportional to the total volume of the metaorder. In
particular it does not depend on the metaorder execution strategy. This linear permanent
market impact property has consequences on the price dynamics. Indeed, assuming more-
over that the price P is a martingale, it is shown in [20] that up to a negligible martingale
term,
Pt = lim
s→+∞
E
[
V as − V bs |Ft
]
, (2)
where V a (resp. V b) is the cumulated volume of buy (resp. sell) market orders since
the initial time 0 and (Ft)t≥0 corresponds to the filtration generated by the order flow
process. Hence the price moves when orders arrive on the market since market partici-
pants revise their anticipation about the long term cumulative imbalance of the order flow.
1A price manipulation is a round-trip (strategy starting and finishing with null inventory) whose
expected cost is negative.
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As for the transient part of the market impact, empirical measurements show that pro-
vided the execution rate of the metaorder is relatively constant, the function MI is close
to a power-law with respect to time, that is MI(t) ∼ t1−α with α ∈ (0, 1), see [2, 6, 23, 29].
More precisely, the coefficient α is found to be about 1/2 so that the so-called square root
law is approximately satisfied. Actually, it is proved in [25] that under some leverage neu-
trality assumption, the square root law can be simply derived from dimensional analysis.
We show in this work that under no-arbitrage assumption (represented by the linear
permanent impact, the martingale price and thus (2)), the market impact function has
indeed to be a power-law of the form MI(t) ∼ t1−α. Then we prove that for any α ∈ (0, 1),
the scaling limit of the price (2) exists and satisfies
P̂t = BXt
with
Xt =
2
δ
∫ t
0
Fα,λ(s)ds+
1
δ
√
λ
∫ t
0
Fα,λ(t− s)dWXs , (3)
where W and B are two Brownian motions, δ and λ two positive constants and Fα,λ
is the Mittag-Leffler cumulative distribution function, see Appendix A.1 for definition.
The correlation between the Brownian motions B and W is stochastic and related to the
order flow imbalance. The above equation is a generalization of the rough Heston model
(1). Indeed we can show that when α > 1/2, after differentiation, Equation (3) can be
rewritten under the form of (1) (up to a stochastic correlation factor) with associated
Hurst parameter H = α − 1/2. For α ≤ 1/2, we prove that X is not continuously dif-
ferentiable but has Ho¨lder regularity 2α − ε for any ε > 0. Therefore we give to (3) the
name hyper-rough Heston model when α ≤ 1/2. Hence we are able to define rough Heston
models for Hurst parameter in (−1
2
, 1
2
].
To obtain our results, our only modeling assumption is a dynamic for the order flow.
More precisely, we consider for buy and sell market order arrivals two independent Hawkes
processes and assume that each order is of unit size, see [10, 22]. Recall that a Hawkes
process N is a self-exciting point process whose intensity (λt)t≥0 is defined by
λt = µ+
∫ t
0
φ(t− s)dNs,
with µ a positive constant and φ a non-negative locally integrable function. Such dynamic
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is a generalization of the Poisson process which is usually considered when modeling order
flows, see among others [7, 8, 28]. It is non-parametric and very flexible so that it is really
reasonable to assume that the actual order flow can be well approximated by a Hawkes
based model. Note that we will not put any restriction on the Hawkes parameters µ and
φ, except that they are similar for the the buy and sell flows. In this case, it is shown in
[20] that the price process (2) satisfies
Pt = P0 +
∫ t
0
ξ(t− s)d(Na −N b)s, (4)
with
ξ(t) = 1 +
(
1 +
∫ +∞
0
ψ(u)du
)∫ +∞
t
φ(u)du (5)
and
ψ =
∑
i≥1
(φ)∗i,
where (φ)∗1 = φ and for k ≥ 2, (φ)∗k denotes the convolution product of (φ)∗(k−1) with φ.
Using a rescaling procedure to describe the macroscopic behavior of (4), we show that
only one very subtle specification of the Hawkes processes can lead to a non-trivial mar-
ket impact, which has to be power-law. Furthermore, it implies that the market is highly
endogenous. In addition, depending on the market impact shape, the scaling limit of
the price is a rough or hyper-rough Heston model (3), with a one-to-one correspondence
between the exponent of the impact function and the Hurst parameter of the volatility.
The paper is organized as follows. In Section 2, we show that under the assumption that
the market impact function is not degenerate, it can only be a power-law with parameter
1− α for some α ∈ (0, 1). Then in Section 3 we explain that the macroscopic limit of (4)
is a rough or hyper-rough Heston model with Hurst parameter H = α− 1/2.
2 Market impact is power-law
In this section, we show that if there exists a non-degenerate market impact function, it
has to be a power-law. Moreover we will see that it implies a highly endogenous market.
By non-degenerate we essentially mean a market impact function which is ultimately
decreasing for buy metaorders (and conversely for sell metaorders), see Assumption 1.
This is the formalization of the two phases behavior of market impact discussed in the
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introduction.
2.1 Asymptotic framework and metaorders modeling
Let T be our final horizon time for the metaorders we will define in the sequel. Recall
that the market order flow on [0, T ] (and after T ) is given by two Hawkes processes with
same parameters, Na for the buy market orders and N b for the sell orders. Since the
time-length of a metaorder is typically large compared to the inter-arrivals of individual
market orders, it is natural to consider that T goes to infinity.
We want to work in a general setting which enables us to be potentially compatible with
empirical studies showing that markets are highly endogenous. In the Hawkes process
context, the degree of endogeneity of the market is measured by the L1 norm of φ, de-
noted by ‖φ‖1, see [13, 17, 22, 21]. Therefore a highly endogenous market corresponds to
the case where ‖φ‖1 is close but smaller than unity. So we allow the model parameters
to possibly depend on T . Thus, from now on, we use the superscript T for all quantities
that could depend on T . In particular ‖φT‖1 may go to one as T tends to infinity. We
also write Na,T , N b,T , µT , φT to describe the market order flow and model parameters
corresponding to the time-horizon T , and we set φT = aTφ for φ a non-negative function
such that ‖φ‖1 = 1 and (aT )T≥0 a real sequence in (0, 1). Note that we do not impose
that !aT goes to one. In fact we will show that it is a necessary condition for the existence
of a non-degenerate market impact function.
We finally need to define a formalism for a sequence of buy (say) metaorders which will
be added to the global order flow. We assume that a metaorder is split through unitary
market orders over [0, T ]. In the spirit of [20], we consider that the arrival times of the
market orders are given by a non-homogenous Poisson process with intensity
νT (t) = ITf(
t
T
),
with IT a sequence of non-negative real numbers and f a non-negative continuous func-
tion on [0, 1] with positive integral. Hence the metaorder average size is ITT‖f‖1 and the
order of magnitude of its duration is essentially T . Note that we allow f to be different
from a constant to get more realistic splitting schemes than those given by constant rate
Poisson processes, see for example [1].
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To compute the market impact function in practice, one typically considers the empirical
mean of the price movements over many metaorders with similar durations and volumes
counted in proportion of the total traded volume. So in our setting, it is natural to take
IT × T essentially proportional to the total number of other orders executed over [0, T ].
Thus we consider
IT = γβT , with βT = µT (1− aT )−1,
where γ < 1 and βT is the average intensity of a stationary version2 of the Hawkes process
Na,T . Thus, the proportion of the order flow which is due to the considered metaorder is
essentially γ/(1 + γ) and γ will be considered reasonably small.
2.2 Market impact in the Hawkes setting
In this section the parameter T is fixed. Assuming that the volume of our metaorder is
small enough, the total order flow is not deeply modified by it. Hence other agents do not
observe significant changes in the order flow dynamics. So the way the market reacts to
the incoming orders remains unchanged. Recall that in our model, the market reaction
to the order flow (without our metaorder) is given by (4).
We work under the setting of the previous section assuming that the number of assets
bought through our metaorder is a non-homogenous Poisson process (nTt )t≥0. Therefore
we obtain
P Tt = P0 +
∫ t
0
ξT (t− s)d(Na,T −N b,T + nT )s,
where (Na,Tt , N
b,T
t )t≥0 corresponds to the aggregated order flows of all other agents. Thus
the market digests the order flow as if it is a bivariate Hawkes process with parameters µ
and φ (γ being small).
Now we are in the position to properly compute the market impact function of our
metaorder. We have
MIT (t) = E[P Tt − P0] =
∫ t
0
ξT (t− s)E[dnTs ].
This equation together with (5) shows that for any t ≥ 0, the market impact function can
2Rigorously speaking, our Hawkes processes are not stationary since they start at time t = 0 and not
t = −∞.
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be decomposed into two terms as follows:
MIT (t) = PMIT (t) + TMIT (t),
where
PMIT (t) = E[nTt ]
and
TMIT (t) =
∫ t
0
ΓT (t− s)E[dnTs ],
with
ΓT (s) = (1− aT )−1
∫ +∞
s
φT (u)du,
where we have used the fact that∫ +∞
0
ψT (u)du =
+∞∑
k≥1
( ∫ +∞
0
φT (u)du
)k
=
aT
1− aT .
Note that the definition of PMIT (t) is compatible with that of PMI given in the intro-
duction. Indeed since the order intensity from our metaorder is eventually null and ΓT (t)
tends to zero as t goes to infinity, we get
lim
t→+∞
TMIT (t) = 0.
The effect of the term TMIT is thus only temporary. That is why this term is called
transient part of the market impact.
2.3 Scaling limit of the market impact
We now rescale the market impact function as the horizon time T goes to infinity. If
the sequence of rescaled market impact functions converges, we call its limit macroscopic
market impact function.
First we reparametrize in time and consider (MIT (f, tT ))t∈R+ (we put the function f
as parameter of MIT to insist on the fact that the market impact function depends on
the metaorder strategy). Thus t = 1 corresponds essentially to the end of the metaorder.
Regarding the scaling in space, since in our framework the size of a metaorder is measured
relatively to the total volume, which is of order TβT on [0, T ], we finally define our rescaled
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market impact function MI
T
on R+ by
MI
T
(f, t) =
MIT (f, tT )
TβT
= PMI
T
(f, t) + TMI
T
(f, t),
with
PMI
T
(f, t) = γ
∫ t
0
f(x)dx
and
TMI
T
(f, t) = γ
aT (1− aT )−1
T
∫ Tt
0
f(t− x/T )
∫ +∞
x
φ(u)dudx.
Remark that the permanent impact term does not depend on T . Thus there always exists
a macroscopic permanent market impact function and the convergence of the sequence
(MI
T
(f, ·))T≥0 is equivalent to that of (TMIT (f, ·))T≥0. Motivated by the empirical
results on market impact [2, 6, 16, 23, 26] discussed in the introduction, we make the
following natural assumption.
Assumption 1. For constant execution rate, that is f = 1[0,s] for some s ∈ (0, 1], the
scaling limit of the market impact function exists pointwise and is non-increasing after
time s. Furthermore, there exists t > s such that the value of this limiting function at
time t is smaller than that at time s.
We will see that under some sets of parameters, Assumption 1 is indeed satisfied in our
model. It implies that for f = 1[0,s] with s ∈ (0, 1], we can define the macroscopic market
impact function M̂I(f, t) and its transient and permanent components T̂MI(f, t) and
P̂MI(f, t) as
M̂I(f, t) = lim
T→+∞
MI
T
(f, t), T̂MI(f, t) = lim
T→+∞
TMI
T
(f, t), P̂MI(f, t) = lim
T→+∞
PMI
T
(f, t).
Using Tauberian theorems, see Appendix A.2, we obtain the following result.
Theorem 2.1. Under Assumption 1, for any measurable non-negative function f defined
on R+, continuous on [0, 1] and supported on [0, 1], the macroscopic market impact func-
tion and its transient part exist. More precisely, there exists a parameter α ∈ (0, 1] such
that for any t > 0, when α < 1,
lim
T→+∞
TMI
T
(f, t) = γK(1− α)
∫ t
0
f(t− u)u−αdu, (6)
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for some K > 0, and when α = 1
lim
T→+∞
TMI
T
(f, t) = γKf(t). (7)
Furthermore, the Hawkes kernel φ necessarily satisfies∫ t
0
∫ +∞
s
φ(u)duds = t1−α L(t),
where L is a slowly varying function (see definition in Appendix A.2). Finally we neces-
sarily have
(1− aT )−1T−αL(T )→K,
and consequently aT → 1 (see Proposition A.1 in Appendix A.2).
Considering for example f = 1[0,1], Theorem 2.1 shows that under no-arbitrage together
with the assumption of the existence of the macroscopic market impact function, the tran-
sient part of the market impact is power-law while the permanent part is linear. Moreover
Equation (6) gives that the decay of the market impact is essentially a power-law with
exponent −α, see Figure 2.3 for illustration.
0 0.5 1 1.5 2 2.5 3
MI
PMI
TMI
Figure 1: Illustration of the decomposition of the macroscopic market impact function for
a metaorder executed uniformly over [0, 1], with α = 0.5. Time is on the x−axis.
The fact that aT goes to one implies that the non-linear transient part of the market
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impact (case α < 1) can arise only in a highly endogenous market. This non-linearity
means that the market reacts differently to child market orders of a metaorder depend-
ing on their position within the metaorder. This is possible only if the time range of
the persistence of the global order flow is of similar magnitude as the typical length of
a metaorder, which is large compared to the inter-arrivals of market orders. Using the
population approach to Hawkes processes, see [3, 13, 21, 22], it is easily seen that in our
model such property can hold only provided aT goes to one.
In this regard the case α = 1 is quite degenerate since the market has somehow no mem-
ory and reacts the same way to market orders, independently of their position within
the metaorder. Even more, the price instantaneously decreases to its permanent level
when the metaorder is completed. This means that the market is able to detect instanta-
neously the end of a metaorder, which seems unrealistic and incompatible with empirical
measurements.
3 Macroscopic limit of the price
We finally show in this section that under Assumption 1, the macroscopic price, that is
the limit as time goes to infinity of the properly rescaled microscopic price (4), is diffusive
with rough or hyper-rough volatility. Moreover, we explicit the link between the market
impact shape exponent and the Hurst parameter of the volatility.
3.1 Scaling limit of the price process
We start with an assumption which is necessary to get a non-trivial long term limit for
the price (4).
Assumption 2. For some δ > 0, we have
(1− aT )µTT →
T→+∞
δ.
Assumption 2 is classical in the context of Hawkes processes with kernel whose L1 norm
tends to one, see [22]. Indeed, it ensures that the number of events does not explode
asymptotically.
According to Equation (2), price and volume are homogenous. Therefore we rescale the
price the same way as the metaorders. Taking for simplicity and without loss of generality
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P0 = 0, we define for t ∈ [0, 1]
P
T
t =
1
TβT
P TtT =
1− aT
TµT
∫ t
0
ξT
(
T (t− s))d(Na,TtT −N b,TtT ),
where
ξT (t) =
(
1 +
∫ +∞
0
ψT (u)du
)(
1−
∫ t
0
φT (u)du
)
.
Let α be the parameter of the market impact function in Theorem 2.1, K the constant
introduced in Equations (6) and (7) and λ = (KΓ(2 − α))−1. Let Ba and Bb be two
independent Brownian motions and Xa and Xb be defined by
Xat =
∫ t
0
Fα,λ(s)ds+
1√
δλ
∫ t
0
Fα,λ(t− s)dBaXas
and Xb is solution of the same equation replacing the superscript a by b. We have the
following result for the macroscopic limit of the price process, whose proof is given in
Section 4.2.
Theorem 3.1. Under Assumptions 1 and 2, the sequence of rescaled price processes
(P
T
)T≥0 converges in law for the Skorokhod topology towards a process P̂ such that for
t ∈ [0, 1]
P̂t =
1√
δ
(
BaXat −BbXbt
)
.
In particular, there exists a Brownian motion W such that the integrated variance X =(
Xa +Xb
)
/δ of P̂ is solution of the stochastic rough Volterra equation
Xt =
2
δ
∫ t
0
Fα,λ(s)ds+
1
δ
√
λ
∫ t
0
Fα,λ(t− s)dWXs . (8)
Moreover, for any ε > 0, the process X has Ho¨lder regularity 1∧(2α−ε). It is continuously
differentiable for α > 1/2 and not continuously differentiable for α ≤ 1/2.
Theorem 3.1 shows that the no-arbitrage principle together with the existence of market
impact imply that the macroscopic price is a diffusive process whose cumulative variance
is solution of a stochastic rough Volterra equation (except when α = 1 which corresponds
to the classical Heston model, see Corollary 3.1). Note that X plays the role of an inte-
grated variance and that when α ≤ 1/2 it is not continuously differentiable. Thus, in that
case, the spot variance is not well-defined and only its integrated version makes sense.
This is why for α ≤ 1/2, we call this model hyper-rough volatility model (more precisely
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hyper-rough Heston model, see below).
From Theorem 3.2 in [22], we have that for α > 1/2, the process Xa is almost surely
differentiable and its derivative Y a is the unique solution of
Y at =
λ
Γ(α)
( ∫ t
0
(t− s)α−1(1− Y as )ds+
1√
δλ
∫ t
0
(t− s)α−1
√
Y as dB
a
s
)
.
The same result holds for Y b replacing the superscript a by b. We deduce that when
α > 1/2, the integrated volatility admits a derivative and the macroscopic limit of the
price follows a rough Heston model. More precisely, we have the following corollary.
Corollary 3.1. When α > 1/2, the process X is differentiable almost surely and its
derivative Y is the unique solution of the stochastic rough Volterra equation
Yt = (Y
a
t + Y
b
t )/δ =
λ
Γ(α)
( ∫ t
0
(t− s)α−1(2
δ
− Ys)ds+ 1
δ
√
λ
∫ t
0
(t− s)α−1
√
YsdWs
)
,
with W a Brownian motion. Furthermore the dynamic of the price P̂ is
dP̂t =
1√
δ
(√
Y at dB
a
t −
√
Y bt dB
b
t
)
.
This result highlights the fact that at the macroscopic limit, the correlation ρt between
the two Brownian motions driving price and volatility is stochastic. More precisely we
have
ρt =
Y at − Y bt
Y at + Y
b
t
.
Hence the correlation sign depends on that of Y at − Y bt . The process Y a (resp. Y b)
corresponding to the volatility of the ask (resp. bid) side of the market (see Step 4 in
Section 4.2), this can be interpreted in terms of order flow dynamics. Indeed suppose
that Y a  Y b and that price is increasing. Then the instantaneous imbalance has the
same sign as price returns. Thus the volatility increases as the order flow excites the price
dynamic. Conversely, if the price increases and Y a  Y b, the volatility decreases since
the order flow tends to compensate the upward price variation.
To prove the convergence in law in Theorem 3.1, we show that (P
T
)T≥0 is tight and that
all limit points have the same law. This is done using the characteristic function of Hawkes
processes in the spirit of [11]. A direct proof would consist in obtaining uniqueness in law
for solutions of Equation (8) as done in [19] for α > 1/2. However, such approach seems
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quite intricate to adapt for α ≤ 1
2
. We have the following result whose proof is given in
Section 4.3.
Theorem 3.2. Let X be the cumulated variance process given in Theorem 3.1 and h a
continuously differentiable function from R+ to R such that h(0) = 0. The function
K(h, t) = E
[
exp
( ∫ t
0
ih(t− s)dXs
)]
satisfies
K(h, t) = exp
( ∫ t
0
g(s)ds
)
,
with g the unique continuous solution of the Volterra Riccati equation
g(t) =
∫ t
0
fα,λ(t− s)(δ−11
4
g(s)2 + δ−12ih(s)
)
ds, (9)
where fα,λ is the Mittag-Leffler density function, see Appendix A.1.
Theorem 3.2 extends some already known results about characteristic functions related
to rough Heston models for α > 1
2
, see [9, 11, 19]. Note that the characteristic function
of the macroscopic price process P̂t can also be obtained using the same type of proof as
that for Theorem 3.2.
3.2 Conclusion
Using only the no-arbitrage principle and the assumption that market impact exists and
has a transient component, we have shown in a general framework for the order flow
that the market impact function can only be a power-law with exponent 1− α for some
α ∈ (0, 1) (we drop here the case α = 1 which leads to a somehow degenerate market
impact function). The parameter α also appears necessarily in the tail of the kernel of the
Hawkes process driving the order flow: φ(x) ∼ x−(1+α) as x goes to infinity. Furthermore,
this also implies that the market is highly endogenous. Even more interestingly, we obtain
that the macroscopic behavior of the price is that of a rough or hyper-rough Heston model
with Hurst parameter H = α− 1/2.
The relationship between market impact, tail of Hawkes kernel and volatility Hurst pa-
rameter allows us to confront our results to empirical measurements. In [2] it is found
that the market impact function fits a power-law with exponent 0.45. In [15] it is shown
that volatility is rough with a Hurst parameter of order 0.1. Finally in [17], the authors
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calibrate a Hawkes process on market orders arrival and obtain that the kernel decays as a
power-law function with exponent around −1.45. All these measurements are compatible
with our results (and suggest that market impact is close to square root).
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4 Proofs
4.1 Proof of Theorem 2.1
Let f = 1[0,s], s ∈ (0, 1]. From Assumption 1, we have the pointwise convergence
of (MI
T
(f, ·))T≥0. As previously explained, this is equivalent to the convergence of
(TMI
T
(f, ·))T≥0. Moreover, (PMIT (f, ·))T≥0 being independent of T , Assumption 1
implies that the sequence of functions
TMI
T
(f, t) = γ
∫ t
0
aT (1− aT )−1
∫ +∞
yT
φ(u)duf(t− y)dy, (10)
converges pointwise. The function φ being non-negative and integrable, TMI
T
(f, ·) is non-
negative, non-decreasing and concave on [0, s] and then non-increasing. Hence TMI
T
(f, ·)
reaches its maximum in s. By pointwise convergence, T̂MI(f, ·) has the same properties.
Since we have assumed that M̂I(f, t) < M̂I(f, s) for some t > s and P̂MI(f, ·) is non-
decreasing, we deduce that T̂MI(f, s) > 0.
Let g(t) = γ−1T̂MI(1[0,t], t) for t ∈ (0, 1] and consider
R(t) =
∫ t
0
∫ +∞
y
φ(u)dudy > 0.
According to Equation (10), we have for t ∈ (0, 1]
R(Tt)
R(T )
→
T→+∞
g(t)
g(1)
> 0. (11)
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By the characterisation theorem, see Theorem A.1 in Appendix A.2, we deduce that the
previous limit holds for all t > 0 with some suitable extension of the function g. Moreover
there exist some β ∈ R, K > 0 and L a slowly varying function such that for t > 0
g(t) = Ktβ, R(t) = L(t)tβ.
Remark that for t ∈ (0, 1], we have g(t) = T̂MI(1[0,1], t), which is concave. Thus β ∈ [0, 1].
Taking s = t = 1 in the pointwise convergence (10), we get
aT
(1− aT )−1
T
∫ T
0
∫ +∞
y
φ(u)dudy = aT (1− aT )−1T β−1L(T ) →
T→+∞
g(1) = K > 0. (12)
Consider now the sequence of functions
Γ
T
(y) = aT (1− aT )−1
∫ +∞
Ty
φ(u)du.
We get from (11), (12) and property of slowly varying function that for any t > 0
lim
T→+∞
∫ t
0
Γ
T
(y)dy = Ktβ.
Suppose that β 6= 0. Let 0 ≤ a < b and s ∈ [a, b]. We have
lim
T→+∞
∫ s
a
Γ
T
(u)∫ b
a
Γ
T
(v)dv
du =
sβ − aβ
bβ − aβ .
The right hand side is the cumulative distribution function of a random variable with
support on [a, b] whose law is denoted by mβa,b. Hence we have the convergence in law
1[a,b]
Γ
T
(u)du∫ b
a
Γ
T
(v)dv
→
T→+∞
mβa,b(du).
So for any bounded continuous function g on [a, b], we get
lim
T→+∞
∫ b
a
Γ
T
(u)∫ b
a
Γ
T
(v)dv
g(u)du =
∫ b
a
g(u)mβa,b(du).
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Consequently,
lim
T→+∞
∫ b
a
Γ
T
(u)g(u)du = K
∫ b
a
g(u)mβa,b(du)
(
bβ − aβ) = Kβ ∫ b
a
g(u)uβ−1du.
Now let f be a non-negative measurable function defined on R+, continuous on [0, 1] and
supported on [0, 1]. For t ≤ 1 we have∫ t
0
f(t− u)ΓT (u)du →
T→+∞
Kβ
∫ t
0
f(t− u)uβ−1du
and for t > 1∫ t
0
f(t− u)ΓT (u)du =
∫ t
t−1
f(t− u)ΓT (u)du →
T→+∞
Kβ
∫ t
t−1
f(t− u)uβ−1du.
Finally for any t ≥ 0
T̂MI(f, t) = lim
T→+∞
TMI
T
(f, t) = γKβ
∫ t
0
f(t− u)uβ−1du.
Thus when β ∈ (0, 1], we have the existence of a macroscopic limit for the transient part
of the market impact function (and therefore for the market impact function). Remark
that for β = 1
T̂MI(f, t) = γK
∫ t
0
f(u)du.
Consequently, in that case, T̂MI(1[0,1], ·) is a non-decreasing function. This is in contra-
diction with Assumption 1, hence β cannot be equal to 1.
Suppose that β = 0. For any t > 0 we have
1[0,t]
Γ
T
(u)du∫ t
0
Γ
T
(v)dv
→
T→+∞
δ0(du),
where δ0 is the Dirac measure in 0. Then for any bounded continuous function g
lim
T→+∞
∫ t
0
Γ
T
(u)∫ t
0
Γ
T
(v)dv
g(u)du = g(0).
Now let f be a non-negative measurable function defined on R+, continuous on [0, 1] and
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supported on [0, 1]. For t ≤ 1 we have∫ t
0
f(t− s)ΓT (s)ds →
T→+∞
Kf(t)
and for t > 1
0 ≤
∫ t
0
f(t− s)ΓT (s)ds ≤
∫ t
0
f˜(t− s)ΓT (s)ds →
T→+∞
0,
with f˜ is a non-negative continuous extension of f1[0,1] on R+ supported on [0, 1 + t−12 ].
Finally for any t ≥ 0
T̂MI(f, t) = γKf(t).
Consequently for β = 0, we also have the existence of a macroscopic limit for the transient
part of the market impact function (and therefore of the market impact function). We
obtain the result letting α = 1− β.
Finally note that there do exist some model parameters such that Assumption 1 is satis-
fied. For example any kernel φ such that φ(t) ∼+∞ ct−α−1 with c > 0.
4.2 Proof of Theorem 3.1
We proceed in five steps.
1. Step 1: We first prove a preliminary result on the characteristic function of Hawkes
processes that we use later in Step 3.
2. Step 2: We rewrite the sequence (P
T
)T≥0 in a convenient way.
3. Step 3: We adapt results from [11] and [22] on scaling limits of nearly unstable
heavy-tailed Hawkes processes to our more general framework.
4. Step 4: We deduce from the previous steps the convergence in law for the Skorokhod
topology of the sequence (P
T
)T≥0 and explicit the equation satisfied by the limit.
5. Step 5: We prove the results on the regularity of solutions of Equation (8).
For simplicity and without loss of generality we take P0 = 0.
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4.2.1 Step 1
We derive a result on the characteristic function of Hawkes processes using similar argu-
ments as those introduced in [11]. Recall that the notation ∗ stands for the convolution
product on R+. More precisely for f and g suitable measurable functions and m a measure
(f ∗ g)(t) =
∫ t
0
f(t− s)g(s)ds
and
(f ∗ dm)(t) =
∫ t
0
f(t− s)m(ds).
We have the following proposition.
Proposition 4.1. Let N be a Hawkes process with parameters (ν, φ), with ν a locally inte-
grable non-negative function and φ a non-negative measurable function such that ‖φ‖1 < 1.
For any continuous function h from R+ into R,
L(h, t) = E[exp((ih ∗ dN)(t))]
satisfies
L(h, t) = exp
( ∫ t
0
(C(h, s)− 1)ν(t− s)ds),
where C is solution of the equation
C(h, ·) = exp(ih+ (C(h, ·)− 1) ∗ φ).
Proof. Let N˜ be a Hawkes process with parameters (φ, φ) and N0 a Poisson process with
intensity ν. Let (N˜ j)j∈N? be independent copies of N˜ , also independent of N0. Using the
population interpretation of Hawkes processes, see Appendix C.1 in [12], we deduce the
following equality in law:
Nt
L
= N0t +
N0t∑
j=1
N˜ jt−Tj ,
where (Tj)j∈N? are the jump times of the process N0. Consequently
(ih ∗ dN)(t) L= (ih ∗ dN0)(t) +
N0t∑
j=1
(ih ∗ dN˜ j)(t− Tj).
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Then taking the exponential and conditional expectation with respect to N0 we get
E
[
exp
(
(ih ∗ dN)(t))|N0] = exp((ih ∗ dN0)t) N0t∏
j=1
L˜(h, t− Tj)
= exp
(((
ih+ log(L˜(h, ·))) ∗ dN0)(t)),
where L˜ is defined as L with N˜ instead of N . Remark that
((
ih+ log(L˜(h, ·))) ∗ dN0)(t) = N0t∑
j=1
ih(t− Tj) + log(L˜(h, t− Tj))
and that Re
(
log
(
L˜(h, ·))) ≤ 0 since |L˜(h, ·)| ≤ 1. Thus using Proposition A.2 in Ap-
pendix A.4, we get
L(h, t) = exp
( ∫ t
0
(
eih(t−s)L˜(h, t− s)− 1)ν(s)ds).
In the same way, we have
L˜(h, t) = exp
( ∫ t
0
(
eih(t−s)L˜(h, t− s)− 1)φ(s)ds).
Thus setting
C(h, t) = eih(t)L˜(h, t),
we obtain
L(h, t) = exp
( ∫ t
0
(
C(h, s)− 1)ν(t− s)ds)
and
C(h, ·) = exp(ih+ (C(h, ·)− 1) ∗ φ).
4.2.2 Step 2
We consider the price model (4). Let Ma,T be defined by
Ma,Tt = N
a,T
t −
∫ t
0
λa,Ts ds.
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We define M b,T the same way replacing the superscript a by b in the above equation. We
have the following result.
Lemma 4.1. The price process (4) can be written as
P Tt =
(
1 +
∫ +∞
0
ψT (v)dv
)
(Ma,Tt −M b,Tt ).
Proof. We have
P Tt =
∫ t
0
(
1 +
∫ +∞
0
ψT (v)dv
)(
1−
∫ t−u
0
φT (v)dv
)
d(Na,T −N b,T )u.
We first deal with the term T1 defined by
T1 =
∫ t
0
(
1 +
∫ +∞
0
ψT (v)dv
) ∫ t−u
0
φT (v)dvd(Na,T −N b,T )u
=
(
1 +
∫ +∞
0
ψT (v)dv
) ∫ t
0
∫ t
u
φT (v − u)dvd(Na,T −N b,T )u.
Using Fubini-Tonelli theorem we get
T1 =
(
1 +
∫ +∞
0
ψT (v)dv
) ∫ t
0
∫ v
0
φT (v − u)d(Na,T −N b,T )udv.
Thus we deduce
T1 =
(
1 +
∫ +∞
0
ψT (v)dv
) ∫ t
0
(
λa,Tv − µ− λb,Tv + µ
)
dv.
Finally
P Tt =
(
1 +
∫ +∞
0
ψT (v)dv
) ∫ t
0
(
dNa,Tv − λa,Tv dv − dN b,Tv + λb,Tv dv
)
=
(
1 +
∫ +∞
0
ψT (v)dv
)
(Ma,Tt −M b,Tt ).
Lemma 4.1 leads to
P
T
t =
1− aT
TµT
(
1 +
∫ +∞
0
ψT (v)dv
)
(Ma,TtT −M b,TtT ).
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4.2.3 Step 3
We temporarily drop the superscripts a and b. Indeed, the results are valid both for buy
and sell order flows. Consider the sequences
XTt =
1− aT
TµT
NTtT , Λ
T
t =
1− aT
TµT
∫ tT
0
λTs ds, Z
T
t =
√
TµT
1− aT
(
XTt − ΛTt
)
. (13)
The following result is borrowed from [22].
Proposition 4.2. The sequence (ΛT , XT , ZT ) is tight. Furthermore, for any limit point
(Λ, X, Z) of (ΛT , XT , ZT ), Z is a continuous martingale, [Z,Z] = X and Λ = X.
In addition, we have the following proposition which extends Theorem 3.1 in [22].
Proposition 4.3. Under Assumptions 1 and 2, for any limit point (X,Z) of (XT , ZT ),
there exists a Brownian motion B on (Ω,A,P) (up to extension of the space) such that
Zt = BXt
and X is a solution of the stochastic rough Volterra equation
Xt =
∫ t
0
Fα,λ(t− s)ds+ 1√
δλ
∫ t
0
Fα,λ(t− s)dBXs . (14)
Moreover, for any ε > 0, the process X has Ho¨lder regularity 1 ∧ (2α− ε).
Note that we are here under more general assumptions than in Theorem 3.1 in [22]. Indeed
in [22] we have ∫ +∞
t
φ(s)ds = Kt−α,
while we only know that ∫ t
0
∫ +∞
s
φ(u)duds = L(t)t1−α,
with L a slowly varying function. To prove Proposition 4.3, it is enough to get the
following lemma. The rest of the proof is similar to that in [22].
Lemma 4.2. The sequence of functions ρT (t) = 1−a
T
aT
ψT (Tt)T converges weakly towards
fα,λ. Furthermore
∫ t
0
ρT (s)ds converges uniformly towards Fα,λ.
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Proof. The function ρT is non-negative with integral equal to one. So it can be interpreted
as the density of a random variable. Hence it is enough to show that its Laplace transform
converges pointwise to get weak convergence. We have for z > 0
ρˆT (z) =
1− aT
aT
ψˆT (
z
T
) =
φˆ( z
T
)
1− aT (1− aT )−1(φˆ( z
T
)− 1) .
Let
R(t) =
∫ t
0
∫ +∞
s
φ(u)duds.
Recall that from Theorem 2.1, R(t) = t1−αL(t). By Karamata’s Tauberian theorem, see
Theorem A.2 in Appendix A.2, we have
Rˆ(z) ∼0+ zα−2L(1
z
)Γ(2− α).
Integrating by parts twice we obtain
Rˆ(z) =
∫ +∞
0
e−zsR(s)ds =
1
z2
(
1− φˆ(z)).
So we get
aT (1− aT )−1(1− φˆ( z
T
)) ∼T→+∞ aT (1− aT )−1T−αL(T )
L(T
z
)
L(T )
zαΓ(2− α).
We have shown in Theorem 2.1 that
aT (1− aT )−1T−αL(T ) →
T→+∞
K.
Since L is a slowly varying function, see Appendix A.2, we deduce
lim
T→+∞
aT (1− aT )−1(1− φˆ( z
T
)) = zαΓ(2− α)K,
and finally
lim
T→+∞
ρˆT (z) =
1
1 +KΓ(2− α)zα =
λ
λ+ zα
= fˆα,λ,
with λ = (KΓ(2 − α))−1. The uniform convergence in Lemma 4.2 is obviously deduced
from Dini’s theorem.
We finally show that the sequence (XT , ZT )T≥0 converges in law for the Skorokhod topol-
ogy. We already know that it is tight, so it is enough to prove that all the limit points
23
have the same law.
Let (X,Z) be a limit point of (XT , ZT )T≥0. Using Proposition 4.3 together with the
stochastic Fubini theorem, see [30], we have
Xt =
∫ t
0
fα,λ(t− s)(s+ 1√
δλ
Zs
)
ds.
From Example 42.2 in [27], this leads to
DαXt + λXt − λt =
√
λ
δ
Zt,
where Dα is the fractional derivative operator defined in Appendix A.3. Thus the law
of (X,Z) is uniquely determined by the law of X. Consequently it is enough to prove
uniqueness in law for limit points of (XT )T≥0 to get convergence in law of (XT , ZT )T≥0.
For this we prove that the characteristic function of any limit point X of the sequence
(XT )T≥0 is a functional of the solution of a fractional Riccati equation. Uniqueness in
law is then a consequence from the uniqueness of the solution of this equation.
Proposition 4.4. Let X be a limit point of (XT )T≥0 and h a continuously differentiable
function from R+ to R such that h(0) = 0. The function
K(h, t) = E[exp(ih ∗ dX)t]
satisfies
K(h, t) = exp(
∫ t
0
g(s)ds),
with g the unique continuous solution of the rough Volterra Riccati equation
g = fα,λ ∗ (δ−11
2
g2 + ih
)
. (15)
To show this result, we are inspired by the methodology of [11]. However, note again that
we are in a more general setting.
Proof. Recall that
XTt =
1− aT
TµT
NTtT .
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We introduce the following quantities:
hT (t) =
1− aT
TµT
h(
t
T
), LT (hT , t) = E[exp(ihT ∗ dNT )(t)] and KT = LT (hT , tT ).
For every T , according to Proposition 4.1, there exists a function CT solution of
CT = exp
(
ihT +
(
CT − 1) ∗ φT )
such that
LT (hT , t) = exp
(∫ t
0
(
CT (s)− 1)µTds).
Now define the sequence gT
gT (s) = CT (sT )− 1.
We have
KT = exp
( gT
1− aT ∗ (T (1− a
T )µT1R+)
)
and gT + 1 = exp
(1− aT
TµT
ih+ gT ∗ (TφT (·T ))).
(16)
An immediate adaptation of Proposition 6.4. in [11] gives that for any s ∈ [0, t]
|gT (s)| ≤ c(h)(1− aT ), (17)
with c(h) a positive constant depending only on h. Hence for T large enough we have
log(1 + gT ) = gT − 1
2
(gT )2 − T (h, ·), (18)
with |T (h, ·)| ≤ c(h)(1 − aT )3. According to Equations (16) and (18), we get for every
s ∈ [0, t]
gT (s) =
1
2
gT (s)2 + T (h, s) +
1− aT
TµT
ih(s) + gT ∗ (TφT (·T ))(s).
Using that ∑
i≥1
(TφT (·T ))∗i = TψT (·T ),
we deduce from Lemma 4.1 in [21] that
gT (s) =
(
TψT (·T ))∗(1
2
(gT )2 + T (h, ·)+ 1− a
T
TµT
ih
)
(s)+
1
2
gT (s)2 + T (h, s)+
1− aT
TµT
ih(s).
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Consequently, letting θT = (1− aT )−1gT
θT (s) =
(
T (1− aT )ψT (·T )) ∗ (1
2
θ2T +
1
δ
ih
)
(s) + rT1 (s),
with
rT1 (s) =
(
T (1− aT )ψT (·T )) ∗ (T (h, ·)(1− aT )−2 + ( 1
T (1− aT )µT − δ
−1)ih
)
(s)
+ (1− aT )−11
2
(gT (s))2 + (1− aT )−1T (h, s) + 1
TµT
ih(s).
Since aT goes to 1, we know from Lemma 4.2 that in the sense of weak convergence
T (1− aT )ψT (·T ) →
T→+∞
fα,λ.
Finally we have
θT = f
α,λ ∗ (1
2
θ2T +
1
δ
ih
)
+ rT1 + r
T
2 ,
where
rT2 =
(
T (1− aT )ψT (·T )− fα,λ) ∗ (1
2
θ2T +
1
δ
ih
)
.
We now prove that (rT1 )T≥0 and (r
T
2 )T≥0 goes to 0 in C
0([0, t],R) for the sup-norm.
Using Assumption 2, the second part of Lemma 4.2 and Equation (17), we get that
(rT1 )T≥0 goes to zero in C
0([0, t],R). The sequence (θT )T≥0 is bounded for the sup-norm
according to Equation (17). Moreover according to Lemma 4.3 (see after the proof) θT is
differentiable, and (θ′T )T≥0 is bounded for the sup-norm. By integration by parts we have
rT2 (t) =
( ∫ ·
0
T (1− aT )ψT (sT )ds− Fα,λ) ∗ (θ′T θT + 1δ ih′)(t),
where we have used the fact that θT (0) = 0 and h(0) = 0. We then conclude that
(rT2 )T≥0 converges towards 0 in C
0([0, t],R) using dominated convergence. Lemma 4.3
together with the Ascoli theorem gives that the sequence (θT )T≥0 is relatively compact
in
(
C0([0, t],R), ‖ ‖∞
)
. Moreover for any limit point θ of the sequence (θT )T≥0, we have
that θ is solution of:
θ = fα,λ ∗ (1
2
θ2 +
1
δ
ih
)
.
The above equation has a unique continuous solution in C0([0, t],R), see Section 6.2.4 in
[11]. Thus the sequence (θT )T≥0 converges toward this solution.
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Finally remark that
KT (t) = E[exp(ih ∗ dXT )(t)].
Thus convergence in law of (XT )T≥0 towards X implies that (KT )T≥0 converges pointwise
towards the function K. Passing to the limit in (16) we get
K(t) = exp
(
(θ ∗ (δ1R+))t
)
= exp
(
δ
∫ t
0
θ(s)ds
)
.
Letting g = δθ, we have the result.
It is enough to characterize the law of X to know K(h, t) for any t ∈ R+ and h ∈
C10([0, t],R). Therefore uniqueness in law for the limit points of (XT )T≥0 is a corollary
from the uniqueness of continuous solution for the Volterra Riccati Equation (15), see
Section 6.2.4 in [11].
We now give the lemma we used in the proof of Proposition 4.4.
Lemma 4.3. The functions (θT )T≥0 are continuously differentiable and (θ′T )T≥0 is bounded
in C0([0, t],R).
Proof. Using the proof of Proposition 4.1 we have
θT = (1− aT )−1
(
E[exp
(
(ih+ ih ∗ dN˜T·T )
1− aT
TµT
)
]− 1
)
,
with N˜ a Hawkes processes with parameters (φT , φT ) where φT = aTφ. Since h(0) = 0,
h ∗ dN˜T·T admits a derivative and for any s ∈ [0, t]
(h ∗ dN˜T·T )′(s) = (h′ ∗ dN˜T·T )(s).
Furthermore we have
|(h′ ∗ dN˜T·T )(s)| ≤ ‖h′‖∞N˜TtT .
Using that
λ˜Ts = ψ
T (s) +
∫ t
0
ψT (t− s)dM˜Ts ,
we get
(1− aT )E[N˜TtT ] ≤ (1− aT )E[
∫ tT
0
λ˜Ts ds] ≤
∫ tT
0
(1− aT )ψT (s)ds ≤ 1.
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Consequently using derivation for integral with parameters, θT is differentiable and
θ′T = (1− aT )−1E[
(
ih′ + ih′ ∗ dN˜T·T
)1− aT
TµT
exp
(
(ih+ ih ∗ dN˜T·T )
1− aT
TµT
)
].
Thus we have for all s ∈ [0, t]
|θ′T (s)| ≤
1
TµT (1− aT )(1− a
T )E[‖h′‖∞ + ‖h′‖∞N˜TtT ].
The right hand side is finite and independent of s, consequently the sequence (θ′T )T≥0 is
bounded in C0([0, t],R).
Finally we have proved that the sequence (XT , ZT )T≥0 converges in law for the Skorokhod
topology.
4.2.4 Step 4
Consider the sequence (Xa,T , Za,T )T≥0 (resp. (Xb,T , Zb,T )T≥0) defined the same way as
in Equation (13) with (Na,T )T≥0 (resp. (N b,T )T≥0) instead of (NT )T≥0. According to
Lemma 4.1 we have
P
T
t =
1− aT
TµT
(
1 +
∫ +∞
0
ψT (u)du
)(
Ma,TtT −M b,TtT
)
=
1
TµT
(
Ma,TtT −M b,TtT
)
.
Thus,
P
T
t =
1√
TµT (1− aT )
(
Za,Tt − Zb,Tt
)
.
Using Step 3, we get that (Za,T )T≥0, and (Zb,T )T≥0 converge for the Skorohod topology.
These sequences being independent, (P
T
)T≥0 converges towards a process P̂ in the Sko-
rokhod topology. Furthermore we deduce from Proposition 4.3 together with Assumption
2 that there exist two independent Brownian motions Ba and Bb such that
P̂t =
1√
δ
(
BaXat −BbXbt
)
,
where Xa (resp. Xb) is the limit of the sequence (Xa,T )T≥0 (resp. (Xa,T )T≥0) and is
solution of Equation (14) with Brownian motion Ba (resp. Bb). Hence X = X
a+Xb
δ
is
solution of
Xt =
2
δ
∫ t
0
Fα,λ(t− s)ds+ 1
δ
√
λ
∫ t
0
Fα,λ(t− s) 1√
δ
d
(
BaXas +B
b
Xbs
)
.
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Moreover there exists a Brownian motion W such that WXt =
1√
δ
(BaXat + B
b
Xbt
). Conse-
quently
Xt =
2
δ
∫ t
0
Fα,λ(t− s)ds+ 1
δ
√
λ
∫ t
0
Fα,λ(t− s)dWXs .
4.2.5 Step 5
We first recall a result from [22].
Proposition 4.5. Let X be a solution of the stochastic Volterra equation (8). Then for
any ε > 0, almost surely, X has Ho¨lder regularity 1 ∧ (2α − ε). And if α > 1/2, X is
almost surely differentiable.
We now give a new result on the regularity of the solution of Equation (8).
Proposition 4.6. Let α ≤ 1
2
. Let X be a solution of the stochastic Volterra equation (8).
Then, almost surely, X is not continuously differentiable.
Proof. As already seen in Step 3, X satisfies
DαXt = −λXt + 2λ
δ
t+
√
λ
δ
WXt . (19)
Applying the law of iterated logarithm we get for 0 ≤ t ≤ 1
lim sup
s→t−
DαXt −DαXs − 2λδ (t− s)√
2(Xt −Xs) log log
(
(Xt −Xs)−1
) = √λδ .
Assume that X is continuously differentiable. According to Appendix A.3 we have
DαXt =
1
Γ(1− α)
∫ t
0
(t− s)−αX ′sds.
Let t be such that X ′t 6= 0. Such a point almost surely exists because X is not constant.
Indeed suppose it is constant, as X0 = 0 it implies that X = 0. But obviously the null
function is not solution of Equation (19). For such t using that
Xt −Xs ∼s→t (t− s)X ′t,
we have
lim
s→t−
t− s√
2(Xt −Xs) log log [(Xt −Xs)−1]
= 0.
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Hence
lim sup
s→t−
DαXt −DαXs√
2(Xt −Xs) log log [(Xt −Xs)−1]
=
√
λ
δ
. (20)
We now give a bound on |DαXt−DαXs|, for s < t, where ‖X ′‖∞ denotes the supremum
norm of X ′:
|DαXt −DαXs| =
∣∣ ∫ s
0
(
(t− u)−α − (s− u)−α)X ′sdu+ ∫ t
s
(t− u)−αX ′udu
∣∣
≤
∫ s
0
∣∣(t− u)−α − (s− u)−α∣∣ ‖X ′‖∞du+ ‖X ′‖∞
1− α (t− s)
1−α
≤
∣∣∣∣∫ s
0
(t− u)−α − (s− u)−α
∣∣∣∣ du‖X ′‖∞ + ‖X ′‖∞1− α (t− s)1−α
≤ ( ∫ t−s
0
u−αdu+
∫ t
s
u−αdu
)‖X ′‖∞ + ‖X ′‖∞
1− α (t− s)
1−α
≤ ( 1
1− α(t− s)
1−α + (t− s)s−α)‖X ′‖∞ + ‖X ′‖∞
1− α (t− s)
1−α.
We get
lim
s→t−
DαXt −DαXs√
2(Xt −Xs) log log [(Xt −Xs)−1]
= 0.
This is in contradiction with Equation (20), henceX cannot be continuously differentiable.
4.3 Proof of Theorem 3.2
We have seen in Section 4.2.4 that X = (Xa+Xb)/δ, with Xa and Xb independent copies
of the limit of the sequence (XT )T≥0. From Proposition 4.4, we immediately obtain
Theorem 3.2.
A Appendix
A.1 Mittag-Leffler functions
Let (α, β) ∈ (R+? )2. The Mittag-Leffler function Eα,β is defined for z ∈ C by
Eα,β(z) =
∑
n≥0
zn
Γ(αn+ β)
.
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For (α, λ) ∈ (0, 1]× R+, we also define
fα,λ(t) = λtα−1Eα,α(−λtα), t > 0,
Fα,λ(t) =
∫ t
0
fα,λ(s)ds, t ≥ 0.
The function fα,λ is a density function on R+ called the Mittag-Leffler density function.
Its Laplace transform is
fˆα,λ(z) =
λ
λ+ zα
.
When α = 1, the Mittag-Leffler density simply corresponds to the exponential law with
parameter λ.
A.2 Tauberian theorems
The following results can be found in [5].
Definition A.1. A measurable function L : R+ → R is slowly varying if for all s > 0
L(st)
L(t)
→
t→+∞
1.
Proposition A.1. Let L be a slowly varying function and α > 0, then
t−αL(t) →
t→+∞
0.
Theorem A.1. (Characterisation theorem) Let U be a positive measurable function on
R+ such that for all s ∈ C, with C a set with positive Lebesgue measure
U(ts)
U(t)
→
t→+∞
g(s) > 0,
for some function g. Then the previous limit can be extended for all s > 0. Let g˜ be this
limiting function extending g. There exist α ∈ R such that g(t) = tα and a slowly varying
function L such that U(t) = tαL(t).
Theorem A.2. (Karamata’s Tauberian theorem) Let U be a measurable non-negative
function, c ≥ 0, ρ > −1 and assume Uˆ(z) = ∫ +∞
0
e−zsU(s)ds is finite for any z > 0.
Then
U(t) ∼+∞ ctρ L(t)
Γ(1 + ρ)
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for L a slowly varying function implies
Uˆ(z) ∼0+ cz−ρ−1L(1
z
).
A.3 Fractional derivative
For α ∈ [0, 1), the fractional derivative operator Dα is defined for h λ-Ho¨lder function
(with λ > α) by
Dαf(t) =
1
Γ(1− α)
d
dt
∫ t
0
(t− s)−αh(s)ds.
Note that if the function h is continuously differentiable and f(0) = 0. The derivation for
integral with parameters gives
Dαf(t) =
1
Γ(1− α)
∫ t
0
(t− s)−αf ′(s)ds.
More information on fractional differential operator can be found in [27].
A.4 A result on inhomogenous Poisson process
We recall the following well known result.
Proposition A.2. (Exponential formula) Let N be an inhomogenous Poisson process with
intensity ν and f be a complex measurable function defined on R+ such that Re(f) ≤ 0.
Consider the function
Nf (t) =
Nt∑
i=1
f(Ti),
where (Ti)i∈N are the jump times of N . For any t ≥ 0 we have
E[exp
(
Nf (t)
)
] = exp
( ∫ t
0
(ef(s) − 1)ν(s)ds).
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