Abstract
Introduction

33
For the past two decades, great progress has been made in the application of unstructured-grid (UG) models to 34 coastal ocean processes. The superior boundary fitting and local refinement/derefinement ability of UG models have also been proposed with somewhat stricter time step limit than ours (but more relaxed than the explicit mode-40 splitting models) (Danilov 2012 ). The implicit UG models are free of mode-splitting errors and of the associated 41 filter to prevent modes aliasing.
42
Despite the great success of implicit UG models for barotropic problems (e.g., tides, storm surge and tsunami 
51
We have been systematically improving the baroclinic capability of our UG model, and this paper serves as a 52 summary of the progress we have made in this endeavor for the past 5 years. Our experience suggests that for an UG 53 model to work well in the baroclinic regimes from shallow to large depths, it has to strike a careful balance between 54 accuracy, efficiency and robustness. For instance, the eddying regime sets a high standard for numerical dissipation 55 and stability (control of modes), whereas the order of numerical schemes is less important in the estuarine 56 applications, as the strong forcing therein favors stable and often lower-order numerical schemes. For such 57 applications, more emphasis should be placed on faithfully resolving geometric and bathymetric features that act as 58 the 1 st -order forcing for the underlying processes. The rich diversity of the processes as found from shallow to large 59 depths likely precludes a 'one-size-fits-all' approach, and different numerical options may prove to be useful in 60 different regimes. This has been the guiding principle when we built our cross-scale model.
61
As far as the model (SELFE) we have been developing for the past 15 years is concerned, we have made steady 62 progress in the baroclinic regime in the shallows (ZB08; Burla 2010) . Although all implicit models have inherent 63 numerical diffusion, SELFE seems to have struck a good balance between numerical dissipation (due to implicit 64 time stepping), numerical dispersion (due to Finite Element Method), and stability demanded by such type of 82 Sept. 17, 2015) . Although the original focus of SCHISM is the same as SELFE, i.e., hydrodynamic applications, it 83 has since evolved into a comprehensive modeling framework ( 
98
The 1 st feature has been reported in Zhang et al. (2015) , and the rest will be the subject of this paper.
99
To prepare for the introduction of the new SCHISM features, we will first briefly review some key formulations in 100 SELFE in Section 2, with the focus on the treatment of momentum advection. We then present the main differences 
113
Continuity equation in 3D and 2D depth-integrated forms:
Transport equations: 
137
The 3D domain is first discretized into triangular elements in the horizontal and a series of vertical layers (using 138 hybrid SZ coordinates). The unknown variables are then staggered on triangular prisms as shown in Fig. 2 
158
The CD grid used in SELFE is instrumental in its ability to easily maintain geostrophic balance, as both velocity 159 components (u,v) are explicitly modelled. This is a key difference from UnTRIM-family of models (Casulli and 
160
Cattani 1994) which uses a C grid, where special treatment has to be made to properly maintain the geostrophic 161 balance (Zhang et al. 2004; Ham et al. 2007 ). In addition, due to the finite-difference method used in the UnTRIM-162 family of models, only orthogonal UG grids can be used, which proves to be restrictive in practice. On the other 163 hand, the FEM framework used in SELFE (and SCHISM) allows generic non-orthogonal UG's to be used. In fact,
164
the model has a high tolerance for skew (non-orthogonal) elements.
165
A critical feature of SELFE is the use of Eulerian-Lagrangian method (ELM) to treat the momentum advection term:
where 'n' and 'n+1' denote time step levels, t is the time step, x is a shorthand for (x,y,z), and x * is the location of 
170
The location x * is found via a backtracking step, standard in an ELM, via backward integration of Eq. (6) starting 171 from a given location (x), which is in our case a side center at whole level where the horizontal velocity u is defined.
172
The fixed starting location (Eulerian framework) followed by a Lagrangian tracking step gives the name Eulerian-
173
Lagrangian method. Therefore the ELM consists of two major steps: a backtracking step (Fig. 3a) and an 174 interpolation step at FOCL (Fig. 3b) as illustrated in Fig. 5a ; the velocity at a side '0' is filtered as:
201 with the strength usually set as =0.5. We will show that the filter is analogous to a viscosity implementation in the 
218
with increasing dispersion for the higher-degree functions; therefore in practice, the last two functions are seldom 219 used. In the following we will refer to the first 3 functions as 'KR1', 'KR2' and 'KR3' respectively.
220
The equations to solve for the unknown coefficients are: 
224
Note that the matrix of Eq. (10) is dependent only on geometry and therefore can be inverted and stored before the 225 time stepping loop to achieve greater efficiency. After the coefficients are found, the interpolation at FOCL is done 226 via Eq. (8).
227
The smaller stencil used here compared to that used by Le Roux et al. (1997) leads to larger numerical dispersion.
228
Therefore an effective method must be found to control the dispersion, and we will show how this is done in 229 SCHISM in the next section. 
249
We therefore develop an implicit TVD scheme in the vertical dimension in SCHISM. We start from the FVM 250 formulation of the 3D transport equation (4) at a prism i: 
257
have also approximated the concentration at a face as the sum of an upwind and a correction part as:
259
Note that in the 2 nd term of RHS of Eq. (11), we have C j =C jup as j is an inflow face. In addition, we have 260 intentionally left out the time level in some terms in (11) as they will be treated explicitly or implicitly in the 261 following.
262
We split the solution of Eq. (11) into 3 sub-steps:
The 1st step Eq. (13) solves the horizontal advection part (for all 3D prisms i), the 2 nd step Eq. (14) 
275
(12) via a Taylor expansion in both space and time (DB07):
277
Note that the interface value is taken at time level n+1/2 to gain 2 nd -order accuracy in time. The vector r points from 278 prism center jup to face center j. Due to the operator splitting method, C n+1 now actually corresponds to C . 279
Customary in a TVD method, we then replace the last 2 terms with limiter functions:
where 'jD' stands for the downwind prism of i along the face j, and  j and  j are 2 limiter functions in space and 284 time respectively. Note that  j = j =1 leads to 2 nd -order accuracy in both space and time.
285
Substituting Eq. (18) into (14) and after some algebra we obtain a nonlinear equation for the unknown 286 concentration:
where r p and s q are upwind and downwind ratios respectively:
DB07 showed that a sufficient TVD condition for Eq. (19) is that the coefficient of the 2 nd LHS term be non-291 negative, i.e.: 
Therefore we choose the following form for the limiter:
where we have imposed a maximum of 1 in an attempt to obtain 2 nd -order accuracy in time. can be done via viscosity, filtering, and/or averaging of velocity fields (e.g., from element to node etc). As the 317 Shapiro filter, which is designed to remove the spurious modes in SELFE, is too dissipative in the eddying regime,
318
we replace it with an effective horizontal viscosity scheme in SCHISM.
319
Most geophysical fluid dynamic models use horizontal viscosity to add dissipation to the numerical scheme in order 320 to control sub-grid scale instabilities, e.g. due to cascading of enstrophy toward the smallest resolved scales (Griffies   321 and Hallberg 2000). In other words, one of the main goals of the viscosity is to remove the unresolved sub-grid 322 scales but preserve the resolved scales as much as possible. The new viscosity scheme presented here is therefore 323 designed more to filter out spurious modes than to represent the actual physical horizontal mixing process.
324
We start with a demonstration that the traditional Laplacian viscosity loses its effectiveness on generic UGs. While 325 there are different ways to implement the Laplacian viscosity on UGs, we present a particular way catered to the 326 specificity of SCHISM; nevertheless the conclusion here applies to other implementations as well. Consider the 327 stencil depicted in Fig. 5a ; the horizontal viscosity term at the side center '0' is given by:
where  is the boundary PQRS (Fig. 5a) , and we assume the viscosity  0 to be constant in the stencil. The formula 330 for the viscosity term for the v-velocity is similar. The derivatives are evaluated using the linear shape functions defined inside the 2 smaller triangles formed by joining the 3 side centers (012 and 034 in Fig. 5a ), and are constant 332 within each triangle:
with a similar form for element II. The final form for the viscosity is then:
where proper linear vertical interpolation has been made to bring u m (m=1,..,4) onto the same horizontal plane as u 0 .
337
For uniform grid with equilateral triangles, Eq. (27) becomes:
which is equivalent to the 5-point Shapiro filter (cf. Eq. (7) 
345
The bi-harmonic viscosity is often superior to the Laplacian viscosity as it is more discriminating in removing sub- 
where im() enumerates 3 nodes of an element.
366
2) The excess field associated with (k,j) is: 
where subscripts 1-4 are the 4 adjacent sides of j (Fig. 5a) ; 
where subscripts '1' and '2' are the 2 adjacent sides of j (Fig. 5d) 
412
The convergence curves from various schemes are summarized in Fig. 7 
441
For the reason explained in Section 3.2 (i.e. to prevent negative coefficients), we will derive the viscosity form on 442 uniform quads. Referring to Fig. 5b , the viscosity term is: centers, a row of quads and 1 vertical layer resembles a 1D model (Fig. 8c) . Similarly, a row of quads with multiple 464 vertical layers leads to 2DV configuration (Fig. 8c) . Some parts of the shoals that are sufficiently shallow are 465 discretized using 1 vertical layer (Fig. 8b) especially at the highest resolution (with the error within 1% of the theoretical value) (Fig. 11a) . With the exception 507 of the coarsest horizontal resolution (4km), the model results show only small sensitivity to the horizontal resolution 508 (Fig. 11b) Fig. 13 ).
517
Initially the salinity is constant at 35PSU (and remains so throughout the simulation), and there is a linear gradient 
534
Eddies and filaments develop quickly within 0.5 years, and the mean kinetic energy (MKE) reaches a quasi-steady 535 level after ~1 year (Fig. 12) . The maximum MKE from SCHISM (~0.07 m 2 /s 2 ) seems to be close to the scheme MC structures are evident in this figure, although our temperature is slightly lower (Fig. 14b) . Our filaments also seem to 542 be a little shorter than their best results (Danilov 2012) , suggesting slightly larger numerical dissipation in our 543 model. The differences between our and their results may also be partly due to the larger domain we have used.
545
Black Sea
546
The Black Sea, our realistic-model laboratory used in this study to validate the outcome of the numerical methods
547
proposed here, is a nearly enclosed basin of estuarine type (Fig. 15) . The run-off from its catchment area (about five 
556
The Black Sea is a deep estuarine basin. The continental slope in the Black Sea is very variable (Fig. 15b) . It is mild 
571
Discharges at 6 rivers around Black Sea (Fig. 15a) 
574
We generate a mixed triangular-quadrangular grid of 101K nodes and 172 K element (Fig. 15d ). An essentially 575 uniform resolution of 3km is used here to exclude the influence of variable grid resolution on mesoscale processes 576 (see Danilov and Wang (2015) for a detailed discussion on the effects of variable grid resolution on eddies). The 577 refinement near the Bosphorus exit is done for the on-going work that includes the Turkish Strait System. Once the 578 model is fully validated on this grid, we plan to create an UG of variable resolution to refine some coastal areas.
579
Even though the bottom slope is very steep at the shelf break, no bathymetry smoothing is done to stabilize the 
605
The model's ability to resolve the baroclinic instability is contrasted below with SELFE results using the same initial 606 data and forcing, and a similar horizontal and vertical resolution (21S+30Z layers) (Fig. 16b) ; the SELFE results
607
represented the best we were able to obtain from this model. There are apparent similarities between the two models: 
621
Differences in the surface heights associated with these eddies between SELFE and SCHISM are 5-10 cm, which is 622 comparable to the anomalies caused by eddies , with few layers on the shallow shoals. The grid near the upstream river is shown in insert (c), where transition from 2DV to 1D grid can be seen. In the test, a M2 tide is applied at the ocean boundary, and fresh water discharges are imposed at the heads of the river and estuary.
Figure8
Fig. 9: Snapshot of velocity (a&c) and salinity (b&d) along the river transect (cf. Fig. 8c) showing the transition from 2DV to 1D region (i.e. the flat portion on the left). (a&b) correspond to a peak flood and (c&d) a peak ebb. The uni-directional river flow can be seen even during flood, and the tilt of isohaline line in (b) into the 1D zone is due to the linear interpolation of colors used in plotting; otherwise the 1D zone shows a uniform salinity/velocity along the vertical column. The burgundy line in (a&c) is the bottom. 
