Abstract. Garside's results and the existence of the greedy normal form for braids are shown to be true for the singular braid monoid. An analog of the presentation of J. S. Birman, K. H. Ko, and S. J. Lee for the classical braid group is also obtained for this monoid. §1. Introduction
§1. Introduction
Various questions concerning braid groups and their generalizations have attracted attention during the last decades. Presentations of braid groups and algorithmic problems for the singular braid monoid are among these questions.
The canonical presentation of the braid group on n strings Br n was given by Artin [5] and is well known. It has the generators σ 1 , σ 2 , . . . , σ n−1 and the relations (1) σ i σ j = σ j σ i if |i − j| > 1, i, j = 1, . . . , n − 1;
Of course, there exist other presentations of the braid group. Birman, Ko and Lee [8] introduced a presentation with generators a ts with 1 ≤ s < t ≤ n, and the relations (2) a ts a rq = a rq a ts for (t − r)(t − q)(s − r)(s − q) > 0, a ts a sr = a tr a ts = a sr a tr for 1 ≤ r < s < t ≤ n.
The generators a ts are expressed in terms of the canonical generators σ i as follows:
The singular braid monoid SB n or Baez-Birman monoid [6, 7] is defined as a monoid with generators σ i , σ if |i − j| > 1,
In pictures, σ i corresponds to the canonical generator of the braid group and x i represents the intersection of the ith and (i+1)st strands as in Figure 1 . The basic motivation for the introduction of this object was the Vassiliev-Goussarov theory of finite type invariants. The singular braid monoid on two strings is isomorphic to Z ⊕ Z + , so that the word problem in this case is trivial. For the monoid with three strings this problem was solved by Járai [16] and Dasbach and Gemein [11] . In the general case, this was done by Corran in the complicated and technical paper [10] . Here we hope to give a simple solution using almost nothing but F. A. Garside's arguments. The initial idea is simple and geometric: the behavior of the Garside fundamental element determined by the word Δ (for convenience, the definition is given below in formula (4)) with respect to the singular generators x i is similar to that with respect to the braid generators σ i :
as shown in Figure 2 . §2. The word problem for the singular braid monoid Following Garside's ideas, we consider the positive singular braid monoid SB + n . It is defined as a monoid with the generators σ i , x i , i = 1, . . . , n − 1, and relations (3) except the last one, which concerns the invertibility of σ i . We denote by A the alphabet {σ i , x i , (i = 1, . . . , n − 1)}. We say that two positive words A and B in the alphabet A are License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ON THE SINGULAR BRAID MONOID 695 positively equal if they are equal as elements of SB + n . In this case we write A . = B. The identity of words is denoted by the symbol ≡. We denote by L(W ) the word-length of the word W . As usual, we say that an element a in a monoid is a (left) divisor of an element b if there exists an element c such that ac = b in the monoid; in this case we say that b is a (right) multiple of a. The relation of divisibility is a partial order in SB + n , and the notions of the greatest common divisor and the least common multiple make sense.
The proofs of the statements below are the same as in Garside's paper [15] with some exceptions as, for example, the proof of Proposition 6, where we use the Mal tsev rule. Proposition 6 was proved by Corran [10] ; Theorem 3 was proved by Fenn, Rolfsen and Zhu [14] by different methods. 
Proposition 1. The following claims are true in SB
given
we have:
and given
the case where |k − i| = 1 is impossible.
The same is true for the right multiples of σ i or x k .
Proof. Garside's proof works here. We apply induction on the length s of the word A and the length of the chain of transformations from a i A to a k B, where a i may be σ i or x i , and a k may be σ k or x k . The cases of s = 0, 1 are obvious; so, suppose that the statement is true for s ≤ r and that for s = r + 1 it is true if the chain-length does not exceed t. As an example, we prove the last statement, which is formally not contained in Garside's considerations. So, let A, B be of word-length r + 1 and let x i A . = x k B, |i − k| = 1, through a transformation of chain-length t + 1. We may assume that k = i +1 and let the successive words of the transformations be
We choose an arbitrary intermediate word W g , say, somewhere in the middle of the chain. We have W g ≡ aV , where a is a generator of SB + n . First, suppose that a commutes with
B and by induction we obtain
Thus, x i P . = x i+1 Q, which is impossible by induction. The cases where a = x i−1 , x i , x i+1 , x i+2 are also impossible by induction. The cases that need consideration are a
, which is impossible. The remaining cases may be analyzed in the same way. Proof. We use induction on the length of S. If S has length 1, then A also has length 1 and the assertion follows from Proposition 1. Suppose the claim is true if the length is less than or equal to k, and let the length of S be equal to k + 1. First, we consider the case where the length of A is equal to 1. This means that A ≡ σ j . Let the first letter of S be σ i : S ≡ σ i S , so that we have the situation Garside's fundamental element in the braid group Br n is defined by the following word:
If we use Garside's notation
We keep the same notation for the corresponding images in SB n . Garside's transformation of words R is defined by the formula
This gives an automorphism of Br n and the positive braid monoid Br + n . We extend it to letters x i and, thus, to SB + n and to SB n by
Proof. For i = 1, we have
For i ≥ 2, we have
The fundamental element has remarkable divisibility properties.
Proposition 4 ([15], Lemma 4)
. In Br n , there exist positive words W r and V r such that
Proposition 5. If W is an arbitrary positive word in the alphabet A such that either
In the proof of the next proposition, we use the Mal tsev rule [2] - [4] . Originally, it was formulated for groups. Here we need a version for monoids; the proof is the same. We consider monoids some generators of which are invertible. All relations except invertibility (such as the last relation in (3)) will be called principal. In the Mal tsev rule the following situation is considered: two words A and C, where C contain no negative degrees of letters of the alphabet, represent one and the same element of the monoid. Then there exists a sequence of words
where each arrow means an elementary operation, which may be an application of one principal defining relation or insertion or deletion of an expression cc −1 or c −1 c, where c is a letter of our alphabet. In the first case, insertion is said to be left and in the second it is right. A right insertion 
Proposition 6. The canonical homomorphism
Proof. We need to prove that if two elements of SB Consider a subsequence of (5) that starts with the last (e.g., right) insertion and finishes with the deletion of the corresponding c −1 :
The fragment Y j does not change in this subsequence because the insertion is correct. 
where → denotes a positive operation and → denotes a positive operation or deletion. Thus, multiplying by Δ we eliminate one insertion. By induction, we construct a sequence of positive operations between Δ m AΔ l and Δ m CΔ l for some m and l. After cancellation, this means that A and C are positive equivalent. As was noted by V. V. Chaynikov, one can get a proof without invoking the Mal tsev rule but using the fact that relations (3) are invariant with respect to the operation R.
We introduce the lexicographical ordering among all positive words in the alphabet Proof. First, suppose that an element w is represented by a positive word P . Among all positive words positively equivalent to P , we choose a word in the form Δ t A with t maximal. Then A is not a multiple of Δ, and we have
Now, let W be an arbitrary word in SB n . Then we can put
where each W j is a positive word of nonnegative length and the c l are generators σ i , the only possible invertible generators. As has already been mentioned, for each c l there exists a positive word
Hence, moving the factors Δ −1 to the left, we obtain W = Δ k P , where P is positive, and expressing this in the form Δ t s A, finally we get
It remains to show that the form (6) is unique. Suppose
Let p < m, and let m − p = t > 0. Then (7) gives Δ t s A = s C, which is impossible. Consequently, p = m, whence s A = s B. Thus, by Proposition 6, we obtain s A . = s C, but the base is unique, so that s A ≡ s C and the uniqueness of the form (6) is established.
The form of an element w established in this theorem is called the Garside left normal form, and the index m is called the power of w. The Garside right normal form is defined similarly, and the corresponding version of Theorem 1 is true. The Garside normal form also gives a solution to the word problem in the singular braid monoid.
Corollary 3. Two words in the alphabet A represent one and the same element in SB n if and only if their Garside normal forms (left or right) are identical.
The Garside normal form for the braid groups was refined in the subsequent papers [1, 13, 12] . Namely, the left-greedy form (in the terminology of W. Thurston [13] [12] ). Certainly, the right-greedy form is defined similarly. We consider these forms for the singular braid monoid. First, for any word W we move the greatest power of Δ to the left. To the right we have a positive word W not divisible by Δ. Consider the decomposition W . = S 1 T as in Proposition 2. Then we take the fragments of the left-greedy form for S 1 : S 1,1 . . . S 1,t . Among all the x i -divisors of T , we choose the smallest in the lexicographical order: T .
Consider the decomposition as in Proposition 2 for T 1 and continue this process. We get the form
where each S i consists of fragments of the left-greedy form for the braid group and each X i is a lexicographically ordered product of x j . We call this form the left-greedy form for the singular braid monoid. The right-greedy form for the singular braid monoid is defined in the same way.
Theorem 2. Each element of the singular braid monoid can be written uniquely in a left-greedy (right-greedy) form.
Theorem 3. For n = 2 the singular braid monoid SB n is commutative and isomorphic to Z ⊕ Z + . For n ≥ 3, the center of SB n is the same as the center of Br n and, thus, it is generated by Δ 2 . §3. Conjugacy problem for the singular braid monoid
Let M be a monoid with unit group G. We say that two elements u, v ∈ M are conjugate if v = g −1 ug for some g ∈ G. This means that conjugate elements u and v in SB n belong to one and the same orbit of the canonical action of the braid group Br n on SB n , and the conjugacy problem for the singular braid monoid will be understood precisely in this sense. Such an approach to conjugacy appears among others in monoid theory; see, e.g., [17] .
Since the relations (3) are homogeneous with respect to both types of generators σ i and x i , the following three homomorphisms, which express the degree of an element with respect to σ i , x i and the total degree, are well defined: deg σ : SB n → Z, deg x : SB n → Z + , and deg : SB n → Z. 
Figure 4
Figure 5
Proof. We follow Garside's proof, which employs induction on the order of a node equal to the word-length of an element. Proposition 4 gives the beginning of this induction: a statement for the identity element. Assume that the statement of the theorem is true for all nodes of degree not exceeding m. Let C be an arbitrary node of order m, and let an edge σ i start at C and end at a node D of order m + 1, the case analyzed by Garside. By the inductive hypothesis, the node C is also incident to all σ k , k = i. Then the braid relations and Proposition 1 show that the node D is also incident to all σ k , k = i. Now we consider the case of an edge x i that starts at some node C of order m and ends at a node D of order m + 1. By the inductive hypothesis, the node C is also incident to all σ k , k = i. First, we treat the case of the generators σ k with |k − i| = 1. If the edge σ k ends at C, then σ k x i . = x i σ k , which means that the edge σ k also ends at D. If σ k starts at C, then we can use Proposition 1 to obtain the fragment of the Cayley graph depicted in Figure 3 a) . Let |k − i| = 1. If the edge σ k starts at C, then Proposition 1 yields the fragment of the Cayley graph depicted in Figure 3 b) . Now, consider the case where the edge σ k ends at C (and starts at some node B). The edge σ i must be incident to C, so that it either ends or starts at C. In the first case, Proposition 1 gives us the fragment of the Cayley graph depicted in Figure 3 c) . We complete the proof in this case by using the relation σ i σ k x i = x k σ i σ k . In the last case, the edge σ i starts at C. Consider the node B where σ k starts. If the edge σ i ends at B, then we use the relation σ i σ k x i = x k σ i σ k and we are done. So, suppose that the edge σ i also starts at B. Using Proposition 1, we obtain the fragment of the Cayley graph depicted in Figure 4 a). Using Proposition 1 twice, we obtain the fragment of the Cayley graph depicted in Figure 4 b) . Finally, using Proposition 1 once again, we come to the fragment of the Cayley graph depicted The definition of the summit set for the singular braid monoid is the same as Garside's.
Theorem 5. In SB n , two elements are conjugate if and only if their summit sets are identical.
Since for any element of SB n the summit set is finite and is obtained algorithmically, this theorem gives a solution of the conjugacy problem. §4. Birman-Ko-Lee presentation for the singular braid monoid For the singular braid monoid, we prove the existence of an analog of the presentation (2) of J. S. Birman, K. H. Ko, and S. J. Lee. For 1 ≤ s < t ≤ n and 1 ≤ p < q ≤ n, consider the elements of SB n defined by
Geometrically, the generators a s,t and b s,t are depicted in Figure 6 .
Theorem 6.
The singular braid monoid SB n has a presentation with generators a ts , a
ts for 1 ≤ s < t ≤ n and b qp for 1 ≤ p < q ≤ n and with the relations
Proof. We follow the proof of Birman, Ko, and Lee [8] ; we begin with the presentation of SB n with the help of the generators σ i , σ
. . , n − 1, and the system of relations (3) . We add the new generators a ts , a −1 ts for 1 ≤ s < t ≤ n and b qp for 1 ≤ p < q ≤ n defined by (8) . Since relations (9) are described by isotopies of singular braids, they must be consequences of (3), and we may add them too.
V. VERSHININ
In the special case where t = s+1, relations (8) 
Now we prove that relations (10)-(18) are consequences of (9). Birman, Ko, and Lee proved that relations (10)- (12) are consequences of the first two relations in (9) . The proof for (13) is the same as for (12) . Relations (14) are special cases of the last relation in (9) . Relations (15) are special cases of the fourth and the fifth relations in (9) . To deduce (16), we use the sixth relation in (9):
and then the seventh relation in (9):
To deduce (17), we use the second, eighth, fifth, and again second relations in (9):
To eliminate (18), we apply the second relation in (9) to change the middle pair a (p+2)(p+1) b (p+1)p in (18) to b (p+2)p a (p+1)p . Then we apply this process to the pair a (p+3)(p+2) b (p+2)p . Ultimately, this process will move the original central letter b (p+1)p to the leftmost position, where it becomes b qp . Free cancellation eliminates everything to the right of it, and we are done. Now we consider the positive singular braid monoid with respect to generators a ts and b t,s for 1 ≤ s < t ≤ n. Its relations are (9) except the one concerning the invertibility of a ts . We say that positive words A and B in the alphabets a ts and b t,s are positively equivalent if they are equal as elements of this monoid. In this case, as in the preceding section, we write A . = B. The fundamental element of Birman, Ko, and Lee is given by the fundamental word δ by the formula δ ≡ a n(n−1) a (n−1)(n−2) . . . a 21 ≡ σ n−1 σ n−2 . . . σ 2 σ 1 .
For us it is convenient to express its divisibility by any generator a ts (which was proved in [8] ) in the following form. Proof. For the generators a ts , this was proved in [8] . Suppose that 1 ≤ r < s < t < n. Then, using relations (9), we obtain b ts δ . = b ts a ts a n(n−1) a (n−1)(n−2 Geometrically, this commutation is shown in Figure 7 . Analogs of other results proved by Birman, Ko, and Lee (which are also analogs of the statements of § §2 and 3 of the present paper) remain valid for the singular braid monoid. They were proved by Chaynikov in [9] .
