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A ZERO DENSITY ESTIMATE FOR DEDEKIND ZETA FUNCTIONS
JESSE THORNER AND ASIF ZAMAN
Abstract. Given a finite group G, we establish a zero density estimate for Dedekind
zeta functions associated to Galois extensions K/Q with Gal(K/Q) ∼= G without assuming
unproven progress toward the strong form of Artin’s conjecture. As an application, we
strengthen a recent breakthrough of Pierce, Turnage–Butterbaugh, andWood on the average
size of the error term in the Chebotarev density theorem.
1. Statement of the main result
The study of zeros of L-functions associated to families of automorphic representations has
stimulated much research over the last century. Zero density estimates, which show that few
L-functions within a family can have zeros near the edge of the critical strip, are especially
useful. They often allow one to prove arithmetic results which are commensurate with what
the generalized Riemann hypothesis (GRH) predicts for the family under consideration.
Classical triumphs include Linnik’s log-free zero density estimate for L-functions associated
to Dirichlet characters modulo q [14] and the Bombieri–Vinogradov theorem for primes in
arithmetic progressions [2]. More recently, Kowalski and Michel [10] proved a zero density
estimate for the L-functions of cuspidal automorphic representations of GLm over Q which
satisfy the generalized Ramanujan conjecture. See also [4, 5, 13] for related results.
All of the aforementioned zero density estimates require an inequality of large sieve type,
which indicates that certain Dirichlet polynomials indexed by the representations in the
family under consideration are small on average. Such results for Dirichlet characters are
classical, while the problem of averaging over higher-dimensional representations (as consid-
ered in [4, 10, 13], for example) has relied decisively on the automorphy of the representations
over which one averages (so that one might form the Rankin–Selberg convolution of two rep-
resentations, whose L-function will have good analytic properties). In this paper, we prove a
large sieve inequality and corresponding zero density estimate for the L-functions associated
to certain families of representations which are not yet known to be automorphic.
Given a family F of Galois extensions K/Q, we study the zeros of the quotients ζK(s)/ζ(s),
where ζK(s) is the Dedekind zeta function of K and ζ(s) is the Riemann zeta function. This
L-function is not known to be automorphic over Q apart from some special cases. For T ≥ 1
and σ ≥ 0, define
NK(σ, T ) := #{ρ = β + iγ ∈ C : ζK(ρ)/ζ(ρ) = 0, β ≥ σ, |γ| ≤ T}.
Our main result is
Theorem 1.1. Let G be a finite nontrivial group of order m + 1. Let F = FG be a set
of number fields K such that K/Q is a Galois extension with Gal(K/Q) ∼= G. Define
F(Q) := {K ∈ F : DK ≤ Q} and
(1.1) mF(Q) := max
K∈F(Q)
#{K ′ ∈ F(Q) : K ∩K ′ 6= Q}.
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If Q, T ≥ 1 and 1/2 ≤ σ ≤ 1, then∑
K∈F(Q)
NK(σ, T )≪m mF(Q)(QT )107m3(1−σ)(logQT )2m2 .
Remark. If F(Q) is non-empty, then mF(Q) ≥ 1.
The strong Artin conjecture implies that ζK(s)/ζ(s) may be expressed as a product of L-
functions, each of which is automorphic over Q. Assuming this conjecture, Pierce, Turnage–
Butterbaugh, and Wood [20, Theorem 6.5] used Kowalski and Michel’s result to establish
a weaker variant of Theorem 1.1. The unconditional nature of Theorem 1.1 was motivated
by recent work of Lai and Silberman [12] which extends the Aramata–Brauer theorem;
while we do not use their results directly, we appeal to a related theorem of Brauer [3] (see
Proposition 4.3). Theorem 1.1 leads to applications on the average error in the Chebotarev
density theorem, subconvexity of Dedekind zeta functions, and torsion in class groups. We
describe these consequences in the next section.
Acknowledgements. We thank Kannan Soundararajan for helpful discussions as well as
Nicholas Lai and Lior Silberman for bringing [3] to our attention. Work on this paper began
while the authors were postdoctoral researchers at Stanford University. Jesse Thorner was
partially supported by a NSF Postdoctoral Fellowship. Asif Zaman was partially supported
by an NSERC fellowship.
2. Applications to the Chebotarev density theorem and subconvexity
Let K/Q be a Galois extension of number fields with Galois group isomorphic to G, and
let C ⊆ Gal(K/Q) be a conjugacy class. Let
π(x) := #{p ≤ x}, πC(x,K/Q) := #
{
p : p ∤ DK ,
[K/Q
p
]
= C, p ≤ x
}
,
where the Artin symbol [K/Q
p
] denotes the conjugacy class of Frobenius automorphisms at-
tached to the prime ideals of K which lie over p. It follows from work of Lagarias–Odlyzko
[11] that under GRH for the Dedekind zeta function ζK(s) associated to K, we have an
effective form of the Chebotarev density theorem:
(2.1)
∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪ |C||G|√x log(DKx[K:Q]), x ≥ (logDK)2.
Thus one can accurately count prime ideals of small norm with a given Artin symbol. With-
out GRH, one may hope that something similar to (2.1) holds when averaging over a set F
of Galois extensions K over Q. We say a set F has a positive level of distribution if, for any
A > 1 there exists B = B(A,F) > 0 such that
(2.2)
1
#F(Q)
∑
K∈F(Q)
max
C⊆Gal(K/Q)
∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪A,F x(log x)A , x ≥ (logQ)B.
This implies that for almost most fields K ∈ F, primes equidistribute in the Chebotarev
density theorem when x is merely a power of logDK . This is commensurate with what GRH
predicts.
If K/Q ranges over abelian extensions, then class field theory implies that the Artin L-
functions of K/Q are in fact Dirichlet L-functions, which brings us to the setting of [2].
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An extension of this abelian situation was attained by M. R. Murty and V. K. Murty [15].
For a fixed (possibly nonabelian) Galois extension k/Q, they exhibited a positive level of
distribution for the family of fields Kq = k(e
2πi/q) over Q indexed by integers q ≥ 3 satisfying
k ∩ Q(e2πi/q) = Q. While the extension Kq/Q with Galois group Gal(k/Q) × (Z/qZ)× is
possibly nonabelian, the varying large subextension Kq/k is always abelian. The key analysis
reduces to the study of Dirichlet characters.
A recent breakthrough of Pierce, Turnage-Butterbaugh, and Wood [20, Theorems 1.1 and
1.4] allows one to control the average size of the error term in the Chebotarev density theorem
across families of extensions K/Q with a fixed nonabelian Galois group. For example, they
consider the symmetric group Sn, the alternating group An, and the dihedral group D2n of
order 2n for n ≥ 3. We describe part of their work in an exemplary case, namely G = Sn with
n ≥ 5. Assume the strong Artin conjecture for Sn (that all irreducible Galois representations
over Q with image isomorphic to Sn are in fact cuspidal automorphic representations). For
a number field k, let k˜ denote the Galois closure over Q. Define
(2.3) Fn(D) := {k : [k : Q] = n, Gal(k˜/Q) ∼= Sn, Dk squarefree, Dk ≤ D}.
If there exists a fixed ε > 0 such that
(2.4) max
D′≤D
#{k ∈ Fn(D) : Dk = D′} ≪n,ε D−ε#Fn(D),
then for every A > 0 there exists a constant c = cA,n > 0 such that the number fields k with
[k : Q] = n, squarefree absolute discriminant Dk ≤ D, and Gal(k˜/Q) ∼= Sn satisfy
(2.5)
∣∣∣πC(x, k˜/Q)− |C||G|πQ(x)∣∣∣ ≤ |C||G| x(log x)A , x≫A,n (logDk)c(log logDk)2/3+o(1)
with at most On,ε(D
−ε#Fn(D)) exceptions. Therefore, subject to well-believed conjectures
that do not include GRH, they show that for the Galois closures of most degree n Sn-fields,
one can obtain highly accurate counts for primes with a given Artin symbol, nearly providing
a positive level of distribution per (2.2). For dihedral groups D2n (n ≥ 3) and small groups
like S3 and A4, their results are unconditional for two key reasons: they succeed in proving
analogues of (2.4), and the strong Artin conjecture holds for these groups. In these situations,
Pierce, Turnage-Butterbaugh, and Wood prove, (for all integers ℓ ≥ 1) nontrivial bounds for
ℓ-torsion in the class groups of almost all fields in the family under consideration.
As an application of Theorem 1.1, we establish a positive level of distribution for F without
recourse to unproven progress toward the strong Artin conjecture when mF(Q) is suitably
small. Our results improve when one restricts consideration to the primes that split com-
pletely.
Theorem 2.1. Let G be a nontrivial finite group of order m+ 1. Let F be a set of number
fields K such that K/Q is a Galois extension with Gal(K/Q) ∼= G. For Q ≥ 3, let F(Q) =
{K ∈ F : DK ≤ Q}. If there exists a fixed ε ∈ (0, 1) such that
(2.6) mF(Q)≪m,ε Q−2ε#F(Q),
where mF(Q) is given by (1.1), then all of the following hold with δ = ε/(10
9m3).
(i) If ε−1A log log x ≤ logQ ≤ xδ for some A > 1 and x ≥ 30, then
1
#F(Q)
∑
K∈F(Q)
max
C⊆Gal(K/Q)
∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪m,ε,A x(log x)A ,
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where C ranges over the conjugacy classes in G.
(ii) If log x ≤ logQ ≤ xδ, then
1
#F(Q)
∑
K∈F(Q)
∣∣∣π{1}(x,K/Q)− 1|G|π(x)∣∣∣≪m,ε x1−δ.
(iii) For all fields K ∈ F(Q) with at most Om,ε(Q−ε#F(Q)) exceptions, the Dedekind zeta
function ζk(s) of each subfield k ⊆ K whose Galois closure k˜ over Q equals K satisfies
|ζk(1/2)| ≪[k:Q],ε D
1
4
− δ
109
k .
(iv) Let η > 0, and let ℓ ≥ 1 be a positive integer. For all fields K ∈ F(Q) with at most
Om,ε(Q
−ε#F(Q)) exceptions, the ℓ-torsion subgroup of the class group Clk[ℓ] of each
subfield k ⊆ K whose Galois closure k˜ over Q equals K satisfies
|Clk[ℓ]| ≪[k:Q],ℓ,η D
1
2
− 1
2ℓ([k:Q]−1)
+η
k .
Remark. Parts (i) and (ii) follow from the more general Theorem 8.8, which is unconditional.
Estimate (i) improves upon the unconditional results in [23] in the stated range of Q. Finally,
note that (2.6) implicitly requires #F(Q)≫m,ε Q2ε since mF(Q) ≥ 1.
The proof of Theorem 2.1 naturally arrives at the condition (2.6), which is weaker than
condition (2.4). By Galois theory, if K ∩ K ′ 6= Q for Galois extensions K,K ′ of Q then,
as K ∩ K ′ is Galois over Q, we have KN = K ∩ K ′ = (K ′)N ′ for some non-trivial normal
subgroups N ⊆ Gal(K/Q) and N ′ ⊆ Gal(K ′/Q). Thus if G is simple, then
max
K∈F(Q)
#{K ′ ∈ F(Q) : K ∩K ′ 6= Q} = 1.
With field counting results of Pierce, Turnage-Butterbaugh, and Wood [20] and Bhargava,
Shankar, and Wang [1], these observations imply the following result.
Corollary 2.2. For n ≥ 5, let G = An or Sn. Let D ≥ 3 and define
F = FG = {k˜ : k/Q degree n with Gal(k˜/Q) ∼= G, Dk ≤ D},
where k˜ is the Galois closure of k over Q. Then (2.6), and hence Theorem 2.1(i)–(iv), holds
with Q = D|G|/2 when:
(a) G = An for n ≥ 5 and ε = 1/(10n) unconditionally.
(b) G = Sn for n ≥ 5, provided that for some ε ∈ (0, 1), one has
(2.7) max
d
#{k˜ ∈ F : k˜An = Q(
√
d)} ≪n,ε D 12+ 1n−2ε.
Remark. For the case G = An, this appears to be the first unconditional instance where
infinitely many unsolvable extensions of arbitrarily large degree possess any of the following:
a positive level of distribution in the Chebotarev density theorem, subconvexity for their
Dedekind zeta functions, and non-trivial bounds on ℓ-torsion in their class groups.
In addition to removing the hypothesis of Artin’s conjecture, Corollary 2.2 strengthens
the conclusion of [20, Theorems 1.13]. However, for Sn-fields, the relation between (2.7) and
(2.4) from [20, Theorem 1.15] may not be entirely obvious, so we explain the connection
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here. From our earlier discussion, if Gal(k˜/Q) ∼= Gal(k˜′/Q) ∼= Sn then k˜∩ k˜′ 6= Q if and only
if there exists a fundamental discriminant d such that k˜An = Q(
√
d) = (k˜′)An . Thus,
max
k˜∈F
|{k˜′ ∈ F : Gal(k˜′/Q) ∼= Sn, k˜ ∩ k˜′ 6= Q, Dk ≤ D}|
= max
d
|{k˜ ∈ F : k˜An = Q(
√
d), Dk ≤ D}|.
Restricting k˜ ∈ F to squarefree discriminants Dk allows Pierce, Turnage-Butterbaugh, and
Wood to show that the second maximum is
(2.8) ≪n max
D′≤D
|{k ∈ Fn(D) : Dk = D′}|,
where Fn(D) is given by (2.3). A deep “discriminant multiplicity conjecture” of Duke
[6, §3] suggests that (2.8) is ≪n,ε Dε for any fixed ε > 0. In light of the lower bound
|Fn(D)| ≫n D1/2+1/n that follows from work of Bhargava, Shankar, and Wang [1, Corollary
1.3], sufficient progress toward the discriminant multiplicity conjecture would yield a result
akin to Corollary 2.2 for degree n Sn-fields with squarefree discriminant. The problem of
obtaining sufficient progress toward the discriminant multiplicity conjecture appears to be
quite difficult; see [20, 19] for recent comprehensive accounts.
For other groups such as G = S3, A4, S4, and D2n (n ≥ 3), Pierce, Turnage-Butterbaugh,
and Wood [20] apply various ramification restrictions to the discriminants of the family of
G-fields and make sufficient progress on the arising discriminant multiplicity problem. Their
strategy produces unconditional results such as bounds on ℓ-torsion in the corresponding
class groups. A level of distribution for each of those families was also demonstrated by
Brumley, Thorner, and Zaman [4]. As illustrated with Sn above, Theorem 2.1 is flexible
enough to use those same families; in those cases, (2.6) holds by the results of [20].
2.1. Outline of the paper. Sections 3 and 4 review facts about Artin L-functions. Sec-
tions 5 and 6 develop a large sieve inequality for Dedekind zeta functions which leads to the
proof of Theorem 1.1 in Section 7. Finally, Sections 8 and 10 focus on our application to the
Chebotarev density theorem, with the proof of Theorem 2.1 in Section 9.
3. Artin L-functions
We briefly recall the definition of an Artin L-function from [16, Chapter 2, Section 2]. Let
K/Q be a Galois extension of number fields with Galois group G. For each prime p, and a
prime ideal p of K lying above p, we define the decomposition group Dp to be Gal(Kp/Qp),
where Kp (resp. Qp) is the completion of K (resp. Q) at p (resp. p). We have a map Dp to
Gal(kp/kp) (the Galois group of the residue field extension), which is surjective by Hensel’s
lemma. The kernel of this map is the inertia group Ip. We thus have the exact sequence
1→ Ip → Dp → Gal(kp/kp)→ 1.
The group Gal(kp/kp) is cyclic with generator x 7→ xp, where p is the cardinality of kp. We
can choose an element σp ∈ Dp whose image in Gal(kp/kp) is this generator. We call σp
a Frobenius element at p; it is well-defined modulo Ip. We have that Ip is trivial for all
unramified p, and for these p, σp is well-defined. For p unramified, we denote by σp the
conjugacy class of Frobenius elements at primes p above p.
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Let ρ : G → GLn(C) be a representation of G, and let χ denote its character. Let V be
the underlying complex vector space on which ρ acts, and let V Ip be the subspace of V on
which Ip acts trivially. We now define
Lp(s, χ) =
{
det(In − ρ(σp)p−s)−1 if p is unramified in L,
det(In − ρ(σp) |V Ip p−s)−1 if p is ramified in L.
Note that the matrix ρ(σp)|V Ip remains the same if one changes the prime p lying above
p. Indeed, if p is unramified, then ρ(σp)|V Ip = ρ(σp). We then define
(3.1) L(s, χ) =
∏
p
Lp(s, χ).
We have that |αj,χ(p)| ≤ 1 for all j and p, so L(s, χ) is an absolutely convergent Dirichlet
series and Euler product for Re(s) > 1.
To describe the Euler factor at the archimedean place of Q, we let ΓR(s) = π
−s/2Γ(s/2)
and define
L∞(s, χ) = ΓR(s)a(χ)ΓR(s+ 1)χ(1)−a(χ),
where a(χ) is the dimension of the +1 eigenspace of complex conjugation. Let qχ denote the
conductor of χ over Q. The function
(3.2) Λ(s, χ) := qs/2χ L(s, χ)L∞(s, χ)
has a meromorphic continuation to C, and there exists W (χ) ∈ C of modulus one such that
Λ(s, χ) = W (χ)Λ(1 − s, χ) for all s ∈ C at which Λ(s, χ) is holomorphic. Here, χ is the
complex conjugate of χ, and L(s, χ∞) = L(s, χ∞). Conjecturally, Λ(s, χ) is entire when χ is
nontrivial. Define
(3.3) C(χ) := qχ2
χ(1)−a(χ).
Note the trivial character χ = 1 corresponds to the Riemann zeta function L(s, χ) = ζ(s)
which has trivial Artin conductor qχ = 1 and C(χ) = 1.
4. Dedekind zeta function for the compositum of linearly disjoint fields
4.1. The Aramata–Brauer theorem. For a finite group G, let regG (resp. 1G) denote
the character of the regular (resp. trivial) representation of G. For a Galois extension K/Q
of number fields, let χK denote the character of Gal(K/Q) defined by
(4.1) χK = regGal(K/Q) − 1Gal(K/Q).
Its associated Artin L-function is given by
(4.2) L(s, χK) = ζK(s)/ζ(s).
Using the notation of Section 3, the Artin L-function L(s, χK) may be expressed as
(4.3) L(s, χK) =
∏
p
[K:Q]−1∏
j=1
(
1− αj,K(p)
ps
)−1
=
∑
n
aK(n)n
−s.
The Dirichlet series coefficients aK(n) are defined in terms of the local roots αj,K(p) via this
identity. We make the following observations:
• For each p, the set of local roots {αj,K(p)}j is invariant under conjugation.
• qχK = DK and C(χK) ≍[K:Q] DK .
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The first observation follows from (4.1) because the local roots are those of a characteristic
polynomial of the regular representation of Gal(K/Q) excluding the trivial root {1}. Since
DK is the conductor of ζK(s) over Q, the second observation follows from (4.2).
Theorem 4.1 (Aramata–Brauer). The Artin L-function L(s, χK) is entire of order one.
4.2. Composite fields. Let K/Q (resp. K ′/Q) be a Galois extension of number fields with
Galois group G (resp. G′). Write m = [K : Q] − 1 and m′ = [K ′ : Q] − 1. Assume that
K ∩K ′ = Q. This condition yields a natural isomorphism
Gal(K ′K/Q)
∼=−→Gal(K/Q)×Gal(K ′/Q) = G×G′
which sends σ 7→ (σ|K , σ|K ′). Moreover, via this isomorphism, every irreducible character
of Gal(K ′K/Q) is an (external) tensor product of the shape χ ⊗ χ′, where χ (resp. χ′) is
an irreducible character of G (resp. G′). Thus, as characters, regG×G′ = regG ⊗ regG′ =
1G×G′ + χK ⊗ 1G′ + 1G ⊗ χK ′ + χK ⊗ χK ′. In terms of Artin L-functions, this yields
(4.4) ζK ′K(s) = ζ(s)L(s, χK)L(s, χK ′)L(s, χK ⊗ χK ′).
The Artin L-function L(s, χK ⊗ χK ′) is defined by the character χK ⊗ χK ′ of Gal(K ′K/Q).
The following lemma provides useful bounds for the conductor of qχK⊗χK′ .
Lemma 4.2. If K/Q and K ′/Q are Galois extensions and K∩K ′ = Q, then DK ′K |D[K
′:Q]
K D
[K:Q]
K ′ .
Proof. We appeal to standard facts in [18, Part III, Section 2]. As K ∩K ′ = Q, the relative
discriminant satisfies DK ′K = D
[K ′:Q]
K NK/QdKK ′/K . By definition, dKK ′/K is the ideal of OK
generated by all bases of K ′K/K contained in OK ′K . Since K ∩K ′ = Q, any basis of K ′/Q
contained in OK ′ is a basis for K ′K/K contained in OK ′K . Hence dKK ′/K contains DK ′OK ,
so dKK ′/K divides DK ′OK . Since K ∩K ′ = Q, we have that NK/Q(DK ′OK) = D[K:Q]K ′ so we
conclude that DK ′K divides D
[K ′:Q]
K D
[K:Q]
K ′ , as desired. 
Proposition 4.3 (Brauer). Let K/Q and K ′/Q be Galois extensions of number fields with
respective degrees m+ 1 and m′ + 1. If K ∩K ′ = Q, then the Artin L-function
L(s, χK ⊗ χK ′) = ζK ′K(s)ζ(s)ζK(s)−1ζK ′(s)−1
is entire. Further, its Artin conductor divides Dm
′
K D
m
K ′, and
C(χK ⊗ χK ′)≪m,m′ Dm′K DmK ′ ≪m,m′ C(χK)m
′
C(χK ′)
m.
Proof. Brauer [3] proved that L(s, χK ⊗ χK ′) is entire. The expression for L(s, χK ⊗ χK ′) in
Proposition 4.3 as a ratio of Dedekind zeta functions follows from (4.2) and (4.4). We see
from the functional equations of these Dedekind zeta functions that the Artin conductor of
L(s, χK ⊗ χK ′) equals DK ′KD−1K D−1K ′ . By Lemma 4.2, the Artin conductor indeed divides
Dm
′
K D
m
K ′ as m + 1 = [K : Q] and m
′ + 1 = [K ′ : Q]. Since χK ⊗ χK ′ is a representation of
dimension m′m, it follows from Lemma 4.2 that C(χK ⊗ χK ′)≪m,m′ Dm′K DmK ′. 
5. Preparations for the large sieve
Let G be a finite group, let m = |G| − 1, and let K,K ′ ∈ F = FG. We define
Lp(s, χK × χK ′) =
m∏
j=1
m∏
j′=1
(
1− αj,K(p)αj′,K ′(p)
ps
)−1
(5.1)
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and
L∗(s, χK × χK ′) =
∏
p∤DKDK′
Lp(s, χK × χK ′) =
∑
n≥1
aK×K ′(n)
ns
.
When K ∩ K ′ = Q, Lemma 4.2 tells us that p ∤ DKDK ′ if and only if p is unramified in
K ′K. This facilitates a straightforward description of the Euler factors Lp(s, χK ⊗ χK ′) for
p ∤ DKDK ′, namely Lp(s, χK ⊗ χK ′) = Lp(s, χK × χK ′). Thus for Re(s) > 1, we have
(5.2) L∗(s, χK × χK ′) = L(s, χK ⊗ χK ′)
∏
p|DKDK′
Lp(s, χK ⊗ χK ′)−1.
When K∩K ′ 6= Q, the Dirichlet series L∗(s, χK×χK ′) still converges absolutely for Re(s) >
1 since we have the uniform bound |αj,K(p)| ≤ 1. However, it is now unclear whether
L(s, χK × χK ′) has an analytic continuation past the line Re(s) = 1.
5.1. The coefficients aK×K ′(n). A partition λ = (λ(i))∞i=1 is a sequence of nonincreasing
nonnegative integers λ(1) ≥ λ(2) ≥ · · · with only finitely many nonzero entries. For a
partition λ, let ℓ(λ) be the length of λ (number of nonzero λ(i)), and let |λ| = ∑∞i=1 λ(i).
For a set {α1, . . . , αm} and a partition λ with ℓ(λ) ≤ m, let
sλ(α1, . . . , αm) = det[(α
λ(j)+m−j
i )ij]/ det[(α
m−j
i )ij]
be the Schur polynomial associated to λ. If |λ| = 0, then sλ(α1, . . . , αm) ≡ 1.
Consider the identity
Lp(s, χK) =
m∏
j=1
(1− αj,K(p)p−s)−1 =
∞∑
k=0
s(k,0,...)(AK(p))p
−ks,
which one obtains by expanding the left hand side as a product of geometric sums. When
the above identity is applied to (3.1), we arrive at the identity aK(p
k) = s(k,0,...)(AK(p)). For
an integral ideal n with factorization n =
∏
p p
ordp(n) (where ordp(n) = 0 for all but finitely
many p), the multiplicativity of aK(n) tells us that
(5.3) aK(n) =
∏
p
s(ordp(n),0,...)(AK(p)).
By Cauchy’s identity, if p ∤ DKDK ′, then by (5.1),
Lp(s, χK × χK ′) =
∞∑
j=0
aK×K ′(pj)
pjs
=
∑
ℓ(λ)≤n
sλ(AK(p))sλ(AK ′(p))p
−|λ|s, Re(s) > 1.
A comparison of coefficients of p−js for j ≥ 0 leads to the identity
aK×K ′(pj) =
∑
ℓ(λ)≤m
|λ|=j
sλ(AK(p))sλ(AK ′(p)).
By the multiplicativity of aK×K ′(n), we see that if (n,DKDK ′) = 1, then
aK×K ′(n) =
∏
p
aK×K ′(pordp(n)) =
∑
(λp)p∈λ[n]
[∏
p
sλp(AK(p))
][∏
p
sλp(AK ′(p))
]
,(5.4)
where (λp)p denotes a sequence of partitions indexed by the primes p and
λ[n] := {(λp)p : ℓ(λp) ≤ m and |λp| = ordp(n) for each p}.
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5.2. Sums of the coefficients aK×K ′(n). Let φ be a smooth test function which is sup-
ported in a compact subset of [−2, 2], and let
(5.5) φ̂(s) =
∫
R
φ(y)esydy
be its Laplace transform. Then φ̂(s) is an entire function of s, and integration by parts tells
us that for any fixed integer k ≥ 0,
(5.6) φ̂(s)≪φ,k e2|Re(s)||s|−k.
Let T ≥ 1. By Fourier inversion, for any x > 0 and any c ∈ R, we have the identity
φ(T log x) =
1
2πiT
∫ c+i∞
c−i∞
φ̂(s/T )x−sds.
Lemma 5.1. Let T, x ≥ 1. If K ∩K ′ = Q and K,K ′ ∈ F(Q), then for every fixed ε > 0,∣∣∣ ∑
(n,DKDK′ )=1
aK×K ′(n)φ
(
T log
n
x
)∣∣∣≪m,φ,ε √xQm2 +εTm2 .
Proof. If K∩K ′ = Q, then by Proposition 4.3 and (5.2), the sum we want to estimate equals∣∣∣ 1
2πiT
∫ 1
2
+i∞
1
2
−i∞
L(s, χK ⊗ χK ′)∏
p|DKDK′ Lp(s, χK ⊗ χK ′)
φ̂(s/T )xsds
∣∣∣.
Since |αj,K(p)| ≤ 1 uniformly, it follows from the ideas in [9] that
|L(1
2
+ it, χK ⊗ χK ′)| ≪m Qm2 (2 + |t|)m
2
4 .
Since |αj,K(p)| ≤ 1 (see Section 3), it follows that for any ε > 0,∏
p|DKDK′
|Lp(12 + it, χK ⊗ χK ′)|−1 ≤
∏
p|DKDK′
(1 + p−
1
2 )m
2 ≪m,ε Qε.
Thus by (5.6), the integral on the line Re(s) = 1/2 is
≪m
√
x
T
Q
m
2
+ε
∫ ∞
−∞
(2 + |t|)m
2
4
∣∣∣φ̂( 1
T
(1
2
+ it
))∣∣∣dt
≪m,φ
√
x
T
Q
m
2
+ε
∫ ∞
−∞
(2 + |t|)m
2
4 min
{
1,
Tm
2+2
(2 + |t|)m2+2
}
dt,
which is bounded as claimed. 
We also require an estimate corresponding to Lemma 5.1 when K ∩K ′ 6= Q.
Lemma 5.2. Let T, x ≥ 1. If K,K ′ ∈ F(Q), then∑
(n,DKDK′ )=1
|aK×K ′(n)|φ
(
T log
n
x
)
≪m,φ x(log x)
m2
T
+
√
xTm
2
.
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Proof. Since each complex number in the sets AK(p), AK ′(p) have modulus at most 1, it
follows from (5.4) that if (n,DKDK ′) = 1 then |aK×K ′(n)| ≤ dm2(n), where dm2(n) is the
Dirichlet coefficient at n for ζ(s)m
2
. A standard calculation yields∑
(n,DKDK′ )=1
|aK×K ′(n)|φ
(
T log
n
x
)
≪m,φ
∑
n∈(x,xe1/T ]
dm2(n)≪m,φ x(log x)
m2
T
+
√
xTm
2
.

6. A large sieve inequality for Artin representations
We use the combinatorial identities for aK(n) and aK×K ′(n) from the previous section to
prove a large sieve inequality for the Dirichlet coefficients of L(s, χK). We then apply our
large sieve to bound the mean value of a certain Dirichlet polynomial which naturally arise
from the method of detecting zeros of L-functions studied in [21]. For convenience, we define
1q(n) to be the indicator function of the condition that (n, q) = 1, where n and q are positive
integers. Recall m = |G| − 1 and F = FG is a set of fields K with Gal(K/Q) ∼= G.
Theorem 6.1. Let b : Z→ C be a function. If Q, T, x ≥ 1, then∑
K∈F(Q)
∣∣∣ ∑
n∈(x,xe1/T ]
(n,DK)=1
aK(n)b(n)
∣∣∣2 ≪m (x(log x)m2
T
mF(Q) +
√
xQ54(m+1)Tm
2
) ∑
n∈(x,xe1/T ]
|b(n)|2.
Proof. It suffices to consider b such that
∑
n∈(x,xe1/T ] |b(n)|2 = 1. By duality, we have
(6.1)
∑
K∈F(Q)
∣∣∣ ∑
n∈(x,xe1/T ]
(n,DK)=1
aK(n)b(n)
∣∣∣2 ≤ sup
‖β‖2=1
∑
n∈(x,xe1/T ]
∣∣∣ ∑
K∈F(Q)
aK(n)1DK (n)β(K)
∣∣∣2,
where β ranges over the functions from F(Q) to C which satisfy
∑
π∈F(Q) |β(π)|2 = 1. Using
(5.3), we can restate the right hand side of (6.1) as
(6.2) sup
‖β‖2=1
∑
K∈F(Q)
∣∣∣ ∑
n∈(x,xe1/T ]
[∏
p
s(ordp(n),0,...)(AK(p))
]
1DK (n)β(K)
∣∣∣2.
We bound (6.2) by embedding it in the “completed sum”
(6.3) sup
‖β‖2=1
∑
n∈(x,xe1/T ]
∑
(λp)p∈λ[n]
∣∣∣ ∑
K∈F(Q)
[∏
p
sλp(AK(p))
]
1DK(n)β(K)
∣∣∣2.
Fix a nonnegative smooth function φ, compactly supported inside of [−2, 2], such that
φ(T log t
x
) is a pointwise upper bound for the indicator function of (x, xe1/T ]. Then (6.3) is
(6.4) ≤ sup
‖β‖2=1
∑
n
∑
(λp)p∈λ[n]
∣∣∣ ∑
K∈F(Q)
[∏
p
sλp(AK(p))
]
1DK(n)β(K)
∣∣∣2φ(T log n
x
)
.
We expand the square, swap the order of summation, and apply (5.4) to see that (6.4) equals
(6.5) sup
‖β‖2=1
∑
K,K ′∈F(Q)
β(K)β(K ′)
[ ∑
(n,DKDK′ )=1
aK×K ′(n)φ
(
T log
n
x
)]
.
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The innermost sum is evaluated using Lemma 5.1 or Lemma 5.2, depending on whether
K ∩ K ′ = Q or not. Using the inequality of arithmetic and geometric means, the trivial
bound mF(Q) ≤ #F(Q), and the assumption that ‖β‖2 = 1, we bound (6.5) by
≪m,φ x(log x)
m2
T
mF(Q) +
√
xQ
m
2
+εTm
2
#F(Q).
It remains to estimate #F(Q). Since Q ≥ 1 and m ≥ 1, a slight modification in the proof
of [7, Theorem 1.1] due to Ellenberg and Venkatesh shows that #F(Q) ≪m Q52(m+1) (take
r = 1 and c = m in [7, Equation 2.6]). This yields the estimate. 
Corollary 6.2. Let Q, T ≥ 1. If y ≫m (QT )108(m+1) and u ∈ [y, y12000], then∑
K∈F(Q)
∫ T
−T
∣∣∣ ∑
y<p≤u
aK(p) log p
p1+it
∣∣∣2dt≪m (log y)2m2mF(Q) log u.
Proof. Gallagher [8, Theorem 1] proved that if
∑
n |c(n)| <∞, then∫ T
−T
∣∣∣∑
n
c(n)n−it
∣∣∣2dt≪ T 2 ∫ ∞
0
∣∣∣ ∑
n∈(x,xe1/T ]
c(n)
∣∣∣2dx
x
.
We choose c(n) = aK(n)b(n)1DK (n), in which case∑
K∈F(Q)
∫ T
−T
∣∣∣ ∑
(n,DK)=1
aK(n)b(n)n
−it
∣∣∣2dt≪ T 2 ∫ ∞
0
∑
K∈F(Q)
∣∣∣ ∑
n∈(x,xe1/T ]
(n,DK)=1
aK(n)b(n)
∣∣∣2dx
x
.
We apply Theorem 6.1 and bound the above display by
≪m
∑
n
|b(n)|2n
(
(log n)m
2
mF(Q) +
Q54(m+1)Tm
2
n1/2
)
.
Choose y ≫m Q108(m+1)T 2m2 . Let u ∈ [y, y12000] and choose
b(n) =
{
(logn)/n if n is prime and n ∈ [y, u],
0 otherwise.
Then we may conclude that∑
K∈F(Q)
∫ T
−T
∣∣∣ ∑
y<p≤u
aK(p) log p
p1+it
∣∣∣2dt≪m (log y)m2mF(Q) ∑
p∈[y,u]
(log p)2
p
.(6.6)
The claimed bound now follows from Mertens’s theorem. 
7. Proof of Theorem 1.1
In this section, we use Corollary 6.2 to prove Theorem 1.1. Our approach closely follows
the approach in [21]. Indeed, by the results in Section 3, it follows that for each K ∈ F, the
L-function L(s, χK) is in the class S(m) described in [21, Subsections 1.1-1.4]. We will rely
heavily on the results in [21] with some minor modifications.
Let K ∈ F(Q). We have the Dirichlet series identity
−L
′
L
(s, χK) =
∑
n
λK(n)Λ(n)
ns
, Re(s) > 1,
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where Λ(n) is the usual von Mangoldt function for ideals of Q and
(7.1) λK(n) =
{∑m
j=1 αj,K(p)
k if n = pk, k ≥ 1 an integer and p a prime ideal,
0 otherwise.
Since we have the uniform bound |αj,K(p)| ≤ 1, it is straightforward to prove that
(7.2)
∑
n
|λK(n)Λ(n)|
n1+η
≤ m
η
, η > 0.
By hypothesis, Λ(s, χK) is entire of order 1 and has the Hadamard product representation
Λ(s, χK) = e
aK+bKs
∏
ρ
(
1− s
ρ
)
es/ρ,
where ρ ranges over the nontrivial zeros of L(s, χK). Such zeros ρ = β+ iγ satisfy 0 < β < 1.
Lemma 7.1. If 0 < η ≤ 1 and t ∈ R, then∑
ρ
1 + η − β
|1 + η + it− ρ|2 ≤ 2m logC(χK) +m log(2 + |t|) +
2n
η
+O(m2)
and #{ρ : |ρ− (1 + it)| ≤ η} ≤ 10ηn logC(χK) + 5ηn log(2 + |t|) +O(m2).
Proof. This is [21, Lemma 3.1] applied to L(s, χK). 
7.1. Detecting zeros. Recall K ∈ F(Q) so C(χK) ≤ Q. Let k ≥ 1 be an integer, and let
(7.3) (logQT )−1 < η ≤ (220m)−1.
By [21, Equation 4.2], we find that
(7.4)
∣∣∣(−1)k
k!
(L′
L
(s0, χK)
)(k)
−
∑
|s0−ρ|<200η
1
(s0 − ρ)k+1
∣∣∣≪ m log(QT )
(200η)k
.
Lemma 7.2. Let τ ∈ R satisfy |τ | ≤ T , and let η satisfy (7.3). If L(s, χK) has a zero ρ0
satisfying |ρ0 − (1 + it)| ≤ η and M > ⌈2000ηm log(QT ) + O(m2)⌉, then for some integer
k ∈ [M, 2M ], one has (recall s0 = 1 + η + iτ)∣∣∣ ∑
ρ
|s0−ρ|≤200η
1
(s0 − ρ)k+1
∣∣∣ ≥ 1
(100η)k+1
.
Proof. This is [21, Lemma 4.2] applied to L(s, χK). 
We proceed to the upper bound.
Lemma 7.3. Let K ∈ F(Q). Let T ≥ 1. Let τ ∈ R satisfy |τ | ≤ T , and let η satisfy
(7.3). Let M ≥ 1 and k ∈ [M, 2M ] be integers, and put N0 = exp(M/(300η)) and N1 =
exp(40M/η). Then∣∣∣ηk+1
k!
(L′
L
(s0, χK)
)(k)∣∣∣ ≤ η2 ∫ N1
N0
∣∣∣ ∑
N0≤p≤u
aK(p) log p
p1+iτ
∣∣∣du
u
+O
(ηm log(QT )
(110)k
)
.
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Proof. This is very similar to [21, Lemma 4.3]. Since η > 0, one has∣∣∣ηk+1
k!
(L′
L
(s, χK)
)(k)∣∣∣ = η∣∣∣∑
n
λK(n)Λ(n)
n1+η+iτ
(η log n)k
k!
∣∣∣.
In the proof of [21, Lemma 4.3], it is shown that (η logn)k/k! ≤ n−η/2(110)−k for n /∈ [N0, N1].
Thus by (7.2),
(7.5)
∣∣∣ ∑
n/∈[N0,N1]
λK(n)Λ(n)
n1+η+iτ
(η log n)k
k!
∣∣∣≪ 1
(110)k
∑
n
|λK(n)Λ(n)|
n1+η/2
≪ m log(QT )
(110)k
.
To handle the composite n with n ∈ [N0, N1], note that since (log u)k ≤ k!u for all k, u ≥ 1,
we have
(η logn)k
k!
= (2η)k
(log n
1
2 )k
k!
≤ (2η)kn 12 ≤ n
1
2
(110)k
.
Since |λK(n)| ≤ n, the above bound implies that∣∣∣ ∑
n∈[N0,N1]
n composite
λK(n)Λ(n)
n1+η+iτ
(η logn)k
k!
∣∣∣≪ m
(110)k
∑
p
∑
r≥2
log p
pr(
1
2
+η)
≪ m
(110)k
∑
p
log p
p1+2η
.
By (7.2), we conclude that
(7.6)
∣∣∣ ∑
n∈[N0,N1]
n composite
λK(n)Λ(n)
n1+η+iτ
(η log n)k
k!
∣∣∣≪ m log(QT )
(110)k
.
Note that λK(p)Λ(p) = aK(p) log p for all p. Hence by partial summation and (7.2),∣∣∣ ∑
p∈[N0,N1]
λK(p)Λ(p)
p1+η+iτ
(η logn)k
k!
∣∣∣ ≤ η ∫ N1
N0
∣∣∣ ∑
N0≤p≤u
aK(p) log p
p1+iτ
∣∣∣du
u
+
∑
N0≤p≤N1
|λK(p)|
p
ηk(log p)k+1
k!
≤ η
∫ N1
N0
∣∣∣ ∑
N0≤p≤u
aK(p) log p
p1+iτ
∣∣∣du
u
+
1
(110)k
∑
n
|λK(n)Λ(n)|
n1+η/2
= η
∫ N1
N0
∣∣∣ ∑
N0≤p≤u
aK(p) log p
p1+iτ
∣∣∣du
u
+O
(m log(QT )
(110)k
)
.(7.7)
The lemma follows once we sum (7.5), (7.6), and (7.7). 
7.2. Counting zeros. Our work in the previous subsection produces an upper bound for
the count of zeros of L(s, χK) close to the line Re(s) = 1.
Lemma 7.4. Under the hypotheses of Lemma 7.3, if M ≥ 105m3η log(QT ) +Om(1),
NK(1− η/2, T )≪m (101)4MMη2
∫ T
−T
∫ N1
N0
∣∣∣ ∑
N0≤p≤u
aK(p) log p
p1+iτ
∣∣∣2du
u
dτ.
Proof. We mimic the proof of [21, Equation 4.5], the key distinction being the use of
Lemma 7.3 instead of [21, Lemma 4.3]. 
We use Corollary 6.2 and Lemma 7.4 to prove Theorem 1.1.
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Proof of Theorem 1.1. ChooseM = 2·105m3η log(QT )+Om(1). Recall thatN0 = exp(M/(300η))
and N1 = exp(40M/η), and the range of η is given by (7.3). By Lemma 7.4,∑
K∈F(Q)
NK(1− η/2, T )≪m (101)4MMη2
∫ N1
N0
∑
K∈F(Q)
∫ T
−T
∣∣∣ ∑
N0≤p≤u
aK(p) log p
p1+iτ
∣∣∣2dτ du
u
.(7.8)
We apply Corollary 6.2 with y = N0 which is valid as (2 · 105m3)/300 ≥ 108(m + 1) for
m ≥ 1. It follows from Corollary 6.2 that (7.8) is ≪m mF(Q)(101)4MM3(logQT )2m2 . Using
our particular choices of M and η and writing σ = 1− η/2, we conclude that∑
K∈F(Q)
NK(σ, T )≪m mF(Q)(QT )107m3(1−σ)(logQT )2m2 ,
provided that 1 − 1/(440m) ≤ σ < 1 − 1/(2 log(QT )). The above bound also holds when
σ ≥ 1− (2 log(QT ))−1 (compare NK(σ, T ) with NK(1− 12 log(QT ) , T )). On the other hand, an
application of Lemma 7.1 with η = 1 shows that if σ < 1 − (440m)−1, then our estimate is
trivial since NK(1/2, T )≪m T log(QT ) for all K ∈ F(Q). 
7.3. Bounds for central L-values.
Lemma 7.5. Let k be any number field over Q and 0 ≤ α < 1
2
, then
log |ζk(1/2)| ≤
(1
4
− α
109
)
logDk+
α
107
#{ρ = β+iγ : ζk(ρ) = 0, β ≥ 1−α, |γ| ≤ 6}+O[k:Q](1).
Proof. This is [21, Theorem 1.1] applied to ζk(s). 
8. Average error in the Chebotarev density theorem
The remainder of the article is dedicated to proving Theorem 2.1 as an application of
Theorem 1.1. In fact, we prove Theorem 8.8, which is a more robust version of Theorem 2.1.
The argument is divided into three subsections.
8.1. Counting primes with any zero-free region. First, given an arbitrary zero-free
region for an L-function L(s), we wish to formulate a prime number theorem for L(s) where
the error term depends on the zero-free region in an explicitly computable fashion.
Definition 8.1. For any entire function L(s), the zero-free region data for L is the
function ∆ : [3,∞)→ [0, 1
2
] such that L(s) is zero-free in the region
∆(t + 3) = sup{α ∈ [0, 1
2
] : L(σ ± it) 6= 0 for σ > 1− α} for t ≥ 0.
The error term data for L is the associated function η : [3,∞)→ [0,∞) given by
(8.1) η(x) = inf
t≥3
[
∆(t) log x+ log t
]
.
The zero-free region data and error term data for ζK(s)/ζ(s) are denoted ∆K/Q and ηK/Q,
respectively. The zero-free region data and error term data for ζ(s) are denoted ∆Q and ηQ,
respectively.
We will establish two key technical propositions which are refined versions of the Cheb-
otarev density theorem. The first is completely unconditional.
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Proposition 8.2. Let K/Q be a Galois extension of number fields with G = Gal(K/Q). Re-
call the data defined in Definition 8.1. For any conjugacy class C of G and x ≥ (log(eDK))4,∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪ |C||G| xlog x(e− 18ηK/Q(x) log(eDK) + e− 18ηQ(x))+ |C||G| x3/4log x.
The second proposition imposes some conditions on the conjugacy classes which we package
into a definition for later use.
Definition 8.3. Let K/Q be a Galois extension of number fields. A conjugacy class C of
Gal(K/Q) is (K/Q)-admissible if there exists a subgroup H ⊆ Gal(K/Q) satisfying all of
the following conditions:
(i) H ∩ C is non-empty.
(ii) For every non-trivial irreducible Artin character χ of Gal(K/KH), the Artin L-function
L(s, χ,KH) is entire.
(iii) The L-function ζKH(s)/ζ(s) is entire.
Remark. By class field theory and the Aramata–Brauer theorem, the conjugacy classes C =
{g} for g in the center of G are always (K/Q)-admissible by taking H = 〈g〉.
Remark. Condition (iii) is the most stringent and its truth is a conjecture of Dedekind. If
Artin’s holomorphy conjecture is true for Gal(K/Q), i.e. (ii) holds with H = G, then (iii) is
trivially satisfied in which case all conjugacy classes are (K/Q)-admissible. Unconditionally,
(iii) is known to hold provided H is normal in G by the Aramata–Brauer theorem.
This definition will allow us to execute the “base change” step in the proof of these
Chebotarev density theorems while also isolating the main term with minimal loss.
Proposition 8.4. Let K/Q be a Galois extension of number fields with G = Gal(K/Q).
Recall the data defined in Definition 8.1. If C is a (K/Q)-admissible conjugacy class then
for x ≥ (log(eDK))4,∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪ |C||G| xlog xe− 18ηK/Q(x) log(eDK) + |C||G| x3/4log x.
The proofs of Propositions 8.2 and 8.4 are postponed to Section 10. The fundamental
ideas are classical but require careful execution.
8.2. Leveraging zero-free region data. Next, we demonstrate how to estimate the error
term data from Definition 8.1. We begin with a special case: the standard zero-free region
for the Dedekind zeta function along with Stark’s effective bound for an exceptional zero.
This will also be helpful in later arguments.
Theorem 8.5. Let c1 > 0 be a sufficiently small absolute constant. For any number field E,
the Dedekind zeta function ζE(s) has at most one zero β in the region
Re(s) > 1− c1
logDE + [E : Q] log(|Im(s)|+ 3) .
Further, if this exceptional zero β exists then it is real and simple and, for any ε > 0, one
has β ≤ 1− c(ε)D−εE . The constant c(ε) is effective if ε ≥ 1[E:Q] and ineffective otherwise.
Proof. This follows from results of Lagarias–Odlyzko [11, Lemmas 8.1 and 8.2] and of Stark
[22, Theorem 1 and 1’, p. 148]. 
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This theorem reduces the estimation of error term data ηE(x) for the Dedekind zeta
function of E to a straightforward optimization problem of a single-variable function.
Lemma 8.6. Let E/Q be a Galois extension of number fields. There exists an effectively
computable constant c0 = c0([E : Q]) > 0 such that for logDE ≤ 12 [E : Q] log log x,
e−
1
8
ηE/Q(x) log(eDE)≪[E:Q] e−c0
√
log x.
Proof. By Theorem 8.5 and Definition 8.1, the zero-free region data ∆E of ζE(s) satisfies
∆E(3) ≥ c(ε)D−εE , ∆E(t) ≥
c1
logDE + [E : Q] log t
for t > 3.
Using the substitution t = eu in Definition 8.1 for ηE , we see for x ≥ 3 that
ηE/Q(x) ≥ min
{c(ε) log x
DεE
, inf
u≥0
( c1 log x
logDE + [E : Q]u
+ u
)}
.
The infimum is minimized at u = max{0, (c1 log x)1/2
[E:Q]1/2
− logDE
[E:Q]
}. With ε = 1
[E:Q]
, it follows that
ηE/Q(x)≫[E:Q] min
{ log x
D
1/[E:Q]
E
,
log x
logDE
,
√
log x
}
.
The constraint logDE ≤ 12 [E : Q] log log x implies that ηE(x)≫[E:Q]
√
log x, so
e−
1
8
ηE/Q(x) log(eDE)≪[E:Q] e−c0
√
log x
for some constant c0 = c0([E : Q]) > 0. 
Now, we use Theorem 1.1 to construct large zero-free regions for most fields K in a set of
fields F. Using Definition 8.1, this naturally translates into strong estimates for ηK/Q(x).
Proposition 8.7. Let G be a finite group with m + 1 = |G| ≥ 2. Let F = FG be any non-
empty family of fields which are Galois over Q with Galois group isomorphic to G. Recall
the definition of mF(Q) in (1.1). Let 0 < ε < 1 and Q ≥ 2 be arbitrary and set δ = ε109m3 .
For all fields K ∈ F(Q), with at most Om,ε(mF(Q)Qε) exceptions, one has for x ≥ 3 that
e−ηK/Q(x) ≤ x−20δ + exp
(
− (20δ logQ log x)1/2 − logQ
2
)
+ exp
(
−
(c1 log x
n
)1/2
−Qε/2
)
.
Proof. For 2 ≤ j ≤ Qε/2 + 1, we appeal to the zero density estimate (Theorem 1.1) with
T = Tj := e
j − 3 and σ = σj := 1− 20δ logQ
logQ+ log(Tj + 3)
.
By iteratively applying Theorem 1.1, we throw out Om,ε(mF(Q)Q
107m3·20δ) exceptions at
most Qε/2 times. As 107m3 · 20δ = ε/5 ≤ ε/2, this dyadically builds a zero-free region aside
from at most Om,ε(mF(Q)Q
ε) exceptional fields. Thus for all except at most Om,ε(mF(Q)Q
ε)
of the fields K ∈ F(Q), the ratio of Dedekind zeta functions ζK(s)/ζ(s) 6= 0 in the region
Re(s) > 1− 20δ logQ
logQ+ log(|Im(s)|+ 3) , |Im(s)| ≤ exp(Q
ε/2).
Theorem 8.5 and the upper bound DK ≤ Q also implies that ζK(s)/ζ(s) 6= 0 in the region
Re(s) > 1− c1
2 logQ + [K : Q] log(|Im(s)|+ 3) , |Im(s)| > 0.
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Therefore, the zero-free region data ∆K/Q(t) satisfies
∆K/Q(t) ≥
{
20δ logQ
logQ+log t
3 ≤ t ≤ exp(Qε/2),
c1
2 logQ+[K:Q] log t
t ≥ exp(Qε/2).
Using the same change of variables t = eu from Lemma 8.6 in (8.1), one has for x ≥ 3 that
(8.2) ηK/Q(x) ≥ min
{
inf
u≥Qε/2
φ1(u, x), inf
0≤u≤Qε/2
φ2(u, x)
}
,
where
φ1(u, x) =
c1 log x
2 logQ+ [K : Q]u
+ u, φ2(u, x) =
20δ(logQ)(log x)
logQ + u
+ u.
For a given x ≥ 3, we solve each optimization problem. The global minimum of φ1(u, x) on
the interval −2 logQ
[K:Q]
< u < ∞ is attained at u = u1 := (c1 log x)1/2[K:Q]1/2 − 2 logQ. Thus, in the
restricted interval u ≥ Qε/2, the function φ1(u, x) is minimized at u = max{u1, Qε/2} so
(8.3) inf
u≥Qε/2
φ1(u, x) ≥ (c1 log x)
1/2
[K : Q]1/2
+Qε/2.
Similarly, the global minimum of φ2(u, x) on the interval − logQ < u < ∞ is attained at
u = u2 := (20δ logQ log x)
1/2 − logQ. In the interval 0 ≤ u ≤ Qε/2, the function φ2(u, x)
achieves its minimum at u = 0, u2, or Q
ε/2. Observe φ2(0, x) = 20δ log x. Also, note that
u2 ≥ 0 exactly when log x ≥ logQ20δ , in which case
φ2(u2, x) ≥ (20δ logQ log x)1/2 ≥ (20δ logQ log x)
1/2
21/2
+
logQ
2
.
If u2 ≥ 0, then φ2(u2, x) ≤ φ2(Qε/2, x) since u2 is the global minimum. Thus for x ≥ 3,
(8.4) inf
0≤u≤Qε/2
φ2(u, x) ≥ min{20δ log x, (20δ logQ log x)
1/2
21/2
+
logQ
2
}.
Proposition 8.7 follows from combining (8.2), (8.3), and (8.4) with the trivial observation
that e−min{A,B} ≤ e−A + e−B for A,B ≥ 0. 
8.3. A level of distribution. We may finally prove the main result of this section.
Theorem 8.8. Let G be a finite group with n + 1 = |G| ≥ 2. Let F = FG be any family of
fields K which are Galois over Q with Gal(K/Q) ∼= G. Recall the definition of mF(Q) from
(1.1). Let 0 < ε < 1, and set δ = ε
109m3
. Both of the following hold:
(a) If 2 ≤ logQ ≤ xδ and x ≥ 3e, then∑
K∈F(Q)
max
C⊂Gal(K/Q)
∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪m,ε #F(Q)xec2√log x +mF(Q)Qε xlog x.
The constant c2 = c2(|G|) > 0 is effectively computable, and the maximum is over
conjugacy classes of Gal(K/Q).
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(b) Recall the definition of (K/Q)-admissibility in Definition 8.3. If 2 ≤ logQ ≤ xδ, then∑
K∈F(Q)
max
C
(K/Q)−admissible
∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣
≪m,ε #F(Q)
(
x1−δ +Q−
1
20 e−
√
δ logQ log x
2 + e−Q
ε/4
e−
√
c1 log x
64m
)
+mF(Q)Q
ε x
log x
.
The absolute effectively computable constant c1 > 0 is from Theorem 8.5.
Proof. We have the trivial bound
(8.5) |πC(x,K/Q)− |C||G|Li(x)| ≪
x
log x
.
The contribution from any exceptional fields that arise from an application of Proposition 8.7
will be estimated in this trivial manner. Note that if Q ≪m,ε 1 then (8.5) and the trivial
bound mF(Q) ≥ 1 imply that the sum in Theorem 8.8 is
≪ #F(Q) x
log x
≪m,ε x
log x
≪m,ε mF(Q) x
log x
.
This yields (a) and (b), so the claim follows. Thus we may assume Q is sufficiently large
depending only on m and ε.
Now, assume Q ≥ Qm,ε is large. By Proposition 8.7, for all fields K ∈ F(Q) with at most
Om,ε(mF(Q)Q
ε) exceptions, we have that
e−
1
8
ηK/Q(x) log(eDK) ≤
(
x−2δ + e−
(20δ logQ log x)1/2
81/2
− logQ
16 + e−
√
c1 log x
64m
−Qε/2
8
)
log(eDK)
≪ε x−δ + e−
(δ logQ log x)1/2
21/2
− logQ
20 + e−
√
c1 log x
64m
−Qε/2
10
because logDK ≤ logQ ≤ xδ. Result (b) now follows from Proposition 8.4. For (a), since
Q ≥ Qm,ε is large, we have (δ logQ)1/22 ≥
c
1/2
1
8m
. As c1 is absolute, the above display and
Lemma 8.6 imply that
e−
1
8
ηK/Q(x) log(eDK) + e
− 1
8
ηQ(x) ≪m,ε e−
√
c1 log x
64m + e−c0(log x)
1/2
.
Result (a) now follows from Proposition 8.2. 
9. Proof of Theorem 2.1 and Corollary 2.2
Finally, using Theorems 1.1 and 8.8, we establish Theorem 2.1 and Corollary 2.2. The
remaining proofs of Propositions 8.2 and 8.4 will be addressed in the final section.
Proof of Theorem 2.1. Part (i) follows from Theorem 8.8(a) and (2.6).
For (ii), we have from Theorem 8.8(b) and (2.6) that
1
#F(Q)
∑
K∈F(Q)
max
C
(K/Q)−admissible
∣∣∣πC(x,K/Q)− |C||G|π(x)∣∣∣≪m,ε x1−δ
for 4 log x ≤ logQ ≤ xδ. Since C = {1} is always admissible per Definition 8.3 with H = {1},
Theorem 2.1(ii) now follows.
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For (iii), our starting point is Lemma 7.5. SinceK is Galois over k, the function ζK(s)/ζk(s)
is entire by the Aramata–Brauer theorem. Since ζ(s) has no nontrivial zeros β + iγ with
|γ| ≤ 14, we conclude that
(9.1) #{ρ = β + iγ : ζk(ρ) = 0, β ≥ 1− α, |γ| ≤ 6} ≤ NK/Q(1− α, 6).
By assumption (2.6) and Theorem 1.1, all except at most Om,ε(Q
−ε#F(Q)) of the K ∈ F(Q)
satisfy NK/Q(1−α, 6) = 0 for α = ε5·108m3 = 2δ. Part (iii) follows from Lemma 7.5 and (9.1).
Finally, (iv) is an immediate consequence of Theorem 2.1(i) with the choice x = Qo(1) and
a lemma of Ellenberg and Venkatesh [7, Lemma 3]. 
Proof of Corollary 2.2. For G = An, a result of Pierce, Turnage-Butterbaugh, and Wood [20,
Theorem 2.7] implies |F(D|G|/2) ≫n D(1− 2n! )/(4n−4). Since An is simple for n ≥ 5, condition
(2.6) holds with ε = 1/(10n). For G = Sn, a result of Bhargava, Shankar, and Wang [1]
gives |F(D|G|/2)| ≫n D1/2+1/n. As An is the only proper non-trivial normal subgroup of Sn,
(2.6) becomes the condition in (b). 
10. Proofs of Propositions 8.2 and 8.4
All that remains is to establish Propositions 8.2 and 8.4. These are extensions of [4,
Proposition 8.1] and borrow from the analysis in [23, Sections 2 and 4]. The exposition here
is essentially self-contained but, since many of the arguments are standard, we will omit some
tedious details which can be found in [23]. We first introduce an explicit weight function.
Lemma 10.1. For all x ≥ 3 and ε ∈ (0, 1/4), there exists a continuous real-variable function
f(t) = fx,ε(t) such that:
(i) 0 ≤ f(t) ≤ 1 for all t ∈ R, and f(t) ≡ 1 for 1
2
≤ t ≤ 1.
(ii) The support of f is contained in the interval [1
2
− ε
logx
, 1 + ε
log x
].
(iii) Its Laplace transform F (z) =
∫
R
f(t)e−ztdt is entire and is given by
F (z) = e−(1+
ε
log x
)z ·
(1− e( 12+ εlog x )z
−z
)(1− e εz2 log x
− εz
2 log x
)2
.
(iv) Let s = σ + it, σ > 0, and t ∈ R. Then
|F (−s log x)| ≤ eσεxσmin
{
1,
1 + x−σ/2
|s| logx
( 4
ε|s|
)2}
.
Moreover, 1/2 < F (0) < 3/4 and
(10.1) F (− log x) = x
log x
+O
(εx+ x1/2
log x
)
.
(v) Let s = −1
2
+ it with t ∈ R. Then
|F (−s log x)| ≤ 5x
−1/4
log x
(4
ε
)2
(1/4 + t2)−1.
Proof. This lemma and its proof can be found by taking ℓ = 2 in [23, Lemma 2.2]. 
We will also require a general lemma that allows us to change the base field.
20 JESSE THORNER AND ASIF ZAMAN
Lemma 10.2 (Murty-Murty-Saradha). Let K/Q be a Galois extension of number fields with
Galois group G, and let C ⊆ G be a conjugacy class. Let H be a subgroup of G such that
C ∩H is nonempty, and let KH be the fixed field of K by H. Let g ∈ C ∩H, and let CH(g)
denote the conjugacy class of H which contains g. If x ≥ 2, then∣∣∣πC(x,K/Q)− |C||G| |H||CH |πCH (x,KH/F )
∣∣∣ ≤ |C||G|([K : Q]x1/2 + 2log 2 logDK).
Proof. This is carried out during the proof of [17, Proposition 3.9]. 
Proof of Proposition 8.2. To start, we record a basic observation that will be often used:
(10.2) [K : Q]≪ logDK ≤ x1/4.
The first bound Minkowski’s inequality; the second bound holds by assumption.
Select the weight function f( · ) = fx,ε( · ) from Lemma 10.1 for any x ≥ 3 and with
ε = x−1/4 +min{1
8
, 8e−ηK/Q(x)/4}.
Since C is (K/Q)-admissible, we may take g ∈ H ∩C by Definition 8.3(i). Let CH = CH(g)
be the conjugacy class of H containing g. Define the weighted prime sum ψ˜CH (x; f) by
ψ˜CH (x; f) :=
|CH|
|H|
∑
χ
χ(CH)
log x
2πi
∫ 2+i∞
2−i∞
−L
′
L
(s, χ,KH)F (−s log x)ds,
where χ runs over all the irreducible Artin characters of K/KH . This definition matches
(2.13) in [23]. By Definition 8.3(ii), L(s, χ,KH) is assumed to be entire for non-trivial χ so
we may shift the contour to Re(s) = −1/2. Since ζKH(s) corresponds to χ trivial, this shift
picks up the simple pole at s = 1 of ζKH(s), the non-trivial zeros of all the L-functions, and
the trivial zero at s = 0 at most
∑
χ[K
H : Q] = [K : Q] times. From Lemma 10.1(iv), the
contribution at s = 0 is therefore at most [K : Q]|F (0)| log x≪ [K : Q] log x. The remaining
contour integral is estimated using Lemma 10.1(v) and the standard bound
−L
′
L
(s, χ,KH)≪ log(DKHNKH/Qqχ) + [KH : Q] log(|Im(s)|+ 3), Re(s) = −1
2
.
Since ε ≥ x−1/4, it follows by (10.2) and the conductor-discriminant formula that
(10.3)
|H|
|CH|
ψ˜CH (x; f)
log x
= F (− log x)−
∑
χ
χ(CH)
∑
ρχ
F (−ρχ log x) +O( x
1/2
logx
),
where the inner sum runs over all non-trivial zeros ρχ of L(s, χ,K
H) counted with multiplic-
ity. The details of this calculation can be found in [23, Lemma 4.3].
From the factorization ζK(s) =
∏
χ L(s, χ,K
H), all the zeros in (10.3) are the non-trivial
zeros ρ of ζK(s) counted with multiplicity. Moreover, ζKH(s)/ζ(s) is entire by Defini-
tion 8.3(iii), so the zeros of ζ(s) are a subset of those ρχ in (10.3) belonging to the trivial
character χ = 1. Since ζK(s)/ζ(s) is entire by Theorem 4.1, we partition the zeros ρ of ζK(s)
according to whether ζ(ρ) = 0 or not. Collecting all of these observations, it follows from
(10.3) that
(10.4)
|H|
|CH |
ψ˜CH (x; f)
log x
−F (− log x) +
∑
ζ(ρ)=0
F (−ρ log x)≪
∑
ζK(ρ)/ζ(ρ)=0
|F (−ρ log x)|+ x
1/2
log x
.
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Let Λ(n) be the usual von Mangoldt function. Note that
(10.5) F (− log x)−
∑
ζ(ρ)=0
F (−ρ log x) = 1
log x
∑
n≥1
Λ(n)f
( logn
log x
)
+O
( x1/2
log x
)
via (10.2) and Mellin inversion (apply (10.3) with H = {1} and K = Q). Define ψ(x) :=∑
n≤xΛ(n). Using Lemma 10.1 and the trivial bound
∑
n≤√x Λ(n)≪ x1/2, we deduce from
(10.5) the equality
(10.6) F (− log x)−
∑
ζ(ρ)=0
F (−ρ log x) = ψ(x)
log x
+ O
( εx
log x
+
x1/2
log x
)
.
For the sum over zeros of ζK(s)/ζ(s) in the error term of (10.4), we first observe by
Lemma 10.1(iv) that the contribution of the zeros ρ with |ρ| ≤ 1/4 is ≪ ∑|ρ|≤1/4 x1/4 ≪
x1/4 logDK ≪ x1/2 by (10.2). For the zeros ρ = β + iγ of ζK(s)/ζ(s) with |ρ| ≥ 1/4,
observe that the zero free region data ∆K/Q for ζK(s)/ζ(s) given in Definition 8.1 implies
Re(ρ) ≥ 1 − ∆K/Q(|γ| + 3) in which case x−(1−β)(|γ|+3) ≤ e−ηK/Q(x) by definition of ηK/Q. Hence
Lemma 10.1(iv) and our choice of ε yields the estimate
(log x)|F (−ρ log x)| ≪ x
β
(|γ|+ 3) ·
ε−2
(|γ|+ 3)2 ≪ xe
−ηK/Q(x) · e
ηK/Q(x)/2
(|γ|+ 3)2
for |ρ| ≥ 1/4. Thus, summing over all zeros ρ of ζK(s)/ζ(s), it follows that∑
ζK(ρ)/ζ(ρ)=0
|F (−ρ log x)| ≪ xe
−ηK/Q(x)/2
log x
∑
ζK(ρ)/ζ(ρ)=0
1
(|γ|+ 3)2 + x
1/2.
All the zeros of ζK(s)/ζ(s) are zeros of ζK(s). Thus, by standard estimates for zeros of the
Dedekind zeta function [23, Lemma 2.5] and (10.2), the above expression is
≪ xe
−ηK/Q(x)/2
log x
∞∑
T=1
∑
T−1≤|Im(ρ)|≤T
logDK + log(T + 3)
T 2
+ x1/2 ≪ xe
−ηK/Q(x)/2 log(eDK)
log x
+ x1/2.
Combined with (10.4) and (10.6), this implies (by our choice of ε and (10.2)) that
(10.7)
|H|
|CH|
ψ˜CH (x; f)
log x
=
ψ(x)
log x
+O
( x
log x
e−ηK/Q(x)/4 log(eDK) +
x3/4
log x
)
.
By [23, Lemma 2.3], we may replace the weighted version ψ˜CH (x; f) by the usual ψCH (x,K/K
H)
given by [23, Equation 2.1] at the cost of introducing an error of size O(εx+ x1/2). This is
again absorbed into the existing error term above by (10.2). Therefore, by partial summation
[23, Lemma 2.1 and Equation 5.3], it follows that
|H|
|CH|πCH (x,K/K
H) = π(x) +O
( x
log x
sup√
x≤y≤x
(e−ηK/Q(y)/4) log(eDK) +
x3/4
log x
+ log(eDK)
)
.
From (8.1), one can see that η(y) is an increasing function of y and also η(x1/2) ≥ 1
2
η(x).
Hence, as logDK ≤ x1/4, we conclude that
|H|
|CH|πCH (x,K/K
H) = π(x) +O
( x
log x
e−
1
8
ηK/Q(x) log(eDK) +
x3/4
log x
)
.
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Proposition 8.4 now follows by an application of Lemma 10.2 and absorbing the arising
secondary error term via (10.2). 
Proof of Proposition 8.2. The arguments are nearly identical to Proposition 8.4 so we only
sketch the procedure and highlight the differences. First, we select the weight function
f( · ) = fx,ε( · ) from Lemma 10.1 for any x ≥ 3 and with
ε = x−1/4 +min{1/16, 8e−ηK/Q(x)/4}+min{1/16, 8e−ηQ(x)/4}.
Second, for any conjugacy class C, we exhibit a subgroup H satisfying conditions (i) and (ii)
of Definition 8.3 but we will not assume condition (iii) holds. For any conjugacy class C,
take H to be the cyclic subgroup 〈g〉 generated by some g ∈ C so H ∩ C 6= ∅. As H = 〈g〉
is abelian, the L-functions L(s, χ,KH) are Hecke L-functions and hence entire. Thus, both
(i) and (ii) hold for this choice of H .
Now, without any appeal to condition (iii), we may proceed with the same arguments
as Proposition 8.4 until we reach (10.3). Again, all the zeros in (10.3) are the non-trivial
zeros ρ of ζK(s) counted with multiplicity. Since ζK(s)/ζ(s) is entire by the Aramata–Brauer
theorem, we partition the zeros ρ of ζK(s) according to whether they belong to ζ(s) or not.
From these observations and (10.3), we have that
|H|
|CH |
ψ˜CH (x; f)
log x
= F (− log x) +O
( ∑
ζK(ρ)/ζ(ρ)=0
|F (−ρ log x)|+
∑
ζ(ρ)=0
|F (−ρ log x)|+ x
1/2
log x
)
.
Lemma 10.1(iv) can be used to calculate the main term F (− log x). The sum over zeros
of ζK(s)/ζ(s) is estimated exactly the same as in Proposition 8.4 and, because of our new
choice for ε, the sum over zeros of ζ(s) is similarly handled. Overall, we obtain
|H|
|CH |
ψ˜CH (x; f)
log x
=
x
log x
+O
( x
log x
e−ηK/Q(x)/4 log(eDK) +
x
log x
e−ηQ(x)/4 +
x3/4
log x
)
.
in contrast with (10.7). We mimic the arguments found in Proposition 8.4, which leads to∣∣∣πC(x,K/Q)− |C||G|Li(x)∣∣∣≪ |C||G| xlog x(e− 18ηK/Q(x) log(eDK) + e− 18ηQ(x))+ |C||G| x3/4log x.
It only remains to replace Li(x) with π(x). This can be achieved by invoking the above esti-
mate with K = Q in which case C = G = {1}. Observe ηQ/Q(x) = 12 log x by Definition 8.1,
hence
|π(x)− Li(x)| ≪ x
log x
e−
1
8
ηQ(x) +
x3/4
log x
.
We combine this estimate with the prior display to finish the proof. 
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