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Pri reševanju problemov vodenja različnih sistemov želimo vedno najti čim boljšo 
rešitev, kar pogosto enačimo s pojmom optimizacije. Optimizacijski proces zahteva 
definicijo ustrezne cenilke, ki mora čim bolje odražati želene oz. neželene lastnosti 
delovanja obravnavanega sistema, nato pa je treba poiskati rešitev, ki zagotovi njeno 
optimalno vrednost. Tudi evolucija je optimizacijski proces, ki poganja naš ekosistem v 
ciklu nenehnega razvoja od ene generacije organizmov do druge. Kako je naravi uspelo 
zgraditi tako kompleksne organizme, ki uporabljajo izredno zanimive in raznolike načine 
delovanja? Kateri so osnovni gradniki evolucije? Kakšni so mehanizmi delovanja 
evolucije? Kako uspešno je mogoče te mehanizme posnemati v tehniki? Vsaj delno smo na 
zastavljena vprašanja skušali odgovoriti v pričujočem delu.  
Osredotočili smo se predvsem na uporabo metod oz. algoritmov, ki temeljijo na 
evolucijskih mehanizmih in jim pravimo algoritmi evolucijskega računanja. Njihovo 
uspešnost pa smo testirali na problemih načrtovanja vodenja dinamičnih sistemov. 
Primerjava je razkrila njihove relativne prednosti in slabosti, ter nam tako olajšala izbiro 
pravega pristopa in nas usmerjala pri razvoju novega pristopa oz. metode, ki smo ga 
predstavili v tem delu. 
V ta namen smo najprej opisali osnove delovanja evolucijskih algoritmov in 
pojmov, kot so osebek, okolje in reprodukcija, ter mehanizme delovanja, ki vodijo k 
nastanku rešitev. Podali smo tudi pregled obstoječih metod evolucijskega računanja, kamor 
sodijo genetski algoritmi, diferenčna evolucija, evolucijske strategije, evolucijsko 
programiranje, genetsko programiranje in metoda agentnega modeliranja AMEBA (angl. 
Agent Modeled Evolutionary Based Algorithm). 
V nadaljevanju smo podrobneje predstavili razvito metodo AMEBA in jo primerjali 
z drugimi sorodnimi metodami. Za namene testiranja metode smo razvili tudi programsko 
orodje v okolju Matlab, ki preko grafičnega vmesnika omogoča uporabniku prijazno 
uporabo algoritma AMEBA ter tudi primerjavo s številnimi drugimi pristopi, ki so 
realizirani v istem programskem okolju. 
2 Povzetek 
Predstavljene evolucijske algoritme in metodo AMEBA smo testirali in primerjali 
na treh različnih dinamičnih sistemih: sistemu treh povezanih shranjevalnikov, sistemu 
vodikove gorivne celice in sistemu za razporejanje energije v aktivnih distribucijskih 
elektroenergetskih omrežjih.  
V povezavi s sistemom treh povezanih shranjevalnikov smo definirali tri probleme: 
parametrizacijo, kjer smo iskali karakteristiko ventila, identifikacijo, kjer smo želeli 
določiti model celotnega sistema, in načrtovanje sistema vodenja. Vsi testirani algoritmi so 
se izkazali za uporabne pri reševanju problema iskanja karakteristike ventila in pri 
reševanju problema načrtovanja sistema vodenja. Algoritem AMEBA pa je bil uspešno 
uporabljen tudi pri identifikaciji, kjer je generiral primerno rešitev.  
Drugi obravnavani sistem je sistem vodikove gorivne celice, v povezavi s katerim 
smo reševali dva problema: dopolnjevanje modela in izgradnjo sistema vodenja vodikove 
gorivne celice. Pri problemu dopolnjevanja modela smo demonstrirali možnost uporabe 
predhodnega znanja o sistemu, pri čemer smo z algoritmom AMEBA zgradili model 
masnega pretoka anode, ki predstavlja enega izmed sestavnih delov gorivne celice. Pri 
problemu načrtovanja vodenja sistema vodikove gorivne celice pa smo uporabili dobljeni 
model vodikove gorivne celice ter nato z algoritmom AMEBA načrtali sistem vodenja, ki 
zagotavlja učinkovito proizvodnjo električne energije. 
V petem poglavju smo obravnavali tretji sistem, kjer smo se osredotočili na 
reševanje problema razporejanja energije v aktivnih distribucijskih elektroenergetskih 
omrežjih. Problem razporejanja električne energije smo razširili v izgradnjo celotnega 
sistema, ki bi omogočal povezavo vseh uporabnikov elektroenergetskega sistema. Po 
splošni predstavitvi elektroenergetskega sistema smo se osredotočili na možnosti vpeljave 
obnovljivih virov energije v sistem, ki zaradi svoje stohastične narave proizvodnje 
električne energije povzročajo probleme v omrežju. Nastale probleme poskušajo reševati 
tudi aktivna distribucijska elektroenergetska omrežja oz. različni sistemi, ki jih to področje 
ponuja. Enega izmed takih sistemov predstavljamo v pričujočem delu. Razvili smo sistem 
za zagotavljanje energijske bilance za bilančne skupine z vključitvijo uporabnikov 
elektroenergetskega sistema. Sistem zagotavlja energijsko bilanco z razporejanjem 
uporabnikov.  
3 Povzetek 
Eden ključnih elementov sistema za zagotavljanje energijske bilance je algoritem 
razporejanja, zato smo naredili primerjavo učinkovitosti posameznih metod evolucijskega 
računanja na dveh problemih z različno kompleksnostjo. Metode so učinkovito rešile 
problem manjše kompleksnosti. Pri tem se je za najbolj učinkovito izkazala metoda 
diferenčne evolucije. Pri reševanju problema večje kompleksnosti pa sta se najbolje 
odrezali metoda genetskih algoritmov in metoda AMEBA. Na podlagi opravljene 
primerjave smo se odločili za uporabo algoritma AMEBA kot algoritma razporejanja v 
sistemu za zagotavljanje energijske bilance.  
Sistem za zagotavljanje energijske bilance je pokazal, da je možna vključitev 
različnih tipov uporabnikov, in sicer tako porabnikov kot proizvajalcev električne energije, 
na način, ki prinaša ekonomski učinek tako zanje kot za bilančno skupino.  
Za namene testiranja sistema za zagotavljanje energijske bilance smo razvili tudi 
simulator v okolju Matlab, ki omogoča simulacijo, testiranje, prikaz in vrednotenje 
rezultatov, ter uporabniku prijazen grafični vmesnik za vnašanje nastavitev simulacije. 
Metodo AMEBA smo torej uspešno uporabili pri reševanju različnih problemov, 
povezanih z načrtovanjem vodenja dinamičnih sistemov. Ob njenem razvoju in testiranju 
pa so se odprla še številna dodatna vprašanja, ki jih bomo skušali reševati v prihodnosti. 
Ključne besede: evolucijsko računanje, genetski algoritmi, genetsko programiranje, 
diferenčna evolucija, AMEBA, dinamični sistemi, aktivna distribucijska elektroenergetska 




Solving the control-design problems of dynamic systems involves investigations 
with the goal being to define as good a solution as possible. Such solution searching is, 
with regards to design problems, equivalent to an optimization process. It demands a 
definition of the fitness function that has to reflect the desired or undesired behaviors of the 
observed system. The optimization process has to generate a solution with the optimal 
value of the fitness function. Also, the evolution represents an optimization process that 
drives our ecosystem through repeated cycles of a continuous development of organisms 
from one generation to another. How has evolution managed to produce such complex 
organisms that can exhibit very interesting and diverse ways of surviving in the 
environment? What are the basic building blocks of this evolution? How does evolution 
work? Is it possible to mimic these mechanisms and use them in a computational 
environment? In this work we have tried to answer these questions, regarding both the 
process of evolution and its implementation in the computational environment. 
We have focused on the use of algorithms that are based on the principles of 
evolution and are called evolutionary computation algorithms. The efficacy of these 
methods has been studied for the control design of dynamic systems. A comparison has 
uncovered the relative advantages and disadvantages of the different approaches, which 
helped us to choose the most effective approach and also guided us in the development of a 
new method, which is presented in this work. 
In the dissertation we first present the basics of evolutionary computation 
algorithms. The important terms are: the individual, the environment, the reproduction and 
the mechanism that drives the evolution. We have also presented an overview of the 
methods of evolutionary computation and described in detail the most popular ones, like 
genetic algorithms, differential evolution, evolutionary strategies, genetic programming 
and others. 
A new approach to evolutionary computation is presented, called the Agent Based 
Evolutionary Algorithm (AMEBA), together with a comparison involving other methods. 
We have also developed a toolbox in Matlab that enables the user-friendly application of 
6 Abstract 
the algorithm AMEBA through a graphical interface and an efficient comparison with 
other algorithms that are available in the same program environment. 
The presented methods of evolutionary computation have been tested regarding 
three different types of dynamic systems: the system of three coupled tanks, the system of 
a hydrogen fuel cell and the system of energy scheduling.  
We have defined three problems regarding the system of three coupled tanks: the 
static characteristic parametrization of the system’s valve, the identification of the system’s 
model and a controller design. All the methods have proven to be very efficient in defining 
the valve characteristics and the controller design, but the AMEBA algorithm has also been 
successfully used in the identification problem, where it generated a suitable model. 
For the hydrogen fuel cell (the second system) we have defined two problems: 
supplementing the hydrogen fuel cell stack model, where we tried to demonstrate the 
possibility of how known information about the system’s operation can be taken into 
account during the design. Through this problem solving we have developed a model of 
the anode mass flow of the fuel cell stack model using the AMEBA algorithm. With the 
same method the control design problem was also solved by the use of the developed 
model. The developed controller effectively drives the fuel cell and consequently the 
production of the electrical energy. 
The third system on which we focused is described in the fifth chapter. This is the 
system of energy balancing in smart grids. We have developed a system for ensuring an 
energy balance by taking into account the customers of the electric power system. After a 
general presentation of the electric power system we focused on the integration of 
renewable energy sources into the power system. This integration of the renewable energy 
sources induces problems because of the stochastic nature of the energy production, which 
is meteorologically dependent. Smart grids or smart-grid systems are one of the answers to 
these problems. One such system is presented in this work. It enables the participation of 
all the users in the energy-balance process of the balance group. The system provides the 
energy balance of the balance group by scheduling the energy offered by the participating 
users. 
7 Abstract 
One of the most important elements that determine the success of the energy-
balance system is a scheduling algorithm. For that we have presented a comparison of 
different algorithms regarding two problems with different complexities. All of the 
evolutionary computation methods have successfully solved the less complex problem. 
Regarding the more complex problem, genetic algorithms and the AMEBA algorithm 
proved to be the best suited. Based on this comparison we have chosen the AMEBA 
algorithm to be used in the energy-balancing system.  
The energy-balancing system proved that it is possible to include the users of the 
power system to participate in the energy-balancing process with an economic benefit to 
both the users and the balance group. 
We have also developed a simulation tool in Matlab that enables the simulation, 
testing, illustration and verification of the results and a user-friendly graphical interface for 
defining the simulation settings. 
The AMEBA algorithm was successfully tested on different types of problems that 
were addressed in the field of the control design of dynamic systems. During the 
development phase of the AMEBA algorithm several questions have emerged that will be 
addressed in the future. 
Key words: evolutionary computation, genetic algorithms, genetic programming, 
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10 Uvod 
Vodenje dinamičnih sistemov je definirano kot vsakršno vplivanje na sistem z 
namenom, da dosežemo želene cilje oz. želeno obnašanje sistema [3]. Vodenje družbenih 
sistemov opravljajo predvsem ljudje s svojimi odločitvami ter razna družbena pravila, kot 
so zakoni, predpisi in omejitve. Vodenje naravnih in tehničnih sistemov pa od sredine 
prejšnjega stoletja prevzemajo računalniki, ki zagotavljajo avtomatsko vodenje sistemov 
[4]. 
Z razvojem umetne inteligence računalniški sistemi vodenja posegajo čedalje 
globlje tudi v področje naravnih in družbenih dinamičnih sistemov. Računalniška 
tehnologija poleg same realizacije sistemov za vodenje omogoča tudi učinkovito podporo 
načrtovanju vodenja, simulaciji, modeliranju in optimizaciji. Vsa ta orodja so tudi 
pripomogla k razvoju metod, ki jih uvrščamo na področje t. i. umetne inteligence. Sem 
sodijo umetne nevronske mreže [5], mehki sistemi [6], ekspertni sistemi [7, 8] in pa 
metode, ki posnemajo naravne mehanizme evolucije [9].  
Sodobna obravnava dinamičnih sistemov, in sicer tako samih procesov kot 
sistemov vodenja, zaradi njihove naraščajoče kompleksnosti zahteva uporabo 
računalniškega optimiranja. Optimizacijo srečujemo na vseh nivojih mešanih dinamičnih 
sistemov – tako na fizičnem in proizvodnem kot tudi na poslovnem nivoju. Posebno v 
primeru kompleksnih problemov, ki zahtevajo obravnavo velikega števila parametrov, 
spremenljivk in podobno, pa so zelo učinkovite prav metode evolucijskega računanja oz. 
evolucijski algoritmi, kot jih tudi včasih imenujemo.  
V tem delu smo se osredotočili na uporabo metod oz. algoritmov evolucijskega 
računanja pri problemih načrtovanja vodenja dinamičnih sistemov na višjem oz. 
proizvodnem nivoju in tudi na nižjem oz. fizičnem nivoju. Namen uporabe različnih metod 
evolucijskega računanja pri reševanju različnih problemov je predvsem primerjava njihove 
uspešnosti. Primerjava je odkrila relativne prednosti in slabosti posameznega pristopa oz. 
metode, kar je omogočalo izbiro pravega pristopa in nas tudi usmerjalo pri razvoju novega 
pristopa oz. metode, ki smo jo predstavili v tem delu. 
V drugem poglavju je opisan proces naravne evolucije, kjer smo predstavili 
osnovne elemente evolucije ter njene mehanizme delovanja. Osnovno znanje o evoluciji 
omogoča razumevanje delovanja evolucijskih algoritmov, ki predstavljajo poenostavljen 
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prenos naravne evolucije v umetno okolje. Sledi predstavitev uveljavljenih metod 
evolucijskega računanja, ki smo jih razdelili na parametrične metode, kamor sodijo 
genetski algoritmi (GA), evolucijske strategije (ES), diferenčna evolucija (DE) in druge, 
ter strukturne metode, kamor uvrščamo genetsko programiranje (GP), evolucijsko 
programiranje (EP) in druge.  
Nato smo v tretjem poglavju predstavili novo metodo evolucijskega računanja, ki 
spada med strukturne metode in predstavlja razširitev metode genetskega programiranja na 
osnovi dreves, imenovano evolucijski algoritem na osnovi agentnega modeliranja (angl. 
Agent Modelled Evolutionary Based Algorithm – AMEBA). Algoritem AMEBA omogoča 
razvoj dinamičnih multivariabilih sistemov z uporabo evolucijskih mehanizmov in ima 
agentno zasnovo. Algoritem AMEBA smo uporabili za reševanje problemov načrtovanja 
vodenja dinamičnih sistemov tako na višjem kot nižjem nivoju. Opisu metode AMEBA 
sledi še predstavitev orodja za uporabo metode, ki smo ga razvili za namene testiranja. 
Četrto poglavje je namenjeno preskušanju evolucijskih algoritmov na dinamičnih 
sistemih nižjega oz. fizičnega nivoja, kjer smo izbrali dva različna dinamična sistema. 
Obravnavali smo sistem treh povezanih shranjevalnikov in sistem vodikove gorivne celice 
(GC). Oba sistema predstavljata multivariabilna dinamična sistema nižjega oz. fizičnega 
nivoja, na katerem smo reševali probleme modeliranja in vodenja z metodami 
evolucijskega računanja, kar nam je omogočalo medsebojno primerjavo metod in tudi 
izpostavilo njihove relativne prednosti in slabosti. 
V petem poglavju smo se osredotočili na višji oz. proizvodni nivo, kjer smo 
obravnavali sistem aktivnih distribucijskih elektroenergetskih omrežij (krajše aktivna 
omrežja ali AO oz. angl. Smart Grids). Za lažje razumevanje sistema AO je treba poznati 
osnove elektroenergetskega sistema (EES), ki ga AO nadgrajuje. EES sestavljajo tako 
dinamični sistemi nižjega nivoja kot tudi dinamični sistemi višjega nivoja. Dinamični 
sistemi nižjega nivoja predstavljajo gradnike EES-a, kot so proizvajalci električne energije 
in porabniki električne energije. Dinamični sistemi višjega nivoja EES-a pa so sistemi 
vodenja oz. nadzora delovanja EES-a ter sistemi trgovanja z električno energijo, ki morajo 
s trgovanjem in razporejanjem električne energije zagotavljati stabilno in ekonomsko 
učinkovito delovanje celotnega EES-a. Nadaljevali smo z opisom sprememb, ki jih 
doživlja trenutni EES zaradi uvajanja novih tehnologij, kot je proizvodnja električne 
12 Uvod 
energije iz obnovljivih virov energije (OVE), in opisali težave, ki jih ta uvedba povzroča. 
Predstavili smo koncept AO, ki predstavlja nadgradnjo obstoječega EES-a in ponuja 
odgovor na nastale težave. Nadaljevali smo s pregledom obstoječih sistemov v sklopu 
koncepta AO, kot so sistemi virtualnih elektrarn in sistemi prilagajanja odjema. Nato smo 
predstavili sistem razporejanja električne energije, ki se imenuje sistem za zagotavljanje 
energijske bilance za bilančno skupino (angl. System for Energy Balancing – SEB). SEB 
združuje tako sisteme virtualnih elektrarn kot tudi sisteme prilagajanja odjema ter sisteme 
shranjevanja energije v enoten sistem, ki deluje na tržnih mehanizmih.  
SEB zagotavlja energijsko bilanco z razporejanjem uporabnikov. Ker lahko z 
učinkovitim algoritmom razporejanja zagotovimo uspešno delovanje sistema, smo naredili 
primerjavo posameznih algoritmov ter opazovali tako kvaliteto rešitve kot njihovo 
konvergenco. Rezultati so pokazali, da je najkvalitetnejše rešitve generiral algoritem 
AMEBA, zato smo ga izbrali za uporabo v SEB-u. Za testiraje uspešnosti algoritmov 
razporejanja na višjem nivoju bilančne skupine smo razvili tudi ustrezno programsko 
orodje v Matlabu, ki je tudi predstavljeno v okviru petega poglavja. 
Delo zaključujejo sklepne ugotovitve in izhodišča nadaljnjih raziskav, ob koncu pa 
so nanizani tudi originalni znanstveni prispevki. 
13 Evolucijsko računanje 
2. Evolucijsko računanje
V tem poglavju smo predstavili osnovne gradnike, ki sestavljajo vse algoritme 
evolucijskega računanja. Razumevanje le-teh je bistvenega pomena za razumevanje 
delovanja vseh sistemov, ki na njih temeljijo. Poglavje smo pričeli s teorijo o življenju 
Richarda Dawkinsa, iz katere smo nato izpeljali osnovno definicijo biološke evolucije, ki 
služi kot temelj pri prenosu njenih mehanizmov na druga znanstvena področja. Poglavje 
smo nadaljevali s predstavitvijo oz. pregledom obstoječih algoritmov evolucijskega 
računanja, kjer smo predstavili različne pristope k izvedbi evolucijskih mehanizmov. V 
zadnjem delu pa smo opisali uporabo evolucijskih algoritmov pri reševanju načrtovanja 
vodenja dinamičnih sistemov. 
2.1 Teorija življenja po Richardu Dawkinsu 
Iskanje rešitev je lastnost, ki živim organizmom omogoča obstoj. Če želimo 
razumeti to trditev, moramo najprej odgovoriti na vprašanje, kaj je življenje. V svetovni 
literaturi obstaja veliko definicij življenja [10, 11]. V glavnem pa odgovor na to vprašanje 
ni enostaven in dokončen. Eden od možnih odgovorov je, da je življenje lastnost narave. 
Znano je, da v naravi vsi sistemi težijo k stabilnemu stanju. Atomi se povezujejo v 
molekule, voda se med padanjem oblikuje v kapljice, planeti krožijo okoli sonca. Vsak od 
teh sistemov izraža stabilno stanje v določenem času. Kaj, če je tudi življenje samo 
manifestacija sistema, ki išče stabilno stanje? Poglejmo primer takega življenja. 
Predpostavimo, da imamo na začetku samo mešanico različnih atomov znotraj določenega 
okolja. Ti atomi se med seboj naključno povezujejo v bolj ali manj stabilne molekule in 
zmesi. S spreminjanjem okolja oz. pogojev znotraj okolja (sončno obsevanje, temperatura, 
elektromagnetno polje) te zmesi obstanejo ali pa razpadejo. Okolje ustvarja pritisk na 
zmesi in jih konstantno preizkuša tako, da vedno obstanejo samo zmesi, ki uspejo ohraniti 
stabilno stanje. Znotraj tega neprestanega boja med preživetjem in razpadom nastane zmes, 
ki je sposobna samo sebe prekopirati. To pomeni, da ta zmes prične podvajati samo sebe, 
in tako vedno vsaj kakšna kopija uide uničujočim vplivom okolja (okolje ni homogeno, 
ima območja s hujšimi pogoji in območja z blažjimi pogoji). Ker pa samo kopiranje ni 
vedno popolno in prihaja do napak, se potomci te zmesi blago razlikujejo od prednika, kar 
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lahko ima dobre ali pa slabe učinke; v vsakem primeru pa obstanejo samo stabilne zmesi. 
Sčasoma so se razvile tudi zmesi, ki so uspele razdreti druge zmesi in porabiti njihove 
elemente za svojo lastno rast. Take zmesi so si okoli sebe začele graditi mehanizem, ki jim 
omogoča, da se ohranijo oz. da se stabilizirajo. Torej bi življenje lahko bilo enostavno 
lastnost narave, da se stabilizira, vse življenjske oblike pa različni mehanizmi, ki 
omogočajo izražanje te lastnosti. Takšno predstavo o začetku življenja si je zamislil 
Richard Dawkins v svoji knjigi Sebični gen [12], kjer je snovi, ki so uspele kopirati same 
sebe, poimenoval replikatorji oz. podvojevalniki. Pod pritiskom okolja pa naj bi se 
podvojevalniki sčasoma razvili v vsa živa bitja, ki jih poznamo danes. Slika 2.1 prikazuje 
primer nastanka replikatorja oz. podvojevalnika. 
Slika 2.1: Shematični prikaz gibanja snovi in prvi podvojevalnik 
Na začetku so se osnovni elementi prosto gibali v okolju ter se naključno 
povezovali in razdirali pod pritiskom okolja. Tvorile so se različne kombinacije (puščice 0 
in 1). Zmes, ki je nastala s spojitvijo treh elementov (puščice 1), je imela to lastnost, da je 
nase vezala enake snovi (puščice 3). Ko je navezala nase enake snovi, je nato razpadla na 
dva dela, od katerih je vsak tvoril kopijo prvotne zmesi (puščica 4). Tako v okolju 
nastaneta dve enaki zmesi, in tudi če katera od njiju zaide v območje uničenja, se druga 
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lahko še vedno reproducira dalje. Zmes, ki ima zmožnost podvajanja, se tako razširi po 
okolju.  
Podvojevalniki se skozi generacije pod pritiskom okolja in medsebojnega 
tekmovanja razvijajo v vse kompleksnejše strukture, kar imenujemo evolucija organizmov. 
Današnje oblike življenja kažejo, kolikšna raznolikost življenjskih vrst se je razvila. Na 
svetu, po ocenah strokovnjakov, obstaja okoli 100 milijonov različnih vrst življenja, med 
katerimi smo jih odkrili komaj 8 milijonov [13]. 
2.2 Evolucija 
Evolucija je torej biološki proces, pri katerem se genski zapis organizmov 
spreminja iz generacije v generacijo. Čeprav so spremembe znotraj posamezne generacije 
relativno majhne, se organizmi na osnovi takšnih sprememb zlagoma spreminjajo in 
sčasoma lahko takšen proces pripelje do nastanka novih vrst [11]. Organizmi se razvijajo 
pod vplivom okolja, ki vrši pritisk na populacijo. Okolje lahko na populacijo vpliva na dva 
načina, in sicer z naravno selekcijo oz. izborom in z genskim zdrsom. Naravna selekcija in 
genski zdrs sta mehanizma, preko katerih deluje evolucija. Naravni izbor oz. naravna 
selekcija je proces, pri katerem postajajo iz generacije v generacijo pogostejše tiste dedne 
lastnosti organizmov, ki jim dajejo večjo možnost za preživetje in razmnoževanje [11]. 
Genski zdrs je proces, pri katerem se majhna skupina osebkov loči ter izolira od večje 
populacije. Postopoma pride v tej skupini do ojačitve določenih genov in oslabitve ostalih 
[10]. S poznavanjem mehanizmov evolucije lahko prenesemo to idejo tudi na druga 
področja. 
2.3 Prenos mehanizmov evolucije na področje modeliranja in vodenja 
dinamičnih procesov 
Opisano idejo o razvoju živih bitij, ki jo imenujemo evolucija, lahko prenesemo na 
številna druga znanstvena področja, tudi na področje modeliranja in vodenja dinamičnih 
procesov. Za izvajanje evolucije je treba zagotoviti okolje in osebke [9]. Okolje je 
»življenjski prostor« za osebke, ki se po njem gibljejo pod vplivom njegovih zakonitosti. 
Okolje tudi izvaja pritisk na osebke oz. populacijo ter s tem izvaja selekcijo, ki določa 
osebke za nadaljnjo reprodukcijo. Osebek je osnovna enota, ki je zmožna samostojnega 
16 Evolucijsko računanje 
delovanja in reprodukcije znotraj okolja. Osebek mora vsebovati genski zapis, ki je nosilec 
informacije o njegovih lastnostih in se pri reprodukciji prenese na potomca. Če torej 
želimo prenesti evolucijo na področje modeliranja in vodenja dinamičnih sistemov, 
moramo zagotoviti ustrezen ekvivalent osebka in okolja. Ustrezen ekvivalent okolja za 
obravnavo dinamičnih sistemov je simulacijsko okolje s svojimi zakonitostmi, ustrezen 
ekvivalent osebkom pa so lahko parametri ali pa funkcije. Tabela 2.1 prikazuje povezave 
med elementi naravnega in umetnega sistema.  
Tabela 2.1: Primerjava sestave različnih evolucijskih sistemov 
Sistem Osebek Okolje Razmnoževanje 









V tabeli 2.1 sta primerjana biološka evolucija in umetni evolucijski sistem, ki 
posnema delovanje biološke evolucije, vendar v bistveno poenostavljeni obliki. 
Ekvivalenti organizmom v naravi so parametri ali funkcije v umetnih sistemih. Ekvivalenti 
naravnemu okolju so matematična oz. simulacijska okolja v umetnih sistemih. Ekvivalent 
različnim načinom razmnoževanja v naravi, kot so deljenje celic, enospolno in dvospolno 
razmnoževanje ter drugi načini, so različni načini razmnoževanja, ki jih definira 
posamezna metoda evolucijskega računanja, vendar pa v splošnem uporabljajo dve 
osnovni obliki razmnoževanja, to sta mutacija in križanje.  
2.3.1 Osebek evolucijskega sistema 
Osebek je v evolucijskih algoritmih ekvivalenten organizmu v naravi. Vsak 
organizem vsebuje dedni zapis, ki določa vse lastnosti organizma, kot so njegova velikost, 
oblika, barva, sestava organov … Tako mora tudi osebek vsebovati dedni zapis svojih 
lastnosti. Organizem v naravi je ustrezno prilagojen, da lahko deluje v okolju, v katerem se 
nahaja. Tako mora biti tudi osebek, ki predstavlja končno rešitev optimizacijskega 
problema, prilagojen za delovanje v ustreznem okolju. Različni algoritmi evolucijskega 
računanja različno definirajo svoje osebke, kar smo predstavili v poglavju 2.4, pri pregledu 
različnih metod evolucijskega računanja. 
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2.3.2 Okolje umetnega evolucijskega sistema 
Okolje umetnega evolucijskega sistema, v katerem se gibljejo osebki, izvaja 
simulirano evolucijo, ki predstavlja razvoj rešitev v časovnih korakih. Časovni korak je pri 
biološki evoluciji praktično nemogoče definirati, saj je proces zvezen. Osebki se znotraj 
populacije razmnožujejo različno hitro z osebki različnih starosti. Za potrebe simulirane 
evolucije pa uvedemo časovne oz. diskretne korake, ki jih lahko definiramo kot čas 
življenja ene populacijske skupine oz. generacije. Ko ta skupina reproducira naslednjo 
generacijo, nastopi novi časovni korak. Časovni korak se torej prične z vrednotenjem 
generacije organizmov in zaključi z njihovo reprodukcijo. Časovne korake simulirane 












Slika 2.2: Časovni koraki simulirane evolucije v evolucijskih algoritmih 
Na začetku generiramo naključno generacijo osebkov. Nato v zanki na vsakokratno 
trenutno populacijo najprej izvedemo selekcijski pritisk, potem reprodukcijo 
selekcioniranih osebkov, kar da novo trenutno populacijo. Na koncu preverimo, ali smo 
dosegli pogoje za končanje simulirane evolucije. Le-ti so lahko določeni s kvaliteto 
rezultata ali pa z omejitvijo maksimalnega števila generacij. Selekcijski pritisk sestavljata 
dva koraka: vrednotenje osebkov in njihova selekcija. 
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 Vrednotenje delovanja osebkov v evolucijskem okolju
Selekcijski pritisk se prične z vrednotenjem osebkov, kjer izračunamo njihovo 
uspešnost, na podlagi česar opravimo selekcijo. Uspešnost osebkov merimo s cenilko, ki – 
enako kot pri drugih optimizacijskih postopkih – kvantitativno vrednoti osebke.  
 Selekcija osebkov v evolucijskem okolju
Selekcija je postopek izbire določenih osebkov iz populacije, ki v nadaljevanju 
izvajajo razmnoževanje oz. reprodukcijo. Populacija je množica osebkov, ki obstajajo 
znotraj enega časovnega koraka evolucije. V naravi je selekcija že »vgrajena« v okolje, 
kjer so selekcionirani osebki tisti, ki jim je uspelo reproducirati potomce. V evolucijskih 
algoritmih obstaja več načinov selekcije osebkov, v nadaljevanju pa smo opisali dva 
najznačilnejša, in sicer izbor najuspešnejših osebkov ter turnirsko izbiro. Najosnovnejši 
način je izbor najuspešnejših osebkov. To so tisti osebki, ki imajo najboljšo vrednost 
cenilke. Ta postopek je zelo neprizanesljiv do slabših osebkov. Posledica takšnega izbora 
je, da populacije zelo hitro izgubljajo raznolikost osebkov. Bolj prizanesljiv postopek 
selekcije je turnirska izbira, kjer zmagovalec dobi priložnost reprodukcije. Pri tem 
postopku iz populacije naključno določimo dva osebka in primerjamo vrednosti njunih 
cenilk. Osebku z boljšo oceno nato omogočimo reprodukcijo. Pri tej vrsti selekcije lahko 
dobi priložnost za reprodukcijo tudi osebek, ki je slabši od najboljših v populaciji.  
Glavna razlika med pristopoma je v stopnji pritiska na populacijo. Pri prvem načinu 
je pritisk na populacijo večji, saj priložnost za reprodukcijo dobijo samo najuspešnejši 
osebki, kar privede do nizke raznolikosti populacije. Nizka raznolikost populacije zožuje 
prostor iskanja rešitve, kar pomeni, da imamo večjo verjetnost, da naša končna rešitev ni 
optimalna. Nizka stopnja raznolikosti ima na drugi strani tudi učinek hitrejše konvergence 
k rešitvi problema. Drugi način selekcije omogoča višjo stopnjo raznolikosti populacije, saj 
tudi manj uspešnim osebkom omogoča, da se reproducirajo (če sta se v dvoboju npr. 
pomerila dva relativno neuspešna osebka). Stopnja raznolikosti populacije vedno 
predstavlja kompromis med širino iskanja rešitve in hitrostjo konvergence. Opisali smo 
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Možnih delitev evolucijskih algoritmov je več [9], vendar smo jih tu razdelili glede 
na tip osebkov, ki so podvrženi evoluciji. Algoritme evolucijskega računanja lahko 
razdelimo na parametrične in strukturne. Vse od začetka razvoja področja v 60-ih in 70-ih 
je področje razdeljeno v dve struji, ki si prizadevata za razvoj umetne inteligence in 
temeljita na dveh različnih pristopih. Prvi zagovarjajo razvoj umetne inteligence s 
posnemanjem naravne inteligence, drugi pa zagovarjajo razvoj umetne inteligence kot 
samostojni proces, kjer bi se umetna inteligenca razvila z evolucijo v določenem okolju. 
Predstavniki prve struje so predvsem razvijali parametrične metode na čelu s Hollandom 
[15] in njegovimi genetskimi algoritmi, ki še danes veljajo za najbolj razširjeno metodo 
evolucijskega računanja. Predstavniki druge struje na čelu z deli Fogla [16] in njegovo 
metodo evolucijskega programiranja pa so razvijali predvsem strukturne metode. Med temi 
je ena najbolj uveljavljenih metod genetsko programiranje na osnovi dreves, ki jo je razvil 
Koza [17]. Na obeh področjih je bilo predstavljenih tudi veliko število različic, ki so bolj 
ali manj uspešno reševale različne specifične probleme. 
2.4.1 Genetski algoritmi 
Genetske algoritme je uvedel John Holland v 60-ih letih prejšnjega stoletja. S 
sodelavci jih je nato razvijal v 60-ih in 70-ih na univerzi v Michiganu. Hollandov namen ni 
bil usmerjen na reševanje specifičnih problemov, ampak na preučevanje pojava naravne 
evolucije in prenosa tega pojava v tehnično uporabo. Leta 1975 je Holland objavil prvo 
knjigo [15], v kateri je predstavil genetske algoritme kot abstrakcijo naravne evolucije in s 
tem postavil osnovno teoretično ogrodje, na katerem temeljijo. Definiral je osebke, t. i. 
kromosome, in načine reprodukcij, kot sta delitev z mutacijo in križanje, ter vpeljal 
osnovni mehanizem naravne selekcije, kjer se reproducirajo najboljši osebki. Teorija, ki jo 
je razvil Holland, je še danes osnova ne samo za genetske algoritme, temveč tudi za druga 
področja evolucijskega računanja [14, 15, 18, 19].  
 Osebek
Osnovni element genetskih algoritmov je t. i. kromosom. Kromosom predstavlja 
kodiran zapis določenega števila parametrov v en osebek. Parametre optimiranja zapišemo 
v kromosom kot niz znakov, kjer vsak parameter predstavlja skupino znakov oz. gen. Geni 
so skupina znakov, kjer vsak znak imenujemo alel. Poznanih je več različnih postopkov 
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določimo točko v nizu alelov. Nato reproduciramo potomca iz enega dela alelov prvega 
prednika ter drugega dela alelov drugega prednika. 
Slika 2.8: Križanje v eni točki 
Slika 2.9 prikazuje križanje v dveh točkah. Podobno je križanju v eni točki, le da je v tem 
primeru takšnih točk več. Potomca sestavimo iz več delov enega in drugega prednika. 
Slika 2.9: Križanje v več točkah 
Potomec je lahko tudi rezultat različnih matematičnih operacij med dvema prednikoma. 
Uporabimo lahko logične, aritmetične ali katerekoli druge matematične operacije. Slika 
2.10 prikazuje križanje z logično operacijo ALI. Potomec je produkt operacije ALI med 
dvema prednikoma. Opisali smo samo najpogostejše načine križanja. Obstaja seveda še 
vrsta drugih [20–22].  
1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 1 0 0
Točka križanja
1 0 1 1 0 1 1 0 0
Reprodukcija - delni prenos genov
Prednik 1 Prednik 2
Potomec
1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 1 0 0
Točke križanja
1 0 1 0 0 1 1 0 1
Reprodukcija - delni prenos genov
Prednik 1 Prednik 2
Potomec
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1 0 1 1 0 1 0 0 1
0 0 0 0 0 1 1 0 0
Prednik 1
Prednik 2
1 0 1 1 0 1 1 0 1 Potomec
ALI
Slika 2.10: Logične operacije med kromosomoma 
 Uporaba genetskih algoritmov
Genetske algoritme lahko uspešno uporabljamo za optimizacijo kompleksnih 
modelov, kjer parametre osnovnega modela obravnavanega procesa prilagodimo realnemu 
sistemu. Z njimi lahko tudi optimiziramo različne sisteme vodenja kompleksnih procesov. 
Pogosto so v rabi pri uglaševanju mehkih sistemov (fuzzy systems), pri učenju nevronskih 
mrež in tudi pri optimiziranju delovanja ekspertnih sistemov. Genetski algoritmi so se zelo 
dobro izkazali na optimizacijskih problemih, kjer je treba optimizirati zelo kompleksen 
problem z veliko parametri. Pri takih problemih večina gradientnih in drugih postopkov 
odpove oz. je neučinkovita. Med tovrstne primere sodi npr. optimiranje modelov teles, kjer 
želimo doseči čim boljše aerodinamične lastnosti. Slika 2.11 prikazuje simulacijo 
aerodinamičnosti modela letalske turbine, ki so jo optimirali s pomočjo genetskih 
algoritmov [23].  
Slika 2.11: Optimiranje aerodinamičnosti telesa 
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Algoritem je uspešen tudi na številnih drugih področjih kompleksnih problemov, kot so 
optimiranje nosilnosti konstrukcij [24], optimiranje konstrukcije izmenjevalnikov toplote, 
optimiranje oblike robotskih rok in podobno. Genetski algoritmi so zelo uporabni na 
področju načrtovanja poti za kopenski, ladijski in letalski promet, kjer je problem opraviti 
čim krajšo pot in hkrati obiskati vse postaje (problem trgovskega potnika). Slika 2.12 
prikazuje rešitev problema trgovskega potnika z uporabo genetskih algoritmov [25].  
Slika 2.12: Načrtovanje poti 
2.4.2 Algoritem evolucijskih strategij 
Algoritem evolucijskih strategij so razvijali na tehnični univerzi v Berlinu v 
Nemčiji v šestdesetih letih prejšnjega stoletja za potrebe razvoja letalskih oblik [26]. 
Njegova avtorja sta študenta Rechenberg in Schwefel. Glavni cilj je bil razviti obliko 
letala, ki bi imela najmanjši upor glede na svoj volumen. Leta 1964 je bil izveden prvi 
eksperiment na dvodimenzionalnem modelu v simulatorju vetrovnika, kjer se je ta nova 
metoda izkazala za boljšo od drugih, že dobro uveljavljenih pristopov. Na začetku je bil 
algoritem zelo preprost, imel je samo dve pravili: najprej vsem parametrom, ki določajo 
obliko telesa, naključno malo spremenimo njihove vrednosti in nato simuliramo model z 
uporabo novih parametrov. Če so rezultati boljši, model obdržimo, v nasprotnem primeru 
ga zavržemo.  
Prvo pravilo posnema mutacije dednega materiala, ki se v naravi pojavijo pri 
reprodukciji. Drugo pravilo pa posnema naravni izbor, kjer preživijo samo najbolje 
prilagojeni osebki. Algoritem se je nadalje razvijal v smeri različnih mutacij parametrov, 
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Pri gradientnih postopkih optimiranja prostor rešitev sistematično preiskujemo. Pri 
evolucijskih strategijah pa generiramo potomce z delitvijo ter jih nato naključno 
spreminjamo oz. mutiramo znotraj določenega območja. 
Potomce generiramo iz najboljših osebkov trenutne populacije tako, da jih najprej 
delimo ter nato naključno spremenimo njihovo vrednost oz. mutiramo v določeni izbrani 
smeri. Območje, v katerem se gibljejo te mutacije, določajo posebni faktorji, ki so dodani 
vsakemu osebku. Mutacijo parametra oz. potomca generiramo naključno v nekem območju 
okrog starša po določenem tipu porazdelitve. Območje mutacij je področje, v katerem se 
nahajajo mutirani potomci (primer območja je prikazan na sliki 2.13). Njihovo velikost 
določajo funkcije, ki so odvisne od samega poteka optimiranja. Te funkcije so zapisane kot 
skupek navodil, kot smo že opisali. Ravno v tem je razlika v primerjavi z drugimi postopki. 
Evolucijske strategije spreminjajo prostor iskanja rešitve med samim tekom optimiranja, 
kar pomeni, da je postopek optimiranja adaptiven [27, 30].  
Najosnovnejša postopka križanja sta direktni in posredni postopek. Pri direktnem 
križanju najprej izberemo dva osebka, nato generiramo potomca, v katerega prenesemo 
naključno izbrane parametre iz genskega zapisa obeh staršev. Genski zapis je sestavljen iz 
zaporednega zapisa parametrov optimiranja, kjer vsak zapis predstavlja en gen. Postopek 
prikazuje slika 2.14. 
a1 a2 a3 a4 a5 a6 ... an
c1 c2 c3 c4 c5 c6 ... cn






Slika 2.14: Direktno križanje 
Iz populacije s selekcijo izberemo osebke za reprodukcijo. V primeru na sliki 2.14 smo 
izbrali samo dva (lahko bi jih bilo tudi več) osebka, prednika 1 in prednika 2. Nato 
prepišemo naključno izbrane gene prednikov v gene potomca. Pri posrednem križanju pa iz 
populacije izberemo dva ali več osebkov ter izračunamo vrednosti posameznih genov 
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potomca iz srednje vrednosti prednikovih genov ali pa katerekoli druge funkcije. Postopek 
prikazuje slika 2.15. 
Z razvojem evolucijskih strategij so se uvajale še druge vrste križanj, predvsem so 
reprodukcijski načini postali podobni drugim načinom v sorodnih vrstah algoritmov, kot so 
npr. genetski algoritmi [30]. 
Slika 2.15: Posredno križanje 
 Uporaba algoritma
Evolucijske strategije so se razvile iz eksperimentalnih poskusov, kjer so predvsem 
izvajali različne vrste optimizacij z namenom razviti določene oblike tehničnih orodij, 
oblik letal, letalskih motorjev in podobnih problemov. Uporaba se je osredotočala na 
mehanske izdelke, zaradi česar je bil tudi v teoriji velik poudarek na hitrosti konvergence, 
saj so eksperimenti časovno potratni v primerjavi s simulacijo modelov [27, 29].  
2.4.3 Diferenčna evolucija 
Diferenčna evolucija je relativno mlada smer evolucijskih algoritmov, saj sta jo 
javnosti predstavila Rainer Storn in Kenneth Price šele leta 1996 [31]. Avtorja sta želela 
izboljšati konvergenco dotedanjih evolucijskih metod, kar bi lahko omogočilo izvajanje 
poskusov tudi na realnih napravah. Osredotočila sta se predvsem na postopke mutacije. 
Diferenčno evolucijo uporabljajo za optimizacijo problemov, ki so predstavljeni na 
parametrični način. To so pogosto optimizacijski problemi, ki jih srečujemo v procesni 
industriji [32]. 
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 Osebek
Pri diferenčni evoluciji je populacija sestavljena iz osebkov, kjer vsak osebek 
predstavlja določen parameter optimiranja, kar je prikazano na sliki 2.16. To pomeni, da je 
velikost populacije odvisna od števila parametrov in je konstantna skozi celoten potek 
optimiranja.  
Slika 2.16: Populacija osebkov pri diferenčni evoluciji 
 Reprodukcija
Največja razlika med diferenčno evolucijo in ostalimi metodami je prav v delitvi 
oz. pri mutacijah, ki jih sprožimo ob delitvi. Pri ostalih metodah so velikosti mutacij 
naključno določene, pri tej metodi pa je velikost mutacije določena z razliko oz. diferenco 
med dvema osebkoma. Način generiranja potomcev je ilustriran na sliki 2.17. 
Slika 2.17: Mutacija osebkov 
p1 p2 ... pi ... pn
populacija osebkov 
n...število parametrov oz. velikost populacije
Osebek oz. parameter optimizacije
p1 p2 p3 p4 p5 p6
p2 p4
g1g1 = a·(p2 - p4)
p1 p2 p3 p4 p5 p6
p6
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Iz populacije naključno določimo tri osebke (p2, p4 in p6). Iz prvih dveh izračunamo 
vrednost razlike ter jo pomnožimo z ustrezno konstanto a ter tako dobimo vrednost g1, ki je 
samo vmesni rezultat mutacije. Nato vrednosti g1 prištejemo vrednost tretjega, naključno 
izbranega osebka p6. Tako dobimo vrednost prvega potomca m1. Enak postopek 
ponavljamo toliko časa, dokler ne generiramo vseh potomcev. Tako dobimo mutirano 
populacijo oz. mutacijski vektor.  
Ker takšen način izvajanja mutacij znižuje raznolikost populacije, je treba vpeljati 
tudi križanje, ki poskrbi za večjo raznolikost populacije in s tem ustrezno razširi prostor 
iskanja rešitve. Križanje poteka v dveh fazah. V prvi fazi generiramo mutacijski vektor, 
nato pa se v drugi fazi odločimo, ali bomo v novi populacij uporabili vrednost mutiranega 
osebka ali njegovo staro vrednost. Ideja je ilustrirana na sliki  2.18. 
m1 m2 m3 m4 m5 m6
p1 p2 p3 p4 p5 p6










Slika 2.18: Križanje osebkov 
Iz populacije prednikov (osebki p1…p6) generiramo mutacijski vektor (osebki m1…m6), 
nato generiramo populacijo potomcev. Populacijo potomcev sestavimo tako, da na mesto 
prvega potomca naključno izberemo vrednost prvega osebka mutacijskega vektorja ali 
vrednost prvega osebka iz populacije prednikov. Enako potem nadaljujemo na preostalih 
osebkih v populaciji. 
 Uporaba algoritma
Diferenčno evolucijo zaradi relativno hitre konvergence pogosto srečujemo pri 
reševanju kompleksnejših problemov, ki zahtevajo daljše simulacijske čase, ali pri 
optimiranju procesov, ki se izvajajo v realnem času. Zaradi hitrejše konvergence pa ostaja 
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povečana nevarnost, da z rešitvijo ne dosežemo primerne bližine globalne optimalne 
rešitve, ampak obstanemo v lokalnem optimumu.  
2.4.4 Evolucijsko programiranje 
Z evolucijskim programiranjem prehajamo v področje strukturnih evolucijskih 
algoritmov. Evolucijski algoritmi, ki kot osebke uporabljajo funkcije, lahko rešujejo 
drugačne probleme, predvsem pa so uporabni na področju strojnega učenja, umetne 
inteligence pa tudi modeliranja in vodenja dinamičnih sistemov. Osnovni namen avtorja 
evolucijskega programiranja Lawrenca J. Fogla je bil alternativni način razvoja umetne 
inteligence. V primerjavi s takrat obstoječimi načini razvoja umetne inteligence so 
algoritmi evolucijskega programiranja stremeli h generiranju modela organizma, ki bi 
sčasoma razvil inteligentno obnašanje v svojem okolju. Na ta način je Lawrence tudi 
definiral inteligenco kot sposobnost organizma, da najde rešitev v različnih okoljskih 
situacijah [33, 34]. Da bi se organizem lahko ustrezno odzval, bi moral imeti sposobnost 
učenja na osnovi preteklih izkušenj. V 60-ih letih prejšnjega stoletja je L. J. Fogel razvijal 
avtomat, ki bi izkazoval lastnosti inteligentnega obnašanja. Leta 1966 je izvedel prvi 
preizkus, kjer je z avtomatom poskušal modelirati določen vir informacij. Vir je na izhodu 





Slika 2.19: Modeliranje vira informacij 
Vir informacij generira izhodne vrednosti iz množice Y v diskretnih trenutkih k. Elementi 
množice predstavljajo naključne binarne vrednosti. Vzporedno k temu viru je Fogel dodal 
avtomat in njegov izhod povezal na vhod ter tako dobil nov vir informacij, ki ga je nato 
razvijal s postopkom evolucijskega programiranja. Po končanem eksperimentu se je razvil 
avtomat, ki je generiral enake izhodne vrednosti kot originalni vir. Kasneje, v 80-ih letih 
prejšnjega stoletja, je sin Lawrenca J. Fogla David B. Fogel metodo nadgradil ter jo 
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uspešno uporabil na številnih področjih, kot so napovedovanje dogodkov, različne vrste 
optimizacij in strojnega učenja [35–37]. 
 Osebek
Osebek pri evolucijskem računanju je avtomat s končnimi stanji. Vsak avtomat ima 
določeno število stanj, v katerih se lahko nahaja. Prehajanje iz enega stanja v drugega 
določa vhodni podatek, ki ga pripeljemo v avtomat iz okolja. Avtomat pri vsakem prehodu 
iz enega v drugo stanje generira izhodne podatke, ki jih posreduje v okolje. Slika 2.20 
prikazuje primer avtomata, ki ima tri stanja A, B, C, vhodno množico podatkov {α, β, γ, δ} 
in izhodno množico podatkov {a, b, c, d}. Vhodni in izhodni podatki se nahajajo na 
povezavah med stanji avtomata. 
Slika 2.20: Avtomat s tremi končnim stanji 
Na začetku se nahajamo v stanju A avtomata in čakamo na vhodni podatek. Ko prejmemo 
vhodni podatek, npr. γ, se pomaknemo v stanje C in oddamo izhodno vrednost, ki jo 
predstavlja oznaka c. Nato čakamo v stanju C, dokler ne prejmemo novega vhodnega 
podatka. Če nato prejmemo vhodni podatek α, ostanemo v stanju C, oddamo izhodno 
vrednost d in počakamo na novi vhodni podatek. Avtomat tako prehaja iz enega stanja v 
drugega glede na vhodne podatke ter pri tem oddaja izhodne podatke. Ker rešitev 
predstavljajo izhodni podatki, pomeni, da je rešitev odvisna od vhodnih podatkov in stanja, 
v katerem se avtomat nahaja. 
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 Reprodukcija
Za reprodukcijo avtomatov je Lawrence J. Fogel definiral deljenje z mutacijami, 
križanja ni definiral [35]. Deljenje pri evolucijskem programiranju predstavlja reprodukcijo 
potomca, pri kateri lahko pride do naslednjih štirih mutacij: mutacija izhodnega podatka, 
mutacija pogojev za prehod med stanji, mutacija števila stanj in mutacija začetnega stanja 
osebka. Mutacija izhodnega podatka predstavlja spremembo izhodne vrednosti, ki jih 
prednik oddaja ob vsaki spremembi stanja (npr. avtomat ob prehodu iz stanja A v C ne bo 
oddal vrednosti izhoda z oznako c, ampak a). Mutacija pogojev za prehod med stanji 
predstavlja spremembo pogojev za prehode med različnimi stanji. Sedaj bo potomec ob 
istem vhodnem podatku prešel v drugačno stanje kot njegov prednik. Mutacija števila stanj 
predstavlja spremembo, kjer potomcu z mutacijo dodamo novo ali pa odstranimo obstoječe 
stanje glede na prednika. Stanje lahko odstranimo samo takšnemu predniku, ki ima več kot 
eno stanje. Mutacija začetnega stanja osebka predstavlja spremembo, kjer potomcu 
spremenimo začetno stanje, v katerem se je nahajal njegov prednik ob začetku simulacije. 
Če je njegov prednik začel izvajanje simulacije v določenem stanju, potem bo njegov 
potomec začel izvajati simulacijo v drugem stanju. 
 Uporaba algoritma
Algoritem je uporaben na področju strojnega učenja, kjer so avtomate uspešno 
uporabili za igranje iger tri v vrsto, dama in šah. Pri teh igrah se mora igralec odločiti za 
naslednjo potezo glede na trenutno situacijo in predvidevanje nasprotnikove naslednje 
poteze oz. naslednjih potez. S pomočjo evolucijskega programiranja so razvili avtomate, ki 
uspešno konkurirajo človeškemu igralcu. 
Algoritem je uporaben tudi pri reševanju načrtovanja vodenja dinamičnih sistemov. 
Na tak način sta ga uporabila Lawrence J. Fogel in George H. Burgin leta 1969 pri 
problemu, kjer je treba z izstrelkom zadeti premikajočo tarčo v trirazsežnem okolju [16]. 
Naloga poteka tako, da po prostoru s konstanto hitrostjo potuje tarča. Tarčo je treba zadeti 
z izstrelkom, ki se premika z določenim pojemkom. Uspešen algoritem bo zagotovil 
zadetek tarče, kot prikazuje slika 2.21. Za uspešno izvedbo naloge mora algoritem 
predvideti, kje se bo nahajala tarča v trenutku, ko bo izstrelek prečkal njeno pot. Ob 
trenutku izstrelitve mora algoritem izstreliti izstrelek pod točno določenim kotom tako, da 
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bo čez določen čas izstrelek zadel tarčo. Poskus je generiral avtomat, ki je nalogo opravil 








Slika 2.21: Primer prestreznika 
2.4.5 Genetsko programiranje 
Z genetskim programiranjem (GP) se je razvoj še bolj usmeril na področje 
strukturnih evolucijskih algoritmov, saj GP predstavlja prav evolucijo funkcij. Za razliko 
od evolucijskega programiranja, kjer smo kot funkcije uporabljali celične avtomate, je pri 
genetskem programiranju funkcijski zapis svobodnejši in lahko uporabimo katerokoli 
funkcijo. V preteklosti so že bili izvedeni razni poskusi strojnega učenja, ki so spominjali 
na genetsko programiranje. Tako je leta 1958 Friedberg [38] poskušal sprogramirati 
računalnik, da bi sam pisal programe, ki bi uspešno rešili določen problem. To je bil zelo 
enostaven program. Programiranje je potekalo na nivoju strojne kode. Čeprav so bili 
rezultati teh poskusov zelo omejeni s sposobnostjo takratnih računalnikov, se je ta veja 
znanosti z razvojem strojne opreme močno razvila. Genetsko programiranje je relativno 
novo na področju evolucijskih algoritmov in strojnega učenja, saj se je kot samostojna 
smer uveljavilo šele leta 1992 z deli Johna R. Kozeja [17]. Omenjeni avtor je uvedel 
genetsko programiranje na osnovi dreves, pri čemer je uporabljal programski jezik LISP. 
Postopoma se je razvoj različnih oblik genetskega programiranja močno razmahnil in 
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prikazuje polno drevesno strukturo globine 2. Drevo je popolno, ker se vsaka veja deli na 
enako število naslednjih vej. Operatorji, ki stojijo na rogovilah drevesa, so izbrani 
naključno. Pri naraščajoči metodi generiramo nepopolno drevesno strukturo. Tudi pri tej 
metodi določimo maksimalno globino, vendar se generiranje drevesa ustavi, ko prva veja 














Slika 2.24: Nepopolna drevesna struktura 
 Reprodukcija
Genetsko programiranje pozna dva načina reprodukcije: to sta mutacija in križanje. 
Pri postopku mutacije najprej podvojimo osebek in ga nato spremenimo tako, da naključno 
izberemo neko točko v drevesu (rogovila) ter nato na tej točki zamenjamo celotno 
poddrevo z novim, naključno generiranim poddrevesom. Slika 2.25 predstavlja mutacijo 
drevesa. Najprej naključno določimo neko točko mutacije (v primeru na sliki 2.25 smo 
določili desno vejo pri operatorju +). Generiramo novo naključno drevo. Nato to poddrevo 
združimo v točki mutacije s prvotnim drevesom, in tako dobimo novo mutirano drevo. 
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Postopek križanja poteka tako, da obema prednikoma naključno določimo točko križanja. 
Tako vsak prednik razpade na dva dela. Nato naključno določimo po en del iz vsakega 
osebka in ju združimo v enega potomca. Slika 2.26 prikazuje križanje dveh osebkov. 
Križanje poteka tako, da najprej določimo točko križanja, kar je v primeru na sliki 2.26 
desna veja modrega prednika in desna veja oranžnega prednika.  
Slika 2.25: Mutacija 
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Nato poddrevo oranžnega prednika prekopiramo preko poddrevesa modrega prednika in ga 
tako nadomestimo. Nastane potomec, ki je kombinacija dveh prednikov. 
 Uporaba algoritma
Genetsko programiranje je zmožno kreiranja novih funkcij, medtem ko gre pri 
parametričnih algoritmih samo za iskanje boljše rešitve v okviru obstoječe strukture 
funkcije. Ti algoritmi so zelo uspešni na različnih področjih, tudi na področju konstruiranja 
različnih mehanskih sistemov za različne potrebe. Slika 2.27 prikazuje anteno, ki jo je 
skonstruiral algoritem genetskega programiranja.  
Slika 2.27: Antena, ki jo je skonstruiral algoritem GP 
Ta antena je leta 2004 dobila Nasino zlato medaljo na področju vesoljske tehnologije. Prav 
tako je algoritem leta 2007 dobil srebrno medaljo za rešitev problema pri šahu, kjer je treba 
v n potezah matirati nasprotnika. Slika 2.28 prikazuje šahovsko igralno ploščo, kjer sta se 
pomerila računalniški algoritem, skonstruiran z genetskim programiranjem, ter človek. 
Genetsko programiranje se uspešno uporablja tudi na področju sinteze električnih vezij. 
Vezja so razvijali v obliki t. i. bond grafov, ki omogočajo grafično predstavitev 
mehaničnih, električnih in tudi drugih dinamičnih sistemov [43]. Genetsko programiranje 
je sintetiziralo številne že patentirane rešitve, ki so jih predhodno sintetizirali inženirji, 
kakor tudi druge nove rešitve, ki so jih nato avtorji patentno zaščitili. Vezje na sliki 2.29 je 
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izrazov, operatorjev, funkcij, spremenljivk in konstant, ki se lahko pojavijo. Primer je zapis 
naslednjih algebrajskih enačb [47]: 
Sintaksa možnih izrazov: 





〈𝑜𝑝〉 ∷= + 𝑎𝑙𝑖 − 𝑎𝑙𝑖 ÷ 𝑎𝑙𝑖 · 
Sintaksa funkcij: 
〈𝑓𝑢𝑛〉 ∷= sin  𝑎𝑙𝑖 cos  𝑎𝑙𝑖  log  𝑎𝑙𝑖 exp… 
Sintaksa spremenljivk oz. konstant: 
〈𝑣𝑎𝑟〉 ∷= 𝑥 𝑎𝑙𝑖 1.0 𝑎𝑙𝑖 …. 
S pomočjo opisanih pravil lahko zapišemo poljuben algebrajski izraz: 
𝑓(𝑥) = 𝑥2 − sin (5 · 𝑥)
<expr>::=(<var><op><var>)<op>(<fun>(<var><op><var>))
f(x) x · x + sin 5 · x
To obliko zapisa pretvorimo v niz števil s posebnim postopkom, imenovanim mapiranje. 
Da bi lahko pretvorili sintaksni zapis v zapis števil, potrebujemo številske oznake 
posameznih sintaksnih stavkov, kot so ilustrirani v tabeli 2.2.  
Tabela 2.2: Tabela za mapiranje izrazov 
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Sintaksa spremenljivk Oznaka spremenljivk 
x 0 
5.0 1 
Mapiranje izraza iz zgornjega primera poteka tako, kot je prikazano v tabeli 2.3. 
Tabela 2.3: Mapiranje sintaksnega izraza 
Kodni zapis Sintaksa Algebrajski zapis 
0 〈𝑒𝑥𝑝𝑟〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉 〈𝑥 · 𝑥〉〈+〉〈𝑠𝑖𝑛(5 · 𝑥)〉 
01 〈(〈𝑒𝑥𝑝𝑟〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉)〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉 〈(〈𝑥〉〈·〉〈𝑥〉)〉〈𝑜𝑝〉〈sin (5 · 𝑥)〉 
013 〈(〈𝑣𝑎𝑟〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉)〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉 〈(𝑥〈·〉〈𝑥〉)〉〈𝑜𝑝〉〈sin (5 · 𝑥)〉 
0130 〈(𝑥 〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉)〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉 〈(𝑥 · 〈𝑥〉)〉〈𝑜𝑝〉〈sin (5 · 𝑥)〉 
… 
0130230 〈(𝑥 · 𝑥)〉〈𝑜𝑝〉〈𝑒𝑥𝑝𝑟〉 〈(𝑥 · 𝑥)〉〈𝑜𝑝〉〈sin (5 · 𝑥)〉 
… 
0130230022031230 (𝑥 · 𝑥) + sin (5 · 𝑥) (𝑥 · 𝑥) + sin (5 · 𝑥) 
Mapiranje začnemo z znakom 0, ki predstavlja oznako prvega člena v sintaksi izrazov, in 
zapišemo njegovo sintakso. Nato zapišemo znak 1, ki predstavlja oznako drugega člena v 
sintaksi izrazov, ter zapišemo popravljen izraz. To izvajamo toliko časa, dokler ne pridemo 
do točke, kjer smo vse člene enačbe zapisali z ustreznim znakom. Mapiranje se izvaja na 
mnogo različnih načinov, vsi pa temeljijo na enaki osnovi, in sicer, da iterativno zapisujejo 
stavke v nize števil. 
 Reprodukcija
Z mapiranjem je mogoče preslikati množico izrazov v zapis s števili. Za 
reprodukcijo lahko uporabljamo enake načine kot pri genetskih algoritmih. V primerjavi z 
genetskimi algoritmi, kjer so parametri zapisani v kromosom, ki je skozi celoten potek 
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optimiranja enako dolg, pa pri gramatičnem programiranju niz nima konstantne dolžine in 
se spreminja tekom optimiranja. Temu so tudi prilagojeni nekateri načini reprodukcije, ki 
so zelo podobni reprodukcijam pri genetskem programiranju na osnovi dreves, saj lahko 
sintaksni zapis predstavimo z drevesno strukturo in tako uporabljamo ustrezne 
reprodukcijske načine, ki so že bili opisani.  
 Uporaba algoritma
Gramatično programiranje veliko uporabljajo za reševanje diferencialnih enačb in 
drugih matematičnih problemov. Na področju vodenja sistemov pa je učinkovito pri 
modeliranju oz. pri identifikaciji industrijskih procesov, načrtovanju njihovega vodenja in 
detekciji napak. Lastnost gramatičnega programiranja, da generira simbolični zapis, 
uporabljamo pri simbolični regresiji, kjer poskušamo merjenemu signalu približati 
matematični model le-tega.  
2.5 Uporaba evolucijskih algoritmov pri načrtovanju vodenja 
dinamičnih sistemov 
Področje uporabe metod evolucijskega računanja pri reševanju problemov 
načrtovanja vodenja dinamičnih sistemov je zelo široko, vendar ga lahko razdelimo na dva 
dela: na uporabo parametričnih evolucijskih algoritmov in na področje uporabe strukturnih 
evolucijskih algoritmov.  
2.5.1 Uporaba parametričnih evolucijskih algoritmov 
Uporaba parametričnih evolucijskih algoritmov obravnava probleme dinamičnih 
sistemov na enak način, kot jih obravnavajo druge optimizacijske metode, ki so na tem 
področju že uveljavljene, npr. metoda Nelder-Mead Simplex [48], Newtonove oz. 
gradientne metode [49], pa tudi metode, ki se zgledujejo po naravnih pojavih, kot so 
metoda rojenja [50] in metoda simuliranega ohlajanja [51] ter druge metode [52]. 
Najpogostejši problem, ki ga obravnavamo s parametričnimi metodami, je iskanje 
vrednosti parametrov, ki določajo želeno obnašanje obravnavanega dinamičnega sistema. 









?????? ??? ??????? ???????? ???????????? ??????? ???????? ????????? ?????? ??? ????????? ???????
???????? ??? ???? ?????????????? ???????? ?????? ????? ?????? ??????? ??? ???????????
??????????????? ?????????????? ?????? ??? ????????? ???????? ??? ?????????? ??????????? ????




???????? ???????????? ????????????? ??????????? ???????? ??????? ???????? ?? ???????








44 Evolucijsko računanje 
Pri obravnavi dinamičnih sistemov s strukturnimi metodami iščemo matematično funkcijo 
regulatorja, ki zagotavlja ustrezno obnašanje procesa. Torej strukturne metode omogočajo 
tako iskanje funkcije kot njenih parametrov, kar predstavlja rešitev problema. Na področju 
obravnave dinamičnih sistemov se je najbolj uveljavila metoda genetskega programiranja 
na osnovi dreves (GP), ki omogoča gradnjo poljubnih funkcij v obliki drevesne strukture, 
kot smo predstavili v poglavju 2.4.5.1. Osnovna metoda GP predvideva gradnjo samo 
statičnih funkcij z uporabo statičnih vozlišč, kakršna so seštevanje, množenje in druge 
časovno neodvisne funkcije. Ker je bila metoda sprva namenjena reševanju problemov, 
kjer dinamika ni bila potrebna, so statična vozlišča zadostovala. Za obravnavo na področju 
dinamičnih sistemov pa je bilo treba vpeljati v drevesno strukturo tudi dinamiko. Pojavili 
so se različni pristopi: pristop z uporabo diferencialnih enačb [53], pristop z uporabo 
prenosnih funkcij [54], pristop z uporabo avtomatsko definiranih funkcij (ADF) [44] in 
tudi drugi posredni pristopi [55].  
 Pristop z uporabo diferencialnih enačb
Predstavimo način vpeljave dinamičnih lastnosti v drevesno strukturo na 
enostavnem primeru diferencialne enačbe (2.2). 
?̇?(𝑡) =
𝑦(𝑡)
+ 2 ∙ 𝑢(𝑡) 
3 (2.2)
Enačba predstavlja zvezni dinamični sistem prvega reda. Če želimo predstaviti 
diferencialno enačbo v obliki drevesne strukture z uporabo diferencialnih enačb, moramo 
najprej določiti nabor sistemskih spremenljivk (spremenljivke stanj) in njihovih odvodov 
po času. V našem primeru je to spremenljivka y(t) in njen časovni odvod 𝑦̇(t). Vsaka tako 
določena spremenljivka predstavlja novo vhodno ali izhodno spremenljivko. Primer zapisa 
diferencialne enačbe v drevesno strukturo je ilustriran na sliki 2.32, kjer lahko nabor 
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vozlišča, ki ponazarjajo funkcijo integrala, smo zapisali s prenosno funkcijo (1/s). Tudi v 
tem primeru je drevesna oblika samo zapis diferencialne enačbe. Simulacija take rešitve je 
prepuščena uporabniku, ki v ta namen uporabi ustrezna programska orodja. 
 Pristop z uporabo avtomatsko definiranih funkcij (ADF)
Sistem avtomatsko definiranih funkcij je v svojem bistvu algoritem, ki avtomatsko 
prepozna ponavljajoče se poddrevesne strukture ter jih združi v eno vozlišče oz. ADF. Ta 
pristop je učinkovit, saj z vpeljevanjem novega vozlišča, ki nadomesti funkcionalnost neke 
poddrevesne strukture, omogoči učinkovitejše tvorjenje rešitev. To pomeni, da se poleg 
nabora vozlišč, ki jih podamo ob začetku, med iskanjem rešitev z uporabo algoritma ADF 
tvorijo nova vozliča. S stališča obravnave dinamičnih sistemov to pomeni, da lahko iz 
osnovnih dinamičnih vozlišč algoritem ADF tvori nova, bolj kompleksna vozlišča. Na 
primer pod drevesno strukturo vozlišč integrala seštevanja in deljenja, ki se večkrat 
ponavlja v drevesni strukturi, ADF prepozna in jih združi v novo vozliče. Novo vozlišče pa 
lahko predstavlja nizkoprepustni filter, ki se sedaj kot novo vozlišče lažje integrira v 
drevesno strukturo. Uporaba algoritma ADF torej omogoča tvorjenje bolj kompleksnih 
vozlišč, ki so lahko tudi dinamična. Tudi v tem primeru je drevesna oblika samo zapis 
diferencialne enačbe. Simulacija take rešitve je prepuščena uporabniku, ki v ta namen 
uporabi ustrezna programska orodja. 
Vsi predstavljeni načini omogočajo posredno obravnavo dinamičnih sistemov, saj 
je zapis v drevesno strukturo ločen od same simulacije sistema oz. njegovega reševanja. 
2.6 Zaključek 
Evolucijski algoritmi so zelo primerni za reševanje kompleksnih problemov, kjer 
nastopa veliko spremenljivk, kar uspešno rešujejo parametrične metode. Če je zahtevano 
tudi določeno inteligentno obnašanje sistema, pa imajo velik potencial strukturne metode. 
Probleme načrtovanja vodenja dinamičnih sistemov lahko s parametričnimi metodami 
rešujemo na enak način kot z ostalimi optimizacijskimi metodami, kjer iščemo vrednosti 
parametrov, ki nudijo najustreznejšo rešitev. Vendar pa smo pri takem načinu obravnave 
dinamičnih sistemov omejeni s strukturo.  
47 Evolucijsko računanje 
Strukturne metode pa omogočajo razvoj strukture, kar nudi širši nabor možnih 
rešitev. Na področju reševanja načrtovanja vodenja dinamičnih sistemov ima glavno vlogo 
metoda genetskega programiranja na osnovi dreves, ki omogoča tudi gradnjo rešitev v 
obliki dinamičnih sistemov. Vsi predstavljeni algoritmi GP rešujejo probleme dinamičnih 
sistemov posredno preko uporabe drevesne strukture. Področje je v zadnjem času dobilo 
nov zagon na račun vedno večjih potreb po strojem učenju in umetni inteligenci, kar 
metodam evolucijskega računanja napoveduje svetlo prihodnost.  
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3. Evolucijski algoritem na osnovi agentnega modeliranja
Predstavljeni algoritmi evolucijskega računanja omogočajo tudi reševanje 
problemov pri obravnavi dinamičnih sistemov, vendar so v določenih pogledih še vedno 
omejeni. Parametrični algoritmi lahko rešujejo samo parametrično definirane probleme, 
kar zelo omejuje nabor možnih rešitev. Širši nabor možnih rešitev ponujajo strukturni 
algoritmi, ki posredno, s pomočjo drevesne strukture, omogočajo predstavitev 
diferencialnih enačb.  
Če pa si drevesno strukturo zamislimo kot simulacijsko shemo, kjer vsako vozlišče 
predstavlja matematično preslikavo svojega vhodnega podatka v izhodnega, lahko z 
vpeljavo dinamičnih vozlišč in povratnih povezav taka struktura že omogoča tudi direktno 
simulacijo dinamičnega sistema, ki ga tako drevo oz. graf predstavlja. Ta ideja bolj sledi 
naravni evoluciji, kjer se osebki in njihovo delovanje nahajajo v enem okolju, za razliko od 
pristopov z uporabo dreves, kjer za simulacijo osebka uporabljamo ločeno okolje. 







Slika 3.1: Razširitev koncepta genetskega programiranja 
Z dodatnimi izhodi smo razširili nabor možnih rešitev v smeri multivariabilnih 
sistemov, ki so sistemi z več vhodi in izhodi. Z vpeljavo povratne zanke in dinamičnih 
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Algoritem, ki vključuje vse omenjene razširitve, smo poimenovali evolucijski 
algoritem na osnovi agentnega modeliranja (angl. Agent Modelled Evolutionary Based 
Algorithm – AMEBA) [56–57]. AMEBA je algoritem, ki ga lahko umestimo na področje 
strukturnih algoritmov, saj predstavlja njihovo razširitev oz. dopolnitev. Tako kot vsak 
evolucijski algoritem tudi ta sestoji iz osebkov, umetnega okolja in različnih načinov 
reprodukcije. Osebek algoritma AMEBA tvori agent, ki deluje v umetnem okolju. Navdih 
za oblikovanje takega algoritma smo črpali iz teorije življenja, opisane v poglavju 2.1. 
3.1 Osebek oz. agent 
Obstaja veliko definicij agenta. V splošnem naj bi agent predstavljal entiteto, 
podobno funkciji, s to razliko, da ima poljubno število vhodnih in izhodnih veličin. Ima 
notranja stanja, ki hranijo informacijo o preteklih dogodkih, in spreminja oz. prilagaja 
svoje obnašanje glede na vhodne podatke ter se iz njih v nekaterih primerih tudi uči [58]. 
Modeli, temelječi na agentih, so se pojavili že leta 1940, in sicer v obliki celičnih 
avtomatov. Evolucijski algoritem, ki uporablja celične avtomate, smo predstavili že z 
algoritmom evolucijskega programiranja v podpoglavju 2.4.4. Agent v obliki celičnega 
avtomata je enostaven, saj kot svoje sestavne dele uporablja le stanja in prehode med njimi. 
Tudi genetsko programiranje lahko predstavimo kot sistem agentov, kjer agente 
predstavljajo drevesne strukture. Vendar ima tudi ta algoritem določene omejitve, saj 
zahtevana drevesna struktura onemogoča križne in povratne povezave oz. vplive med 
posameznimi vejami znotraj dreves. Algoritem AMEBA pa je bil zasnovan tako, da 
omogoča tako uporabo poljubnih funkcij kot tudi uporabo povratnih povezav, torej 
poljubno mrežno strukturo. 
Agenta sestavljajo vozlišča in povezave. Vsako vozlišče predstavlja določeno 
matematično funkcijo, ki preslikava vhodne v izhodne podatke. Povezave med vozlišči 
skrbijo za prenos podatkov. Agenta navidezno omejuje membrana, na kateri oz. znotraj 
katere ležijo vozlišča, ki skrbijo za komunikacijo z okoljem. Na sliki 3.3 so vozlišča, ki 
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Slika 3.5: Primer povezave dveh vozlišč 
3.2  Okolje algoritma AMEBA 
Okolje, v katerem se nahajajo agenti, izvaja na agente selekcijski pritisk. 
Selekcijski pritisk sestavljajo trije koraki: vrednotenje uspešnosti agentov, njihova 
selekcija in reprodukcija. Tako kot vsak evolucijski algoritem tudi AMEBA sledi korakom, 
ki so opisani v poglavju 2.3.2, od generiranja začetne populacije do simulacije agentov, 
njihove selekcije in reprodukcije. 
3.2.1 Generiranje začetne populacije 
Na začetku simulirane evolucije je treba določiti agente, ki bodo predstavljali prvo 
generacijo osebkov. To lahko storimo na tri načine, in sicer z uvozom agentov, 
načrtovanjem agentov in generacijo naključnih agentov. Uvozimo lahko agente, ki so že 
bili generirani v katerem izmed prejšnjih evolucijskih potekov. Agente lahko načrtamo 
sami tako, da izberemo vozlišča, jim določimo parametre in jih medsebojno povežemo 
tako, da agent predstavlja želeno matematično preslikavo oz. fizikalno ozadje. Ta način 
omogoča, da v primeru, ko imamo določeno znanje o pričakovani rešitvi problema, to 
znanje lahko vgradimo že v začetno populacijo ter nato nadaljujemo optimizacijo rešitve. 
Tretji način določitve začetne populacije agentov pa zahteva naključno generirane agente 
na način, da izberemo naključno število vozlišč naključnega tipa iz definiranega izbora z 
naključnimi vrednostmi parametrov in jih naključno povežemo med seboj.  
3.2.2 Vrednotenje agentov 
Simulacija agentov je proces, pri katerem vhodne podatke iz simulacijskega okolja 
preslikamo preko agenta v izhodne podatke, kot prikazuje slika 3.6. Vektor vhodnih 
podatkov, katerega dolžina je enaka številu vhodnih vozlišč, posreduje svoje podatke 
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vozlišča ne prejmejo podatkov. Na koncu se še izhodni vektor podatkov prenese nazaj v 

















Slika 3.8: Diagram poteka simulacije agenta znotraj koraka izračuna 
Vrstni red izračuna vozlišč pri simulaciji agenta za en korak izračuna lahko bolj jasno 














Slika 3.9: Vrstni red izračuna vozlišč pri simulaciji agenta za en korak izračuna 
V koraku 0 prenesemo vhodni vektor na vhodno vozlišče. Nato v koraku 1 vhodno 
vozlišče odda izhod seštevalnemu vozlišču, kar pomeni, da seštevalnemu vozlišču manjka 
še en vhodni podatek, in lahko bo izračunal preslikavo. V koraku 2 odda zakasnilno 
vozlišče svojo začetno vrednost seštevalnemu vozlišču. Seštevalno vozlišče ima tako polne 
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vse vhode in izračuna preslikavo vhodnih podatkov ter jih pošlje naprej na izhodno 
vozlišče in zakasnilno vozlišče v koraku 3. Zakasnilo vozlišče je prejelo vhodni podatek, ki 
ga bo shranilo kot začetno stanje za uporabo v naslednjem simulacijskem trenutku. 
Izhodno vozlišče pa posreduje vhodni podatek kot izhodni vektor v koraku 4.  
3.2.3 Selekcija agentov 
Za simulacijo agentov sledi selekcija. Selekcija agentov na podlagi uspešnosti pri 
simulacijskem izračunu določa, kateri agenti se bodo reproducirali in kateri ne. Uspešnost 
agentov merimo s cenilko, enako kot pri drugih optimizacijskih postopkih. Algoritem 
AMEBA ima implementirani dve cenilki, ki sta odvisni od absolutnega pogreška  (3.18) in 
od kvadratičnega pogreška  (3.19), kjer e predstavlja pogrešek oz. vrednost, ki jo 
minimiziramo. 









Trenutno smo predvideli dva načina selekcije: izbor najuspešnejših agentov in 
turnirski izbor agentov, ki sta splošno opisana v poglavju 2.3.2. Izbor najuspešnejših 
pomeni, da agente razvrstimo po vrsti glede na vrednost cenilke, ki se je izračunala pri 
simulaciji delovanja. Nato izberemo določeno število najuspešnejših agentov in iz njih 
reproduciramo novo generacijo. Agente, ki niso bili izbrani, zavržemo. Število izbranih 
agentov za reprodukcijo določamo na podlagi želene raznolikosti populacije. Drugi način 
je turnirski izbor, kar pomeni, da se naključno izbrani agentje medsebojno pomerijo v 
dvoboju, kjer zmaga agent z nižjo vrednostjo cenilke. Zmagoviti agent si s tem zagotovi 
možnost reproduciranja.  
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3.3 Reprodukcija agentov 
Z opravljeno selekcijo agentov smo dobili manjšo populacijo, iz katere bomo 
reproducirali novo generacijo. Vsi načini reprodukcije, ki so trenutno implementirani v 
algoritmu AMEBA, so prikazani na sliki 3.10. Načine reprodukcije agentov lahko 
razdelimo v dve večji skupini, in sicer mutacije in križanja, ki sta tudi dve skupini, ki ju 
implementirajo vsi evolucijski algoritmi, našteti v poglavju 2.4. 
Slika 3.10: Implementirani načini reprodukcije 
3.3.1 Mutacije 
Mutacija je, tako kot pri vseh drugih evolucijskih algoritmih, proces, kjer agenta 
podvojimo z delitvijo ter pri tem procesu naključno spremenimo dedni material. 
Implementiranih je šest načinov mutacij: elitna delitev, mutacija parametra, dodajanje 
vozlišča, brisanje vozlišča, mutacija virov povezav in mutacija ponorov povezav. 
 Elitna delitev
Elitna delitev omogoča delitev agenta brez mutacije, ker pomeni, da se agent 
prenese v naslednjo generacijo brez spremembe (kloniranje). Elitno delimo vedno samo 


















mreže vozlišč in 
povezav
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elitnih delitev določimo kot parameter optimiranja, s katerim vplivamo na raznolikost 
populacije. Večje kot je število elitnih delitev, manjša je raznolikost populacije. Z uporabo 
elitne delitve kot enega od načinov reprodukcije zagotovimo obstoj najboljše rešitve, kar 
ima za posledico, da optimiranje ne more nazadovati. 
 Mutacija parametra
Pri tej vrsti mutacije spreminjamo vrednost parametra vozlišča, če ga le-to ima. 
Mutacijo lahko izvedemo znotraj vozlišča po enačbi  (3.20) ali pa z vplivom drugih vozlišč 











Mutacijo znotraj vozlišča lahko izvedemo na štiri načine. Vozliščnemu parametru a lahko 
dodamo neko naključno realno vrednost r, lahko ga zamenjamo z neko naključno realno 





Mutacijo z vplivom drugih vozlišč lahko izvedemo na pet načinov. Lahko zamenjamo 
parameter a z vozliščnim parametrom b naključno izbranega vozlišča, parameter a' lahko 
izračunamo kot vsoto, razliko, produkt ali kvocient dveh vozliščnih parametrov b, c 
naključno izbranih vozlišč kateregakoli tipa, znotraj agenta.  
 Dodajanje vozlišč
Pri tej vrsti mutacije agentu dodamo vozlišče naključnega tipa in ga umestimo v 
agenta. Postopek umeščanja se prične z naključno izbiro povezave. Tej povezavi nato 
odpnemo izvor in ga pripnemo na izhod novega vozlišča. Vhode novega vozlišča nato 
naključno povežemo z izhodi obstoječih vozlišč. Primer dodajanja vozlišča prikazuje slika 
3.11. V prvem koraku izberemo povezavo, ki jo nato odklopimo od seštevalnega vozlišča. 
V drugem koraku generiramo novo naključno vozlišče, v tem primeru je to zakasnilno 
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vozlišče, in mu v tretjem koraku pripnemo izbrano povezavo iz prvega koraka. Na koncu, 
v četrtem koraku, povežemo izhod naključnega vozlišča (v tem primeru seštevalnega 
vozlišča) z vhodom novega vozlišča. V splošnem ni potrebno, da se vozlišče smiselno 
poveže na druga vozlišča, lahko ostane tudi nepovezano, kar predstavlja slepo vozlišče oz., 

























Slika 3.11: Dodajanje vozlišča 
 Brisanje vozlišč
Pri tej vrsti deljenja agentu izbrišemo naključno izbrano vozlišče. Postopek brisanja 
poteka tako, da najprej izberemo vozlišče in izbrišemo vse njegove vhodne povezave. Nato 
izhodne povezave odpnemo in povežemo na izhode naključnih vozlišč. Primer brisanja 
vozlišča prikazuje slika 3.12. V prvem koraku izberemo vozlišče (zakasnilno vozlišče 1) in 
nato v drugem koraku izbrišemo vse njegove vhodne povezave. V tretjem koraku odpnemo 
vhodno povezavo ter jo povežemo na naključno izbrano vozlišče, v tem primeru je to 
zakasnilno vozlišče 2. Na koncu še izbrišemo izbrano vozlišče (zakasnilno vozlišče 1). 
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 Sprememba virov povezav
Pri tej vrsti mutacije znotraj agenta medsebojno zamenjamo vira dveh povezav. 
Postopek poteka tako, da najprej naključno določimo dve povezavi, ju odpnemo iz izhoda 
njunih vozlišč ter nato pripnemo nazaj zamenjano. Primer mutacije virov povezav 
prikazuje slika 3.13. 
Slika 3.12: Brisanje vozlišča 
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V prvem koraku izberemo prvo povezavo ter ji odpnemo vir. V drugem koraku izberemo 
še drugo povezavo ter ji tudi odpnemo vir. Nato zamenjamo oba vira. 
 Sprememba ponorov povezav
Ta vrsta mutacije je enaka mutaciji vira ponorov povezav, le da v tem primeru 
menjamo ponore povezav. 
3.3.2 Križanja 
Križanje je, tako kot pri vseh evolucijskih algoritmih, proces, kjer agenta 
podvojimo s križanjem dednega materiala dveh prednikov. Implementirana sta dva načina 
križanja: križanje parametra vozlišč in križanje delne mreže vozlišč in robov. 
 Križanje parametra vozlišč
Pri tej vrsti križanja gre za enak način kot pri mutaciji parametrov vozlišč iz 
delitvene reprodukcije s to razliko, da so parametri, s katerimi križamo pri tem načinu, 
izbrani iz vozlišč drugih agentov v populaciji. Križanje parametra vozlišč opisuje enačba 





Križanje z vplivom drugih vozlišč lahko izvedemo na pet načinov. Lahko prepišemo 
parameter naključno izbranega vozlišča znotraj populacije b ali pa parameter izračunamo 
kot vsoto, razliko, produkt ali kvocient dveh parametrov b in c naključno izbranih vozlišč 
znotraj populacije.  
 Križanje delne mreže vozlišč in povezav
Križanje delne mreže vozlišč in povezav predstavlja postopek prenosa skupka 
vozlišč in robov iz enega agenta v drugega. Najprej naključno določimo eno vozlišče iz 
prvega prednika. Okoli tega vozlišča nato izberemo naključno število nanj povezanih 
vozlišč. Izbrani skupek vozlišč nato prenesemo v potomca. V drugem predniku naredimo 
enak postopek, le da izbrani skupek vozlišč zavržemo, tako da ostane vrzel znotraj agenta. 
V to vrzel nato namestimo skupek iz prvega agenta in proste robove skupka iz prvega 
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agenta povežemo s prostimi robovi skupka drugega agenta. Vse ostale povezave, ki 
morebiti ostanejo, izbrišemo, če so povezave brez ponora, oz. naključno povežemo, če so 
to povezave brez vira. Primer križanja mreže vozlišč in robov prikazuje slika 3.14. V 
prvem koraku izberemo zakasnilno vozlišče iz prvega prednika. Naključno smo izbrali 
samo eno vozlišče pri prvem agentu. V drugem koraku smo določili povezavi, ki se bosta 
pretrgali ob prenosu na potomca. V tretjem koraku smo izbrali množilno vozlišče kot prvo 
v drugem predniku. V četrtem koraku pa smo v drugem predniku izbrali še prvo bližnje 
vozlišče množilnemu vozlišču, ki je integrirno vozlišče. V petem koraku smo določili 
povezave, ki se bodo pretrgale. V šestem koraku smo prenesli celotnega drugega prednika 
v potomca, izbrisali množilno in integrirno vozlišče ter vstavili zakasnilno vozlišče, ki 
predstavlja izbrani skupek prvega prednika. V sedmem in osmem koraku smo povezali 
pretrgane povezave med seboj tako, da smo zagotovili pravilno delovanje agenta. S tem 










































Slika 3.14: Primer križanja delne mreže vozlišč in robov 
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3.4 Programsko orodje AMEBA 
Za uporabo metode AMEBA smo razvili orodje v programskem okolju Matlab s 
simulacijskim orodjem Simulink. Orodje omogoča enostavno nastavitev simulacijskega 
okolja, vozlišč, agentov in načinov razmnoževanja preko uporabniku prijaznega grafičnega 
vmesnika [60].  
3.4.1 Nastavitve simulacijskega okolja 
Orodje omogoča nastavitev simulacijskega okolja z izbiro ustrezne simulacijske 
sheme oz. simulacijskega modela, kot je prikazano na sliki 3.15. 
Slika 3.15: Nastavitve simulacijskega okolja in izvajanje optimiranja 
Z orodjem lahko izvajamo optimizacijo ter spremljamo njen potek v glavnem oknu, kjer se 
izrisuje podatek o trenutnem številu izvedenih generacij in vrednost cenilke trenutno 
najboljše rešitve. Z orodjem nastavljamo tudi druge lastnosti okolja, kot lahko vidimo na 
sliki 3.16. Orodje omogoča populacijske nastavitve, kot so število vseh agentov, ki se 
nahajajo v okolju v eni generaciji, število najboljših agentov ene generacije, ki se bodo 
lahko reproducirali in tvorili novo generacijo agentov, število elitnih agentov, ki se bodo 
nespremenjeni prenesli v naslednjo generacijo, in tudi druge nastavitve, kot sta največje 
število generacij (to število lahko določa tudi ustavitev optimiranja) in število, ki določa 
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minimalno spremembo vrednosti cenilke, ob kateri se optimiranje zaključi. Orodje 
omogoča tudi določitev vpliva velikosti agenta (število vozlišč) na vrednost cenilke. 
Slika 3.16: Dodatne nastavitve, ki jih omogoča orodje 
3.4.2 Nastavitve agentov, vozlišč in reprodukcij 
Z orodjem nastavljamo lastnosti agentov, kot lahko vidimo na sliki 3.17. 
Nastavljamo lahko število vhodov v agenta, število izhodov iz agenta in maksimalno 
število vozlišč, ki jih lahko vključimo pri generiranju začetne populacije agentov. 
Slika 3.17: Nastavitve agentov 
Orodje omogoča tudi nastavitve vozlišč, kot prikazuje slika 3.18. Izbiramo lahko med 
različnimi tipi vozlišč, ki jih bomo lahko uporabljali pri tvorjenju agentov. Vsakemu 
izbranemu vozlišču lahko nastavimo parameter, ki predstavlja interval, v katerem se lahko 
nahaja njegova začetna vrednost, in parameter, ki določa interval spremembe parametra v 
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primeru mutacije. Orodje omogoča izbiro med različnimi načini reprodukcij, kot je 
prikazano na sliki 3.19. 
Slika 3.18: Nastavitve vozlišč 
Vsak izbran način ima tudi parameter, ki predstavlja pogostost njegovega pojavljanja v 
razmnoževalnem procesu. Reprodukcijski postopek poteka po principu vlečenja kroglic iz 
vrečke, kjer parameter reprodukcijskega postopka predstavlja število kroglic tega tipa 
reprodukcije. Naključni generator nato izmed vseh kroglic izbere reprodukcijski postopek 
ter vrne kroglico nazaj v vrečko. Tako je verjetnost, da je izbran določen reprodukcijski 
postopek, ves čas enaka za vse vgrajene možnosti. 
Slika 3.19: Nastavitve reproduktivnih postopkov 
3.4.3 Dodatne možnosti orodja 
Nekatere dodatne možnosti orodja prikazuje slika 3.20. 
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Slika 3.20: Dodatne možnosti orodja 
Prva dodatna možnost omogoča, da nastavitve metode in rezultate optimiranja shranimo v 
datoteko na poljubno spominsko lokacijo. Druga dodatna možnost omogoča uvoz 
nastavitev. Če imamo datoteko, v kateri so shranjene vse nastavitve, jo lahko uvozimo, in 
nastavitve se bodo prenesle v trenutno okolje. Preko te možnosti lahko uvozimo tudi 
začetno populacijo tako, da optimiranja ni treba zaganjati od začetka, ampak nadaljujemo 
od zadnjega shranjenega stanja. Tretja dodatna možnost je generiranje strukture nastavitev, 
ki trenutni rezultat shrani v delovni prostor Matlaba. Četrta dodatna možnost je generiranje 
analitične rešitve. To pomeni, da iz agenta, ki predstavlja rešitev, generiramo tekstovno 
datoteko, v kateri je analitično zapisana vsebina agenta v obliki matematične preslikave oz. 
funkcije. Peta možnost omogoča generiranje Matlabove datoteke in sicer t. i. s-funkcije. Ta 
funkcija je potrebna za prenos agenta iz Matlaba v orodje Simulink, kjer jo lahko 
uporabimo v obliki simulacijskega bloka. 
3.5 Zaključek 
Algoritem AMEBA je bil v celoti razvit za namene reševanja problemov obravnave 
dinamičnih sistemov. Metoda izhaja iz metode genetskega programiranja na osnovi dreves, 
ki smo ji dodali možnosti povratnih povezav, kar vizualno gledano drevesno strukturo 
spremeni v graf s povezavami in vozlišči oz. v agenta, kot smo poimenovali osebek. 
Funkcionalno pa se metoda spremeni s statičnega enosmernega preračuna informacij od 
vej drevesa proti deblu v dinamični sistem, kjer se obnašanje preračunava po mreži 
povezav in vozlišč in kjer prejšnja stanja sistema preko povratnih povezav lahko vplivajo 
na trenutna in bodoča stanja sistema. Z določitvijo dinamičnih vozlišč, kot so zakasnitev, 
integral, odvod in druge, smo omogočili algoritmu razvoj diferenčnih enačb, kar je bistveni 
pogoj za uporabo metode pri obravnavi dinamičnih sistemov.  
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Algoritem AMEBA je mogoče primerjati tudi z nevronsko mrežo, ki jo sestavljajo 
nevroni in povezave in jo je mogoče uspešno uporabljati pri obravnavi dinamičnih 
sistemov, če v izhodiščno strukturo vpeljemo zakasnitve. Vendar je med njima bistvena 
razlika. Na tem mestu se je treba spomniti tudi na že prej omenjene pomembne razlike med 
dvema pristopoma k razvoju metod umetne inteligence. V prvem primeru gre za poizkus 
posnemanja naravne inteligence [15], kamor seveda lahko umestimo tudi nevronske mreže 
[61]. Drugi pristop pa zagovarja razvoj umetne inteligence kot samostojni proces [33], kjer 
se umetna inteligenca (oz. vsaj nekatere njene značilnosti) razvija v določenem okolju. 
Algoritem AMEBA sodi v to skupino pristopov. Ker je zelo pomembno, da pri načrtovanju 
oz. optimiranju upoštevamo vse informacije o sistemu, je metoda razširjena še z možnostjo 
vključevanja tega znanja na različne načine. Definirati je mogoče začetnega agenta v 
celoti, s čimer lahko zagotovimo minimalno kvaliteto rešitve. Z izbiro pravih 
reprodukcijskih postopkov lahko fiksiramo tudi povezave in vozlišča, s čimer preprečimo 
spreminjanje strukture. Določena vozlišča in povezave lahko tudi zaklenemo ter s tem prav 
tako ohranimo njihovo strukturo skozi celoten optimizacijski postopek. Velika razlika 
metode AMEBA v primerjavi z nevronsko mrežo je način učenja, ki pri AMEBI poteka s 
postopkom evolucije, medtem ko je pri nevronskih mrežah zelo učinkovit in pogost pristop 
metoda vzvratnega učenja. Pri metodi vzvratnega učenja potrebujemo množico rešitev, s 
pomočjo katerih nato naučimo nevronsko mrežo želenega obnašanja. Pri obravnavi 
dinamičnih sistemov pa pogosto nimamo vnaprej znanih rešitev. Torej ta način učenja 
nevronske mreže ne pride v poštev in moramo uporabiti druge pristope, ki pa niso tako 
učinkoviti.  
Algoritem AMEBA je še v zgodnji fazi razvoja, kar pomeni, da je še veliko 
prostora za izboljšave na več področjih: novi tipi vozlišč, kot so npr. logične, 
trigonometrične in druge funkcije, s katerimi lahko metodo domensko prilagodimo, 
dodatni tipi reprodukcij, dodatni tipi cenilk, razširitev pristopov k evolucijskem poteku, kot 
je uporaba več evolucijskih okolij vzporedno, in druge izboljšave. Metoda ima velik 
potencial, ker je domensko prilagodljiva, njen prostor iskanja rešitev pa je največji med 
vsemi predstavljenimi metodami evolucijskega računanja, lahko pa ga tudi omejimo. 
Velikost prostora iskanja rešitve pa na drugi strani zahteva tudi večjo računsko moč, 
podprto z vzporednim računanjem in uporabo zmogljive računalniške opreme.  
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4. Primerjava evolucijskih algoritmov
V tem poglavju smo primerjali evolucijske algoritme na dveh problemih nižjega oz. 
fizičnega nivoja strukture podjetja: modeliranju in vodenju sistema treh povezanih 
shranjevalnikov ter modeliranju in vodenju sistema vodikove gorivne celice. Primerjali 
smo genetske algoritme (GA), evolucijske strategije (ES) in diferenčno evolucijo (DE) 
izmed parametričnih metod ter genetsko programiranje na osnovi dreves (GP) in algoritem 
AMEBA med strukturnimi metodami. 
4.1 Sistem treh povezanih shranjevalnikov 
Sistem treh povezanih shranjevalnikov predstavlja zvezen dinamični sistem, na 
katerem smo testirali uspešnost nekaterih najpogosteje uporabljanih metod evolucijskega 
računanja in jih medsebojno primerjali. Izbrani sistem je realiziran kot laboratorijska 
modelna naprava, za namene testiranja pa smo uporabili model naprave [62]. Z metodami 
evolucijskega računanja smo reševali tri probleme: iskanje karakteristike ventila, iskanje 
modela sistema z uporabo identifikacije ter načrtovanje sistema vodenja. V nadaljevanju 
sledi kratek opis sistema treh povezanih shranjevalnikov, nato pa opisi obeh postopkov 
modeliranja in postopka načrtovanja sistema vodenja. Na koncu so prikazani še rezultati 
testiranj, ki smo jih opravili z različnimi evolucijskimi algoritmi. 
4.1.1 Opis sistema 
Sistem treh povezanih shranjevalnikov je dinamični, nelinearni, multivariabilni 
sistem in je prikazan na sliki 4.1. Sistem sestoji iz treh enakih cilindričnih shranjevalnikov 
s prečnim presekom S, ki so medsebojno povezani s cevmi z ventiloma V1 in V2. Sistem 
ima dve vodni črpalki, ki dovajata vodo v prvi in tretji shranjevalnik s pretokoma Φvh1(t) in 
Φvh2(t) in predstavljata aktuatorja sistema. Na iztočni cevi tretjega shranjevalnika je ventil 
V3, preko katerega voda izteka iz sistema. Meriti je mogoče nivoje vode h1(t), h2(t) in h3(t), 
ki povzročajo pretoke Φ3(t) preko ventila V1, Φ4(t) preko ventila V2 in Φizh(t) preko ventila 
V3. Črpalke krmilimo z napetostnima signaloma u1(t) in u2(t), kot je prikazano na sliki 4.1. 
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Slika 4.1: Sistem treh povezanih shranjevalnikov 
Slika 4.2: Shematski prikaz delovanja sistema 
4.1.2 Parametriranje karakteristike ventila 
Pri načrtovanju modelov različnih dinamičnih sistemov želimo vključiti čim več 
znanja, ki ga imamo o sistemu. Pogosto modeliranje pričnemo z opazovanjem ravnotežnih 
razmer. Vključitev lastnosti vgrajenih elementov nemalokrat v model vnese različne 
nelinearne povezave. Sistem enačb, ki opisuje obnašanje sistema treh povezanih 
shranjevalnikov, je podan z enačbo (4.1).
𝛷𝑣ℎ 1(𝑡) − 𝛷3(𝑡) = 𝑆 ∙ ℎ1̇ (𝑡) 
𝛷3(𝑡) − 𝛷4(𝑡) = 𝑆 ∙ ℎ2̇ (𝑡) 
𝛷4(𝑡) − 𝛷𝑣ℎ 2(𝑡) − 𝛷𝑖𝑧ℎ(𝑡) = 𝑆 ∙ ℎ3̇ (𝑡) (4.1) 
Vhodna pretoka Φvh1 in Φvh2 določata črpalki s svojima napetostnima signaloma u1 in u2. 
Karakteristiki črpalk sta nelinearni in sta prikazani na sliki 4.3. 
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Slika 4.3: Karakteristiki vodnih črpalk 
Predstavljata nelinearno povezavo med vzbujevalno napetostjo in pretokom, kar v 
model vključimo direktno. Črpalki sta dovolj hitri, da je njune dinamične lastnosti mogoče 
zanemariti v primerjavi z ostalim sistemom. Pretoka Φ3 in Φ4 določata enačbi (4.2).
𝛷3(𝑡) = 𝑘1√ℎ1(𝑡) − ℎ2(𝑡) 
𝛷4(𝑡) = 𝑘2√ℎ2(𝑡) − ℎ3(𝑡) (4.2) 
Za ventila V1 in V2 smo ugotovili, da izkazujeta korensko karakteristiko. Eksperimentalna 
analiza je potrdila, da statična karakteristika ventila V3 ni korenske oblike, ima pa 
pomemben vpliv na obnašanje modela. Iskanje karakteristik določenih elementov znotraj 
modela je v praksi pogost pojav, saj so te značilnosti lahko izrazito nelinearne, in tako 
ključne za obnašanje sistema. Pogosto pa zaradi same narave sistema z meritvijo ni 
mogoče direktno določiti iskanih povezav, saj se elementi lahko nahajajo na nedostopnih 
mestih oz. je izvajanje njihovih meritev zaradi različnih razlogov nemogoče. V tem 
primeru lahko poskusimo z uporabo identifikacije po metodi sive škatle [63], kar pomeni, 
da opravimo meritve na sistemu (oz. v našem primeru na modelu), optimiranju pa 
podvržemo le določene parametre statične karakteristike. 
Optimizacijski postopek naj bi minimiziral pogrešek izhodov modela v primerjavi z 
izhodi sistema. Cenilko optimiranja opisuje enačba (4.3).  
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𝐽 = ∫|ℎ1(𝑡) − ℎ1
∗(𝑡)|𝑑𝑡 + ∫|ℎ2(𝑡) − ℎ2
∗(𝑡)|𝑑𝑡 + ∫|ℎ3(𝑡) − ℎ3
∗(𝑡)|𝑑𝑡 (4.3) 
Cenilka optimiranja predstavlja vsoto integralov absolutnih vrednosti pogreškov oz. razlik 
med odzivi iskanega modela (h1*, h2* in h3*) in odzivi sistema (h1, h2 in h3). Odzive 
sistema sestavlja osem družin signalov, kjer smo pri različnih vzbujevalnih signalih (dve 
stopničasti funkciji, trije vlaki impulzov in tri naključne funkcije) opazovali pripadajoče 
odzive sistema. Slika 4.4 prikazuje stopničasta vhodna signala in pripadajoče odzive 
sistema. 
Slika 4.4: Stopničasta vhodna signala (levo) in pripadajoči odzivi sistema (desno) 
Slika 4.5 prikazuje vhodna signala v obliki vlaka pulzov in pripadajoče odzive sistema. Na 
sliki 4.6 pa sta prikazana naključna vhodna signala in pripadajoči odzivi sistema.  
Slika 4.5: Vhodna signala v obliki pulzov (levo) in pripadajoči odzivi sistema (desno)
Za identifikacijo smo uporabili šest meritev, po dve iz vsake skupine. Preostali dve meritvi 
pa sta služili za vrednotenje načrtanega modela. 
??? ???????????????????????????????????
???????????????????????????????????????????????????????????????????????????????????




????????????? ???????????? ?????????? ?????????? ?????????? ???????????? ??? ??? ?????
???????????????????????????????????????????????????????????????????????????????????????????
????????????????????
?????? ? ???????? ? ???????? ? ??????? ? ?? ??????
?????????????? ????????????????????????? ????????? ??????????? ??? ?????????????????????????????
???? ??? ??? ???? ?????? ???? ??? ?????????? ???? ??? ????? ??????????? ??????? ???????????? ????? ??
????????????????????????????????????????????????????????????????????????????????????????
??????????????????????????????????????????????????????????????????? ?????????????????????







????????? ??? ?????????????????????? ??????
?????????????????? ??????????
80 Primerjava evolucijskih algoritmov 
Rezultati optimiranja so predstavljeni v drugem stolpcu tabele 4.2. 
Tabela 4.2: Rezultati optimiranja parametričnih evolucijskih algoritmov 







DE [5,11   –2,90   0,66   0,01]/1000 1,77 3,27 
ES [6,32   –3,52   0,75   0,0068]/1000 1,79 3,58 
GA [2,23     –1,80     0,56   0,009]/1000 1,88 4,57 
Oceno modela pa opisujeta tretji in četrti stolpec. V tretjem smo uspešnost ocenili z 












Kjer so hj(i) odzivi sistema, hj(i)* odziv modela, indeks i predstavlja številko vzorca, 
indeks j pa oznako shranjevalnika. Pogrešek pri identifikaciji ci predstavlja napako pri 
signalih, ki smo jih uporabili pri optimiranju, medtem ko je pogrešek pri vrednotenju cv 
določen na enak način, vendar pri signalih za vrednotenje. 
Vsi rezultati parametričnih evolucijskih algoritmov so medsebojno dokaj podobni, 
kar pomeni, da obstaja velika verjetnost, da smo se dejansko dobro približali optimalni 
vrednosti pri predpostavljeni karakteristiki. Kljub temu da so vsi algoritmi uspeli izračunati 
iskane parametre tako, da je cv manjši od 5 %, sta najboljša med vsemi algoritma 
diferenčne evolucije in evolucijskih strategij, ki jima je uspelo izračunati za 1 % boljši 
rezultat od genetskih algoritmov. Za lažjo predstavo o kvaliteti rešitve smo primer enega 
odziva sistema in najboljšega modela, ki smo ga generirali z algoritmom DE, prikazali na 
sliki 4.7. Statistična analiza konvergentnosti, ki je ilustrirana na sliki 4.8. pokaže 
učinkovitost algoritmov, kjer lahko vidimo, da algoritem diferenčne evolucije v povprečju 
najhitreje konvergira, saj se ustali že pri 200. iteraciji, in tudi najde v povprečju boljše 
rešitve. Algoritem evolucijskih strategij konvergira najpočasneje, vendar je njegov 
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napredek kot napredek genetskih algoritmov, tako da na koncu po učinkovitosti prehiti 
genetske algoritme. Razlika v povprečni kvaliteti končne rešitve pa ni bistvena. 
Slika 4.7: Primerjava odzivov sistema in modela, načrtanega s pomočjo algoritma 
diferenčne evolucije 
Slika 4.8: Povprečna konvergenca optimiranja posameznih parametričnih evolucijskih 
algoritmov 
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Rešitev, ki je bila generirana z algoritmom GP, lahko vidimo v obliki drevesne 
strukture na sliki 4.9. Z uporabo algoritma GP smo uspeli generirati boljšo rešitev kot z 
uporabo parametričnih evolucijskih algoritmov. 
        Slika 4.9: Rešitev, generirana z algoritmom GP
Zapis generirane rešitve je predstavljen v enačbi (4.6).
Φ𝑉3(𝑡) = 2.086 ℎ3(𝑡)
9
2 + 5.023 ℎ3(𝑡) (4.6)
Uporaba te funkcije v območju delovanja sistema zagotavlja največjo podobnost 
opazovanih odzivov.  
 Algoritem AMEBA
Nastavitve pri izvajanju optimiranja z algoritmom AMEBA za določanje karakteristike 
ventila V3 so predstavljene v tabeli 4.5. Pri iskanju karakteristike ventila V3 smo uporabili 
samo statična vozlišča, ker želimo generirati statično karakteristiko. Rezultati so 
predstavljeni v tabeli 4.6, kjer smo poleg rezultatov algoritma AMEBA dodali še rezultate 
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Tabela 4.5: Parametri optimiranja pri uporabi algoritma AMEBA za primer določanja 
karakteristike ventila 
Parameter Vrednost 
Število generacij 100000 





Razmerje med mutacijami in križanji 1 : 1 
Tabela 4.6: Primerjava uspešnosti rezultatov optimiranja 
Algoritem 
Pogrešek pri 
identifikaciji ci [%] 
Pogrešek pri 
vrednotenju cv [%] 
AMEBA 3,12 5,34 
GP 1,62 3,12 
DE 1,77 3,27 
Rezultat, ki smo ga uspeli generirati z algoritmom AMEBA, kljub medsebojni podobnosti 
algoritmov ni presegel rezultata, generiranega z algoritmom GP. Vzrok skromnejšega 
rezultata je širina preiskovalnega prostora algoritma AMEBA, ki je precej večji od 
preiskovalnega prostora GP. Rešitev v obliki agenta, ki smo jo generirali z metodo 
AMEBA in predstavlja matematično funkcijo iskanega ventila, je ilustrirana na sliki 4.10, 
kjer lahko vidimo, da sta vhodno in izhodno vozlišče povezana z ojačevalnim in potenčnim 
vozliščem.  
Slika 4.10: Agent, ki predstavlja matematično preslikavo ventila V3 
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V agentu lahko vidimo tudi vozlišča, ki nimajo povezave na izhodno vozlišče in zato tudi 
ne vplivajo na obnašanje agenta. Ta na videz odpadna vozišča so predvsem posledica 
reprodukcijskih postopkov, kjer pri mutaciji ali križanju lahko pride do pojava slepih 
rokavov. Slepi rokavi pa se lahko nato izločijo z upoštevanjem števila vozlišč kot 
prispevka k vrednosti cenilke, ker odpadna vozlišča večajo vrednost cenilke, ne vplivajo pa 
na kvaliteto rezultata. Ker pa je vpliv števila vozlišč na vrednost cenilke majhen, se lahko 
pojavijo takšna odpadna vozlišča, ki pa v splošnem niso brez koristi, saj predstavljajo 
dedni material za prihodnje generacije. Pri evoluciji je treba napredek vrednotiti skozi več 
generacij. Kar je trenutno videti kot nekoristno, se lahko izkaže kot primerna lastnost v 
nadaljnjem razvoju. Zapis agenta v matematični obliki je predstavljen v enačbi (4.7), kjer
lahko vidimo, da le-ta predstavlja nelinearno racionalno funkcijo. 
(4.7)
    
           
Na sliki 5.20 lahko vidimo enega izmed odzivov modela in primerjavo z ustrezno meritvijo 
sistema treh povezanih shranjevalnikov. 
Slika 4.11: Odziv modela z ventilom V3, ki smo ga modelirali z Algoritmom AMEBA, v 
primerjavi z meritvami sistema 
Odziv modela sledi meritvi, ima pa največjo napako ravno na nivoju vode tretjega 
shranjevalnika, na katerega ima karakteristika iskanega ventila največji vpliv. 
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4.1.3 Modeliranje sistema z identifikacijo 
Ker algoritem AMEBA omogoča gradnjo več vhodnih in več izhodnih struktur 
matematičnih funkcij, smo ga preizkusili tudi na problemu identifikacije [64], česar 
algoritem GP v svoji osnovni obliki ne omogoča. Za razliko od identifikacije po metodi 
sive škatle, kjer iščemo samo karakteristiko ventila V3 ob poznavanju preostalega modela 
sistema, gre pri polni identifikaciji za iskanje celotnega modela sistema. Če torej uspemo 
generirati model, ki ima ob enakih vhodnih signalih, s katerimi smo generirali odzive 
sistema, enake odzive kot sam sistem, smo dobili ustrezen model iskanega sistema. 
Uporabili smo enake signale kot v prejšnjem primeru, kjer smo iskali karakteristiko 
ventila. Uporabljene nastavitve algoritma AMEBA so podane v tabeli 4.7. 
Tabela 4.7: Parametri optimiranja za identifikacijo modela sistema treh shranjevalnikov z 
algoritmom AMEBA 
Parameter Vrednost 
Število generacij 1000000 
Število osebkov v eni generaciji 10 
Nabor vozlišč 
Seštevanje, odštevanje, množenje, deljenje, 
potenciranje, konstanta, zakasnitev, integral, 
odvod, nizkofrekvenčni filter, visokofrekvenčni 
filter 
Razmerje med mutacijami in križanji 1 : 1 
Število generacij je precej povečano glede na predhodna optimiranja, saj je to težak 
optimizacijski problem, ker mora algoritem preiskati bistveno večje področje možnih 
rešitev kot pri iskanju karakteristike ventila. Uporabili smo vse tipe vozlišč, saj je sistem 
treh povezanih shranjevalnikov dinamične narave in zato pričakujemo generacijo 
dinamičnega agenta. Rezultati optimiranja so prikazani v tabeli 4.8. 
Tabela 4.8: Rezultat algoritma genetskega programiranja 
Algoritem 
Pogrešek pri 
identifikaciji ci [%] 
Pogrešek pri 
vrednotenju cv [%] 
AMEBA 5,85 8,34 
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Rezultati, ilustrirani na sliki 4.13, kažejo, da smo uspeli generirati model, ki se precej 
dobro ujema s sistemom na identifikacijskih signalih in pri vrednotenju.  
Slika 4.12: Primerjava odziva sistema in odziva generiranega modela pri vrednotenju na 
naključni vzbujevalni signal 
Rešitev v obliki agenta, ki smo jo generirali, je grafično prikazana na sliki Slika 4.13. 
Slika 4.13: Agent, ki predstavlja model sistema treh povezanih shranjevalnikov 
Rešitev v obliki enačbe je zelo kompleksna in jo lahko vidimo na sliki 4.14. 
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Zaradi povratnih zank, ki jih tvori algoritem AMEBA, smo uvedli zapis s stanji, kar 
pomeni, da je vsako vozlišče, ki ima dinamične lastnosti, predstavljeno kot stanje v 
sistemu, ki je na sliki 4.14 vidno kot črka X. Oznake ffltLP, ffltHP, fder, fint predstavljajo 
vozlišča za visokofrekvenčni filter, nizkofrekvenčni filter, odvod in integral. Vidni so tudi 
parametri vozlišč, ki so označeni indeksirano v obliki pij, parametri izražanja pa so 
predstavljeni kot ekl. 
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Zapis je v matrični obliki, kjer matriki Kp in Ki združujeta vseh osem parametrov 
regulatorja, ki so predmet optimiranja. Za takšno strukturo smo se odločili, ker je pogosto 
v rabi v industrijski praksi. Rezultati, izračunani s parametričnimi evolucijskimi algoritmi, 
so prikazani v tabeli 4.9, kjer lahko primerjamo pogrešek in aktivnost regulacijskih 
signalov, ki so definirani v enačbi (4.10).
𝑒[%] = (∑|




















) ∙ 100 
(4.10) 
Aktivnost regulirnih signalov nakazuje na porabo energije, kjer predstavljata u1 maksimalna in 
u2 maksimalna hod regulirnih signalov na črpalkah, pri kateri imata črpalki tudi največjo moč. 
Tabela 4.9: Rezultati optimiranja, dobljeni s parametričnimi evolucijskimi algoritmi, ter 
njihovo vrednotenje 

























] 2,48 35,3 
Rezultati kažejo, da je algoritem DE uspel izračunati najboljšo rešitev glede na izbrano 
cenilko. Algoritem GA mu sledi z enako kvaliteto, vendar z večjo aktivnostjo regulirnih 
signalov. Algoritem ES pa je uspel najti rešitev z najmanjšo aktivnostjo regulirnih 
signalov, vendar je sledenje referenci slabše. Ko pogledamo rezultate vseh treh algoritmov, 
so praktično identični, kar pomeni, da lahko z vsemi tremi metodami uspešno načrtamo 
regulator za dani sistem. Konvergenca vseh treh metod je podobna. Algoritem DE je 
najhitrejši, medtem ko sta algoritma GA in ES počasnejša. Odziv zaprtozančnega sistema z 
regulatorjem, izračunanim z uporabo diferenčne evolucije, lahko vidimo na sliki 4.18.  
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 Genetsko programiranje na osnovi dreves
Nastavitve optimiranja, ki smo jih uporabili pri izvajanju optimiranja z GP, so podane v 
tabeli 4.10. 
Tabela 4.10: Parametri optimiranja 
Parameter Vrednost 
Število generacij 100000 
Število osebkov v eni generaciji 10 
Nabor osebkov oz. funkcij 
Seštevanje, odštevanje, množenje, deljenje, 
potenciranje, konstanta 
Razmerje med mutacijami in križanji 1 : 1 
Selekcijski način Najboljši 
GP so strukturni evolucijski algoritmi, kar pomeni, da je njihov prostor iskanja rešitve 
večji od parametričnih metod, zato je za generiranje rešitve potrebno večje število 
generacij. V našem primeru smo izvajali evolucijo do 100000. generacije. Osnovna metoda 
GP predvideva uporabo samo osnovnih aritmetičnih operacij seštevanja, odštevanja, 
množenja, deljenja in potenciranja. Rezultati najboljše rešitve, ki smo jo uspeli generirati v 
desetih poskusih, so predstavljeni v tabeli 4.11, kjer smo dodali še rezultate 
najuspešnejšega evolucijskega algoritma DE. 
Tabela 4.11: Rezultat algoritma genetskega programiranja 
Algoritem Pogrešek [%] Aktivnost regulirnih signalov [%] 
GP 9,3 35 
DE 2,04 34 
Rešitev, ki je bila generirana z GP, lahko vidimo v obliki drevesne strukture na sliki 4.20. 
Zapis generirane rešitve je predstavljen v enačbi (4.11).
𝑢1(𝑡) = 𝑒1(𝑡)
2.2 𝑒2(𝑡)−1 + 𝑒1(𝑡)
𝑢2(𝑡) = 𝑢1(𝑡) (4.11) 
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Slika 4.20: Rešitev, generirana z algoritmom GP  
Odziv izračunanega regulacijskega sistema lahko vidimo na sliki 4.21. 
Slika 4.21 Odziv vodenega sistema z regulatorjem, izračunanim z algoritmom genetskega 
programiranja 
Na sliki 4.22 lahko vidimo pripadajoča odziva črpalk. Rezultati algoritma GP so slabi 
zaradi več razlogov. Prvi razlog je nabor osebkov oz. funkcij. Algoritem je lahko izbiral le 
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obliki GP ne uporabljajo. Drugi razlog je velika občutljivost metode na spremembe v 
drevesni strukturi. 
Slika 4.22: Odziva črpalk vodenega sistema z regulatorjem, izračunanim z algoritmom 
genetskega programiranja 
Že pri zamenjavi enega vozlišča z drugim je odziv sistema popolnoma drugačen, tako 
algoritem težko učinkovito dodaja nova vozlišča. Tretji razlog pa je sama implementacija 
metode, kjer so avtorji metodo prilagajali za reševanje drugačne vrste problemov, tj. 
predvsem problemov, ki se jih rešuje z uporabo odločitvenih dreves, kot so sistemi 
odločanja oz. ekspertni sistemi. Treba pa je tudi poudariti, da smo metodo GP prilagodili 
za uporabo z dvema izhodoma, saj drevesna struktura algoritma GP v osnovni obliki 
dopušča samo en izhod. 
 Algoritem AMEBA
Nastavitve optimiranja, ki smo jih uporabili pri izvajanju optimiranja z algoritmom 
AMEBA, so podane v tabeli 4.12. AMEBA je strukturni evolucijski algoritem, kar pomeni, 
da je njegov prostor iskanja rešitve večji od parametričnih metod ter tudi od metode GP, 
saj imamo večje število različnih tipov vozlišč in možnih konfiguracij povezav med njimi, 
zato je za generiranje rešitve potrebno večje število generacij. V našem primeru smo 
izvajali evolucijo do 100000. generacije. Poleg osnovnih aritmetičnih operacij seštevanja, 
odštevanja, množenja, deljenja in potenciranja smo uporabili tudi dinamične funkcije oz. 
vozlišča zakasnitve, integrala in odvoda. 
96 Primerjava evolucijskih algoritmov 
Tabela 4.12: Parametri optimiranja 
Parameter Vrednost 
Število generacij 100000 
Število osebkov v eni generaciji 10 
Nabor osebkov oz. funkcij 
Seštevanje, odštevanje, množenje, 
deljenje, potenciranje, konstanta, 
zakasnitev, integral, odvod 
Razmerje med mutacijami in križanji 1 : 1 
Selekcijski način Najboljši 
Rezultati najboljše rešitve, ki smo jo uspeli generirati v desetih poskusih, so predstavljeni v 
tabeli 4.13, kjer smo dodali še rezultate najuspešnejšega evolucijskega algoritma DE in 
rezultate algoritma GP. 
Tabela 4.13: Rezultat algoritma genetskega programiranja 
Algoritem Pogrešek [%] Aktivnost regulirnih signalov [%] 
AMEBA 1,51 34,1 
GP 9,3 35,6 
DE 2,04 34,3 
Agent, ki ponuja najboljšo rešitev, je predstavljen na sliki 4.23. 
Slika 4.23: Agent, ki predstavlja regulator za sistem treh povezanih 
shranjevalnikov Zapis generirane rešitve lahko vidimo v enačbi (4.12).
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(4.12)
Regulator izračunava odzive aktuatorjev preko dinamične strukture, kar dokazujejo 
spominska vozlišča. Odziv sistema na spremembo referenčnega signala prikazuje slika 
4.24. 
Slika 4.24: Odziv sistema na spremembo referenčnega signala z regulatorjem, ki smo ga 
generirali z algoritmom AMEBA 
Generiran regulacijski sistem uspe najbolje od vseh primerjanih načrtanih možnosti slediti 
referenčnima signaloma in tudi najbolje od vseh izničiti vplive križnih povezav. Potek 
regulacijskih signalov lahko vidimo na sliki 4.25. Regulator za svoje delovanje izkazuje 
manjšo aktivnost regulacijskih signalov kot regulacijski sistemi, ki smo jih generirali s 
parametričnimi metodami. 
98 Primerjava evolucijskih algoritmov 
Slika 4.25: Odziva črpalk sistema na spremembo referenčnega signala z regulatorjem, ki 
smo ga generirali z algoritmom AMEBA 
4.2 Sistem vodikove gorivne celice 
Sistem vodikove gorivne celice je drugi dinamični sistem, na katerem smo testirali 
algoritem AMEBA. V tem primeru smo preučevali dva problema: modeliranje dela sistema 
ob upoštevanju predhodnega znanja in vodenje. Za ta sistem smo se odločili, ker gorivne 
celice predstavljajo enega izmed gradnikov aktivnih distribucijskih omrežij in bodo v 
prihodnosti igrale pomembno vlogo pri delovanju elektroenergetskega sistema, saj 
predstavljajo eno izmed najbolj obetavnih tehnologij za pridobivanje električne energije. 
Ker gorivne celice predstavljajo tudi dinamični sistem iz spodnjega oz. fizičnega nivoja, so 
primerna izbira za obravnavo z algoritmom AMEBA. Na začetku poglavja smo opisali 
sistem vodikove gorivne celice, nato smo se lotili problematike modeliranja in na koncu še 
načrtali sistem vodenja. 
4.2.1 Opis sistema 
V gorivnih celicah poteka direktna pretvorba kemijske energije goriva v električno 
energijo in toploto, kar omogoča posredno hranjenje električne energije [65]. Jedro vsake 
celice je membrana, ki prepušča le protone, elektronov pa ne. Na vsaki strani membrane je 
elektroda. Na anodi poteka razcep goriva na ione (protone) in elektrone. Elektroni tečejo 
prek električnega kroga na katodo. Elektroni, vodikovi ioni in kisik se na katodi združijo v 
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vodo, pri čemer se sprošča toplota. Reakcije na elektrodah tečejo zaradi vpliva 
katalizatorja, izdelanega največkrat iz platine, kot je prikazano na sliki 4.26.  
Slika 4.26: Zgradba gorivne celice 
Ustrezno napetost gorivnih celic dosežemo z njihovo zaporedno vezavo v sklad. 
Posamezne gorivne celice so med seboj ločene z bipolarnimi ploščami. Bipolarne plošče 
tvorijo množico kanalov, po katerih potuje vodik na anodo in zrak na katodo posamezne 
gorivne celice. Poleg kanalov za dovod reaktantov pa so bipolarne plošče prepredene še s 
kanali za hladilno tekočino. Bipolarne plošče morajo biti izdelane iz električno prevodnih 
materialov, hkrati pa morajo zagotavljati ustrezno trdnost sklada.  
Slika 4.27 prikazuje sistem gorivnih celic in potrebne elemente za njihovo 
delovanje. Vodik dovajamo iz rezervoarja. Pretok vodika je odvisen od želene izhodne 
moči gorivne celice in se med obratovanjem spreminja. Zelo pomembno je, da polimerno 
membrano ustrezno vlažimo, da lahko prevaja vodikove (H+) ione. Zato moramo vodik in 
zrak na vstopu v gorivno celico predhodno navlažiti. Ustrezen pretok in tlak zraka 
zagotavlja kompresor. Pretok zraka je odvisen tudi od želene moči gorivne celice, ki se 
med obratovanjem spreminja. Na katodi se molekule kisika spajajo z vodikovimi ioni in 
elektroni v molekule vode. Zaradi različne koncentracije vode na anodi in katodi se 
vzpostavi tok vode od katode proti anodi. Vendar pa vodikovi ioni, ki potujejo preko 
membrane, odnašajo vodne molekule nazaj proti katodi, zato se anoda lahko izsuši. Da bi 
to preprečili, je treba vodik in zrak na vstopu v gorivno celico predhodno navlažiti. 
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Slika 4.27: Osnovna sestava celice 
Toploto, sproščeno pri delovanju takšnega sistema, je treba iz sistema odvajati. 
Delovna temperatura v skladu gorivnih celic je okrog 60 °C. Pri stiskanju se zrak v 
kompresorju močno segreje. Da bi preprečili poškodbe membrane, je treba zrak ohladiti na 
delovno temperaturo sklada. Električna moč iz gorivne celice je regulirana s pretokom 
goriva v gorivno celico. Glede na pretok vodika se spreminja pretok zraka tako, da je 
razmerje med gorivom in zrakom konstantno.  
Model vodikove gorivne celice, ki smo ga uporabili pri izvajanju testiranj algoritma 
AMEBA, je opisan v delu Jayja Taweeja Pukrushpana [66] in ga lahko vidimo na sliki 
4.28. Omenjeni model obsega celoten sistem za upravljanje z gorivno celico od samega 
sklada gorivne celice pa do vseh perifernih naprav, kot so sistemi za pripravo vodika in 
zraka, sistemi za hlajenje gorivne celice in drugi. V tem delu smo se osredotočili predvsem 
na sistem sklada gorivnih celic, katerega model lahko vidimo na sliki 4.29. Sistem sklada 
gorivnih celic sestavljajo štirje modeli: 1) model masnega pretoka katode, 2) model 
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Procesne spremenljivke so predstavljene v tabeli 4.14. 
Tabela 4.14: Procesne spremenljivke modela sklada gorivne celice 
Parameter Opis 
psm Pritisk zraka na dovodnem razdelilnem sistemu 
Wca in Vhodni masni pretok zraka na katodo 
Φca in Vhodna relativna vlažnost zraka na katodi 
YO2ca in Delež kisika v vhodnem zraku na katodi 
Tca in Vhodna temperatura zraka na katodi 
Wan in Vhodni masni pretok vodika na anodi 
Φan in Vhodna relativna vlažnost vodika na anodi 
pan in Vhodni pritisk vodika na anodi 
Tan in Vhodna temperatura vodika na anodi 
prm Pritisk zraka na odvodnem razdelilnem sistemu 
Ist Tok v sklad gorivnih celic 
Wv membr Masni pretok vode po membrani 
Φan Relativna vlažnost vodika na anodi 
pca Pritisk zraka na katodi 
pO2 ca Pritisk kisika na katodi 
λm Faktor količine vode na membrani 
Φca Relativna vlažnost zraka na katodi 
pH2 an Pritisk vodika na anodi 
Wca out Izhodni masni pretok zraka na katodi 
Vst Napetost sklada gorivnih celic 
Model sklada gorivne celice po Pukrushpanu predstavlja izhodiščni model, kjer so 
zaobjeti vsi kemični in električni procesi, ki potekajo pri delovanju gorivne celice. 
4.2.2 Modeliranje sistema z identifikacijo 
Pri gradnji modela gorivne celice z uporabo evolucijski algoritmov smo se odločili, 
da uporabimo Pukrushpanov model sklada gorivne celice kot osnovo za gradnjo našega 
modela. Pri obravnavi modela sklada gorivne celice smo uvedli določene poenostavitve ter 
tako določene procesne spremenljivke, ki imajo manjši pomen oz. nas njihovi vplivi 
trenutno ne zanimajo, fiksirali na določene vrednosti. Nastavljene vrednosti zagotavljajo 
normalne obratovalne pogoje sklada in so predstavljene v tabeli 4.15. 
103 Primerjava evolucijskih algoritmov 
Tabela 4.15: Vrednosti procesnih spremenljivk sklada gorivnih celic 
Parameter Vrednost 
psm 300 kPa 
Φca in 20 % 
Φan in 40 % 
YO2ca in 0,21 
Tca in 353 K 
Φan in 40 % 
pan in 300 kPa 
Tan in 353 K 
Poenostavljen model sklada je prikazan na sliki 4.30, kjer imamo vhodne spremenljivke: 
tok sklada Ist, masni pretok zraka Wca in, masni pretok vodika Wan in izhodne 
spremenljivke: masni pretok zraka na izhodu Wca out, tlak zraka na katodi pca, tlak zraka na 
















Slika 4.30: Poenostavljen model sklada gorivne celice 
Modelarski problem, ki smo ga reševali, je iskanje modela masnega pretoka anode sklada 
gorivne celice, ki je na sliki 4.30 označen kot osenčen blok. Podobno kot pri 
parametriranju ventila v poglavju 4.1.2, kjer smo iskali njegovo statično karakteristiko, 
smo v tem primeru iskali dinamični model masnega pretoka anode ob uporabi modela 
sklada gorivne celice. Uporabili smo algoritem AMEBA, ki je namenjen prav uporabi pri 
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obravnavi dinamičnih sistemov. Iskanje je potekalo z identifikacijo po metodi sive škatle, 
kjer smo uporabili znane modele sklada, ki so: masni pretok katode, vlaženje membrane in 
model napetosti, ter generirali neznani model masnega pretoka anode. Model masnega 








Slika 4.31: Poenostavljen model masnega pretoka anode sklada gorivnih celic 
Vhodne spremenljivke iskanega modela so pretok vodika Wan in, tok sklada Ist in pretok 
vode iz membrane na anodo Wv, membr. Izhodni spremenljivki pa sta izhodni tlak vodika na 
anodi pH2, an in relativna vlažnost anode Φan. Pri gradnji modela smo uporabili 
identifikacijski postopek po metodi sive škatle, kar pomeni, da potrebujemo vhodno-
izhodne meritve sklada gorivne celice. Izvajanje meritev na realni napravi smo v tem 
primeru nadomestili z uporabo Pukrushpanovega modela za generiranje ekvivalentnih 
simuliranih podatkov. Pri identifikaciji smo uporabili naslednje signale: Prvi primer so 
signali vzbujanja stopničaste oblike (en primer takšnih signalov je prikazan na sliki 4.32 
zgoraj, pripadajoči odzivi pa na isti sliki spodaj), drugi primer so signali vzbujanja v obliki 
vlaka impulzov in tretji primer so signali naključne oblike (en primer takšnih signalov je 
prikazan na sliki 4.33 zgoraj, pripadajoči odzivi pa na isti sliki spodaj). 
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Slika 4.32: Odzivi gorivne celice (zgoraj) na vzbujevalne signale stopničaste oblike (spodaj) 
Slika 4.33: Odzivi gorivne celice (zgoraj) na vzbujevalne signale naključne oblike (spodaj) 
Nastavitve optimiranja pri postopku identifikacije so prikazane v tabeli 4.16. 
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Tabela 4.16: Parametri optimiranja pri identifikacije gorivne celice 
Parameter Vrednost 
Število generacij 100000 
Število osebkov v eni generaciji 10 
Nabor vozlišč 
Seštevanje, odštevanje, množenje, deljenje, 
potenciranje, konstanta, zakasnitev, 
integral, odvod, nizkofrekvenčni filter, 
visokofrekvenčni filter, logaritem 
Razmerje med mutacijami in križanji 1 : 1 
V tabeli 4.17 so predstavljeni rezultati optimiranja pri identifikaciji masnega pretoka anode 
sklada vodikove gorivne celice. 
Tabela 4.17: Rezultati identifikacije gorivne celice 
Algoritem 
Pogrešek pri 
identifikaciji ci [%] 
Pogrešek pri 
vrednotenju cv [%] 
AMEBA 2,1 3,5 
Generirali smo agenta, ki zelo dobro posnema pravi proces masnega pretoka anode pri 
identifikacijskih signalih in malenkost slabše pri preverjanju s signali vrednotenja. 
Generirani agent je predstavljen na sliki 4.34.
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Slika 4.34: Agent, ki predstavlja model sklada vodikove gorivne celice 
Zapis agenta v enačbno obliko prikazuje slika Slika 4.35 (zapis je precej obširen, tako da 
obsega več strani). 
Barva Vozlišče Barva Vozlišče Barva Vozlišče 
Vhodno Potenčno bazno Logaritemsko 
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Slika 4.35: Enačba modela masnega pretoka anode sklada gorivne celice 
Agenta smo v sistem enačb zapisali z uporabo stanj, ki jih označujejo črke X. Vsako stanje 
je določeno s spominskim vozliščem, ki mu pripada. Oznake ffltLP, ffltHP, fder, fint 
predstavljajo vozlišča za visokofrekvenčni filter, nizkofrekvenčni filter, odvod in integral. 
Na sliki 4.36 smo primerjalno prikazali odziva modela sklada gorivne celice z dobljenim 
modelom masnega pretoka anode in signali vrednotenja.  
Slika 4.36: Primerjava odzivov generiranega agenta in odzivov sistema 
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Vrednost referenčne napetosti znaša 250 V, ker je to tudi obratovalna napetost sklada. 
Optimiranje je potekalo pri vzbujevalnem signalu toka, ki je prikazan na sliki 4.38. 
Slika 4.38: Električni tok sklada gorivne celice pri optimiranju sistema vodenja 
Nastavitve pri izvajanju optimiranja z algoritmom AMEBA za namene iskanja regulatorja 
so predstavljene v tabeli 4.18. Rezultati uspešnosti regulatorja so predstavljeni v tabeli 
4.19, kjer smo v prvi vrstici podali rezultate regulatorja, ki je bil načrtan z uporabo 
identificiranega modela iz poglavja 4.2.2, v drugi vrstici smo podali rezultate istega 
regulatorja, vendar smo uporabili Pukrushpanov model, ki v našem primeru predstavlja 
realni sistem. V tretji vrstici smo podali še rezultate regulatorja, ki je predstavljen v delu 
Pukrushpana [66]. 
Tabela 4.18: Parametri optimiranja 
Parameter Vrednost 
Število generacij 100000 
Število osebkov v eni generaciji 10 
Nabor vozlišč 
Seštevanje, odštevanje, množenje, 
deljenje, potenciranje, konstanta, 
zakasnitev, integral, odvod, 
nizkofrekvenčni filter, visokofrekvenčni 
filter 
Razmerje med mutacijami in 
križanji 
1 : 1 
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Tabela 4.19: Rezultat algoritma genetskega programiranja 
Model Energija [kWh] Vodik [kg] Izkoristek [kWh/kg] 
Identifikacija 5,13 0.041 128 
Sistem 5,56 0,047 118 
Pukrushpan 4,52 0,042 107 
Regulator, ki smo ga generirali z algoritmom AMEBA, učinkovito vodi tako model kot 
tudi sistem gorivne celice, pri čemer so rezultati na sistemu slabši, kar je posledica 
netočnosti identificiranega modela. Regulator pa v obeh primerih dosega boljše rezultate 
kot predlagani Pukrushpanov regulator. Moramo pa seveda omeniti, da Pukrushpanov 
regulacijski sistem ni bil zasnovan za optimalno delovanje, za razliko od našega sistema, ki 
smo mu zahtevo po učinkovitost opisali s cenilko. Agenta, ki predstavlja regulator, lahko 
vidimo na sliki  4.39.  
Slika 4.39: Agent, ki predstavlja regulator za vodenje gorivne 
celice Zapis agenta v matematični obliki podaja enačba (4.14).
(4.14) 
Regulator, ki smo ga generirali, je zelo enostaven, gre za proporcionalni regulator, vendar 
kljub temu uspešno vodi sistem gorivne celice. Zanimivo je, kako agent (glej sliko  
Slika 4.39) izračuna odziva na pogrešek ΔU. Rešitev izračunava odziv Wca in na pogrešek 
preko dveh vozlišč, množilnega in delilnega, odziv Wan na pogrešek pa izračunava preko 
dveh seštevalnih vozlišč, pri čemer prvo seštevalno vozlišče uporablja kot drugi vhod delni 
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poteka evolucije, ki vedno išče trenutno najugodnejše rešitve, pri tem pa s seboj prenaša 
dedni material iz preteklosti. Posledica tega so rešitve, ki niso optimalne s stališča 
matematičnega zapisa, vendar delujejo uspešno. Sledenje napetosti sklada gorivne celice, 
ki ga zagotavlja generirani regulator, je prikazano na sliki 4.40. 
Slika 4.40: Odziv napetosti sklada gorivne celice na spremembo toka 
Regulacija napetosti gorivne celice je ustrezna, saj napetost sledi referenčni vrednosti 250 
V z majhnimi oscilacijami pri prehodih, ki jih povzroča sprememba želene vrednosti toka 
sklada. 
4.3 Zaključek 
Primerjava uspešnosti reševanja različnih problemov dinamičnih sistemov fizičnega 
nivoja z uporabo evolucijskih algoritmov je potekala na sistemu treh povezanih 
shranjevalnikov in sistemu vodikove gorivne celice. 
4.3.1 Sistem treh povezanih shranjevalnikov 
S primerom sistema treh shranjevalnikov smo prikazali tri možne načine uporabe 
evolucijskih algoritmov, in sicer načrtovanje modela sistema s parametrizacijo, kjer smo 
iskali karakteristiko ventila, načrtovanje modela sistema z identifikacijo, kjer smo iskali 
model celotnega dinamičnega sistema, in načrtovanje sistema vodenja, kjer smo optimirali 
regulator. Uporaba parametričnih evolucijskih algoritmov je dala dobre rezultate tako pri 
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iskanju karakteristike ventila kot tudi pri iskanju parametrov multivariabilnega regulatorja. 
Strukturna metoda GP je pri iskanju karakteristike ventila generirala boljši rezultat kot 
parametrične metode, vendar ni uspela generirati učinkovitega regulatorja, kar je posledica 
same metode in njenega nabora elementarnih funkcij, ki ne omogočajo razvoja dinamične 
strukture. Metoda AMEBA je generirala zadovoljivo karakteristiko ventila, prav tako je 
generirala najučinkovitejši regulator, njena prednost v primerjavi s parametričnimi 
metodami pa se je izkazala predvsem pri polni identifikaciji, kjer smo uspešno generirali 
model celotnega sistema treh povezanih shranjevalnikov, ki s precejšnjo podobnostjo 
opisuje obnašanje sistema.  
4.3.2 Sistem vodikove gorivne celice 
Sistem vodikove gorivne celice smo obravnavali samo z algoritmom AMEBA, in 
sicer smo iskali model masnega pretoka anode sklada gorivne celice ter načrtovali sistem 
vodenja, ki zagotavlja stabilno napetost sklada pri spreminjanju električne moči oz. 
obremenitve gorivne celice. Pri modeliranju sistema smo izvedli identifikacijskih postopek 
po metodi sive škatle in generirali model, ki dobro posnema obnašanje izhodnih veličin. 
Pri načrtovanju vodenja pa smo dobljeni model uspešno uporabili pri optimiranju sistema 
vodenja, ki je sicer enostaven, vendar povsem zadosti potrebam vodenja in celo malo 
izboljša izkoristek gorivne celice glede na predlagani regulacijski sistem avtorja. Sistem 
vodikove gorivne celice predstavlja še en dinamični sistem, ki ga je mogoče uspešno 
obravnavati z metodo AMEBA. 
Obravnavana uporaba evolucijskih algoritmov na primeru dinamičnih sistemov 
fizičnega nivoja je dokazala njihovo splošno uporabnost, predvsem pa se je pokazala 
uporabnost metode AMEBA. Glavna prednost metode je njena enostavnost za uporabo. 
Načrtovalec mora samo nastaviti število vhodnih in izhodnih vozlišč ter pognati 
optimizacijo, in metoda bo pričela generirati rešitve. Njena druga velika prednost je 
možnost vgrajevanja znanja oz. upoštevanja znanih dejstev o sistemu. Načrtovalec lahko 
vgradi znana dejstva ali v obliki identifikacije po metodi sive škatle, kar smo prikazali na 
dveh primerih, ali pa znanje direktno vnese v agenta ter nato izboljšuje rešitev.  
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5. Aktivna distribucijska elektroenergetska omrežja
Evropska unija v želji po zmanjšanju odvisnosti od uvožene energije oz. energentov 
promovira uporabo obnovljivih virov energije. Uporaba obnovljivih virov energije 
povzroča težave v električnem omrežju zaradi stohastične narave primarnega energijskega 
vira, kot sta sonce in veter. Zaradi meteorološke nestanovitnosti je treba v 
elektroenergetskem sistemu (EES) graditi rezervne elektrarne, ki pokrivajo izpade energije, 
proizvedene iz obnovljivih virov. Gradnja rezervnih elektrarn je zelo neučinkovit pristop k 
integraciji obnovljivih virov energije. Drugo možnost predstavljajo aktivna distribucijska 
omrežja (krajše AO – angl. Smart Grids), ki v želji po izboljšanju integracije obnovljivih 
virov električne energije vključujejo vse uporabnike elektroenergetskega sistema. AO 
predstavljajo kompleksen dinamični sistem, ki potrebuje učinkovito vodenje, če želimo 
zagotoviti varno, stabilno in ekonomično električno energijo za vse uporabnike. 
AO predstavlja kompleksen mešani dinamični sistem, ki vsebuje tako dinamične 
sisteme višjega kot nižjega nivoja. V tem poglavju smo predstavili celoten sistem za 
upravljanje z energijo v AO. Če želimo razumeti koncept AO, je treba najprej poznati 
osnovno delovanje EES tako z vidika gradnikov kot tudi z ekonomskega vidika. Nato 
moramo spoznati, kako se EES spreminja, oz. s kakšnimi izzivi se sooča zaradi pojava 
novih tehnologij in politik Evropske unije. Predstavili smo, kakšen odgovor na te 
spremembe ponujajo AO. Na koncu tega poglavja pa smo opisali še sistem in simulator, ki 
smo ga razvili za namene reševanja navedenih problemov.  
5.1 Gradniki elektroenergetskega sistema 
Elektroenergetski sistem je skupek proizvodnih, prenosnih in razdelilnih postrojev, 
ki zagotavlja dobavo električne energije odjemalcem [67]. Zelo poenostavljeno shemo 
EES-a lahko vidimo na sliki 5.1. EES za svoje delovanje koristi dve vrsti omrežij: 
prenosno in distribucijsko omrežje. Prenosno omrežje je omrežje visokih napetosti (do 400 
kV) in je, kot že samo ime pove, namenjeno prenosu električne energije na velike razdalje. 
Na to omrežje se preko ustreznih transformatorskih postaj priključujejo viri in porabniki 
velikih moči. Prav tako je na prenosno omrežje preko transformatorskih postaj priključeno 
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5.2 Ekonomski sistem EES-a 
Ekonomski sistem EES-a opisuje povezave med posameznimi gradniki EES-a s 
stališča denarnih tokov, ki so posledica dobavljene oz. porabljene električne energije. 
Ekonomski sistem EES-a v Sloveniji temelji na prostem trgu električne energije, kjer 
ponudniki prodajajo električno energijo odjemalcem, ceno pa določa konkurenca na trgu. 
Prosti trg električne energije v Sloveniji je urejen v bilančno shemo, ki je prikazana na sliki 
5.2. 
Slika 5.2: Bilančna shema slovenskega EES-a 
Na sliki 5.2 je poleg bilančne sheme prikazana tudi fizična raven, ki predstavlja 
gradnike EES-a, ter povezave med obema nivojema. Osnovni gradniki bilančne sheme so 
bilančne skupine [62]. 
5.2.1 Bilančna skupina 
Bilančna skupina predstavlja množico merilnih točk, uporabljenih za izračun 
razlike med proizvedeno in porabljeno električno energijo [62]. Znotraj bilančne sheme 
nastopajo trije različni tipi bilančnih skupin: gospodarske javne službe, dobavitelji in 
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trgovci (glej sliko 5.2). Bilančne skupine gospodarskih javnih služb ne nastopajo na 
organiziranem trgu z električno energijo, ampak opravljajo funkcije gospodarskih javnih 
služb, kot so operater prenosnega omrežja (SOPO), operater distribucijskega omrežja 
(SODO) in ekološka bilančna skupina, ki zagotavlja odkupe energij po ekoloških 
programih, ki jih izvaja država. 
Bilančne skupine dobaviteljev pa dobavljajo električne energijo odjemalcem in so 
prisotne na trgu z električno energijo. Trgovci, tretji tip bilančnih skupin, pa samo delujejo 
na trgu z električno energijo in prodajajo oz. kupujejo energijo od drugih bilančnih skupin. 
Bilančne skupine se lahko delijo naprej na bilančne podskupine, ki imajo enako funkcijo 
kot bilančne skupine, vendar pripadajo matični bilančni skupini, kateri tudi odgovarjajo. 
Primer na sliki 5.3 prikazuje napovedani odjem in dejansko porabo električne energije ene 
bilančne skupine.  
Slika 5.3: Odstopanja napovedane in porabljene energije. 
Bilančna skupina napove odjem ter zakupi ustrezno količino energije. Ker pa dejanska 
poraba odstopa od napovedane, se pojavijo odstopanja, ki jih je treba izravnati. Ta 
odstopanja lahko pokrije proizvajalec električne energije, s katerim ima bilančna skupina 
podpisano pogodbo o dobavi električne energije. Če te pogodbe ni, odstopanja pokrije 
operater prenosnega omrežja, ki jih tudi obračuna. Zato je interes vsake bilančne skupine 
čim bolj točna napoved odjema, ker lahko tako zakupijo optimalno količino energije in 
zmanjšajo odstopanja. Za učinkovito poslovanje bilančne skupine je ključna informacija 
točna napoved odjema električne energije. Za namene napovedovanja odjema si vsaka 
Napovedan odjem
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skupine manjša odstopanja od napovedanih. Seveda pa tudi cena energije na trgu raste s 
približevanjem trenutku porabe, tako da bilančne skupine, ki niso uspele izničiti odstopanj 
do trenutka porabe, plačajo najvišjo ceno za energijo odstopanj, ki jo mora zagotoviti 
sistemski operater iz svojih kapacitet. 
Slika 5.4: Potek trgov z električno energijo 
5.3 Prehod na aktivna distribucijska elektroenergetska omrežja 
Aktivna distribucijska elektroenergetska omrežja (AO) predstavljajo nadgradnjo 
sistema EES v želji po izboljšanju dobave, varnosti, ekonomske učinkovitosti električne 
energije za vse odjemalce. EES smo dopolnili z novimi gradniki, ki se pojavljajo v AO.  
5.3.1 Gradniki aktivnih distribucijskih omrežij 
AO so elektroenergetska omrežja, ki inteligentno vključujejo vse uporabnike EES-a 
v skupen sistem, ki bo zagotavljal učinkovito, varno in ekonomično dobavo električne 
energije [68]. AO obljublja boljšo integracijo obnovljivih virov energije (OVE) z udeležbo 
vseh uporabnikov omrežja, ki lahko upravljajo s proizvodnjo ali porabo električne energije. 
Z vključitvijo vseh uporabnikov lahko naredimo proces izravnave med proizvodnjo in 
porabo električne energije učinkovitejši. Primerne uporabnike, ki predstavljajo gradnike 
omrežij AO, najdemo predvsem na distribucijskem delu sistema EES, kot prikazuje slika 
5.5. 
Gradniki omrežij AO se nahajajo predvsem na distribucijskem nivoju in 
zaobjemajo gospodinjstva, industrijo, poslovne stavbe, razpršene vire električne energije 
(sončne, vetrne, hidroelektrarne in druge proizvajalce električne energije manjših moči) in 
pa tudi nove tehnologije, kot so shranjevalniki električne energije (električni avtomobili, 
vodikove gorivne celice in drugi, ki omogočajo hranjenje električne energije).  
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prilagoditev omrežnih elementov, kot so transformatorji, vodniki, varovalke in drugi, ki so 
potrebni, da lahko novo instalirani gradniki AO dostavijo energijo v omrežje ali pa jo iz 
omrežja prejmejo. Zadnja prilagoditev, potrebna za normalno delovanje omrežja, je 
nadgradnja sistema vodenja EES, ki mora zagotavljati pravilne napetostne nivoje in 
bilanco med proizvodnjo in porabo električne energije. Pravilni napetostni nivoji in bilanca 
med proizvodnjo in porabo električne energije zagotavljajo nemoteno delovanje 
uporabnikovih električnih naprav [70, 71].  
5.3.3 Zagotavljanje energijske bilance 
Zagotavljanje energijske bilance je ključnega pomena za nemoteno delovanje 
sistema EES. V obstoječem EES-u bilanco zagotavljajo izključno elektrarne. Torej se 
elektrarne na zahtevo po dobavi električne energije prilagodijo z ustrezno proizvodnjo. S 
pojavom omrežij AO pa lahko v proces zagotavljanja energijske bilance vključimo vse 
gradnike AO, ki so pripravljeni pri tem sodelovati. Gradniki AO oz. uporabniki AO lahko 
prispevajo k zagotavljanju bilance na tri načine: s prilagoditvijo porabe električne energije, 
s prilagoditvijo proizvodnje električne energije ali pa s kombinacijo obojega. 
 Prilagajanje porabe
Prilagajanje porabe pomeni prilagajanje porabe električne moči posameznih 
porabnikov. Prvi tip prilagodljivih porabnikov so gospodinjski aparati (pralni, pomivalni 
stroj in podobni), ki jim v določenih mejah lahko prestavimo čas delovanja (namesto da bi 
gospodinjski aparat vključili ob 3h popoldne, ga lahko tudi ob 5h ali 6h, brez škode za 
uporabnika). Drugi tip prilagodljivih porabnikov so tiste naprave, ki imajo možnost 
skladiščenja električne energije v različnih oblikah, npr. toplotne črpalke, grelci in 
klimatizacijske naprave. Te naprave lahko skladiščijo energijo v samih stavbah ali pa 
zalogovnikih. Naprave lahko začasno prenehajo segrevati oz. hladiti brez izgube udobnosti 
za uporabnike, ali pa celo predhodno segrejejo oz. ohladijo objekt ter s tem uskladiščijo 
energijo, ki jo lahko kasneje koristimo ob izklopu naprave zaradi prilagajanja [72]. Te 
tehnologije poznamo pod imenom sistemi za prilagajanje odjema (angl. Demand Response 
Systems) in imajo zmožnost prilagajanja odjema v korist zagotavljanja energijske bilance 
[73].  
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 Prilagajanje proizvodnje
Prilagajanje proizvodnje električne energije se nanaša na kogeneracijske enote, ki 
proizvajajo električno energijo in toploto, elektrarne na biomaso in ostale, ki lahko 
kontrolirano proizvajajo električno energijo in so priključene na distribucijski del sistema 
EES. Taki proizvodnji pravimo tudi razpršena proizvodnja električne energije, saj je široko 
porazdeljena po distribucijskem omrežju. Sistemi virtualnih elektrarn (angl. Virtual Power 
Plants) so tehnologije, ki združujejo več razpršenih virov električne energije v enoten 
sistem. Le-ta nato deluje kot večja proizvodna enota električne energije [74].  
 Tehnologije shranjevanja električne energije
Tehnologije shranjevanja električne energije omogočajo tako kontrolirano 
proizvodnjo kot kontrolirano porabo električne energije. V močnem razvoju so predvsem 
tehnologije vodikovih gorivnih celic, s katerimi je mogoče shranjevati električno obliko v 
obliki vodika ter obratno iz uskladiščenega vodika proizvajati električno energijo. Gorivno 
celico smo natančneje opisali že v poglavju 4.2, kjer smo jo obravnavali ne le kot gradnik 
AO, temveč tudi kot samostojen dinamični sistem [75].  
Še ena pomembna tehnologija, ki je trenutno v močnem razvoju in bi lahko občutno 
vplivala na prihodnost AO, je tehnologija električnih avtomobilov [76]. Če električni 
avtomobil priključimo na omrežje, se lahko obnaša kot shranjevalnik električne energije, 
kjer ob ugodni ceni električne energije energijo iz omrežja črpa in polni svoje kapacitete ali 
pa obratno, v času dražje energije pošilja del svoje shranjene energije v omrežje in s tem 
prazni svoje kapacitete. Električni avtomobili lahko kot shranjevalnik uporabljajo 
tehnologijo vodikovih gorivnih celic, baterijske akumulatorje ali pa katerokoli drugo 
tehnologijo, ki se bo izkazala za učinkovito. 
5.4 Sistem za zagotavljanje energijske bilance 
Do sedaj smo spoznali, da so omrežja AO odgovor na povišan delež OVE v sistemu 
EES. AO s svojimi gradniki omogoča lažje in učinkovitejše zagotavljanje bilance med 
porabo in proizvodnjo električne energije v EES-u. Pokazali smo, da obstajajo sistemi, ki 
omogočajo izkoriščanje prilagodljive porabe in prilagodljive proizvodnje – to so sistemi 
prilagodljivega odjema in sistemi virtualnih elektrarn. V pričujočem delu pa smo 
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predstavili sistem, ki združuje vse tri mehanizme, in sicer prilagodljivo porabo, 
prilagodljivo proizvodnjo in shranjevalnike energije, s katerimi AO zagotavlja energijsko 
bilanco znotraj ene bilančne skupine (SEB). Združitev temelji na sistemu, ki zagotavlja 
tržno okolje, v katerem sodelujejo vsi gradniki AO. Tržno okolje ali notranji trg bilančne 
skupine sestavljajo udeleženci, ki na trgu delujejo, produkti, s katerimi se trguje, in pa 
kontrolni algoritem, ki izvaja njegovo nemoteno delovanje [77, 78]. 
5.4.1 Udeleženci notranjega trga bilančne skupine 
Udeleženci notranjega trga bilančne skupine so vsi gradniki AO, ki imajo 
sposobnost prilagajanja porabe ali prilagajanja proizvodnje na zahtevo in so pripravljeni 
sodelovati pri procesu izravnave. Vsi udeleženci medsebojno tekmujejo za zagotovitev 
energije, ki je potrebna za izravnavo odstopanj znotraj bilančne skupine. Udeležence 
delimo v dve skupini: aktivni ponudniki in zunanji ponudniki. Aktivni ponudniki so vsi 
pripadniki bilančne skupine, ki so pripravljeni sodelovati pri procesu zagotavljanja 
energijskega ravnovesja. Vsi gradniki AO, ki so del sistemov za prilaganje porabe, 
virtualnih elektrarn, in pa gradniki, kot so shranjevalniki energije, sedaj predstavljajo 
aktivne ponudnike notranjega trga bilančne skupine. Zunanji ponudniki pa predstavljajo 
vire električne energije, ki niso del te bilančne skupine, vendar lahko kljub temu priskrbijo 
energijo, potrebno za zagotavljanje energijskega ravnovesja. Obstajata dva tipa zunanjih 
ponudnikov. Prvi je organiziran trg z električno energijo, kjer lahko bilančna skupina 
trguje z drugimi bilančnimi skupinami. Drugi tip zunanjih ponudnikov pa so elektrarne, s 
katerimi bilančna skupina sklene individualne pogodbe o dobavi električne energije. Oba 
tipa zunanjih ponudnikov lahko zagotovita energijo za izravnavo odstopanj in se 
razlikujeta samo v ceni električne energije. Če želi udeleženec notranjega trga bilančne 
skupine sodelovati, mora ponujati svojo energijo v obliki energijskih oz. tržnih produktov, 
zasnovanih za ta specifični trg. 
5.4.2 Produkti trgovanja na notranjem trgu bilančne skupine 
Osnovni produkti, s katerimi se trguje na notranjem trgu bilančne skupine, so 
energijske ponudbe. Glede na tip udeleženca trga ločimo tudi dva tipa energijskih ponudb: 
aktivni ponudniki trgujejo s fleksibilnimi ponudbami, zunanji ponudniki pa trgujejo z 
zunanjimi ponudbami. 
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 Fleksibilne ponudbe
SEB združuje vse aktivne ponudnike v notranji trg bilančne skupine z uporabo 
fleksibilnih ponudb. Fleksibilna ponudba je energijska ponudba, ki jo generira aktivni 
ponudnik in sporoča SEB-u koliko, kdaj in za kakšno ceno je pripravljen prilagoditi svojo 
porabo oz. proizvodnjo električne energije [79]. Fleksibilna ponudba (Ofle) je definirana z 
osmimi parametri, kot lahko vidimo v enačbi  (5.1). 
𝑂𝑓𝑙𝑒 = {𝑡min𝑎 , 𝑡max𝑎 , 𝑡min𝑑 , 𝑡max𝑑 , 𝑃𝑚𝑖𝑛, 𝑃𝑚𝑎𝑥, 𝑝𝑝𝑟𝑜 , 𝑝𝑝𝑜𝑟} (5.1) 
Parametri fleksibilne ponudbe, ki so ilustrirani na sliki 5.6, opisujejo območje 
razpoložljivosti, območje trajanja, območje električne moči in dve ceni. Območje 
razpoložljivosti definira interval tmin a in tmax a in predstavlja časovno območje, znotraj 
katerega je ponudba na voljo za uporabo. Območje trajanja definira interval tmin d in tmax d in 
predstavlja minimalni in maksimalni čas trajanja ponudbe. Območje moči definira interval 
Pmin in Pmax in predstavlja minimalno in maksimalno moč ponudbe. Cenovna parametra 
določata finančno nadomestilo za storitev, ki jo nudi aktivni ponudnik. Vsaka fleksibilna 
ponudba ima dve ceni: eno za proizvodnjo električne energije (ppro) in drugo za porabo 
električne energije (ppor). Dve ceni omogočata aktivnemu ponudniku, da ponudi tako 
proizvodnjo električne energije kot porabo električne energije hkrati in zahteva različno 













Slika 5.6: Fleksibilna ponudba 
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Če je fleksibilna ponudba ugodna in je prisotna potreba po izravnavi energije v bilančni 
skupini, SEB določi natančen čas izvedbe fleksibilne ponudbe, kar pomeni, da se 
fleksibilno ponudbo razporedi tako, da se določi njen začetni čas (tzačetni), njen končni čas 
(tkončni) in njeno moč (P). Fleksibilna ponudba, ki je razporejena, imenujemo sklenjena 
ponudba. Določa jo enačba  (5.2) in je ilustrirana na sliki 5.7.  
𝑂𝑠𝑘𝑙𝑒𝑛𝑗𝑒𝑛𝑎 = {𝑡𝑧𝑎č𝑒𝑡𝑒𝑘, 𝑡𝑘𝑜𝑛𝑒𝑐 , 𝑃} (5.2) 
Sklenjena ponudba se bo pričela izvajati, ko je njen začetni čas enak trenutnemu času. Po 







Slika 5.7: Sklenjena ponudba 
 Zunanje ponudbe
Zunanje ponudbe (Ozunanja) predstavljajo električno energijo, ki jo je mogoče kupiti 
od zunanjih ponudnikov, definirajo pa jo trije parametri: začetni čas (tzačetek), končni čas 
(tkonec) in cena na enoto energije (p), kot je prikazano v enačbi  (5.3). 
𝑂𝑧𝑢𝑛𝑎𝑛𝑗𝑎 = {𝑡𝑧𝑎č𝑒𝑡𝑒𝑘 , 𝑡𝑘𝑜𝑛𝑒𝑐 , 𝑝} (5.3) 
Zunanje ponudbe so energijsko neomejene, kar pomeni, da je v časovnem intervalu 
ponudbe vedno na voljo dovolj energije za pokritje bilančnih odstopanj. Ko zunanjo 
energijsko ponudbo algoritem razporejanja razporedi, dobimo sklenjeno ponudbo, tako kot 
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pri aktivnih ponudnikih. Primer zunanjih ponudb lahko vidimo na sliki 5.8, kjer smo 








tzačetek 2 tkonec 2
Slika 5.8: Primer štirih zaporednih zunanjih ponudb 
Za vsak časovni interval obstaja samo ena zunanja ponudba, ki pa predstavlja agregirano 
energijo vseh zunanjih ponudnikov električne energije. Aktivni ponudniki tekmujejo med 
seboj in z zunanjimi ponudniki za energijo, potrebno za zagotavljanje energijskega 
ravnovesja bilančne skupine. Proces izravnave poteka znotraj notranjega trga bilančne 
skupine in ga usmerja kontrolni algoritem. 
5.4.3 Kontrolni algoritem notranjega trga bilančne skupine 
Kontrolni algoritem notranjega trga bilančne skupine, ki je prikazan na slikiSlika 
5.9, upravlja z aktivnimi in zunanjimi ponudniki z namenom optimizirati stroške za 
energijo, ki je potrebna za zagotavljanje energijskega ravnovesja bilančne skupine. 
Sestavljajo ga štirje koraki: izračun napovedanih energijskih odstopanj, zbiranje 
energijskih ponudb, razporejanje in nakup dodatne energije. Napovedana energijska 
odstopanja bilančne skupine (Enap ods) opisuje enačba  (5.4) in so enaka vsoti napovedane 
proizvodnje (Enap pro), napovedane porabe (Enap por), sklenjeni energiji, kupljeni od zunanjih 
ponudnikov (Eskl zun), in sklenjeni energiji aktivnih ponudnikov (Eskl ap). 
𝐸𝑛𝑎𝑝 𝑜𝑑𝑠(𝑘) = 𝐸𝑛𝑎𝑝 𝑝𝑟𝑜(𝑘) + 𝐸𝑛𝑎𝑝 𝑝𝑜𝑟(𝑘) + 𝐸𝑠𝑘𝑙 𝑧𝑢𝑛(𝑘) + 𝐸𝑠𝑘𝑙 𝑎𝑝(𝑘) (5.4) 











Slika 5.9: Koraki kontrolnega algoritma notranjega trga bilančne skupine 
Primer napovedanih odstopanj bilančne skupine lahko vidimo na sliki 5.10.  
Slika 5.10: Primer napovedanih energijskih odstopanj bilančne skupine (posamezni 
energijski prispevki so naloženi eden na drugega) 
Sklenjena energija zunanjih ponudnikov predstavlja energijo, ki je že bila kupljena za 
izravnavo napovedanih odstopanj v preteklih ciklih kontrolnega algoritma. Sklenjena 
Eskl ap Enap pro Enap por Eskl zun Enap ods
E
Čas
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energija aktivnih ponudnikov pa predstavlja aktivne ponudnike, s katerimi so bile 
fleksibilne ponudbe sklenjene, energija pa dobavljena. Naslednji korak kontrolnega 
algoritma je zbiranje energijskih ponudb, kjer algoritem zbere vse ponudbe, poslane od 
aktivnih in zunanjih ponudnikov, ter jih umesti v bazen ponudb. Aktivni ponudniki se 
znotraj sistema SEB obnašajo kot samostojne enote, kar pomeni, da generirajo fleksibilne 
ponudbe glede na lastne potrebe in želje. Energijske ponudbe v bazenu čakajo na pričetek 
izvrševanja tretjega koraka, ki je razporejanje. 
Razporejanje poteka v skladu z optimizacijskim postopkom, kjer je treba izbrati 
najugodnejše ponudbe iz bazena ponudb ter z njimi pokriti napovedana odstopanja, ki so 
posledica spreminjanja napovedi, kar zaobjema tudi nakup energije za pokritje napovedane 
porabe ob začetku izvajanja simulacije. Ob začetku izvajanja simulacije so napovedana 
odstopanja velika, saj jih izravnavamo prvič, kar pomeni, da bomo v prvem koraku 
zakupili največ energije. Algoritem razporejanja je ključni element pri optimiranju 
stroškov bilančne skupine, ki nastanejo zaradi energijskih odstopanj, saj določa količino 
energije (in z njo povezanih stroškov), ki jo bo treba kupiti od zunanjih ponudnikov, in 
količino energije, ki jo lahko kupimo od aktivnih ponudnikov. V zadnjem koraku 
kontrolnega algoritma notranjega trga bilančne skupine je treba energijo, ki smo jo sklenili 
preko algoritma razporejanja, kupiti od zunanjih ponudnikov in s tem izničiti napovedana 
energijska odstopanja.  
Ključnega pomena za uspešno delovanje sistema je učinkovito razporejanje 
energije, ki je kompleksen optimizacijski problem in smo ga reševali z uporabo 
evolucijskih algoritmov. V naslednjem poglavju smo predstavili testiranje učinkovitosti 
različnih evolucijskih algoritmov na problematiki razporejanja energije, kar je bilo v 
pomoč pri izbiri ustreznega algoritma razporejanja za sistem SEB.  
5.5 Uporaba evolucijskih algoritmov pri razporejanju energije 
To poglavje predstavlja tretji sklop testiranj evolucijskih algoritmov, kjer smo 
pozornost usmerili na sisteme na tako imenovanem zgornjem oz. proizvodnem nivoju. 
Vodenje sistemov na proizvodnem nivoju zahteva drugačen pristop, saj so ti sistemi 
praviloma diskretni, delujejo v zelo širokem časovnem oknu ter zahtevajo procesiranje 
ogromnega števila podatkov. Primeri takih sistemov so predvsem razporejanja 
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proizvodnje, kjer je treba optimizirati proizvodne procese, skrbeti za pravočasno nabavo in 
dostavo surovin in polizdelkov ter hkrati skrbeti za optimalno porabo energentov. Najprej 
smo na kratko predstavili pregled algoritmov razporejanja, nato pa smo se osredotočili na 
razporejanje fleksibilnih ponudb aktivnih ponudnikov z uporabo različnih evolucijskih 
algoritmov. 
Večina algoritmov razporejanja se osredotoča na razporejanje računskih opravil po 
procesorjih za hitrejše procesiranje ali pa razporejanje industrijskih oz. poslovnih procesov 
oz. sredstev za dosego učinkovitejše proizvodnje izdelkov oz. storitev. Obstaja veliko vrst 
algoritmov razporejanja. Omeniti je treba algoritme razporejanja, ki delujejo na podlagi 
seznamov, večstopenjske algoritme [80], podvojene algoritme in druge. Vsi ti algoritmi se 
osredotočajo na razporejanje opravil, ki imajo natančno določen čas trajanja, ali količino 
porabljenih sredstev. Problem, s katerim se mora spopasti algoritem razporejanja v tem 
delu, pa je drugačne narave, saj je treba določiti ravno te parametre, ki so v prej opisanih 
algoritmih že določeni. Algoritmi, ki so lahko uporabni za tovrstne probleme, so 
optimizacijske metode, kot so npr. Newtonova metoda [81], metoda gradientnega spusta 
[82], algoritem simpleks in druge. Nevarnost pri uporabi teh metod se kaže v tem, da so 
močno odvisne od ustreznosti začetne nastavitve parametrov in števila lokalnih optimumov 
cenilke, ki lahko močno zmanjšajo učinkovitost iskalnega postopka. Večje možnosti pri 
iskanju dobrih rešitev tako kompleksnih problemov imajo stohastične optimizacijske 
metode, med katere sodijo tudi evolucijski algoritmi, kot so GA [83], DE [31] in podobni.  
5.5.1 Opis sistema 
Ker je namen tega sklopa testiranj primerjava različnih algoritmov razporejanja, 
smo se osredotočili le na razporejanje energije, in ne na simulacijo celotnega sistema za 
izravnavo napovedanih energijskih odstopanj SEB-a. Poenostavljen sistem, na katerem 
smo izvajali primerjavo učinkovitosti posameznih algoritmov razporejanja, sestavljajo 
napovedana energijska odstopanja in fleksibilne ponudbe, ki predstavljajo energijo, ki jo je 
treba razporediti tako, da čim bolj izničimo napovedana energijska odstopanja, kot je 
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Slika 5.12: Vhodna in izhodna vozlišča agenta 
Agent na vhodna vozlišča sprejema informacijo o napovedanih energijskih 
odstopanjih Enap, kjer m predstavlja dolžino napovedi oz. napovedni horizont in n število 
fleksibilnih ponudb. Na izhodna vozlišča pa posreduje informacijo o n razporejenih 
fleksibilnih ponudbah. Vsak optimizacijski račun razvije agenta, ki minimizira cenilko. 
Testiranja smo razdelili v dva sklopa glede na število fleksibilnih ponudb, ki jih je 
treba razporediti. Sklopa se razlikujeta po težavnosti optimizacijskega problema, s čimer 
želimo prikazati učinkovitost posameznih algoritmov glede na stopnjo težavnosti 
problema. V prvem sklopu je bilo treba razporediti 10 fleksibilnih ponudb, kar predstavlja 
optimizacijski problem s 30 parametri, v drugem sklopu pa je bilo treba razporediti 100 
fleksibilnih ponudb, kar predstavlja problem s 300 parametri. Napovedana energijska 
odstopanja predstavlja naključni signal, ki smo ga filtrirali z visokofrekvenčnim filtrom 
tako, da smo ujeli želeno dinamiko gibanja signala. Primer napovedi energijskih odstopanj 
lahko vidimo na sliki 5.13. 
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Slika 5.13: Primeri napovedanih energijskih odstopanj 
Ker smo proces razporejanja ponovili večkrat za vsak algoritem na setu različnih 
napovedih energijskih odstopanj, smo se odločili, da bo količina energije napovedanih 
odstopanj konstantna, kar omogoča lažjo primerjavo rezultatov. Energija vsake napovedi v 
času 12 ur je 2450 kWh, vendar je potek vsake napovedi drugačen. Tako imamo vedno 
enako količino energijskih odstopanj, ki smo jih izničevali s fleksibilno energijo pri 
večkratnih postopkih razporejanja. Maksimalna energija fleksibilnih ponudb je enaka za 
obe težavnostni stopnji in pokriva približno polovico energije napovedanih odstopanj, kar 
pomeni, da je količina energije pri 10 oz. 100 fleksibilnih ponudbah enaka, manjša se samo 
razpoložljiva energija na eno fleksibilno ponudbo. Parametre fleksibilnih ponudb za obe 
težavnostni stopnji podaja tabela 5.1. 
Tabela 5.1: Fleksibilne ponudbe za obe težavnostni stopnji 
Parameter 10 fleksibilnih ponudb 100 fleksibilnih ponudnikov 
[𝑡min𝑎𝑡max𝑎] [0 12] ura [0 12] ura 
[𝑡min𝑑 , 𝑡max𝑑] [1,2 2,4] ura [1,2 2,4] ura 
[𝑃𝑚𝑖𝑛, 𝑃𝑚𝑎𝑥] [–50 50] kW [–5 5] kW 
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 Problem z 10 fleksibilnimi ponudbami
Prvi sklop testiranj zahteva razporeditev 10 fleksibilnih ponudb. Rezultati 
posameznih algoritmov razporejanja so prikazani v tabeli 5.2 in predstavljajo povprečni 
rezultat desetih potekov razporejanj z vsako optimizacijsko metodo. 
Tabela 5.2: Rezultati razporejanja 10 fleksibilnih ponudb z različnimi algoritmi 






Najslabše se je odrezal algoritem razporejanja NMS, kar je bilo pravzaprav 
pričakovati, saj ti algoritmi pogosto niso zelo učinkoviti pri dogodkovni optimizaciji. Ta 
algoritem je uspel pokriti le približno 12 % energijskih odstopanj. Parametrični evolucijski 
algoritmi so boljši, saj so uspeli pokriti skoraj 40 % napovedanih odstopanj. Med njimi sta 
se najbolje odrezala algoritma DE in GA, ki sta oba uspela znižati napovedana energijska 
odstopanja za skoraj 40 %. Sledi algoritem ES s skoraj 10 % slabšim rezultatom. 
Algoritem AMEBA se je prav tako dobro odrezal, saj je uspel znižati napovedana 
energijska odstopanja za 38 %, kar je praktično enako uspešno kot GA in DE. 
Za boljšo primerjavo algoritmov razporejanja si oglejmo njihovo konvergentnost, 
ki je prikazana na sliki 5.14. Primerjava konvergence algoritmov pokaže, da je 
najuspešnejši algoritem DE, ki je konvergiral najhitreje, saj se je vrednost cenilke ustalila 
že pri 300. iteraciji, sledita mu algoritma GA in ES, ki sta se ustalila po približno 2000 
iteracijah. Najpočasnejšo konvergenco ima algoritem AMEBA, saj se je ustalil šele pri 
9000. iteraciji, kar nakazuje na metodo, ki ima izredno širok prostor iskanja rešitve. 
Algoritem NMS se je prav tako ustalil pri 1000. generaciji. Konvergenco metode smo 
definirali kot ustaljeno stanje vrednosti cenilke. Primer optimalne rešitve, izračunane z 
algoritmom GA, prikazuje slika 5.15. 
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Slika 5.14: Prikaz povprečne konvergence posameznih parametričnih algoritmov 
razporejanja 
Slika 5.15: Rezultat razporejanja z uporabo algoritma GA in 10 fleksibilnimi ponudbami 
Napovedna energijska odstopanja se izravnajo z razporeditvijo fleksibilnih ponudb, 
kar izravna napovedana energijska odstopanja. Na sliki 5.15 lahko to opazimo kot modro 
črto (izravnana napovedna energijska odstopanja), ki se bistveno bolj približa horizontalni 
osi kot rdeča (napovedana energijska odstopanja), in sicer zaradi razporejenih fleksibilnih 
ponudb, ki so predstavljene kot kvadratki zeleno-rumenih barv. 
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 Problem s 100 fleksibilnimi ponudbami
Drugi sklop testiranj zahteva razporeditev 100 fleksibilnih ponudb oz. 300 
parametrov. Rezultati posameznih algoritmov razporejanja so prikazani v tabeli 5.3 in 
predstavljajo povprečni rezultat desetih potekov razporejanj z vsako optimizacijsko 
metodo. 
Tabela 5.3: Rezultati razporejanja 100 fleksibilnih ponudb z različnimi algoritmi 





Nelder-Mead Simplex 94,4 
Najslabše se je pri razporejanju odrezal algoritem NMS. Ta algoritem je uspel 
pokriti le približno 6 % energijskih odstopanj, kar je polovico slabše kot pri problemu s 30 
parametri. Parametrični evolucijski algoritmi so boljši, saj je GA uspel pokriti skoraj 40 % 
napovedanih odstopanj. Veliko slabši rezultat pa je dosegel algoritem DE, ki je uspel 
pokriti komaj 30 % napovedanih odstopanj, kar nakazuje, da je njegova hitra konvergenca 
slabost pri sistemih z več parametri, saj algoritmu precej zoži iskalni prostor, in tako DE 
prej nasede v lokalnem minimumu. Algoritem ES je bilo v primeru s 300 parametri 
nemogoče uporabiti, ker pri reprodukciji uporablja množenje matrik, kar pa je pri 
dimenzijah matrik, ki jih zahteva problem s 300 parametri, računsko zelo zahtevno in bi 
izračuni pri sedanji zmogljivosti osebnih računalnikov trajali več tednov. Algoritem 
AMEBA se je odrezal prav tako dobro kot GA in uspel znižati napovedana energijska 
odstopanja za 40 %. 
Za boljšo primerjavo algoritmov razporejanja si oglejmo njihovo konvergentnost, 
ki je prikazana na sliki 5.16. Primerjava konvergence algoritmov pokaže, da je algoritem 
DE konvergiral najhitreje, saj se je vrednost cenilke ustalila že pri 8000. iteraciji, sledita 
mu algoritma GA in NMS, ki sta se ustalila pri približno 5000. iteraciji. Najpočasnejšo 
konvergenco ima algoritem AMEBA, saj se je ustalil šele pri 10000. iteraciji. Počasna 
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konvergenca algoritma AMEBA je, kot smo že povedali, posledica širokega 
preiskovalnega prostora. 
Slika 5.16: Prikaz povprečne konvergence posameznih parametričnih algoritmov 
razporejanja 
Primer enega izračuna pokritja napovedanih energijskih odstopanj z optimizacijo GA 
prikazuje slika 5.17. 
Slika 5.17: Rezultat razporejanja z uporabo genetskih algoritmov in 100 fleksibilnimi 
ponudbami 
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Napovedana energijska odstopanja se izravnajo z razporeditvijo fleksibilnih ponudb. Na 
sliki 5.17 lahko to opazimo kot modro črto (izravnana napovedana energijska odstopanja), 
katere površina je manjša kot površina rdeče črte (napovedana energijska odstopanja) 
zaradi razporejenih fleksibilnih ponudb, ki so predstavljene kot skupna fleksibilna energija, 
ki jo predstavlja zelena črta. 
5.6 Simulacijsko orodje za simulacijo delovanja SEB-a 
Simulacijsko orodje omogoča simulacijo sistema za zagotavljanje energijske 
bilance bilančne skupine [77]. Simulator je bil zgrajen s programskim orodjem Matlab 
[84], ki ponuja enostaven razvoj algoritmov in širok nabor dodatnih orodij, ki omogočajo 
hitrejšo in lažjo obravnavo dinamičnih sistemov. Simulacijsko orodje je zgrajeno na 
podlagi SEB-a, kar pomeni, da je zgrajeno za delovanje znotraj bilančne skupine. Sestoji iz 
modela bilančne skupine in sistema vodenja SEB.  
5.6.1 Model bilančne skupine 
Model bilančne skupine opisuje energijske tokove vseh elementov, ki sodelujejo v 
sistemu SEB. Sestavljajo ga štirje elementi: pasivni proizvajalci, pasivni porabniki, zunanji 
ponudniki in aktivni ponudniki. Slika 5.18 prikazuje glavno okno orodja za simulacijo 
delovanja SEB-a in v njem ustrezen model bilančne skupine. 
Slika 5.18: Model bilančne skupine, prikazan v orodju za simulacijo delovanja SEB-a 
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Pasivni proizvajalci predstavljajo vire električne energije, ki ne nadzorujejo 
proizvodnje (OVE). Pasivni porabniki predstavljajo ponore električne energije, ki ne 
nadzorujejo svoje porabe (gospodinjstva, industrija …). Zunanji in aktivni ponudniki pa 
predstavljajo vire oz. ponore električne energije zunanjih ponudnikov oz. storitev, ki jih 
opravljajo aktivni ponudniki. Vse štiri elemente povezujeta energijska enačba  (5.6) in 
enačba denarnih tokov  (5.7).  
𝐸𝑜𝑑𝑠(𝑘) = 𝐸𝑝𝑟𝑜(𝑘) + 𝐸𝑝𝑜𝑟(𝑘) + 𝐸𝑧𝑢𝑛(𝑘) + 𝐸𝑎𝑝(𝑘) (5.6) 
Energijska odstopanja (Eods) enega časovnega trenutka (k) so enaka seštevku 
energije, ki jo prispevajo pasivni proizvajalci (Epro), pasivni porabniki (Epor), zunanji 
ponudniki (Ezun) in aktivni ponudniki (Eap). Energijska odstopanja predstavljajo energijo, 
ki je bilančna skupina ne želi, ker jo mora drago plačevati operaterju omrežja, zato smo 
energijska odstopanja pretvorili v strošek bilančne skupine, kar je v enačbi  (5.7) vidno kot 
Dods(k). 
𝐷𝑆𝐸𝐵(𝑘) = 𝐷𝑝𝑟𝑜(𝑘) + 𝐷𝑝𝑜𝑟(𝑘) + 𝐷𝑧𝑢𝑛(𝑘) + 𝐷𝑎𝑝(𝑘) + 𝐷𝑜𝑑𝑠(𝑘) (5.7) 
Bilanca prihodkov bilančne skupine (DSEB) je enaka odhodku za energijo pasivnih 
proizvajalcev (Dpro), zunanjih ponudnikov (Dzun), aktivnih ponudnikov (Dap) in energijskih 
odstopanj (Dods) ter prihodkom pasivnih porabnikov (Dpor) in dela aktivnih in zunanjih 
ponudnikov. Stroški energijskih odstopanj so minimizirani s kontrolnim algoritmom tako, 
da ima bilančna skupina čim večji prihodek. Algoritem maksimira prihodek bilančne 
skupine (DSEB).  
Predstavljeni model ne vsebuje modela električnega omrežja, ker bi upoštevanje 
omejitve pri kapaciteti prenosa električne energije dodatno zelo zapletlo problem in 
preseglo predvideni obseg disertacije. Na ta način se izognemo tudi obravnavi energijskih 
izgub, ki so v EES-u domena operaterjev omrežja in se obračunavajo po posebnem 
postopku.  
Vsak element modela bilančne skupine generira energijski in denarni tok, ki 
ponazarja njegovo delovanje. 
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 Model pasivnih proizvajalcev
Model pasivnih proizvajalcev sestavljata modela sončnih in vetrnih elektrarn. 
Energija, ki jo proizvede model pasivnih proizvajalcev (Epro), je enaka vsoti proizvedene 
energije vseh sončnih (Eson) in vetrnih (Evet) elektrarn, kot kaže enačba  (5.8), kjer n 
predstavlja število sončnih, m pa število vetrnih elektrarn. 







Denarni tok pasivnih proizvajalcev oz. njihov zaslužek pa določa enačba  (5.9). 
𝐷𝑝𝑟𝑜(𝑘) = ∑𝐸𝑠𝑜𝑛 𝑖(𝑘)
𝑛
𝑖=1




Zaslužek pasivnih proizvajalcev (Dpro) je enak seštevku proizvedene energije vseh vetrnih 
in sončnih elektrarn, pomnožene s ceno, ki jo zahteva posamezna sončna (pson) in vetrna 
(pvet) elektrarna na enoto energije. Proizvedeno energijo iz sončnih in vetrnih elektrarn smo 
pridobili iz meritev, ki smo jih nato skalirali tako, da je njihova proizvedena energija 
predstavljala izbrani delež vse proizvedene energije znotraj bilančne skupine [85]. Primer 
proizvodnje sončnih in vetrnih elektrarn je prikazan na sliki 5.19. 
Slika 5.19: Primer proizvodnje električne energije sončnih in vetrnih elektrarn 
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 Model pasivnih porabnikov
Model pasivnih porabnikov sestavljajo različni tipi porabnikov, kot so 
gospodinjstva, industrija in poslovne stavbe, ki skupaj predstavljajo vso porabo električne 
energije v bilančni skupini. Njihovo skupno porabo (Epor) določa enačba  (5.10), kjer 
Eporabnik predstavlja porabo posameznega pasivnega porabnika, n pa število vseh 
porabnikov znotraj bilančne skupine. 




Pasivni porabniki predstavljajo prihodek v bilančno skupino, saj plačujejo za porabljeno 
energijo. Prihodek, ki ga generirajo pasivni porabniki, določa enačba  (5.11) 
𝐷𝑝𝑜𝑟(𝑘) = ∑𝐸𝑝𝑜𝑟𝑎𝑏𝑛𝑖𝑘 𝑖  (𝑘)
𝑛
𝑖=1
∙ 𝑝𝑝𝑜𝑔𝑜𝑑𝑏𝑎 𝑖 (5.11) 
Prihodek pasivnih porabnikov (Dpor) je enak porabi električne energije vsakega 
posameznega porabnika (Eporabnik), pomnoženi s ceno energije (ppogodba), ki jo je uporabnik 
sklenil po pogodbi z bilančno skupino. Za potrebe simulacije smo pridobili skupno porabo 
iz meritev [85]; prikazana je na sliki 5.20. Ker je pri porabnikih tok energije usmerjen k 
ponoru, so prikazane vrednosti negativne. 
Slika 5.20: Primer porabe električne energije pasivnih porabnikov 
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 Model zunanjih ponudnikov
Model zunanjih ponudnikov predstavlja električno energijo, ki jo SEB kupi ali pa jo 
proda zunanjim ponudnikom. SEB kupi električno energijo, če so napovedana energijska 
odstopanja negativna (večja poraba kot proizvodnja), in obratno, električno energijo proda, 
če so napovedna energijska odstopanja pozitivna (večja proizvodnja kot poraba). Primer 
energije, ki je na voljo od zunanjih ponudnikov, je prikazan na sliki 5.21. Primer cen 
električne energije na sliki 5.21 predstavlja več zaporednih zunanjih ponudb, ki so jih 
generirali zunanji ponudniki. Dinamika cen na prikazanem primeru temelji na različnih 








Slika 5.21: Primer cen električne energije zunanjih ponudnikov oz. zunanjih ponudb 
Za ta pristop smo se odločili, ker so bili podatki o cenah energije s trga nedostopni in ker je 
sistem SEB zasnovan tako, da profil zunanjih ponudb ne vpliva na njegovo delovanje. Z 
izbranim pristopom pa smo želeli poudariti obnašanje različnih proizvajalcev električne 
energije v odnosu do časa, ki ga imajo na voljo pred začetkom proizvodnje energije. 
Najdražjo električno energijo nudijo plinske elektrarne, ker imajo najdražji energent in ker 
je njihova dinamika proizvodnje izredno hitra, tako da lahko hitro vskočijo in zagotovijo 
dodatno energijo ali pa hitro znižajo proizvodnjo. Te elektrarne ponujajo najhitrejši odziv, 
zato so na grafu prikazane zelo blizu realnega časa (t0), imajo pa tudi najdražjo 
proizvodnjo električne energije. S pomikanjem od trenutnega časa v prihodnost cene 
električne energije padajo, saj se potrebni odzivni časi daljšajo, in tako lahko v poštev 
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pridejo vedno večje in (s stališča njihove dinamike proizvodnje električne energije) bolj 
toge elektrarne. Tako so naslednje elektrarne, ki pridejo v poštev, elektrarne s trapezno 
proizvodnjo električne energije, to so večinoma elektrarne na fosilna goriva. Le-te so s 
svojo dinamiko proizvodnje še zmožne zagotoviti električno energijo v predpisanem času. 
Na koncu pridemo do najcenejših pasovnih elektrarn, ki so najpočasnejše v odzivih, imajo 
pa tudi najcenejšo električno energijo, saj so to večinoma nuklearne elektrarne oz. 
elektrarne velikih moči, ki so bile zasnovne za obratovanje pri konstantni moči. Te so tudi 
najučinkovitejše in pokrivajo večino porabe električne energije v EES-u [86].  
Primer na sliki 5.21 kaže tudi, kako je s prodajo odvečne električne energije, ki jo 
napove SEB. Če uspemo višek proizvodnje električne energije napovedati dovolj zgodaj, 
lahko ta višek prodamo, kar se na primeru odraža kot zunanje ponudbe z negativno ceno. V 
nasprotnem primeru pa moramo zunanjim ponudnikom plačati, da znižajo svojo 
proizvodnjo in tako izravnajo energijsko bilanco bilančne skupine. 
 Model aktivnih ponudnikov
Model aktivnih ponudnikov sešteva energijske prispevke posameznih aktivnih 
ponudnikov bilančne skupine, ki so razpršeni po omrežju, kar opisuje enačba  (5.12). 
Model pa sešteva tudi denarne tokove vseh aktivnih ponudnikov, ki so posledica njihovih 
energijskih tokov po enačbi  (5.13). 




Električne energija vseh aktivnih ponudnikov (Eap) je enaka vsoti energije posameznih 
sklenjenih ponudb (Eap i). 




Denarni tok (Dap), ki predstavlja strošek za bilančno skupino ter zaslužek za aktivnega 
ponudnika in obratno, zaslužek bilančne skupine ter strošek aktivnega ponudnika, je enak 
seštevku vseh cen sklenjenih ponudb (ppro ali ppro). Model aktivnih ponudnikov skrbi tudi 
za generacijo fleksibilnih ponudb posameznih aktivnih ponudnikov. Generacija ponudb 
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razporejanja je prikazan na sliki 5.25, kjer smo imeli na voljo deset aktivnih ponudnikov s 
svojimi fleksibilnimi ponudbami, ki so sedaj na sliki predstavljene kot sklenjene ponudbe. 
Slika 5.24: Primer izračuna napovedanih energijskih odstopanj napovednega modula 
Slika 5.25: Primer razporejenih fleksibilnih ponudb oz. sklenjenih ponudb 
V primeru na sliki 5.25 lahko vidimo, da je algoritem razporejanja uporabil osem 
aktivnih ponudnikov, dveh aktivnih ponudnikov pa pri izravnavi napovedanih odstopanj ni 
uporabil, bodisi zaradi predrage ponudbe ali pa neustreznega časovnega ali energijskega 
okvira fleksibilnosti. Negativna povprečna električna moč aktivnih ponudnikov pomeni, da 
se ponudniki obnašajo kot odjemalci, ki električno energijo porabljajo. 
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5.7 Simulacija SEB 
V tem poglavju smo predstavili simulacijo SEB, kjer smo najprej določili 
parametre simulirane bilančne skupine ter nato predstavili še rezultate simulacij. 
5.7.1 Nastavitve simulacije 
Nastavitve AO za simulacije opisuje tabela 5.4. 
Tabela 5.4: Nastavitve za simulacijo ADEO 
Oznaka Vrednost Opis 
n 24 ur Čas trajanja simulacije 
m 12 ur Napovedovalni horizont 
ts 15 min Čas vzorčenja 
ipor 1000 Število pasivnih porabnikov 
Epor 25 MWh Dnevna energijska poraba pasivnih porabnikov 
emax 10 % Maksimalna napaka napovedi ob koncu horizonta 
ppro max 150 €/MWh Najvišja cena zunanjih ponudnikov za nakup energije 
ppro min 50 €/MWh Najnižja cena zunanjih ponudnikov za nakup energije 
ppor max 100 €/MWh Najvišja cena zunanjih ponudnikov za prodajo energije 
ppor min –10 €/MWh Najnižja cena zunanjih ponudnikov za prodajo energije 
pove 41 €/MWh Cena energije iz obnovljivih virov 
Čas trajanja simulacije smo izbrali na podlagi dnevnih profilov gospodinjskih porabnikov, 
kar pomeni, da znotraj enega dneva zaobjamemo vsa njihova tipična obnašanja pri porabe 
električne energije, kot so dnevno-nočni režim, jutranja in večerna konica in drugi. Dolžino 
napovednega horizonta smo izbrali na podlagi cene proizvodnje električne energije, ki od 
časa 12 ur dalje ni bistveno nižja, in točnosti napovedi proizvodnje OVE, ki je za daljše 
čase v prihodnost slabša. 
Simulirano bilančno skupino sestavlja 1000 pasivnih porabnikov električne 
energije, ki predstavljajo gospodinjske odjemalce s skupno dnevno porabo 25 MWh. Ti 
odjemalci imajo sklenjeno pogodbo o odkupu električne energije z bilančno skupino po 
ceni 78 €/MWh, kar znese 1950 € dnevnega prihodka za bilančno skupino in približen 
mesečni račun za energijo na porabnika v višini 58 € [87]. Maksimalna napaka napovedi 
proizvodnje oz. porabe električne energije je ±10 % od povprečne vrednosti napovedovane 
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veličine. To vrednost smo izbrali na podlagi natančnosti napovedi drugih metod, ki 
dosegajo natančnosti med 5 % in 20 % [86]. Cene električne energije zunanjih ponudnikov 
odražajo proizvodne cene električne energije različnih tipov elektrarn, in sicer od 150 
€/MWh za plinske elektrarne do 50 €/MWh za nuklearne elektrarne. Cene za odkup porabe 
oz. nakup zmanjšanja proizvodnje električne energije predstavlja nadomestilo proizvajalcu 
električne energije za zmanjšanje proizvodnje, kar mu povzroča izgube, saj mora 
obratovati izven optimalnega delovnega območja elektrarne, in znižuje dohodek, ker 
energije ne bo proizvedel. Odkupna cena za energijo, proizvedeno z OVE, je 41 €/MWh in 
je enotna za vse tipe OVE ter predstavlja strošek bilančni skupini [88].  
5.7.2 Simulacijski rezultati 
Izvedbo simulacij smo razdelili v tri sklope. V prvem preverimo učinke integracije 
OVE v AO. V drugem sklopu dodamo aktivne ponudnike, ki pa svoje storitve ponujajo 
brezplačno, in v tretjem sklopu preverjamo učinke, ko aktivni ponudniki zaračunajo svoje 
storitve. 
 Učinki integracije OVE
S tem testom prikazujemo učinke integracije OVE na stroške bilančne skupine brez 
uporabe aktivnih ponudnikov. Rezultati testiranj so prikazani na sliki 5.26. 
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predstavljajo 10 % fleksibilne energije glede na celotno porabo. Rezultate testa smo 
razdelili v dva dela. Prvi del rezultatov je predstavljen na sliki 5.28 in prikazuje aktivne 
ponudnike, ki so ponujali proizvodnjo električne energije, drugi del rezultatov je 
predstavljen na sliki 5.29 in prikazuje aktivne ponudnike, ki so ponujali porabo električne 
energije. 
Slika 5.28: Dohodki bilančne skupine in aktivnih ponudnikov za proizvodnjo električne 
energije 
Če opazujemo rezultate na sliki 5.28, je dohodek bilančne skupine najvišji pri brezplačnih 
storitvah aktivnih ponudnikov, kar predstavlja začetno točko in hkrati tudi rezultat 
prejšnjega testa. Ko se storitve aktivnih ponudnikov dražijo, se dohodek bilančni skupini 
znižuje in dohodek aktivnim ponudnikov zvišuje do maksimalnega dohodka, pri ceni 
energije približno 28 €/MWh. Nato začne dohodek aktivnih ponudnikov upadati, saj je 
energija zunanjih ponudnikov vedno bolj konkurenčna v primerjavi s ceno energije 
aktivnih ponudnikov. 
Če pa opazujemo rezultate na sliki 5.29, kjer aktivni ponudniki ponujajo porabo 
energije v zameno za znižano plačilo, pa je maksimalni dohodek bilančne skupine tam, 
kjer je cena za porabljeno energijo, ki jo porabnik želi porabiti, najvišja. To je približno 80 
€/MWh, kar je obenem tudi cena električne energije po pogodbi z bilančno skupino za 
pasivne odjemalce. Ko aktivni ponudniki nižajo ceno za porabo električne energije, začne 
dohodek bilančni skupini padati in začne naraščati dohodek aktivnim ponudnikom. Z 
nadaljnjim nižanjem cene imajo aktivni ponudniki višji dohodek, saj se bilančni skupini 
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bolj splača kupovati njihovo porabo kot pa kupovati na trgu, kjer je najdražja cena porabe 
na trgu enaka 100 €\MWh. Prednost uporabe aktivnih ponudnikov, ki porabljajo energijo 
za bilančno skupino, je v tem, da lahko za njihove ponudbe nakupijo potrebno energijo od 
zunanjih ponudnikov v času, ko je cena nižja. Ob tem pa še vedno obdržijo možnost 
prilagajanja porabe zaradi sprememb napovedanih energijskih odstopanj. 
Slika 5.29: Dohodki bilančne skupine in aktivnih ponudnikov za porabo električne energije 
5.8 Zaključek 
Zaključek smo razdelili na dva dela. V prvem delu podajamo zaključke primerjave 
različnih algoritmov razporejanja, v drugem delu pa zaključke sistema za zagotavljanje 
energijske bilance. 
5.8.1 Primerjava algoritmov razporejanja 
Evolucijske algoritme smo primerjali tudi na problemih razporejanja energije, ki 
predstavlja problem na višjem oz. proizvodnem nivoju. Primerjali smo parametrične 
metode GA, DE, ES, NMS ter strukturno metodo AMEBA. Reševali smo dva problema z 
različno težavnostjo, kjer je bilo treba v prvem primeru optimizirati 30 parametrov, v 
drugem pa 300.  
Pri lažjem problemu se je za najuspešnejšo izkazala metoda DE, ki je dosegla 
najboljši rezultat (največje zmanjšanje napovedanih energijskih odstopanj: 40 %) in tudi 
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najhitrejšo konvergenco. Metodi GA in AMEBA sta dosegli praktično identičen rezultat, 
vendar s počasnejšo konvergenco. Sledi jima metoda ES, ki je dosegla za 10 % slabši 
rezultat, njena konvergenca pa je primerljiva s konvergenco metode GA. Po pričakovanjih 
je najslabši rezultat dosegla metoda NMS. Napovedana energijska odstopanja ji je uspelo 
znižati za 10 %. 
Pri težjem problemu pa sta se za najuspešnejši izkazali metodi AMEBA in GA. Obe 
metodi sta dosegli 38% znižanje napovedanih energijskih odstopanj, vendar je 
konvergenca metode AMEBA precej počasnejša od konvergence metode GA. Presenetila 
je predvsem metoda DE, ki velja za izredno hitro, vendar se je izkazalo, da pri večjem 
številu parametrov ni tako učinkovita, saj je v našem primeru uspela znižati napovedana 
energijska odstopanja le za 28 %. Vzrok za to je predvsem ozko področje preiskovanja, kar 
ji na eni strani nudi hitro konvergenco, vendar pa jo na drugi strani, pri kompleksnejših 
problemih, ovira pri iskanju globalno najboljših rešitev. Metoda AMEBA se je v obeh 
primerih izkazala kot izredno učinkovita. Njena pomanjkljivost je le počasna konvergenca, 
kar je posledica njenega širokega področja preiskovanja, ki pa ji na drugi strani omogoča 
iskanje globalno najugodnejših rešitev. Konvergenco metode bi se dalo brez oženja 
njenega prostora preiskovanja nadalje optimizirati predvsem na področju reproduktivnih 
mehanizmov, saj so šele v začetni fazi razvoja in imajo še prostor za izboljšanje. Poleg 
tega pa je pri vsakem od omenjenih postopkov zelo pomembna primerna definicija cenilke, 
kar tudi močno vpliva na hitrost reševanja in uspešnost končne rešitve. 
5.8.2 Sistem za zagotavljanje energijske bilance 
Predlagani sistem SEB ponuja učinkovito rešitev vodenja za bilančno skupino 
znotraj AO, saj izboljšuje integracijo OVE in omogoča sodelovaje vseh njenih 
uporabnikov. Rezultati so pokazali dve prednosti uporabe za bilančno skupino. Prva 
prednost se pokaže pri izravnavi napovedanih odstopanj, kjer se napovedi vedno 
spreminjajo. Če bilančna skupina uporablja aktivne ponudnike, ti predstavljajo določeno 
kapaciteto fleksibilne električne energije, ki je ni potrebno plačati do njene uporabe za 
razliko od zunanjih ponudnikov, kjer je potrebno plačati zakupljeno energijo. Druga 
prednost pa se pokaže pri aktivih uporabnikih, ki želijo porabljati električno energijo in to 
sporočijo preko fleksibilnih ponudb, kar omogoča bilančni skupini tako zgodnejši nakup 
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energije zanje, ko je še cenejša, kot še vedno ohraniti fleksibilnost zaradi sprememb v 
napovedih.  
Sistem pa, poleg učinka boljše integracije OVE, odpira tudi popolnoma nov trg za 
storitve aktivnih ponudnikov, ki lahko na ta način profitirajo. Rezultati testiranj kažejo, da 
je sodelovanje aktivnih ponudnikov ekonomsko stimulativno vsaj na področju ponujanja 
porabe električne energije, kar je mogoče že dovolj za začetek vlaganj v to novo področje. 
Vendar pa bodo cene storitev aktivnih ponudnikov vedno omejene navzgor z najvišjo ceno 
električne energije najdražjih elektrarn in navzdol z ekonomsko bilanco same tehnologije 
storitev aktivnih ponudnikov.  
Pri prenosu sistema SEB v realno okolje pa je potrebno upoštevati njegove 
omejitve, kot sta na primer prenosno in distribucijsko omrežje. Omrežje ima omejeno 
kapaciteto pri prenosu električne moči, kar bi lahko v model SEB vključili v cenilko kot 
dodatni pogoj. Tako bi lahko s SEB prerazporejali energijske tokove in s tem 
razbremenjevali omrežne poti ter na ta način tudi zmanjšali infrastrukturne stroške. Drugi 
vpliv omrežja so tehnične izgube pri prenosu energije. V obstoječem sistemu bilančne 
sheme je obravnavanje tehničnih izgub domena operaterjev omrežja in je ločena od dobave 
energije odjemalcev. Vpeljava sistemov kot je SEB, virtualnih elektrarn in sistemov za 
prilagajanje odjema lahko ob določenih neugodnih prerazporeditvah energije poveča 
tehnične izgube in s tem vpliva na stroške, ki so v breme operaterjem. 
Sistem SEB je še posebej primeren za izvedbo na otočnih sistemih oz. mikro 
omrežjih (angl. Micro Grids), kjer so zaradi majhnega števila odjemalcev in razpršenih 
virov nihanja pri prenosu energije še posebej velika in so potrebe po prerazporejanju 
relativno večje. Poleg tega so tudi razdalje med porabniki in proizvajalci majhne, kar 




Poleg zaključkov, ki smo jih podali ob koncu vsakega poglavja, bi na tem mestu 
želeli še enkrat poudariti, kaj so glavna sporočila tega dela. 
Evolucijski algoritmi so metode, ki so primerne za reševanje kompleksnih 
problemov, to je problemov, ki zahtevajo obravnavo velikega števila parametrov, kakršno 
je na primer razporejanje energije v AO in načrtovanje modelov ter vodenje dinamičnih 
sistemov. 
Predstavili smo metodo AMEBA, ki spada med algoritme evolucijskega računanja. 
Osnovna enota algoritma AMEBA je agent, ki transformira vhodne podatke preko vozlišč 
in povezav v izhodne podatke. Vozlišča predstavljajo matematične funkcije, kot so 
seštevanje, množenje, zakasnitev in druge, informacije med njimi pa se prenašajo preko 
povezav. Agent z vozlišči in povezavami predstavlja mrežasto strukturo, za kar je bilo 
potrebno razviti tudi prilagojene reproduktivne mehanizme. Z evolucijo nato razvijamo 
agente, ki bolj ali manj uspešno rešujejo zastavljeni problem. Razvili smo tudi programsko 
orodje in grafični vmesnik, ki omogoča uporabniku prijazno uporabo metode. Programsko 
orodje je razvito v programskem okolju Matlab. 
Predstavljena metoda AMEBA se uspešno spopada z obema vrstama problemov, 
tako na fizičnem oz. spodnjem nivoju, kot na proizvodnjam oz. zgornjem nivoju, kar smo 
ilustrirali na treh primerih različnih dinamičnih sistemov: sistemu treh povezanih 
shranjevalnikov, sistemu vodikove gorivne celice in na sistemu za razporejanje energije. 
Glavne prednosti metode, poleg uspešnega reševanja problemov vodenja dinamičnih 
sistemov, so tudi: relativno enostavna uporaba, kjer uporabnik nastavi število vhodnih in 
izhodnih vozlišč in nato požene optimizacijo, enostavna možnost prilagoditve na druga 
znanstvena področja, kjer samo spremenimo tipe vozlišč, možnost vgraditve znanja o 
obravnavanih problemih, kar omogoča generiranje primernejših rešitev, uporaba parametra 
izražanja, ki določa vplive posameznih vozlišč, kar občutno vpliva na potek evolucije 
poleg tega pa agent predstavlja kar simulacijsko shemo, kar omogoča direktno simulacijo 
brez uporabe posebnih orodij. 
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Poseben poudarek smo dali sistemu za razporejanje energije SEB v omrežja AO, ki 
omogoča uspešno vključevanje vseh uporabnikov EES-a in zagotavlja stabilno, varno in 
ekonomično električno energijo. SEB na podlagi napovedane razlike med porabo in 
proizvodnjo električne energije znotraj bilančne skupine razporeja uporabnike, ki so 
ponudili pripravljenost za prilagajanje (preko fleksibilnih ponudb), tako da čim bolj zniža 
napovedano razliko.  
Razvili smo tudi simulator bilančne skupine, ki omogoča simulacijo delovanja 
sistema SEB in ga je mogoče upravljati preko uporabniku prijaznega programskega orodja, 
razvitega v Matlabu. Simulator omogoča tudi povezavo med dinamičnimi sistemi nižjega 
oz. fizičnega nivoja, kot so npr. vodikove gorivne celice, ter dinamičnimi sistemi višjega 
nivoja, kot je razporejanje energije, čeprav trenutno ta povezava ni potrebna, ker so 
časovne konstante obeh sistemov tako različne, da jih lahko obravnavamo ločeno. Seveda 
pa se lahko ta potreba izkaže za pomembno v prihodnosti. Izgradnja novega simulacijskega 
sistema je bila potrebna, saj obstoječi simulacijski sistemi ne omogočajo hkratne simulacije 
tako električnih kot finančnih tokov. Poleg tega pa tudi niso zasnovani za delovanje znotraj 
bilančne skupine in večinoma tudi ne omogočajo sodelovanja zunanjih ponudnikov 
električne energije. 
Prikazani rezultati in nekateri nakazani problemi odpirajo številna nadaljnja 
vprašanja, ki se navezujejo po eni strani na sam algoritem AMEBA, po drugi pa seveda 
tudi na definiranje problema optimizacije in ustrezne cenilke, kar zelo vpliva na kvaliteto 
rešitve. 
Nadaljevanje dela na algoritmu AMEBA bi zahtevalo predvsem optimizacijo 
njegovih reproduktivnih mehanizmov, kjer bi lahko dodali še mehanizme reprodukcij 
drugih algoritmov, ki so se izkazali za zelo uspešne. Posvetiti bi se bilo treba tudi izgradnji 
novih tipov vozlišč z različnimi vrstami preslikav, kar bi razširilo učinkovitost in 
uporabnost algoritma. V predstavljeni obliki metode lahko vozlišča v enem simulacijskem 
trenutku samo enkrat izračunajo svoj izhod. Vpeljali pa bi lahko tudi novo vrsto vozlišča, 
ki bi omogočalo večkratni izračun določenega skupka vozlišč znotraj agenta. To bi metodi 
omogočalo izvajanje dodatnih izračunov v obravnavanem računskem koraku. Velja pa 
razmisliti tudi o vzporedni evoluciji, kjer se evolucija odvija v več okoljih ločeno, nato pa 
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določene osebke menjamo iz enega okolja v drugega ter tako povečujemo raznolikost 
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