We generate time series from scale-free networks based on a finite-memory random walk traversing the network. These time series reveal topological and functional properties of networks via their temporal correlations. Remarkably, networks with different node-degree mixing patterns exhibit distinct self-similar characteristics. In particular, assortative networks are transformed into time series with long-range correlation, while disassortative networks are transformed into time series exhibiting anticorrelation. These relationships are consistent across a diverse variety of real networks. Moreover, we show that multiscale analysis of these time series can describe and classify various physical networks ranging from social and technological to biological networks according to their functional origin. These results suggest that there is a unified dynamical mechanism that governs the structural organization of many seemingly different networks. Recently, there is a growing industry in the application of network theory to study traditional nonlinear dynamical systems-possibly nonlinear time series are transformed into networks and then analyzed with various complex network tools [1] [2] [3] [4] . The transformed networks are characterized by a wide range of statistics in the complex network domain, enriching our understanding of the underlying dynamical systems. For example, recurrence networks based on the concept of recurrences in phase space allow us to characterize and classify dynamics, to detect dynamical transitions, as well as to identify invariant substructures [4] . In this sense, the network based analysis provides us with another perspective to understand the dynamical systems.
Recently, there is a growing industry in the application of network theory to study traditional nonlinear dynamical systems-possibly nonlinear time series are transformed into networks and then analyzed with various complex network tools [1] [2] [3] [4] . The transformed networks are characterized by a wide range of statistics in the complex network domain, enriching our understanding of the underlying dynamical systems. For example, recurrence networks based on the concept of recurrences in phase space allow us to characterize and classify dynamics, to detect dynamical transitions, as well as to identify invariant substructures [4] . In this sense, the network based analysis provides us with another perspective to understand the dynamical systems.
While this recent work has focused on analyzing dynamical systems by constructing networks and applying tools from complex network theory, the inverse direction has been overlooked. Recently, a deterministic method has been proposed by Shimada et al. [5] : the eigenvector corresponding to the maximum eigenvalue of a network's adjacency matrix is treated as the transformed time series. In this regime, the small-world property of a network is reinterpreted as the intensity of the periodicity of the constructed time series. However, this method has very limited utility when applied to the scale-free (SF) networks. Indeed, the abundance of recent work with real networks showing scale-free features has attracted considerable attention since the seminal work of Barabási and Albert [6] .
In this paper, we propose a method to transform a SF network into a nonlinear time series based on a finite-memory random walk. In contrast to the approach of Shimada, Ikeguchi, and Shigehara [5] -which, being based on eigenvectors may be considered "structural"-our approach is inherently dynamical. The network is used to define a stochastic dynamical system. Moreover, our approach can also be applied to any network and is not limited to the analysis of small-world features. We find that the constructed time series inherits nontrivial information of the underlying network. In particular, the self-similar features of the obtained time series reveal * zhao.yi@hitsz.edu.cn mixing patterns of the network. Application to real networks provides further evidence of the relationship between the mixing pattern of networks and self-similar features in the constructed time series. More significantly, we find that there is a unified dynamical mechanism hidden in various physical networks with the same function that uncovers the essential differences among social, biological, and technological networks.
We start from the construction of time series for a (complex) network with N nodes. The network is fully described by a symmetric adjacency matrix A with elements a ij = 1 if nodes i and j are connected and a ij = 0 otherwise. For a scale-free network, the degree of node i given by k i = N l=1 a il follows a power-law distribution, meaning that a large majority of nodes have low degrees but a small number of nodes (known as "hubs") have high degrees. We then define a finite-memory random walk traversing the network and study its trajectory as a time series-the value of the time series at each point in time being a function of the properties of the currently visited node. The behavior of this random walk is fully described by a transition probability {π ij (t)}. At time t, a walker moves from the current node i to node j with the transition probability π ij (t), dependent on the previous visited node information such that
The sign function sgn(·) equals one when τ > 0 and sgn(0) = 0. Here, k(t − 1),k(t − 2), . . . , k(t − τ ) are degrees of nodes being visited at past τ interval times. The parameter τ controls how much historical information is used at each step and further affects the trajectory of the walker. Specially, when τ = 0, the transition probability degenerates to π ij (t) = a ij /k i , which corresponds to the generic memoryless random walk on a network, previously studied in [7, 8] . In contrast, for 0 < τ < ∞, according to Eq. (1), when the walker visits high-degree node, it usually departs from the high-degree nodes for the next τ interval times on average and is then absorbed by the high-degree nodes again. We define the sequence of nodes being visited by the walker as discrete time of time series and degrees of visited nodes as values of time series, which can be regarded as quantization of a dynamical system. In this sense, the transformed time series shows a pseudoperiodic behavior reminiscent of the appearance of much real data such as human speech, annual sunspot numbers, and laser output [9] (see Fig. 1 ). We can see that intervals of adjoining local maxima are around the memory parameter τ in the resultant time series.
After constructing the time series {x i } n i=1 from a given (scale-free or otherwise) network, we investigate selfsimilarity of the time series by using detrended fluctuation analysis (DFA) [10] . The entire time series is first integrated according to
we divide the integrated time series into several overlapping boxes of equal size l. In each box, a polynomial function y l (k) is fitted to the integrated data y(k). Finally, we calculate the mean fluctuation function 2 and repeat this process over a range of box sizes varying from 2 to n. Generally, F (l) will increase with the box size l shown that F (l) ∝ l α . Typically, anticorrelation exists for 0 < α < 0.5 and correlation for 0.5 < α < 1, while α = 0.5 corresponds to no correlation.
We present mathematical evidence that the scaling exponent α of DFA analysis is invariant under affine transformation. More precisely, when series {x
with the rescaling factor K, i.e., x ′ i = Kx i . Their corresponding scaling exponent α will be the same.
First, it is easy to justify that their integrated values satisfy the relationship y
can be reexpressed as Kx. Substituting them into definitions of y ′ (k) and y(k), we obtain the relation y ′ (k) = Ky(k). Now we prove that their polynomial function satisfies y ′ l (k) = Ky l (k) for each box size l. Without loss of generality, we consider the polynomial function fitting the integrated data in the first box of size l, where the fitting data is
. According to the leastsquare method [11] , multinomial coefficients {a k } N k=0 satisfy the following equation:
In the same way, multinomial coefficients
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Combining Eq. (2) and Eq. (3) together, we obtain ⎡
Thus it implies that
Substituting it and the relation y ′ (k) = Ky(k) into the definition of the mean fluctuation function, we obtain
So, their scaling exponents α are identical. Our finding suggests that the properties of nodes being linear functions of node degree will result in the same long-range correlation. We apply the proposed method to the Barabási-Albert (BA) model that can reproduce the scale-free property [6] . We will show that the self-similarity of the constructed time series has a closer relationship with the mixing pattern of the SF network. By using the link rewiring method [12] to adjust the mixing pattern of the network, we can generate an ensemble of networks with the same degree distribution but different mixing patterns. We use the assortativity coefficient r to quantify the mixing pattern of a network [13] . If r > 0, the network is said to exhibit assortative mixing-high-degree nodes connect to other high-degree nodes. In contrast, when r < 0, the network is called disassortative-high-degree nodes prefer to attach to low-degree nodes. Indeed, in a complex network regime, the mixing pattern is claimed to be a by-product of community structure of the network that has attracted wide attention [14] [15] [16] [17] .
Figure 2(a) shows the results of all the DFA of the constructed time series from a disassortative mixing network, a neutral mixing network, and an assortative mixing network, respectively. We see that different mixing patterns of networks generate distinct scaling behaviors. Specifically, the scaling exponent α of assortative mixing networks is larger than 0.5, whereas that of the disassortative mixing network is less than 0.5 [see Fig. 2(b) ]. In fact, according to Eq. (1), movement of the finite-memory random walk is confined by the local structure of the underlying network that in turn may encode information of the structural organization into temporal correlations of trajectories. Specially, when performing the finite-memory random walk on an assortative mixing network, visiting a high-degree node is more likely to lead to subsequent high-degree nodes in a few intervals and vice versa. As a result, the constructed time series presents long-range correlation in its temporal correlation. In contrast, for a disassortative mixing network, large and small degree nodes are more likely to occur alternatively. Hence the transformed time series usually shows an anticorrelation behavior. Moreover, Fig. 2(c) shows the results of the DFA with respect to several time delays τ of the memory random walk. For τ > 0, the scaling exponents α show the same tendency with the increase of r. Even with the increase in τ the result does not change dramatically. But, when τ = 0, the scaling exponent α approximately equals 0.5 over the whole range of r, revealing that the generic memoryless random-walk approach fails to capture the mixing pattern of the network. Furthermore, we generate an ensemble of the SF networks from the BA model with the network size N ranging from 1000 to 25 000. Figure 2(d) shows that the scaling exponent α has remained constant over the different network sizes N, suggesting that our approach is insensitive to the size of network.
The time-series view of complex networks reveals interesting connections that the mixing patterns of the network can be inferred from the long-range correlation of the constructed time series. We have so far illustrated our results with detrended fluctuation analysis and linear degree assortativity for undirected and unweighted networks. Of course, our approach can also be extended to other typical networks such as weighted networks and directed networks. For a weighted network, we only need to replace the node's degree k i using the node's strength (i.e., the sum of the weights of its adjacent edges) in Eq. (1). To address a directed network, the core problem is how to deal with edge directions. One direct way is to consider it as an undirected network without concerning edge directions. Alternatively, we can adopt the PageRank random walk to transform the directed network into an undirected weighted one as was done in [18] , where information of edge directions is encoded into edge weights.
We now consider the application of our approach to several real networks including social (e-mail [19] , coauthorships [20] , and dolphin [21] ), biological (neural network [22] , C. elegans [23] , protein [24] , and yeast [25] ), technological (power grid [26] , electronic circuits [25] , and language [26] ), and air transportation (North America, Middle East, and global [14] ) networks to further demonstrate this relationship. More detailed information of each network is in Ref. [27] . We repeat the calculation applied to the BA model with these real networks. As expected, the scaling exponent α shows a strong positive correlation with the assortativity coefficient r [see Fig. 3(a) ]. The correlation coefficient between them is 0.771 without including the yeast network. To go beyond the global features associated with the scale-free property, we examine some specific substructures-and in particular motif occurrence. For example, there are significant frequent occurrences of the three-node motif elsewhere termed the "feed forward loop" and a four-node motif labeled "bi-fan" [25] , which result in its scaling behavior deviating markedly from our expectation. Moreover, their p value is 0.003, suggesting the higher confidence level of our conclusion.
We find that some real networks, such as the neuronal network, may actually have a positive r according to our previous analysis. This result agrees with that of Xu et al. [28] , which demonstrated that some real networks show a false disassortative mixing induced by superrich nodes. The authors gave an alternative paradigm r c to determine the genuine mixing pattern of networks with superrich nodes. Here, we also investigate the scaling exponent α with respect to the paradigm r c [28] [see Fig. 3(b) ]. It is shown that the results of the majority of these networks are consistent with our previous analysis that the assortative network shows long-range correlation-while the disassortative networks exhibit anticorrelation (with the exception of the networks of coauthorships and electronic circuits). One possible explanation is that both these exceptions have some additional local features beyond the scale-free property. Specifically, the network of coauthorships exhibits apparent community structure and the group leaders or senior researchers of groups are the community centralities in this network [20] . For the network of electronic circuits, one observes an abundance of biparallel motifs that may reflect the circuit's function [25] .
We now take into consideration two commonly used global statistics, the clustering coefficient c and the average shortest distance ⟨d⟩, as a comparison. For the cases shown in Figs. 3(c)  and 3(d) , the corresponding correlation coefficients are 0.098 and 0.224, respectively, indicating that neither of them has a direct relationship with possible statistics in the time-series domain. The p value further supports this conclusion with values of 0.748 and 0.483, respectively. This may, to some extent, explain why the mixing pattern plays a key role in dominating dynamical behaviors on the SF networks rather than other global statistics [13] .
The previous DFA analysis provides only a part of the timeseries perspective of network structure. We further employ multiscale entropy (MSE) to extract more information of network structure that absents from the purely topological aspect. The MSE defines a complexity measurement based on quantifying the sample entropy over the multiple scales [29] . Given a transformed time series {x i } n i=1 , first, construct consecutive coarse-grained time series {y (ϵ) }, according to the equation:
where ϵ is the scale factor. Second, calculate the sample entropy (SampEn) for each coarse-grained time series {y (ϵ) }. Finally, plot the sample entropy as the function of the scale factor ϵ and observe the profile of the MSE curve. To better describe the results obtained from various networks, we first show the profiles of some typical time series as a reference; see Fig. 4(a) . We see that the entropy values of white noise monotonically decrease with the increasing scale, while that of the 1/f series remains almost constant for all scales. Similarly, for discrete-time chaotic maps, such as the Hénon map and the Ikeda map, the entropy measure markedly increases on small scales and then gradually decreases. Conversely, the entropy measure of a continuous-time chaotic system, for example, the Rössler system, monotonically increases.
We apply the MSE technique to analyze the time series transformed from the BA model with different mixing patterns based on the link rewiring method [12] . From Figs. 4(b)-4(d) , we observe that the entropy measure for time series derived from the disassortative mixing pattern networks presents the same behavior as expected of white noise, while the behavior for assortative mixing pattern networks shows a similar profile to the discrete-time chaotic system for small value r and resembles the behavior of the continuous-time chaotic system when r is extremely large. These findings show the possible dynamical features of different network mixing patterns that cannot be captured only by means of the often studied global properties in the network domain. This suggests that there is a dynamical mechanism governing the structure organization of the SF networks. Importantly, time-series-based analysis offers another view of network structure changing over the evolution from disassortative to assortative that enriches our understanding of network structure organization.
Interestingly, when applying the MSE technique to the previous real networks, we find that networks of the same type show a similar profile; see Fig. 5 . Specially, for the air transportation networks, the entropy measure markedly increases on small scales and then smoothly decreases. This similarity in profiles may point to a fundamental mechanism underlying the design of transportation systems-for example, that such a structure is the most efficient organization for transportation. However, none of these profiles common to the air transportation networks matched the ones found in the social networks, the biological networks, and the technological networks. Hence these profiles may uncover the underlying mechanism that governs each type of network. For example, the social networks reflect the behavior among persons driven by basic interpersonal relationships, whereas the biological networks evolve to provide interaction among proteins that support the basic metabolic imperative. The rule of metabolism seems to give rise to significantly different profiles than does the interpersonal relationship. Although we do not provide a complete explanation of these differences, the MSE technique indeed allows one to classify complex networks according to their functions efficiently from another perspective beyond the topological structure aspect.
In this paper, we have proposed a method for transforming SF (or other) networks into time series based on a finitememory random walk. By studying the statistical properties of the resultant time series, we find the following interesting connections: the time series built from an assortative network shows long-range correlation, while that formed from a disassortative network exhibits anticorrelation. We attribute this distinction to the spatial organization of the hub nodes on networks and this in turn can be used to detect the mixing pattern of networks. Moreover, our approach can characterize and classify real networks ranging from social and technological to biological networks correctly according to their function that uncovers the underlying uniform mechanism governing many seemingly different topological structures. The results show that these time-series statistics combine to be a powerful tool in characterizing the structural features of complex networks from another perspective. The random sampling inherent to the finite-memory random walk also suggests that this approach may be useful for characterizing extremely large networks for which an exhaustive computation of assortativity (or other properties) may be prohibitive.
