The accurate modeling of protein dynamics in crystalline states holds keys to the understanding of protein dynamics relevant to functions. In this study, we used coarse-grained elastic network models ͑ENMs͒ to explore the atomic fluctuations of a protein structure that interacts with its crystalline environment, and evaluated the modeling results using the anisotropic displacement parameters ͑ADPs͒ obtained from x-ray crystallography. To ensure the robustness of modeling results, we used three ENM schemes for assigning force constant combined with three boundary conditions for treating the crystalline environment. To explore the role of crystal contact interactions in the modeling of ADPs, we varied the strength of interactions between a protein structure and its environment. For a list of 83 high-resolution crystal structures, we found that the optimal modeling of ADPs, as assessed by a variety of metrics, is achieved for weak protein-environment interactions ͑compared to the interactions within a protein structure͒. As a result, the ADPs are dominated by contributions from rigid-body motions of the entire protein structure, and the internal protein dynamics is only weakly perturbed by crystal packing. Our finding of weak crystal contact interactions is also corroborated by the calculations of residue-residue contact energy within a protein structure and between protein molecules using a statistical potential.
I. INTRODUCTION
Protein structural dynamics, including both structural fluctuations in an equilibrium state and large conformational changes between equilibrium states, is increasingly recognized as a key linkage between protein structures and functions. 1 With the fast progressing of structural probing techniques such as nuclear magnetic resonance ͑NMR͒, 2 high-resolution information of protein dynamics can be obtained via the analysis of various dynamics data such as NMR order parameter. 3 The time-honored x-ray crystallography remains the primary source of protein dynamics data at atomic or near-atomic resolution. Atomic fluctuations in protein crystal structures have been traditionally quantified by the isotropic temperature factors ͑or B factors͒, which use an isotropic Gaussian distribution to characterize the spread of electron density of each atom. 4 Recently, a growing number of high-resolution protein crystal structures have been refined using anisotropic Gaussian distributions, which characterize atomic fluctuations by a symmetric tensor with six independent elements named anisotropic displacement parameters ͑ADPs͒. 5, 6 Unlike the B factors, the ADPs describe not only the magnitude but also the direction of meansquared atomic displacements. Therefore, they offer much richer information of protein structural dynamics in crystalline states.
To explore the fine details of protein structural dynamics, an array of computational methods ranging from all-atom molecular dynamics simulation 7 to various coarse-grained modeling techniques 8 have been developed. Several models have been employed to quantitatively describe the dynamic contributions to the crystallographic B factors and ADPs. One popular model ͑TLS model͒ describes a protein as an assembly of rigid subunits, and it fits the B factors with an optimized combination of translations, librations, and screwing motions. [9] [10] [11] Alternatively, low-frequency normal modes, which are known to capture the large-amplitude collective motions of protein structures, have been used to fit B factors 12, 13 and refine ADPs. 14, 15 Initially, the normal modes were solved from all-atom potential functions following energy minimization. [16] [17] [18] This procedure is computationally expensive for large protein structures, and it is susceptible to structural distortions caused by energy minimization. More recently, elastic network models ͑ENMs͒, including anisotropic network model ͑ANM͒ [19] [20] [21] and its isotropic variation-Gaussian network model ͑GNM͒, 22, 23 have been developed to model protein dynamics with coarse-grained resolution. The ENM is usually constructed based on a C ␣ -only representation of protein structures, where neighboring C ␣ atoms are connected by harmonic springs with a uniform 19 or distance-dependent 24, 25 force constant. Such dramatic simplification allows the coarse-grained normal modes to be calculated efficiently without energy minimization. The collective motions described by low-frequency modes remain unchanged despite the use of coarse-grained representation and harmonic potential function. 26, 27 The crystallographic B factors have been modeled by GNM 28, 29 and ANM 30 with remarkable success. GNM was found to achieve a better performance than a simplified TLS model without using any fitting parameters, 31 although the full TLS a͒ Electronic mail: wjzheng@buffalo.edu.
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model ͑with ten fitting parameters͒ seemed to perform better. 32 Recently, ANM has been used to model ADPs with reasonable success. [33] [34] [35] The major difference between TLS and ANM is that TLS only considers rigid-body movements ͑rotations and translations͒ and ignores internal motions, while ANM only accounts for internal motions ͑captured by normal modes with nonzero eigenvalue͒ and ignores global rigid-body motions. Attempts to include rigid-body motions in ENM-based fitting of B factors and ADPs supported the importance of their contributions, 32, 35, 36 although there are concerns about overfitting with many parameters. 35 It is thus desirable to develop a physically based model to incorporate both rigid-body motions and internal motions without relying on multiparameter fitting.
As testified by the great success of x-ray crystallography, it is generally agreed that a protein's crystal structures are relevant to its physiological states in solution. Therefore, crystal packing is unlikely to significantly alter protein native conformations, although one of several functionally relevant conformations may be favored by a particular crystal packing symmetry. However, it is still not clear how much the protein dynamics in a crystalline state correlates with the protein dynamics in solution. It is conceivable that crystal packing may affect the fluctuations of those atoms involved in crystal contacts. Indeed, previous studies revealed large effects of crystal packing on ADPs 6 and B factors. 37 Recent studies found better agreement between GNM/ANM-based predictions and NMR-based structural fluctuation data as compared to crystallographic B factors, 38, 39 which was attributed to the absence/presence of crystal packing for NMR/xray structures. Therefore, to accurately model protein dynamics in crystalline states, it is important to properly consider the effects of crystal packing. To this end, a previous study 31 found that the GNM-based modeling of B factors was indeed improved by including neighboring protein molecules in a crystal. In a recent study, Phillips, Jr., and coworkers performed a systematic modeling of ADPs for 83 high-resolution protein crystal structures by using ENM coupled with rigorous treatments of boundary conditions and lattice vibrations. 40 Similar study was done for various crystal structures of lysozyme. 41 To meet the challenge of modeling protein dynamics in crystalline states accurately and efficiently, the previous studies adopted the strategy of treating protein molecules of the entire crystal equally ͑under different boundary conditions͒ and summing up the contributions of lattice vibrations. 40, 41 This approach is theoretically sound but computationally expensive ͑because normal modes have to be solved for many q values under the Born-von Ka´rma´n boundary condition, see Ref. 40͒ . In this study, we will adopt a more efficient alternative strategy, which selects a single protein molecule as our main protein structure while treating the rest of crystal as its environment ͑also see Ref. 32͒. To reduce computing cost, the environment is truncated based on the distance to the main protein structure or by keeping the nearest and next nearest neighbors of the main protein structure ͑see Sec. II͒. The entire system is modeled using three ENM schemes, including ANM, 21 distance network model ͑DNM͒ 33 and HCA model 24 under three different boundary conditions ͑fixed, free and buffered environment, see Sec. II͒. The dynamic effects of crystal packing are systematically explored by varying the strength of protein-environment interactions. We performed ADP modeling for a list of 83 high-resolution crystal structures previously studied in Refs. 33 and 40. We found that the optimal modeling of ADPs, as assessed by a variety of metrics ͑see Sec. II͒, is achieved for weak proteinenvironment interactions ͑compared to the interactions within the main protein structure͒. As a result, the crystallographic ADPs and B factors are dominated by contributions from rigid-body motions of the main protein structure, and the internal protein dynamics is only weakly perturbed by crystal packing. The above results support the importance of explicit consideration of crystal packing to the correct modeling of ADPs 40 and parametrization of ENM. Our finding of weak crystal contact interactions is also corroborated by the calculations of residue-residue contact energy between neighboring proteins and within the main protein structure using a statistical potential.
II. METHODS

A. Elastic network modeling of a protein structure embedded in crystalline environment
To explicitly model the effects of crystal packing, we construct a C ␣ -only ENM that consists of two components: first, the C ␣ atoms of a main protein structure ͑corresponding to an asymmetric unit of a crystal͒; second, an environment that includes the C ␣ atoms of other protein molecules in a crystal. To reduce computing cost, the environment is truncated in two different ways ͑see ͑2͒ Keeping the nearest neighbor molecules of the main protein structure in a protein crystal ͑named buffer͒, together with the nearest neighbor molecules of the buffer ͑or the next nearest neighbors of the main protein structure͒. Here two protein molecules are said to be nearest neighbors if the minimal C ␣ -C ␣ atomic distance between them is Ͻ10 Å. To construct a protein crystal, we first build a unit cell from the main protein structure using the crystallographic symmetry transformations from REMARK 290 of a PDB file. Then, a protein crystal is built from the unit cell using the three translational vectors derived from the SCALEn records of a PDB file.
The potential energy of the two-component ENM is
where i and j ͑I and J͒ are indices for C ␣ atoms in the main structure ͑environment͒. ͑1͒ ANM:
͑2͒
where the unit for C ij is arbitrary, and R c is a cutoff distance. In agreement with Refs. 33 and 40, the default value of R c is set to 10 Å because it gives the optimal modeling of ADPs ͑see below͒. ͑2͒ DNM:
where the summation is over all pairs of heavy atoms of residues i and j within a cutoff distance ͑chosen to be 9 Å, following Ref. 33͒. Here i 1 and j 1 are indices for the heavy atoms of residues i and j. The DNM was proposed in Ref. 33 , which sets force constants for several distance ranges to the reciprocal of the total number of atomic contacts in each range. Because the number of atomic contacts grows quadratically with distance ͑assuming the atomic density is constant͒, our DNM formulation is essentially a continuous counterpart of the original DNM. 33 The use of 1 / d 2 distance dependence also agrees with the new parameter-free ENM proposed in Ref. 25 . ͑3͒ HCA:
where the unit for C ij is kcal/ mol Å 2 . The HCA scheme 24 was developed by a best fit to the all-atom normal modes calculated based on the AMBER force field. 42 The Hessian matrix H is calculated as the second derivatives of potential energy E ͓see Eq. ͑1͔͒ with respective to C ␣ coordinates. For a protein structure with N residues, H contains N ϫ N superelements ͑named H ij ͒ with size 3 ϫ 3 given as follows:
The Hessian matrix H can be partitioned into four submatrices as follows ͑P denotes main protein structure, E denotes environment͒:
͑6͒
We consider the following three boundary conditions for treating the crystalline environment ͑assuming f env Ͼ 0͒:
͑1͒ Fixed environment. The C ␣ atoms of environment are fixed in space, so the covariance matrix of C ␣ atoms in the main protein structure is
where u P is the displacement vector of C ␣ atoms in the main protein structure, k B is the Boltzmann constant, T is temperature, H PP −1 is the inverse of the H PP submatrix. ͑2͒ Free environment. The C ␣ atoms of environment are free to move, so the covariance matrix of C ␣ atoms in the main protein structure is
where
PP is the PP-submatrix of the pseudoinverse H −1 , which is calculated after projecting out six trans-lational and rotational zero modes of the entire twocomponent system. ͑3͒ Buffered environment. The C ␣ atoms of buffer ͑the nearest neighbors of the main protein structure͒ are free to move, while the rest of environment ͑the next nearest neighbors of the main protein structure͒ is fixed, so the covariance matrix of C ␣ atoms in the main protein structure is
PP is the PP-submatrix of the inverse of the submatrix of H that involves C ␣ coordinates in the main protein structure and buffer ͑named H PB,PB ͒.
To exploit the sparseness of Hessian matrix, we use a sparse linear-equation solver CHOLMOD 43 to calculate matrix inversion in Eqs. ͑7͒-͑9͒. To eliminate the overflow due to zero modes, a small positive number = 0.0001 is added to the diagonal matrix elements of H before its inversion, then the six translational and rotational zero modes are projected out from ͑H + ͒ −1 . The use of sparse linear equation solver is computationally more efficient and accurate than the calculation of H −1 using a subset of low-frequency modes. 33 The ith 3 ϫ 3 diagonal block C ii of the covariance matrix ͗u P u P T ͘ gives the theoretical prediction of ADP tensor for the C ␣ atom i:
where the diagonal elements U 11 , U 22 , and U 33 give the mean-squared fluctuations of the C ␣ atom i along the x, y, and z directions, and the off-diagonal elements U 12 , U 13 , and U 23 describe the covariance among the displacements of the C ␣ atom i along the x, y, and z directions. Together, the six ADP elements determine a three-dimensional Gaussian distribution function which describes both the direction and magnitude of the atomic fluctuations. 6 For fixed probability value, the distribution is ellipsoidal with a directional preference along the long axis, which is given by the eigenvector of ADP tensor with the largest eigenvalue. The anisotropy of the Gaussian distribution is defined as the ratio of the smallest to the largest eigenvalue of ADP tensor.
The B factor is related to the trace of ADP tensor as follows:
C. Comparison between theoretical and experimental ADP
We use the following metrics to assess the similarity between experimental and theoretical ADP tensors ͑repre-sented as U and V͒:
Real-space correlation coefficient
The following real-space correlation coefficient is calculated to evaluate the overlap integral of two threedimensional Gaussian distributions given by U and V:
Based on the real-space correlation coefficient, the following two metrics have been introduced to evaluate the directional similarity of two ADPs:
where U iso = V iso = I 3 / 3, I 3 is a 3ϫ 3 identity matrix, and U and V have been normalized by their trace. The normalized correlation coefficient ͑ncc͒ measures the similarity between U and V relative to their similarities to an isotropic tensor. 6 Following Ref. 35 , we use a simple ratio of the number of ADPs with nccϾ 1 and the total number of ADPs ͑named f ncc ͒ to measure the overall similarity between two sets of ADPs.
where V ‫ء‬ is a 3ϫ 3 tensor generated by taking the eigenvectors of U and using the eigenvalues of V, with the largest and smallest switched, to define the two ellipsoids with perfect misalignment. 33, 40 cc mod is 1.0 ͑0͒ if the two ellipsoids are perfectly aligned ͑misaligned͒.
Kullback-Leibler distance
The Kullback-Leibler ͑KL͒ distance 44 evaluates the difference between the three-dimensional Gaussian distributions a and b as defined by U and V. 34 The KL distance can be expressed in terms of the eigenvalues ͑d ak and d bk , k =1,2,3͒ and eigenvectors ͑v ak and v bk , k =1,2,3͒ of U and V as follows:
Since the KL distance is asymmetric ͑D ab D ba ͒, the arithmetic average ͑D ab + D ba ͒ / 2 was calculated in Ref. 34 . We notice that D ab diverges if the distribution b is highly anisotropic ͑with a near-zero eigenvalue͒. To avoid such divergence, we use min͕D ab , D ba ͖ instead of ͑D ab + D ba ͒ / 2 as our KL distance metric.
Dot product
It is defined as the absolute value of the dot product between the two eigenvectors of U and V with the largest eigenvalue. 33 The dot product is 1 if the long axes of U and V are perfectly aligned, and 0 if their long axes are perpendicular to each other.
Pearson correlations
The above metrics only evaluate the directional similarity of two ADPs. To include the magnitude of ADPs into comparison, we compute the Pearson correlation ͑termed pc all ͒ between two sets of ADPs as two 6NЈ-dimensional vectors Ũ and Ṽ ͑Ref. 34͒ ͑NЈ is the number of ADPs͒:
We also calculate the Pearson correlations for 3NЈ diagonal and 3NЈ off-diagonal ADP elements separately ͑termed pc diagonal and pc offdiagonal , respectively͒, and the Pearson correlation between theoretical and experimental B factors ͑termed pc trace ͒.
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D. Crystallographic data set for model evaluation
We evaluate our modeling of ADPs using a set of 83 ultrahigh-resolution crystal structures ͑with resolution at or beyond 1 Å͒ collected and studied in Refs. 33 and 40. From the ANISOU records of these PDB structures, we collect 16 852 usable ADPs for those C ␣ atoms with occupancy of 1.0 ͑though all C ␣ atoms are included in the construction of ENM͒.
Following Refs. 33 and 40, for the evaluation of Pearson correlations of all, diagonal, off-diagonal ADP elements and B factors, we use all 16 852 ADPs; for the evaluation of directional metrics ͑f ncc , cc mod , KL distance and dot product͒, we use a subset of 6784 ADPs with anisotropy of Յ0.5.
III. RESULTS AND DISCUSSION
To explore how crystal packing affects the modeling of ADPs, we performed ENM-based modeling of a protein structure embedded in crystalline environment for a list of 83 high-resolution crystal structures. 33, 40 We will address the following questions based on the modeling results.
A. How does the quality of ADP modeling depend on the strength of protein-environment interactions?
In previous modeling of protein structures in crystalline states, 40, 41 it was assumed that the intraprotein interactions are of the same strength as the interactions between neighboring protein molecules. Although this assumption is chemically sound ͑same types of atomic forces are involved in both intraprotein and interprotein interactions͒, the following three lines of reasoning suggest that the latter may be significantly weaker than the former:
͑1͒ The intraprotein interactions among densely packed residues are dominated by favorable hydrophobic interactions, hydrogen bonds, and weakly screened electrostatic interactions. However, the crystal contact interactions often involve loosely packed surface residues exposed to solvents, so they are energetically less favorable ͑in particular, the electrostatic interactions are subject to strong solvent screening͒. ͑2͒ The intraprotein interactions, thanks to their key roles in stabilizing protein native conformations, tend to be evolutionally conserved, while the crystal contact interactions are not under evolutionary pressure. ͑3͒ Weak crystal contact interactions are also consistent with the general observation that protein native conformations are not significantly altered by crystal packing, and proteins can remain functionally active in crystalline states ͑see Ref. 45͒.
To further explore the above issue, we performed ENMbased modeling of a two-component system comprised of a protein structure and its crystalline environment. A new parameter f env is introduced to describe the strength of interprotein interactions relative to that of intraprotein interactions ͑see Sec. II͒. To offer a glimpse to the modeling results, we have shown the results of ADP modeling for a zinc protease crystal structure ͑PDB: 1C7K, see Fig. 2͒ under two modeling conditions: isolated protein structure ͑f env =0͒ and weak protein-environment interactions ͑f env = 0.02͒. The fixed-environment boundary condition ͑see Sec. II͒ is used here. A better agreement between theoretical and experimental ADPs ͓see Fig. 2͑a͔͒ and B factors ͓see Fig. 2͑d͔͒ , the average dot product increases from 0.63 to 0.69 ͓see Fig. 2͑e͔͒ , and the average KL distance decreases from 0.17 to 0.10 ͓see Fig. 2͑f͔͒ . Notably, the introduction of weak protein-environment interactions has suppressed sharp peaks in the theoretical B factors ͓see Fig.  2͑b͔͒ and KL distances ͓see Fig. 2͑f͔͒ . For comparison, we also explored strong protein-environment interactions ͑f env = 1, data not shown͒. The modeling quality of f env = 1 lies between f env = 0 and 0.02; the Pearson correlations for all, diagonal, off-diagonal ADP elements and B factors are 0.84, 0.39, 0.32, and 0.48, f ncc is 0.80, the average cc mod is 0.61, the average dot product is 0.66, and the average KL distance is 0.14. Therefore, among the above three modeling conditions ͑f env = 0 , 0.02, 1͒, the optimal ADP modeling for 1C7K is achieved at weak protein-environment interactions ͑f env = 0.02͒.
The above ADP modeling and evaluation have been conducted for 16 852 ADPs collected from 83 PDB structures. 33, 40 To deduce the average performance of our ADP modeling, we average four Pearson correlations ͑for all, diagonal, off-diagonal ADP elements and B factors͒ over 83 structures, and three directional metrics ͑cc mod , dot product and KL distance, see Sec. II͒ over a subset of 6784 ADPs with anisotropy of Յ0.5 ͑another directional metric f ncc is calculated over this ADP subset, see Sec. II͒. To explore how the ADP modeling quality depends on the strength of protein-environment interactions, these average metrics are plotted as a function of f env for three boundary conditions ͑free, fixed, and buffered environment͒ and three ENM schemes ͑ANM, DNM, and HCA͒ ͑see Sec. II͒.
For ANM combined with three boundary conditions, it is found that the bottom of average KL distance and the peaks of other metrics are roughly aligned near f env ϳ 0.02 ͑see Fig.  3͒ . Therefore, the optimal ADP modeling is attained when the protein-environment interactions are much weaker than the intraprotein interactions. For fixed environment, the improvement from f env = 0 to 0.02 is significant for all metrics ͓see Similar results are obtained for DNM and HCA combined with three boundary conditions, 46 although the optimal f env ͑ϳ0.04 for DNM and ϳ0.06 for HCA under fixedenvironment boundary condition͒ is higher than ANM. The optimal performance of HCA and DNM is slightly better than ANM-for HCA and fixed environment, the average Pearson correlation of B factors is 0.69, f ncc is 0.95, the average cc mod is 0.75, the average dot product is 0.75, and the average KL distance is 0.09 at f env = 0.06; for DNM and fixed environment, the average Pearson correlation of B factors is 0.68, f ncc is 0.96, the average cc mod is 0.75, the average dot product is 0.76, and the average KL distance is 0.09 at f env = 0.04.
To further assess the significance of our finding of optimal ADP modeling at small f env , we investigated how the f env -dependence of ADP modeling quality varies among the 83 PDB structures. Using ANM combined with fixed environment, we calculated all metrics ͑see Sec. II͒ and then averaged the three directional metrics ͑cc mod , dot product, and KL distance͒ over the ADPs of each structure with anisotropy Յ0.5 ͑see Fig. 4͒ . It is found that the improvement of ADP modeling from f env = 0 to 0.02 is achieved for 99%, 96%, 100%, 94%, 86%, 95%, 88%, and 99% of all structures as assessed by the Pearson correlations for all, diagonal, and off-diagonal ADP elements and B factors, f ncc , cc mod , dot product, and KL distance. Similarly, the improvement from f env = 1 to 0.02 is achieved for 85%, 93%, 88%, 81%, 80%, 96%, 89%, and 96% of all structures as assessed by the Pearson correlations for all, diagonal, and off-diagonal ADP elements and B factors, f ncc , cc mod , dot product, and KL distance. So the finding of optimal ADP modeling at f env = 0.02 ͑compared to f env =0, 1͒ holds for Ͼ80% PDB structures of our data set. The p-value of this finding is estimated to be ϳ2.1ϫ 10 −8 , which indicates its statistical significance.
B. How much do the rigid-body motions contribute to ADP?
The importance of rigid-body motions to protein dynamics at crystalline states remains controversial. The earlier modeling of B factors and ADPs by ENM usually ignored the contribution from rigid-body motions. 30, 33, 35 One study compared a set of models for crambin at 0.83 Å resolution using TLS model and concluded that rigid-body libration of entire crambin contribute 60% of the overall mobility. 47 In a recent study, vGNM was proposed to take into account the contribution of rigid-body motions and allow the amplitude of low-frequency modes to be variables, 36 and it was found that rigid-body motions account for nearly 60% of the total atomic fluctuations. 36 However, a recent comparison of molecular dynamics simulations with crystallographic B factors estimated that rigid-body motions contribute only 20%-30% of total positional variance in B factors. 48 To address the above controversy, we calculated the fractional contribution of six translational and rotational modes to the total positional variance in a protein structure:
where V RT,m is the eigenvector of the mth translational and rotational mode ͑1 Յ m Յ 6͒ of a protein structure, ͗u P u P T ͘ is the covariance matrix given in Eqs. ͑7͒-͑9͒. f RT is calculated as a function of f env ͑see Fig. 3͒ . Because the rigid-body motions of a protein structure are restrained by the crystal contact interactions characterized by f env , f RT decreases as f env increases from 0 to 1. For f env = 0, the protein structure is unrestrained by crystal contacts, so the translations and rotations dominate the thermal fluctuations because they can be excited without energy cost ͑this anomaly was usually removed by excluding the contributions of translational and rotational modes to ͗u P u P T ͒͘. 30, 33, 35 Depending on the ENM scheme and boundary condition, f RT ranges from 50% to 70% when the optimal ADP modeling is attained ͑with f env within 0.02ϳ 0.06͒. Our result is in agreement with several previous studies, 36, 47 and it confirms that rigid-body motions contribute significantly to the atomic fluctuations of protein structures in crystalline states, so they must be considered for correct modeling of ADPs.
C. How robust are low-frequency modes to crystal packing?
Numerous studies demonstrated the importance of lowfrequency modes in describing protein functional motions. 26, 27 Therefore, it is essential to assess to what extent they are affected by crystal packing. To this end, we compared the following two sets of low-frequency modes: ͑A͒ the 10 lowest nonzero modes solved for an isolated protein structure ͑f env =0͒ ͑the six translational and rotational zero modes for isolated protein structure are excluded from comparison͒ and ͑B͒ the 16 lowest nonzero modes solved for the entire protein-environment system with f env ͑0,1͔. We only consider ANM combined with fixed environment ͑see Sec. II͒, because the normal modes solved for free or buffered environment are not directly comparable with the modes for isolated protein structure due to their different dimension.
To assess the individual similarity between the above two sets of modes ͑A and B͒, we compute the average maximal overlap O max = ͚ m=1 10 max 1ՅnՅ16 ͑O͑m , n͒͒ / 10, where O͑m , n͒ is the absolute value of the dot product between the eigenvectors of mode m from A set and mode n from B set. To assess the collective similarity between the two sets of modes, we calculate the average cumulative overlap O cumu = ͚ m=1 10 ͚ n=1 16 O͑m , n͒ 2 / 10. O max and O cumu are calculated and averaged over 83 PDB structures to get ͗O max ͘ and ͗O cumu ͘ as a function of f env ͓see Fig. 3͑a͔͒ .
͗O max ͘ ͑͗O cumu ͒͘ is found to decrease from 1 to 0.39 ͑0.48͒ as f env increases from 0 to 1 ͓see Fig. 3͑a͔͒ . At f env = 0.02, ͗O max ͘ϳ0.88 and ͗O cumu ͘ϳ0.97, which indicate that the low-frequency modes at f env = 0.02 are highly similar to the modes for isolated protein structure. In particular, the finding that ͗O cumu ͘ϳ1 suggests that the essential subspace spanned by the low-frequency modes is nearly invariant despite weak crystal contact interactions. The robustness of low-frequency modes to crystal packing implies that proteins in crystalline states have intact functional motions and therefore can remain functionally active ͑see Ref. 45͒.
D. How does crystal packing affect the optimal parametrization of ANM?
In previous studies, it was found that the optimal fitting of B factors by ANM is attained at a high cutoff distance R c =15 Å-24 Å, 30 which is beyond the range of C ␣ -C ␣ distances between contacting residues ͑4.4-12.8 Å, see Ref.
49͒. Such inconsistency casts doubt on the validity of ENM parametrization by fitting B factors without considering crystal packing effects. 40 To address this issue, we evaluated the quality of ADP modeling by ANM as a function of R c for isolated protein structure ͑f env =0͒ and weak proteinenvironment interactions ͑f env = 0.02͒. Interestingly, the R c -dependence differs significantly between the two cases ͑see Fig. 5͒ .
At f env = 0, the quality of ADP modeling assessed by the four average Pearson correlations ͑for all, diagonal, offdiagonal ADP elements, and B factors͒ and average KL distance improves as R c increases from 7 to 20 Å ͓see Fig.  5͑a͔͒ . The average cc mod also peaks at 20 Å. So the optimi- zation of ADP fitting by ANM without considering crystal packing leads to a high R c Ն 20 Å in agreement with previous findings. 30, 40 At f env = 0.02, all metrics peak near R c =10 Å ͑except the average KL distance and the average Pearson correlation for all ADP elements, which are flat for 10 Å Յ R c Յ 20 Å͒ ͓see Fig. 5͑b͔͒ . Thus an optimal fitting of ADPs is attained near R c =10 Å.
The finding of optimal parametrization of ANM at f env = 0.02 is physically more meaningful, because R c =10 Å falls well within the range of C ␣ -C ␣ distances between contacting residues. Our finding supports the importance of considering crystal packing effects for the modeling of ADPs.
40
E. Further evaluation of interprotein and intraprotein residue-residue interactions
Based on the optimization of ADP modeling, we found that the interprotein interactions are much weaker than the intraprotein interactions in protein crystals. This finding is somewhat unexpected because both interprotein and intraprotein interactions involve the same chemical forces at the atomic level. To further assess the above finding, we used a statistical potential developed by Miyazawa and Jernigan 50 to evaluate the residue-residue contact energy between neighboring proteins and within a protein for the list of 83 protein structures. Following Ref. 50 , for a protein structure and its neighboring molecules, we calculated the contact energy between pairs of residues whose side-chain centers are within 6.5 Å. The average contact energy between residues of neighboring proteins ͑termed e interprotein ͒ and residues within a protein ͑termed e intraprotein ͒ are calculated and reported in Table I Table I͒ . Therefore, the intraprotein residue-residue interactions are significantly stronger than the interprotein ones. The former are highly favorable in stabilizing protein native structures, while the latter are much less favorable. This finding strongly supports our modeling of ADPs based on weak protein-environment interactions ͑i.e., small f env ͒.
To further establish the proposed dependence of ADP modeling quality on the relative strength of interprotein and intraprotein interactions, we selected the following two subsets from the list of 83 protein structures. Subset I consists of ten structures with the highest values of e intraprotein − e interprotein , which have relatively strong interprotein interactions ͑i.e., comparable to intraprotein interactions͒. Subset II consists of ten structures with the lowest values of e intraprotein − e interprotein , which have very weak interprotein interactions ͑i.e., much higher than intraprotein interactions͒. Then we modeled the ADPs from each subset using a "homogeneous" two-component ENM ͑i.e., f env =1͒ ͑for results, see Table II͒ . Indeed, the modeling performance, as assessed by various metrics, is much better for subset I than subset II ͑see Table II͒ . Compared with the results of ADP modeling at f env =0 ͑see Table II͒ , we found significant improvement from f env = 0 to 1 for subset I. In contrast, most metrics indicate either weak or no improvement from f env = 0 to 1 for subset II. The above results strongly support our proposal because the use of f env = 1 assumes comparable strength for interprotein and intraprotein interactions, which is true for subset I but not subset II. In sum, the above results not only support our finding that the interprotein interactions are much weaker than the intraprotein interactions in protein crystals, but also point to possible use of energy calculations based on statistical potentials to guide the tuning of f env to optimize ADP modeling.
IV. CONCLUSION
We performed ENM-based modeling of atomic fluctuations in a protein structure that interacts with its crystalline environment. The modeling results are compared with the ADP data from a data set of 83 high-resolution crystal structures. 33, 40 The main contributions of this study are as follows:
͑1͒ We explored crystal packing effects using ENM with a new parameter f env to tune the relative strength of interprotein and intraprotein interactions. We found that the optimal modeling of ADPs require significantly weaker interprotein interactions than intraprotein interactions. This robust result is obtained for three different boundary conditions ͑fixed, free, and buffered environments͒ and three ENM schemes ͑ANM, DNM, and HCA͒. The fixed and free environments represent two opposite limits of treating the mobility of crystalline environment, while the buffered environment is in between these two limits. So our finding is unlikely to be an artifact of a particular choice of boundary condition or model parameter. Further evaluation of residueresidue contact energy using the Miyazawa-Jernigan statistical potential 50 supports the above finding. ͑2͒ Despite the simplicity of our model, we achieved comparable ADP-modeling quality than previous studies that used more fitting parameters 51 or computationally expensive formulation of boundary conditions. 40 Our ADP modeling based on ANM and fixed environment boundary condition ͑f env = 0.02͒ yielded average pc trace ϳ 0.64, average cc mod ϳ 0.74, and average dot product ϳ0.74. In comparison, these metrics were found to be 0.55, 0.70, and 0.73 in a recent ADP-modeling study based on ANM and Born-von Ka´rma´n boundary condition. 40 It will be interesting to see if the combination of weak protein-environment interactions and Born-von Ka´rma´n boundary condition would lead to further improvement in ADP modeling. ͑3͒ Our modeling protocol is highly efficient thanks to the use of a sparse linear-equation solver instead of more expensive eigensolver. Furthermore, the use of matrix inversion ͓see Eqs. ͑7͒-͑9͔͒ accounts for contributions of all modes to ADPs, which helps to improve the modeling accuracy. 33 Following Ref. 40 , we also explored ANM combined with the periodic boundary conditions for the asymmetric unit, which result in worse ADP modeling results than the three boundary conditions considered here ͑data not shown͒. Therefore, it is not sufficient to only consider those normal modes that observe the crystallographic symmetry. Other contributions, either from lattice vibrations at q 0 ͑Ref. 40͒ or symmetry-breaking modes of protein-environment system, should be counted for accurate modeling of ADPs.
The finding of optimal ADP modeling for weak proteinenvironment interactions has the following important implications:
͑1͒ The rigid-body motions of a protein relative to its crystalline environment are only weakly restrained, so they can contribute significantly to thermal fluctuations as found in previous studies 36, 47 ͑however, recent studies showed that internal motions may contribute more substantially in large flexible protein complexes, see Refs. 14 and 15͒. Therefore, the modeling of ADPs with internal motions alone is not justified and may lead to unphysical parametrization of ENM, while the proper incorporation of rigid-body motions can result in physically meaningful parametrization of ENM. 32, 40 The finding of weak protein-environment interactions for optimal fitting of ADPs is consistent with our previous finding that the addition of a small fraction of GNM potential to ANM potential improves the fitting of B factors and crystallographically observed conformational changes. 52 In both formulations, large contributions of rigid-body motions are taken into account. ͑2͒ Our finding lends support to the general notion that crystal packing only causes weak perturbations to the internal protein dynamics. So the conformational fluctuations relevant to protein functions can be studied by x-ray crystallography despite the effects of crystal packing.
We have seen small but noticeable improvement in ADP modeling from ANM to DNM and HCA ͑see Fig. 3 and Ref.
46͒, which supports the efforts to refine the force constants of ENM to better represent chemical forces in protein structures. 24, 33 Given the previous finding that all-atom potential gives better prediction of directions of ADPs than C ␣ -based potentials, 33 it will be worthwhile to incorporate crystal contact interactions into all-atom potential to further improve the modeling of ADPs ͑Zheng, work in progress͒. Work in this direction will be greatly aided by the recent development of a highly efficient normal mode analysis protocol based on subsystem-environment partition. [53] [54] [55] Continuing progress in the ENM-based modeling of ADPs will not only lead to deeper understanding of the dynamic basis of ADPs, but also help to improve the accuracy of ENM parameters. The latter is essential to the development and refinement of ENM-based techniques that probe protein dynamics of functional importance, which have been pursued in our recent studies. [56] [57] [58] [59] We caution that ENM is limited to the modeling of thermal fluctuations at harmonic limit. Future work is clearly needed to account for nonharmonic fluctuations and other contributions to ADPs beyond thermal fluctuations ͑such as static disorders, lattice defects, etc.͒. As indicated by a recent study, the thermal fluctuations may only make a small contribution to the crystallographic B factors. 41 If that is the case, there remains a long way to go before a satisfactory understanding of ADPs can be achieved.
