We will expand the scope of application of a fixed point theorem due to Krasnosel'skiȋ and Zabreiko to the family of second-order dynamic equations described by u
Introduction
Consider a very general family of dynamic equations of the form [4, 5] and Hilger [12] .) Assume that you know the behavior of the solution at an initial value as well as the relationship between the values of the solution at several other points. In particular, let us consider boundary conditions
where η i ∈ [0,1] ∩ T. A standard method for establishing the existence of solutions for such dynamic boundary value problems is the application of a fixed point theorem. Many 2 Existence of positive solution such theorems such as Guo-Krasnosel'skiȋ found in [8] , Leggett-Williams [15] , and, more recently, Avery-Henderson [3] have been used to develop the various existence results currently available to us. The particular fixed point theorem used determines the corresponding assumptions on the function f in (1.1) that will insure the existence. For example, using the fixed point theorems described above, the existence of positive solutions for (1.1) with various types of boundary conditions has been established in the case when f > 0. (See Anderson [1, 2] and Erbe and Peterson [6, 7] .) Sun and Li [16] took a different track that allowed the function f in (1.1) to change sign. The basis of their proof was a fixed point theorem due to Krasnosel'skiȋ and Zabreiko and they assumed right focal boundary conditions. In [10] , Henderson expanded their result to mixed boundary conditions
for α,β,γ,δ > 0, and
In [11] Henderson and Lawrence investigated higher even-ordered problems with SturmLiouville boundary conditions using this result of Krasnosel'skiȋ and Zabreiko. In this paper, we return to the second-order problem and allow for multiple boundary points. First, in Section 2 we lay the foundation for the development of our theorem by stating the fixed point theorem and analyzing its required elements. In Section 3, we determine what the assumptions of the fixed point theorem imply about our dynamic equation and complete the paper with a statement of our existence theorem in Section 4.
Foundational results
Our main result is an application of the fixed point theorem due to Krasnosel'skiȋ and Zabreiko that follows in its original form. The assumptions of this theorem include two operators; one completely continuous and asymptotically linear and one bounded and linear, and a Banach space to work in. For our particular application, the operators are defined in terms of an appropriate Green's function. The notation F (∞), the derivative of F at infinity, denotes a linear operator A that satisfies
B. Karna and B. A. Lawrence 3 If such an operator A exists, the operator F is called asymptotically linear. The basis of the proof of this far-reaching theorem (found in [13] ) is the following. With no eigenvalue of 1, x − F(x) and x − A(x) are of the same homotopy class and therefore have the same index.
Our Banach space of choice is (X, · ), where X = C[0,σ 2 (1)] and
We will construct two required operators using Green's function for the homogeneous equation
with boundary conditions (1.2). This requires the construction of a general Green's function for (2.3) with n + 2 boundary points that satisfy the conditions laid out in (1.2). To clean up the notation a bit, define α and T as
Green's function is piecewise defined as follows: 5) and for σ(s) ≤ t and 0 ≤ s ≤ η 1 ,
and for σ(s) ≤ t and σ(η 1 ) ≤ s ≤ η 2 , 
(iv) and finally, for t ≤ s and 
In general, this Green's function can be written in closed form as follows:
where k = 0,1,...,n, η 0 = 0, η n+1 = σ 2 (1), and for
Note that from the assumptions we have made on the boundary points and the definition of G(t,s) above we have G(t,s) > 0 for (t,s) ∈ (0,σ 2 (1)) × (0,σ(1)).
With this Green's function in mind, we define our completely continuous operator, F : X → X:
The choice is made because it is well known that u is a fixed point of F if and only if u is a solution of (1.1), (1.2). Next consider the linear dynamic equation 
A motivation of the main result
With the operators F and A in mind, we must first verify that 1 is not an eigenvalue for the operator A. In the process we will discover the nature of our constant m in (2.15). In the trivial case, when m = 0, the only solution of (2.15), (1.2) is trivial and therefore A does not have 1 for an eigenvalue. In the event that m = 0 and using the definition of the operator and properties of inequalities we have the following estimate:
Now if we choose m such that
then the above expressions reduce to
and 1 is not an eigenvalue of A.
The next important question we need to answer is the following: what is needed to insure that the limit in the assumptions of the fixed point theorem, that is,
will be satisfied? Consider first the numerator of this expression, and utilizing the nature of G we have
We need to show that we can bound this last expression by
6 Existence of positive solution for any ε > 0. One method for arriving at this end would be to show that
We make the assumption that our function f in (1.1) satisfies the following limit:
where m is defined in (3.2). Choose any ε > 0. The proceeding limit insures us that we can find a constant C 1 > 0 such that when r > C 1 ,
Using this constant C 1 , we calculate another constant C defined as 10) and note that for u σ (s) ≤ C 1 and for
Also, we can find M > C 1 large enough so that 12) and therefore, if we choose u ∈ X such that u > M our expression (3.11) reduces to
For the case when u σ (s) > C 1 , condition (3.8) gives us the same bound
So, for all u such that u > M, we have the desired bound for the norm of the difference of F and A, 15) or equivalently, our limit holds:
We now have created the requisite operators and determined conditions on f in (3.8) that will insure that the prescribed limit holds. Next we have, the existence theorem.
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Existence theorem
The motivation in Section 3 gives rise to the our main result. is a solution of (1.1), (1.2).
The use of this fixed point offers us the opportunity to consider functions that change sign. While this expands the class of functions that can be considered, one must keep in mind the additional assumptions on f . The crux of the matter is determining the associated Green's function necessary to define the operators. The authors are currently considering even ordered mixed derivatives such as ∇Δ, Δ∇, and so forth.
