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ON THE COHOMOLOGY OF THE LIE ALGEBRA ARISING
FROM THE LOWER CENTRAL SERIES OF A p-GROUP.
JUSTIN MAUGER
Abstract. We study the cohomology H∗(A) = Ext∗A(k, k) of a locally finite,
connected, cocommutative Hopf algebra A over k = Fp. Specifically, we are
interested in those algebras A for which H∗(A) is generated as an algebra by
H1(A) and H2(A). We shall call such algebras semi-Koszul. Given a central
extension of Hopf algebras F → A → B with F monogenic and B semi-
Koszul, we use the Cartan-Eilenberg spectral sequence and algebraic Steenrod
operations to determine conditions for A to be semi-Koszul. Special attention
is given to the case in which A is the restricted universal enveloping algebra
of the Lie algebra obtained from the mod-p lower central series of a p-group.
We show that the algebras arising in this way from extensions by Z/(p) of
an abelian p-group are semi-Koszul. Explicit calculations are carried out for
algebras arising from rank 2 p-groups, and it is shown that these are all semi-
Koszul for p ≥ 5.
1. Introduction
A quadratic algebra over a field k is an associative algebra of the form A =
T (V )
/
(R) where (R) is the two-sided ideal of relations generated by some R ⊂
V ⊗ V , and V is a locally finite graded vector space. In [13], Priddy defines a
quadratic algebra A to be a Koszul algebra if H∗(A) = Ext∗A(k, k) is generated as
an algebra by Ext1A(k, k). Basic examples include tensor, polynomial, and exterior
algebras.
When A is Koszul, Priddy constructs projective resolutions over A which are
“small” subcomplexes of the bar resolution. He also shows that if H∗(A) is itself
Koszul, then A ≃ H∗(H∗(A)) (Koszul duality). Equivalent definitions of Koszulity
include:
(1) A certain complex associated to A, the Koszul complex, is acyclic [10,
Theorem 1.2].
(2) There exists a graded projective resolution
· · · → P 2 → P 1 → P 0 → k→ 0
of k such that P i is generated by its component of degree i, P i = A ·P ii [2,
Definition 1.2.1]. Equivalently, Exti,jA (k, k) = 0 if i 6= j.
Now assume A = T (V )/(R) is a more general algebra which is not necessarily
quadratic, i.e. R ⊂
∑
i≥1 V
⊗i. We are interested in the case when H∗(A) is
generated as an algebra by H1(A) and H2(A). Following Priddy, we shall call
such algebras semi-Koszul. The quintessential example is the truncated polynomial
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algebra Fp[x]/(x
p), whose cohomology is generated by a one-dimensional exterior
class z and a two dimensional polynomial class u. In this example, u = −β˜P
0
(z).
In general, it will often be the case that the generators from H2 are related to those
of H1 by some algebraic Bockstein operation or Massey product. Since we allow A
to not be quadratic, none of the results cited above for Koszul algebras necessarily
hold for semi-Koszul algebras. It is unknown at this time whether there are any
interesting relationships between A and H∗(H∗A), or anything like a semi-Koszul
resolution.
We will focus on locally finite, connected, cocommutative Hopf algebras over k =
Fp. Consequently, we will be able to use algebraic Steenrod operations. In Section
3, we analyze extensions of Hopf algebras F → A → B, where F = Fp[x]/(x
p) is
central in A. There is a first quadrant spectral sequence converging to H∗(A) with
E∗∗2 ≃ H
∗(B) ⊗ H∗(F ). The behavior of this spectral sequence is determined by
the differential d2(1 ⊗ z) = µ ∈ H
2(B), where z ∈ H1(F ). We prove in Theorem
3.3 that A is semi-Koszul provided that B is semi-Koszul, β˜P
0
(µ) = 0 and the
annihilator ideal of µ is either zero or generated in dimension one.
Section 4 delves into Hopf algebras arising from p-groups. For a finite p-group
G, the mod-p lower central series filtration {ΓiG} has as associated graded object
a restricted Lie algebra LG. The universal restricted enveloping algebra VLG is
isomorphic to the associated graded algebra E0(FpG) of the group ring FpG with
respect to the augmentation ideal filtration [15]. Working with Lie algebras is help-
ful because many of the algebraic Steenrod operations vanish there, in particular
P˜
0
[14]. In Section 4.2, we explore central extensions of p-groups H → G → Q,
where H ≃ Z/(p). Using Theorem 3.3, we show that VLG is semi-Koszul if Q is
abelian (Theorem 4.15). In Section 4.3, we prove a corresponding statement for
Hopf algebras which do not necessarily arise from p-groups. Given a central ex-
tension of Hopf algebras F → A → B with F = Fp[x]/(x
p), we show that E0A is
semi-Koszul provided that B is commutative.
A rank two p-group is a finite p-group whose largest elementary abelian subgroup
has rank two. In Section 5 we show that VLG is semi-Koszul for all rank two p-
groupsG with p ≥ 5. One would hope to show that this holds for any finite p-group,
but such is not the case. A counterexample is given in 5.3.1.
Section 2 introduces notation and covers the necessary algebraic preliminaries
such as algebraic Steenrod operations and the Cartan-Eilenberg spectral sequence
associated with a central extension of algebras. We relegate to the Appendix defi-
nitions of the cobar complex C∗(A), Massey products in H∗(A) and compuations
in the cohomology of Fp[x]
/
(xp
n
).
2. Algebraic Preliminaries
In this section we introduce notation and conventions. For more details on the
cohomology of algebras, the reader is referred to Adams [1, Chapter 2]. We also
summarize algebraic Steenrod operations, the Cartan-Eilenberg spectral sequence,
and Lie algebras.
Let k = Fp be the field of p elements. By an algebra A we mean a non-negatively
graded, associative k-algebra with product µ : A ⊗ A → A, unit η : k → A
and augmentation ǫ : A → k. We assume A is locally finite, that is each An
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is finite dimensional over k. We also assume A is connected, i.e. A0 = k. Let
I = I(A) = ker ǫ denote the augmentation ideal. For A bigraded algebra
Tensor products are taken over k, unless otherwise noted. The tensor product of
two algebras A and B is defined by (A⊗B)n =
∑
i+j=n Ai⊗Bj , with multiplication
(a ⊗ b)(x ⊗ y) = (−1)deg b deg xax ⊗ by. If the algebras in question are bigraded,
we define (A ⊗ B)n,m =
∑
i+s=n
j+t=m
Ai,j ⊗ Bs,t, and the total degree is used in the
multiplication formula. For x ∈ As,t, x has homological degree (or dimension) s,
internal degree t and total degree s + t. By commutativity of A we shall mean
graded-commutativity, also called anticommutativity: ab = (−1)deg a deg bba.
A Hopf algebra is an algebra with coproduct, or diagonal, ψ : A → A ⊗ A
which is an algebra map. We shall assume that ψ is (graded) coassociative and
cocommutative. Since the algebra A is assumed to be connected, it has an antipode
σ : A −→ A, but we shall not make use of it. See [12] for more details on Hopf
algebras and their structure.
Let ExtiA(−, k) denote the i-th right derived functor of HomA(−, k) in the cat-
egory of graded left A-modules. The cohomology H∗(A) of A is defined to be
Ext∗A(k, k), where k is given an A-module structure by the augmentation map ǫ.
The Yoneda product makes this a graded algebra [1]. We recall some basic facts
about the cohomology of algebras.
(1) Let A,B be locally finite algebras. Then H∗(A⊗B) ≃ H∗(A)⊗H∗(B).
(2) If A is a connected cocommutative Hopf algebra with unit, then H∗(A) is
anticommutative.
We introduce the following definitions:
Definition 2.1.
(1) A graded algebra C is called bigenerated if it is generated as an algebra by
elements of homological degree 1 and 2.
(2) An algebra A is semi-Koszul if C = H∗(A) is bigenerated.
We shall make use of a reindexed form of algebraic Steenrod operations. In [11,
Theorem 11.8], May defines operations Pi : Hs,t(A) → Hs+(2i−t)(p−1), pt(A) for
p ≥ 3. These operations are zero if 2i < t or 2i > s+ t. We would like to reindex
these so that Pi raises homological degree by 2i(p−1) and is trivial for i < 0, 2i > s.
(May denotes these reindexed operations by P˜
i
.) This regrading has the effect of
making P˜
0
the first possibly non-trivial operation on H∗(A). It also eliminates all
operations on Hs,t(A) for p > 2 when t is odd. This won’t be of concern to us as
most of our algebras will be concentrated in even degrees.
Theorem 2.2. Let A be a cocommutative Hopf algebra over Fp. There exist natural
homomorphisms
(1) S˜q
i
: Hs,t(A) −→ Hs+i,2t(A) for p = 2,
(2) P˜
i
: Hs,2t(A) −→ Hs+2i(p−1),2pt(A) and
β˜P
i
: Hs,2t(A) −→ Hs+2i(p−1)+1,2pt(A) for p ≥ 3
with the following properties:
(1) S˜q
i
= 0 if i < 0 or i > s,
P˜
i
= 0 if i < 0 or 2i > s,
β˜P
i
= 0 if i < 0 or 2i ≥ s;
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(2) S˜q
i
(x) = x2 if i = s,
P˜
i
(x) = xp if 2i = s.
(3) Cartan formulae
S˜q
i
(xy) =
∑i
j=0 S˜q
j
(x)S˜q
i−j
(y),
P˜
i
(xy) =
∑i
j=0 P˜
j
(x)P˜
i−j
(y),
β˜P
i
(xy) =
∑i
j=0
(
β˜P
j
(x)P˜
i−j
(y) + P˜
j
(x)β˜P
i−j
(y)
)
;
(4) Adem relations
(a) If a < 2b,
S˜q
a
S˜q
b
=
∑
i
(
b−i−1
a−2i
)
S˜q
a+b−i
S˜q
i
,
(b) If a < pb,
β˜ǫP
a
P˜
b
=
∑
i(−1)
a+i
(
(b−i)(p−1)−1
a−pi
)
β˜ǫP
a+b−i
P˜
i
,
(c) If a ≤ pb,
β˜ǫP
a
P˜
b
= (1− ǫ)
∑
i(−1)
a+i
(
(b−i)(p−1)−1
a−pi
)
β˜P
a+b−i
P˜
i
−
∑
i(−1)
a+i
(
(b−i)(p−1)−1
a−pi−1
)
β˜ǫP
a+b−i
β˜P
i
,
where ǫ = 0 or 1, the binomial coefficients are taken modulo p and, by abuse
of notation, β˜0P
s
= P˜
s
and β˜1P
s
= β˜P
s
.
Remark. One can actually define operations P˜
i/2
, β˜P
i/2
on elements of odd internal
degree such that the Cartan formulae and Adem relations still make sense. See [16,
Appendix 1.5] for details.
A decreasing filtration of A is a sequence of k-modules A = F 0A ⊃ F 1A ⊃
F 2A ⊃ · · · such that F sA · F tA ⊂ F s+tA. Let ρs denote the natural map F
sA։
F s/s+1A = F sA
/
F s+1A. We will sometimes suppress the A when it is clear from
context. We will say that elements in F s+i are of lower filtration level than elements
in F s, even though the indices are greater. Let the filtration degree of an element
x ∈ A be the largest i such that x ∈ F iA (if such an i exists).
Let F ⊂ A be a subalgebra. We say F is normal in A if I(F ) ·A = A · I(F ). In
this case, there is a well defined quotient B = A
/
A · I(F ) denoted by A//F . In the
case that F is a sub-Hopf algebra, B is also a Hopf algebra. We say F is central in
A if each element of F anticommutes with each element of A. By an extension or
exact sequence F → A → B of algebras we shall mean that F is normal in A and
B ≃ A//F .
Theorem 2.3. Let F
i
→ A
π
→ B be a central extension of graded, connected alge-
bras. There is a first quadrant spectral sequence converging to H∗(A) with
(1) Es,t2 ≃ H
s(B)⊗Ht(F ).
(2) Es,t∞ ≃ F
sHs+t(A)
/
F s+1Hs+t(A) where {F s} is a decreasing filtration of
H∗(A).
(3) The ring structure of Hs(B)⊗Ht(F ) is defined by
(x⊗ y)(z⊗w) = (−1)(t+t
′)(s+s′)xz ⊗ yw where y ∈ Ht,t
′
(F ), z ∈ Hs,s
′
(B).
(4) dr : E
s,t
r → E
s+r,t−r+1
r is a graded derivation, meaning
dr(ab) = dr(a) · b + (−1)
deg aa · dr(b).
(5) The map Hs(B) ≃ Es,02 ։ E
s,0
∞ ≃ F
sHs(A) ֌ Hs(A) corresponds to the
induced map π∗ : H∗(B)→ H∗(A).
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The map Ht(A) = F 0Ht(A) ≃ E0,t∞ ֌ E
0,t
2 ≃ H
t(F ) corresponds to the
induced map i∗ : H∗(A)→ H∗(F ).
(6) Kudo transgression theorem. Assume, in addition, that F
i
→ A
π
→ B is an
extension of Hopf algebras over Fp. The transgression dr : E
0,r−1
r → E
r,0
r
anticommutes with Steenrod operations: if x ∈ E0,r−1r and θ is a Steenrod
operation of homological degree i, then θ(x) survives until E0,r+i−1r+i and
dr+i
(
θ(x)
)
= (−1)iθ
(
dr(x)
)
.
Since the algebras F , A and B are graded, the spectral sequence is actually
trigraded, with the third grading being the internal degree. We have suppressed
this third grading, as it is preserved by the differentials dr. This spectral sequence
was used by Adams [1, 2.3.1]. Ravenel [16, A1.3.14] calls it the Cartan-Eilenberg
spectral sequence. For (6) see [17, Proposition 2.3].
The Lie algebras we shall work with are all graded over either Z or Fp. A
restricted Lie algebra is a Lie algebra over Fp with restriction ξ.
For L a restricted Lie algebra, let Tens(L) be the tensor algebra on L, and let
J ⊂ Tens(L) be the two sided ideal generated by elements of the form x ⊗ y −
(−1)degx deg yy ⊗ x− [x, y] and x⊗p − ξ(x) for x, y ∈ L.
Definition 2.4. The universal restricted enveloping algebra of L is defined to be
VL = Tens(L)/J .
We can put a Hopf algebra structure on VL by setting ψ(x) = x ⊗ 1 + 1 ⊗ x,
ǫ(x) = 0 for x ∈ L. The cohomology of a Lie algebra L is defined to be H∗(VL).
Theorem 2.5 ( [14, 5.3], [11, Theorem 8.5] ). Let L be a Lie algebra over Fp. Then
the Steenrod operations P˜
0
and S˜q
0
are identically zero on H∗(VL).
3. An Extension Theorem
Let A be a cocommutative Hopf algebra over Fp. In this section, we will find
sufficient conditions for H∗(A) to be bigenerated. Let z ∈ A be a central primitive
element of height p. This means z anticommutes with every element of A, zp = 0
and zi 6= 0 if i < p. Let F = Fp[z]
/
(zp) be the central sub-Hopf algebra of A
generated by z. Let B = A//F . We have the central extension of Hopf algebras
(3.1) F −→ A −→ B
with corresponding spectral sequence
(3.2) Es,t2 ≃ H
s(B)⊗Ht(F )⇒ Hs+t(A).
Let n be the internal degree of z ∈ F . Note that when p is odd, n must be even.
We recall that the cohomology of the fiber F is
H∗(F ) ≃ Λ[ζ]⊗ Fp[ǫ], ζ ∈ H
1,n, ǫ ∈ H2,np, with β˜P
0
(ζ) = −ǫ p odd,
H∗(F ) ≃ F2[ζ], ζ ∈ H
1,n, with S˜q
1
(ζ) = ζ2 p = 2.
See Theorem A.9 for more details on the Steenrod operations.
Theorem 3.3 (Main Theorem). Let F,A,B be as in (3.1). In the spectral sequence
(3.2), let d2(ζ) = µ ∈ H
2,n(B). Assume
(1) β˜P
0
(µ) = 0 or S˜q
1
µ = 0.
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(2) The annihilator ideal of µ in H∗(B) is either zero or is generated in di-
mension one.
(3) B is semi-Koszul.
Then A is semi-Koszul.
Proof. By the transgression theorem 2.3(6),
d3(ǫ) = −β˜P
0
(µ), p odd,
d3(ζ
2) = S˜q
1
(µ), p = 2.
If β˜P
0
(µ) = 0 or S˜q
1
(µ) = 0 then
d2p+1(ǫ
p) = P˜
1(
d3(ǫ)
)
= 0 or
d5(ζ
4) = S˜q
2(
d3(ζ
2)
)
= 0.
Likewise for all other powers of ǫ or ζ. Thus in this case, the spectral sequence
(3.2) collapses at E3.
In order for H∗(A) to be bigenerated, we need E∞ to be bigenerated. Assume
β˜P
0
(µ) = 0 or S˜q
1
(µ) = 0. If µ is a zero divisor in H∗(B), we may run into the
following problem. Let η ∈ Hi(B) be in the annihilator ideal of µ. Then
d2(η ⊗ ζ) = d2(η)⊗ ζ + (−1)
iη ⊗ d2(ζ) = ±η ⊗ µ = 0.
Nothing can hit η ⊗ ζ ∈ Ei,1r because dr ≡ 0 for r ≥ 3, and d2 ≡ 0 from the E
∗,2
2
line. Thus η ⊗ ζ is a non-bounding permanent cycle of dimension i + 1. If i = 1,
then η⊗ζ ∈ E1,1∞ is a two-dimensional generator of E∞. If i > 1 on the other hand,
η⊗ ζ is a possibly indecomposable element in Ei,1∞ of homological dimension larger
than 2. (It will be indecomposable if, for example, η is indecomposable in H∗(B).)
Consequently E∞—and thus H
∗(A)—is not bigenerated.
Assume then that the annihilator ideal of µ in H∗(B) is either zero or is gen-
erated multiplicatively by elements of dimension one. Assume also that H∗(B) is
bigenerated. Then E∞ has the following possible set S of multiplicative generators:
(1) 1⊗ ǫ for p odd, 1⊗ ζ2 for p = 2;
(2) elements of the form η ⊗ ζ, where η ∈ H1(B) and ηµ = 0;
(3) elements σ ⊗ 1, ν ⊗ 1, where σ ∈ H1(B) and ν ∈ H2(B);
(4) 1⊗ ζ (if d2 ≡ 0).
All these elements have homological degree less than or equal to two, and thus
E∞ is bigenerated. Recall that H
∗(A) has a decreasing filtration F ∗H∗(A), and
that we denote the natural projection F sHn(A) → F s/s+1Hn(A) ≃ Es,n−s∞ by ρs.
Choose a set of representatives T ⊂ H∗(A) for each of the types of generators in S:
(1) e ∈ F 0H2(A);
(2) x ∈ F 1H2(A);
(3) α ∈ F 1H1(A), v ∈ F 2H2(A);
(4) z ∈ F 0H1(A).
We claim that H∗(A) is generated as an algebra by T , from which it follows
that A is semi-Koszul. Let S′=S ∪ {1 ⊗ 1}, T ′ = T ∪ {1}. The proof will proceed
by reverse induction on filtration degree s in Hn(A). Let y ∈ FnHn(A). Then
y ∈ Hn(B), which is bigenerated. Now let y ∈ F sHn(A), where s < n, and assume
F iHn(A) is bigenerated for i > s. Projecting y to F s/s+1Hn(A) ≃ Es,n−s∞ , ρs(y)
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can be written as a sum of products fiλi1λi2 · · ·λin where fi ∈ k and λij ∈ S
′. So y
is a sum of products fiλ˜i1 · · · λ˜in and a term γ, where λ˜ij ∈ T
′ are lifts of λij under
ρ, and γ ∈ F s+1Hn(A). By induction, γ is also a linear combination of products
of elements from T ′. Thus y is of the desired form. 
4. Hopf algebras arising from p-groups
The mod-p lower central series of a group G gives rise to a restricted Lie algebra
L, whose universal restricted enveloping algebra V L is a Hopf algebra. Starting
with a central extension of p-groupsH → G→ Q, we take enveloping algebras of the
associated Lie algebras and get a central extension of Hopf algebras F → A → B.
In Section 4.2 we show that A is semi-Koszul if Q is abelian and H ≃ Z/(p). In
Section 4.3, we generalize to extensions of Hopf algebras F → A→ B which do not
necessarily arise from extensions of p-groups. We show E0A is semi-Koszul if B is
commutative.
4.1. Definitions. Let G be a group, and let G = F 1G ⊇ F 2G ⊇ · · · be a descend-
ing sequence of subgroups (also called a filtration) with F iGDF i+1G, F iG
/
F i+1G
abelian. Let gr.FG =
⊕
i F
iG
/
F i+1G be the associated graded object, and let
gri
FG = F iG
/
F i+1G. When the filtration is understood, we shall simply write
gr.G and griG. Recall the natural surjection ρi : F
iG։ griG.
For H, K subgroups of G, let (H, K) be the subgroup generated by all commu-
tators of the form (h, k) = h−1k−1hk for h ∈ H, k ∈ K. Let Hn be the subgroup
generated by hn for h ∈ H . AnN -sequence is a normal seriesG = G1DG2DG3D· · ·
such that (Gi, Gj) ⊂ Gi+j [9]. The successive quotients griG = Gi
/
Gi+1 of an N -
sequence are abelian, since (Gi, Gi) ⊂ G2i ⊂ Gi+1. The associated graded abelian
group gr.G =
⊕
nGn
/
Gn+1 has the structure of a Lie algebra over Z, with bracket[
ρrx, ρsy
]
= ρr+s
(
(x, y)
)
. A p-restricted N -sequence is an N -sequence {Gn} such
that Gn
p ⊂ Gpn. The associated graded group gr.G is then a vector space over
Fp. We can define a restriction ξ
(
ρr(x)
)
= ρpr
(
xp
)
on gr.G which makes it into a
restricted Lie algebra over Fp.
The fastest descending p-restricted N -sequence of G is the mod-p lower central
series
{
ΓiG
}
: (see [9], [5])
(4.1) Γ2n−1G = Γ2nG = 〈(γ1, . . . , γr)
pu such that r · pu ≥ n〉,
where (γ1, . . . , γr) =
(
γ1,
(
. . .
(
γr−2, (γr−1, γr)
)
. . .
)
. The associated object gr.ΓG is
thus a restricted Lie algebra over Fp. Let L(G) = LG = gr.
ΓG. It can be easily
checked that L is a functor from the category of groups to the category of restricted
Lie algebras over Fp.
The definition we have given here is slightly different from that of [15] or [5].
Our Γ2n equals their Γn. We have doubled the filtration degree in order not to have
to worry about signs for p odd.
Let kG be the group ring of G over k, with augmentation ǫ(g) = 1 for g ∈
G. A diagonal ψ : kG → kG ⊗ kG is induced by the map g → g ⊗ g, giving
kG the structure of a cocommutative Hopf algebra over k. Let I = ker ǫ be the
augmentation ideal of kG. Filter kG as follows: F 2n−1 = F 2n = In for n > 0. The
associated graded algebra E0(kG) = gr.F kG has the structure of a restricted Lie
algebra over k inherited from the multiplication in kG. Specifically, [ρrx, ρsy] =
ρr+s(xy − yx), ξ(ρrx) = ρrp(x
p). Since ψ respects the filtration on kG, it induces
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a cocommutative diagonal on E0(kG). It is clear that E0(kG) is generated as an
algebra by E02(kG) = I/I
2. These elements are all primitive by reason of dimension.
Thus E0(kG) is primitively generated, and by a theorem of Milnor-Moore [12,
Theorem 6.11], E0(kG) is isomorphic to the restricted universal enveloping algebra
of its restricted Lie subalgebra L = E02kG.
The map ψ : LG→ E0(kG) given by ρr(x) 7→ ρr(x−1) is a restricted Lie algebra
homomorphism. In fact, the image of ψ lies in the primitive elements P
(
E0(kG)
)
of E0(kG).
Theorem 4.2 ([15, Theorem 1.4]). The induced map
LG −→ P
(
E0(kG)
)
is an isomorphism of restricted Lie algebras.
Therefore,
(4.3) V(LG) ≃ V
(
P(E0(kG))
)
≃ E0(kG)
as Hopf algebras over k.
Let VLG denote V(gr.ΓG). Studying the cohomology H∗
(
E0(kG)
)
over k is
thus equivalent to studying H∗(VLG). The advantage of working with cohomology
of Lie algebras is that the Steenrod operations S˜q
0
≡ 0, P˜
0
≡ 0 there ([14], [11,
Theorem 8.5]), which greatly simplifies the situation.
We shall need the following result.
Lemma 4.4. Let G be a finite abelian p-group, then VLG is a semi-Koszul algebra.
Proof. Let G = Z/(pn). It is clear that
VLG ≃ E0(FpG) ≃ Fp[x]
/(
xp
n)
For a general finite p-group G = Z/(pn1)× · · · × Z/(pnk), then
VLG ≃ Fp[x1, . . . , xk]
/(
xp
ni
i
)
Thus
H∗(VLG) ≃ Λ[z1, . . . , zk]⊗ Fp[e1, . . . , ek],
where zi ∈ H
1,2, ei ∈ H
2,2pni . If p = 2 and some ni = 1, replace Λ[zi] ⊗ Fp[ei] by
F2[zi]. 
4.2. An Extension Theorem. Let G be a non-trivial finite p-group, and let k =
Fp. There is an element x of order p in the center of G. Let H ≃ Z/(p) be the
subgroup generated by x. We have the central extension
(4.5) H
f
−→ G
g
−→ Q = G/H
Our plan is to apply the L functor, and then the V functor, to (4.5) in the hope of
obtaining an exact sequence of Hopf algebras of the form (3.1).
First, note that g(ΓnG) = ΓnQ. Refilter H by FnH = f−1
(
ΓnG
)
. According to
Theorem 2.4 of [9], the following is an exact sequence of graded Lie algebras over
Z.
(4.6) gr.F H
f¯
−→ gr.G
g¯
−→ gr.Q
Now gr.FH is generated by x¯ ∈ F 2n/2n+1H , where 2n is the filtration degree of
f(x) in G. Since LH is generated by x¯ ∈ Γ2/3H , gr.FH ≃ LH as ungraded Lie
ON THE COHOMOLOGY OF THE LIE ALGEBRA ARISING FROM THE LOWER CENTRAL SERIES OF A p-GROUP.9
algebras. The sequence (4.6) is actually a sequence of graded restricted Lie algebras
and—if we regrade LH appropriately—is isomorphic to
(4.7) LH −→ LG −→ LQ.
Now let
(4.8) L1
i
−→ L2
π
−→ L3
be an exact sequence of graded restricted Lie algebras over Fp. Recall that VLi is
defined to be the quotient of Tens(Li) by some specific ideal Ji. It is clear that
π(J2) = J3, and that i
−1(J2) = J1. Therefore,
(4.9) Tens(L1)
/
J1 −→ Tens(L2)
/
J2 −→ Tens(L3)
/
J3
is an exact sequence of Hopf algebras over k.
We have just proven
Proposition 4.10. Let H,G, and Q be as in (4.5). Regrade VLH as in (4.7).
Then the following sequence of Hopf algebras is exact:
(4.11) VLH −→ VLG −→ VLQ
Since VLH ≃ Fp[x]
/
(xp), the central extension (4.11) is of the form F → A→ B,
as in (3.1). Associated to this extension is the Cartan-Eilenberg spectral sequence
(3.2):
E2 ≃ H
∗(VLQ)⊗ Λ[z]⊗ Fp[e]⇒ H
∗(VLG), p odd,
E2 ≃ H
∗(VLQ)⊗ F2[z]⇒ H
∗(VLG), p = 2.
(4.12)
Let us now examine conditions on the group G which will assure that the assump-
tions of Theorem 3.3 are satisfied.
Theorem 4.13. In the spectral sequence (4.12), assume µ = d2(z) is a sum of
products of 1 dimensional elements. That is, assume µ is decomposable. Assume
also that Conditions 2 and 3 of Theorem 3.3 hold. Then VLG is semi-Koszul.
Proof. This result follows from the fact that
(4.14)
β˜P
0
(στ) = β˜P
0
(σ)P˜
0
(τ) + P˜
0
(σ)β˜P
0
(τ) = 0 and
S˜q
1
(στ) = S˜q
1
(σ)S˜q
0
(τ) + S˜q
0
(σ)S˜q
1
(τ) = 0,
since P˜
0
≡ 0 and S˜q
0
≡ 0 on the cohomology of a Lie algebra. Condition 1 of
Theorem 3.3 is thus satisfied. 
Theorem 4.15. If Q is abelian, then VLG is semi-Koszul.
Proof. By Corollary 4.4, H∗(VLQ) is isomorphic to a tensor product of algebras of
the form Λ[zi]⊗ Fp[ei] (and F2[z] for p = 2), so H
2(VLQ) is spanned by {zizj , ei}.
Now β˜P
0
(zizj) = 0 = S˜q
1
(zizj) by (4.14) and β˜P
0
(ei) = 0 by reason of internal
degree. Thus Condition 1 of Theorem 3.3 is satisfied. Condition 2 is satisfied
because the annihilator ideal ofH2(VLQ) is generated by one-dimensional elements
{zi}. Finally, Condition 3 is satisfied since H
∗(VLQ) is bigenerated. 
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4.3. Generalization to Hopf Algebras. The results in §4.2 can be generalized
somewhat to Hopf algebras. Let A be a Hopf algebra over Fp. Assume A contains
a central, primitive element x of height p. This means x anticommutes with every
element of A, xp = 0, and xi 6= 0 if i < p. If p is odd, x is forced to have even
internal degree. LetM = Fp[x]/(x
p) be the central sub-Hopf algebra of A generated
by x.
We have the central extension of graded Hopf algebras
(4.16) M
f
−→ A
g
−→ B.
For an augmented algebra C, let {F 2n−1C = F 2nC = (IC)n} be the modified
augmentation ideal filtration, and let E0C = gr.FC. Since ǫB(g(y)) = ǫA(y), we
see that g(IA) ⊂ IB, and more generally, g(IAn) ⊂ IB n . Thus g respects the
augmentation ideal filtration, and we can form the maps
g¯2n : F
2n/2n+1A = IAn
/
IAn+1 −→ IB n
/
IB n+1 = F 2n/2n+1B,
E0g : E0A −→ E0B.
Each g¯2n is a map of graded modules, while E
0A and E0B are bigraded algebras
(by internal degree and filtration degree). It is easy to check that E0g is surjective.
If g¯2n(y¯) = 0, this means g(y) ∈ F
2n+1B. Since g is surjective, y can be written as
y = a + b, where a ∈ F 2n+1A and b ∈ ker g ∩ F 2nA. Since ker g = im f , b = f(b′)
for some b′ ∈ M . Unfortunately, we cannot tell if b′ ∈ F 2nM . If we refilter M by
Fˆ 2nM = f−1
(
F 2nA
)
, we obtain the exact sequence of bigraded algebras
gr.FˆM −→ E0A −→ E0B.
In our case, gr.Fˆ M ≃ E0M ≃M , except that the generator of gr.Fˆ M has filtration
degree equal to the filtration degree of f(x) in A. With the understanding that M
is regraded as such, let us investigate the extension
M −→ E0A −→ E0B
of primitively generated Hopf algebras with associated Cartan-Eilenberg spectral
sequence
(4.17) Es,t2 ≃ H
s(E0B)⊗Ht(M) =⇒ Hs+t(E0A).
We recall that a Hopf algebra C is monogenic if it is generated by one element
x.
Proposition 4.18. [12] A monogenic Hopf algebra over Fp has the form
(1) An exterior algebra Λ[x] = Fp[x]/(x
2), with deg x odd for p odd.
(2) A truncated polynomial algebra A = Fp[x]
/(
xp
n)
as in (A.6).
(3) A polynomial algebra Fp[x] with deg x even for p odd.
In all cases, x is primitive by reason of dimension. We have excluded the case
p = 2, n = 1 from (2), as F2[x]/(x
2) ≃ Λ[x].
Lemma 4.19. [17, Proposition 2.2] For each monogenic Hopf algebra C above,
(1) H∗(C) ≃ Fp[z], with z ∈ H
1,degx.
(2) H∗(C) ≃ Λ[z]⊗ Fp[e], with z ∈ H
1, deg x, e ∈ H2, p
ndegx.
(3) H∗(C) ≃ Λ[z], with z ∈ H1,degx.
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Theorem 4.20 (Borel, [12]). A locally finite, connected, primitively generated,
commutative Hopf algebra over Fp is isomorphic to a tensor product of monogenic
Hopf algebras.
Theorem 4.21. Let M,A,B be as in (4.16). If B is commutative, then E0A is
semi-Koszul.
Proof. The fiber M has cohomology generated by z ∈ H1(M) and possibly e ∈
H2(M). The element e is related to z by the Steenrod operation θ, where θ is one
of β˜P
0
or S˜q
1
. The spectral sequence (4.17) will collapse if d3(e) = θ
(
d2(z)
)
= 0.
Since B is commutative, so is E0B. By Borel’s theorem, E0B ≃ ⊗iBi, where the
Bi are monogenic Hopf algebras. Then H
∗(E0B) ≃ H∗(B1) ⊗ · · · ⊗ H
∗(Bn) ≃
Λ[zi]⊗ Fp[z
′
j]⊗ Fp[ek] with zi, z
′
j ∈ H
1, ek ∈ H
2. We can show θ ≡ 0 on H2(E0B)
by using the same argument as in Theorem 4.15. 
Remark. A theorem of Wilkerson [17] states that a finite dimensional, graded,
connected, cocommutative Hopf algebra A 6= k always contains a nontrivial central
monogenic sub-Hopf algebra C. In the case that C is a truncated polynomial
algebra of height pn, we can always find a central primitive element x ∈ A of height
p. The conditions of Theorem 4.21 then hold.
5. Rank Two p-Groups
In this section we show that the cohomology of the Lie algebra associated with a
rank 2 p-group for p ≥ 5 is bigenerated. A rank 2 p-group is a finite p-group whose
largest elementary abelian subgroup has dimension 2. In the case p ≥ 5, Blackburn
[3] has classified these as belonging to one of the following four families: abelian,
metacyclic, C(r) and G(r, e) of order pr. A metacyclic p-group P is an extension
of a cyclic group by a cyclic group. A presentation for C(r) is given by
C(r) = 〈a, b, c | ap = bp = cp
r−2
= 1, (a, b) = cp
r−3
, c ∈ Z(C)〉
where r ≥ 3, (a, b) = a−1b−1ab, and Z(C) is the center of C. A presentation for
G(r, e) is given by
G(r, e) = 〈f, g, h | fp = gp
r−2
= hp =
(
g, h
)
= 1,
(
f, h−1
)
= gep
r−3
,
(
f, g
)
= h〉
where r ≥ 4, e is 1 or a quadratic non residue mod p.
These also define rank 2 p-groups for p = 3. We include the families for p = 3
in the calculations to follow because they are the source of most of the interesting
behavior.
We will be performing explicit calculations in the cobar complex and with Massey
products. See the Appendix for a review of these concepts.
5.1. G of type C(r).
Since cp
r−3
is a central element of order p, we have the central extension
Z/(p) −→ G −→ Z/(p)× Z/(p)× Z/(pr−3).
As the base is abelian, Theorem 4.15 tells us that VLG is semi-Koszul. We shall
now explicitly calculate H∗(VLG).
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5.1.1. Case 1: r ≥ 4.
Γ2 =
〈
a, b, c
〉
= G Γ2/3 = Fp〈a, b, c〉
Γ2p = 〈cp〉 ≃ Z/(pr−3) Γ2p/2p+1 = Fp〈cp〉
...
...
Γ2p
r−3
= 〈cp
r−3
〉 ≃ Z/(p) Γ2p
r−3/2pr−3+1 = Fp〈cp
r−3〉
Γi/i+1 = 0 for i 6= 2pj, j ≤ r − 3.
Since a−1b−1ab = cp
r−3
∈ Γ2p
r−3
falls below Γ4, LG is an abelian restricted Lie
algebra over Fp. Moreover, ξ
(
a
)
= ξ
(
b¯
)
= 0, ξ
(
cpi
)
= cpi+1 . Let x = a¯, y = b¯, zi =
cpi−1 for 1 ≤ i ≤ r − 2. Then
VLG = Tens{x, y, zi}
/( xp=yp=0, zpi =zi+1
zpr−2=0, x,y,zi commute
)
≃ Fp[x, y, z]
/(
xp, yp, zp
r−2)
as Hopf algebras.
So H∗(VLC(r)) ≃ Λ[x, y, z]⊗ Fp[u, v, w] wherex, y, z ∈ Ext
1,2, and u, v ∈ Ext2,2p
and w ∈ Ext2,2p
r−2
. As usual, the one-dimensional classes x, y are related to the
two dimensional classes u, v by the algebraic Bockstein −β˜P
0
, and w = 〈z〉p
r−2
.
See Appendix A.3 for details.
5.1.2. Case 2: r = 3.
Let G = C(3) =
〈
a, b, c | ap = bp = cp = 1, (a, b) = c ∈ Z(G)
〉
. This case is
more interesting, as the filtration is different. The filtration degree of c is 4, which
makes LG non-abelian:
[
a¯, b¯
]
= c¯ ∈ Γ4/5. We still have ξ(a) = ξ
(
b¯
)
= 0. Thus
VLG ≃ Tens{a, b, c}/J , where J is the ideal generated by the relations
{
ab− ba =
c, ac = ca, bc = cb, ap = bp = cp = 0
}
. The central extension of groups:
(5.1) Z/(p) −−−−→z 7→c
G −−−−−→
a,b7→x,y
Z/(p)× Z/(p)
induces the central extension of algebras
(5.2) Fp[z]
/
(zp) −−−−→
z 7→c
V LG −−−−−→
a,b7→x,y
Fp[x, y]
/
(xp, yp)
which we abbreviate as F −→ A −→ B. This sequence will be exact as graded
algebras if we set deg z = 4. The induced Cartan-Eilenberg spectral sequence has
E2 term
(5.3) E∗,∗2
(
C(3)
)
= H∗(B) ⊗H∗(F ) ≃ Λ[σ, τ ]⊗Fp[µ, ν] ⊗ Λ[ζ]⊗Fp[ǫ]
σ, τ ∈ E1,0,22 µ, ν ∈ E
2,0,2p
2
ζ ∈ E0,1,42 ǫ ∈ E
0,2,4p
2
µ =− β˜P
0
(σ) = 〈σ〉p, ν = −β˜P
0
(τ) = 〈τ〉p
ǫ =− β˜P
0
(ζ) = 〈ζ〉p
The third superscript is the internal degree. The elements σ ⊗ 1 and τ ⊗ 1 in
E1,02 are permanent cycles converging to nonzero classes α and β in H
1,2(A). Put
a reverse lexicographic order on A : c > b > a. Choose the basis for A induced
by this ordering: B =
{
cibjak | 0 ≤ i, j, k ≤ p − 1
}
. The nontrivial relations are
generated by the following:
ab = ba+ c, ac = ca, bc = cb, ap = bp = cp = 0.
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Let B∗ = {x∗|x ∈ B} denote the dual basis, i.e.,
〈x∗, y〉 =
{
1 if y = x,
0 otherwise.
Identify α, β with the classes
[
a∗
]
,
[
b∗
]
in the cobar complex C∗(A). Now, δ
[
c∗
]
=[
a∗|b∗
]
⇒ αβ = 0 inE2,0∞ . This implies
(5.4) d2(1⊗ ζ) = λ · σ ⊗ τ
for some λ ∈ F×p , because that is the last differential which can hit E
2,0
2 . We can
ignore the constant λ, all that matters is that it is nonzero. Since σ⊗τ = 1⊗σ·1⊗τ is
a product, (4.14) implies that the spectral sequence (5.3) collapses at E3. Moreover,
it can be easily seen that
(1) d2 : Tens(µ, ν)⊗ ζǫ
k −→ Ideal(στ) ⊗ ǫk is never zero,
(2) d2 ≡ 0 on Ideal(σ, τ) ⊗ ζǫ
k ⊂ E∗,2k+12 ,
(3) d2 ≡ 0 on the ǫ
k lines.
The permanent classes
S = {σ ⊗ 1, τ ⊗ 1, µ⊗ 1, ν ⊗ 1, σ ⊗ ζ, τ ⊗ ζ, 1⊗ ǫ}(5.5)
in E∞ converge to elements
T = {α, β u, v, x1, x2, e}(5.6)
in H∗(A), with α, β ∈ H1,2(A), u, v ∈ H2,2p(A), x1, x2 ∈ H
2,6(A) and e ∈
H2,4p(A). Every element in E∞ can be expressed as a sum of products from S, for
example, σµiνj ⊗ ζǫk = (σ ⊗ ζ)(µ⊗ 1)i(ν ⊗ 1)j(1 ⊗ ǫ)k. Therefore,
Theorem 5.7. T generates H∗(A) = H∗
(
VLC(3)
)
multiplicatively.
We shall look at the relations in H∗(A) in the following section.
5.2. Relations in H∗
(
VLC(3)
)
.
We will use a theorem of Ravenel [16, Appendix 1.4] on Massey products in spec-
tral sequences. Refer to A.2 for the definition of Massey products. The formulation
is somewhat complicated, but the main idea, due to Kahn [6], is that we do not
want any higher “cross-differentials” to interfere with d2. Since dr = 0 for r ≥ 3,
this is not an issue. Thus we can safely state that if ai ∈ E
∗,∗
2 converge to ui in
H∗(A), then the Massey product 〈a1, . . . , an〉 ∈ E3 (when defined) will converge to
〈u1, . . . , un〉, up to indeterminacy of course. We shall also make use of the following
“juggling theorem”:
Lemma 5.8. [16, A1.4.6] If 〈u1, u2, u3〉 and 〈u2, u3, u4〉 are defined, then
u1〈u2, u3, u4〉 = 〈u¯1, u¯2, u¯3〉u4,
where u¯ = (−1)degu+1u and deg u means total degree of u.
Proposition 5.9. In H∗(VLC(3)), the multiplicative relations are generated by
the following:
(1) α2 = αβ = β2 = 0.
(2) αx2 = −βx1.
(3) αx1 =
{
βu, p = 3,
0, p > 3.
βx2 =
{
−αv, p = 3,
0, p > 3.
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(4) x21, x1x2, x
2
2 =
{
−ux2,−uv, vx1, p = 3,
0, 0, 0, p > 3.
In addition, we have the following Massey products
(5) x1 = 〈α, α, β〉 = −1/2〈α, β, α〉 = 〈β, α, α〉.
(6) x2 = −〈α, β, β〉 = 1/2〈β, α, β〉 = −〈β, β, α〉.
(7) 〈α〉p = −β˜P
0
(α) = u, 〈β〉p = −β˜P
0
(β) = v.
We will prove the last three first.
Proof of 5.9.5, 5.9.6.
Using the notation of §A.2, let (U, δ) =
(
E∗∗2 , d2
)
. The elements a1 = a2 =
σ ⊗ 1, a3 = τ ⊗ 1 are in E
1,0
2 , and have total degree 1. Therefore a¯i = ai. Now
a1a2 = σ
2 ⊗ 1 = 0, and a2a3 = σ ⊗ τ = d2(1 ⊗ ζ), so we can take u1 = 0,
u2 = 1 ⊗ ζ. Then 〈a1, a2, a3〉 = σ ⊗ 1 · 1 ⊗ ζ + 0 · τ ⊗ 1 = σ ⊗ τ , which converges
to x1. The indeterminacy is αH
1 +H1β, which is 0 since H1(A) = Fp〈α, β〉 and
α2 = αβ = β2 = 0.
〈β, α, α〉 = τ ⊗ 1 · 0 + (−1⊗ ζ) · σ ⊗ 1 = σ ⊗ ζ. The minus sign comes from the
fact that βα = −αβ. It disappears because 1⊗ ζ and σ ⊗ 1 anticommute.
〈α, β, α〉 = σ ⊗ 1 · (−1⊗ ζ) + 1⊗ ζ · σ ⊗ 1 = −2 σ ⊗ ζ.
Now let U = C∗∗(A), the cobar complex of A. α is represented by a1 = a2 =
[a∗], β by a3 = [b
∗]. Let us calculate 〈α, α, β〉 in U . u1 = [a
2∗], u2 = [c
∗], and
〈a1, a2, a3〉 = [a
∗|c∗] + [a2
∗
|b∗]. We now have a representative for x1 in C
∗(A).
Other representatives are
x1 = −
1
2
〈α, β, α〉 =
1
2
(
[a∗|c∗]− [c∗|a∗]− [a∗|ba∗]
)
(5.10a)
x1 = 〈β, α, α〉 = [b
∗|a2
∗
]− [c∗|a∗] + [ba∗|a∗](5.10b)
The procedure for x2 is similar. Some representatives are
x2 = −〈α, β, β〉 = −[a
∗|b2
∗
]− [c∗|b∗](5.11a)
x2 = −〈β, β, α〉 = −[b
∗|ba∗] + [b∗|c∗]− [b2
∗
|a∗](5.11b)
x2 =
1
2
〈β, α, β〉 =
1
2
(
[b∗|c∗] + [ba∗|b∗]− [c∗|b∗]
)
.(5.11c)

Proof of 5.9.7.
Follows from naturality of the algebraic Steenrod operations.
Proof of 5.9.1.
Follows from relations in E∞.
Proof of 5.9.2.
αx2 = −α〈α, β, β〉 = −〈α¯, α¯, β¯〉β = −x1β = −βx1
Proof of 5.9.3.
αx1 = α〈α, α, β〉 = 〈α¯, α¯, α¯〉β = 〈α, α, α〉β = uβ for p = 3. For larger primes,
〈α〉3 = 0, since for 〈α〉p to be defined, we need all lower symmetric Massey products
to vanish. Similarly, βx2 = −β〈β, β, α〉 = −〈β, β, β〉α = −vα for p = 3, while
it vanishes for larger primes. In either situation, the products fall to the lower
filtration level F 3H3(A) = E3,0∞ . 
Proof of 5.9.4.
Since (σ ⊗ ζ)
2
= −σ2 ⊗ ζ2 = 0 in E2,2∞ ≃ F
2/3H4(A) = F 2H4(A)
/
F 3H4(A), we
deduce that x21 ∈ F
3H4(A). Since F 3H4(A) is spanned by
{
ux1, ux2, vx1, vx2, u
2,
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uv, v2
}
, we can express x21 as a linear combination
(5.12) x21 = c1ux1 + c2ux2 + c3vx1 + c4vx2 + c5u
2 + c6uv + c7v
2, ci ∈ Fp.
The element x21 has internal degree 12, while the elements on the right hand side of
(5.12) have internal degree larger than or equal to 2p+ 6. For p > 3, we are forced
to conclude that x21 = 0. As usual, the case p = 3 requires special attention.
Let p = 3. Multiplying both sides of (5.12) by α gives us αx21 = βux1 on the
left, and c1βu
2 − c2βux1 + c3βuv − c4βvx1 + c5αu
2 + c6αuv + c7αv
2 on the right.
The summands are linearly independent in H5(A) because their representatives in
E∞ are linearly independent. Therefore, c2 = −1, and all the other ci are zero.
Starting with linear combinations in H4(A) for x1x2 and x
2
2, then multiplying by
α, will yield the other two identities. 
These relations all come about from the fact that σ2 = τ2 = ζ2 = 0, στ = −τσ
in E∞. Since there are no other identities of this type in E∞, there are no new
relations in H∗(A).
5.3. G of type G(r, e).
We next turn our attention to groups G of type
G(r, e) = 〈f, g, h | fp = gp
r−2
= hp =
(
g, h
)
= 1,
(
f, h−1
)
= gep
r−3
,
(
f, g
)
= h〉.
We will soon see that for our purposes, we can take e = 1.
Lemma 5.13. gp ∈ Z(G).
Proof. Since (f, g) = h, we have f−1g−1f = hg−1, and
(5.14) (f, gp) = f−1g−pfgp =
(
f−1g−1f
)p
gp =
(
hg−1
)p
gp = hpg−pgp = 1
The second to last equality follows because (g, h) = 1. 
We will investigate the exact sequence
(5.15) Z/(p)〈d〉 −−−−−−→
d 7→gpr−3
G(r) −−−−→ Q(r − 1)
This is a central extension by Lemma 5.13. As the base is not abelian, we cannot
use Theorem 4.15. The cokernel Q has generators f˜ , g˜, h˜ and relations:
f˜ p = h˜ p =
(
g˜, h˜
)
= 1,
(
f˜ , h˜−1
)
= g˜ ep
r−3
= 1,
(
f˜ , g˜
)
= h˜.
Therefore Q(r−1) ≃ 〈a, b, c | ap = bp
r−3
= cp = 1, (a, b) = c ∈ Z(Q)〉, where a = f˜ ,
b = g˜, c = h˜. For r = 4, Q(r − 1) = Q(3) ≃ C(3). We will focus on this case
presently. The case r > 4 is taken up in section 5.3.2.
5.3.1. Case 1: r = 4.
For the extension (5.15), we have
(5.16) Z/(p) −−−−→d 7→gp
G(4) −−−−−−−→
f,g,h 7→a,b,c
Q = C(3)
with f, g, h, d in filtration degree 2, 2, 4, 2p respectively. The Lie algebra LG is
generated by
{
x = f¯ , y1 = g¯, y2 = gp, z = h¯
}
. Since 2+4 = 2p⇔ p = 3,
[
f¯ , h¯
]
= 0
for p > 3. Since h−1 = −h¯,
[
f¯ , h¯
]
= −
[
f¯ , h−1
]
= −gep = −egp for p = 3.
Summarizing, the non-trivial structure of LG is as follows
ξ(y1) = y2, [x, y1] = z, [x, z] =
{
−ey2 p = 3
0 p > 3.
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For p = 3, e can only equal 1, so we see that e doesn’t really matter.
Taking the usual quotient of Tens{x, y1, y2, z} by the ideal J of relations as in
Definition 2.4,
(5.17) VLG ≃

Tens{f, g, h}
/(
fp=gp
2
=hp=0, fg=h+gf
fgp=gpf, fh=hf, gh=hg
)
p > 3,
Tens{f, g, h}
/(
fp=gp
2
=hp=0, fg=h+gf
fgp=gpf, fh=−gp+hf, gh=hg
)
p = 3.
under the mapping x 7→ f, y1 7→ g, y2 7→ g
p, z 7→ h.
The central extension of Hopf algebras:
(5.18) Fp[d]
/
(dp)
i
−−−−→
d 7→gp
VLG
π
−−−−−−−→
f,g,h 7→a,b,c
VLQ = VLC(3).
denoted by F
i
−→ A
π
−→ B gives us a spectral sequence
(5.19) E∗,∗2
(
G(4)
)
≃ H∗(B) ⊗ (Λ[z]⊗ Fp[w])⇒ H
∗(A).
where z ∈ E0,1,2p2 and w ∈ E
0,2,2p2
2 . We shall suppress tensor notation in spectral
sequences (e.g 1⊗ z = z) from now on.
Proposition 5.20. In the spectral sequence (5.19)
d2(z) =
{
v − x1, p = 3
v, p > 3.
Proof. Put an ordering h > g > f on A = VLG. A basis for A consists of
{higjfk|0 ≤ i, k ≤ p − 1, 0 ≤ j ≤ p2 − 1}. Using the relations (5.17) for A,
we see that in the cobar complex C∗(A)
(5.21) δ[gp∗] =
{∑p−1
i=1 [g
i∗|gp−i
∗
]− [f∗|h∗]− [f2
∗
|g∗] p = 3,∑p−1
i=1 [g
i∗|gp−i
∗
] p > 3.
Under the edge map π∗ : H∗(B) −→ H∗(A), v 7→ class
(∑p−1
i=1 [g
i∗|gp−i
∗
]
)
and
x1 7→ class
(
[f∗|h∗] + [f2
∗
|g∗]
)
. The only differential that can cause the right hand
side in (5.21) to be zero is d2(z). 
Proposition 5.22. β˜P
0
(v) = β˜P
0
(x1) = 0 in H
3(B).
Proof. v, x1 ∈ H
2,2p(B). The image of β˜P
0
: H2,2p(B) −→ H3,2p
2
is zero because
the internal degrees of the elements of H3(B) are all less than or equal to 2 + 4p,
which is less than 2p2. 
Proposition 5.23. d2(z) is not a zero divisor in H
∗(B).
Proof. Assume d2(z)y = 0 for some nonzero element y ∈ H
s+t(B) of filtration
degree s. Project y to y¯ ∈ F s/s+1Hs+t(B) ≃ Es,t∞
(
C(3)
)
.
For p > 3, the equation vy = 0 projects to νy¯ = 0. Since ν is not a zero divisor
in E∞ (C(3)), y¯ = 0. This means y ∈ F
s+1H∗(B), which is a contradiction.
For p = 3, we have (v− x1)y = 0, or vy = x1y. This projects to νy¯ = σζy¯. Note
that νy¯ ∈ Es+2,t∞ , while σζy¯ ∈ E
s+1,t+1
∞ . The two cannot possibly be equal, unless
of course they are both zero. But ν is not a zero divisor, and the same contradiction
ensues. 
We conclude
ON THE COHOMOLOGY OF THE LIE ALGEBRA ARISING FROM THE LOWER CENTRAL SERIES OF A p-GROUP.17
Proposition 5.24. The spectral sequence (5.19) collapses at E3, and
H∗(A) ≃
{
H∗(B)
/
(v − x1)⊗ Fp[w], p = 3,
H∗(B)
/
(v)⊗ Fp[w], p > 3.
Theorem 5.25. H∗(VLG(4)) is generated by {α, β, u, x1, x2, e, w}, with α, β ∈
H1,2, x1, x2 ∈ H
2,6, u ∈ H2,2p, e ∈ H2,4p, and w ∈ H2,2p
2
. The relations are
generated by
(1) α2 = αβ = β2 = 0.
(2) αx2 = −βx1.
(3) αx1 =
{
βu, p = 3,
0, p > 3.
βx2 =
{
−βu, p = 3,
0, p > 3.
(4) x21, x1x2, x
2
2 =
{
−ux2,−ux1,−ux2, p = 3,
0, 0, 0, p > 3.
In particular, VLG(4) is semi-Koszul. The Massey products of Proposition 5.9 still
hold, except now 〈β〉p = x1 for p = 3, and 〈β〉
p = 0, 〈β〉p
2
= w for p > 3.
Proof. This is simply a matter of setting v = 0 or v = x1 in the relations for
H∗
(
VLC(3)
)
(Proposition 5.9). The class w is formally the coboundary of
[
gp
2∗]
.
For p > 3, this is equal to the representative of 〈β〉p
2
in the cobar complex. 
Remark. Notice that x22 = −ux2 implies x2+u is a zero divisor, with x2(x2+u) = 0.
If we had a central extension of 3-groups Z/(3) −→ K −→ G(4) and the induced
spectral sequence (4.12) had d2(z) = x2 + u then x2 ⊗ z ∈ E
2,1
∞ would be an
indecomposable element of dimension 3. In this case, VLK would not be semi-
Koszul.
5.3.2. Case 2: r > 4. Now let G = G(r, e), r > 4, p ≥ 3. The situation is
Z/(p)〈d〉 −−−−−−→
d 7→gpr−3
G(r) −−−−−−−→
f,g,h 7→a,b,c
Q(r − 1)
where Q(r − 1) ≃ 〈a, b, c | ap = bp
r−3
= cp = 1,
[
a, b
]
= c ∈ Z(Q)〉
The filtration degrees of f, g, h, d are 2, 2, 4, 2pr−3 respectively.
Let us first deal with finding H∗(VLQ(r − 1)). There is a central extension for
Q
Z/(p)〈z〉 −−−−→
z 7→c
Q〈a, b, c〉 −−−−−→
a,b7→x,y
Z/(p)× Z/(pr−3)〈x, y〉
which is very similar to (5.1). The induced algebra extension
Fp[z]
/
(zp) −−−−→ VLQ(r − 1) −−−−→ Fp[x, y]
/(
xp, yp
r−3)
, deg z = 4
gives us the spectral sequence
E∗∗2
(
Q(r − 1)
)
≃ Λ[σ, τ ]⊗Fp[µ, ν] ⊗ Λ[ζ]⊗Fp[ǫ]
with σ, τ, µ, ν, ζ, ǫ as in (5.3) except ν has internal degree 2pr−3 and ν = 〈τ〉p
r−3
.
Just as in (5.4), d2(ζ) = στ and the spectral sequence collapses at E3.
Theorem 5.26. H∗
(
VLQ(r− 1)
)
is generated by {α, β, x1, x2, u, v, e}, with α, β ∈
H1,2, x1, x2 ∈ H
2,6, u ∈ H2,2p, v ∈ H2,2p
r−3
and e ∈ H2,4p. Relations are generated
by
(1) α2 = αβ = β2 = 0.
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(2) αx2 = −βx1.
(3) αx1 =
{
βu, p = 3,
0, p > 3.
βx2 = 0.
(4) x21, x1x2, x
2
2 =
{
−ux2, 0, 0, p = 3,
0, 0, 0, p > 3.
The Massey products of Proposition 5.9 still hold, except 〈β〉p
r−3
= v for all p.
Proof. The proofs of (1) and (2) are the same as in 5.9. For the second half of (3),
βx2 = −β〈β, β, α〉 = −〈β, β, β〉α = 0 even for p = 3. In the proof of (4) for p = 3,
we are reduced to solving the equation
(5.27) xixj = c1ux1 + c2ux2 + c5u
2, ck ∈ Fp,
by reason of internal dimension. Multiplying both sides by α and equating coeffi-
cients yield the desired identities. For example, αx22 = −βx1x2 = 0, while the right
side of (5.27) becomes c1βu
2 − c2βux1 + c5αu
2. 
We now turn to finding H∗(VLG(r)). Notice that since (f, h−1) = gp
r−3
falls
below Γ6G,
[
f¯ , h¯
]
= 0 in LG even for p = 3. Thus (5.17) becomes
VLG(r) ≃ Tens{f, g, h}
/(fp = gpr−2 = hp = 0, fg = h+ gf
fgp = gpf, fh = hf, gh = hg
)
.
As in (5.18), setting deg d = 2pr−3 gives us the graded algebra extension
Fp[d]/(d
p)
i
−−−−→ VLG(r)
π
−−−−→ VLQ(r − 1)
which induces the analogue of (5.19)
(5.28) E∗,∗2
(
G(r)
)
≃ H∗
(
VLQ(r − 1)
)
⊗ Λ[z]⊗ Fp[w].
Proposition 5.29. In the spectral sequence (5.28), d2(z) = v.
Proof. In the cobar complex C∗
(
VLG(r)
)
, δ
[
gp
r−3∗]
=
∑pr−3−1
i=1
[
gi
∗
|gp
r−3−i
∗]
,
which is the representative of π∗(v). Thus d2(z) = v for all p. 
Proceeding in the same way as in Propositions 5.22, 5.23 and 5.24, we obtain
Proposition 5.30. β˜P
0
(v) = 0, and v is not a zero divisor in H∗
(
VLQ(r − 1)
)
.
Thus the spectral sequence (5.28) collapses at E3 and
H∗
(
VLG(r)
)
≃ E∞ ≃ H
∗
(
VLQ(r − 1)
)/
(v) ⊗ Fp[w]
Finally,
Theorem 5.31. H∗
(
VLG(r)
)
is generated by α, β, u, x1, x2, e, w. The bidegrees of
the generators are as in Theorem (5.25), except w ∈ H2,2p
r−2
. Relations are as
in Theorem 5.25 except now βx2 = x1x2 = x
2
2 = 0, 〈β〉
pr−2 = w for all p. In
particular, H∗
(
VLG(r)
)
is semi-Koszul.
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5.4. G Metacyclic. Let G be a metacyclic p-group. That is, there is an extension
Z/(pm) −−−−→ G −−−−→ Z/(pn)
For p odd, any metacyclic p-group G has presentation
G = P (m,n, q, l) = 〈x, y | xp
m
= 1, yp
n
= xp
q
, (x, y) = xp
l
〉
for integers m,n, l, q ≥ 1 satisfying (pl + 1)p
n
≡ 1 mod pm and (pl + 1)pq ≡ pq
mod pm [4]. We can get all groups up to isomorphism by requiring l ≤ m, q ≤ m,
n+ l ≥ m and q + l ≥ m. Note that yp
m+n−q
= 1.
It is clear that LG is generated by xi = xp
i−1 ∈ Γ2p
i−1/2pi−1+1, 1 ≤ i ≤ m, and
yj = yp
j−1 ∈ Γ2p
j−1/2pj−1+1, 1 ≤ j ≤ n+m− q, some of which may be zero.
Lemma 5.32. For all i, j, [xi, yj] = 0.
Proof. y−1xy = xp
l+1 ⇒ y−p
j
xp
i
yp
j
= xp
i(pl+1)p
j
⇒
(
xp
i
, yp
j)
= x
pi
(
(pl+1)p
j
−1
)
.
The exponent is pi
(
(pl+1)p
j
−1
)
= pi
(
plp
j
+ · · ·+pjpl+1−1
)
= pi+j+la, a ∈ Z.
Therefore,
(
xp
i
, yp
j)
= (xa)p
i+j+l
∈ Γ2p
i+j+l
( Γ2(p
i+pj), even for i = j = 0. 
We can break the analysis of LG down into three cases:
Case 1: n < q.
ξ(yj) = yj+1 for j < n. Since y
pn = xp
q
falls down to a lower filtration level,
ξ(yn) = yp
n = 0, and there are no yj for j > n. The other generators {xi}1≤i≤m
have restriction ξ(xi) = xi+1 for i < m and ξ(xm) = 0. Then
VLG ≃ Fp[x, y]
/(
xp
m
, yp
n)
deg x = deg y = 2.
Case 2: n > q.
By the same reasoning as above, t here are no xi for i > q. ξ(xi) = xi+1 for
i < q, ξ(xq) = 0. ξ(yj) = yj+1 for j < n+m− q, and ξ(yn+m−q) = 0. So
VLG ≃ Fp[x, y]
/(
xp
q
, yp
n+m−q)
deg x = deg y = 2.
Case 3: n = q.
In this case, xp
q
= yp
n
in Γ2p
q
= Γ2p
n
. Let z = yxp
m−n−1. Then (x, z) =
x−1x1−p
m−n
y−1xyxp
m−n−1 = xp
l
= (x, y).
Claim. zp
n
=1.
Proof. It can be shown by induction that (yxa)b = ybxa[(p
l+1)b−1]/pl . For a =
pm−n − 1, b = pn, the exponent of x is(
pm−n − 1
)(
(pl + 1)p
n
− 1
)
/pl =
(
pm−n − 1
)
pn+lc/pl = (pm − pn)c,
where c = 1 +
1
pn
(
pn
2
)
pl +
1
pn
(
pn
3
)
p2l + · · · = 1 + pld, for some d ∈ Z. Then
zp
n
= yp
n
x(p
m−pn)c = xp
n(−c+1) = xp
n+ld = 1 since n+ l ≥ m. 
So G ≃ 〈x, z|xp
m
= 1, zp
n
= 1, (x, z) = xp
l
〉. Generators for LG are {xi}1≤i≤m
and {zj}1≤j≤n, and
VLG ≃ Fp[x, z]
/(
xp
m
, zp
n)
deg x = deg z = 2.
Note that the transformation y 7→ z in G corresponds to the map y1 7→ z1 = y1−x1
in LG.
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Theorem 5.33. Let G = P (m,n, q, l), then
H∗(VLG) ≃ Λ[x, y]⊗ Fp[u, v], x, y ∈ H
(1,2), u = 〈x〉a ∈ H(2,2a), v = 〈y〉b ∈ H(2,2b)
where a = pm, b = pn if q ≥ n and a = pq, b = pm+n−q if q < n.
We have finally proven
Theorem 5.34. Let p ≥ 5, and let G be a finite p-group of rank 2. Then VLG is
semi-Koszul.
Appendix A.
A.1. The Cobar Complex. We summarize the construction of the cobar complex
of A, which can be used to calculate the cohomology of A. Refer to Priddy [13,
Section 1] for more details.
As in Section 2, let A be an algebra with augmentation ideal I. The cobar
complex of A, denoted by C∗(A), is given by Cs(A) = (I∗)⊗s. A typical element is
written
[
α1| · · · |αs
]
and has bidegree (s, t), where t =
∑s
i=1 degαi is the internal
degree inherited from A. Let Cs,t be spanned by elements of bidegree (s, t). There
is a differential δ : Cs,t(A) −→ Cs+1,t(A), which may be computed as follows.
Let µ∗ be the composite A∗
µ∗A−→
(
A ⊗ A
)∗ θ−1
−→ A∗ ⊗ A∗, where µ∗A is dual to the
multiplication map µA of A, and θ is the isomorphism defined more generally by
θ :M∗ ⊗N∗ −→
(
M ⊗N
)∗
, θ(f ⊗ g)(m⊗ n) = (−1)deg g degmf(m)g(n)
for A-modules M and N . If µ∗(α) =
∑
r α
′
r ⊗ α
′′
r , then δ is given by
(A.1) δ
([
α1| · · · |αs
])
= −
∑
1≤i≤s;r
(−1)ei,r
[
α1| · · · |α
′
i,r|α
′′
i,r| · · · |αs
]
,
where ei,r is the total degree of
[
α1| · · · |α
′
i,r
]
. The cohomology groups of A are
then Hs,t(A) = Hs
(
C∗,t(A), δ
)
.
C∗(A) has the structure of a differential graded algebra with product
[α1| · · · |αs] ∪ [β1| · · · |βs′ ] = [α1| · · · |αs|β1| · · · |βs′ ].
The induced product in cohomology coincides with the Yoneda Ext product as
given in [1, 2.2].
A.2. Massey Products. The following material on Massey products can be found
in [16, A1.4] and [8]. We recall the definition of the 3-fold Massey product . Let
(U, δ) be a differential bigraded algebra. Let αi ∈ H
si,ti(U) be represented by
ai, and assume α1α2 = α2α3 = 0. Let s = s1 + s2 + s3, t = t1 + t2 + t3. For
any element a ∈ U , let a¯ = (−1)deg(a)+1a where, as usual, degree means total
degree. Let δ
(
ui
)
= a¯iai+1. Then the Massey product 〈α1, α2, α3〉 ∈ H
s−1,t(U)
is the class represented by the cocycle a¯1u2 + u¯1a3. This 3-fold product is not
well defined because the choices made in its construction are not unique. The
choices of ai don’t matter, but the ui could each be altered by adding a cocycle
xi ∈ U
si+si+1−1,ti+ti+1 . This would alter 〈α1, α2, α3〉 by an element of the form
α1Jx2K + Jx1Kα3 ∈ α1Hs2+s3−1,t2+t3(U) +Hs1+s2−1,t1+t2(U)α3 = Ind〈α1, α2, α3〉.
By JxK we mean the class of x in H∗(U). The group Ind〈α1, α2, α3〉 is called the
indeterminacy of 〈α1, α2, α3〉. If the indeterminacy is trivial, then 〈α1, α2, α3〉 is a
single class in H∗ ∗ (U).
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Definition A.2. With notation as above, 〈α1, α2, α3〉 ⊂ H
s−1,t(U) is the coset of
Ind〈α1, α2, α3〉 represented by a¯1u2 + u¯1a3.
Similarly, one can define k-fold Massey products 〈α1, . . . , αk〉 for k > 3. Let
αi ∈ H
si, ti be represented by ai, and let si,j =
∑j
r=i+1(sr − 1), ti,j =
∑j
r=i+1 tr,
s = s1,k + 2, and t = t1,k.
Definition A.3. A collection of cochains A =
{
ai,j ∈ U
si,j+1, ti,j
}
0≤i<j≤k
is said
to be a defining system for the k-fold Massey product 〈α1, . . . , αk〉 if
ai−1,i = ai for i = 1, . . . , k,
δai,j =
∑
i<r<j
ai,rar,j .
The cocycle c
(
A
)
∈ Us,t defined by
c(A) =
k−1∑
r=1
a1,rar,k,
is called the related cocycle of A. The k-fold Massey product 〈α1, . . . , αk〉 ⊂
Hs,t(U) consists of all classes
q
c
(
A
)y
, where A ranges over all defining systems
of 〈α1, . . . , αk〉.
It can be shown that the set 〈α1, . . . , αk〉 does not depend on the choice of
representatives of the αi. The k-fold product is then a cohomology operation of k
variables that is defined if all the lower products 〈αi, . . . , αj〉 for 0 < j − i < k − 1
are defined and contain zero. Here the double product 〈αi, αi+1〉 is understood
to be the regular product αiαi+1. The indeterminacy can get quite complicated,
however [16, A1.4.4]. Kraines has constructed a ‘restricted’ k-fold Massey product
on the cohomology of topological spaces which has no indeterminacy [8, Section 3].
This construction can be carried over to the Hopf algebra setting [7, Section 3]. If
αi = α for all i and α
2 = 0, one can define the symmetric Massey product 〈α〉k.
Definition A.4. Let α ∈ Hs,t(U) be a class such that α2 = 0. A collection of
cocycles A =
{
ai ∈ U
i(s−1)+1,it
}k−1
i=1
is called a defining system for the symmetric
Massey product 〈α〉k if
a1 represents α,
δai =
i−1∑
r=1
arai−r for 2 ≤ i ≤ r − 1.
The cocycle c
(
A
)
∈ Uk(s−1)+2,kt defined by
c
(
A
)
=
k−1∑
r=1
arak−r ∈ U
k(s−1)+2,kt
is called the related cocycle of A. The symmetric product 〈α〉k is then the set of
all classes u ∈ Hk(s−1)+2,kt(U) which are represented by some c
(
A
)
, where A is a
defining system for 〈α〉k. If 〈α〉k is defined and equal to a single homology class
then 〈α〉k is said to be defined with zero indeterminacy.
Lemma A.5. Let p be odd, and let A be a Hopf algebra over Fp.
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(1) If α ∈ H2s+1,t(A), then 〈α〉p is defined with zero indeterminacy [7, Lemma
14].
(2) If α ∈ H1,t(A), then 〈α〉p = −β˜P
0
(x) [11, Remark 11.11].
A.3. Calculations. Let
(A.6)
A = Fp[x]
/(
xp
n)
, deg x = m even, n ≥ 1, p odd,
A = F2[x]
/
(x2
n
), deg x = m, n > 1, p = 2.
The augmentation in both cases is defined by ǫ(x) = 0. It is known that the
cohomology of such a truncated polynomial algebra is the tensor product of an
exterior algebra on a one-dimensional class and a polynomial algebra on a two
dimensional class. We would like to identify specific generators in the cobar complex
C∗(A) = Tens
(
I(A)∗
)
.
Choose for I(A) the natural basis {xi, 0 < i < pn}. Let {yi} be the dual basis
for I∗. Then
(A.7) δ
[
yk
]
=
∑
i+j=k
0<i<k
[
yi|yj
]
.
Clearly, in C1,2m(A), z = [y1] is a cocycle. Let e =
∑pn−1
i=1 [yi|ypn−i]. A routine
calculation shows that e is a nonbounding cocycle. By abuse of notation, we can
thus take z and e to be the generators of H∗(A).
Lemma A.8. Let A be a truncated polynomial algebra as in (A.6). Then H∗(A) ≃
Λ(z)⊗Fp[e], with z ∈ H
1,m, e ∈ H2,mp
n
as defined above. Moreover, the symmetric
Massey product 〈z〉
pn
= e with zero indeterminacy.
Proof. Choosing ai = [yi] gives a defining system for 〈z〉
pn . Its related cocycle is∑pn−1
r=1
[
yr|ypn−r
]
, which represents e. There is no indeterminacy because for each
i, there is no other choice of ai. 
Remark. If p = 2, n = 1, then A = F2[x]/(x
2) ≃ Λ[x], and H∗(A) ≃ F2[z] with
z = [x∗] ∈ H1, degx.
Summarizing,
Theorem A.9. Let A = Fp[x]/(x
pn), then the following Steenrod operations and
symmetric Massey products are present in H∗(A):
(1) 〈z〉p
n
= e, P˜
1
e = ep for p odd,
(2) β˜P
0
z = −e for p odd, n = 1,
(3) 〈z〉2
n
= e, S˜q
2
(e) = e2 for p = 2, n ≥ 2,
(4) S˜q
1
(z) = z2 for p = 2, n = 1.
Proof. These are consequences of the axioms in Theorem 2.2 and of the results just
stated. 
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