A flow chart of our implementation of the Benders decomposition algorithm (with and without split cuts) is provided in Figure 1 . Boxes with dashed borders represent steps that are not required at every node. Lightly shaded boxes represent steps that are executed by the commercial solver CPLEX.
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In the first phase, the LP relaxation of the master problem, given in (14) in the paper, is solved via a cutting-plane algorithm. At every iteration, the LP is solved, the Benders cuts and optionally split cuts for the master problem are generated, and cuts violated by the current LP solution are added to the LP. If the SP (i.e., cut-and-project) method is chosen, split cuts for scenario subproblems are generated and those violated by the current LP solution are added to the subproblems before the Benders cuts are generated.
This loop is repeated until no more violated cuts are found. At the end of the first phase, the cuts added to the LP are kept as part of the MIP formulation that is solved in the branch-and-cut phase of the algorithm.
The purpose of this implementation is that commercial MIP solvers generate their own cuts based on the constraints in the given model formulation, so they can generate more and/or stronger cuts by using more information about the problem.
Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) Figure 1 Flow chart of branch-and-cut algorithm. UB, ν and (x,z) denote upper bound of the stochastic integer program, the optimal objective value of the LP relaxation, and an optimal solution of the LP relaxation, respectively. 
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Phase 1: Solve LP relaxation via cutting plane method.
Phase 2: Branch-and-cut.
In the branch-and-cut phase of the algorithm, a branch-and-bound tree search is performed with branching on the integer variables in the master problem. The search is initialized with a single "root node" containing no branching restrictions, and the value of the best known feasible solution is maintained as UB. After the stopping criterion is checked (e.g., upper and lower bounds are within an acceptable tolerance), a node in the tree is selected to be processed. The LP relaxation at the node is then solved. If the LP is infeasible, or its optimal value ν satisfies ν ≥ UB, the node is pruned and the stopping criterion is again checked. Otherwise, branching is performed to create two new nodes in the branch-and-bound tree. The addition of these so-called user cuts is implemented within a UserCutCallback in CPLEX. Also, CPLEX can add its own general purpose cuts in this case.
Example
We illustrate how the root node is solved by different algorithms using a small CAP example whose data is as follows: (14) in the paper, is
whereas the second-stage LP subproblem for scenario 1 (or 2), as defined in (11) in the paper, has the form min z s.t. z ≥ 45y 1 + 36y 2 + 7y 3 + 24y 4 + 55y 5 + 11y 6 , y 1 + y 3 + y 5 ≥ 69 (or 52), y 2 + y 4 + y 6 ≥ 25 (or 36), y 1 + y 2 ≤ 50x 1 , y 3 + y 4 ≤ 50x 2 , y 5 + y 6 ≤ 50x 3 , y ∈ R 6 + . Table 1 reports the optimal objective values of the master LP at each iteration (Iter) and the number of different types of cuts added by the methods BEN, MP and SP while solving the root node. Benders cuts, split cuts added to the master problem, split cuts added to the first scenario subproblem and split cuts added to the second scenario subproblem are denoted by B, MP, SP1 and SP2, respectively. Moreover, Table   2 provides the form of these cuts. Table 2 Benders cuts (B), split cuts for the master problem (MP), split cuts for the first subproblem (SP1) and split cuts for the second subproblem (SP2) added while solving the root node by different algorithms. the root node, whereas MP adds two split cuts to the master problem. On the other hand, SP first adds one split cut to the first subproblem and then generates one Benders cut for the master problem, which in turn leads to a larger relaxation value. When the root node is solved by MP or SP, the relaxation bound of 1188 is obtained, which is indeed the optimal objective value of the stochastic integer program. 
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