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Abstract. A kinetic equation is derived for the phase density of a system of point 
particles, generating a system of integro-differential equations for distribution 
functions that have a deterministic meaning. The derivation took into account the 
retardation of interactions between particles. The obtained equations describe the 
irreversible behavior of a system of particles without involving any probabilistic 
hypotheses. The use of the retarded potentials, in this case, corresponds to taking 
the field into account when the dynamics of the many-particle system is 
described. 
Highlights 
 A new method for determining of distribution functions is proposed 
 Distribution functions in the kinetic theory have deterministic nature  
 Retarded interactions are considered as one of physical causes of 
irreversibility of the kinetic equations  
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1. Introduction 
The main method for studying of nonequilibrium systems of many particles is the hierarchy 
of BBGKY kinetic equations for statistical distribution functions [1-3]. Formally, the BBGKY 
hierarchy can be obtained without involving distribution functions that have probabilistic 
meaning. For example, in [4] it was shown that, in the general case, it is possible to construct a 
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chain of equations for microscopic phase densities similar to the BBGKY hierarchy, but without 
using of statistical assumptions and hypotheses. 
Nevertheless, probabilistic hypotheses, ergodicity, and mixing formed the basis for 
explaining the transition of the system of many particles to equilibrium. However, the use of 
probabilities does not explain from the physical point of view neither the mechanism of transition 
to thermodynamic equilibrium nor the nature of thermodynamic equilibrium in general. Despite 
this, averaging with the use of probability measures is often used to obtain kinetic equations. For 
example, the Klimontovich equation [5], written for phase microscopic density, being 
completely deterministic and reversible in time, after formal statistical averaging goes into the 
first equation of the BBGKY hierarchy for statistical distribution functions. But such averaging 
does not contain the phenomenon of stochastization as a physical process and does not explain 
the transition to equilibrium state, but only describes it. It was also shown by Bogolyubov [6] 
that the stochasticization of the system is not contained even in the kinetic equations written for 
such a simple model as a system of elastic balls. 
As a rule, a description of the transition of a system to equilibrium state is carried out either 
by averaging the solutions of the Liouville equation over the initial points in time in the distant 
past, or by adding an infinitely small source that selects delayed solutions of this equation [7]. 
These two methods are equivalent and are a generalization of the condition for the weakening of 
correlations according to Bogolyubov, i.e. actually contain an ergodic hypothesis [7]. But in the 
general case, the ergodic hypothesis is incorrect, and the criteria for the equality of time and 
configuration averages are unknown. In this regard, the properties of transitivity, and especially 
mixing for dynamical systems considered in statistical mechanics, are extremely difficult to 
establish [8]. In quantum statistics, in isolated dynamical systems, there is no analog of mixing at 
all, as well as the transitivity property, which, according to ergodic theory, is necessary for the 
transition of the system to equilibrium state [8]. 
We should also mention Katz's work [9], devoted to the problem of a discrete dynamic ring 
model. Katz showed that introducing realistic probabilistic hypotheses into a deterministic 
exactly solvable model leads to a distortion of the exact solution. Therefore, the justification of 
thermodynamics through the use of the concept of probability seems doubtful. 
The mechanism of transition of the system to equilibrium state is often associated with the 
influence of thermostat [8]. Since a thermostat refers to the external environment, such a 
mechanism does not solve the problem of the transition to stochastization of an isolated system. 
This means that the reason for the transition to equilibrium state should be connected with 
interactions between particles of the system itself. However, in addition to the particles 
themselves, it is also necessary to take into account the field through which the particles interact. 
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The influence of the field leads to retarded potentials. Thus, one of the possible physical 
mechanisms generating irreversibility is not just the interaction of particles, but namely retarded 
interactions. Taking into account the retardation allowed Zakharov [10] to derive an irreversible 
equation for microscopic phase density, generalizing the Klimontovich’s equation to the case of 
retarded interactions. 
Finally, the mechanism of irreversible behavior of systems even with a small number of 
degrees of freedom was clarified in [11] and is also associated with the retardation of interaction 
between particles of the system. 
In the present work, the dynamic nature of the distribution functions inherent in the kinetic 
equations of statistical physics is shown, and based on the consideration of the retarded 
interactions, the kinetic equations irreversible in time are obtained for them. 
 
 
2. Determination of smoothed distribution functions 
The description of the system of many particles at the microscopic level can be carried out using 
microscopic phase density [5] 
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To proceed to the description of macroscopic properties, we adopt the following smoothing 
procedure [12]. We mentally divide the region occupied by a system of N  particles into small, 
time-independent volumes   r . Let  ,N tr  is the number of particles in the volume   r . 
The volume value   can be chosen quite arbitrarily depending on the research task. For 
example, if the number of particles of radius 
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(here n  is the average concentration of particles), then using such a partition, a single 
description of both kinetic and gas-dynamic processes is possible [5]. 
Further, for each microscopic dynamic additive quantity i  to which the microscopic 
density     
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the smoothing operator Sˆ  [12]: 
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For example, the smoothed (or average) particle density in the volume   r  has the form: 
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It should be emphasized that the operation (2) is a transition to the description of the 
dynamics in new (field) variables. Under the action of the operator Sˆ , of course, most of the 
information about the motion of the particles of the system is lost, which, however, does not lead 
to its irreversible behavior. In statistical physics, namely the averaging (over any Gibbs 
ensemble) is considered as the origin of irreversibility. Here the situation is different. Just as the 
transition to the equation of motion of the center of inertia of a particle system in classical 
mechanics does not lead to irreversible behavior, so in our case operation (2) does not change the 
symmetry of the equation of motion with respect to time inversion. 
We now define the macroscopic phase density as the smoothed microscopic density (1): 
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It is significant that smoothing is carried out only by the configuration subspace. Carrying out 
additional smoothing over the momentum subspace, we would cut off some of the possible 
values of momenta of particles in the volume  . This would lead, firstly, to inevitable errors, 
and secondly, could lead to non-physical non-invariance of the obtained equations of motion 
with respect to time reversal. 
Integrating over the momentum subspace, we obtain a one-particle distribution function  
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coinciding with the particle number density (3). Similarly, we can introduce the two-particle 
distribution function, which will be used later:  
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The above functions (4) and (5) are examples of dynamic distribution functions. 
 
3. The basic kinetic equation 
We find the partial time derivative of (4): 
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For further analysis, it is necessary to use the equation of motion of particles 
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The potential at the point ir , taking into account the retarded interactions, has the form: 
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where  i kik i k
c
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r r  is the time of interactions retardation between i -th and k -th 
particles, c  is interaction transfer rate (the light speed). It should be specially noted that the 
function  U r  is defined for resting particles, while the function (8) is determined not only by r  
and t , but also by retardation time ik  between all the particles. 
Substituting (7) and (8) in (6), we rewrite the second term in (6) in the form 
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the derivative with respect to r  and integrating in (9) with respect to time t  taking into account 
the ratio 
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we rewrite (9) in a slightly different form
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we obtain 
 
 
 
 
     1 2
1 2 1 2
...1 23 3
... ...
0
1
, , , , , .
!
n
n n
n
I d d F F S t t
n m
  
     



  
         
 
p
r p r r p p
p r
 
Here 
  
   
1 2 1 2...
0
.
...n n
n
k kGF
x x x  
    
   

 
  
r r   
As a result, the law of change in phase density (6) will take the final form  
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This is the main equation of this work, on the basis of which a hierarchy of equations for 
dynamic distribution functions will be built.  
Performing the expansion of the moments in powers of the times of interactions 
retardation, it is not difficult to verify that after replacing 
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corresponding to operation of time reversibility, the left-hand side of (11) does not change, and 
the change in sign on the right-hand side occurs only for terms of the expansion with odd 
numbers. Consequently, the resulting equation is noninvariant with respect to time reversal and, 
as a consequence, describes the irreversible behavior of the system of the particles. 
To simplify the further analysis, we carry out expansion on retardation time. Moreover, 
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Then, leaving the terms of the order  on the right-hand side of equation (11), the main equation 
can be represented as 
 
   
 
 
 
     1 2
1 2 1 2
...1 23 3
... ...
0
, , , ,
1
1 , , , , .
!
n
n n
n
f t f t
t m
d d F F S t
n с m m
  
     


 

 
      
      
      
 
r p r pp
r
r r p p
r p r r p p
p r r
 (12) 
Next, we consider important particular cases of the resulting equation (12). 
 
4. First approximation 
In the case of force fields that vary slightly on the scales 3  , only the first term can be 
left in the sum over n  in the first approximation. Then equation (12) takes the form: 
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is the moment of zero order. Taking into account the Newton's third law for the particles we get 
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In view of the equalities of type 
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kinetic equation (12) for a smoothed phase density takes the form 
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If we neglect the retardation (i.e., atс ), the second term in the right-hand side of 
equation (14) becomes zero. The equation becomes invariant with respect to time reversal and, 
as a consequence, no longer describes the irreversible behavior of the particle system.  
Equation (14) also is valid for microscopic density, but only if the self-action effect is 
taken into account [10]. 
 
5. Second approximation 
Holding in the sum over n  the first two terms, the right side of the main equation (12) 
can be represented as  
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We write the first-order moment  
 
   
  
    
        
3 3
2
1
1
, , , ,
.
N N
i
i k i
i k k
S t d d t
t t t
    
  
   
      

    
  
r r
r r p p r r
p p r r p p
ξ ξ ξ
ξ

 
  
in the form 
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is the vector field of the displacements of particles relative to the center of a volume   r .  
Then, after simple transformations, equation (12) can be represented in the final form 
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Here  2 , , , ,f t r p r p  is two-particle distribution function (5), which, in a second approximation, 
depends on the smoothed phase density  , ,f tr p  and the vector field (15) 
   , , , ,t h t h r p r p e : 
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The second term on the right-hand side of equation (16) has the form 
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Due to the term  , the dynamics of the system is irreversible. This term corresponds to the 
influence of the field, through which the interaction between the particles occurs. The influence 
of the field is taken into account by means of retardation potentials (8). We can say that (18) is 
connected with a thermostat, the role of which is played not by the external environment, but by 
the field. There is a continuous exchange of energy between the system of particles and the field, 
which leads to irreversible evolution. 
It should be noted that equation (16) formally has the same form as in the works devoted 
to the classical theory of kinetic equations [13]. However, the fundamental difference is that the 
term   in these works is introduced into the theory additionally, from the outside, and 
corresponds to the interaction with the external environment (thermostat). We also note that the 
proposed derivation of   is the physical justification of the so-called source term introduced by 
Zubarev [7], which selects delayed solutions of the kinetic equation. 
It is easy to see that in the absence of retardation (i.e., in the case 0  ), equation (16) is 
the first equation of the BBGKY hierarchy. In this case, formula (17) gives a recipe for 
calculating (in a second approximation) the two-particle distribution function and, as a 
consequence, the correlation functions inherent in statistical physics. For this, it is necessary to 
find the functions (4) and (15), equations for which are discussed below. 
10 
 
 
6. Construction of hierarchy of kinetic equations 
When the next (third) term in the expansion of n  is taken into account, tensor quantities of the 
second rank appear  
  
 
     3
1
, , .k k
k
Q t d t t     

  

 
r
r p r r p pξ ξ    (19) 
These and multipole quantities with higher tensor dimensions are intended for description of the 
heterogeneity in the distribution of particles. It is possible to continue sequentially accounting 
the degree of heterogeneity, obtaining a more accurate expression for the two-particle 
distribution function (5). The reason for the heterogeneity of the particle distribution is due to the 
inconstancy of the gradient of interparticle fields inside   r . 
Since no probabilistic measures were used in definitions (4), (5), (15), and (19), the origin 
of the distribution functions has an exclusively deterministic explanation that does not require 
statistical interpretation. 
It follows from (14) that, in the first approximation, the two-particle function corresponds 
to the so-called mean field approximation      2 , , , , , , , ,f t f t f t   r p r p r p r p , in which the 
inhomogeneity in the particle distribution is not taken into account. It is customary to say that in 
the mean-field approximation, correlations in the arrangement of particles are neglected. From a 
dynamic point of view, the mean field approximation corresponds to the constancy of the 
gradient of internal fields within the volumes   r . In this approximation, kinetic equation (14) 
is closed. 
Since in the second approximation the kinetic equation (16) already contains two 
unknown functions  , ,f tr p  and  , , th r p , it is necessary to write another equation to solve the 
problem. To do this, find the partial time derivative of  , , th r p . If we will not take into account 
tensor quantities of the second rank (as well as in (23)), then the obtained (vector) equation for 
 , , th r p  will contain the functions  , ,f tr p  and  , , th r p  only. The system becomes close. 
Having solved it, we can find in this approximation the two-particle distribution function (17). 
In the third approximation, the tensor distribution functions (19) will be additionally 
taken into account. The expression  for  2 , , , ,f t r p r p  will have a more complex form. A 
closed system will already contain three equations. To obtain them, it is necessary in equation 
(12) leave in the sum of n  the first three terms. Then, differentiating  , , th r p  with respect to 
time, we obtain the second (vector) equation, leaving the distribution functions in it no higher 
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than the second rank (19). The third equation (or rather, six equations for the independent 
components of the symmetric tensor field Q ) is obtained by time differentiation of (19) in the 
same approximation. 
For a more detailed account of heterogeneity in the distribution of particles (i.e., take into 
account the following approximations), one needs to act in a similar way. 
 
7. Summary and conclusions 
Let us formulate briefly the main conclusions of the study. 
a) The kinetic equation (11) is derived for a smoothed phase density (4), which describes the 
irreversible dynamics of a system of particles. 
b) It is shown that the distribution functions (4), (5), as well as (15) and (19), which determine 
the macroscopic characteristics of a system of particles, are of a deterministic origin and do not 
require the introduction of probability hypotheses for their justification.  
c) It has been established that irreversibility is due to the influence of a field (playing the role of 
a thermostat), the accounting of which is finally expressed in the appearance of an additional 
term   in the kinetic equation. 
d) In our approach, to describe the irreversible behavior of the system, there is no need to 
introduce additional assumptions and any source term [7] or terms related to them that do not 
follow from the equations of motion [13].  
e) A closure procedure is proposed for a system of integro-differential equations for smoothed 
distribution functions of different tensor dimensions.  
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