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A Matroid Generalization of the Super-Stable Matching Problem
Naoyuki Kamiyama∗†‡
Abstract
A super-stable matching, which was introduced by Irving, is a solution concept in a variant
of the stable matching problem in which the preferences may contain ties. Irving proposed a
polynomial-time algorithm for the problem of finding a super-stable matching if a super-stable
matching exists. In this paper, we consider a matroid generalization of a super-stable matching.
We call our generalization of a super-stable matching a super-stable common independent set.
This can be considered as a generalization of the matroid generalization of a stable matching for
strict preferences proposed by Fleiner. We propose a polynomial-time algorithm for the problem
of finding a super-stable common independent set if a super-stable common independent set
exists.
1 Introduction
The stable matching problem, which was introduced by Gale and Shapley [4], is one of the most
central topics in the study of matching under preferences. The aim of this paper is to unify the
following two directions of generalization of the stable matching problem.
The first direction is generalization of preferences. More concretely, in this generalization, we
allow the preferences contain ties. That is, some agent may be indifferent between some potential
partners. A super-stable matching, which was introduced by Irving [5], is a solution concept in
this generalization. This stability concept guarantees that there does not exist an unmatched pair
{a, b} such that a (resp., b) prefers b (resp., a) to the current partner, or is indifferent between b
(resp., a) and the current partner. Irving [5] proposed a polynomial-time algorithm for the problem
of finding a super-stable matching if a super-stable matching exists.
The second direction is generalization of matchings. In the stable matching problem, we usually
consider a matching in a bipartite graph. In this generalization, we generalize a matching in a
bipartite graph to a common independent set of two matroids. Fleiner [1] introduced a matroid
generalization of the stable matching problem with strict preferences, and proved that there always
exists a stable solution in this generalization and we can find a stable solution in polynomial time
if we are given a polynomial-time independence oracle for the matroids.
In this paper, we consider a matroid generalization of a super-stable matching. We call this
generalization of a super-stable matching a super-stable common independent set, and we consider
the problem of finding a super-stable common independent set if a super-stable common indepen-
dent set exists. The contribution of this paper is a polynomial-time algorithm for this problem.
Although special cases of this problem were considered in [10, 11], the polynomial-time solvability
of this problem has been open. We affirmatively settle this question. Our algorithm can be con-
sidered as a generalization of the algorithm proposed in [17] for finding a super-stable matching
in the student-project allocation problem with ties, which is a special case of our problem (see
Appendix A).
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1.1 Related work
Irving [5] introduced a super-stable matching in the stable matching problem with ties (see, e.g., [8]
and [15, Chapter 3] for a survey of the stable matching problem with ties). One of the most notable
differences between a super-stable matching and a stable matching in the stable matching problem
with strict preferences is that there does not necessarily exist a super-stable matching [5]. In
the one-to-one setting, Irving [5] proposed a polynomial-time algorithm for finding a super-stable
matching if a super-stable matching exists (see also [14]). In the many-to-one setting, Irving,
Manlove, and Scott [6] proposed a polynomial-time algorithm for finding a super-stable matching
if a super-stable matching exists. Scott [20] considered a super-stable matching in the many-to-
many setting. Furthermore, Olaosebikan and Manlove [17] considered a super-stable matching
in the student-project allocation problem with ties. As a special case, the situation in which we
are given a master list and the preference lists of the agents on one side is derived from this
master list has been considered. In the one-to-one setting with a master list, Irving, Manlove,
and Scott [7] gave a simple polynomial-time algorithm for finding a super-stable matching if a
super-stable matching exists. In the many-to-one setting with a master list, O’Malley [18] gave a
polynomial-time algorithm for finding a super-stable matching if a super-stable matching exists.
Fleiner [1] considered a matroid generalization of the stable matching problem with strict
preferences. Matroid approaches to the stable matching problem have been extensively studied
(see, e.g., [2, 3, 9, 10, 13, 16, 21]). Special cases of the problem considered in this paper were
considered in [10, 11]. Furthermore, a related problem was considered in [12].
2 Preliminaries
For each set X and each element u, we define X + u := X ∪ {u} and X − u := X \ {u}.
An ordered pair M = (U,I) of a finite set U and a non-empty family I of subsets I ⊆ U is
called a matroid if for every pair of subsets I, J ⊆ U , the following conditions are satisfied.
(I1) If J ∈ I and I ⊆ J , then I ∈ I.
(I2) If I, J ∈ I and |I| < |J |, then there exists an element u ∈ J \ I such that I + u ∈ I.
Assume that we are given a matroid M = (U,I). A member I ∈ I is called an independent set
of M. A subset B ⊆ U is called a base if B is an inclusion-wise maximal independent set of M. A
subset I ⊆ U such that I /∈ I is called a dependent set of M. A subset C ⊆ U is called a circuit
of M if C is an inclusion-wise minimal dependent set of M. Notice that the definition of a circuit
implies that for every pair of distinct circuits C1, C2 of M, C1 \ C2 6= ∅ and C2 \ C1 6= ∅.
Lemma 1 (See, e.g., [19, Lemma 1.1.3]). Assume that we are given a matroid M = (U,I) and a
pair of distinct circuits C1, C2 of M such that C1 ∩ C2 6= ∅. Then for every element u ∈ C1 ∩ C2,
there exists a circuit C of M such that C ⊆ (C1 ∪ C2)− u.
Assume that we are given a matroid M = (U,I) and an independent set I of M. Define
spanM(I) := {u ∈ U \ I | I + u /∈ I}.
It is not difficult to see that for every element u ∈ spanM(I), I + u contains a circuit of M as a
subset, and (I1) implies that u belongs to this circuit. Furthermore, Lemma 1 implies that such a
circuit is uniquely determined. We call this circuit the fundamental circuit of u for I and M, and
we denote by CM(u, I) this circuit. It is well known (see, e.g., [19, p.20, Exercise 5]) that for every
element u ∈ spanM(I),
CM(u, I) := {u
′ ∈ I + u | I + u− u′ ∈ I}.
For each element u ∈ spanM(I), we define DM(u, I) := CM(u, I)− u.
2
2.1 Problem formulation
In this paper, we are given matroids MD = (E,ID) and MH = (E,IH) such that for every element
e ∈ E, {e} ∈ ID ∩ IH. Furthermore, throughout this paper, we are given transitive and complete
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binary relations %D and %H on E. A subset I ⊆ E is called a common independent set of MD and
MH if I ∈ ID ∩ IH. For each symbol S ∈ {D,H} and each pair of elements e, f ∈ E, if e %S f and
f 6%S e, then we write e ≻S f .
Assume that we are given a common independent set I of MD and MH. Then for each symbol
S ∈ {D,H}, we define domS(I) by
domS(I) := {e ∈ spanMS(I) | f ≻S e for every element f ∈ DMS(e, I)}.
Then I is said to be super-stable if
E \ I = domD(I) ∪ domH(I).
Then the goal of the super-stable common independent set problem is to determine whether there
exists a super-stable common independent set ofMD andMH. Furthermore, if there exists a super-
stable common independent set of MD and MH, then we find a super-stable common independent
set of MD and MH.
In this paper, we assume that for every symbol S ∈ {D,H} and every subset I ⊆ E, we can
determine whether I ∈ IS in time bounded by a polynomial in |E|.
2.2 Basics of matroids
Throughout this subsection, we assume that we are given a matroid M = (U,I).
The following lemma easily follows from Lemma 1. For completeness, we give its proof.
Lemma 2. Assume that we are given independent sets I, J of M such that I ⊆ J , and an element
u ∈ U \ J . Then if u ∈ spanM(I), then u ∈ spanM(J) and CM(u, I) = CM(u, J).
Proof. Since CM(u, I) ⊆ J + u, u ∈ spanM(J). Define CI := CM(u, I) and CJ := CM(u, J).
Assume that CI 6= CJ . Then since u ∈ CI ∩CJ , Lemma 1 implies that there exists a circuit C
of M such that C ⊆ (CI ∪ CJ)− u ⊆ J . However, this contradict the fact that J ∈ I.
The following stronger version of Lemma 1 is known.
Lemma 3 (See, e.g., [19, p. 15, Exercise 14]). Assume that we are distinct circuits C1, C2 of M
such that C1 ∩C2 6= ∅. Then for every element u ∈ C1 ∩C2 and every element w ∈ C1 \ C2, there
exists a circuit C of M such that w ∈ C ⊆ (C1 ∪ C2)− u.
The following lemma easily follows from Lemma 3. For completeness, we give its proof.
Lemma 4. Assume that we are given circuits C,C1, C2, . . . , Cℓ of M. Furthermore, we are given
distinct elements u1, u2, . . . , uℓ, w ∈ U satisfying the following conditions.
(U1) ui ∈ C ∩ Ci holds for every integer i ∈ {1, 2, . . . , ℓ}.
(U2) ui /∈ Cj holds for every pair of distinct integers i, j ∈ {1, 2, . . . , ℓ}.
(U3) w ∈ C \ (C1 ∪ C2 ∪ · · · ∪ Cℓ).
Then there exists a circuit C ′ of M such that
w ∈ C ′ ⊆
(
C ∪
( ℓ⋃
i=1
Ci
))
\ {u1, u2, . . . , uℓ}.
1For every symbol S ∈ {D,H} and every pair of elements e, f ∈ E, at least one of e %S f and f %S e holds.
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Proof. We prove that for every integer x ∈ {0, 1, 2, . . . , ℓ},
there exists a circuit C ′ of M such that w ∈ C ′ ⊆
(
C ∪
( x⋃
i=1
Ci
))
\ {u1, u2, . . . , ux} (1)
by induction on x. If x = 0, then since we can take C as C ′, (1) holds.
Let z be an integer in {1, 2, . . . , ℓ}. Assume that (1) holds when x = z − 1. Let C ′ be a circuit
of M satisfying (1) when x = z− 1. If uz /∈ C
′, then C ′ satisfies (1) when x = z. Thus, we assume
that uz ∈ C
′. This implies that uz ∈ Cz ∩ C
′. Furthermore, w ∈ C ′ \ Cz. Thus, Lemma 3 implies
that there exists a circuit C◦ of M such that w ∈ C◦ ⊆ (C ′ ∪Cz)− uz. Furthermore, (U2) implies
that u1, u2, . . . , uz−1 /∈ C
◦. These imply that C◦ satisfies (1) when x = z.
Assume that we are given a subset X ⊆ U . Define
I|X := {I ⊆ X | I ∈ I}, M|X := (X,I|X).
Then it is known (see, e.g., [19, p.20]) that M|X is a matroid. Define rM(X) as the size of a base
of M|X. For each subset I ⊆ U such that X ∩ I = ∅, we define
pM(I;X) = rM(I ∪X)− rM(X).
Define
I/X := {I ⊆ U \X | pM(I;X) = |I|}, M/X := (U \X,I/X).
Then it is known (see, e.g., [19, Proposition 3.1.6]) that M/X is a matroid.
Lemma 5 (See, e.g., [19, Proposition 3.1.7]). Assume that we are given a subset X ⊆ U and a
base B of M|X. Then for every subset I ⊆ U \X, I is an independent set (resp., a base) of M/X
if and only if I ∪B is an independent set (resp., a base) of M.
Lemma 6 (See, e.g., [19, Proposition 3.1.25]). For every pair of disjoint subsets X,Y ⊆ U ,
(M/X)/Y = M/(X ∪ Y ), (M/X)|Y = (M|(X ∪ Y ))/X.
The following lemma easily follows from Lemmas 5 and 6. For completeness, we give its proof.
Lemma 7. Assume that we are given a partition {U1, U2, . . . , Uℓ} of U . Then there exists a base
B of M such that B ∩U1,x is a base of M|U1,x for every integer x ∈ {1, 2, . . . , ℓ}, where we define
U1,x :=
⋃x
i=1 Ui.
Proof. We consider the algorithm described in Algorithm 1.
Algorithm 1: Algorithm for the proof of Lemma 7
1 Define M′0 := M.
2 for i = 1, 2, . . . , ℓ do
3 Find a base Bi of M
′
i−1|Ui.
4 Define M′i := M
′
i−1/Ui.
5 end
6 Output B1 ∪B2 ∪ · · · ∪Bℓ and halt.
Assume that Algorithm 1 outputs B. We prove that B satisfies the conditions in this lemma
by induction on x. Since M′0|U1 = M|U1,1. Thus, B satisfies the condition when x = 1.
Assume that B satisfies the condition when x = j for some integer j ∈ {1, 2, . . . , ℓ− 1}. Then
we consider the case in which x = j + 1. The induction hypothesis implies that B ∩ U1,j is a base
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of M|U1,j . Line 3 of Algorithm 1 implies that B ∩Uj+1 = Bj+1 is a base of M
′
j |Uj+1. Thus, since
Lemma 6 implies that
M′j |Uj+1 = (M/U1,j)|Uj+1 = (M|U1,j+1)/U1,j , M|U1,j = (M|U1,j+1)|U1,j .
Lemma 5 implies that B ∩ U1,j+1 is a base of M|U1,j+1. This completes the proof.
In our computation model, it is not difficult to see that for every symbol S ∈ {D,H} and every
subset F ⊆ E, we can find a base of MS|F in polynomial time. Furthermore, we assume that we
are given a symbol S ∈ {D,H}, an independent set I of MS, and an element e ∈ spanMS(I). Then
we can compute CMS(e, I) in polynomial time as follows. Recall that for every element f ∈ I + e,
f ∈ CMS(e, I) if and only if I + e − f ∈ IS. Thus, we can compute CMS(e, I) in polynomial time
by determining whether I + e− f ∈ IS for all the elements f ∈ I + e.
3 Algorithm
For each symbol S ∈ {D,H}, we define CS(·, ·) := CMS(·, ·) and spanS(·) := spanMS(·).
For each symbol S ∈ {D,H} and each subset F ⊆ E, we define headS(F ) by
headS(F ) := {e ∈ F | e %S f for every element f ∈ F}.
Furthermore, for each subset F ⊆ E, we define tailH(F ) by
tailH(F ) := {e ∈ F | f %H e for every element f ∈ F}.
For each independent set I of MH, we define blockH(I) by
blockH(I) := {e ∈ spanH(I) | e %H f for some element f ∈ DH(e, I)}.
For every independent set I of MH, since we can compute spanH(I) in polynomial time and we can
compute DH(e, I) in polynomial time for every element e ∈ spanH(I), we can compute blockH(I)
in polynomial time.
3.1 First subroutine
Throughout this subsection, we assume that we are given a subset F ⊆ E.
Define ChD(F ) as the output of Algorithm 2. Since Hi 6= ∅ in the course of Algorithm 2, the
number of iterations of Lines 3 to 8 of Algorithm 2 is O(|F |). Furthermore, Lemmas 5 and 6 imply
that in Line 6, we can find Pi in polynomial time by computing a base of MD|(
⋃i
j=1Hj). Thus,
we can compute ChD(F ) in polynomial time.
In what follows, we define I∗ := Ch(F ). For each integer i ∈ {1, 2, . . . , iD}, we define
H1,i :=
i⋃
j=1
Hj.
Define H1,0 := ∅. Throughout this subsection, let B
∗ be a base of MD|F such that B
∗ ∩H1,i is a
base of M|H1,i for every integer i ∈ {1, 2, . . . , iD}. Lemma 7 guarantees the existence of B
∗.
Lemma 8. B∗ ⊆ I∗. That is, ChD(F ) contains a base of MD|F .
Proof. Let i be an integer in {1, 2, . . . , iD}. In order to prove this lemma, it is sufficient to prove
that B∗∩Hi ⊆ Pi. Let e be an element in B
∗∩Hi. Then since B
∗∩H1,i−1 is a base of MD|H1,i−1
and (I1) implies that (B∗ ∩H1,i−1) + e ∈ ID, Lemma 5 implies that {e} is an independent set of
MD/H1,i−1. Thus, since Lemma 6 implies that Ni−1 = MD/H1,i−1, for every element e ∈ B
∗∩Hi,
{e} ∈ Pi. This completes the proof.
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Algorithm 2: ChD(F )
1 Define N0 := F , I0 := ∅, and N0 := MD.
2 Set i := 0.
3 while Ni 6= ∅ do
4 Set i := i+ 1.
5 Define Hi := headD(Ni−1) and Ni := Ni−1 \Hi.
6 Define Pi := {e ∈ Hi | {e} is an independent set of Ni−1} and Ii := Ii−1 ∪ Pi.
7 Define Ni := Ni−1/Hi.
8 end
9 Define iD := i.
10 Output IiD and halt.
Lemma 9. If I∗ ∈ ID, then Ii is a base of MD|H1,i for every integer i ∈ {1, 2, . . . , iD}.
Proof. Let i be an integer in {1, 2, . . . , iD}. Then since I
∗ ∈ ID, (I1) implies that Ii = I
∗ ∩H1,i is
an independent set of MD|H1,i. Lemma 8 implies that B
∗ ∩H1,i ⊆ Ii. Thus, since B
∗ ∩H1,i is a
base of MD|H1,i, Ii is a base of MD|H1,i. This completes the proof.
Notice that for every pair of distinct integers i, j ∈ {1, 2, . . . , iD} such that i < j and every pair
of elements e ∈ Hi and f ∈ Hj, we have e ≻D f .
Lemma 10. Assume that I∗ ∈ ID and we are given an element e ∈ F \ I
∗. Then e ∈ spanD(I
∗)
and f ≻D e for every element f ∈ DD(e, I
∗).
Proof. Since Lemma 9 implies that I∗ is a base of MD|F and e ∈ F , e ∈ spanD(I
∗). Assume that
e ∈ Hi for some integer i ∈ {1, 2, . . . , iD}. Then since e /∈ I
∗, e ∈ Hi \ Pi. This implies that {e} is
not an independent set of Ni−1. Lemma 6 implies that Ni−1 = MD/H1,i−1. Thus, since Lemma 9
implies that Ii−1 is a base of MD|H1,i−1, Lemma 5 implies that e ∈ spanD(Ii−1). Furthermore,
since Ii−1 ⊆ I
∗, Lemma 2 implies that CD(e, I
∗) = CD(e, Ii−1). This implies that f ≻D e for every
element f ∈ DD(e, I
∗). This completes the proof.
Lemma 11. Assume that we are given an element e ∈ F , and there exists a circuit C of MD such
that e ∈ C, C ⊆ F , and f ≻D e for every element f ∈ C − e. Then e /∈ ChD(F ).
Proof. Assume that e ∈ Hi for some integer i ∈ {1, 2, . . . , iD}. Then we prove that there exists a
circuit C ′ of MD such that e ∈ C
′ and C ′−e ⊆ B∗∩H1,i−1. This implies that (B
∗∩H1,i−1)+e /∈ I.
Since B∗ ∩H1,i−1 is a base of MD|H1,i−1, Lemmas 5 and 6 imply that {e} is not an independent
set of Ni−1 = MD/H1,i−1. Thus, e /∈ Pi. This completes the proof.
Define B′ := B∗ ∩H1,i−1. Since f ≻D e for every element f ∈ C − e, we have C − e ⊆ H1,i−1.
This implies that if C − e ⊆ B′, then the proof is done. Thus, we assume that (C − e) \B′ 6= ∅.
In what follows, we prove that for every element f ∈ (C − e) \B′, there exists a circuit Cf of
MD such that f ∈ Cf and Cf − f ⊆ B
′. If we can prove this, since e /∈ B′ follows from e ∈ Hi,
Lemma 4 implies that there exists a circuit C ′ of MD such that
e ∈ C ′ ⊆
(
C ∪
( ⋃
f∈(C−e)\B′
Cf
))
\
(
(C − e) \B′
)
.
Since Cf − f ⊆ B
′ for every element f ∈ (C − e) \B′, C ′ − e ⊆ B′. This completes the proof.
Let f be an element in (C− e) \B′. Assume that f ∈ Hx for some integer x ∈ {1, 2, . . . , i− 1}.
Since f /∈ B′, f /∈ B∗ ∩H1,x. Thus, since B
∗ ∩H1,x is a base of MD|H1,x, (B
∗ ∩H1,x) + f /∈ ID.
Define Cf := CD(f,B
∗ ∩H1,x). Since B
∗ ∩H1,x ⊆ B
′, Cf − f ⊆ B
′. This completes the proof.
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3.2 Second subroutine
Throughout this subsection, we assume that we are given a subset F ⊆ E.
Define ChH(F ) as the output of Algorithm 3. Notice that in the course of Algorithm 3, Ii ∈ IH.
Thus, ChH(F ) ∈ IH. Furthermore, since we can compute CH(ei, Ii−1) in polynomial time in Line 8,
we can compute ChH(F ) in polynomial time.
Algorithm 3: ChH(F )
1 Define N0 := F and I0 := ∅.
2 Set i := 0.
3 while Ni 6= ∅ do
4 Set i := i+ 1.
5 Define ei as an element in Ni−1.
6 Define Ni := Ni−1 − ei.
7 if ei ∈ spanH(Ii−1) then
8 Define Ii := Ii−1 \ tailH(CH(ei, Ii−1)).
9 else
10 Define Ii := Ii−1 + ei.
11 end
12 end
13 Define iH := i.
14 Output IiH and halt.
Lemma 12. For every element e ∈ F \ChH(F ), there exists a circuit C of MH such that C ⊆ F ,
e ∈ C, f %H e for every element f ∈ C.
Proof. Let e be an element in F \ChH(F ). Assume that e = ei for some integer i ∈ {1, 2, . . . , iH}.
Since e /∈ ChH(F ), there exists an integer j ∈ {i, i + 1, . . . , iH} such that e ∈ tailH(CH(ej , Ij−1)).
Define C := CH(ej , Ij−1). Then since e ∈ F and Ij−1 ⊆ F , we have C ⊆ F . Cleary, e ∈ C. Lastly,
the definition of tailH(·) implies that f %H e for every element f ∈ C.
3.3 Description of algorithm
Our algorithm for the super-stable common independent set problem is Algorithm 4.
Lemma 13. In each iteration of Lines 3 to 23, the number of iteration of Lines 7 to 11 is O(|E|).
Proof. In order to prove this lemma, it is sufficient to prove that when i = ℓ, if Algorithm 4 does
not go to Line 12, then Qt,ℓ−1 ( Qt,ℓ. Since Qt,ℓ−1 ⊆ Qt,ℓ, it is sufficient to prove that Qt,ℓ−1 6= Qt,ℓ.
In order to prove this by contradiction, we assume that Qt,ℓ−1 = Qt,ℓ. Since the definition of ChH(·)
implies that Jt,ℓ ⊆ ChD(E \Qt,ℓ−1), Jt,ℓ = ChD(E \Qt,ℓ−1). Recall that Qt,ℓ−1 = Qt,ℓ. This implies
that Jt,ℓ = ChD(E \Qt,ℓ). This contradicts the fact that Algorithm 4 does not go to Line 12 when
i = ℓ. This completes the proof.
Lemma 14. In each iteration of Lines 3 to 23, the number of iteration of Lines 15 to 20 is O(|E|).
Proof. Notice that in the course of Algorithm 4, Tt,j ∩St,j = ∅. In order to prove this lemma, since
St,j ⊆ E, it is sufficient to prove that
tailH(CH(bt,j , Tt,j−1)) 6= {bt,j}.
This follows from the fact that since bt,j ∈ blockH(Tt,j−1), there exists an element e ∈ DH(bt,j , Tt,j−1)
such that bt,j %H e. This completes the proof.
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Algorithm 4: Algorithm for the super-stable common independent set problem
1 Define I0 := ∅ and R0 := ∅.
2 Set t := 0.
3 while It 6= ChD(E \ Rt) do
4 Set t := t+ 1.
5 Define Jt,0 := ∅ and Qt,0 := Rt−1.
6 Set i := 0.
7 while Jt,i 6= ChD(E \Qt,i) do
8 Set i := i+ 1.
9 Define Jt,i := ChH(ChD(E \Qt,i−1)).
10 Define Qt,i := Qt,i−1 ∪ (ChD(E \Qt,i−1) \ Jt,i).
11 end
12 Define it := i.
13 Define Tt,0 := Jt,it and St,0 := Qt,it .
14 Set j := 0.
15 while St,j ∩ blockH(Tt,j) 6= ∅ do
16 Set j := j + 1.
17 Define bt,j as an element in St,j−1 ∩ blockH(Tt,j−1).
18 Define Tt,j := Tt,j−1 \ tailH(CH(bt,j , Tt,j−1)).
19 Define St,j := St,j−1 ∪ tailH(CH(bt,j , Tt,j−1)).
20 end
21 Define jt := j.
22 Define It := Tt,jt and Rt := St,jt.
23 end
24 Define k := t.
25 if Ik /∈ ID then
26 Output null and halt.
27 else if there exists an element eR ∈ Rk such that Ik + eR ∈ IH then
28 Output null and halt.
29 else
30 Output Ik and halt.
31 end
Lemma 15. The number of iteration of Lines 3 to 23 is O(|E|).
Proof. In order to prove this lemma, it is sufficient to prove that when t = ℓ, if Algorithm 4 does
not go to Line 24, then Rℓ−1 ( Rℓ.
First, we consider the case in which Sℓ,0 ∩ blockH(Tℓ,0) = ∅. In this case, since jℓ = 0, Iℓ = Jℓ,iℓ
and Rℓ = Qℓ,iℓ. Since Jt,ℓ = ChD(E \ Qt,ℓ), this contradicts the fact that Algorithm 4 does not go
to Line 24 when t = ℓ.
Next, we assume that Sℓ,0 ∩ blockH(Tℓ,0) 6= ∅. Then jℓ ≥ 1 and
tailH(CH(bℓ,1, Tℓ,0)) 6= {bℓ,1}, tailH(CH(bℓ,1, Tℓ,0)) ⊆ Sℓ,1 \ Sℓ,0.
Since Tℓ,0 ∩ Sℓ,0, this implies that Rℓ−1 ( Rℓ. This completes the proof.
Lemmas 13, 14, and 15 imply that Algorithm 4 is a polynomial-time algorithm.
4 Correctness
In this section, we prove the correctness of Algorithm 4.
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Lemma 16. If Algorithm 4 outputs Ik, then Ik is a super-stable common independent set of MD
and MH.
Proof. Since Algorithm 4 does not output null in Line 26, Ik ∈ ID. Furthermore, since ChH(F ) ∈
IH for every subset F ⊆ E, (I1) implies that Ik ∈ IH. These imply that Ik is a common independent
set of MD and MH. Thus, what remains is to prove that Ik is super-stable.
Assume that Ik is not super-stable. Then in this case, there exists an element e ∈ E \ Ik such
that for each symbol S ∈ {D,H}, one of the following conditions is satisfied.
(B1) e /∈ spanS(Ik).
(B2) e ∈ spanS(Ik), and there exists an element f ∈ DS(e, Ik) such that e %S f .
First, we prove that e ∈ Rk. Assume that e ∈ E \ Rk. Since e /∈ Ik = ChD(E \ Rk), Lemma 10
implies that e ∈ spanD(Ik) and f ≻D e for every element f ∈ DD(e, Ik). However, this contradicts
the fact that when S = D, one of (B1) and (B2) is satisfied.
Since Algorithm 4 does not output null in Line 28, when S = H, (B1) is not satisfied. Thus, (B2)
is satisfied. That is, e ∈ blockH(Ik). However, since Ik = Tk,jk and Rk = Sk,jk, Rk∩blockH(Ik) = ∅.
Since e ∈ Rk, this is a contradiction. This completes the proof.
Lemma 17. There does not exist a super-stable common independent set M of MD and MH such
that M ∩ Rk 6= ∅.
Proof. We call an element e ∈ Rk a bad element if there exists a super-stable common independent
set M of MD and MH such that e ∈M . In order to prove this lemma, it is sufficient to prove that
there does not exist a bad element in Rk.
Assume that there exist a bad element in Rk. Let ∆ be the set of integer t ∈ {1, 2, . . . , k} such
that there exists a bad element in Rt \ Rt−1. We denote by z the minimum integer in ∆.
First, we consider the case in which there exists a bad element in Qz,iz \ Rz−1. We denote by
∆′ the set of integers i ∈ {1, 2, . . . , iz} such that there exists a bad element in Qz,i \Qz,i−1. Define
x as the minimum integer in ∆′. Let e be a bad element in Qz,x \ Qz,x−1. The definition of a bad
element in Rk implies that there exists a super-stable common independent set M of MD and MH
such that e ∈M . Since e ∈ Qz,x\Qz,x−1, e ∈ ChD(E \Qz,x−1)\Jz,x. Define X := ChD(E \Qz,x−1).
Then e ∈ X \ ChH(X). This and Lemma 12 imply that there exists a circuit C of MH such that
C ⊆ ChD(E \Qz,x−1), e ∈ C, and f %H e for every element f ∈ C.
Claim 1. For every element f ∈ C \M , there exists a circuit Cf of MH such that
f ∈ Cf , e /∈ Cf , Cf − f ⊆M.
Proof. Let f be an element in C \M . Since e ∈M , f 6= e.
First, we prove that
DD(f,M) ⊆ E \ Qz,x−1. (2)
Assume that (2) does not hold, that is, DD(f,M)∩Qz,x−1 6= ∅. Let g be an element in DD(f,M)∩
Qz,x−1. Since g ∈M ∩ Qz,x−1, g is a bad element in Rk. This contradicts the definition of x.
Next, we prove that if
f /∈ domD(M), (3)
then the proof is done. Assume that (3) holds. Then since M is super-stable, f ∈ domH(M), i.e.,
f ∈ spanH(M) and g ≻H f for every element g ∈ DH(f,M). Since f %H e and f 6= e, we have
e /∈ CH(f,M). This implies that CH(f,M) satisfies the conditions in this claim.
Here we prove (3). Assume that (3) does not hold. Then f ∈ spanD(M) and g ≻D f for every
element g ∈ DD(f,M). Since f ∈ ChD(E \Qz,x−1), (2) implies that CD(f,M) ⊆ E \Qz,x−1. Thus,
Lemma 11 implies that f /∈ ChD(E \Qz,x−1). This contradicts the fact that f ∈ ChD(E \Qz,x−1).
This implies that f /∈ domD(M). This completes the proof.
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Lemma 4 and Claim 1 imply that there exists a circuit C ′ of MH such that
C ′ ⊆
(
C ∪
( ⋃
f∈C\M
Cf
))
\ (C \M) ⊆M.
This contradicts the fact that M ∈ IH.
Next, we consider the case in which there does not exist a bad element in Qz,iz \ Rz−1. In this
case, there exists a bad element in Sz,jz \Qz,iz . We denote by ∆
′ the set of integers j ∈ {1, 2, . . . , jz}
such that there exists a bad element in Sz,j \ Sz,j−1. Define x as the minimum integer in ∆
′. Let e
be a bad element in Sz,x \ Sz,x−1. Then the definition of a bad element implies that there exists a
super-stable common independent set M of MD and MH such that e ∈M . Since e ∈ Sz,x \Sz,x−1,
e ∈ tailH(CH(bz,x, Tt,x−1)).
Define C := CH(bz,x, Tt,x−1). Then e ∈ C and f %H e for every element f ∈ C.
Claim 2. For every element f ∈ C \M , there exists a circuit Cf of MH such that
f ∈ Cf , e /∈ Cf , Cf − f ⊆M.
Proof. Let f be an element in C \M . Since e ∈M , f 6= e.
First, we prove that
DD(f,M) ⊆ E \ Sz,x−1. (4)
Assume that (4) does not hold, that is, DD(f,M)∩Sz,x−1 6= ∅. Let g be an element in DD(f,M)∩
Sz,x−1. Since g ∈M ∩ Sz,x−1, g is a bad element in Rk. This contradicts the definition of x.
Next, we prove that if
f /∈ domD(M), (5)
then the proof is done. Assume that (5) holds. Then since M is super-stable, f ∈ domH(M), i.e.,
f ∈ spanH(M) and g ≻H f for every element g ∈ DH(f,M). Since f %H e and f 6= e, we have
e /∈ CH(f,M). This implies that CH(f,M) satisfies the conditions in this claim.
What remains is to prove (5). In what follows, we assume that (5) does not hold. This implies
that f ∈ spanD(M) and g ≻D f for every element g ∈ DD(f,M).
First, we consider the case in which f 6= bz,x. Since Qz,iz ⊆ Sz,x−1, (4) implies that DD(f,M) ⊆
E \Qz,iz . Since
f ∈ Tz,x−1 ⊆ Jz,iz ,
we have f ∈ Jz,iz . Furthermore, since Jz,iz ∩Qz,iz = ∅, f ∈ E \Qz,iz . Thus, CD(f,M) ⊆ E \Qz,iz .
This and Lemma 11 imply that f /∈ ChD(E \Qz,iz). However, this contradicts the fact that
f ∈ Jz,iz = ChD(E \ Qz,iz).
Next, we consider the case in which f = bz,x. Since f ∈ Sz,x−1, the definition of Algorithm 4
implies that there exist integers y ∈ {1, 2, . . . , z} and i ∈ {0, 1, . . . , iy − 1} such that f ∈ ChD(E \
Qy,i). Since f ∈ ChD(E \ Qy,i), f ∈ E \ Qy,i. Since Qy,i ⊆ Sz,x−1, (4) implies that DD(f,M) ⊆
E \Qy,i. Thus, CD(f,M) ⊆ E \Qy,i. This and Lemma 11 imply that f /∈ ChD(E \Qy,i). However,
this contradicts the fact that f ∈ ChD(E \Qy,i). This completes the proof.
Lemma 4 and Claim 2 imply that there exists a circuit C ′ of MH such that
C ′ ⊆
(
C ∪
( ⋃
f∈C\M
Cf
))
\ (C \M) ⊆M.
This contradicts the fact that M ∈ IH. This completes the proof.
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Lemma 18. If Algorithm 4 outputs null, then there does not exist a super-stable common inde-
pendent set of MD and MH.
Proof. Assume that Algorithm 4 outputs null. Furthermore, we assume that there exists a super-
stable common independent set M of MD and MH.
Claim 3. There exists an independent set L of MH such that L ⊆ Ik ∪ Rk and |L| > |M |.
Proof. Since Lemma 17 implies that M ⊆ E \ Rk, M is an independent set of MD|(E \ Rk).
First, we assume that Algorithm 4 outputs null in Line 26. In this case, we define L := Ik. The
definition of ChH(·) implies that L ∈ IH. Lemma 8 implies that Ik contains a base of MD|(E \Rk).
Thus, since Ik /∈ ID, |Ik| > rMD(E \ Rk). This implies that
|L| = |Ik| > rMD(E \ Rk) ≥ |M |.
Next, we assume that Algorithm 4 outputs null in Line 28. In this case, we define L := Ik+eR.
The definition of eR implies that L ∈ IH. Since eR ∈ Rk, L ⊆ Ik ∪ Rk. Lemma 8 implies that Ik
contains a base of MD|(E \ Rk). This implies that |Ik| ≥ |M |. Thus, since eR /∈ Ik follows from
the fact that Ik ⊆ E \ Rk, we have
|L| = |Ik + eR| = |Ik|+ 1 > |Ik| ≥ |M |.
This completes the proof.
In what follows, let L be an independent set of MH such that L ⊆ Ik ∪ Rk and |L| > |M |.
Claim 4. e ∈ spanH(M) for every element e ∈ L \M .
Proof. Let e be an element in L \M . Since e ∈ L ⊆ Ik ∪ Rk, there exist integers t ∈ {1, 2, . . . , k}
and i ∈ {0, 1, . . . , it − 1} such that e ∈ ChD(E \Qt,i). This implies that e ∈ E \Qt,i.
Assume that e ∈ domD(M), i.e., e ∈ spanD(M) and f ≻D e for every element f ∈ DD(e,M).
Since M ⊆ E \Rk, DD(e,M) ⊆ E \Rk. Since Qt,i ⊆ Rk, CD(e,M) ⊆ E \Qt,i. This and Lemma 17
imply that e /∈ ChD(E \Qt,i). This is a contradiction. Thus, e /∈ domD(M).
Since M is super-stable, e ∈ domH(M). This implies that e ∈ spanH(M).
In what follows, we prove that there exists a circuit C ofMH such that C ⊆ L. This contradicts
the fact that L ∈ IH. Thus, this completes the proof. Here we consider Algorithm 5. Notice that
Claims 4 implies that Ce1 is well-defined for every element e ∈ L \M .
Claim 5. In the course of Algorithm 5, the following statements hold.
(D1) For every element e ∈ Ai, C
e
i ∩ (M \ L) ⊆ Vi.
(D2) |Ai| > |Vi|.
(D3) For every element e ∈ Ai, C
e
i ∩Ai = {e}.
Furthermore, if |Ai| ≥ 2 and there does not exist a circuit C ∈ Ci such that C ⊆ L, then the
following statements hold.
(D4) There exists an element in Vi which is contained in at least two circuits in Ci.
(D5) In Line 9, there exists a circuit C of MH such that e ∈ C ⊆ (C
e
i ∪ C
ai
i )− vi.
Proof. First, we consider the case in which i = 1. Since V1 =M \ L, (D1) holds. Since |L \M | >
|M \ L|, (D2) holds. Since A1 = L \M and C
e
1 − e ⊆M for every element e ∈ L \M , (D3) holds.
Notice that (D3) implies that Ce1 6= C
e
1 holds for every pair of distinct elements e, e ∈ A1. Thus,
since every circuit in C1 contains at least one element in M \ L, (D4) follows from (D2). Lastly,
for every element e ∈ A1 − a1, since C
e
1 6= C
a1
1 , Lemma 3 implies that (D5) holds.
11
Algorithm 5: Algorithm for the proof of Lemma 18
1 Define Ce1 := CH(e,M) for each element e ∈ L \M .
2 Define C1 := {C
e
1 | e ∈ L \M}, A1 := L \M , and V1 :=M \ L.
3 Set i := 1.
4 while |Ai| ≥ 2 do
5 Define vi as an element in Vi which is contained in at least two circuits in Ci.
6 Let ai be an element in Ai such that vi ∈ C
ai
i .
7 for each element e ∈ Ai − ai do
8 if vi ∈ C
e
i then
9 Define Cei+1 as a circuit C of MH such that e ∈ C ⊆ (C
e
i ∪ C
ai
i )− vi.
10 else
11 Define Cei+1 := C
e
i .
12 end
13 end
14 Define Ai+1 := Ai − ai and Vi+1 := Vi − vi.
15 Define Ci+1 := {C
e
i+1 | e ∈ Ai+1}.
16 Set i := i+ 1.
17 if there exists a circuit C ∈ Ci such that C ⊆ L then
18 Output C and halt.
19 end
20 end
21 Output Cei and halt, where e is the unique element in Ai.
Next, we assume that the statements in this claim hold when i = x for some positive integer x,
and we prove that the statements in this claim hold when i = x+ 1. For every element e ∈ Ax+1,
Cex ∩ (M \ L), C
ax
x ∩ (M \ L) ⊆ Vx and vx /∈ C
e
x+1. Thus, since Vx+1 = Vx − vx, (D1) holds. Since
|Ax+1| = |Ax|−1 and |Vx+1| = |Vx|−1, (D2) follows from |Ax| > |Vx|. For every element e ∈ Ax+1,
Cex+1 ∩ Ax ⊆ {e, ax}. Thus, since Ax+1 = Ax − ax, (D3) holds. Notice that (D3) implies that
Cex+1 6= C
e
x+1 holds for every pair of distinct elements e, e ∈ Ax+1. Thus, since every circuit in
Cx+1 contains at least one element in M \L, (D4) holds. For every element e ∈ Ax+1− ax+1, since
e 6= ax+1, (D3) implies that C
e
x+1 6= C
ax+1
x+1 . Thus, Lemma 3 implies that (D5) holds.
If Algorithm 5 halts in Line 18, then the output C of Algorithm 5 is a circuit of MH such that
C ⊆ L. Thus, we assume that Algorithm 5 halts in Line 21. Let Cei be the output of Algorithm 5.
In this case, since |Ai| = 1, (D2) of Claim 5 implies that Vi = ∅. Thus, (D1) of Claim 5 implies
that Cei ∩ (M \L) = ∅. This implies that since C
e
i ⊆ L∪M , C
e
i ⊆ L. This completes the proof.
Theorem 1. Algorithm 4 can solve the super-stable common independent set problem.
Proof. This theorem follows from Lemmas 16 and 18.
A The Student-Project Allocation Problem with Ties
Here we show that the problem of finding a super-stable matching in the student-project allocation
problem with ties, which was considered by Olaosebikan and Manlove [17], is a special case of the
super-stable common independent set problem.
The student-project allocation problem with ties is defined as follows. We are given a finite set
S = {1, 2, . . . , n} of students, a finite set P of projects, and a finite set L = {1, 2, . . . ,m} of lecturers.
The set P is partitioned into P1, P2, . . . , Pm. For each integer ℓ ∈ {1, 2, . . . ,m}, Pℓ represents the
set of projects which the lecturer ℓ offers. Furthermore, we are given a subset A ⊆ S×P . For each
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subset M ⊆ A and each student s ∈ S (resp., project p ∈ P ), we define M(s) (resp., M(p)) the
set of ordered pairs (s′, p′) ∈M such that s′ = s (resp., p′ = p). For each subset M ⊆ A and each
lecturer ℓ ∈ L, we define M(ℓ) :=
⋃
p∈Pℓ
M(p). For each student s ∈ S, we are give a transitive
and complete binary relation %s on A(s). For each lecturer ℓ ∈ L, we are give a transitive and
complete binary relation %ℓ on S. Furthermore, we are given capacity functions cP : P → Z+ and
cL : L→ Z+, where Z+ denotes the set of non-negative integers.
A subset M ⊆ A is called a matching if (i) for every student s ∈ S, |M(s)| ≤ 1, (ii) for
every project p ∈ P , |M(p)| ≤ cP (p), and (iii) for every lecturer ℓ ∈ L, |M(ℓ)| ≤ cL(ℓ). For each
matching M and each ordered pair (s, p) ∈ A \M , we say that (s, p) blocks M if the following
conditions are satisfied.
• For every student s ∈ S, M(s) = ∅, or (s, q) %s (s, p) for the ordered pair (s, q) ∈M(s).
• Let ℓ be the lecturer in L such that p ∈ Pℓ. Then one of the following conditions is satisfied.
1. |M(p)| < cP (p) and |M(ℓ)| < cL(ℓ).
2. |M(p)| = cP (p) and s %ℓ t for some ordered pair (t, p) ∈M(p).
3. |M(p)| < cP (p), |M(ℓ)| = cL(ℓ), and s %ℓ t for some ordered pair (t, q) ∈M(ℓ).
Then a matching M is said to be super-stable if there does not exist an ordered pair (s, p) ∈ A\M
which blocks M .
We can reduce the problem of finding a super-stable matching in the student-project allocation
problem with ties to the super-stable common independent set problem as follows. Define E := A.
Define ID as the family of subsets F ⊆ A such that |F (s)| ≤ 1 for every student s ∈ S. Define IH
as the family of subsets F ⊆ A such that |F (p)| ≤ cP (p) for every project p ∈ P and |F (ℓ)| ≤ cL(ℓ)
for every lecturer ℓ ∈ L. Define %D as follows.
• For each student s ∈ S and each pair of ordered pairs (s, p), (s, q) ∈ A(s), (s, p) %D (s, q) if
and only if (s, p) %s (s, q).
• For each pair of distinct students s1, s2 ∈ S such that s1 < s2 and each pair of ordered pairs
e ∈ A(s1) and f ∈ A(s2), e ≻D f .
Define %H as follows.
• For each lecturer ℓ ∈ L and each pair of ordered pairs (s, p), (t, q) ∈ A(ℓ), (s, p) %H (t, q) if
and only if s %ℓ t.
• For each pair of distinct lecturers ℓ1, ℓ2 ∈ L such that ℓ1 < ℓ2 and each pair of ordered pairs
e ∈ A(ℓ1) and f ∈ A(ℓ2), e ≻H f .
It is not difficult to see that for every subset M ⊆ A, M is a super-stable matching if and only if
M is a super-stable common independent set of MD and MH.
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