Esophagitis is a condition of inflammation of the esophageal mucosa, which is also called as acid reflux disease. The cause maybe be due to slackness of the lower esophageal sphintcer which allows acidic contents of the food from stomach to esophagus. Esophagitis is detected by observing the esophagus by video endoscopy of the Upper Gastro-Intestinal tract. The classification of esophagitis is done by analyzing the images captured during the process of endoscopy. Classification of Esophagitis has many standards , with each standard having its plus and minus. The Los Angeles(LA) Classification deals with precise measurement of the mucosal breaks, for an image processing system to measure the mucosal breaks the position of the camera is to be known. We attempt to classify the Esophagitis using LA Classification without the camera position information using low level image features and classification is performed using a neural network classifier. The results of the classifier are compared with inter and intra observer variability studies.
INTRODUCTION
Gastroesophageal reflux disease (GERD) commonly known as acid reflux disease affects nearly 20 % and more people in US and all over the world [1] . It is a condition wherein the contents of stomach escape into the esophagus causing erosion of esophageal mucosa. It manifests as a burning sensation also referred to as heart burn [2] . The cause of heart burn may be due to laxity of the LES (Lower Esophageal Sphintcer) a valve between the stomach and the esophagus fig.1 . , which normally does not allow contents of the stomach to escape in the esophagus. The contents of the stomach, which are at a low pH of 1-3, escape into the esophagus with a much higher pH 5-7. This causes inflammation [3, 4] and ultimately erosion of the esophageal mucosa which is termed as Esophagitis. The guidelines for diagnosis of Esophagitis are listed in [5] . Esophagitis maybe due to use of drugs causing reflux or due to lifestyle habits and related causes. [6] .
Upper Gastro-Intestinal(GI) Endoscopy can detect Esophagitis. Endoscopy is a process by which the images of the Upper GI Tract covering esophagus, stomach and duodenum are captured. Esophagitis grading is done by observing the esophageal mucosa for the extent of erosion. There are a number of systems for classification of Esophagitis, prominent being Savery Miller classification and Los Angeles Classification. Savery Miller [7] classifies esophagitis into three classes namely Non-Erosive, Erosive and Grade III the description is listed in table 1. Savery Miller method is a broad based classification method which classifies esophagitis into basically two broad classes of erosive or non erosive esophagitis, the severity being dealt in modified Savery Miller method where grade 1, grade 2 and grade 3 classes are included. the mucosal breaks in the radial plane which makes it easy to observe as well as classify [9] For our study we have considered images in grades B, C, D and normal mucosa, Grade A data was not available because it was felt that Grade A reporting consistency was low [12] . We have implemented neural network based classifier for classification of esophagitis based on LA Classification; the classifier is trained on the low level image features for classification of Esophagitis.
MATERIALS AND METHODS
The objective is to measure the amount of erosion of the esophageal mucosa which can be accounted for as texture in the image processing language. The erosion also causes changes in the color wherein a normal mucosa would present itself as salmon pink color and with erosion the color of the mucosa would tend to deep red. Therefore we consider Red, Green and Blue component images for texture features and Hue, Saturation and Intensity color model to take care of the color changes.
The texture can be seen as changes in intensity of the pixels. The measure of this can be the statistical features of the area of interest. The texture features can be efficiently determined by transforms like Cosine transform and Wavelet transforms. We highlight the features determined for our implementation.
Statistical Features
The property of texture can be modeled as variation of pixel intensities in a given area. A good measure would be to determine the statistical properties of the variations. The statistical parameters can measure the central tendency and dispersion, the central tendency gives information of location and the dispersion gives information of the spread in the pixel values. We determine the mean (µ) (average) of the image to get the central tendency and the standard deviation (σ)of the image to get the dispersion. The skewness (s) of the data is measured to get the information of the symmetry and kurtosis (k) is determined to get the information of flatness in the values of the pixel. The equations for the statistical parameters are listed in equations (1) - (4).
a i,j is the pixel value of an image of size m x n. The four parameters mean (µ), standard deviation (σ), skewness (s) and kurtosis (k) are determined for Red, Green and Blue components of the image.
Discrete Cosine Transform (DCT)
DCT is a spectral method of determining the texture features [10, 11] . The transform helps to decorrelate the local variations in pixels. A two dimensional DCT of an image of size mxn yields matrix of the same size containing the DCT coefficients which give information of the textural tones in the image.
The definition of the two-dimensional DCT for an input image P and output image Q is
where M and N are the row and column size of P, respectively, Q pq are the DCT coefficients. The DCT coefficients for 8x8 size and 64 basis function is shown in figure 2 . DC (Q 00 ) is the DC coefficient of the image which indicates the intensity, H, V and D are coefficients indicating the energy in the Horizontal tones of texture, Vertical tones of texture and mixture of both the tone respectively. The vertical tones increase from left to right and the horizontal tones increase from top to bottom, similarly the mixed tones increase diagonally. The feature set will include the DC coefficient, the mean of the H, V and D components and the energy in each of these components. These features are determined for RGB components of the images 
Discrete Wavelet Transform
Wavelets form the basis for spatial/scale analysis of images. Discrete Wavelet Transform (DWT) involves scaling and translation process with application of a function -mother wavelet over the image [12, 13, 14] . The transform decomposes an image in different scale levels, thus from a single image we get multi-scale images and images with horizontal, vertical and diagonal components of the image. Wavelets are functions defined over a finite interval and having an average value of zero. It is based on scaling and translation of the mother wavelet. The process of wavelet transform using filter banks is illustrated in figure 3 . 
Fig. 3 Process of Discrete Wavelet Transform
In figure 3 . approximation coefficients matrix cA and details coefficients matrices cH, cV, and cD (horizontal, vertical, and diagonal, respectively) are obtained by wavelet decomposition of the input matrix X. L and H are Lowpass and Highpass filters respectively. The choice of wavelet transform to get a good measure of texture is subjective we have used the "db1" wavelet transform. The approximate coefficient matrix cA is subjected to further decomposition similar to that subjected to X. A three level decomposition yielding nine coefficient matrices gives a good measure of the texture of the images as shown in figure 4 . The energy in each component forms the feature set. We determine the features for all the three component images namely Red, Green and Blue.
Hue Saturation and Intensity Color Model (HSI)
Three component images RGB images are captured by the process of endoscopy. Since the inflammation and subsequent erosion of the esophageal mucosa results in changes in the color of the esophageal mucosa, to account for the change, using Hue Saturation and Intensity model is appropriate since the Hue and Saturation components give a good measure of the color [15, 16] . The HSI model is based on human color perception and useful in cases where illumination varies. Transformation of RGB to HSI allows analysis of all the three components. The equations to determine HSI from RGB is listed in equations (7) to (9 3
The mean, standard deviation, skewness, kurtosis and range of the three components Hue, Saturation and Intensity are determined for the image.
Classifiers
The objective of many image processing and medical systems combined together is to classify a given set of features in known classes. We implement a feed forward neural network for classification. The general process is to determine features and design a classifier to classify the features. Neural Network classifiers work well with n-dimensional feature spaces. The time required from feature determination to classification is improved by packages which allow neural network implementations with a user friendly interface. The training phase wherein features are used to train the neural network is slow but once trained they perform well in classification.
The Neural Network structure usually has input layer, hidden layer and the output layer. The input layer contains n number of nodes where n is the number of features. The output layer contains one or m neurons based on the implementation of the network, m being the number of classes. We have implemented feed forward neural network for each set of features. The classifier performance is evaluated by parameters determined by the confusion matrix.
The confusion matrix maps the output of the classifiers as shown in fig.5 True in table 3 and table 4 respectively. 
RESULTS AND DISCUSSION
Neural Network classifiers were trained for each method using back propagation algorithm. The Sensitivity and Specificity results in each case are listed in table 4 The results indicate the sensitivity for Normal and Class D is good ranging from 90% -100% indicating that the whole image analysis gives a good feature space separation and thus a good classification efficiency for the extreme cases. The sensitivity for Class C and Class B are in the range of 50% to 65 % with Class C having better sensitivity compared to Class B. Statistical, DCT and DWT parameters have good overall efficiency in the range of 74% to 76% compared to HSI parameters. The kappa values vary between 0.683 to 0.6 LA Classification by presenting images and video to experts and trainee gastroenterologists has been reported in [17] [18] [19] [20] [21] [22] . The kappa for intra-observer agreement was 0.54 and interobserver agreement was 0.22 reported by [17] . The following literature [18] conducted study of inter-observer variability by presenting both video and still images kappa value was 0.4. [19] and [20] found moderate inter-observer variability. It was found that inter-observer variability is better among trainees [17] . They could report Grade A more accuracy than experts. 
CONCLUSION
Although the LA classification is precise in its specifications for classification, for an image captured without the knowing the location of the camera and the esophageal mucosa distance, it is difficult to get a good measure of the mucosal break. Using whole image analysis gives satisfactory results for mucosal breaks above class C which manifests itself as texture information in the image. As reported in the discussion the moderate kappa values for inter and intra observer variability supports our approach of whole image analysis with significant results without considering the Grade A class.
The image segmentation approach meets with a hurdle of detection of precise Z line to determine the end of esophagus to the beginning of stomach which significantly contributes to erosion detection. Precise measurements are possible with image segmentation method with additional information of the distance between the camera and the esophageal mucosa. 
