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Abstract
We establish connections between the problem of learning a two-layer neural network and
tensor decomposition. We consider a model with feature vectors x ∈ Rd, r hidden units with
weights {wi}1≤i≤r and output y ∈ R, i.e., y =
∑r
i=1 σ(w
T
i x), with activation functions given by
low-degree polynomials. In particular, if σ(x) = a0 + a1x+ a3x
3, we prove that no polynomial-
time learning algorithm can outperform the trivial predictor that assigns to each example the
response variable E(y), when d3/2 ≪ r ≪ d2. Our conclusion holds for a ‘natural data distribu-
tion’, namely standard Gaussian feature vectors x, and output distributed according to a two-
layer neural network with random isotropic weights, and under a certain complexity-theoretic
assumption on tensor decomposition. Roughly speaking, we assume that no polynomial-time
algorithm can substantially outperform current methods for tensor decomposition based on the
sum-of-squares hierarchy.
We also prove generalizations of this statement for higher degree polynomial activations,
and non-random weight vectors. Remarkably, several existing algorithms for learning two-layer
networks with rigorous guarantees are based on tensor decomposition. Our results support the
idea that this is indeed the core computational difficulty in learning such networks, under the
stated generative model for the data. As a side result, we show that under this model learning
the network requires accurate learning of its weights, a property that does not hold in a more
general setting.
1 Introduction and Main Results
Let {(xi, yi)}1≤i≤n be n data points where, for each i, xi ∈ Rd is a feature vector and yi ∈ R is a
response variable or label. The simplest neural network attempts to fit these data using the model
yˆ(x; wˆ) =
r∑
i=1
σ(〈x, wˆi〉) . (1)
Here σ : R → R is a non-linear activation function, and wˆ = (wˆi)i≤r, where wˆ1, . . . , wˆr ∈ Rd are
model parameters (weight vectors). In the following, we will often omit the argument wˆ from yˆ.
Let us emphasize that this is a deliberately oversimplified neural network model: (i) It only includes
one hidden layer of r units (neurons); (ii) The output unit is linear (it takes a linear combination
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of the hidden units); (iii) The hidden units have no offset or output weight. Since our main results
are negative (computational hardness), we are not too concerned with such simplifications. For
instance, it is unlikely that adding a non-linear output unit can reduce the problem hardness.
Throughout this paper, we will assume the data to be i.i.d. with common distribution D, namely
(xi, yi) ∼ D. A rapidly growing literature develops algorithms and rigorous guarantees to learn such
a model, see e.g. [JSA15,SC16,SJL18,SS16,FB16,GLM17,ZSJ+17] and the brief overview in Section
1.1. These papers analyze the landscape of empirical risk minimization for the model (1), or its
variants. Under suitable assumptions on the data distribution D (as well as the parameters d, r, n)
they develop algorithms that are guaranteed to recover the weights wˆ1, . . . , wˆr with small training
error.
In this paper we consider the complementary question, and use a reduction from tensor decom-
position to provide evidence that –in certain regimes, and for certain data distributions D– the
model (1) cannot be learnt in polynomial time. Let us emphasize two important aspects of our
results:
• Our impossibility results are entirely computational, and do not depend on the data distribu-
tion D. Indeed, they hold even if we have access to an infinite sample. (More accurately, they
hold under a stronger model that allows us to compute expectations with respect to D).
• Earlier work has proven computational hardness for simpler problems than the neural network
(1). For instance, [Dan16] proves hardness for learning a single linear classifier. However these
proofs are based on the construction of special distributions D that are are unknown to the
learner. Here instead we consider a ‘natural’ class of distributions D that is in fact normally
assumed in works estabilishing positive guarantees. This point of view is similar to the one
recently developed in [Sha18] although our methods and results are quite different.
As mentioned above, our results are conditional on a complexity-theoretic assumption for tensor
decomposition, i.e. the problem of recovering the weights {wi}1≤i≤r given access to the k-th order
tensor T (k) =
∑r
i=1w
⊗k
i . We state this assumption explicitly below, for the case of tensors of order
k = 3.
Conjecture 1 (ǫ-Hardness of 3-Tensor Decomposition). The following holds for some ǫ0 > 0, and
all δ > 0. Define a distribution Wd,r over the weights w = (wi)1≤i≤r ∈ (Rd)r, by letting
wi =
gi − 1r
∑r
j=1 gj∥∥∥gi − 1r∑rj=1 gj∥∥∥ , ∀ i ∈ [r], (2)
where {gi}1≤i≤r ∼i.i.d. N(0d, Id/d). Set T (w1, . . . ,wr) =
∑r
i=1 w
⊗3
i . Assume r = r(d) ≥ d(3/2)+δ
and ǫ < ǫ0.
Then there is no algorithm A that, given as input T (w), with w = (wi)1≤i≤r ∼ Wd,r fulfills the
following two properties:
(P1) A outputs {wˆi}1≤i≤r of unit norm such that, with probability at least 1/2, for some i, j ∈ [r],
| 〈wi, wˆj〉 | ≥ ǫ.
(P2) A has complexity bounded by a polynomial in d.
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Tensor decomposition has been studied by a number of authors, and the best known algorithms
are based on (or match the guarantees of) the sum-of-squares (SoS) hierarchy [HSSS16,MSS16,
SW15]. The above assumption amounts to conjecturing that no algorithm can beat SoS for this
problem1. We limit ourselves to noticing that SoS appears to capture computational boundaries in
a number of similar statistical problems [BS14,HSS15,BKS15,BHK+16,HKP+17].
Theorem 1. Let σ(x) = a0 + a1x+ a3x
3 for some a0, a1, a3 ∈ R and denote by N (d, r) the set of
functions yˆ( · ; wˆ) : Rd → R of the form (1) where ‖wˆ1‖2 = · · · = ‖wˆr‖2 = 1. Assume r = r(d) to
be such that d(3/2)+δ ≤ r ≤ d2−δ for some δ > 0. Then, under Conjecture 1, there exists η(r, d) → 0
as d→∞ such that the following holds.
Let w = (wj)j≤r ∼ Wd,r be random weights, see Eq. (2). Consider data {(xi, yi)}i≤n with
common distribution D defined by xi ∼ N(0d, Id) and yi = y(xi) = yˆ(xi;w), with yˆ(x;w) given by
(1). In particular,
min
yˆ( · )∈N (d,r)
ED
{|y(x)− yˆ(x)|2} = 0 . (3)
However, for any polynomial-time algorithm P that takes as input {(xi, yi)}i≤n and returns a
function yˆP ∈ N (d, r), we have that
ED
{|y(x)− yˆP(x)|2} ≥ Var {y(x)} (1− η(r, d)) , (4)
with high probability with respect to w ∼ Wd,r.
A few remarks are in order.
Remark 1: The right-hand side of Eq. (4) is the risk of a trivial model that always predicts y
with its expectation. Hence, Theorem 1 implies that, under the data distribution D, no polynomial
algorithm can predict the response better than a trivial predictor that assigns to each example the
same response E(y). Notice that this lower bound is independent of n, and in fact we prove it
under a more powerful model, whereby the algorithm P is given access to an oracle that computes
expectations with respect to D.
On the other hand, under unbounded computation, it is possible to find a neural network of the
form (1), with zero test error.
Remark 2: A large part of the theoretical literature adopts the same model of the above theorem,
namely random Gaussian features x ∼ N(0d, Id), and data generated according to a two-layer
network with random weights, see e.g. [JSA15,GLM17,ZSJ+17, SJL18]. Our theorem implies that
within the assumptions of these papers, r ≪ d3/2 is a computational hardness barrier (under the
stated conjecture on tensor decomposition).
Note that several of these papers use tensor decomposition procedures as a key subroutine
(typically to initialize the weights before a gradient descent phase). Theorem 1 implies that the
appearance of tensor decomposition in these algorithms is a consequence of a fundamental connection
between the two problems.
1An important technical remark is that we assume it is impossible to estimate even a single component of T .
This is motivated by the remark that in all existing algorithmic approaches for tensor decomposition, the problems
of learning a single component and of learning all components are either both solvable or both unsolvable, e.g.,
see [MSS16,SS17]. It is also easy to see that they are equivalent if we demand exact reconstruction of the weights.
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In the rest of this introduction we provide a brief overview of related work. We then present our
technical contributions. In Section 3, we show that, if we cannot estimate the weights {wi}1≤i≤r
accurately, then the error E{|y(x)− yˆ(x)|2}, typically called generalization error2, of the predictor
yˆ(x) is close to that of a trivial predictor. We prove this result in two separate settings: for
deterministic and for random weights (wi)i≤r. In Section 4, we present reductions from the problem
of tensor decomposition to the problem of estimating the weights {wi}1≤i≤r in the two-layer neural
network model. By combining these two results, in Section 5 we present reductions from the
problem of tensor decomposition to the problem of learning a two-layer neural network with small
error E{|y(x) − yˆ(x)|2}. These results generalize Theorem 1 in two directions: we consider non-
random weights, and a broader set of polynomial activation functions σ( · ). Finally, in Section 6,
we present numerical experiments supporting our theoretical findings.
In summary, we consider a popular model for theoretical research (random two-layer neural
network with Gaussian feature vectors) and show that: (i) learning in this model requires accurate
weight estimation; and (ii) the latter requires solving a tensor decomposition problem, which is
computationally expensive. A promising direction of research would be to understand whether
these conclusions can be avoided by considering different generative models.
1.1 Related Work
Several recent papers provide recovery guarantees for neural network models, and what follows is a
necessarily incomplete overview. In [ABGM14], the weights are assumed to be sparse and random,
and the proposed algorithm learns almost all the models in this class with polynomial sample
complexity and computational complexity. In [BG17], the authors consider a two-layer neural
network with convolutional structure, no overlap3, and ReLU activation function. It is shown that
learning is NP-complete in the worst case, but gradient descent converges to the global optimum in
polynomial time when the input distribution is Gaussian. A similar positive result, i.e., convergence
to the global optimum of gradient descent with polynomial complexity and Gaussian input, is proved
in [Tia17]. In this work, the author considers a two-layer neural network model of the form (1),
where σ is a ReLU activation function and the weights {wi}1≤i≤r are orthogonal (which implies that
r ≤ d). However, [Tia17] requires a good initialization and does not discuss initialization methods.
In [PRSZ18], the authors design an activation function that guarantees provable learning, but the
proposed algorithm runs in dO(d). In [SA15], the subspace spanned by the weight matrix is provably
recovered with a tensor decomposition algorithm, and the weights can also be recovered under an
additional sparsity assumption. The works [BG17,Tia17, SA15] consider only the population risk
and do not give bounds on the sample complexity. The paper [JSA15] presents a tensor based
algorithm that learns a two-layer neural network with sample complexity of order d3 · poly(r)/ε2,
where ε is the precision. In [ZSJ+17], a tensor initialization algorithm is combined with gradient
descent to obtain a procedure with sample complexity of order d·poly(r)·log(1/ε) and computational
complexity n · d · poly(r) · log(1/ε), where n is the number of samples and it is assumed that r ≤ d.
The connection between tensors and neural networks is also studied in [GLM17].
As mentioned above, several hardness results are available for training neural networks or even
simple linear classifiers [BR89,BBD99,Kuh00,Ším02,Dan16]. However, these results rely on special
constructions of the distribution D. In contrast here, we consider a specific class of distributions that
2The term ‘generalization error’ is often used interchangeably with ‘risk’ and it refers to the expected loss of a
prediction rule also in the realizable case, see [BE02,ZSJ+17] and [SSBD14, pp. 34-35].
3The filter of the convolutional neural network is applied to non-overlapping parts of the input vector.
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has been frequently studied in the algorithms literature, in order to estabilish rigorous guarantees.
Similar in spirit to our results is the recent work of Ohad Shamir [Sha18] which considers data
generated according to the model (1) with smooth distributions of the feature vectors x, and periodic
activation functions (while we consider low-degree polynomials). Apart from technical differences
in the model definition, our results are different and complementary to the ones of [Sha18]. While
[Sha18] analyzes a specific class of ‘approximate gradient’ algoritms, we prove a general hardness
result, conditional on a complexity-theoretic assumption.
2 Preliminaries
2.1 Notation and System Model
Let [n] be a shorthand for {1, . . . , n}. Let 0n and 1n denote the vector consisting of n 0s and n
1s, respectively, and let In denote the n × n identity matrix. Given a vector x ∈ Rn, we let x(i)
be its i-th element, where i ∈ [n], and ‖x‖ be its ℓ2 norm. Given a matrix A, we let AT be its
transpose, Tr(A) be its trace, ‖A‖F be its Frobenius norm, and ‖A‖op be its operator norm. We
use A⊗B to denote the Kronecker product of A and B, and A⊗k as a shorthand for A⊗ · · · ⊗A,
where A appears k times. We also set A⊗0 = 1. Given two k-th order tensors x,y ∈ (Rd)⊗k, we
let 〈x,y〉 =∑di1,...,ik=1 x(i1, . . . , ik) · y(i1, . . . , ik) be their scalar product. Given a k-th order tensor
x ∈ (Rd)⊗k, we let ‖x‖F =
√〈x,x〉 be its Frobenius norm. Given an integer k, we denote by par(k)
its parity, i.e., we set par(k) to 0 if k is even and to 1 if k is odd. Given a polynomial f , we denote
by deg(f) its degree. If f is either even or odd, we denote by par(f) its parity, i.e., we set par(f) to
0 if f is even and to 1 if f is odd. Given a function σ in the weighted L2 space4 L2(R, e−x2/2), we
denote by σˆk its k-th Hermite coefficient. It is helpful to write explicitly the formulas to compute
σˆ1 and σˆ2:
σˆ1 = EG∼N(0,1) {G · σ(G)} , σˆ2 =
1√
2
EG∼N(0,1)
{
(G2 − 1)σ(G)} . (5)
Throughout the paper, we consider a two-layer neural network with input dimension d and r
hidden nodes with weights w = (wi)1≤i≤r ∈ (Rd)r. We denote the input by x ∈ Rd and the output
by y(x;w) ∈ R, which is defined by
y(x;w) =
r∑
i=1
σ(〈x,wi〉) . (6)
We will often omit the argument w from y. Given n samples from the neural network, we obtain
the estimates {wˆi}1≤i≤r on the weights {wi}1≤i≤r, which allows us to construct yˆ(x) given by (1).
Two error metrics can be considered. A stronger requirement is to learn accurately (up to a
permutation) the weights. More formally, we require that the estimation error defined below is
small:
min
π
r∑
i=1
∥∥wi − wˆπ(i)∥∥2 , (7)
where the minimization is with respect to all permutations π : [r] → [r]. If we assume that the
vectors {wi}1≤i≤n and {wˆi}1≤i≤n have unit norm, then the quantity in (7) is small if and only if
4L2(R, e−x
2/2) =
{
σ :
∫
R
|σ(x)|2e−x
2/2 dx <∞
}
.
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the following quantity is large:
max
π
r∑
i=1
〈
wi, wˆπ(i)
〉
. (8)
A weaker requirement is to predict accurately the output of the network. More formally, we require
that the generalization error defined below is small:
E
{|y(x)− yˆ(x)|2} , (9)
where the expectation is with respect to the distribution of x. Our results of Section 3 prove that
these two requirements are equivalent when x is Gaussian: if the stronger requirement does not
hold, i.e., the correlation (8) is small, then also the weaker requirement does not hold, i.e., the
generalization error (9) is large.
2.2 Tensor Decomposition
Tensors are arrays of numbers indicized by multiple integers and they can be regarded as a general-
ization of matrices (indicized by two integers) and vectors (indicized by a single integer). Similarly
to the problem of learning a neural network, many problems involving tensors (e.g., the compu-
tation of the rank or the spectral norm) are NP-hard in the worst case [Hås90, HL13]. However,
recent work has focused on the development of provably efficient algorithms, especially for low-rank
tensor decompositions, by making suitable assumptions about the input and allowing for approxi-
mations [AGJ15,AGJ17,GM15,HSS15,HSSS16,BKS15,MSS16,SS17].
The typical setting for the problem of tensor decomposition is as follows. Let w1, . . . ,wr ∈ Rd
be vectors of unit norm and, for k ≥ 3, define the k-th order tensor T (k) as
T (k) =
r∑
i=1
w⊗ki . (10)
Given a subset of tensors {T (k)}3≤k≤ℓ, the objective is to recover the vectors w1, . . . ,wr.
A classical algorithm based on matrix diagonalization [Har70, DLDMV96] solves the tensor
decomposition problem when w1, . . . ,wr are linearly independent and ℓ ≥ 3. The requirement that
w1, . . . ,wr are linearly independent immediately implies that r ≤ d. Recent works have focused on
the overcomplete case, in which r > d. The best algorithms are based on (or match the guarantees
of) the SoS hierarchy and these results are reviewed below.
Random vectors. Assume that w1, . . . ,wr are chosen independently at random from the unit
sphere in Rd. Then, with high probability, tensor decomposition can be solved given T (3) and r as
large as d3/2 (up to logarithmic factors), see Theorem 1.2 in [MSS16].
Separated unit vectors. Assume that w1, . . . ,wr have at most δ-correlation, i.e., for any i, j ∈ [r]
with i 6= j, | 〈wi,wj〉 | ≤ δ. Then, tensor decomposition can be solved given the tensors of order up
to log r/ log(1/δ) [SW15].
General unit vectors. In this scenario, w1, . . . ,wr can be any vectors in Rd. Then, tensor
decomposition can be approximated given the tensors of order up to poly(1/ε), where ε denotes the
Hausdorff distance5 between the original set of weights and the set of estimates, see Theorem 1.6
in [MSS16].
5The Hausdorff distance between two finite sets A and B is equal to the maximum between maxa∈Aminb∈B ‖a− b‖
and maxb∈B mina∈A ‖a− b‖.
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3 Lower Bounds on Generalization Error
In our results, we consider a more general predictor yˆ(x) given by
yˆ(x) =
R∑
i=1
σ(〈x, wˆi〉), (11)
i.e., we allow the number R of estimated weights to be different from the number r of unknown
weights. Our first theorem holds when the weights {wi}1≤i≤r are separated and isotropic, and our
second theorem when the weights {wi}1≤i≤r are random.
3.1 Separated Isotropic Weights
We make the following assumptions on the weights {wi}1≤i≤r.
(A1) Unit norm:
‖wi‖ = 1, ∀ i ∈ [r]. (12)
(A2) At most δ-correlation:
| 〈wi,wj〉 | ≤ δ, ∀ i, j ∈ [r], with i 6= j. (13)
(A3) Mean ηavg-close to zero: ∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
≤ ηavg · r. (14)
(A4) Covariance ηvar-close to scaled identity :∥∥∥∥∥
r∑
i=1
wiw
T
i −
r
d
Id
∥∥∥∥∥
op
≤ ηvar · r/d. (15)
It is simple to produce weight vectors that satisfy these assumptions. If the matrix of the weights
is equal to the identity matrix, then the assumptions hold with δ = 0, ηavg = 1, and ηvar = 0. If
we center and rescale the weights by a factor
√
d/(d − 1), we have that the assumptions hold with
δ = d+1d(d−1) ≈ 1/d, ηavg = 0, and ηvar = 2. For r = d + 1, we can take W˜ to be Haar distributed
conditional on W˜ T1d+1 = 0d, and let {wi}1≤i≤r be
√
(d+ 1)/d times the rows of W˜ (these are just
the rotations of the vertices of the standard simplex). Then, the assumptions hold with δ = 1/d
and ηavg = ηvar = 0. For r > d + 1, we concatenate r/(d + 1) of these matrices. By doing so, we
still have that ηavg = ηvar = 0. We expect δ to be small (say of order 1/
√
d).
The result below, whose proof is contained in Appendix A, considers the case of a Gaussian
input distribution and rules out a scenario in which the weights are not estimated well, but the
generalization error is still small.
Theorem 2 (Lower Bound on Generalization Error for Separated Isotropic Weights). Consider
a two-layer neural network with input dimension d, r hidden nodes, and activation function σ ∈
L2(R, e−x2/2). Assume that the weights {wi}1≤i≤r satisfy the assumptions (A1)-(A4) for positive
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δ, ηavg and ηvar such that 1 − δ · (1 + ηvar) · r/d ≥ 0. Let y(x) and yˆ(x) be defined in (6) and
(11). Assume that the estimated weights {wˆi}1≤i≤R satisfy the assumption (A1) and have at most
ǫ-correlation with the ground-truth weights {wi}1≤i≤r, i.e., for some ǫ > 0, | 〈wi, wˆj〉 | ≤ ǫ, for all
i ∈ [r] and j ∈ [R]. Then, the following lower bound on the generalization error holds:
E
{|y(x)− yˆ(x)|2} ≥ (min
a,b∈R
E
{∣∣∣y(x)− (a+ b ‖x‖2 )∣∣∣2}− c1) (1− c2) , (16)
where the expectation is with respect to x ∼ N(0d, Id) and the terms c1 and c2 are given by
c1 = 2σˆ
2
1 · ηavg · r + 2σˆ22 · η2var · r2/d, c2 =
2ǫ · (1 + ηvar) ·R/d
1− δ · (1 + ηvar) · r/d, (17)
with σˆ1 and σˆ2 defined in (5).
If we also assume that σ is even, then (16) holds with c1 and c2 given by
c1 = 2σˆ
2
2 · η2var · r2/d, c2 =
2ǫ2 · (1 + ηvar) · R/d
1− δ2 · (1 + ηvar) · r/d. (18)
Some remarks are of order.
• Note that the generalization error
min
a,b∈R
E
{∣∣y(x)− (a+ b ‖x‖2 )∣∣2} (19)
is that of a trivial predictor having access only to the norm of the input. Hence, if the weights
are not estimated well, then the generalization error is close to that of a predictor that does
not really use the input.
• The assumption that the weights {wi}1≤i≤r and {wˆi}1≤i≤R have unit norm mainly serves to
simplify the proof. On the contrary, the assumption that the weights {wi}1≤i≤r are roughly
isotropic is crucial. Indeed, if either (A3) or (A4) do not hold, then it might be possible to learn
the mean vector or the covariance matrix of the weights, which could reduce the generalization
error for activation functions that have a non-zero linear or quadratic component. Indeed,
consider the following example: σ(x) = x, {wi}i≤r arbitrary, and wˆi = w ≡
∑r
i=1wi/r for
all i. Clearly, the weights are not estimated correctly. However, the generalization error is 0
for any input x ∈ Rd (and is superior to the one of the trivial predictor).
• Let us evaluate the bound for some natural choices of the weights {wi}1≤i≤r. Recall that, if
σ is even (odd), then σˆk = 0 for k odd (even). If the matrix of the weights is equal to the
identity matrix and σ is even, then the generalization error of the neural network is close to
that of a trivial predictor, namely, the neural network does not generalize well, as long as
ǫ2 ·R/d is small. Suppose now that we center and rescale the weights and that we pick σ odd.
Then, the neural network does not generalize well as long as ǫ · R/d is small. If the weights
are the rescaled rows of r/(d + 1) matrices W˜ , where W˜ is Haar distributed conditional on
W˜ T1d+1 = 0d, then, for any σ, the neural network does not generalize well as long as ǫ ·R/d
and δ · r/d are small. Furthermore, when σ is even, we only require that ǫ2 ·R/d and δ2 · r/d
are small.
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3.2 Random Weights
We assume that the weights {wi}1≤i≤r have the following form:
wi =
gi − 1r
∑r
j=1 gj∥∥∥gi − 1r ∑rj=1 gj∥∥∥ , ∀ i ∈ [r], (20)
where {gi}1≤i≤r ∼i.i.d. N(0d, Id/d). The result below, whose proof is contained in Appendix B, is
similar in spirit to Theorem 2 and it applies to a setting with random weights.
Theorem 3 (Lower Bound on Generalization Error for Random Weights). Consider a two-layer
neural network with input dimension d, r hidden nodes, and activation function σ ∈ L2(R, e−x2/2)
such that σˆ2 = 0, where σˆ2 is defined in (5). Assume that the weights {wi}1≤i≤r have the form
(20). Let y(x) and yˆ(x) be defined in (6) and (11). For some ǫ ∈ (0, 1), define
Sˆǫ = {{wˆi}1≤i≤R : ‖wˆi‖ = 1 ∀ i ∈ [R], | 〈wi, wˆj〉 | ≤ ǫ ∀ i ∈ [r] ∀ j ∈ [R]}. (21)
As r, d→∞, assume that
ǫ = o(1), r = o(d2/(log d)2). (22)
Then, for a sequence of vanishing constants η(r, d) = o(1), with high probability with respect to
w = (wi)i≤r,
sup
{wˆi}1≤i≤R∈Sˆǫ
E
{|y(x)− yˆ(x)|2} ≥ (Var {y(x)} − r · η(r, d))(1− R
r
· η(r, d)
)
, (23)
where the expectation and the variance is with respect to x ∼ N(0d, Id).
Some remarks are of order.
• Note that 〈x,wi〉 is of order 1, hence the term Var {y(x)} is of order r. Consequently, in the
limit r, d→∞, the term r · η(r, d) is negligible compared to Var {y(x)}.
• The hypothesis that σˆ2 = 0 can be removed at the cost of a less tight lower bound. For general
σ, we have that
sup
{wˆi}1≤i≤R∈Sˆǫ
E
{|y(x)− yˆ(x)|2} ≥
 min
a∈R
A∈Rd×d
E
{
|y(x)− (a+ 〈x,Ax〉)|2
}
− r · η(r, d)

·
(
1− R
r
· η(r, d)
)
.
(24)
In fact, note that Var {y(x)} = mina∈R E
{|y(x)− a|2}.
• Theorem 3 covers regimes different from those of Theorem 2. Indeed, the result of this section
guarantees that the generalization error of the neural network is close to that of a trivial
predictor for any σ such that σˆ2 = 0 and for r up to d2 (modulo logarithmic factors), unless
the weights are estimated ‘better than random’, namely with a non-vanishing correlation. We
also allow predictors with a number of nodes R that can be larger than the number of nodes
r of the original neural network, as long as R and r are of the same order.
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The key technical step in the proof is upper bounding the third-order correlation
1
R
∑
i≤r,j≤R
〈wi, wˆj〉3 (25)
uniformly over all estimates such that maxi,j |〈wi, wˆj〉| ≤ ǫ. A naive bound would be rǫ3, while using
the approximate isotropicity of the wi yields an upper bound of order ǫmax(1, r/d). For ǫ ≈ 1/
√
d
this would vanish only in the regime r ≪ d3/2. In order to obtain a non-trivial result for r ≫ d3/2, we
use the randomness of the wi, together with an epsilon-net argument and several ad-hoc estimates,
which eventually yields that the quantity in (25) is o(1) under the stated assumptions.
4 Learning a Neural Network and Tensor Decomposition
We now present reductions from tensor decomposition to the problem of learning the weights of a
two-layer neural network. No assumption on the input distribution is necessary and the results hold
for any set of inputs. Before giving the statement, let us formally define what we mean when we
say that it is algorithmically hard to learn the weights {wi}1≤i≤r.
Definition 1 (ǫ-Hardness of Learning). A weight-learning problem is defined by a triple (ǫ,S, f),
where ǫ ∈ (0, 1), S is a set of possible weights
S ⊆ {{wi}1≤i≤r : ‖wi‖ = 1, ∀ i ∈ [r]}, (26)
and f : S → I is a function, where I denotes a set of inputs. We always assume that r and the size
of I are bounded by polynomials in d.
We say that the problem (ǫ,S, f) is hard (or, the problem is ǫ-hard) if there is no algorithm A
that, given as input f(w1, . . . ,wr), fulfills the following two properties:
(P1) A outputs {wˆi}1≤i≤R of unit norm such that, for some i ∈ [r] and j ∈ [R], | 〈wi, wˆj〉 | ≥ ǫ;
(P2) A has complexity which is polynomial in d.
The result below, whose proof is contained in Appendix C, provides a reduction for activation
functions that are polynomials whose degree is at most the order of the tensor to be decomposed.
Theorem 4 (Learning a Neural Network and Tensor Decomposition). Fix an integer ℓ ≥ 3 and let
y(x) be defined in (6), where σ is the activation function. For x1, . . . ,xn ∈ Rd, let P(x1, . . . ,xn) be
the problem of learning {wi}1≤i≤r given as input {xj}1≤j≤n and {y(xj)}1≤j≤n. Then, the following
results hold.
1. Assume that, given as input the tensor T (ℓ) defined in (10), the problem of learning {wi}1≤i≤r ∈
S is ǫ-hard in the sense of Definition 1 for some ǫ > 0. Let the activation function σ be a
polynomial with deg(σ) ≤ ℓ and par(σ) = par(ℓ). Then, for any x1, . . . ,xn ∈ Rd, the problem
P(x1, . . . ,xn) is ǫ-hard in the sense of Definition 1.
2. Assume that, given as input the tensors T (ℓ) and T (ℓ+1) defined in (10), the problem of learning
{wi}1≤i≤r ∈ S is ǫ-hard in the sense of Definition 1 for some ǫ > 0. Let the activation
function σ be a polynomial with deg(σ) ≤ ℓ+ 1. Then, for any x1, . . . ,xn ∈ Rd, the problem
P(x1, . . . ,xn) is ǫ-hard in the sense of Definition 1.
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In words, learning a two-layer neural network whose activation function is a polynomial of degree
ℓ and assigned parity (i.e., either even or odd) is as hard as solving tensor decomposition given the
tensor of order ℓ with the same parity. Furthermore, learning a two-layer neural network whose
activation function is a polynomial of degree ℓ+1 (without any assumption on its parity) is as hard
as solving tensor decomposition given the tensors of order ℓ and ℓ+1. In Appendix D, we consider
a slightly different model of two-layer neural network with an additive error term. By doing so, we
can prove a reduction with activation functions that are polynomials with degree larger than the
order of the tensor.
5 Generalization Error and Tensor Decomposition
We now present reductions from tensor decomposition to the problem of finding a predictor of a
two-layer neural network with small generalization error. Similarly to Section 4, no assumption is
necessary on the distribution of the samples given as input to the learning algorithm. However,
when taking the expectation to compute the generalization error, we assume that x ∼ N(0, Id).
The corollary below considers the case of separated and isotropic weights and its proof is readily
obtained by combining the results of Theorem 2 and 4.
Corollary 1 (Generalization Error and Tensor Decomposition for Separated Isotropic Weights).
Fix an integer ℓ ≥ 3, and, for positive δ, ηavg and ηvar such that 1− δ · (1 + ηvar) · r/d ≥ 0, let
S ′ ⊆ {{wi}1≤i≤r : assumptions (A1)-(A4) hold}. (27)
We have the following results.
1. Assume that, given the tensor T (ℓ) defined in (10), the problem of learning {wi}1≤i≤r ∈ S ′ is
ǫ-hard in the sense of Definition 1 for some ǫ > 0. Let y(x) be defined in (6), where σ is a
polynomial with deg(σ) ≤ ℓ and par(σ) = par(ℓ). Then, for any x1, . . . ,xn ∈ Rd and for any
polynomial algorithm that, given as input {xj}1≤j≤n and {y(xj)}1≤j≤n, outputs {wˆi}1≤i≤R of
unit norm, we have that
E
{|y(x)− yˆ(x)|2} ≥ (min
a,b∈R
E
{∣∣∣y(x)− (a+ b ‖x‖2 )∣∣∣2}− c1) (1− c2) , (28)
where yˆ(x) is defined in (11), the expectation is with respect to x ∼ N(0d, Id) and the terms
c1 and c2 are given by
c1 = 2σˆ
2
1 · ηavg · r + 2σˆ22 · η2var · r2/d, c2 =
2ǫ · (1 + ηvar) · R/d
1− δ · (1 + ηvar) · r/d, (29)
with σˆ1 and σˆ2 defined in (5). If we also assume that σ is even, then (16) holds with c1 and
c2 given by
c1 = 2σˆ
2
2 · η2var · r2/d, c2 =
2ǫ2 · (1 + ηvar) ·R/d
1− δ2 · (1 + ηvar) · r/d . (30)
2. Assume that, given the tensors T (ℓ) and T (ℓ+1) defined in (10), the problem of learning
{wi}1≤i≤r ∈ S ′ is ǫ-hard in the sense of Definition 1 for some ǫ > 0. Let y(x) be defined in
(6), where σ is a polynomial with deg(σ) ≤ ℓ+ 1. Then, for any x1, . . . ,xn ∈ Rd and for any
11
polynomial algorithm that, given as input {xj}1≤j≤n and {y(xj)}1≤j≤n, outputs {wˆi}1≤i≤R
of unit norm, we have that (28) holds, where yˆ(x) is defined in (11), the expectation is with
respect to x ∼ N(0d, Id) and the terms c1 and c2 are given by (29). Furthermore, if σ is even,
then the terms c1 and c2 are given by (30).
A reduction for the case of random weights is contained in Theorem 1, stated in Section 1. Its
proof follows by combining the result of Theorem 3 with R = r with the same proof of Theorem 4.
Let us now summarize briefly some implications of our results. The discussion in Section 2.2
suggests that tensor decomposition is hard in the following cases: if the weights are random vectors,
given T (3) and for r ≫ d3/2; if the weights are separated unit vectors, given {T (k)}3≤k≤ℓ, for
fixed ℓ and for r ≫ d. By setting R = r, in our paper we consider a model similar to that
of [Tia17,SA15,JSA15,ZSJ+17]. Our results suggest that it will be difficult to extend those recovery
schemes to several interesting regimes:
1. d3/2 ≪ r ≪ d2 for random weights and activation function σ(x) = a0 + a1x + a3x3 for some
a0, a1, a3 ∈ R.
2. d≪ r ≪ d/ǫ for separated isotropic weights and polynomial activation function;
3. d≪ r ≪ d/ǫ2 for separated isotropic weights and even polynomial activation function;
6 Numerical Experiments
The setting for the numerical simulations is described as follows. We consider a two-layer neural
network with input dimension d = 50 and r hidden nodes, with r ∈ {50, 350, 2500}. The activation
function σ is equal to tanh (5x/2). The weights {wi}1≤i≤r are obtained by concatenating r/d
random unitary matrices of size d × d that are independent and identically distributed according
to the Haar measure. In particular, each of these matrices is obtained from the SVD of a matrix
whose entries that are ∼i.i.d. N(0, 1). Then, the weights are centered by subtracting their empirical
mean. We generate n = 5 · 106 samples {(xj , y(xj))}1≤j≤n, where {xj}1≤j≤n ∼i.i.d. N(0, Id) and
y(x) is given by (6). We perform n iterations of stochastic gradient descent with a fixed step size s.
We also perform Polyak-Ruppert averaging, i.e., the algorithm outputs at step j ∈ [n] the average
of the estimates obtained so far. Let yˆj(x) be the predictor given by (1), where {wˆi}1≤i≤r are the
weights outputted by the algorithm at step j ∈ [n].
The results are presented in Figure 1, where we plot two different performance metrics. On the
left, we have the generalization error
(y(xj)− yˆj(xj))2
(y(xj)− yLS(xj))2 , j ∈ [n], (31)
where yLS(xj) is the prediction of the least-squares estimator with access only to the norm of the
input. In order to obtain a smoother curve, we average the results over a window of size 104. Note
that, for r = 2500, the estimator yLS(xj) generalizes poorly, in the sense that its loss is close to
Var {y(x)}. On the right, we have the weight estimation error
1
2r
r∑
i=1
min
j∈[r]
‖wˆi −wj‖2 + 1
2r
r∑
i=1
min
j∈[r]
‖wˆj −wi‖2 , (32)
12
0 1 2 3 4 5
106
10-3
10-2
10-1
100
(a) Generalization error, r = 50.
0 1 2 3 4 5
106
10-3
10-2
10-1
100
(b) Weight estimation error, r = 50.
0 1 2 3 4 5
106
10-3
10-2
10-1
100
(c) Generalization error, r = 350.
0 1 2 3 4 5
106
10-3
10-2
10-1
100
(d) Weight estimation error, r = 350.
0 1 2 3 4 5
106
10-3
10-2
10-1
100
(e) Generalization error, r = 2500.
0 1 2 3 4 5
106
10-3
10-2
10-1
100
(f) Weight estimation error, r = 2500.
Figure 1: Performance of stochastic gradient descent with Gaussian input distribution and separated
isotropic weights.
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which represents the average of the minimum distances between the ground-truth weights {wi}1≤i≤r
and the estimated weights {wˆi}1≤i≤r. Different pairs of plots correspond to different choices for the
number of hidden nodes r, and in each plot we have several curves for different values of the step
s. Similar results are obtained by taking random weights of the form (20).
The numerical results corroborate the picture that we have proved in the paper for Gaussian
features. As the number of hidden units r becomes much larger than d (from r = d to r ≈ d3/2
and r ≈ d2), the problem of learning the weights of the neural network becomes harder and harder,
similarly to what happens for tensor decomposition. Furthermore, the generalization error has the
same qualitative behavior of the weight estimation error: the neural network generalizes well if and
only if the weights are learned accurately.
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A Lower Bound on Generalization Error for Separated Isotropic
Weights: Proof of Theorem 2
Let us start by recalling a basic fact about Hermite polynomials and Fourier analysis on Gaussian
spaces. The interested reader is referred to Section 11.2 in [O’D14] for further details. Given
σ ∈ L2(R, e−x2/2), its Hermite expansion can be written as
σ(z) =
∑
k∈N
σˆkhk(z), (33)
with
σˆk = EG∼N(0,1) {hk(G)σ(G)} , (34)
where σˆk is the k-th Hermite coefficient of σ and hk is the k-th Hermite polynomial. It is helpful
to write explicitly the first three Hermite polynomials:
h0(z) = 1, h1(z) = z, h2(z) =
z2 − 1√
2
. (35)
The following result, which will be used in the proof of Theorem 2, clarifies in what sense the
Hermite expansion is related to analysis on Gaussian spaces. Its proof is a direct consequence of
Proposition 11.31 of [O’D14].
Lemma 1. Let σ, γ be two functions from R to R such that σ, γ ∈ L2(R, e−x2/2). Then, for any
u,v ∈ Rd s.t. ‖u‖ = ‖v‖ = 1, we have that
E
{
σ(〈u,x〉)γ(〈v,x〉)} =∑
k∈N
σˆkγˆk 〈u,v〉k , (36)
where the expectation is with respect to x ∼ N(0, Id).
Intuitively, the idea of the proof of Theorem 2 is to write the generalization error as a sum
similar to the RHS of (36), where u is one of the ground-truth weights {wi}1≤i≤r and v is one
of the estimated weights {wˆi}1≤i≤R. Then, the terms with k = 1 and k = 2 do not give any
contribution to the generalization error, since the we know that the weights have zero mean and
scaled identity covariance. As for the terms with k ≥ 3, the following lemma gives an upper bound
based on the assumption that | 〈wi, wˆj〉 | ≤ ǫ, for all i ∈ [r] and j ∈ [R].
Lemma 2. Consider weights {wi}1≤i≤r that satisfy the assumption (A4) for some ηvar > 0 and
weights {wˆi}1≤i≤R that satisfy the assumption (A1) and are such that, for some ǫ ∈ (0, 1), | 〈wi, wˆj〉 | ≤
ǫ, for all i ∈ [r] and j ∈ [R]. Then, for any integer k ≥ 3,
r∑
i=1
R∑
j=1
〈wi, wˆj〉k ≤ ǫk−2 · (1 + ηvar) · r ·R
d
. (37)
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Proof. The following chain of inequalities holds:
r∑
i=1
R∑
j=1
〈wi, wˆj〉k ≤
r∑
i=1
R∑
j=1
| 〈wi, wˆj〉k |
(a)
≤ ǫk−2
r∑
i=1
R∑
j=1
〈wi, wˆj〉2
= ǫk−2
r∑
i=1
R∑
j=1
〈
wˆj,wiw
T
i wˆj
〉
= ǫk−2
R∑
j=1
〈
wˆj,
r∑
i=1
wiw
T
i wˆj
〉
,
(38)
where in (a) we use that | 〈wi, wˆj〉 | ≤ ǫ and that k ≥ 3. Furthermore, as the weights {wi}1≤i≤r
satisfy the assumption (A4), we immediately have that〈
v,
r∑
i=1
wiw
T
i v
〉
≤ (1 + ηvar) · r
d
· ‖v‖2 , ∀ v ∈ Rd. (39)
As a result, we conclude that
r∑
i=1
R∑
j=1
〈wi, wˆj〉k
(a)
≤ ǫk−2 · (1 + ηvar) · r
d
R∑
j=1
‖wˆj‖2
(b)
= ǫk−2 · (1 + ηvar) · r ·R
d
,
(40)
where in (a) we use (38) and (39), and in (b) we use that the weights {wˆi}1≤i≤R satisfy the
assumption (A1).
At this point, we are ready to prove our main result on the generalization error in the setting
with separated isotropic weights.
Proof of Theorem 2. We divide the proof into three steps. The first step consists in showing that
E
{|y(x)− yˆ(x)|2} =∑
k∈N
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki −
R∑
i=1
wˆ⊗ki
∥∥∥∥∥
2
F
. (41)
This result requires that σ ∈ L2(R, e−x2/2) and that the weights {wi}1≤i≤r and {wˆi}1≤i≤R satisfy
the assumption (A1). Note that (41) is similar to the claim of Theorem 2.1 of [GLM17].
The second step consists in showing that
∑
k∈N
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki −
R∑
i=1
wˆ⊗ki
∥∥∥∥∥
2
F
≥
∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
1− 2ǫk−2 · (1 + ηvar) · Rd
1− δk−2 · (1 + ηvar) · r
d
 . (42)
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This result requires that the weights {wi}1≤i≤r satisfy the assumptions (A1), (A2) and (A4) and that
the weights {wˆi}1≤i≤R satisfy the assumption (A1) and have at most ǫ-correlation with {wi}1≤i≤r.
The third step consists in showing that
∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
≥ min
a,b∈R
E
{∣∣∣y − (a+ b ‖x‖2)∣∣∣2}− 2σˆ21 · ηavg · r − 2σˆ22 · η2var · r2d . (43)
This result requires that the weights {wi}1≤i≤r satisfy the assumptions (A3) and (A4).
Note that, for any k ≥ 3,
1−
2ǫk−2 · (1 + ηvar) · R
d
1− δk−2 · (1 + ηvar) · r
d
≥ 1−
2ǫ · (1 + ηvar) · R
d
1− δ · (1 + ηvar) · r
d
, (44)
since we can assume that ǫ, δ ∈ (0, 1) without loss of generality. Hence, by putting (41), (42), (44)
and (43) together, we obtain the lower bound on the generalization error for a generic activation
function σ.
If σ is even, then σˆk = 0 for k odd. In particular, σˆ3 = 0 and the sum in the RHS of (42) runs
for k ≥ 4. Note that, for any k ≥ 4,
1−
2ǫk−2 · (1 + ηvar) · R
d
1− δk−2 · (1 + ηvar) · r
d
≥ 1−
2ǫ2 · (1 + ηvar) · R
d
1− δ2 · (1 + ηvar) · r
d
. (45)
Hence, by putting (41), (42), (45) and (43) together and by using that σˆ1 = 0, we obtain the lower
bound on the generalization error for an even activation function σ.
First step. By using the definitions (6) and (1), we have that
E
{|y(x)− yˆ(x)|2} = E

∣∣∣∣∣
r∑
i=1
σ(〈x,wi〉)−
R∑
i=1
σ(〈x, wˆi〉)
∣∣∣∣∣
2

=
r∑
i=1
r∑
j=1
E {σ(〈x,wi〉)σ(〈x,wj〉)} − 2
r∑
i=1
R∑
j=1
E {σ(〈x,wi〉)σ(〈x, wˆj〉)}
+
R∑
i=1
R∑
j=1
E {σ(〈x, wˆi〉)σ(〈x, wˆj〉)} .
(46)
As σ ∈ L2(R, e−x2/2) and ‖wi‖ = ‖wˆj‖ = 1 for any i ∈ [r] and j ∈ [R], we can apply Lemma 1 and
obtain that
E
{|y(x)− yˆ(x)|2} =∑
k∈N
σˆ2k
 r∑
i=1
r∑
j=1
〈wi,wj〉k − 2
r∑
i=1
R∑
j=1
〈wi, wˆj〉k +
R∑
i=1
R∑
j=1
〈wˆi, wˆj〉k
 . (47)
Note that, for any k ∈ N and any u,v ∈ Rd,
〈u,v〉k =
〈
u⊗k,v⊗k
〉
. (48)
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Hence, we can rewrite the RHS of (47) to obtain (41).
Second step. As each term of the sum in the RHS of (41) is non-negative, we have that
∑
k∈N
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki −
R∑
i=1
wˆ⊗ki
∥∥∥∥∥
2
F
≥
∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki −
R∑
i=1
wˆ⊗ki
∥∥∥∥∥
2
F
=
∑
k≥3
σˆ2k
(∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
− 2
r∑
i=1
R∑
j=1
〈wi, wˆj〉k +
∥∥∥∥∥
R∑
i=1
wˆ⊗ki
∥∥∥∥∥
2
F
)
≥
∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
− 2
r∑
i=1
R∑
j=1
〈wi, wˆj〉k
 .
(49)
Furthermore, for any k ≥ 3, the following chain of inequalities holds:∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
=
r∑
i,j=1
〈wi,wj〉k
(a)
= r +
∑
i 6=j
〈wi,wj〉k
≥ r −
∑
i 6=j
| 〈wi,wj〉 |k
(b)
≥ r − δk−2
∑
i 6=j
〈wi,wj〉2
≥ r − δk−2
r∑
i,j=1
〈wi,wj〉2
= r − δk−2
r∑
i=1
〈
wi,
r∑
j=1
wjw
T
j wi
〉
,
where in (a) we use that the weights {wi}1≤i≤r satisfy the assumption (A1), and in (b) we use
that the weights {wi}1≤i≤r satisfy the assumption (A2) and that k ≥ 3. As the weights {wi}1≤i≤r
satisfy the assumption (A4), (39) holds. Consequently, for any k ≥ 3,∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
≥ r − δk−2 · (1 + ηvar) · r
d
r∑
i=1
‖wi‖2 = r − δk−2 · (1 + ηvar) · r
2
d
, (50)
where in the last equality we use again that the weights {wi}1≤i≤r satisfy the assumption (A1). By
using the hypothesis that 1− δ · (1 + ηvar) · r/d ≥ 0, we can rearrange (50) as
r ≤ 1
1− δk−2 · (1 + ηvar) · r
d
·
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
. (51)
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By combining the result of Lemma 2 with (51), we obtain that, for any k ≥ 3,
r∑
i=1
R∑
j=1
〈wi, wˆj〉k ≤
ǫk−2 · (1 + ηvar) · R
d
1− δk−2 · (1 + ηvar) · r
d
·
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
.
Hence, (42) immediately follows.
Third step. By using the Hermite expansion (33) of σ and the explicit expression (35) of the first
three Hermite polynomials, we have that
y(x) = σˆ0 r + σˆ1
r∑
i=1
〈x,wi〉+ σˆ2√
2
r∑
i=1
(
〈x,wi〉2 − 1
)
+
r∑
i=1
∑
k≥3
σˆkhk(〈x,wi〉)
=
(
σˆ0 − σˆ2√
2
)
· r + σˆ1
〈
x,
r∑
i=1
wi
〉
+
σˆ2√
2
〈
x,
r∑
i=1
wiw
T
i x
〉
+
r∑
i=1
∑
k≥3
σˆkhk(〈x,wi〉).
(52)
Define
y˜(x) =
(
σˆ0 − σˆ2√
2
)
· r + σˆ2√
2
· r
d
‖x‖2 +
r∑
i=1
∑
k≥3
σˆkhk(〈x,wi〉).
Then, we immediately have that
|y(x)− y˜(x)|2 ≤
∣∣∣∣∣σˆ1
〈
x,
r∑
i=1
wi
〉
+
σˆ2√
2
〈
x,
(
r∑
i=1
wiw
T
i −
r
d
Id
)
x
〉∣∣∣∣∣
2
≤ 2
(
σˆ21
∣∣∣∣∣
〈
x,
r∑
i=1
wi
〉∣∣∣∣∣
2
+
σˆ22
2
∣∣∣∣∣
〈
x,
(
r∑
i=1
wiw
T
i −
r
d
Id
)
x
〉∣∣∣∣∣
2)
.
(53)
Let x ∼ N(0, Id). Consequently, for any v ∈ Rd,
E
{
|〈x,v〉|2
}
= E
{〈
v,xxTv
〉}
=
〈
v,E
{
xxT
}
v
〉
= ‖v‖2 , (54)
where in the last equality we use that E
{
xxT
}
= Id. Furthermore, for any A ∈ Rd×d,
E
{
|〈x,Ax〉|2
}
=
d∑
i,j,k,ℓ=1
A(i, j)A(k, l) · E {x(i)x(j)x(k)x(ℓ)}
= |Tr(A)|2 + 2 · ‖A‖2F
≤ |Tr(A)|2 + 2 · d · ‖A‖2op ,
(55)
where in the last inequality we use that, for any A ∈ Rd×d,
‖A‖F ≤
√
rank(A) · ‖A‖op . (56)
Note that
Tr
(
r∑
i=1
wiw
T
i −
r
d
Id
)
=
r∑
i=1
‖wi‖2 − r = 0. (57)
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Hence, we obtain that
|y(x)− y˜(x)|2
(a)
≤ 2σˆ21
∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
+ 2σˆ22 · d
∥∥∥∥∥
r∑
i=1
wiw
T
i −
r
d
Id
∥∥∥∥∥
2
op
(b)
≤ 2σˆ21 · ηavg · r + 2σˆ22 · η2var ·
r2
d
,
(58)
where in (a) we combine (53), (54), (55) and (57), and in (b) we use that the weights {wi}1≤i≤r
satisfy the assumptions (A3) and (A4). Furthermore, we have that
E
{(
y(x)− y˜(x))(y˜(x)− ((σˆ0 − σˆ2√
2
)
· r + σˆ2√
2
· r
d
‖x‖2
))}
= E
{(
r∑
i=1
2∑
k=0
σˆkhk(〈x,wi〉)− E
{
r∑
i=1
2∑
k=0
σˆkhk(〈x,gi〉)
})
r∑
i=1
∑
k≥3
σˆkhk(〈x,wi〉)
}
= 0,
(59)
where the inner expectation is with respect to the vectors {gi}1≤i≤r ∼i.i.d. N(0, Id/d).
Eventually, the following chain of inequalities allows us to conclude:
min
a,b∈R
E
{∣∣∣y(x)− (a+ b ‖x‖2)∣∣∣2} ≤ E{∣∣∣∣y(x)− ((σˆ0 − σˆ2√2
)
· r + σˆ2√
2
· r
d
‖x‖2
)∣∣∣∣2
}
(a)
≤ E
{
|y(x)− y˜(x)|2
}
+ E
{∣∣∣∣y˜(x)−((σˆ0 − σˆ2√2
)
· r + σˆ2√
2
· r
d
‖x‖2
)∣∣∣∣2
}
(b)
≤ 2σˆ21 · ηavg · r + 2σˆ22 · η2var ·
r2
d
+ E

∣∣∣∣∣∣
r∑
i=1
∑
k≥3
σˆkhk(〈x,wi〉)
∣∣∣∣∣∣
2
(c)
= 2σˆ21 · ηavg · r + 2σˆ22 · η2var ·
r2
d
+
∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
,
where in (a) we use (59), in (b) we use (58), and (c) is proved by following passages analogous to
those of the first step.
B Lower Bound on Generalization Error for RandomWeights: Proof
of Theorem 3
As mentioned in Section 3.2, the crucial step is to upper bound the third-order correlation (25).
The idea is to use an epsilon-net argument together with a concentration inequality. One difficulty
in deriving the concentration inequality comes from the fact that the weights {wi}1≤i≤r are not
independent. To circumvent this issue, we first provide an upper bound on
1
R
∑
i≤r,j≤R
〈gi, wˆj〉3. (60)
This is done in the lemma that immediately follows.
22
Lemma 3. Consider weights {gi}1≤i≤r ∼i.i.d. N(0d, Id/d) and, for ǫ ∈ (0, 1), define
Sˆ ′ǫ = {{wˆi}1≤i≤R : ‖wˆi‖ = 1 ∀ i ∈ [R], | 〈gi, wˆj〉 | ≤ ǫ ∀ i ∈ [r] ∀ j ∈ [R]}. (61)
As r, d → ∞, assume that the conditions (22) hold. Then, with high probability, for a sequence of
vanishing constants η(r, d) = o(1),
sup
{wˆi}1≤i≤R∈Sˆ′ǫ
r∑
i=1
R∑
j=1
〈gi, wˆj〉3 ≤ R · η(r, d). (62)
Proof. Note that, as ǫ decreases, the set Sˆ ′ǫ contains less elements. Hence, without loss of generality,
we can assume that ǫ is equal to a small constant. For x ∈ Rd, let
h(x) =
r∑
i=1
〈gi,x〉3 , (63)
and consider the set S′ǫ(g1, . . . ,gr) defined as
S
′
ǫ(g1, . . . ,gr) = {x ∈ Sd−1 : | 〈x,gi〉 | ≤ ǫ ∀i ∈ [r]}, (64)
where Sd−1 denotes the set of vectors in Rd with unit norm. Then, we have that
sup
{wˆi}1≤i≤R∈Sˆ′ǫ
r∑
i=1
R∑
j=1
〈gi, wˆj〉3 = sup
{wˆi}1≤i≤R∈Sˆ′ǫ
R∑
j=1
h(wˆj) ≤ R max
x∈S′ǫ(g1,...,gr)
h(x). (65)
Let Nd(ǫ) be an ǫ-net of Sd−1. This means that any point in Sd−1 has distance at most ǫ from
Nd(ǫ). As S′ǫ(g1, . . . ,gr) ⊆ Sd−1, we also have that any point in S′ǫ(g1, . . . ,gr) has distance at most ǫ
from Nd(ǫ). Remove from Nd(ǫ) all the points that are not at distance at most ǫ from S′ǫ(g1, . . . ,gr)
and call the remaining set N˜d(ǫ). Hence, we have that
max
x′∈N˜d(ǫ)
max
i∈[r]
| 〈x′,gi〉 | ≤ max
x∈S′ǫ(g1,...,gr)
max
i∈[r]
| 〈x,gi〉 |+ ǫmax
i∈[r]
‖gi‖ ≤ 3ǫ, (66)
where the last inequality holds with high probability. Furthermore, for any x′ ∈ N˜d(ǫ),
1− ǫ ≤ ∥∥x′∥∥ ≤ 1 + ǫ. (67)
Note that, for any x ∈ S′ǫ(g1, . . . ,gr), there exists x′ ∈ N˜d(ǫ), α ∈ (0, ǫ], and x˜ ∈ Sd−1 such that
x = x′ + αx˜, (68)
which immediately implies that
h(x) =
∥∥x′∥∥3 h( x′‖x′‖
)
+3
∥∥x′∥∥2 α r∑
i=1
〈
gi,
x′
‖x′‖
〉2
〈gi, x˜〉+3
∥∥x′∥∥α2 r∑
i=1
〈
gi,
x′
‖x′‖
〉
〈gi, x˜〉2+α3h(x˜).
(69)
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Furthermore, we have that
max
x′∈N˜d(ǫ)
x˜∈Sd−1
r∑
i=1
〈
gi,
x′
‖x′‖
〉2
〈gi, x˜〉 ≤ max
x′′,x˜∈Sd−1
r∑
i=1
〈
gi,x
′′〉2 〈gi, x˜〉 = max
x′′∈Sd−1
r∑
i=1
〈
gi,x
′′〉3 , (70)
where the last equality is a consequence of Theorem 6.9 of [HL13]. Similarly, we have that
max
x′∈N˜d(ǫ)
x˜∈Sd−1
r∑
i=1
〈
gi,
x′
‖x′‖
〉
〈gi, x˜〉2 ≤ max
x′′∈Sd−1
r∑
i=1
〈
gi,x
′′〉3 . (71)
By putting (67), (69), (70), and (71) together, we conclude that
max
x∈S′ǫ(g1,...,gr)
h(x) ≤ 2 max
x∈N˜d(ǫ)
h
(
x
‖x‖
)
+ c1ǫ max
x∈Sd−1
h(x), (72)
for some constant c1 which does not depend on ǫ. Furthermore, by using (66) and (67), we deduce
that, with high probability,
max
x′∈N˜d(ǫ)
max
i∈[r]
∣∣∣∣〈 x′‖x′‖ ,gi
〉∣∣∣∣ ≤ 4ǫ. (73)
Define ǫ′ = 4ǫ and, for x ∈ Rd, let
h¯(x) =
r∑
i=1
hǫ′(〈gi,x〉), (74)
where
hǫ′(x) =

x3 if |x| ≤ ǫ′,
− (ǫ′)3 if x ≤ −ǫ′,
(ǫ′)3 if x ≥ ǫ′.
(75)
Consequently, by using (73), it is clear that, for any x ∈ N˜d(ǫ),
h
(
x
‖x‖
)
= h¯
(
x
‖x‖
)
. (76)
Given x ∈ Sd−1, let us provide an upper bound on P(|h¯(x)| > t). First, note that hǫ′ is odd and
the distribution of gi is symmetric. Then,
P(|h¯(x)| > t) = 2P(h¯(x) > t). (77)
Note also that the random variables {hǫ′(〈gi,x〉)}1≤i≤r are independent and identically distributed.
Hence, by Chernoff bound, we have that, for any λ > 0, the RHS of (77) is upper bounded by
2e−λt
(
E
{
eλhǫ′ (〈g1,x〉)
})r
. (78)
Pick λ = d/(4ǫ′). Then, (78) is rewritten as
2 exp
(
− dt
4ǫ′
)(
E
{
exp
(
dhǫ′(〈g1,x〉)
4ǫ′
)})r
. (79)
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Since g1 ∼ N(0d, Id/d), we obtain that 〈g1,x〉 = G ∼ N(0, 1/d) for any x ∈ Sd−1. Hence,
E
{
exp
(
dhǫ′(〈g1,x〉)
4ǫ′
)}
=
∫ ǫ′√d
−ǫ′√d
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx
+ exp
(
d(ǫ′)2
4
)
P(G > ǫ′) + exp
(
−d(ǫ
′)2
4
)
P(G < −ǫ′).
(80)
It is easy to see that
exp
(
d(ǫ′)2
4
)
P(G > ǫ′) + exp
(
−d(ǫ
′)2
4
)
P(G < −ǫ′) ≤ 2 exp
(
−d(ǫ
′)2
4
)
. (81)
Furthermore, we have that∫ ǫ′√d
−ǫ′√d
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx ≤
∫ √8 log d
−√8 log d
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx
+ 2
∫ ǫ′√d
√
8 log d
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx.
(82)
The second integral in the RHS of (82) is upper bounded as follows:∫ ǫ′√d
√
8 log d
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx ≤
∫ ǫ′√d
√
8 log d
1√
2π
e−
x2
4 dx
≤
∫ +∞
√
8 log d
1√
2π
e−
x2
4 dx ≤
√
2
d2
.
(83)
In order to upper bound the first integral in the RHS of (82), we define
φ(λ) = log
(
E
{
exp
(
λG˜3√
d
)})
, (84)
where the probability density function of G˜ is given by
p(g˜) =

1√
2π
e−
g˜2
2∫ √8 log d
−√8 log d
1√
2π
e−
x2
2 dx
, if |g˜| ≤ √8 log d,
0, otherwise.
(85)
Then, we immediately have that∫ √8 log d
−√8 log d
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx = exp
(
φ
(
1
4ǫ′
))∫ √8 log d
−√8 log d
1√
2π
e−
x2
2 dx ≤ exp
(
φ
(
1
4ǫ′
))
.
(86)
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After some calculations, we obtain that, for d sufficiently large,
φ(0) = 0,
φ′(0) = 0,
φ′′(0) ≤ 30
d
,
φ′′′(λ) ≤ c2 (log d)
9/2
d3/2
,
(87)
for some constant c2 which does not depend on d. Consequently, by Taylor’s inequality, we deduce
that
φ
(
1
4ǫ′
)
≤ 15
16d(ǫ′)2
+
c2
384(ǫ′)3
(log d)9/2
d3/2
, (88)
which implies that
E
{
exp
(
dhǫ′(〈g1,x〉)
4ǫ′
)}
≤ exp
(
15
16d(ǫ′)2
+
c2
384(ǫ′)3
(log d)9/2
d3/2
)
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)
≤ exp
(
15
16d(ǫ′)2
+
c2
384(ǫ′)3
(log d)9/2
d3/2
)(
1 +
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
))
.
(89)
By putting (77), (79), and (89) together, we conclude that
P(|h¯(x)| > t) ≤ 2 exp
(
− dt
4ǫ′
+ r
(
15
16d(ǫ′)2
+
c2
384(ǫ′)3
(log d)9/2
d3/2
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)))
,
(90)
where we have also used that log(1 + x) ≤ x for any x ≥ 0.
By using (76) and (90) together with a union bound over the points of the set N˜d(ǫ), we obtain
that
P
(
max
x∈N˜d(ǫ)
∣∣∣∣h( x‖x‖
)∣∣∣∣ > t
)
≤ 2 exp
(
− dt
4ǫ′
+ r
(
15
16d(ǫ′)2
+
c2
384(ǫ′)3
(log d)9/2
d3/2
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)))
|N˜d(ǫ)|
≤ 2 exp
(
− dt
4ǫ′
+ r
(
15
16d(ǫ′)2
+
c2
384(ǫ′)3
(log d)9/2
d3/2
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)))(
1 +
8
ǫ′
)d
,
(91)
where in the last inequality we use that |N˜d(ǫ)| ≤ |Nd(ǫ)| and that there exists an ǫ-net of Sd−1
that contains at most (1+2/ǫ)d points, see Lemma 5.2 of [Ver10]. By using that ǫ′ = 4ǫ = o(1) and
that r = o(d2), we obtain that, with high probability,
max
x∈N˜d(ǫ)
h
(
x
‖x‖
)
= o(1). (92)
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We now prove that maxx∈Sd−1 h(x) is upper bounded by a constant by using another epsilon-net
argument. Let Nd1 (δ) be a δ-net of S
d−1. Remove from Nd1 (δ) all the points that are not at distance
at most δ from Sd−1 and call the remaining set N˜d1 (δ).
By following the same argument that yields (72), we obtain that
max
x∈Sd−1
h(x) ≤ 2 max
x∈N˜d1 (δ)
h
(
x
‖x‖
)
+ c3δ max
x∈Sd−1
h(x), (93)
for some constant c3. Set δ = 1/(2c3). Then, we can rearrange (93) as
max
x∈Sd−1
h(x) ≤ 4 max
x∈Nd1 (δ)
h
(
x
‖x‖
)
. (94)
Note that, with high probability,
max
x∈N˜d1 (δ)
max
i∈[r]
∣∣∣∣〈 x‖x‖ ,gi
〉∣∣∣∣ ≤ 2. (95)
Hence, by following the same argument that yields (91) with ǫ′ = 2, we obtain that
P
(
max
x∈N˜d1 (δ)
∣∣∣∣h( x‖x‖
)∣∣∣∣ > t
)
≤ 2 exp
(
−dt
8
+ r
(
15
64d
+
c2
3072
(log d)9/2
d3/2
+
2
√
2
d2
+ 2e−d
))
(1 + 4c3)
d .
(96)
By using that r = o(d2), we deduce that, with high probability,
max
x∈Sd−1
h(x) ≤ 16 log(1 + 4c3). (97)
By combining (65), (72), (92), (97) with the fact that ǫ = o(1), the result follows.
Next, we provide an upper bound on all the higher-order correlations
sup
k≥3
1
R
∑
i≤r,j≤R
〈gi, wˆj〉k. (98)
Lemma 4. Consider weights {gi}1≤i≤r ∼i.i.d. N(0d, Id/d) and, for ǫ ∈ (0, 1), define Sˆ ′ǫ as in (61).
As r, d → ∞, assume that the conditions (22) hold. Then, with high probability, for a sequence of
vanishing constants η(r, d) = o(1),
sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆ′ǫ
r∑
i=1
R∑
j=1
〈gi, wˆj〉k ≤ R · η(r, d). (99)
Proof. By definition of Sˆ ′ǫ, we immediately have that
sup
k≥4
sup
{wˆi}1≤i≤R∈Sˆ′ǫ
r∑
i=1
R∑
j=1
〈gi, wˆj〉k ≤ sup
{wˆi}1≤i≤R∈Sˆ′ǫ
r∑
i=1
R∑
j=1
〈gi, wˆj〉4 . (100)
In order to bound the RHS of (100), we follow an argument similar to that of the proof of Lemma
3.
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For x ∈ Rd, let
q(x) =
r∑
i=1
〈gi,x〉4 , (101)
and consider the set S′ǫ(g1, . . . ,gr) defined as in (64). Then, we have that
sup
{wˆi}1≤i≤R∈Sˆ′ǫ
r∑
i=1
R∑
j=1
〈gi, wˆj〉4 ≤ R max
x∈S′ǫ(g1,...,gr)
q(x). (102)
Let Nd(ǫ) be an ǫ-net of Sd−1. Remove from Nd(ǫ) all the points that are not at distance at most
ǫ from S′ǫ(g1, . . . ,gr) and call the remaining set N˜d(ǫ). By following the same argument that yields
(72), we obtain that
max
x∈S′ǫ(g1,...,gr)
q(x) ≤ 2 max
x∈N˜d(ǫ)
q
(
x
‖x‖
)
+ c1ǫ max
x∈Sd−1
q(x), (103)
for some constant c1 which does not depend on ǫ. Furthermore, with high probability, (73) holds.
Define ǫ′ = 4ǫ and, for x ∈ Rd, let
q¯(x) =
r∑
i=1
qǫ′(〈gi,x〉), (104)
where
qǫ′(x) =
{
x4 if |x| ≤ ǫ′,
(ǫ′)4 if |x| ≥ ǫ′. (105)
Consequently, by using (73), it is clear that, for any x ∈ N˜d(ǫ),
q
(
x
‖x‖
)
= q¯
(
x
‖x‖
)
. (106)
Given x ∈ Sd−1, let us provide an upper bound on P(q¯(x) > t). By Chernoff bound, we have
that
P(q¯(x) > t) ≤ exp
(
− dt
4(ǫ′)2
)(
E
{
exp
(
dqǫ′(〈g1,x〉)
4(ǫ′)2
)})r
. (107)
As 〈g1,x〉 = G ∼ N(0, 1/d), we obtain that
E
{
exp
(
dqǫ′(〈g1,x〉)
4(ǫ′)2
)}
= 2
∫ ǫ′√d
0
1√
2π
exp
(
x4
4(ǫ′)2d
− x
2
2
)
dx+ 2exp
(
d(ǫ′)2
4
)
P(G > ǫ′).
(108)
It is easy to see that
2 exp
(
d(ǫ′)2
4
)
P(G > ǫ′) ≤ 2 exp
(
−d(ǫ
′)2
4
)
. (109)
Furthermore, we have that
2
∫ ǫ′√d
0
1√
2π
exp
(
x4
4(ǫ′)2d
− x
2
2
)
dx ≤ 2
∫ √8 log d
0
1√
2π
exp
(
x4
4(ǫ′)2d
− x
2
2
)
dx
+ 2
∫ ǫ′√d
√
8 log d
1√
2π
exp
(
x4
4(ǫ′)2d
− x
2
2
)
dx.
(110)
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The second integral in the RHS of (110) is upper bounded as∫ ǫ′√d
√
8 log d
1√
2π
exp
(
x4
4(ǫ′)2d
− x
2
2
)
dx ≤
∫ ǫ′√d
√
8 log d
1√
2π
e−
x2
4 dx ≤
√
2
d2
. (111)
The first integral in the RHS of (110) is upper bounded as
2
∫ √8 log d
0
1√
2π
exp
(
x4
4(ǫ′)2d
− x
2
2
)
dx ≤ 2
∫ √8 log d
0
1√
2π
exp
(
x2
(
−1
2
+
2 log d
(ǫ′)2d
))
dx
≤ 1 + c2
(ǫ′)2
log d
d
,
(112)
for some constant c2. By putting (107)- (112) together, we conclude that
P(|q¯(x)| > t) ≤ exp
(
− dt
4(ǫ′)2
+ r
(
c2
(ǫ′)2
log d
d
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)))
, (113)
where we have also used that log(1 + x) ≤ x for any x ≥ 0.
Recall that ǫ′ = 4ǫ = o(1), r = o(d2/ log d), and that |N˜d(ǫ)| ≤ (1 + 2/ǫ)d (see Lemma 5.2
of [Ver10]). Then, by performing a union bound over the points of the set N˜d(ǫ), we conclude that,
with high probability,
max
x∈N˜d(ǫ)
q
(
x
‖x‖
)
= o(1). (114)
We now prove that maxx∈Sd−1 q(x) is upper bounded by a constant by using another epsilon-net
argument. Let Nd1 (δ) be a δ-net of S
d−1. Remove from Nd1 (δ) all the points that are not at distance
at most δ from Sd−1 and call the remaining set N˜d1 (δ). By following the same argument that yields
(103), we obtain that
max
x∈Sd−1
q(x) ≤ 2 max
x∈N˜d1 (δ)
q
(
x
‖x‖
)
+ c3δ max
x∈Sd−1
q(x), (115)
for some constant c3. Set δ = 1/(2c3). Then, we can rearrange (115) as
max
x∈Sd−1
q(x) ≤ 4 max
x∈Nd1 (δ)
q
(
x
‖x‖
)
. (116)
Note that, with high probability, (95) holds. Hence, by following the same argument that yields
(113) with ǫ′ = 2, we obtain that
P
(
max
x∈N˜d1 (δ)
∣∣∣∣q( x‖x‖
)∣∣∣∣ > t
)
≤ 2 exp
(
− dt
16
+ r
(
c2
4
log d
d
+
2
√
2
d2
+ 2e−d
))
(1 + 4c3)
d . (117)
By using that r = o(d2/ log d), we deduce that, with high probability,
max
x∈Sd−1
q(x) ≤ 32 log(1 + 4c3). (118)
By combining (102), (103), (114), (118) with the fact that ǫ = o(1), we conclude that, with high
probability, the RHS of (100) is o(1). By using Lemma 3, the proof is complete.
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At this point, we are ready to provide an upper bound on the correlations
sup
k≥3
1
R
∑
i≤r,j≤R
〈wi, wˆj〉k. (119)
The idea is to show that the quantity in (119) is close to the quantity in (98), and then to apply
Lemma 4.
Lemma 5. Consider weights {wi}1≤i≤r of the form (20) and, for some ǫ ∈ (0, 1), define Sˆǫ as in
(21). As r, d→∞, assume that the conditions (22) hold. Then, with high probability, for a sequence
of vanishing constants η(r, d) = o(1),
sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆǫ
r∑
i=1
R∑
j=1
〈wi, wˆj〉k ≤ R · η(r, d). (120)
Proof. A trivial upper bound on the RHS of (120) is given by ǫ3Rr. Hence, without loss of
generality, we can assume that
ǫ ≥ 2√
r
. (121)
Furthermore, as in the proof of Lemma 3, we can also assume that ǫ is equal to a small constant.
Recall the definition (20) of the weights {wi}1≤i≤r and, for i ∈ [r], let
gavg =
1
r
r∑
i=1
gi,
g˜i = gi − gavg,
ci =
1
‖g˜i‖ .
(122)
Then, with high probability,
sup
{wˆi}1≤i≤R∈Sˆǫ
max
j∈[r]
| 〈wˆi,gj〉 | ≤ ‖gavg‖+ sup
{wˆi}1≤i≤R∈Sˆǫ
max
j∈[r]
| 〈wˆi, g˜j〉 | ≤ 3ǫ, (123)
where we have used that the term ‖gavg‖ concentrates around 1/
√
r, that maxj∈[r] ‖g˜j‖ ≤ 2, and
that (121) holds. Set ǫ′ = 3ǫ. Then, with high probability, Sˆǫ ⊆ Sˆ ′ǫ′ , where Sˆ ′ǫ′ is defined as in (61).
Consequently,
sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆǫ
r∑
i=1
R∑
j=1
〈wi, wˆj〉k ≤ sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆ′ǫ′
r∑
i=1
R∑
j=1
〈wi, wˆj〉k
≤ sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆ′ǫ′
r∑
i=1
R∑
j=1
〈gi, wˆj〉k
+ sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆ′ǫ′
∣∣∣∣∣∣
r∑
i=1
R∑
j=1
〈wi, wˆj〉k −
r∑
i=1
R∑
j=1
〈gi, wˆj〉k
∣∣∣∣∣∣ .
(124)
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By using Lemma 4, we have that, with high probability, the first term in the RHS of (124) is R ·o(1).
The rest of the proof consists in showing that, with high probability, the second term in the RHS
of (124) is also R · o(1).
Consider the set S′ǫ(g1, . . . ,gr) defined as in (64). Then, it is easy to see that
sup
k≥3
sup
{wˆi}1≤i≤R∈Sˆ′ǫ′
∣∣∣∣∣∣
r∑
i=1
R∑
j=1
〈wi, wˆj〉k −
r∑
i=1
R∑
j=1
〈gi, wˆj〉k
∣∣∣∣∣∣
≤ R · sup
k≥3
max
x∈S′
ǫ′
(g1,...,gr)
∣∣∣∣∣
r∑
i=1
cki
(
〈g˜i,x〉k − 〈gi,x〉k
)∣∣∣∣∣
+R · sup
k≥3
max
x∈S′
ǫ′
(g1,...,gr)
∣∣∣∣∣
r∑
i=1
(
cki − 1
)
〈gi,x〉k
∣∣∣∣∣ .
(125)
Let us provide an upper bound on the first term in the RHS of (125). For any x ∈ Sd−1, we
have that
〈g˜i,x〉k − 〈gi,x〉k = (〈gi,x〉 − 〈gavg,x〉)k − 〈gi,x〉k
(a)
≤ k ‖gavg‖ (| 〈gi,x〉 |+ ‖gavg‖)k−1
(b)
≤ k2k−2 ‖gavg‖
(
| 〈gi,x〉 |k−1 + ‖gavg‖k−1
)
,
(126)
where in (a) we use Taylor’s inequality applied to the function p(x) = xk, and in (b) we use that
(a+ b)k ≤ 2k−1(ak+ bk) for a, b ≥ 0. Note that, with high probability, maxi∈[r] ci ≤ 2. Hence, (126)
immediately implies that, with high probability,
max
x∈S′
ǫ′
(g1,...,gr)
∣∣∣∣∣
r∑
i=1
cki
(
〈g˜i,x〉k − 〈gi,x〉k
)∣∣∣∣∣ ≤ maxx∈S′
ǫ′
(g1,...,gr)
k22k−2
(
‖gavg‖
r∑
i=1
| 〈gi,x〉 |k−1 + r · ‖gavg‖k
)
.
(127)
With high probability, the term ‖gavg‖ concentrates around 1/
√
r. Furthermore,
r∑
i=1
| 〈gi,x〉 |2 =
〈
x,
r∑
i=1
gig
T
i x
〉
≤
∥∥∥∥∥
r∑
i=1
gig
T
i
∥∥∥∥∥
op
, (128)
where the last inequality uses that ‖x‖ = 1. Note that∑ri=1 gigTi is a Wishart matrix. Hence, with
high probability, its operator norm concentrates around (1 +
√
r/d)2 [SB10]. As r = o(d2/ log d),
we conclude that, with high probability,
sup
k≥3
max
x∈S′
ǫ′
(g1,...,gr)
k22k−2
(
‖gavg‖
r∑
i=1
| 〈gi,x〉 |k−1 + r · ‖gavg‖k
)
= o(1). (129)
Let us now provide an upper bound on the second term in the RHS of (125). With high
probability, maxi∈[r] ci ≤ 2. Hence, with high probability,
sup
k≥3
max
x∈S′
ǫ′
(g1,...,gr)
∣∣∣∣∣
r∑
i=1
(
cki − 1
)
〈gi,x〉k
∣∣∣∣∣ ≤ maxi∈[r] |ci − 1| supk≥3 maxx∈S′ǫ′ (g1,...,gr)
r∑
i=1
|4 〈gi,x〉 |k
≤ max
i∈[r]
|ci − 1| max
x∈S′
ǫ′
(g1,...,gr)
r∑
i=1
|4 〈gi,x〉 |3,
(130)
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where the last inequality uses that 4ǫ′ ≤ 1. Note that, for any i ∈ [r],
P (| ‖g˜i‖ − E{‖g˜i‖}| ≥ t) ≤ e−cdt2 , (131)
for some constant c, since the norm of a vector is a Lipschitz function of its components. Conse-
quently, with high probability,
max
i∈[r]
|ci − 1| ≤ 2√
r
+
2√
c
√
log d
d
. (132)
In order to upper bound
∑r
i=1 |4 〈gi,x〉 |3, we use an argument similar to that of the proof of Lemma
3. First of all, note that
max
x∈S′
ǫ′
(g1,...,gr)
r∑
i=1
|4 〈gi,x〉 |3 = max
x∈S′
ǫ′
(g1,...,gr)
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |) ≤ max
x∈Sd−1
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |), (133)
where h4ǫ′ is defined as in (75). By Chernoff bound, we obtain that
P
(
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |) > t
)
≤ exp
(
− dt
44ǫ′
)(
E
{
exp
(
dh4ǫ′(4| 〈g1,x〉 |)
44ǫ′
)})r
. (134)
As 〈g1,x〉 ∼ N(0, 1/d), we have that
E
{
exp
(
dh4ǫ′(4| 〈g1,x〉 |)
44ǫ′
)}
≤ 2
∫ √8 log d
0
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx+
2
√
2
d2
+2exp
(
−d(ǫ
′)2
4
)
.
(135)
Furthermore, after some calculations, we obtain that
2
∫ √8 log d
0
1√
2π
exp
(
x3
4ǫ′
√
d
− x
2
2
)
dx ≤ 2
∫ √8 log d
0
1√
2π
exp
(
x2
(
−1
2
+
√
8 log d
4ǫ′
√
d
))
dx
≤ 1 + c
′
ǫ′
√
log d
d
,
(136)
for some constant c′. By combining (134), (135), and (136) with the fact that log(1 + x) ≤ x for
any x ≥ 0, we conclude that
P
(
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |) > t
)
≤ exp
(
− dt
44ǫ′
+ r
(
c′
ǫ′
√
log d
d
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)))
. (137)
This bound holds for a fixed x ∈ Sd−1. In order to obtain a bound which is uniform over x, let
Nd(α) be an α-net of Sd−1. Then, with high probability, for any x ∈ Sd−1 and x′ ∈ Nd(α) s.t.
‖x− x′‖ ≤ α,
max
x∈Sd−1
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |) ≤ max
x∈Nd(α)
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |) + 8Cαr, (138)
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where C is a constant that upper bounds the Lipschitz constant of h4ǫ′ . Furthermore, by using
(138) and a union bound over the points of the α-net, we obtain that
P( max
x∈Nd(α)
r∑
i=1
h4ǫ′(4| 〈gi,x〉 |) > t)
≤ exp
(
− dt
44ǫ′
+ r
(
c′
ǫ′
√
log d
d
+
2
√
2
d2
+ 2exp
(
−d(ǫ
′)2
4
)))(
1 +
2
α
)d
,
(139)
where we have used the fact that there exists an α-net of Sd−1 that contains at most (1 + 2/α)d
points, see Lemma 5.2 of [Ver10]. Pick α = 1/r2 and
t = 29 c′max
(
1,
r
√
log d
d3/2
)
.
Then, (133), (138) and (139) imply that, with high probability,
max
x∈S′
ǫ′
(g1,...,gr)
r∑
i=1
|4 〈gi,x〉 |k ≤ t+ 1. (140)
By using (132) and that r = o(d2/ log d), we obtain that the RHS of (130) is o(1). Consequently,
the RHS of (125) is R · o(1), which concludes the proof.
Eventually, we prove our main result on the generalization error in the setting with random
weights.
Proof of Theorem 3. The procedure is similar to that used to prove Theorem 2 in Appendix A. As
σ ∈ L2(R, e−x2/2) and the weights {wi}1≤i≤r and {wˆi}1≤i≤R have unit norm, (41) and (49) hold.
Therefore,
E
{|y(x)− yˆ(x)|2} ≥∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
− 2
r∑
i=1
R∑
j=1
〈wi, wˆj〉k
 . (141)
Furthermore, ∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
=
r∑
i,j=1
〈wi,wj〉k = r +
∑
i 6=j
〈wi,wj〉k .
Let us now show that, with high probability,
sup
k≥3
∑
i 6=j
〈wi,wj〉k = o(r). (142)
We start by proving that
sup
k≥4
∑
i 6=j
〈wi,wj〉k = o(r). (143)
First, note that
sup
k≥4
∑
i 6=j
〈wi,wj〉k ≤ sup
k≥4
r2max
i 6=j
| 〈wi,wj〉 |k ≤ r2max
i 6=j
| 〈wi,wj〉 |4 ≤ r2
(
max
i 6=j
| 〈wi,wj〉 |
)4
. (144)
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Recall the definition (20) of the weights {wi}1≤i≤r and the definitions in (122). Then,
| 〈wi,wj〉 | = cicj| 〈gi − gavg,gj − gavg〉 |
≤ cicj| 〈gi,gj〉 |+ (ci + cj) ‖gavg‖+ cicj ‖gavg‖2 .
(145)
With high probability, the term ‖gavg‖ concentrates around 1/
√
r. Furthermore, with high proba-
bility, we have that
max
i∈[r]
ci ≤ 2, (146)
max
i 6=j
| 〈gi,gj〉 | ≤ C
√
log d
d
, (147)
for some constant C. Hence, with high probability,
max
i 6=j
| 〈wi,wj〉 | ≤ 4C
√
log d
d
+
8√
r
. (148)
As r = o(d2/(log d)2), (142) immediately follows.
It remains to deal with the case k = 3. Note that∑
i 6=j
〈wi,wj〉3 = A+B + C, (149)
where
A =
∑
i 6=j
〈wi,wj〉3 − c¯6
∑
i 6=j
〈g˜i, g˜j〉3 ,
B = c¯6
∑
i 6=j
〈g˜i, g˜j〉3 −
∑
i 6=j
〈gi,gj〉3
 ,
C = c¯6
∑
i 6=j
〈gi,gj〉3 .
(150)
Let us provide an upper bound on the term A of the RHS of (149):∑
i 6=j
〈wi,wj〉3 − c¯6
∑
i 6=j
〈g˜i, g˜j〉3 =
∑
i 6=j
(
c3i c
3
j − c¯6
) 〈g˜i, g˜j〉3
≤
√∑
i 6=j
(
c3i c
3
j − c¯6
)2√∑
i 6=j
〈g˜i, g˜j〉6,
(151)
where we have used Cauchy-Schwarz inequality. Furthermore, we have that
|c3i c3j − c¯6| ≤ |c3i c3j − c3i c¯3|+ |c3i c¯3 − c¯6|
≤ c3i
(
c2j + cj c¯+ c¯
2
) |cj − c¯|+ c¯3 (c2i + cic¯+ c¯2) |ci − c¯|. (152)
By using (152), (146), and (132), we obtain that, with high probability,√∑
i 6=j
(
c3i c
3
j − c¯6
)2
≤ C1
(
√
r + r
√
log d
d
)
, (153)
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for some constant C1. Furthermore, by using (147), we also obtain that, with high probability,√∑
i 6=j
〈g˜i, g˜j〉6 ≤ C3 r(log d)
3/2
d3/2
. (154)
As r = o(d2/(log d)2) , by combining (153) with (154), we conclude that A = o(r).
Let us provide an upper bound on the term B of the RHS of (149). First, note that
〈g˜i, g˜j〉3 − 〈gi,gj〉3 =
(
〈gi,gj〉 − 〈gi + gj,gavg〉+ ‖gavg‖2
)3 − 〈gi,gj〉3
(a)
≤ (〈gi,gj〉+ 3 ‖gavg‖)3 − 〈gi,gj〉3
(b)
≤ 3 ‖gavg‖ (| 〈gi,gj〉 |+ 3 ‖gavg‖)2
(c)
≤ 6 ‖gavg‖
(
| 〈gi,gj〉 |2 + 9 ‖gavg‖2
)
(155)
where in (a) we use that the function p(x) = x3 is increasing and that maxi∈[r] ‖gi‖ ≤ 2 with high
probability, in (b) we use Taylor’s inequality applied to the function p(x) = xk, and in (c) we use
that (a+ b)2 ≤ 2(a2 + b2) for any a, b ≥ 0. By summing over i 6= j, we have that∑
i 6=j
〈g˜i, g˜j〉3 −
∑
i 6=j
〈gi,gj〉3 ≤ 6 ‖gavg‖
∑
i 6=j
| 〈gi,gj〉 |2 + 18r2 ‖gavg‖3 . (156)
As ‖gavg‖ concentrates around 1/
√
r, the term r2 ‖gavg‖3 is o(r). Furthermore, for any j 6= i,
r∑
i=1
| 〈gi,gj〉 |2 =
〈
gj,
r∑
i=1
gig
T
i gj
〉
≤ ‖gj‖2
∥∥∥∥∥
r∑
i=1
gig
T
i
∥∥∥∥∥
op
. (157)
As
∑r
i=1 gig
T
i is a Wishart matrix, with high probability, its operator norm concentrates around
(1 +
√
r/d)2 [SB10]. As r = o(d2), we conclude that B = o(r).
Let us provide an upper bound on the term C of the RHS of (149). To do so, we upper bound
the second moment:
E

1
r
∑
i 6=j
〈gi,gj〉3
2 = 1r2 ∑
i 6=j
∑
k 6=ℓ
E
{
〈gi,gj〉3 〈gk,gℓ〉3
}
=
2
r2
∑
i 6=j
E
{
〈gi,gj〉6
}
≤ 2max
i 6=j
E
{
〈gi,gj〉6
}
.
(158)
Hence, after some simple calculations, we deduce that, with high probability,
1
r
∑
i 6=j
〈gi,gj〉3 = o(1). (159)
35
As A = o(r), B = o(r) and C = o(r), the RHS of (149) is also o(r) with high probability. As a
result, (142) holds with high probability.
By combining (142) with (141) and with the result of Lemma 5, we conclude that, with high
probability, for a sequence of vanishing constants η(r, d) = o(1),
sup
{wˆi}1≤i≤R∈Sˆǫ
E
{|y(x)− yˆ(x)|2} ≥∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
(
1− R
r
η(r, d)
)
. (160)
By following the same passages as those of the third step of the proof of Theorem 2 and by using
that σˆ2 = 0, we also have that
∑
k≥3
σˆ2k
∥∥∥∥∥
r∑
i=1
w⊗ki
∥∥∥∥∥
2
F
≥ min
a∈R
E
{
|y(x)− a|2
}
− 2σˆ21
∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
= Var {y(x)} − 2σˆ21
∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
,
(161)
which implies that
sup
{wˆi}1≤i≤R∈Sˆǫ
E
{|y(x)− yˆ(x)|2} ≥
Var {y(x)} − 2σˆ21
∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
(1− R
r
η(r, d)
)
. (162)
It remains to upper bound the term ‖∑ri=1wi‖2. We do so by computing its expected value:
E

∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
 = E

∥∥∥∥∥
r∑
i=1
(ci − c¯) g˜i
∥∥∥∥∥
2

= rE
{
(c1 − c¯)2 ‖g˜1‖2
}
+ r(r − 1)E {(c1 − c¯) (c2 − c¯) 〈g˜1, g˜2〉}
(163)
where in the first equality we use that
∑r
i=1 g˜i = 0. After some calculations, we have that
E
{
(c1 − c¯)2 ‖g˜1‖2
}
≤ 1
d
. (164)
Furthermore, by applying Stein’s lemma for correlated random variables, we have that
E {(c1 − c¯) (c2 − c¯) 〈g˜1, g˜2〉} = −1
r
E {(c1 − c¯) (c2 − c¯)}
+
1
d
(
1− 1
r
)
E
{
(c2 − c¯)
〈
− g˜1‖g˜1‖3
, g˜2
〉}
+
1
d
(
−1
r
)
E
{
(c1 − c¯)
〈
− g˜2‖g˜2‖3
, g˜2
〉}
.
(165)
We upper bound the first term in the RHS of (165) as
1
r
|E {(c1 − c¯) (c2 − c¯)} | ≤ 1
r · d. (166)
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By applying Cauchy-Schwarz inequality, we upper bound the second term in the RHS of (165) as
1
d
(
1− 1
r
) ∣∣∣∣E{(c2 − c¯)〈− g˜1‖g˜1‖3 , g˜2
〉}∣∣∣∣ ≤ 1d
√
E
{
(c2 − c¯)2
}√√√√E{〈g˜1, g˜2〉2‖g˜1‖6
}
. (167)
Note that
〈g˜1, g˜2〉2 =
(
〈g1,g2〉 − 〈g1 + g2,gavg〉+ ‖gavg‖2
)2
≤ 2 (〈g1,g2〉 − 〈g1 + g2,gavg〉)2 + 2 ‖gavg‖4
≤ 4 〈g1,g2〉2 + 4 〈g1 + g2,gavg〉2 + 2 ‖gavg‖4
≤ 4 〈g1,g2〉2 + 4 (‖g1‖+ ‖g2‖)2 ‖gavg‖2 + 2 ‖gavg‖4 ,
(168)
which implies that the RHS of (167) is at most 4/d + 18/r.
We upper bound the third term in the RHS of (165) as
1
d · r
∣∣∣∣E{(c1 − c¯)〈− g˜2‖g˜2‖3 , g˜2
〉}∣∣∣∣ ≤ 1r · d3/2 . (169)
By using that r = o(d2), we deduce that
E

∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
 = o(r) = r · η(r, d). (170)
Hence, by Markov’s inequality, we conclude that, with high probability,∥∥∥∥∥
r∑
i=1
wi
∥∥∥∥∥
2
= o(r), (171)
which, combined with (162), implies the desired result.
C Learning a Neural Network and Tensor Decomposition: Proof of
Theorem 4
Proof. We start by proving the first claim. Assume that the thesis is false. Then, there exists
an algorithm A that, given {(xj , y(xj))}1≤j≤n, has polynomial complexity and outputs {wˆi}1≤i≤R
with unit norm s.t. | 〈wi, wˆj〉 | ≥ ǫ for some i ∈ [r] and j ∈ [R]. Note that, as A has polynomial
complexity, we can assume without loss of generality that n is bounded by a polynomial in d.
If σ is a polynomial with deg(σ) ≤ ℓ and par(σ) = par(ℓ), then it can be written as
σ(z) =
∑
k∈[ℓ]
par(k)=par(ℓ)
ckz
k, (172)
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for some choice of the coefficients {ck}k∈[ℓ],par(k)=par(ℓ). By definition of tensor, we have that
d∑
j=1
T (ℓ)(j, j, j3, . . . , jℓ) =
d∑
j=1
r∑
i=1
wi(j) · wi(j)
ℓ∏
m=3
wi(jm)
=
r∑
i=1
‖wi‖2
ℓ∏
m=3
wi(jm) = T
(ℓ−2)(j3, . . . , jℓ),
(173)
where the last equality follows from the fact that the weights {wi}1≤i≤r have unit norm. Conse-
quently, given the tensor T (ℓ), we can construct with polynomial complexity the tensor T (k) for any
k ∈ [ℓ] such that par(k) = par(ℓ). This implies that, given xj , we can construct with polynomial
complexity the following quantity: ∑
k∈[ℓ]
par(k)=par(ℓ)
ck
〈
T (k),x⊗kj
〉
. (174)
By applying (48) and (172), we obtain that the quantity in (174) equals y(xj). Consequently, we
can construct the set {(xj , y(xj))}1≤j≤n with polynomial complexity. By applying the algorithm A
with input {(xj , y(xj))}1≤j≤n, we obtain with polynomial complexity the estimates {wˆi}1≤i≤R with
unit norm s.t. | 〈wi, wˆj〉 | ≥ ǫ for some i ∈ [r] and j ∈ [R]. As a result, there exists an algorithm
that, given the tensor T (ℓ), has polynomial complexity and outputs {wˆi}1≤i≤R with unit norm s.t.
| 〈wi, wˆj〉 | ≥ ǫ for some i ∈ [r] and j ∈ [R]. Hence, given the tensor T (ℓ), the problem of learning
{wi}1≤i≤r is not ǫ-hard, which violates the hypothesis and concludes the proof of the first claim.
The proof of the second claim is similar. Suppose there exists an algorithm A′ that, given
{(xj , y(xj))}1≤j≤n, has polynomial complexity and outputs {wˆi}1≤i≤R with unit norm s.t. | 〈wi, wˆj〉 | ≥
ǫ for some i ∈ [r] and j ∈ [R]. If σ is a polynomial with deg(σ) ≤ ℓ+ 1, then it can be written as
σ(z) =
ℓ+1∑
k=0
c′kz
k, (175)
for some choice of the coefficients {c′k}0≤k≤ℓ+1. By using (173), given the tensors T (ℓ) and T (ℓ+1),
we can construct with polynomial complexity the tensor T (k) for any k ∈ [ℓ+1]. This implies that,
given xj, we can construct with polynomial complexity the quantity
ℓ+1∑
k=0
c′k
〈
T (k),x⊗kj
〉
, (176)
that is equal to y(xj). By using the algorithm A′, we have found an algorithm that, given the
tensors T (ℓ) and T (ℓ+1), has polynomial complexity and outputs {wˆi}1≤i≤R with unit norm s.t.
| 〈wi, wˆj〉 | ≥ ǫ for some i ∈ [r] and j ∈ [R]. Hence, the hypothesis is violated and the proof is
complete.
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D Learning a Neural Network and Tensor Decomposition – Noisy
Case
Let us consider a slightly different model of two-layer neural network with an error term E(x),
where the output ynoisy(x) is given by
ynoisy(x) = y(x) + E(x) =
r∑
i=1
σ(〈x,wi〉) + E(x). (177)
For δ ≥ 0, define
Sδ ⊆ {{wi}1≤i≤r : ‖wi‖ = 1 ∀ i ∈ [r], | 〈wi,wj〉 | ≤ δ ∀ i 6= j ∈ [r]}. (178)
We now state the reduction from tensor decomposition to the problem of learning the weights of
a two-layer neural network with noisy output and activation function which is a polynomial with
degree larger than the order of the tensor.
Theorem 5 (Learning a Neural Network and Tensor Decomposition – Noisy Case). Fix integers
ℓ ≥ 3, p ∈ [ℓ + 1], and m ∈ [⌊ℓ/(p − 1)⌋]. Assume also that p is even. Let σ be an even positive
polynomial that can be written as
σ(z) =
⌊ℓ/(p−1)⌋∑
k=m
ckz
p(ℓ−(p−1)k), (179)
for some choice of the positive coefficients {ck}m≤k≤⌊ℓ/(p−1)⌋. Let ynoisy(x) be defined in (177). For
x1, . . . ,xn ∈ Rd, let Pnoisy(x1, . . . ,xn) be the problem of learning {wi}1≤i≤r ∈ Sδ given as input
{xj}1≤j≤n and {ynoisy(xj)}1≤j≤n. Assume that, given as input the tensor T (ℓ) defined in (10), the
problem of learning {wi}1≤i≤r ∈ Sδ is ǫ-hard in the sense of Definition 1 for some ǫ > 0. Then,
there exists a choice of the error term E(x) with
|E(x)| ≤ (δm · r)p−1 · y(x), ∀x ∈ Rd, (180)
such that, for any x1, . . . ,xn ∈ Rd, the problem Pnoisy(x1, . . . ,xn) is ǫ-hard in the sense of Definition
1.
As an example, set p = 2 and m = 3. Then, the activation function σ has the form
σ(z) = a0 + a1z
2 + a2z
4 + · · ·+ aℓ−3z2(ℓ−3), (181)
for some choice of the positive coefficients a0, . . . , aℓ−3. Furthermore, the error term E(x) is negli-
gible with respect to the signal y(x) as long as δ3 · r is also negligible. Thus, if δ is at most of order
1/
√
d, Theorem 5 holds for r as large as d3/2.
Proof of Theorem 5. The proof follows the lines of that of Theorem 4. Assume that the thesis
is false. Then, there exists an algorithm A that, given {(xj , ynoisy(xj))}1≤j≤n, has polynomial
complexity and outputs {wˆi}1≤i≤R with unit norm s.t. | 〈wi, wˆj〉 | ≥ ǫ for some i ∈ [r] and j ∈ [R].
Without loss of generality, we can assume that n is bounded by a polynomial in d.
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Let k ∈ {m,m+ 1, . . . , ⌊ℓ/(p − 1)⌋} and define the tensor T (k)0 of order p(ℓ− (p− 1)k) as follows:
T
(k)
0 (j
(1)
(p−1)k+1, . . . , j
(1)
ℓ , j
(2)
(p−1)k+1, . . . , j
(2)
ℓ , . . . , j
(p)
(p−1)k+1, . . . , j
(p)
ℓ )
=
∑
{j(b,c)a }
p∏
q=1
T (ℓ)(j
(1,q)
1 , . . . , j
(1,q)
k , . . . , j
(q−1,q)
1 , . . . , j
(q−1,q)
k , j
(q)
(p−1)k+1, . . . , j
(q)
ℓ ,
j
(q,q+1)
1 , . . . , j
(q,q+1)
k , . . . , j
(q,p)
1 , . . . , j
(q,p)
k ),
(182)
where the first sum is over all indices j(b,c)a , where a ∈ [k], b < c and b, c ∈ [p]. In words, in order
to obtain T (k)0 , we multiply p copies of the tensor T
(ℓ), each pair of copies shares k indices, and we
perform the summation over those shared indices. By definition of tensor, we have that
T
(k)
0 (j
(1)
(p−1)k+1, . . . , j
(1)
ℓ , j
(2)
(p−1)k+1, . . . ,j
(2)
ℓ , . . . , j
(p)
(p−1)k+1, . . . , j
(p)
ℓ )
=
∑
i1,...,ip∈[r]
∏
b,c∈[p]
b<c
〈wib ,wic〉k
p∏
q=1
ℓ∏
s=(p−1)k+1
wiq(j
(q)
s ).
(183)
Note that, given the tensor T (ℓ), we can construct with polynomial complexity the tensor T (k)0
for any k ∈ {m,m + 1, . . . , ⌊ℓ/(p − 1)⌋}. Hence, given xj, we can also construct with polynomial
complexity the following quantity:
⌊ℓ/(p−1)⌋∑
k=m
ck
〈
T
(k)
0 ,x
⊗p(ℓ−(p−1)k)
j
〉
, (184)
which, by using (183), can be rewritten as
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
i1,...,ip∈[r]
∏
b,c∈[p]
b<c
〈wib ,wic〉k
p∏
q=1
〈
wiq ,xj
〉ℓ−(p−1)k
. (185)
Let D be the set of p-tuples (i1, . . . , ip) whose components are all equal, i.e.,
D = {(i1, . . . , ip) : ib = ic ∀ b, c ∈ [p]}, (186)
and let Dc be its complement, i.e.,
Dc = [r]p \ D. (187)
Consider the sum over i1, . . . , ip and let us perform it first over the p-tuples in D and then over the
p-tuples in Dc. Then, (185) is equal to
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
i∈[r]
〈wi,xj〉p(ℓ−(p−1)k) +
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
(i1,...,ip)∈Dc
∏
b,c∈[p]
b<c
〈wib ,wic〉k
p∏
q=1
〈
wiq ,xj
〉ℓ−(p−1)k
. (188)
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The first term in the RHS of (188) is equal to y(xj), where σ is given by (179). We set the error
term E(x) to the second term in the RHS of (188) and we bound it as follows:∣∣∣∣∣
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
(i1,...,ip)∈Dc
∏
b,c∈[p]
b<c
〈wib ,wic〉k
p∏
q=1
〈
wiq ,xj
〉ℓ−(p−1)k ∣∣∣∣∣
≤
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
(i1,...,ip)∈Dc
∏
b,c∈[p]
b<c
∣∣∣〈wib ,wic〉k∣∣∣ p∏
q=1
∣∣∣〈wiq ,xj〉ℓ−(p−1)k∣∣∣
(a)
≤
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
(i1,...,ip)∈Dc
δk(p−1)
p∏
q=1
∣∣∣〈wiq ,xj〉ℓ−(p−1)k∣∣∣
≤
⌊ℓ/(p−1)⌋∑
k=m
ck · δk(p−1)
∑
i1,...,ip∈[r]
p∏
q=1
∣∣∣〈wiq ,xj〉ℓ−(p−1)k∣∣∣
=
⌊ℓ/(p−1)⌋∑
k=m
ck · δk(p−1)
∑
i∈[r]
∣∣∣〈wi,xj〉ℓ−(p−1)k∣∣∣
p
(b)
≤
⌊ℓ/(p−1)⌋∑
k=m
ck · δk(p−1)rp−1
∑
i∈[r]
〈wi,xj〉p(ℓ−(p−1)k)
≤ (δm · r)p−1
⌊ℓ/(p−1)⌋∑
k=m
ck
∑
i∈[r]
〈wi,xj〉p(ℓ−(p−1)k) ,
(189)
where in (a) we use that the weights {wi}1≤i≤r ∈ Sδ and the fact that, for any (i1, . . . , ip) ∈ Dc,
there are at least p− 1 pairs of distinct indices ib 6= ic, and in (b) we use Hölder’s inequality.
Hence, the quantity (184) is equal to ynoisy(xj), where the error term E(x) satisfies the condition
(180). Consequently, we can construct the set {(xj , ynoisy(xj))}1≤j≤n with polynomial complexity.
By applying the algorithm A with input {(xj , ynoisy(xj))}1≤j≤n, we obtain with polynomial com-
plexity the estimates {wˆi}1≤i≤R with unit norm s.t. | 〈wi, wˆj〉 | ≥ ǫ for some i ∈ [r] and j ∈ [R].
As a result, given the tensor T (ℓ), the problem of learning {wi}1≤i≤r is not ǫ-hard, which violates
the hypothesis and concludes the proof.
41
