In this article we introduce two procedures for variable selection in cluster analysis and classification rules. One is mainly aimed at detecting the "noisy" noninformative variables, while the other also deals with multicolinearity and general dependence. Both methods are designed to be used after a "satisfactory" grouping procedure has been carried out. A forward-backward algorithm is proposed to make such procedures feasible in large datasets. A small simulation is performed and some real data examples are analyzed.
INTRODUCTION
Finding structure in a high-dimensional variable space with a small dataset is a general problem in both classification and cluster analysis. In many cases, the number of variables (which should not be confused with the amount of information) is too large. This may be due to the presence of several "noisy" noninformative variables and/or redundant information from strongly correlated or more generally strongly dependent variables that may produce, for instance, multicolinearity. The information contained in the dataset could be extracted from a reduced subset of the original variables.
Determining which variables are "important" can be a difficult task, where the concept of "important" should be related to the statistical procedure we are dealing with. If we are interested in cluster analysis (or unsupervised classification), we look for a partition of the space into homogeneous groups or clusters (with small dispersion within groups). Then we seek to find the variables that best explain the distribution into the groups we have found. In the following, we will say that these particular variables explain the conformation of the groups. In the case of classification or pattern recognition, the output is again a partition of the space, which is determined by a training sample. The goal is to find a (small) subset of variables that "explain" the statistical procedure in the original space (the high-dimensional space). These variables help us to better understand the multivariate structure, and, as a by-product, we find a dimension reduction procedure that can be used in a new dataset for the same problem.
The classical dimension reduction techniques (e.g., principal component analysis) produce linear combinations of the variables that are difficult to interpret unless most of the coefficients of the linear combination are not significant. A different new approach was recently considered by Zhou and He (2008) . They proposed constrained dimension reduction methods based on canonical correlation, followed by a filtering method, which led to a small number of variables in the effective dimension reduction space. The variable selection method of Fowlkes, Gnanadesikan, and Kettenring (1988) shifted the problem to a reduced Ricardo Fraiman is Professor of Statistics, Universidad de San Andrés, Buenos Aires, Argentina, and Centro de Matemática, Universidad de la República, Montevideo, Uruguay (E-mail: rfraiman@udesa.edu.ar) . Ana Justel is Associate Professor of Statistics, Universidad Autónoma de Madrid, Madrid, Spain (E-mail: ana.justel@uam.es) . Marcela Svarc is Associate Professor of Statistics, Universidad de San Andrés, Buenos Aires, Argentina (E-mail: msvarc@udesa.edu.ar) . Ricardo Fraiman and Ana Justel were supported in part by the Spanish Ministerio de Educación y Ciencia, grant MTM2007-66632. Ana Justel was also supported in part by Comunidad Autónoma de Madrid, grant CCG07-UAM/ESP-1761. We thank two referees and the editorial board for helpful suggestions and constructive criticism that have improved substantially the present form of this article. variable space and looked for new clusters with fewer variables. Several heuristic proposals were based on the adjusted Rand index (ARI), an adjusted version of Rand's index (1971) introduced by Hubert and Arabie (1985) , to measure pairwise agreement among partitions. See, for instance, Carmone, Kara, and Maxwell (1999) who discussed HINoV (heuristic identification of noisy variables) and Brusco and Cradit (2001) who introduced VS-KM (variable selection heuristic for k-means clustering). Recently, Steinley and Brusco (2008a) introduced another new method (relative clusterability weighting with VAF selection), a technique based on the individual capability of each variable to detect a fixed number k of clusters.
A different approach was given in Friedman and Meulman (2004) . They introduced a new procedure called COSA (clustering objects on subsets of attributes) "to detect subgroups of objects that preferentially cluster on subsets of the attribute variables rather than on all of them simultaneously." Tadesse, Sha, and Vannucci (2005) proposed a Bayesian approach that simultaneously selects variables, identifies cluster structures, and finds the number of groups. This model produces the most complete output. Its application involves the use of Markov chain Monte Carlo (MCMC) methods such as Metropolis-Hastings with reversible jumps (Green 1995) . Along the same line, Raftery and Dean (2006) proposed an iterative method that also deals with the three tasks. As we will see in the simulated examples, solving all these problems simultaneously may yield a misleading output, implying that it is not always the best strategy.
In this article, we propose consistent statistical methods for variable selection following a "satisfactory" grouping procedure. These are easy to use but have the downside that it is necessary to assume that the number of clusters is known. We introduce two different proposals based on the idea of "blinding" unnecessary variables. To cancel the effect of one variable, we substitute all the values by the marginal mean in the first proposal and by the conditional mean in the second. The marginal mean approach is mainly meant to identify the "noisy" noninformative variables, while the conditional mean approach can also deal with dependence. The first method is simpler and computationally faster. In practice, we will also need an algorithm to solve the optimization problem that arises from both approaches. The same procedures can be applied to classification methods. In any case, we will consider methods that produce a partition of the space in disjoint subsets. In cluster analysis, this is the case of k means (MacQueen 1967) or k mediods (Kaufman and Rousseeuw 1987) , but not the case of hierarchical clustering (Hartigan 1975) or kurtosis-based clustering (Peña and Prieto 2001) .
Our methods are designed to be used after a "satisfactory" grouping procedure. How can we ensure that this is the case for a given problem? For supervised classification, the answer is straightforward: when the misclassification rate over the test sample is small. In the best scenario, when considering a universally consistent classification rule, the empirical misclassification error will converge to the Bayes error. However, data are not always nice enough, and the Bayes error may not be small. Implicitly, in terms of the population distribution, the request for a good classification rule is that the Bayes error should be small enough.
In the case of cluster analysis, the answer is more challenging because a commonly accepted lower bound has not yet been proposed to play the role of the Bayes error in this setting. The following is an attempt in that direction. Given a random vector X in R p , a dispersion measure D : R p → R + for which D(X) is finite, and a family of partition methods f K : R p → {1, . . . , K}, we first define the random variables W j,K := X|f K (X) = j, j = 1, . . . , K, the restriction of the random vector X to the partition sets f K (X) = j . We will say that a population cluster problem is "good" for the family of methods given by f K if the following three quantities are small enough:
The first quantity requires that the dispersions within the clusters be small relative to the global dispersion; the second and the third reflect the fact that we are dealing with the "correct" number of clusters K. Clearly, the first condition is not sufficient, because we can decrease the dispersion of the W j,K variables by increasing the number of clusters. Given a fixed K, a lower bound (which plays the role of the Bayes error) could be the infimum over all possible partitions
stands for the restriction of the random vector X to the set G j . All the quantities in (1) can be estimated by just replacing the true underlying distribution by the empirical distribution. However, a detailed study of these estimators is beyond the scope of this article. This article is organized as follows. In Section 2, the first variable selection method is described in terms of finding a subset of variables that is the solution of a discrete optimization problem. We define an objective function that assigns to each subset of variables a measure of its capability to reproduce the multivariate partition procedure in the original space. We prove that the solution is a strongly consistent estimate of the optimal subset of variables. A simulation study is also performed. In Section 3, we introduce the method based on the conditional mean and demonstrate its performance in a simulated dataset. In Section 4, we describe a forward-backward algorithm that looks for the minimum subset explaining a fixed percentage of the data allocation to the clusters. Section 5 is devoted to the analysis of two real data examples with medium-and large-dimensional variable spaces. Section 6 includes some final remarks. Finally, some details on the forward-backward algorithm and the proofs of the theorems are given in the supplementary material (http://www.amstat.org/publications/jasa/supplemental_ materials).
DROPPING OUT NOISY NONINFORMATIVE VARIABLES
Let X = (X 1 , . . . , X p ) be a random vector with distribution P. We consider any statistical procedure whose output is a partition of the space R p . For instance, this is the case of the population target for most clustering methods or classification rules. To fix ideas, we will mainly refer in what follows to cluster methods, although the same results will hold for classification rules or any other partition method. For a fixed number of clusters K, we have a function f : R p → {1, . . . , K} that determines to which cluster each single point belongs. We denote the space partition by G k = f −1 (k), k = 1, . . . , K, which satisfies P ( K k=1 G k ) = 1 and G i ∩ G j = ∅ for i = j . For instance, if we consider k means (with K = 2) and c 1 , c 2 ∈ R p are the cluster centers, that is, the values that minimize E(min( X − c 1 2 , X − c 2 2 )), the set G 1 is given by
If p is large, typically some of the components of vector X present a generally strong dependence structure or might be almost irrelevant for the cluster procedure. Then, if the information from the noisy variables is removed from our data, we should expect that their cluster allocations do not change. This means that the data are kept in the same group as in the original partition. The key point is to notice that the partition is defined in the original p-dimensional space and the input data require information from all the variables, including the noisy ones. We propose to look for the subset of indices I ⊂ {1, . . . , p} for which the original partition rule applied to a new "less informative" vector Y I ∈ R p built up from X behaves as close as possible to the procedure when it is applied to the "full information" vector X. The vector Y I contains the variables from X that are indexed by I , and the rest of the variables with index outside the set I are "blinded." A noisy variable has almost the same distribution in every cluster. This suggests substituting the information in the "blinded" variables with their mean value.
The percentage of cluster allocations explained by the subset depends on the problem (the distribution P of X) and on how many variables d < p we select. In practice, we can choose d in order to explain at least a fixed percentage, for instance, 90%, 95%, or 100%, of the data.
Population and Empirical Objective Functions
Given a subset of indices I = {i 1 , . . . , i d } ⊂ {1, . . . , p}, we define the vector
This means that all the components with indices outside the set I are blinded. Note that instead of the expectation E(X i ) we can use the median or any other location parameter of X i , for instance, M estimates or trimmed means, for the ith coordinate. The results still hold provided we have a strong consistent estimate of the location parameter.
For a fixed integer d < p, the population target is the set I ⊂ {1, . . . , p}, #I = d, for which the population objective function, given by
attains its maximum.
Remark 1. Observe that the population objective function h(·) will remain the same as long as the location parameters defined through different functionals such as μ 1 = E(X), μ 2 = median(X), and μ 3 = argmin t E(ρ((X − t)/σ )) coincide. Typically, this will be the case if we replace the expectation E(X i ) by other (robust) location functionals under the "central" model (for instance, if X is symmetric around μ). On the other hand, as in the classical robustness setup, these functionals (and, therefore, their empirical versions) will be different in a neighborhood of the central model. The population objective function h(·) will inherit the resistance properties against outliers of the robust estimates.
In practice, the empirical version consists on the application of the following steps:
1. Given iid data X 1 , . . . , X n ∈ R p , apply the partition procedure to the dataset and obtain the empirical cluster allocation function, f n :
is data dependent. The associated space partition will be denoted by G
where X[i] stands for the ith coordinate of the vector X andX[i] stands for the ith coordinate of the average vector.
If we have used instead of the expected value other location parameter in the population version (like the median), we substitute the average by the empirical version (the sample median).
Calculate the empirical objective function
where I A stands for the indicator function of set A. 4. Look for a subset I d,n =: I n , with #I n = d, that maximizes the empirical objective function h n .
Consistency: Assumptions and Main Result
As expected, the consistency of our variable selection procedure is linked to the properties of the cluster partition method. We now give some conditions under which our procedure is consistent. Assumption 1. (a) The partition procedure is strongly consistent; that is, given > 0, there exists a set A( ) ⊂ R p with P(X ∈ A( )) > 1 − such that, for all r > 0, lim n→∞ sup x∈C ( ,r) 
stands for the intersection of the set A( ) and the closed ball centered at 0 of radius r, B(0, r).
Assumption 1(a) holds typically for cluster and classification rules, where the set A( ) is the complement of an neighborhood ("outer parallel set") of the partition boundaries as shown in Figure 1 ; that is,
where B(x, ) denotes the ball with center x and radius . For classification rules we typically estimate the classification rule function f : R p → {1, . . . , K} from the data. If the estimate is consistent, then our assumptions will hold. For many cluster procedures, as is the case for the k-means algorithm, we have a population version of the partition function f n , and the consistency of the method implies our assumptions.
In what follows all the random vectors are defined on the same rich-enough probability space ( , A, P).
Theorem 1 (Strong consistency). Let {X j : j ≥ 1} be iid random vectors with distribution P X . Given d, 1 ≤ d < p, let I d be the family of all subsets of {1, . . . , p} with cardinality d and let I d,0 ⊂ I d be the family of subsets where the maximum of h(I ) is attained for I ∈ I d . Then, under Assumptions 1 and 2, we have that there exists n 0 = n 0 (ω), ω ∈ , such that I n ∈ I d,0 for n ≥ n 0 (ω) a.s.
The proof is given in the supplementary material (http://www. amstat.org/publications/jasa/supplemental_materials).
Selection of Variables in Simulated Data
To analyze the performance of our method, we carry out a Monte Carlo study for some simulated datasets. Although our procedure can be applied to any problem that produces a partition of the space, we challenge it with the two most popular methods: k means for cluster analysis and the Fisher discriminant rule for supervised classification problems. For the cluster problem we also compare our results to the selection-ofvariables methods proposed by Steinley and Brusco (2008a) , Brusco and Cradit (2001) , and Raftery and Dean (2006) , which we will denote by SB07, BC01, and RD, respectively, in what follows. Steinley and Brusco (2008b) reviewed eight variable selection procedures. They studied their performance across 20,412 datasets and considered three measures of goodness: recall (the number of relevant variables in the selected subset divided by the total number of relevant variables), precision (the number of relevant variables in the selected subset divided by the total number of variables selected), and cluster recovery (the ability of each procedure to return the true cluster structure based on the subset of variables selected by the procedure).
Their main conclusion was that even though none of the procedures was over all better than the others, SB07 had the biggest recovery and precision and BC01 had the greatest level of recall. In addition, they concluded that the mixture modeling techniques, such as feature saliency (Law, Figueiredo, and Jain 2004) , RD, and scatter separability (Dy and Brodley 2004) , performed at a very disappointing level.
We generate the observations in a three-dimensional variable space. The underlying distributions are mixtures of multivariate normals,
where α 1 = α 2 = .35 and α 3 = .30. The data structure is defined through the independent variables X 1 and X 2 , with distributions given by
For the distribution of X 3 we consider two different scenarios.
Case I. X 3 is an independent "noisy" variable with distribution given by X 3 ∼ N (0, σ ), where σ takes different values, .1, .2, and .3. Figure 2 shows a simulated dataset from these distributions with σ = .2. The three groups are perfectly distinguished in the X 1 -X 2 scatterplot. However, only two groups are distinguished in the X 1 -X 3 and X 2 -X 3 scatterplots. This also happens when we observe the X 1 and X 2 histograms.
Case II. X 3 is not an independent variable and is given by
In all the cases we carry out 1,000 replications. First, we consider the cluster problem. We generate (X 1 , . . . , X 100 ) from (2) and split the sample into three clusters using the k-means algorithm. In Table 1 we report the proportion of times that one, two, or three variables are selected to explain all the cluster allocations. The results include our method for 100% efficiency (B100), and we also consider the effect of a possible reduction in the efficiency to only 95% (B95) or 90% (B90) of correct allocations. To make the comparison fair, we also report the proportion of "misclassifications" with respect to the random process (2) generating the data (Miss%). Because the method proposed by Raftery and Dean (2006) performs selection of variables and estimation of the number of clusters simultaneously, the results are reported separately in Table 2 .
It is clear from Table 1 that SB07 and BC01 fail in choosing the minimal set of variables (two), although BC01 has a better scoring and less misclassified data. It is important to notice that whenever two variables were chosen none of them was noisy, except in .02% of the replicates for BC01. With respect to the RD method, we see from Table 2 that for Case I, with σ = .1, the optimal solution is achieved in 96% of the replicates; with σ = .3, the optimal solution is achieved in 86% of the replicates. When the variance is the same in the informative and noninformative variables (σ = .2), the optimal solution is only achieved in 10.7% of the replicates. However, the method is unable to deal with Case II where colinearity appears.
For the supervised classification method, we generate a training sample of size 250 from the mixture distribution (2). To have a nonsingular covariance matrix for the Fisher discrimination rule in Case II, we add an independent Gaussian noise to X 3 , with mean 0 and standard deviation 10 −4 . Then we compute the classical Fisher discrimination rule and classify 1,000 new data into the three groups. These data are generated from the same mixture distribution. In Table 3 we report the proportion of times that one, two, or three variables are enough to explain the classification rule for 100%, 95%, and 90% efficiencies.
We find the same behavior of our variable selection method in both the cluster and the classification problems. In Case I the method is very successful and selects only the two variables X 1 and X 2 in almost all the simulations for 100%, 95%, and 90% efficiencies. A different scenario appears in Case II, where the third variable is a linear combination of the other variables. The two-variable subset explains all the cluster allocations only 14.6% of the time in the cluster problem and 10.1% of the time in the classification problem.
Case II shows an interesting feature of the variable selection procedure: It is able to eliminate noisy variables but cannot detect redundant information from colinear variables. This effect can be seen more clearly with the simulated example proposed by Tadesse et al. (2005) . Their dataset includes 15 observations arising from four multivariate normal distributions with 20 identical variables plus 30 noisy variables from a standard normal distribution. The first four observations come from independent normals with mean μ 1 = 5 and variance σ 2 1 = 1.5. The next three come from independent normals with mean μ 2 = 2 and variance σ 2 2 = .1. The following six observations come from independent normals with mean μ 3 = −3 and variance σ 2 3 = .5, while the last two come from independent normals with mean μ 4 = −6 and variance σ 2 4 = 2. To illustrate the performance of the variable selection method, we simplify this example and consider only three informative variables. We call these data TSV05 and plot them in Figure 3(a) . The scatterplot also includes the four centers (stars) found with the k-means algorithm. A closer look at this data-generating mechanism indicates that one should expect to attain a 100% efficiency with only one variable, because we have the same cluster structure for each coordinate. However, the procedure is unable to find the cluster structure blinding all variables except one. The efficiencies in Table 4 show that only the subset with the three variables classifies all the data in their original clusters.
This result is a direct consequence of the fact that all variables contain information about the cluster; that is, they are not noisy variables. However, as in Case II, these colinear variables are redundant, and it would be interesting to develop a variable selection method capable of detecting them. The plot in Figure 3 (b) helps us to understand what happens when we blind one variable, the vertical coordinate in this particular case. As all the data are substituted by the mean value, this is equivalent to projecting them onto the shaded mean plane. But the mean is not a representative value because the data are generated with cluster structure. Let us recall now that the partition is defined in the original space. This means that the k-means centers are not modified and they are not projected. The observations (projected) are now allocated to the clusters without a proper criterion. For instance, in Figure 3 (b) the correct center for one projected observation is indicated by a dashed line, but the closer center when we blind the vertical coordinate is a different one (indicated by the solid line). This observation is wrongly allocated with the variable selection method. Then in order to eliminate not only the noisy variables but also the colinear variables, the idea is to blind the variables with local information, instead of using the mean. This would not be a problem for noisy variables, and we will see in the next section that it is crucial for multicolinearity.
DEALING WITH GENERAL DEPENDENCE
The previous procedure is mainly designed to find "noisy" noninformative variables, but as the simulated dataset highlights, it may fail if the variables are dependent, in particular, in the presence of colinearity. To deal with this problem, we consider a natural extension, changing the definition of the "less informative" vector Y I . Recall that we defined Y I i = X i if i ∈ I , and for indices in the complement of the set I , Y I i is defined as the best constant predictor, Y I i = E(X i ). Now the idea appears clearly: to change the mean by the conditional expectation of X i given the set of variables {X l : l ∈ I }, that is, the best predictor of X i based on those variables. In practice, we may estimate the conditional means by any nonparametric estimate. In particular, we propose nearest neighbors.
This procedure will be able to deal with both kinds of problems, but it will require a larger sample size and more computational effort in order to estimate the conditional expectation. The nonparametric estimates of the conditional expectation also require a smoothing parameter such as the kernel window or the number of nearest neighbors. The choice of the smoothing parameter is also challenging, because it should not involve more data than the size of the smaller cluster (if we think, for instance, in local averages, i.e., nearest neighbor methods). If m n is the size of the smallest group for the partition procedure and, for each d and n, r = r(n, d) is the number of nearest neighbors, we will require that r < m, together with the standard conditions r/n → 0 and n(r/n) d → ∞ as n → ∞.
Population and Empirical Objective Function
We define the "less informative" vector Z I := Z = (Z 1 , . . . ,
. Instead of using the conditional expectation E(X i |X[I ]) to attain robustness, we can use local medians or local M estimates (see, e.g., Stone 1977; Truong 1989; Boente and Fraiman 1995) .
For a fixed integer d < p, the population objective function is now the set I ⊂ {1, . . . , p}, #I = d, for which the function
For the empirical version of the conditional mean method, we follow the same steps as in Section 2.1, except for the second step, which is replaced by the following: Table 4 . Percentage of correct allocations in the TSV05 dataset using the variable selection method based on the mean 
where X[i] stands for the ith coordinate of the vector X.
A resistant procedure would take the local median instead of the local mean for i / ∈ I , that is,
Remark 2. Notice that in this case, because we are dealing with the conditional expectation, all variables that are blinded are replaced by functions that only depend on those variables with indices in the subset I n (which maximizes the objective function). Thus, the same happens with the cluster procedure performed with them. The blinded variables may still have information about the cluster structure, but this information is redundant and, therefore, unnecessary.
Remark 3. As is well known, for small or moderate sample sizes, purely nonparametric estimates might not perform well in practice. Semiparametric models on the conditional mean (or robust alternatives) would be practical alternative choices. The consistency results given in the following theorem will still be valid as long as the semiparametric estimates verify the consistency assumptions required for the purely nonparametric estimates. For instance, we may use the results in He and Shi (1996) to validate our consistency results.
Consistency: Assumptions and Main Result
As we have seen consistency of the variable selection method relies on the properties of the cluster partition methods. Moreover, regularity conditions on the boundary of the partitioning sets are required to carry out the nonparametric regression. Along with Assumption 1, we need the next two conditions for consistency.
Assumption 3. lim δ→0 P(d(Z, ∂G k ) < δ) = 0 for all k = 1, . . . , K.
are the corresponding nonparametric regression functions and g i,n (x) are consistent estimates of g i (x).
Assumption 4 allows us to use any uniformly consistent estimate of the regression function, although we have only described above the case of r nearest neighbor estimates.
Theorem 2 (Strong consistency). Let {X j : j ≥ 1} be iid random vectors with distribution P X . Given d, 1 ≤ d < p, let I d be the family of all subsets of {1, . . . , p} with cardinality d and let I d,0 ⊂ I d be the family of subsets where the maximum of h(I ) is attained for I ∈ I d . Then, under Assumptions 1, 3, and 4, there exists n 0 = n 0 (ω) such that I n ∈ I d,0 for n ≥ n 0 (ω) a.s.
The proof of Theorem 2 is similar to that of Theorem 1, and we omit it. We only point out the differences in the supplementary material (http://www.amstat.org/publications/jasa/ supplemental_materials).
TSV05 Example Revisited: A Benchmark Dataset
When we apply the conditional mean selection variable method to the three-dimensional TSV05 dataset, we classify all the data in their correct cluster with only one variable, which can be either X 2 or X 3 , while with the first one, X 1 , only one point is misclassified.
Finally, we run a simulation with 500 replicates for exactly the same variable dimension as in Tadesse et al. (2005) , 20 identical informative variables and 30 noisy variables. We compare the performance of our proposal with BC01, SB07, and RD. As the dimension of this set is quite large, in order to make the simulation feasible, we had to limit up to size 10 the set selected by SB07, as suggested by the authors (Steinley and Brusco 2008b) . The results show that, for 100% efficiency, in every replicate our variable selection method chooses one informative variable, which is the optimal solution. Although SB07 eliminates all the noisy variables, the optimal solution is only attained 5.8% of the time, two variables were chosen 17.8% of the time, three variables were chosen 38.6% of the time, and the rest of the time more than four variables were selected. The subsets found by BC01 are not at all parsimonious. They always keep the 20 informative variables plus at least one noninformative one, and the median number of noisy variables selected is 11. On the other hand, RD chooses four groups in only 46% of the replicates; in 99% of these cases five variables are selected. At least one of the noisy variables is selected, choosing three or more noisy variables in 63% of the cases and two noisy variables in 24%. In 37.4% of the replicates, RD finds at least seven groups using always more than six variables.
For this example, Tadesse et al. (2005) reported that they successfully recovered the cluster structure used to simulate the data and identified the 20 discriminating variables, but they did not mention the problem of redundant variables. However, we can see from table 4 in Tadesse et al. (2005, p. 611) , where the posterior distribution of the number of clusters G is given, that P(G = 4|X) = .3437. The marginal posterior probabilities of sample allocations given the correct number of clusters P(y i = k|G = 4) are shown in figure 6 of Tadesse et al. (2005, p. 611) . Except for the first graph on the upper left P(y i = 1|G = 4) (identifying the third group), on the other three graphs we find data from several groups, although one of them is dominant.
A FORWARD-BACKWARD ALGORITHM
A well-known feature of the variable selection problem is the large number of subsets that should be considered, even for moderate values of p. An exhaustive search guarantees to find the smallest subset of variables to achieve, at least, a fixed percentage on the empirical objective function. However, this procedure is not feasible when many variables are considered. For instance, if p = 50 we should check among more than 10 15 combinations.
The natural setup for the selection-of-variables problem, even in our case where the number of groups is known, makes the computational task what in complexity theory is called on NP-complete problem. Indeed, we are looking for a subset I 0 ⊂ {1, . . . , p} with minimal cardinality such that it maximizes an objective function h(I ). Clearly, the function h(I ) will be bounded (in our case between 0 and 1), and one can assume that h(I ) ≤ h(J ) if I ⊂ J . Further assumptions seem unrealistic for the selection-of-variables problem. Suppose, then, that we have a problem with the following properties:
• h(I 0 ) = 1, card(I 0 ) = d.
• h(I ) = 0 for all I = I 0 with cardinality less than or equal to d. • h(I ) = 1 for all I with cardinality greater than d.
In this case, there is no way to avoid a complete search in order to solve the problem. Any less expensive algorithm will eventually fail to reach the optimum. For this kind of NPcomplete problem, different algorithms that may approach the solution have been proposed, such as genetic algorithms. Genetic algorithms are, in general, very fast. However, with genetic algorithms it is not possible to fix in advance a value for the objective function to be attained by the solution. We propose a forward-backward search algorithm. We run the search mainly in the forward mode and include the last step in the backward mode. The algorithm starts from one variable set and, progressively, includes new variables with an iterative revision of the inclusions in each step. In general, the backward search is less costly, but the leave-one-out strategy will make it difficult to find a small subset. When a set provides a percentage of good classifications over the fixed percentage, the backward process starts to search for a more parsimonious solution. To compute the objective function, we can blind the variables, replacing them either with the mean or with the conditional mean (in this case the conditional distribution is toward the chosen subset up to that step). Estimation of the conditional mean is done by nearest neighbors. More details regarding the algorithm are given in the supplementary material (http://www.amstat.org/publications/jasa/supplemental_ materials). The way the algorithm is designed (starting forward) ensures that if the solution is a small subset of variables it will be found successfully fast. The backward step forces the solution to verify that any proper subset of it does not attain the efficiency bound. On the other hand, in any case we will have found a subset of variables that attain the efficiency bound, perhaps without the minimal cardinality property.
In the following section we illustrate the algorithm performance with real data examples. Matlab codes are available upon request from the authors.
REAL DATA EXAMPLES

Evaluation of Educational Programs
We consider the survey data analyzed by Llach et al. (2006) concerning education quality in 98 schools in the city and suburbs of Buenos Aires. An important objective of this study was to find homogeneous groups of schools and the characterization of the clusters. The variable selection method is a powerful tool to discover the variables with real influence.
A questionnaire with 15 items was submitted to each school, to be answered by the headmaster and the teachers. All the responses range in a discrete scale from 1 to 100. Items V 1 to V 8 were answered by the headmasters and refer to their experience; aptitude; school general knowledge; evaluation of building conservation; evaluation of didactic resources; and relationships with teachers, parents, and students. Items V 9 to V 15 are the same questions but were answered by the teachers, except item V 3 (school general knowledge), which was only answered by the headmasters. Llach et al. (2006) performed a k-means cluster procedure with the 98 data of 15 dimensional vectors. The 98 schools were grouped into three clusters of size 45, 21, and 19, respectively. The relationships between the clusters and the mean scores in a general knowledge exam (GKE) and the mean socioeconomic level of the students (SEL) are shown in Table 5 . Both GKE and SEL results are significantly different among clusters, with analysis of variance (ANOVA) p values .0001. Clusters with a higher mean level of student knowledge correspond with those with a higher mean socioeconomic level. The question now is which variables have relevant information to establish this school grouping.
We select the variables that determine the clusters according to the first proposal, with an exhaustive search (which is possible because of the moderate dimension of the data). The clusters are completely explained (100% efficiency) by V 3 , V 4 , V 7 , V 8 , V 11 , V 12 , V 14 , V 15 , which are headmasters' school general knowledge and teachers' evaluation of the didactic resources, as well as the evaluation of building conservation and the headmasters' and teachers' relationships with parents and students.
As expected, the number of variables decays for decreasing efficiencies. For 98% efficiency, the selected variables were V 1 , V 4 , V 7 , V 11 , V 12 , V 14 . To achieve 92% efficiency, we found two optimal subsets with only four variables V 4 , V 7 , V 11 , V 14 or V 4 , V 7 , V 12 , V 14 , which are headmasters' evaluation of building conservation, relationships between headmasters and parents, and relationships between teachers and parents. V 11 and V 12 were teachers' evaluation of building conservation or teachers' evaluation of the didactic resources. In all the cases, the subsets contain information from the headmasters and the teachers.
To improve the previous results, we applied the conditional procedure to reduce redundant information. When we applied either the exact procedure or the algorithm, we found the same subsets, variables V 2 , V 3 , V 4 , V 7 , V 8 , V 11 , V 12 , V 14 or V 3 , V 4 , V 7 , V 8 , V 9 , V 11 , V 12 , V 14 , reach 100% efficiency. For 97% efficiency, we found the variables V 3 , V 4 , V 7 , V 11 , V 14 , and only three variables, V 4 , V 7 , V 14 , were required to explain 91% of the cluster allocations. These final variables include headmasters' evaluation of building conservation, relationships between headmasters and parents, and relationships between teachers and parents.
Throughout the data analysis, we observed the importance of the headmasters' and teachers' relationships with the parents. When we looked for nonnoisy variables, we found that relationships with students also had relevant information about the cluster origin. However, these variables were eliminated from the final subset when we used the conditional mean, which means that the opinion about the relationships with the students contains redundant information.
To study the performance of the algorithm, we ran it under 100 different variable permutations, and the results were consistent with the exact procedure.
Identifying Types of Electric Power Consumers With Functional Data
We consider the same example presented in Cuesta-Albertos and Fraiman (2007), where an impartial-trimming cluster procedure was proposed for functional data. The study was oriented to find behavioral patterns of electric power home consumers in the city of Buenos Aires. For each home, measurements were taken every 15 minutes during all the weekdays of January 2001. The analyzed data were the vectors of dimension 96 with the monthly averages for a sample of 101 home consumers. Data were normalized in such a way that the maximum of each curve was equal to 1. Cuesta-Albertos and Fraiman (2007) found a two-cluster structure, 13 outliers apart. The resulting trimmed two-mean functions (cluster centers) are shown in Figure 4 . The nontrimmed functions were then assigned to the closest center, and with this criteria the first cluster was composed of 33 home consumers and the second one of 55. The remaining 13 data were considered outliers.
In this example, the set of variables includes all the electricity consumption in the 15-minute time intervals in a day (i.e., 96 variables). As this example is in a high-dimensional space, evaluating the objective function in every subsets is not feasible. Therefore, to find the more relevant "window times" for the cluster procedure, we need to run the forward-backward search algorithm. We apply both the mean and the conditional mean selection of variable algorithms for 90%, 95%, and 100% efficiency. For the calculation of the conditional mean, we consider 5, 10, and 33 nearest neighbors (NNs). The results after 100 permutations are summarized in Table 6 .
The use of the conditional mean algorithm, instead of the faster mean algorithm, reduces in all the cases the number of time intervals that provides enough information to characterize the two electric power home consumer typologies. The results show that the choice of the number of nearest neighbors is also important, although the method seems to be less sensitive than nonparametric regression. However, it is an important problem to be solved. In our case, the results for five nearest neighbors are quite satisfactory: For 100% efficiency, there is only one solution with nine variables; for 95% efficiency, we found 15 different solutions with six variables; while for 90% efficiency, we found five different solutions with four variables. We chose one of them to illustrate in Figure 5 the "window times" (nonshaded areas) that seem relevant.
The most informative consumption registers are confined to a few "window times" (see Fig. 6 ), and the two types of elec- . Two-mean electricity consumption cluster centers for the functional data. Nonshaded time intervals correspond to the subset of variables found by the mean and the 5-NN conditional mean algorithms, for different degrees of efficiency. tric power consumers are mainly characterized by their different behaviors at some time intervals in early morning (3:00-4:00), morning (7:00-11:00), evening (15:00-19:00), and night (21:00-24:00). Comparing the mean and the 5-NN conditional solutions, we observe that the redundant information, especially at evening and night, is summarized in the smaller subset of variables found by the conditional mean algorithm. When we accept a small number of misclassifications, the importance of the early-morning behavior is diminished.
FINAL REMARKS
We propose two variable selection procedures designed particularly for partition rules (typically supervised and unsupervised classification methods) that help to explain the results for high-dimensional data. Both methods are strongly consistent. The second procedure, based on conditional means, is much more flexible and takes into account general dependence structures within the data. The performance of our proposals in simulated and real data examples is quite encouraging.
For low-or moderate-dimensional data, an exhaustive search is possible for even the case of 100% efficiency. It is not feasible for high-dimensional data, however, and we propose a forward-backward algorithm. We compare the algorithm performance with the exhaustive search in some of the examples, and the results are very positive because they provide the same subsets. However, it will demand considerable computational effort, which suggests that some additional research should be considered in this regard. [Received November 2007 . Revised April 2008 
