Introduction
We consider the fast and accurate solution of large-scale scattering problems obtained by integral-equation formulations for conducting surfaces. By employing a parallel implementation of the multilevel fast multipole algorithm (MLFMA) [1] on relatively inexpensive platforms, we are able to solve problems with tens of millions of unknowns. Specifically, we report the solution of a scattering problem with 33,791,232 unknowns, which is even larger than the 20-million unknown problem reported recently [2] . Indeed, this 33-million-unknown problem is the largest integral-equation problem solved in computational electromagnetics, to the best of our knowledge.
MLFMA reduces the complexity of the matrix-vector multiplications related to an N × N dense matrix equation from O(N 2 ) to O(N log N ). Therefore, it provides the solution of large radiation and scattering problems in electromagnetics. However, it is also desirable to parallelize MLFMA for the solutions of many real-life problems that are not easily handled by sequential implementations. On the other hand, due to its complex structure, parallelization of MLFMA is not trivial. Communications between the processors and duplications of the computations reduce the efficiency of the parallelization. In this manner, our implementations involve various parallelization strategies, load-balancing algorithms, optimizations, and many other techniques to improve the efficiency without sacrificing the accuracy. In this paper, we present our efforts to develop a robust solver for the solution of large scattering problems both efficiently and accurately.
Data Structures and Primary Operations in Parallel MLFMA
The operations performed in MLFMA can be divided into setup and solution parts. In the setup of the implementation, the required data for the matrix-vector multiplications are computed and stored in the memory. In the second part, the solution is performed by an iterative algorithm, where the required matrix-vector multiplications are achieved in O(N log N ) time using O(N log N ) memory.
Setup Part:
The data prepared during the setup of the program includes the tree structure and clustering of MLFMA, near-field interactions that are calculated directly, radiation and receiving patterns of the basis and testing functions, and translation matrices for the cluster-cluster interactions.
Input and Clustering:
In our implementations, we apply a discretization on the geometry by using planar triangles. To obtain accurate results, the size of the triangles are set to approximately λ/10, where λ is the wavelength. Then, the unknown surface current density is expanded in a series of Rao-Wilton-Glisson (RWG) [3] or linear-linear (LL) [4] basis functions. The triangulation data is read from a file and the tree structure 
Calculation of Near-Field Interactions:
In MLFMA, there are O(N ) near-field interactions that are calculated directly and stored in the memory. Calculation of these interactions require the evaluation of double integrals, which can be performed by using low-order Gaussian quadratures with the aid of singularity extraction methods [5] - [7] . In the parallel implementation, we apply a load-balancing algorithm to distribute the near-field interactions equally among the processors [8] .
Calculation of Radiation and Receiving Patterns:
For each basis and testing functions, integrals in the form of
are need to be evaluated [1] , where k is the wavenumber and f m represents distribution of the basis or testing function with the spatial support of S m . In (1),k represents the angular directions according to the sampling scheme for the lowest-level clusters. For both RWG and LL functions, the integrals in the form of (1) can be calculated analytically. The calculation of the radiation and receiving patterns requires O(N ) time and the memory requirement is also O(N ). In the parallelization of the patterns, we distribute the the basis and testing functions among the processors according to the far-field partitioning, which is different from the distribution of the near-field interactions for efficiency.
Calculation of Translation Matrices:
To evaluate the cluster-cluster interactions, translation operators are formed and stored in the memory. For each level, there are O(1) different translation operators using the symmetrical properties of the cubic clustering scheme [9] . In addition, we use interpolation methods to efficiently fill the translation matrices in O(N ) time [10] . For high accuracy, the truncation numbers are selected by using the excess bandwidth formula [11] for the worst case scenario according to one-box-buffer scheme. In the parallel implementation, only the required translation operators are calculated and stored in each processor. Therefore, for the upper levels of the tree structure, where the fields are distributed among the processors [12] , the translation matrices are partitioned and also distributed among the processors.
Solution Part:
In the solution part, each matrix-vector multiplication includes several operations such as aggregation, translation, and disaggregation that are performed in a multilevel scheme, as well as the near-field interactions.
Near-Field Interactions:
The near-field interactions that are stored in the memory are used to compute the partial matrix-vector multiplication in O(N ) time. Since the near-field and far-field partitioning schemes are different, an all-to-all communication is required to switch between the two partitionings after the near-field interactions are performed [8] .
Agggregation: During the aggregation phase, radiation patterns of the clusters are calculated from the bottom to the top of the tree structure. Using a local interpolation scheme, aggregation is achieved in O(N log N ) time using O(N log N ) memory to store the samples of the radiation patterns. To parallelize the aggregation process, we choose a level (LoD: Level of Distribution) to distribute the clusters among the processors using a load-balancing algorithm. Then, for the lower levels (below LoD), each sub-cluster is assigned to the same processor as its parent cluster. This way, the aggregation operations for the lower levels of the tree structure do not require any communication. On the other hand, in the upper levels of the tree structure (above LoD), radiation and receiving patterns of the clusters are distributed among the processors to improve the parallelization [12] . In this scheme, one-to-one communications are required between the processors to perform the interpolations accurately. To further improve the parallelization, we reduce the amount of these communications by carefully partitioning the patterns. Finally, we perform an all-to-all communication in LoD to pass between two different strategies applied in the lower and the upper levels of the tree structure.
Translation: During the translations, radiation patterns of the basis clusters are converted into incoming fields for the testing clusters in O(N log N ) time. In the lower levels of the tree structure, some of the translations can be performed in each processor without any communication. However, there are many basis and testing clusters that assigned to different processors so that their interactions require dense communications. We control these one-to-one communications by carefully examining the data traffic [13] and using various communication algorithms. For the upper levels of the tree structure, the translations can be performed without any communication due to the favorable properties of the strategy involving the distribution of the fields among the processors [12] .
Disaggregation and Receiving:
In the disaggregation process, the incoming fields at the centers of the testing clusters are calculated. At the end, the fields are disaggregated towards the testing functions in the lowest level, where we perform a numerical integration to finalize the matrix-vector multiplications. The disaggregation process is generally the inverse of the aggregation process and its parallelization is very similar to the parallelization of the aggregation.
Results
As an example to the solution of large problems, we present the results of a scattering problem involving a sphere of radius 96λ. The discretization of the problem leads to 33,791,232 unknowns using the RWG functions. The problem is formulated by the combined-field integral equation and solved on a cluster of quad-core Intel Xeon 5355 processors connected via an Infiniband network. The solution is parallelized into 16 processes running on 16 processors. We select the smallest cluster size as 0.19λ leading to a 9-level tree structure, where we choose the LoD as the sixth level from the bottom of the tree structure. The far-field interactions are computed with 2 digits of accuracy while the near-field interactions are evaluated with at most 1% error. Using the biconjugate-gradient-stabilized (BiCGStab) algorithm and a block-diagonal preconditioner, the number of iterations is only 21 to reduce the residual error below 10 −3 . As detailed in Fig. 1 , the processing time for the setup and solution parts are completed in 3.0 and 4.4 hours, respectively, while each matrix-vector product is performed in 370 seconds. During the solution, maximum 13.4 GB of memory is used per processor. To demonstrate the accuracy of the solution, Fig. 2 presents the bistatic radar cross section of the sphere from 160
• to 180
• , where 180
• corresponds to the forward-scattering direction. We observe that the computational values are very close to the analytical curve obtained by a Mie-series solution. As a result, by employing parallel MLFMA, we are able to solve very large scattering problems with tens of millions of unknowns both accurately and efficiently. Additional examples and details of the implementation will be provided during the presentation. 6 , disaggregation in the higher levels 7 , and disaggregation in the lower levels followed by the receiving operation 9 . In the diagrams, white areas correspond to waits before the operations that require synchronization. • to 180
• corresponds the forward-scattering direction.
