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Resumen 
 
El trabajo analiza, para España, la posible existencia de cointegración y de causalidad tipo 
Granger, entre exportaciones y crecimiento, desde el primer trimestre de 1980 hasta el se-
gundo trimestre de 2004. Se concluye que no se detecta una relación de cointegración ni 
una relación causal entre las variables indicadas, lo que contrasta con algunos estudios 
previos similares realizados en España. Para dar cuenta de esta discrepancia –que es tam-
bién común en la literatura internacional- se han estudiado -empleando simulaciones de 
Montecarlo- algunos aspectos importantes, no suficientemente investigados hasta ahora en 
nuestro país: en concreto los referidas al modo de especificación de los componentes de-
terministas del MCE cuando se usa el método de Johansen. Sobre la base de estos análisis, 
se ha podido establecer la elevada dependencia de los resultados con respecto al tamaño 
muestral y a la correcta especificación de los citados componentes deterministas, así como 
la discutible fiabilidad del Principio de Pantula, sobre todo cuando se conjuga con tamaños 
muestrales inferiores a las 75 observaciones.  
 
Palabras clave: crecimiento, exportaciones, cointegración, causalidad de Granger, simula-
ción de Montecarlo, principio de Pantula. 
 





This document analyses the possible existence of co-integration and Granger causality bet-
ween exports and growth for Spain since the first quarter 1980 till second quarter 2004. It 
finds neither relationship nor causality between above mentioned variables, in contrast 
with previous studies done in Spain. In order to show this finding some important aspects, 
insufficiently studied, have been analysed by employing Monte Carlo simulations: special-
ly the specification of the deterministic components of a VECH estimated with the Johan-
sen’s multivariate maximum likelihood approach. On the basis of these analysis, it can be 
established the high dependency relationship of the results relating to the sample size and 
to the correct specification of the deterministic components as well as the debatable relia-
bility of Pantula’s Principle, specially when combined with samples below 75 observations. 
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1. Introducción 
 
El presente trabajo analiza la relación entre la 
variación de las exportaciones y la del PIB, en 
las últimas décadas de la economía española, 
con el objetivo de establecer la posible existen-
cia de una relación causal que corrobore la hi-
pótesis de la importancia de la apertura exte-
rior para el crecimiento económico de España. 
En relación con la todavía escasa -aunque inte-
resante- literatura referida a nuestro país, con 
un enfoque y objetivo parecido, conviene des-
tacar que los resultados no concluyentes obte-
nidos por otros investigadores son una invita-
ción a profundizar en un asunto de importan-
cia para la formulación de políticas económi-
cas1. Pero, además, en el presente trabajo se in-
troducen dos novedades sobre los estudios lle-
vados a cabo hasta ahora: 
 
a) Primero, se emplean series trimestrales, con 
el objeto de tener muestras más amplias.  
 
b) Segundo, se somete a prueba, mediante si-
mulaciones de Montecarlo, la importancia de 
una correcta especificación de los componen-
tes deterministas, cuando se aplica el método 
de Johansen para estudiar la cointegración. 
 
El resto del trabajo se desarrolla según los si-
guientes pasos: en primer lugar, se establece el 
marco del estudio en los diversos niveles: teó-
rico, de política y econométrico; en segundo 
lugar, se analiza -para el caso español- la exis-
tencia de relaciones de cointegración y de cau-
salidad tipo Granger entre las exportaciones y 
el crecimiento; en tercer lugar, se lleva a cabo 
un análisis de simulación de los efectos de una 
inadecuada especificación de los componentes 
deterministas al aplicar el procedimiento de 





2. Marco de análisis 
 
El renovado interés por el crecimiento, y en 
concreto, por la relación entre crecimiento y 
apertura exterior, se ha visto estimulado por la 
confluencia –en décadas recientes- de varias 
circunstancias, entre las que pueden destacarse 
las siguientes: los avances teóricos propiciados 
por las nuevas teorías del crecimiento y del co-
mercio; el giro hacia políticas orientadas al ex-
                                                 
1 Véase el apartado 2.3 
terior por parte de las principales organizacio-
nes multilaterales y de muchos gobiernos, y el 
desarrollo de técnicas cuantitativas que han 




2.1. LAS NUEVAS TEORÍAS DEL 
CRECIMIENTO Y DEL COMERCIO 
 
La favorable acogida dispensada por investiga-
dores, académicos y responsables de las políti-
cas económicas a las nuevas teorías del creci-
miento y del comercio se ha basado en una va-
riedad de factores de diverso nivel de impor-
tancia. Podemos recordar los siguientes: 
 
a) Devolver al primer plano de interés algunas 
cuestiones cruciales, como por ejemplo: por 
qué difieren las tasas de crecimiento de largo 
plazo de los países, asunto importante para es-
te trabajo [Temple (1999), p. 113]. 
 
b) Introducir en la reflexión algunos supuestos 
más realistas, como el relativo a la desigualad 
de funciones de producción y de dotaciones 
tecnológicas entre países, que pueden influir 
en los resultados económicos de largo plazo. 
 
c) Fundamentar la existencia de itinerarios de 
crecimiento diferentes, que pueden conducir a 
diversas formas de convergencia/divergencia 
entre países pobres y ricos, según se expresa 
intuitivamente en el gráfico 1, donde la parte 
(a) representa las posibilidades de convergen-
cia en tasas de crecimiento, e incluso en nivel, 
propias del enfoque neoclásico; y la parte (b) 
las posibilidades de divergencia permanente, 
en tasas de crecimiento, propias de los nuevos 
enfoques sobre el crecimiento. 
 
d) Haber abierto la “caja negra” del residuo de 
Solow, explorando qué variables hay dentro de 
ella, y cómo se pueden “endogeneizar”, lo que 
ha permitido, además, sentar las bases de polí-
ticas económicas activas, encaminadas a fo-
mentar el crecimiento. 
 
e) La posibilidad de influir, no sólo en el nivel 
del producto, sino en la tasa de crecimiento de 
largo plazo, si bien esta distinción puede resul-
tar demasiado sutil teóricamente y carente de 
efecto práctico, sobre todo para los países en 










Las nuevas ideas sobre el crecimiento han pro-
ducido una proliferación de enfoques teóricos 
y de aproximaciones empíricas, entre los que 
no resulta fácil discriminar o establecer su su-
perioridad sobre el planteamiento neoclásico2. 
En el contexto de este trabajo, interesa desta-
car aquellos que propugnan de forma explícita 
la ligazón entre comercio y crecimiento, a tra-
vés de los diversos canales que posibilita la 
apertura internacional para que se difunda el 
conocimiento y el progreso técnico [Romer 
(1990), Grossman y Helpman (1991, 1994), 
Rivera-Batiz y Romer (1991)]. 
 
En concreto, se mencionan cuatro vías: 1) El 
intercambio internacional abre líneas de comu-
nicación que facilitan la transmisión de infor-
mación técnica; 2) la competencia internacio-
nal estimula a los empresarios locales a desa-
rrollar nuevas ideas y tecnologías; 3) la inte-
gración internacional amplia el tamaño del 
mercado en el que actúan las firmas innovado-
ras, lo que a su vez representa un estimulo a la 
innovación ante la perspectiva de mayor ne-
gocio; 4) el comercio internacional favorece el 
desarrollo del capital humano, al provocar una 
reasignación de recursos productivos a favor 
de los sectores intensivos en dicho capital 3.  
 
 
                                                 
2 Estudios como Jones (1995), Durlauf y Quah (1999), Temple 
(1999) y Lutz (2001), entre otros, apoyan este punto de vista. 
3 Esta caracterización sigue de cerca la realizada por Grossmann 
y Helpman (1991); véase también Redding (1998).  
2.2. EL GIRO HACIA POLÍTICAS 
ORIENTADAS AL EXTERIOR 
 
Las crisis del petróleo –desde mediados de los 
años 70- y el estallido del problema de la deu-
da, en 1982, evidenciaron de una manera clara 
los límites de las políticas de sustitución de 
importaciones: crecimiento lento, brechas de 
ahorro y de divisas, exceso de capacidad en in-
dustrias fundamentales y empresas escasamen-
te competitivas, siendo particularmente impor-
tantes en España los problemas de balanza de 
pagos, derivados de un mal comportamiento 
de la cuenta comercial exterior. Es común a es-
tas políticas el resultado de que, a medida que 
se sustituyen bienes más complejos, aumentan 
más que proporcionalmente los requerimien-
tos de importación de tecnología e inputs in-
termedios (y por tanto de divisas) necesarios 
para la producción nacional4. 
 
Por el contrario, también por esos años, se im-
puso la evidencia del “éxito” de determinadas 
economías emergentes, que en los años 60 ha-
bían girado hacia políticas abiertas al exterior –
notablemente, las situadas en el sureste de 
Asia-, entendiendo por tales aquellas que se 
expresan en apoyo a la actividad exportadora y 
en altas tasas de exportación. Fue precisamen-
                                                 
4 Como ha señalado Baldwin (2000), p. 6: “De hecho, las políti-
cas de sustitución de importaciones funcionaron bastante bien 
inicialmente”. De todos modos, no se pretende hacer aquí una 
valoración de las políticas de industrialización sustitutiva de im-
portaciones; baste con el dato comprobado de su efecto adverso 
sobre el sector exterior. Para una valoración reciente más positi-
va en conjunto: Rodrik (1999) y Brutton (1998). 
  
                                                                                                                                    
te a mediados de los años 70 cuando se pro-
movieron amplios estudios de caso -como los 
desarrollados a impulsos del NBER [Bhagwati, 
(1978), Krüger (1978)]- que empezaron a do-
cumentar el positivo influjo, en una variedad 
de países en desarrollo, de las políticas abiertas 
al exterior. Y posteriormente, las investigacio-
nes –de amplio impacto- promovidas por de-
terminadas instituciones multilaterales [Banco 
Mundial (1987), FMI (1993), OMC (1998)] 
decantaron la preferencia de dichas institucio-
nes hacia las políticas basadas en la promo-
ción de exportaciones y en la liberalización de 
las relaciones internacionales5. 
 
Un problema que afecta a los enfoques de estas 
instituciones y a la contrastación empírica de 
sus políticas es la frecuente imprecisión en el 
planteamiento de lo que se quiere contrastar. 
La tesis “fuerte” se relaciona con la política 
económica, y afirma que las políticas abiertas 
al exterior promueven un crecimiento más rá-
pido que las cerradas. A veces por falta de cla-
ridad, y a veces por la complejidad del plan-
teamiento completo, muchas mediciones em-
píricas se limitan a correlacionar una determi-
nada medida de flujos exteriores (exportacio-
nes, importaciones, inversiones directas) con 
el PIB; sin embargo para poder interpretar este 
resultado como fruto de una determinada 
orientación de la política económica, faltan im-
portantes pasos intermedios. Así, la contrasta-
ción completa exigiría [Chantunya y Murinde 
(1998), p.88]:  
 
a) La definición de un indicador que ordene 
inequívocamente los países según el grado de 
apertura de sus políticas. 
 
b) El establecimiento de una correlación signi-
ficativa entre el citado indicador y los flujos de 
comercio. 
 
c) El establecimiento de una correlación signi-
ficativa entre los flujos de comercio y la tasa de 
crecimiento del PIB o medida equivalente. 
 
En cuanto a lo primero, la confección de un 
indicador comúnmente aceptado y que sea efi-
ciente en ordenar de modo inequívoco a los 
países según su grado de apertura, se ha de-
mostrado una tarea complicada [Rodríguez y 
Rodrick (2001), Wacziarg y Welch (2003)]. 
                                                 
5 Se ha calculado que el 80% de los Planes de Ajuste Estructural 
propuestos por el Banco Mundial incorporan condiciones de li-
beralización y apertura comercial exterior [Greenaway y Saps-
ford (1994), p.58, nota 3]. 
Una primera dificultad provine de la notable 
variedad de posibles candidatos y de la multi-
plicidad de perspectivas desde la que pueden 
construirse: coeficientes de apertura, barreras 
arancelarias y no arancelarias, acuerdos bilate-
rales de pago, tipos de cambio y premios de 
mercado negro e índices compuestos de aper-
tura, elaborados por diversos autores, como el 
muy citado de Sachs y Warner (1995)6. Una 
segunda dificultad surge del análisis de las 
propiedades de los citados indicadores, de en-
tre las que se pueden destacar las dos siguien-
tes: a) falta de correlación elevada entre ellos, 
lo que se traduce en que los ordenamientos de 
los países distan de coincidir, sin que además 
pueda demostrarse la superioridad de unos in-
dicadores sobre otros [Pritchett (1991), An-
driamananjara y Nash  (1997)]; b) falta de ro-
bustez en los resultados ante alteraciones en su 
composición o en los países y los años de la 
muestra7. 
 
A continuación debe establecerse que el citado 
indicador se asocia significativamente con el 
aumento de las corrientes comerciales8; es de-
cir, que las políticas abiertas se traducen en un 
aumento de los intercambios con el exterior, 
una vez que se controlan otras variables como 
el tamaño del país, el nivel de desarrollo, el ta-
maño de su población...9 Y, finalmente, los flu-
jos exteriores deben correlacionarse, positiva y 
significativamente, con la tasa de crecimiento 




2.3. AVANCE EN LOS ENFOQUES 
EMPÍRICOS 
 
A pesar de las buenas razones teóricas para 
preferir las políticas abiertas al exterior, la falta 
de conclusividad de los argumentos obliga a 
prestar gran atención a las contrastaciones em-
píricas [OMC (1998)]. Y, de hecho, las aproxi-
maciones empíricas al asunto son numerosas y 
variadas. Al tiempo, ciertos avances en las téc-
                                                 
6 Una presentación y discusión se encuentra, por ejemplo, en  
Andriamananjara y Nash (1997) y en  Yanikkaya (2003). 
7 Un ejemplo paradigmático de análisis crítico de estos índices se 
encuentra en Rodríguez y Rodrik (2001), donde se analizan en 
profundidad algunos de los papeles más importantes de esta lite-
ratura: Dollar (1992), Sachs y Warner (1995), Harrison (1996), 
Edwards (1998) y Frankel y Romer (1999). 
8 Ante la falta de uniformidad y robustez de los resultados, es 
frecuente analizar una batería de indicadores y comparar los re-
sultados, como se hace en el reconocido trabajo de Edwards 
(1998). 
9 De nuevo una tarea nada fácil, pero imprescindible si se quiere 
argumentar con rigor. Un intento citado con frecuencia es Fran-
kel y Romer (1999). 
  
                                                                                                                                    
nicas cuantitativas han animado a los investi-
gadores a seguir profundizando en los datos 
tanto para resolver determinadas lagunas de 
planteamientos anteriores cuanto para com-
probar la robustez de los resultados. 
 
Un repaso sintético de los enfoques aplicados 
puede ordenarse en las siguientes cinco cate-
gorías: 
 
a) Análisis descriptivo de casos, en los que se 
analiza en profundidad un país. Los resultados 
suelen mostrar la importancia de las políticas 
orientadas al exterior. Algunos de los trabajos 
más influyentes en el ámbito de las políticas se 
encuentran en esta tradición [Bhagwati(1978), 
Krüger (1978), Banco Mundial (1987), FMI 
(1993)]. Recientemente, autores de la talla de 
Srinivasan y Bhagwati (2001) han reivindicado 
la necesidad del análisis individual de países 
(combinando, desde luego, teoría moderna y 
técnicas cuantitativas) para superar las insufi-
ciencias, que ellos denuncian, de las regresio-
nes multipaís; una postura que se distancia 
tanto de los partidarios incondicionales como 
de los críticos de los citados estudios. 
 
b) Entre los enfoques más utilizados se en-
cuentran los estudios transversales de países 
en los que se regresa el producto (o una medi-
da equivalente) sobre un grupo de variables. 
La forma de especificación presenta diversas 
variantes, según estudios y autores. Una pri-
mera consiste en enmarcar el análisis en una 
función de producción aumentada con varia-
bles que recogen los flujos exteriores o el coe-
ficiente de apertura, que actúan de regresores 
[por ejemplo, Tyler (1981), Kavoussi (1984), 
Ram (1987), Moscos (1989)]. 
 
Una segunda versión –menos “estructurada”- 
consiste en regresar el PIB, o medida similar, 
sobre uno o varios indicadores, representativos 
del grado de apertura comercial o del nivel de 
relaciones con el exterior, y comprobar el sig-
no y la significatividad de sus coeficientes [en-
tre otros, Voivodas (1973), Fajana (1979)]. 
 
Una tercera versión, más elaborada, que ha te-
nido influjo en diversos investigadores, se fun-
damenta en la propuesta de Gerson Feder 
(1982) que distingue dos sectores en la econo-
mía, uno exportador y otro no exportador. La 
mayor productividad que muestra el sector ex-
portador implica que la apertura comercial 
tenga un influjo positivo sobre el crecimiento 
del producto, por una doble vía: la directa de 
las propias exportaciones, y la indirecta a tra-
vés del incremento de eficiencia que dichas ex-
portaciones inducen en el sector no exporta-
dor. Un enfoque que se emplea también en 
Kohli y Singh (1989), entre otros. 
 
Hay una marcada tendencia en los estudios 
que adoptan estos enfoques  transversales a co-
rroborar una relación, positiva y significativa, 
entre el producto y las medidas de apertura o 
de rendimiento exterior, lo que, hasta comien-
zos de los años 80, ofreció un sólido soporte 
empírico a los gobiernos e instituciones multi-
laterales que, desde tiempo atrás, venían op-
tando por políticas abiertas y orientadas al fo-
mento de las exportaciones. 
 
De todos modos, a finales de los años 70, el 
avance teórico y empírico en los métodos 
cuantitativos levantó dudas razonables acerca 
de la fiabilidad de los resultados obtenidos con 
estos procedimientos. Se objetaba que los aná-
lisis de regresión pueden sufrir sesgo de simul-
taneidad (que -entre otros problemas- debilita 
el alcance teórico de los resultados, al no po-
der establecerse con seguridad la dirección del 
influjo: del PIB al sector exterior, o viceversa); 
o sesgo de variables omitidas; o sesgo por erro-
res de medida. Además, los citados estudios no 
incorporaban variables representativas de la 
política económica, ya que, por la naturaleza 
del marco teórico, se incluían variables de re-
sultados, como las exportaciones, las importa-
ciones o transformaciones de ellas, aparte de 
otras que son necesarias en un marco de con-
tabilidad del crecimiento, como el capital y el 
trabajo. Y, finalmente, según ha argumentado 
Sheehey (1990), otro gran problema que debi-
litaba estos análisis era la evidencia de que las 
variables de comercio ni eran las únicas, ni tal 
vez las principales, que en el citado marco teó-
rico aparecen relacionadas de forma positiva y 
significativa con el crecimiento. 
 
c) Algunas de estas limitaciones han encon-
trado un tratamiento idóneo en los enfoques 
de ecuaciones simultáneas, que permiten con-
trolar el problema de simultaneidad que aqueja 
a los planteamientos transversales con míni-
mos cuadrados ordinarios, como propone, por 
ejemplo, van den Berg (1996). O la utilización 
de técnicas de datos de panel que permiten  
controlar algunas variables país posiblemente 
omitidas, incluyendo en la especificación un 
  
                                                                                                                                    
término que recoja los efectos individuales10. 
En contrapartida, se advierte que los resulta-
dos obtenidos son bastante más mezclados y 
ambiguos en relación con la aceptación de la 
hipótesis export led growth; lo que suscita du-
das sobre la robustez de muchos de los resulta-
dos empíricos favorables, alcanzados anterior-
mente con otras metodologías.  
 
d) El desarrollo de otras técnicas recientes –
que utilizan series temporales y vectores auto-
rregresivos- ha permitido afrontar algunos re-
tos importantes. Entre ellos, mencionaremos: 
1) El problema de las correlaciones espurias en 
series no estacionarias, analizado por Granger 
y Newbold (1974), y que puede cuestionar de 
modo notable los resultados obtenidos en mu-
chos de los estudios empíricos que no han tra-
tado este problema. 2) La posibilidad de esta-
blecer relaciones de equilibrio de largo plazo 
entre variables integradas, mediante la utiliza-
ción de técnicas de cointegración y de modelos 
de correción del error. 3) La posibilidad de ir 
más allá de la correlación contemporánea entre 
las variables, estableciendo un sentido de cau-
salidad y los tests para contrastarla, según han 
propuesto autores como Granger y Sims. En 
este aspecto, el muy citado trabajo de Jung y 
Marshall (1985) marca la divisoria con los en-
foques anteriores, al introducir el análisis cau-
sal en el problema que estamos estudiando. 
Ciertamente, hay diversas interpretaciones fi-
losóficas, y las definiciones operacionales de 
causalidad pueden no satisfacer las exigencias 
de los filósofos, pero son una propuesta impor-
tante en nuestro contexto para asignar un sen-
tido definido a las correlaciones. 
 
Un pasivo importante de estas técnicas es su 
sensibilidad a la forma de especificación de los 
modelos y al método de estimación elegido. 
No obstante lo cual, han sido las utilizadas en 
este trabajo, una vez adoptadas las cautelas 
que se derivan de la discusión que se lleva a 
cabo más adelante11.  
 
e) Finalmente, de modo más reciente, se han 
desarrollado enfoques aplicados microeconó-
micos, que buscan responder a algunas de las 
cuestiones centrales planteadas desde una 
perspectiva del comportamiento de las empre-
sas. En general, son estudios con un alto grado 
                                                 
10 Un ejemplo destacado con frecuencia es Harrison (1996); por 
su parte, Greenaway, Morgan y Wright (1997 y 2002) utilizan 
técnicas de panel con  diversas especificaciones. 
11 Se deja para el apartado 3.1 la discusión de la todavía escasa li-
teratura sobre España, que ha utilizado un enfoque parecido, y 
cuyos resultados no son unánimes. 
de fundamentación en modelos microeconó-
micos de la economía industrial y con empleo 
de una variedad de técnicas tanto paramétricas 
como no paramétricas. Los resultados tienden 
a avalar la hipótesis de que son las empresas 
más eficientes las que exportan, aunque no se 
excluye en algunos de estos estudios, que a su 
vez, la exportación haga a las empresas más 
eficientes [véanse, por ejemplo, Aw, Chung y 
Roberts (1997), Clerides et al.(1998), y, para 




3. El caso español 
 
La tercera parte del trabajo se dedica a analizar 
el caso de España, comenzando por un breve 
análisis de los estudios previos, que utilizan un 
enfoque similar al aquí presentado.  
 
En general se acepta la existencia de una rela-
ción causal entre exportaciones y crecimiento, 
aunque como se comprobará en la breve pre-
sentación que se realiza a continuación, los re-
sultados están lejos de ser unánimes o de pres-




3.1. ESTUDIOS PREVIOS 
 
Balaguer y Cantavella (2001, 2004a, 2004b, 
2004c) han llevado a cabo varias aproximacio-
nes al problema que se está analizando. En Ba-
laguer y Cantavella (2001) se contrasta la rela-
ción entre exportaciones y renta interna a lo 
largo del período 1901-1999, usando datos 
anuales en términos reales. Para ello, analizan 
el orden de integración de las series, mediante 
los tests de DFA y Phillips-Perron, abordan la 
existencia de relaciones de cointegración a tra-
vés del método de Johansen, y aplican el test 
estándar de Granger al estudio de la causalidad 
en el contexto de un MCE. El resultado, un 
tanto inesperado desde el punto de vista de las 
hipótesis teóricas, es que en España, durante el 
siglo XX, se rechaza la hipótesis del crecimien-
to impulsado por las exportaciones (export-led 
growth, ELG en adelante) en favor de la causa-
lidad inversa, desde la renta a las exportacio-
nes (p. 683). A continuación, dividen el am-
plio período en dos submuestras: 1901-1958 y 
1959-1999, que analizan utilizando las mismas 
técnicas que se acaban de comentar. Los resul-
tados indican que en el primer subperíodo no 
se puede rechazar la hipótesis nula de ausencia 
  
                                                                                                                                    
de causalidad en ambas direcciones; mientras 
que en el segundo se comprueba una relación 
causal de corto plazo que discurre desde las 
exportaciones al crecimiento de la renta, con-
firmando al menos parcialmente, la hipótesis 
ELG. Aunque los autores no profundizan en 
esta disparidad, una interpretación razonable 
sería atribuirla a los importantes cambios es-
tructurales acaecidos en la economía española 
en la segunda mitad del siglo XX.  
 
Los citados autores vuelven a analizar, en un 
nuevo trabajo, casi todo el siglo XX español 
(Balaguer y Cantavella, 2004 b) con algunas 
variantes dignas de mención. El examen lo lle-
van a cabo con datos anuales, en términos rea-
les, para el producto y las exportaciones espa-
ñolas desagregadas en varios sectores, y dos 
subperiodos, que caracterizan -a grandes tra-
zos- dos regímenes comerciales, proteccionista 
y abierto, respectivamente. El primero discurre 
entre 1910-1960, y en él las exportaciones se 
desagregan en 3 sectores: agricultura y alimen-
tos, primarios, y manufacturas. El segundo 
comprende 1961-2000, y las exportaciones se 
desagregan en 5 sectores: agricultura y alimen-
tación, 2 primarios (energéticos y semimanu-
facturas) y 2 de manufacturas (consumo y ca-
pital). A partir estos datos, se realizan dos con-
juntos  de análisis econométricos. Primero, se 
estudia el orden de integración de las series, la 
existencia de relaciones de cointegración y la 
causalidad tipo Granger. Durante el primer 
subperíodo, se comprueba que no existen rela-
ciones de cointegración ni de causalidad a cor-
to plazo. En el segundo subperíodo, los resul-
tados son más ricos y complejos: así, se obtie-
ne evidencia de dos relaciones de cointegra-
ción entre las variables incluidas en el VAR, 
eligiéndose para realizar el análisis causal 
aquella que mejor se ajusta al MCE. El análisis 
causal muestra relación bidireccional entre los 
bienes agrarios y el producto y entre los bienes 
de consumo y el producto; además existe una 
relación de corto plazo que va desde el pro-
ducto a las exportaciones de energéticos, semi-
manufacturas y bienes de capital. Estos resul-
tados son interesantes, pero no permiten obte-
ner claridad respecto a las implicaciones de la 
hipótesis ELG que se quiere analizar. Para re-
forzar el análisis, los autores realizan un se-
gundo conjunto de comprobaciones: la fun-
ción impulso-respuesta (FIR) y la descomposi-
ción de la varianza. Los resultados arrojan una 
luz que tiene interés para comprender algunos 
aspectos de la evolución de la producción y el 
sector exterior de España, y en este sentido, 
son valiosos para la política económica. Pero 
tienen la debilidad de que no corroboran los 
resultados para el segundo período, obtenidos 
en Balaguer y Cantavella (2001) –confirmato-
rios de ELG, lo que requiere seguir profundi-
zando en el asunto. 
 
Balaguer y Cantavella (2004a) también anali-
zan la segunda mitad del siglo XX, con datos 
anuales agregados del período 1961-2000, in-
troduciendo en la especificación del VAR –ade-
más del producto y las exportaciones- una ter-
cera variable, indicativa del cambio estructu-
ral, y definida como la razón de las exporta-
ciones industriales de semimanufacturas, bie-
nes de consumo y bienes de capital sobre el to-
tal de exportaciones. A través de los procedi-
mientos habituales, ya comentados, constatan 
la existencia de una relación de cointegración 
significativa entre las tres variables y comprue-
ban la existencia de causalidad, en el sentido 
de Granger, desde las exportaciones y el cam-
bio estructural hacia la renta, confirmando así 
la hipótesis ELG.  
 
Finalmente, en el marco de un análisis multi-
país,  referido a 12 miembros de la Unión Eu-
ropea, Balaguer y Cantavella (2004c) vuelven a 
ocuparse del caso español. Para obtener mues-
tras que sean suficientemente comparables, el 
estudio se ciñe a datos anuales del período 
1976-2000 (que en el caso de España es de 
1984 a 2000). Como en el papel anterior, se 
define un VAR trivariante, donde la variable de 
cambio estructural se aproxima por la razón de 
las exportaciones industriales de tecnología 
media y alta al total de exportaciones de bie-
nes. Otra novedad es la utilización del método 
propuesto por Toda y Yamamoto (1995) en el 
análisis de causalidad, que no requiere para su 
aplicación que las series sean integradas o co-
integradas. Los resultados no son los esperados 
teóricamente, puesto que la hipótesis ELG no 
se mantiene para ninguno de los 12 países ana-
lizados, y en el caso español, más bien existe 
evidencia de que el desarrollo ha favorecido el 
cambio estructural y, a su vez, éste ha impul-
sado el crecimiento de las exportaciones (pp. 6 
y 7). No se analizan las razones de esta debili-
dad general de la hipótesis ELG ni de la parti-
cular referida a España, que aparentemente 
contradice lo obtenido en papeles anteriores de 
los mismos autores; nuevamente, puede sospe-
charse que los cambios acaecidos en nuestra 
economía a mediados de los años ochenta pue-
den ser una causa. En cualquier caso, estos re-
sultados son semejantes a los obtenidos en 
nuestro trabajo, para unos años similares, si 
bien con datos trimestralizados. 
  
                                                                                                                                    
Finalmente, se reseña Expósito (2002) donde 
–entre otras aproximaciones- se emplea la me-
todología VAR y los análisis de cointegración y 
causalidad para comprobar si se cumple en Es-
paña la hipótesis de la relación entre exporta-
ciones y crecimiento. El período analizado 
comprende 1964-1997, con datos anuales, en 
pesetas de 1986, para el PIB, las exportaciones, 
las importaciones y la productividad total de 
los factores (PTF). Los pasos del estudio son 
los habituales: análisis del orden de integrabili-
dad de las series, utilizando los tests de DFA y 
de Phillips-Perron; análisis de cointegración 
según el método de Johansen, y análisis de 
causalidad en el sentido de Granger, en el mar-
co de un MCE. Además para comprobar la ro-
bustez de los resultados a los supuestos del 
análisis de Granger, utiliza también el método 
propuesto por Hsiao, que vuelve a confirmar 
las conclusiones obtenidas. En concreto, se 
comprueba una relación causal significativa, 
de largo plazo, desde las exportaciones e im-
portaciones al producto y a la PTF, lo que sin 
duda corrobora para España la hipótesis del 
crecimiento impulsado por las relaciones co-
merciales con el exterior. Este resultado, sin 
duda importante, coincide en lo fundamental, 
con lo obtenido en Balaguer y Cantavella 





3.2. PLANTEAMIENTO DEL TRABAJO 
 
Los desarrollos realizados hasta aquí nos per-
miten ahora recoger algunas de las principales 
ideas para plantear la contrastación empírica 
del caso de España. En concreto, destacamos 
las siguientes: 
 
a) En el marco de las nuevas teorías del creci-
miento y del comercio, el motor del crecimien-
to es el progreso técnico en diversas variantes, 
en tanto que la apertura e integración interna-
cional se considera el vehículo para la difusión 
y desarrollo de ese progreso técnico. Concreta-
mente, aquí se ha optado por las exportaciones 
(en una primera aproximación) como el im-
pulsor indirecto de dicho progreso, tanto por 
lo que representan en si mismas, como por los 
efectos sobre las importaciones. Todo ello im-
plica circulación de conocimiento, conoci-
miento incorporado en los bienes y posibilidad 
de aprendizaje a través de la ingeniería inversa, 
por enumerar algunas de las vías de penetra-
ción del conocimiento tecnológico. 
 
b) Buscamos una relación de largo plazo, que 
es la pertinente para el problema analizado, 
que tiene que ver con la aceleración de la tasa 
de crecimiento de largo plazo y el desplaza-
miento del estado estacionario. Para ello, las 
técnicas de cointegración  parecen adecuadas 
puesto que se orientan a captar la existencia de 
relaciones de largo plazo en variables integra-
das, como son las económicas que estamos tra-
tando. 
 
c) Se pretende, por una parte, ir más allá de las 
solas relaciones de correlación y evitar además 
el problema de correlaciones espurias cuando 
se trata con series no estacionarias12; y por 
otra, se intenta establecer un sentido de la cau-
sación, superando la ambigüedad de los plan-
teamientos que no tienen en cuenta la posible 
existencia de simultaneidad. Para estos fines, 
el test de causalidad propuesto por Granger 
parece un enfoque pertinente, no obstante las 
objeciones a que puede dar lugar tanto filosó-
fica como econométricamente13. 
 
d) Finalmente, los problemas de los análisis 
transversales o multipaís que se han comenta-
do invitan a centrarse en un solo país, aunque 
utilizando las técnicas cuantitativas más re-
cientes para superar el simple nivel descriptivo 
del estudio de caso. 
 
Por tanto, en las páginas que siguen se analiza-
rá la relación entre las exportaciones y el PIB, 
en España, empleando técnicas de cointegra-
ción y de análisis causal. Además, para discutir 
algunos problemas especialmente relevantes 
del procedimiento de Johansen, se procede a 
un análisis de simulación que permita compro-





3.3. ANÁLISIS UNIVARIANTE Y DE 
INTERVENCIÓN 
 
Con el fin de evitar la estimación de regresio-
nes espurias, consecuencia de trabajar con se-
ries no estacionarias, el primer paso -dentro 
del análisis empírico- ha consistido en deter-
minar el orden de integración de las variables 
de interés, mediante el análisis univariante de 
las mismas. En segundo lugar se investiga la 
posible existencia de un equilibrio a largo pla-
                                                 
12 Granger y Newbold (1974). 
13 Desde un punto de vista filosófico, véanse los comentarios de 
Vercelli (1991), y desde el punto de vista econométrico, las ob-
jeciones de Guisán (2003). 
  
                                                                                                                                    
zo entre las series mediante análisis de cointe-
gración. Por último, y dependiendo de los re-
sultados obtenidos en los pasos previos, anali-
zamos la existencia y dirección de causalidad 
entre exportaciones y PIB. 
 
Los datos empleados en el análisis son datos 
trimestrales de Producto Interior Bruto (PIB) y 
exportaciones de bienes y servicios (EX) a pre-
cios constantes para el periodo 1980:I-2004:II, 
procedentes de la contabilidad trimestral de 
España (INE). 
 
Los datos trimestrales14 permiten obtener 
muestras más amplias, proceder avalado por la 
convicción de los expertos de que se requieren 
al menos 50 observaciones para que los tests 
presenten buenas propiedades15; y, al mismo 
tiempo, ofrecen mayores garantías de no incor-
porar cambio estructural, puesto que, para al-
canzar una dimensión adecuada, se requiere 
una menor extensión de años. 
 
En contrapartida, deben notarse dos inconve-
nientes: uno es la aparición de estacionalidad, 
cuyo tratamiento (desestacionalizar o incorpo-
rar variables dummies, por ejemplo) no en-
cuentra unanimidad; aquí se ha optado por de-
sestacionalizarlas mediante el método multipli-
cativo X-11, y transformarlas en logaritmos 
con el fin de inducir un mayor grado de linea-
lidad en las mismas. Otro inconveniente es que 
las observaciones trimestrales, frente a las 
anuales, tienden a potenciar la relación con-
temporánea, frente a la de "precedencia" que 
es el fundamento de la causalidad tipo Granger 
(van den Berg,1996). 
 
Los cuadros 1 y 2 presentan los modelos esto-
cásticos univariantes y de intervención para las 
series temporales de PIB y EX respectivamente, 
según la metodología desarrollada en Box y 
Jenkins (1994) y Box y Tiao (1975). En cada 
caso se presenta el valor de los parámetros es-
timados y sus correspondientes desviaciones 
típicas entre paréntesis. Asimismo se presenta 
el valor de la media de los residuos ( a ), la 
desviación típica residual estimada ( ˆ aσ ) y el 
valor del estadístico Q de Ljung y Box  (1978). 
 
                                                 
14 Como se ha comentado al principio, esta es una novedad del 
presente estudio, ya que hasta la fecha, y que nosotros sepamos, 
se han utilizado datos anuales. En Alguacil y Orts (2002) se uti-
lizan datos trimestrales pero para la relación entre exportaciones 
e inversión directa. 
15 Véase Granger (1969) así como Wälde y Wood (2004), p.10, 
nota 16. 
En ambos casos ha sido necesaria la adopción 
de una diferencia regular16 para alcanzar esta-
cionariedad en media, lo que sugiere que am-
bas series son integradas de orden 1, I(1). El 
análisis univariante, además, puso de manifies-
to la presencia de anomalías claras tipo impul-
so (I) de signo positivo, en la serie de PIB en el 
segundo trimestre de 1986 y cuarto trimestre 
de 1990. En el caso de la serie de exportacio-
nes aparece una anomalía de tipo escalón (E) y 
con signo negativo, en el primer trimestre de 
1986, coincidiendo con la entrada de España 
en la Unión Europea17. Dado que tales anoma-
lías podrían influir en los resultados al analizar 
las relaciones entre estas dos variables, a partir 
de aquí se trabajará con las series depuradas, 
que serán nombradas como NPIBt y NEXt. 
                                                 
16 La diferencia regular viene representada por ∆ = 1 – L donde L 
es el operador de retardos. 
17 El efecto sobre las exportaciones españolas de la entrada en la 
Unión Europea es un tema ampliamente debatido, sobre el que 
no hay acuerdo entre los investigadores en si se produjo un cam-
bio puramente transitorio o un shock que provocó un cambio 
estructural. Un buen resumen de la polémica y una nueva con-
trastación con datos desagregados de comercio español, puede 
encontrarse en Montañes y Sanso (2000), cuyos resultados ava-




Modelo estocástico univariante y de intervención para la serie PIB 
 
 
       LnPIBt = 0,0213
,86:I II
tξ  +  0,0423 ,90:I IVtξ  +  NPIBt 
                      (0,0041)               (0,0042) 
 
        (1 – 0,4037L3)∆NPIBt = 0,0066 + ta   ,  a (%) = 0,01  ,  ˆ aσ (%) = 0,63 
              (0,0945)                    (0,0011)                         (0,06) 
 
 
Q(7) = 5,93 







Modelo estocástico univariante y de intervención para la serie EX 
 
 
       LnEXt = -0,1266
,86:E I
tξ  +  NEXt 
                      (0,0333) 
 
        ∆NEXt = 0,0178 + (1 – 0,1720L) ta   ,  a (%) = 0,00  ,  ˆ aσ (%) = 3,08 
                      (0,0026)          (0,1083)                          (0,31) 
 
 
Q(7) = 5,56 









3.4. COINTEGRACIÓN Y CAUSALIDAD 
 
Debido a que las series empleadas son I(1), y 
por tanto no estacionarias en nivel, existe la 
posibilidad de que sean cointegradas de orden 
(1,1), en cuyo caso podríamos estimar un vec-
tor autorregresivo, en términos de corrección 
del error (MCE), que nos permitiría analizar la 
presencia y dirección de causalidad tanto a 
corto como a largo plazo. En contraste con al-
gunos trabajos empíricos previos, referidos a 
España18, el análisis de cointegración realizado 
en el presente trabajo no obtiene evidencia cla-
ra de la existencia de un equilibrio de largo 
plazo entre el PIB y las exportaciones de Espa-
ña. El cuadro 3 muestra los resultados de apli-
car el test de cointegración de la traza (TR) y 
del máximo valor propio (ME) desarrollados 
                                                 
18 Véanse los trabajos citados en la nota 12. 
por Johansen (1988). El orden del MCE se ha 
elegido atendiendo a dos criterios19, el criterio 
CS propuesto por Schwarz (1978) y el criterio 
EPF (error de predicción final) de Akaike 
(1969). Dado que las series analizadas presen-
tan una clara tendencia positiva en nivel pare-
ce razonable incluir un término constante no 
restringido (caso III)20 en el MCE. Sin embargo 
debido a la posibilidad de que dicha constante 
esté restringida a la relación de cointegración, 
                                                 
19 Giles y Mirza (1999) recomiendan el empleo de CS y EPF de 
forma conjunta para la determinación del orden del MCE, ya 
que el criterio CS tiende a infraestimar el verdadero orden del 
MCE y el criterio EPF a sobreestimarlo; y, debido a la mayor 
sensibilidad del test de Johansen a la infraparametrización 
(véanse Gonzalo, 1994; Cheung y Lai, 1993), estos autores su-
gieren el empleo de EPF en casos en los que ambos criterios den 
un resultado muy dispar, y el empleo de CS en el resto de casos, 
por su mayor consistencia. 
20 Véase el apartado 4.1 para una discusión de los distintos casos 
en función de la especificación de componentes deterministas 
dentro del MCE. 
  
                                                                                                                                    
se presentan además los resultados del test pa-
ra un MCE que incluye únicamente un inter-
cepto dentro del vector de cointegración (caso 
II). Esta última especificación del MCE podría 
conducirnos a conclusiones inadecuadas, dado 
que supone la ausencia de tendencia lineal en 
las series de PIB y EX de España en nivel. Este 
supuesto, que implica un crecimiento nulo en 
las variables, es difícilmente sostenible dado 
que, en el periodo analizado, la tasa media de 
crecimiento trimestral de las series de PIB y EX 






Resultados del test de la traza y del máximo valor propio 
 
   Estadístico Valor crítico(1) Estadístico LM(2) 
   TR MV TR MV k=1 k=2 k=3 
H0: r = 0  9,4609 9,1908 15,41 14,07 
Caso III 







H0: r = 0  27,3569 21,4870 19,96 15,67 
Caso II 








NOTAS:  (1) Valores críticos al 5% de significación de Osterwald-Lenum (1992). 
(2) Estadístico multivariante para la hipótesis nula de ausencia de autocorrelación en los residuos de orden k.  






Como puede observarse en el caso en el que 
suponemos la presencia de una constante no 
restringida, los valores obtenidos del estadísti-
co TR y MV no permiten rechazar la hipótesis 
nula de ausencia de cointegración al 5% de sig-
nificación. Asimismo, aplicando el Principio 
de Pantula sugerido en Johansen (1992), de 
nuevo los resultados nos llevarían a concluir la 
ausencia de cointegración y la presencia de 
tendencia lineal en los datos. Únicamente po-
dríamos aceptar la existencia de un vector de 
cointegración si tuviéramos sólo en cuenta el 
caso II,  y estuviéramos por tanto dispuestos a 
aceptar que el PIB y las exportaciones españo-
las han tenido un crecimiento nulo durante el 
periodo analizado. En caso contrario, al no po-
der estimar un MCE debemos aplicar el test de 
causalidad de Granger sobre un vector autorre-
gresivo (VAR) de las series en primeras dife-
rencias. El cuadro 4 muestra los resultados de 
aplicar el test de Granger sobre un VAR de or-





Test de causalidad de Granger 
 
Test  LM (1) 
Hipótesis nula Estadístico - F Valor - p 
k=1 k=2 k=3 
H0: ∆NEXt no causa a ∆NPIBt 0,5369 0,66 








NOTAS: (1)  Estadístico multivariante para la hipótesis nula de ausencia de autocorrelación en los residuos de orden k.  




En ninguno de los dos sentidos, los valores ob-
tenidos del estadístico F permiten rechazar la 





4. Simulación de Montecarlo y 
análisis de resultados 
 
Como se ha mostrado en el apartado anterior, 
los resultados de los análisis de cointegración y 
causalidad son muy sensibles a la forma de es-
pecificar los componentes deterministas en el 
MCE. Es este un problema importante al que 
no se le presta la debida atención en las con-
trastaciones empíricas, aunque su influjo en 
los resultados ha quedado comprobado en la 
literatura internacional [Gilles y Williams 
(2000a y 2000b)]. A fin de analizar esta cues-
tión, el trabajo ofrece un conjunto de simula-
ciones que permiten calibrar los efectos de es-
pecificaciones alternativas sobre las relaciones 
entre las variables, un ejercicio que, con esta 
perspectiva y en este contexto, se realiza por 




4.1. COMPONENTES DETERMINISTAS EN EL 
TEST DE JOHANSEN 
 
Formalmente el enfoque propuesto por Johan-
sen para el contraste de cointegración entre los 
p elementos de un vector Xt, parte de un vector 
autorregresivo de orden k definido por: 
 
1 1 ... , 1,...,t t k t k t tX X X D t Tε− −= Π + + Π + Φ +       =  (1) 
 
para valores iniciales X-k+1,...,X0 dados y donde 
εt es una secuencia de variables estocásticas 
i.i.d. con media cero y matriz de covarianzas 
Ω. Los elementos deterministas del proceso –
tales como constantes y/o tendencias lineales- 
quedan recogidas en Dt. Este VAR puede ser 
representado como un modelo de corrección 







t t i t i t t
i










I =Π = − + Π∑ y 1ki jj i= +Γ = − Π∑ ,  
y donde (1 )L∆ = −  siendo L el operador de re-
tardo. Si las raíces del polinomio característico 
( )LΠ  están fuera del círculo unitario o son 
iguales a uno, entonces los p elementos de Xt 
son I(1). En ese caso la matriz Π es de rango 
reducido r<p y puede descomponerse como el 
producto de dos matrices de orden pxr tal que 
αβ ′Π = y tXβ ′  es I(0).  
Si además la matriz α β⊥ ⊥′ Γ tiene rango comple-
to, en donde 
1,..., kIΓ = −Γ Γ  y las matrices α⊥ , β⊥  
son ambas matrices de orden px(p-r) tal que 
0α α⊥′ =  y 0β β⊥′ = , entonces (2) admite la si-
guiente representación media móvil [Teorema 




( ) ( )( )
t
t i i t t
i
X C D C L D Aε ε
=
= + + + Φ +∑       (3) 
 
donde 1( )C β α β α−⊥ ⊥ ⊥ ⊥′ ′= Γ  y el término 
1
0( )A Xβ β β β−⊥ ⊥ ⊥ ⊥′ ′=  depende de los valores ini-
ciales dados. Esta representación muestra que 
el proceso Xt contiene en general una ten-
dencia determinista dada por  
1
( )t i tiC D C L D=Φ + Φ∑ . 
 
Johansen propone un método para estimar por 
máxima verosimilitud los vectores de cointe-
gración ( )β  y la matriz de coeficientes de ajus-
te al equilibrio ( )α , así como dos tests de ratio 
de verosimilitudes que permiten contrastar el 
rango de Π, el estadístico de la traza (TR) y el 
del máximo valor propio (MV). En la práctica, 
este procedimiento presenta varias dificultades 
asociadas a la especificación inicial del MCE 
(2) que pueden dar lugar a resultados diversos. 
Básicamente, una adecuada especificación del 
MCE que proporcione resultados fiables sobre 
la existencia de un equilibrio a largo plazo en-
tre las variables de interés, requiere, en primer 
lugar, la elección del valor de k o especifica-
ción de la dinámica a corto plazo; con este fin, 
el investigador cuenta con gran número de cri-
terios posibles entre los que elegir21. En segun-
do lugar la presencia o no de componentes de-
terministas en (2) juega un papel importante 
dado que la distribución asintótica de los tests 
TR y ME depende de la misma. 
 
                                                 
21 Ver Lütkepohl (1985) para una comparación de distintos crite-
rios en la elección del orden de modelos VAR. 
  
                                                                                                                                    
En términos generales, puede suponerse que 
tDΦ  es la suma de un término constante ( 0µ ) 
y una tendencia lineal determinista ( 1tµ ) de 
manera que resultan 5 casos o modelos distin-
tos bajo la siguiente descomposición de los tér-
minos 0µ  y 1µ : 
, 0,1i i i iµ αρ α γ⊥= +      =                        (4) 
en donde 1( )i iρ α α α µ−′ ′=  y 1( )i iγ α α α µ−⊥ ⊥ ⊥′ ′= . 
El cuadro 5 muestra las distintas especifica-
ciones del término determinista en cada uno 
de los casos posibles así como la representa-
ción AR del MCE resultante22. 
 
Como puede observarse, el caso I es el más 
restrictivo de todos, pues supone ausencia de 
componentes deterministas en los datos, por lo 
que [ ] 0tE X∆ =  y [ ] 0tE Xβ ′ =  de manera que im-
plica ausencia de crecimiento en tX  y cons-
tante nula en cada una de las relaciones de co-
integración. El caso II contiene únicamente 
una constante restringida a las relaciones de 
cointegración de forma que los datos no pre-
sentan tendencia lineal determinista, en cuyo 
caso [ ] 0tE X∆ = . El caso III permite la presen-
cia de un término constante no restringido, 
implicando la presencia de tendencia lineal en 
los datos. La representación MA del MCE en 








X C C t C L Aε µ ε µ
=
= + + + +∑      (5) 
 
Por su parte, el caso IV admite una tendencia 
lineal restringida a las relaciones de cointegra-
ción además de una constante no restringida. 
Por último el caso V incluye una tendencia li-
neal determinista y una constante, no restrin-
gidas. Este caso supone la presencia de tenden-
cia cuadrática además de lineal en el nivel de 
los datos tal y como se desprende de la repre-
sentación MA del MCE24: 
2
1 0 1 0 1
1
1 1





X C C t C t C L t Aε µ µ µ ε µ µ
=
= + + + + + + +∑   (6) 
 
                                                 
22 El proceso de estimación de los vectores de cointegración y 
sus propiedades asintóticas así como la de los test TR y ME para 
el caso I puede encontrarse en Johansen (1988). Para los casos II 
y III ver Johansen y Juselius (1990) y Johansen (1991). Los ca-
sos IV y V son tratados en Johansen (1994). Para el conjunto de 
todos ellos, véase Johansen (1995). 
23 Nótese que el caso II es un caso particular del caso III en el 
que 
0 0 0 00 0,Cα µ µ µ αρ⊥ = ⇒ =   = . 
24 El caso IV es un caso particular del caso V en el que 
1 1 1 10 0,Cα µ µ µ αρ⊥ = ⇒ =   =  
Basado en un método desarrollado por Pantula 
(1989) en la determinación del número de raí-
ces unitarias presentes en modelos autorregre-
sivos univariantes, Johansen (1992 y 1995, 
cap. 12) sugiere un procedimiento para deter-
minar simultáneamente el número de vectores 
de cointegración y la presencia o ausencia de 
componentes deterministas en el MCE. Este 
procedimiento, denominado Principio de Pan-
tula, es útil en dos situaciones. La primera de 
ellas se produce cuando el examen visual de 
los datos no permite aclarar la necesidad de in-
cluir una constante no restringida (caso III) o 
restringida (caso II). La segunda se produce 
cuando hay dudas sobre la inclusión de una 
tendencia lineal no restringida (caso V) o res-
tringida (caso IV). En la primera de las situa-
ciones, el procedimiento consistiría en con-
trastar el siguiente conjunto de hipótesis nulas 














(n-1)       (7)  
  
en donde Hi(r) es la hipótesis nula de que exis-
ten al menos r vectores de cointegración dado 
el caso i. El proceso se detiene en la primera 
hipótesis nula no rechazada, obteniéndose así 
el número de vectores de cointegración (r) y el 
modelo que mejor recoge las propiedades de 
los componentes del vector Xt. En gran parte 
de trabajos empíricos, este procedimiento no 
se limita a las dos situaciones mencionadas, si-
no que se aplica sobre el conjunto total de ca-
sos posibles, lo cual puede conducir a resulta-






Diferentes especificaciones del término determinista 
 
Casos 
 Componente determinista 
tDΦ  
 
MCE (representación AR) 
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4.2. SIMULACIÓN DE MONTECARLO 
 
Con el fin de analizar el efecto de una mala es-
pecificación de los componentes deterministas 
sobre la determinación del número de vectores 
de cointegración y sobre la estimación de los 
mismos, se han realizado varios ejercicios de 
simulación mediante el método Montecarlo. 
También se analiza si el denominado Principio 
de Pantula permite determinar, de forma co-
rrecta, el número de vectores de cointegración 
así como la presencia o no de componentes de-
terministas. En esta sección presentamos los 
resultados concernientes a los casos II, III y IV 
dado que I y V no son representativos de varia-
bles económicas. 
 
Tres procesos generadores de datos (PGD) dis-
tintos han sido empleados a lo largo de la si-
mulación. Todos ellos consisten en MCE biva-
riantes 1 2( , )t t tX X X= , de orden 1 (k=1), en 
donde el rango de la matriz de coeficientes de 
largo plazo (Π) es uno: 
 





µα µβ εµ µ−∆ =      + + +










σ θσ σε θσ σ σ≡  
⎡ ⎛ ⎞⎤⎛ ⎞ ⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎝ ⎠⎦                (8)  
En los tres casos se han tomado los valores 
1 0,25α = − , 1 1β = −  de manera que la variable 
2tX es débilmente exógena. Con el fin de faci-
litar el análisis hemos fijado los parámetros de 
la matriz de varianzas y covarianzas del térmi-
no de error tal que 2 2
1 2 1σ σ= =  y 0θ = . El si-
guiente cuadro muestra los valores asignados a 




Parámetros de los PGD 
 
  0 01 02( )µ µ µ ′=       1 11 12( )µ µ µ ′=      
PGD(2)  (0, 5 )′    0, 0   - 
PGD(3)  (0, 5 0, 5)′      - 




Estos valores nos garantizan que PGD(2), 
PGD(3) y PGD(4) se correspondan con los ca-
sos II, III y IV respectivamente. Los tres PGD 
implican la  presencia de un término constante 
en el vector de cointegración, dado por 
0 2ρ = − . PGD(3) contiene además un término 
constante en la dinámica de corto plazo mien-
tras que PGD(4) incluye a su vez una tenden-
cia lineal dada por 1 0,8ρ = − . Los siguientes 
gráficos muestran series generadas al azar, se-
gún los distintos PGD considerados, mediante 































4.3. RESULTADOS DE LA SIMULACIÓN 
  
Los cuadros 7 a 9 muestran el efecto de una in-
fraespecificación de los componentes determi-
nistas sobre la fijación del número de vectores 
de cointegración así como el sesgo que se 
produce en la mediana de 1βˆ , cuando los datos 
han sido generados por PGD(2), PGD(3) y 
PGD(4) respectivamente. Dado que hemos su-
puesto la existencia de un vector de cointegra-
ción, consideramos acierto cuando la hipótesis 
de que no existe cointegración (r=0) es recha-
zada y la hipótesis de que existe al menos un 
vector de cointegración (r≤1) no lo es25.  
  
Cada experimento ha constado de un total de 
10.000 replicaciones, en cada una de las cuales 
se han generado pares de series de tamaño 
T+50 para unas condiciones iniciales 
0 0X = . 
Las 50 primeras observaciones han sido des-
cartadas en cada replicación para minimizar 
los efectos asociados a dicha condición inicial. 
Los resultados se muestran para un tamaño 
(T) de 25, 50, 75, 100, 150 y 200  y un nivel 
de significación26 del 5%. 
 
A pesar de la correcta especificación de los 
componentes deterministas, el test TR presenta 
bajas frecuencias de acierto cuando el tamaño 
de la muestra analizada es pequeño. Se necesi-
                                                 
25 En este trabajo sólo se presentan las frecuencias de acierto pa-
ra el estadístico TR dado que para el estadístico MV se obtienen 
frecuencias muy similares. 
26 Valores críticos de Osterwald-Lenum (1992). 
tan entre 75 y 100 observaciones  para obtener 
porcentajes de acierto por encima del 90%. A 
su vez, una incorrecta especificación puede 
conducir a no aceptar la presencia de un vec-
tor de cointegración, tal y como se desprende 
de las bajas frecuencias de acierto cuando se 
aplica el test sobre un modelo distinto al que 
ha generado las series. Este hecho se hace, en 
general, más pronunciado a medida que au-
menta el tamaño muestral. Esto no ocurre sin 
embargo cuando las series han sido generadas 
por PGD(2) y se aplica de forma errónea el 
caso I, ya que se obtienen porcentajes de 
acierto similares a los obtenidos al aplicar el 
MCE correcto (cuadro 9). En cuanto al sesgo 
en la mediana de 1βˆ , se puede observar que es 
mayor en términos absolutos cuando hay una 
incorrecta especificación de los componentes 
deterministas. En general, la no inclusión de 
constantes y/o tendencias en el MCE cuando 
las hay, conduce a sobreestimar el efecto a lar-
go plazo de 2tX sobre 1tX . 
 
En el caso en el que las series no están co-
integradas también se han obtenido resultados 
significativos. El cuadro 10 muestra los por-
centajes en que el estadístico TR indica la pre-
sencia de un vector de cointegración (r=1) y de 
ningún vector de cointegración (r=0) cuando 
generamos series mediante DGP(3) con 




Porcentajes de acierto y sesgo en la mediana de 
1
βˆ  para PGD(4) 
 
 Caso IV  Caso III Caso II Caso I 
 TR (r=1) Sesgo mediana  TR (r=1) 
Sesgo 
mediana TR (r=1) 
Sesgo 
mediana TR (r=1) 
Sesgo 
mediana 
25 14,59  0,3254  11,92  -1,4811 79,85  -1,3303 59,21  -1,8427 
50 37,97 0,0555  25,82 -1,5528 71,66 -1,4846 48,08 -1,8685 
75 68,51 0,0212  40,23 -1,5720 61,18 -1,5342 42,34 -1,8343 
100 87,41 0,0127  51,25 -1,5819 53,62 -1,5565 38,61 -1,7943 
150 93,83 0,0040  63,54 -1,5845 42,96 -1,5734 34,79 -1,7360 





Porcentajes de acierto y sesgo en la mediana de 
1
βˆ  para PGD(3) 
Caso III  Caso II  Caso I 
t 
TR (r=1) Sesgo mediana  TR (r=1) 
Sesgo 
mediana  TR (r=1) 
Sesgo 
mediana 
25 16,83 0,0141  52,45 0,0656  43,82 -0,0725 
50 52,88 0,0029  66,66 0,0226  27,98 -0,0713 
75 83,03 0,0003  45,60 0,0113  9,29 -0,0629 
100 91,26 0,0001  23,31 0,0056  2,44 -0,0550 
150 92,95 0,0003  3,11 0,0024  0,15 -0,0425 





Porcentajes de acierto y sesgo en la mediana de 
1
βˆ  para PGD(2) 
Caso II  Caso I 
t 
TR (r=1) Sesgo mediana  TR (r=1) 
Sesgo 
mediana 
25 18,57 0,1126  22,37 -0,0228 
50 49,93 0,0238  55,04 -0,0798 
75 79,77 0,0112  79,04 -0,0777 
100 92,59 0,0042  88,63 -0,0768 
150 95,00 0,0031  93,14 -0,0678 







0α β= =  
Caso III  Caso II  Caso I 
t 
TR (r=1) TR (r=0)  TR (r=1) TR (r=0)  TR (r=1) TR (r=0) 
25 5,67 92,38  44,86 47,27  48,18 32,92 
50 4,85 93,71  76.67 10.27  71,63 3,95 
75 4,91 94,05  85.07 1.01  76,63 0,27 
100 4,44 94,58  84,94 0,06  73,79 0,01 
150 4,67 94,35  84,33 0,00  74,08 0,00 
200 4,37 94,72  83,95 0,00  74,00 0,00 
 
  




  H0: r ≤ 1 H0: r = 0 
 
t 
 caso I caso II caso III caso IV caso I caso II caso III caso IV 
           
25  5,15 1,64 1,91 0,27 0,65 1,73 80,82 7,72 
50  10,52 5,52 7,70 0,86 0,00 0,00 68,02 7,23 
75  16,22 9,31 16,92 1,01 0,00 0,00 52,91 3,19 
100  19,53 11,63 25,60 1,14 0,00 0,00 41,00 0,76 
150  21,84 11,24 37,48 1,34 0,00 0,00 27,74 0,00 
PGD(4) 
200  21,57 10,51 43,98 1,61 0,00 0,00 22,10 0,00 
           
           
25  6,75 2,20 1,14 0,29 19,28 19,23 40,06 10,99 
50  12,68 12,76 9,90 1,71 0,68 2,62 35,37 23,94 
75  7,90 26,32 34,07 4,00 0,00 0,08 8,87 18,10 
100  2,42 19,97 63,74 6,27 0,00 0,00 0,85 5,95 
150  0,15 2,98 89,81 6,11 0,00 0,00 0,00 0,06 
PGD(3) 
200  0,01 0,22 93,10 5,81 0,00 0,00 0,00 0,00 
           
           
25  6,47 0,44 0,01 0,14 74,37 11,51 1,78 5,22 
50  28,04 2,02 0,04 0,21 39,84 15,10 1,73 12,85 
75  60,96 3,55 0,18 0,50 15,29 7,22 0,42 11,61 
100  83,19 5,30 0,16 0,41 4,92 1,44 0,08 4,20 
150  93,09 5,44 0,27 0,47 0,33 0,00 0,00 0,06 
PGD(2) 
200  93,95 4,87 0,32 0,46 0,02 0,00 0,00 0,00 




Como puede observarse, la no inclusión de 
una constante no restringida al estimar el 
MCE induciría -con una probabilidad alta en 
los casos I y II- a concluir la presencia de un 
vector de cointegración cuando, en realidad, 
las series generadas siguen de forma indivi-
dual un paseo aleatorio con constante, y no 
existe ningún tipo de relación entre ambas. 
 
El cuadro 11 muestra, por su parte, los resul-
tados de aplicar el Principio de Pantula en los 
tres PGD considerados. Para cada tamaño 
muestral, se presentan los porcentajes en que 
dicho método lleva a aceptar la hipótesis nula 
de presencia y ausencia de cointegración en 
cada uno de los cuatro casos posibles. 
 
Se aprecia que, para tamaños muestrales infe-
riores a 75 observaciones, el Principio de 
Pantula no sólo conduce, en general, a una 
incorrecta especificación de los componentes 
deterministas en el MCE, sino que, con gran 
probabilidad, acepta la hipótesis nula de au-
sencia de cointegración, cuando realmente 
las series están cointegradas. Para tamaños 
muestrales superiores a 75 observaciones, es-
te método acierta, con alta probabilidad, en la 
determinación del número de vectores de co-
integración, aunque, sólo en el caso en el que 
las series han sido generadas mediante PGD 
(3), nos lleva a una correcta especificación 
del MCE. Cuando las series han sido genera-
das mediante PGD(2) y PGD(4), el Principio 
de Pantula conduce, con una mayor probabi-
lidad, a los casos I y III respectivamente27. 
                                                 
27 En un experimento similar en el que no se ha tenido en 
cuenta el caso I los resultados se mantienen salvo para PGD 
(2). En este caso se observa que el Principio de Pantula acierta 
también en la especificación de los componentes deterministas 





El trabajo que se ha presentado ha analizado la 
relación entre exportaciones y crecimiento en 
España, desde el primer trimestre de 1980 has-
ta el segundo trimestre de 2004, empleando 
técnicas de cointegración y el test de causali-
dad de Granger. A diferencia de lo que ocurre 
en algunos estudios previos de otros autores, 
con una finalidad y unas técnicas similares, en 
el presente trabajo no se ha encontrado una re-
lación de cointegración ni una relación causal 
entre las variables indicadas. En el ámbito de 
la amplia literatura empírica internacional, am-
bos resultados –los que confirman y los que 
niegan las relaciones de cointegración y de 
causalidad entre exportaciones y crecimiento- 
están ampliamente presentes. 
 
Por lo que respecta al caso español, en el traba-
jo se han analizado en profundidad -utilizando 
simulaciones de Montecarlo- algunas posibles 
causas de discrepancia, aunque escasamente 
investigadas hasta ahora; en concreto las re-
feridas al modo de especificación de los com-
ponentes deterministas del MCE cuando se usa 
el método de Johansen. Sobre la base de los 
ejercicios realizados, se ha podido establecer: 
1) la elevada dependencia de los resultados 
con respecto al tamaño muestral y a la correcta 
especificación de los citados componentes de-
terministas; 2) la dudosa fiabilidad de una apli-
cación mecánica del llamado Principio de Pan-
tula, sobre todo cuando se conjuga con tama-
ños muestrales inferiores a las 75 observacio-
nes.  
 
En  nuestra opinión, en los elementos aludidos 
radican algunas razones importantes de la po-
sible discrepancia de resultados observada en 
España, y seguramente también, en la literatu-
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