Introduction
DNA microarray technology has emerged as a useful technology in genetic research. Using this technology, it is possible to quantitate nucleic acids through fluorescent intensities of signals from distinct tissue samples. The ratios of these signals can be calculated and inferences drawn as to which differences in signal intensity are meaningful.
Chen, Dougherty, and Bittner 1 studied the problem of analyzing the mRNA from two distinct tissue samples. They derived an elegant formulation for the probability density function of a signal ratio under the condition that the means of the two component signals are equal. The density function was derived with the assumption that signal expression levels across the gene population of a microarray are independent random variables. Further assumptions are that the signal expression levels follow a normal distribution and that all signal expression levels share a common coefficient of variation.
Informal discussions with biologists have suggested that the assumption of a constant coefficient of variation for the entire gene set may not always be appropriate. For example, in a recent study we utilized the microarray approach of Genome Systems, Inc., to measure the expression of RNA from female mouse liver tissues as it related to the level of serum corticosterone. Our data consisted of five pairs of samples that compared the livers of mice with high and low serum corticosterone, thus permitting the calculation of a coefficient of variation ͑CV͒ for each of the 8772 genes in the study. We found that the ranges for the CVs were substantial. For 28% of the genes, ratios from the five pairs of samples produced CVs in the range of 0.05-0.9. About 53% of the gene ratios were in the range from 1.0 to 4.9 and 19% were in the range from 5.0 to 9.9. Our experience is that wide ranges such as these are not unusual in studies involving large numbers of genes in complex biological systems. In this particular study, the 20 genes with the lowest expression intensities had an average CV of 6.5 ͑Ϯ2.6͒, a phenomenon commonly observed with low expression intensities. The 20 genes with the highest expression intensities, on the other hand, had a lower average CV of 1.0 ͑Ϯ1.9͒. Of the many genes in a large study, some may be tightly regulated while others may be inducible or repressible by factors that may not be related to experimental parameters.
Our concerns with the normality and constant coefficient of variation assumptions led us to conduct a robustness study in connection with the Chen-Dougherty-Bittner ͑CDB͒ procedure. The question of robustness is an important issue with respect to any applied statistical technique. A robust procedure is one that is affected only slightly by appreciable departures from the assumptions involved. In regard to the CDB procedure the question of robustness reduces to the following: suppose the expression levels are not normally distributed and the coefficients of variation across the entire gene set are not constant. Can we still use the CDB procedure for constructing approximately accurate confidence intervals? How likely are we to draw erroneous conclusions about observed differences in expression ratios?
If the CDB procedure is robust, it may be used regardless of whether or not theoretical assumptions of normality and constancy in the coefficient of variation are satisfied. This paper reports results of Monte Carlo studies that assessed the impact of varying sample sizes, distribution shapes, and degrees of heterogeneity in coefficients of variation. We shall demonstrate that the Chen-Dougherty-Bittner procedure is unaffected by varying sample sizes and is, indeed, quite robust to even extreme deviations from normality and to substantial inequalities in the coefficients of variation.
Chen-Dougherty-Bittner Procedure
Chen et al. 1 developed an expression for the probability density function for a signal ratio. Assuming we have n genes represented in a microarray then two signal expressions for the kth gene are denoted as X k and Y k , respectively. For example, these two signals might come from treatment and control conditions, where X k represents a signal for the kth gene obtained from a sample of mRNA taken from a treated cell and Y k represents a signal for the kth gene taken from a cell in the control condition. Let the ratio of the two signals for the kth gene be denoted by T k . Therefore
and the probability density function is derived for any T k in the microarray under the null hypothesis that the means for X k and Y k are equal, i.e.,
Assuming that all genes in the array have a common coefficient of variation, c, that the distributions of X k and Y k are N( k ,c 2 k 2 ), and that all signal measurements are independent random variables, the approximate probability density function for T k is given by
The density function is approximate because no signal intensity can assume a negative value. Therefore, strictly speaking, signal measurements cannot be normally distributed. The portions of the normal curves that fall into the negative regions are taken to be negligible. The probability density function ͑PDF͒ in Eq. ͑3͒ depends only on the common coefficient of variation c, and not on the parameters of the distributions of X k and Y k . Thus a test of the null hypothesis in Eq. ͑2͒ can be conducted at the ␣ level of significance by integrating Eq. ͑3͒ and finding the 100*(␣/2) and the 100*(1Ϫ␣/2) percentile points of the distribution of T k . Performing this integration, however, requires a value for c. This value is obtained by use of a maximum likelihood estimator, obtained by calculating the likelihood function across the entire gene array and then solving for ĉ as the maximizing value. Thus c can be estimated from the data as follows:
where n is the number of genes in the array and t k is the observed signal ratio, calculated from the data.
With c estimated from the data using Eq. ͑4͒, the rejection region for testing, Eq. ͑2͒, can be established. Under the assumption of Eq. ͑2͒, approximately ␣*100% of the t k values would fall outside the region of rejection, i.e. (1Ϫ␣)*100% of the t k values would be contained in the interval between the critical values for such a region of rejection. This assumes the distribution of the ratio behaves in accordance with Eq. ͑3͒.
General Method and Research Questions
The dependent variable of interest throughout this paper is the empirical containment rate ͑ECR͒ of the CDB procedure. The ECR is the proportion of times the CDB procedure correctly accepts the null hypothesis of equal signal means under specific sets of experimental conditions that are described below. The ECR is the complement of the empirical type I error rate ͑EER͒. The ECR and the EER must sum to 1.0. For example, suppose under a specific experimental setup, the proportion of times the procedure accepts the null hypothesis ͑the ECR͒ is 0.937. Then the proportion of times the procedure rejects the null hypothesis ͑the EER͒ is 0.063. Thus, in this example, ECRϩEERϭ0.937ϩ0.063ϭ1.0. Since the ECR and the EER always sum exactly to 1.0, whatever factors explain the ECR also explain the EER.
The three independent variables that we consider are ͑1͒ sample size, the number of simulated pairs of signals per gene array, ͑2͒ distribution shape, the proximity of the simulated data to normality, and ͑3͒ pattern of coefficients of variation within a given gene array.
Three general questions are proposed and evaluated in this paper. ͑1͒ Is the CDB procedure robust with respect to ͑i͒ violation of the normality assumption and ͑ii͒ with respect to violation of the assumption of a common coefficient of variation across all genes in the array? ͑2͒ Can an adequate statistical model be developed to predict ECR from the independent variables in the study? ͑3͒ What accounts for the robustness or lack of robustness of this procedure?
The answer to the second question will determine to a great extent the answer to the first question. If a highly accurate predictive model can be developed for ECR, then the robustness or nonrobustness of the CDB procedure is inferable from such a model. In fact, the answer to the second question can even provide a more sensitive answer to the robustness question by informing researchers about what levels of deviation from basic assumptions do not cause substantial deviations from nominal ͑expected͒ rates of containment.
The answer to the third question involves an analysis of the dynamics of the CDB procedure to determine how it produces a decision to reject or not reject the null hypothesis. The procedure computes a ratio and then calculates a pair of critical values to be used as criteria for rejection. The latter depends on the proper estimation of the common coefficient of variation, c. Thus, non-normality and heterogeneous coefficients of variation can affect the procedure in two different ways: ͑1͒ by a possible distortion in the distribution of the ratio, or ͑2͒ by a possible effect on the estimation of c. The robustness, or lack thereof, of the CDB procedure will depend on the interplay of these two effects.
Study I: Method and Results
The first simulation study investigated the effects of the three independent variables on the empirical containment rate. The three independent variables are described in turn.
Sample Size
The sample size refers to the size of the microarray of paired signals. Four sample sizes were considered: 1000, 2000, 4000, and 8000. For a sample size of n, an array of n rows and two columns was generated, with the first column representing the X values and the second column representing the Y values.
Shape of Distribution
Four distribution shapes were simulated. These shapes were ͑1͒ extreme non-normality, skewness of 1.75 and excess kurtosis ͑i.e., kurtosis Ϫ3͒ of 3.75, ͑2͒ moderate non-normality, skewness of 1.00 and excess kurtosis of 1.00, ͑3͒ mild nonnormality, skewness of 0.50 and excess kurtosis of 0.25, and ͑4͒ normality, skewness of 0.0 and excess kurtosis of 0.0.
The same distribution shape was induced for both the X and Y columns of each gene pair for a microarray with n rows. The distribution shape was induced by means of the Fleishman power method. 2 In this method, the desired distribution shape is induced by transforming a standard normal variate by means of a cubic transformation,
where ZϳN(0,1), A, B, C, and D are constants corresponding to the particular skewness and kurtosis that is required, with the condition that AϭϪC, and U is a resulting random variate with mean equal to zero, variance equal to one, and with the required skewness and kurtosis.
Coefficient of Variation Pattern
Ten different patterns for the coefficients of variation of the X and Y signals were used. For each pattern, 10 different levels of coefficient of variation were employed for a given array of size n. One tenth of the rows in each array received a potentially different coefficient of variation. A pattern for an array is thus defined by the degree of variation in the coefficients of variation that was induced in the array. Selected patterns are presented in Table 1 . The average coefficient of variation in each pattern is equal to 0.12 and the standard deviation within the pattern is calculated.
Once an array with n rows and two columns was generated with a given distribution shape throughout, the pattern of coefficients of variation was induced by multiplying these entries by the desired coefficient of variation and then adding one to both the X and Y entries in each row. Because the Fleishman transformation produces random variates with a mean of zero and a standard deviation of unity, the multiplication by the desired coefficient of variation and then the addition of one produces a random variate with mean equal to one, standard deviation equal to the desired coefficient of variation, and skewness and kurtosis values as desired.
Design of Simulation
The ratios (T's) were calculated by dividing the X entries by the Y entries for each row in the array. The estimated ''common'' coefficient of variation was obtained by means of Eq. ͑4͒. If a row contained a negative value for X and/or a negative value for Y, it was not used in the simulation.
Once the estimate of the common coefficient of variation (ĉ ) was obtained, a 95% confidence interval was generated for the entire array. Each T value was checked to see if it was contained in this interval or not. The total proportion of valid rows ͑those containing both positive X and Y values͒ that had a T value contained within the 95% confidence interval was computed. This proportion represented the ECR for that array.
The design of the simulation thus constituted a completely crossed design with 4 sample sizes, 4 distribution shapes, and 10 coefficient of variation patterns. The resulting 4ϫ4ϫ10 design produced 160 cells. For each cell in the design, 100 replicates ͑i.e., 100 arrays͒ were simulated. The dependent measure, the ECR, was computed for each replication within each cell. Thus a total of 160ϫ160ϭ16 000 cases was generated in the simulation. All simulations were accomplished via programs written in the GAUSS programming language 3 and independently confirmed by programs written in S-PLUS. 
Analysis of Results
The data from the simulation were analyzed by means of a three-way fixed effects analysis of variance ͑ANOVA͒. The analysis 5 was done via weighted least squares with ECR being the dependent variable and the three independent variables previously described as factors. Each ECR was weighted by the reciprocal of its respective sampling variance to compensate for the heterogeneity of variances that is inherent in the analysis of proportions.
For this analysis the ECR was multiplied by (1ϪECR) and then divided by the number of valid rows for the gene array to establish the sampling variance for the estimated proportion. The results for this analysis are given in Table 2 .
From this analysis a preliminary step towards a general model can be made. Sample size shows no statistically significant relationship with ECR, either in terms of main effects or interaction effects. On the other hand, the distribution shape and CV pattern both show significant main effects and a significant interaction effect. The results suggest a two-way model for ECR with both CV pattern and distribution shape playing explanatory roles.
Study II: Method and Results
To further investigate the relationship between non-normality, CV pattern, and ECR, a more extensive study was done. Given the lack of a significant relationship between sample size and ECR, the data for all cells was simulated with a sample size of 8000. The study also took into account the fact that an interaction effect was found between the CV pattern and the distribution shape in study I.
General Procedure
To investigate the fact that the relationship among CV pattern and ECR is influenced by distribution shape, a separate simulation was done for each of the four distribution shapes that were employed in study I. Thirty different patterns for the coefficient of variation were used in this second study. Selected CV patterns are given in Table 3 . We note that the average CV in each pattern is 0.15. Each of the 30 CV patterns was simulated 1000 times for each of the four distribution shapes. This led to 30 000 ECRs for each distribution shape. The simulations were done by means of programs written in the GAUSS computer language 3 and results were independently confirmed by a set of programs written in S-PLUS. 4 In addition to the ECR, the quantity ECR15 was computed. The ECR15 statistic is the rate of containment in a 95% confidence interval for the signal ratio, assuming the coefficient of variation is fixed at 0.15. Thus the ECR is computed by the actual estimate of the assumed to be the common coefficient of variation using Eq. ͑4͒. The ECR15 is computed by fixing the CV at the average CV level for each pattern, i.e., 0.15. More precisely, the ECR15 was computed by specifically using the lower and upper 95% confidence limits for cϭ0.15.
Assessment of Robustness
The total impact of the variation in distribution shape and CV pattern is defined as the difference between 0.95 and the ECR. Thus, the total effect, TE, of variation in both the CV pattern and distribution shape is given by TEϭ0.95ϪECR. ͑6͒
A positive value of the TE reflects a rate of containment less than 0.95, i.e., a rate of rejection in excess of 0.05. A negative value of the TE reflects a rate of containment greater than 0.95, i.e., a rate of rejection less than 0.05. The ECR is a composite of two separate effects. The CDB procedure estimates the assumed to be the common coefficient of variation, c, and produces the estimate ĉ . It then uses this value to calculate a confidence interval that either contains the calculated value of T or does not. Thus, the ECR is in part affected by the size of this confidence interval due to the value of ĉ . It is also affected by any distortion in the distri- bution of T itself. The TE might thus be a good ''bottom-line'' statistic in assessing robustness, but it does not tell us why the ECRs deviate from the nominal value of 0.95. Two components of TE are now defined. The distortion effect ͑DE͒ reflects the amount of deviation of the empirical containment rate from the nominal value of 0.95 when the size of the confidence interval is held constant. In this study, the size of the confidence interval was held constant by using an interval based on a CV equal to 0.15. The DE is thus given by DEϭ0.95ϪECR15. ͑7͒
A positive value of DE reflects a rate of containment less than 0.95 and a negative value reflects a rate of containment greater than 0.95, with the rates of containment being computed by holding the size of the confidence interval constant. Variation in the size of DE reflects the pure effect of the distortion of the distribution of T because of different CV patterns and different distribution shapes. A second component of TE reflects the difference in the rate of containment with the fixed confidence interval size and the rate of containment based on a variable confidence interval size. The variation in confidence interval size is a function of the variation in the estimated common coefficient of variation. This effect is termed the estimation effect ͑EE͒ and is defined as follows:
EEϭECR15ϪECR. ͑8͒
A positive value of EE reflects a higher rate of containment with the fixed confidence interval as opposed to the confidence interval deriving from the estimation of the CV. A negative value of EE reflects a lower rate of containment with the fixed confidence interval size as opposed to the confidence interval deriving from the estimation of the CV. It is true that the larger the estimated CV the larger the size of the corresponding confidence interval. 1 Thus, larger estimated CVs are associated with higher ECRs and smaller EEs.
Combining Eqs. ͑6͒-͑8͒ permits the statement of the following relationship:
TEϭDEϩEE. ͑9͒
Robustness can thus be conceived of as the pattern of behavior of TE. If TE is always zero, we would have ''perfect'' robustness. If TE has an average value far removed from zero under conditions where either distribution shape deviates from normality or the CV pattern deviates from equality of CV, then it can be concluded the CDB procedure is not robust. Furthermore, by using the relationship in Eq. ͑9͒ the question of why the procedure is robust or not robust may be addressed. By examining the patterns of DE and EE in addition to that of TE, one may determine whether a finding of robustness is due to comparably small absolute average DEs and EEs across different experimental conditions, or is due to large absolute DEs and EEs that are moving in opposite directions. Likewise, a finding of nonrobustness might be due to near zero EEs and huge DEs or vice versa, or moderately large departures from zero for both DEs and EEs.
Results
To demonstrate that the data were generated according to specifications, the average values of the mean, variance, skewness, and excess kurtosis are reported for both the X and Y variables, for each distribution shape, at the CV pattern that involves complete homogeneity of CV. These results are presented in Table 4 . The four moments of the distribution are very close on average to the intended values, although the Fleishman procedure slightly underestimates the excess kurtosis.
The average estimated coefficients of variation by the CV pattern are displayed in Figure 1 for each distribution shape. The average estimated CV increases as the heterogeneity of the CV pattern increases. This relationship holds for all distribution shapes, although in the three non-normality conditions, the common CV of 0.15 is underestimated under the experimental condition of complete homogeneity of the CVs. The degree of underestimation is in direct proportion to the non-normality of the distribution.
The average, minimum, and maximum values of ECR for each CV pattern by distribution shape are given in Table 5 . A quick summary of the findings shows that of the 120 000 replications in the entire study, the lowest ECR observed was 0.916 ͑minimum for CV pattern 30 with Extreme NN͒ and the highest ECR observed was 0.959 ͑maximum for CV pattern 1 with Mild NN͒. For the condition combining the most serious deviation from normality ͑Extreme NN͒ and the most extreme heterogeneity of coefficients of variation ͑CV pattern 30͒, the average ECR was 0.922. The ECRs are represented graphically in Figure 2 . Also represented in Figure 2 are the ECR15s. Note that for the CV pattern reflecting complete homogeneity ͓standard deviation ͑SD͒ of CVϭ0͔ and with a normal distribution of the signals, both the ECR and the ECR15 are precisely equal to 0.95. The two sets of containment rates exhibit the same decreasing pattern for all distribution shapes. TEs, DEs, and EEs were computed and are represented graphically in Figure 3 as a function of the heterogeneity of the CV pattern. The EE shows a decreasing pattern for all distribution shapes. This reflects the fact that the estimated coefficient of variation increases with the heterogeneity in the CV pattern. Likewise, the displacement in the graphs of EE by the distribution corresponds to the displacement in the graphs of the estimated coefficients of variation by distribution shape. The pattern in the DE shows an opposing pattern to that in the EE. DE increases for every distribution shape as the heterogeneity of the CV pattern increases. Furthermore, under the homogeneity of the CV condition, there was no observed distortion effect for the normal distribution shape but there were negative distortion effects for each of the non- Fig. 1 Mean estimated CV by distribution shape. normal shapes. As a general rule, the DE is more positive as the distribution shape gets closer to normality. The moments of the signal ratio distributions are displayed in Table 6 . The mean, variance, skewness, and kurtosis all increase as a function of CV heterogeneity. Both Pearson and Spearman correlations between these moments and distortion effects are also presented in Table 6 . Distortion effects are strongly positively correlated with the four distribution indices. In the case of the ratios under the normality condition, the clear effects of extreme outliers are observed both in the case of the variance of the ratio and in the case of the Pearson correlation with DE. The nonparametric Spearman correlation was therefore included to provide an indicator of the relationship of the ratio variance and the distortion effect that is not sensitive to extreme values. The increases in the moments of the ratio distribution as a function of CV heterogeneity are moderated by the distribution shape of the constituent signals. If we take the moments of the ratio distribution for the normal condition and CV homogeneity as normative, it is clear that all of the non-normal shapes show a smaller dispersion in the signal ratio at low levels of CV heterogeneity than this normative level. This accounts for the negative distortion effects in the non-normal conditions at low levels of heterogeneity of CV. The signal ratio dispersion increases as the CV heterogeneity increases, and the differences in ratio dispersion among distribution shapes of the constituent signals are consistent with the differences in the graphs of DE by distribution shape of the signals.
Modeling of ECR and ECR15
The graphs of ECR and ECR15 ͑see Figure 2͒ suggest a nonlinear regression model for containment rates. In particular the following four-parameter logistic model 6 was employed:
where CR i is the containment rate for the ith CV pattern ͑either ECR or ECR15͒, S i represents the standard deviation of the ith CV pattern, parameter A represents the containment rate when the standard deviation of the CV pattern equals zero, D is the containment rate assuming infinite variation in the pattern of CVs, C is the standard deviation of the CV pattern that produces a containment rate exactly halfway between A and D, and B represents a ''slope factor'' that deter- mines the slope of the curve. The larger the value of B, the steeper the curve. The e i term reflects random errors, assumed to be normally distributed ͑see Table 7͒ . The models for ECR15 reflect the phenomenon of increasing distortion effects as a function of CV heterogeneity. Estimates of parameter A accurately reflect ECR15 for each distribution shape under the CV homogeneity condition. Likewise, estimates for parameter D indicate the impact of CV heterogeneity on the containment rates via the mechanism of signal ratio distortion. The fact that the parameter D esti- mates for the ECR15 model are substantially lower than those for the ECR model is a testament to the ''compensatory'' effect on ECR resulting from the estimation of the coefficient of variation.
Discussion
This study was designed to answer three questions. First we asked, ''Is the CDB procedure robust with respect to ͑1͒ deviations from normality in the shapes of the signal distributions and to ͑2͒ deviations from homogeneity of the coefficients of variation of the signal distributions?'' The answers to these questions are ''Yes.'' The worst case of a deviation from 0.950 was 0.916 in 120 000 replications. Each of the distribution shapes had an average ECR between 0.922 and 0.928 under even the worst pattern of CV heterogeneity. For most cases of CV heterogeneity the resulting ECRs were even closer to the nominal containment rate of 0.950. In practice this means that even if expression levels in microarrays are not normally distributed and even if the coefficients of variation across the gene set are not constant, the Chen-Dougherty-Bittner procedure may still be used for constructing highly accurate confidence intervals. Even under extreme deviations from the assumptions of Chen, Dougherty, and Bittner, an error in rejecting the null hypothesis that we would expect to occur only 5% of the time, would, in reality, occur no more often than 8% of the time.
Another question posed was, ''Can an adequate explanatory model be developed to predict the ECR from the independent variables in the study?'' The answer is, again, ''Yes.'' Sample size played no role in explaining empirical containment rates. The ECR decreased as the CV heterogeneity increased. Distribution shape moderated this relationship. In general, the ECR was closest to the nominal level of 0.95 for the normality condition and farthest away from 0.95 for the extreme non-normality condition. The results for the two intermediate non-normality conditions showed similarity to each other. Each had ECR values that were too high under CV homogeneity. However, ECR values dipped below those for the normality condition as the CV heterogeneity increased.
A four-parameter logistic model was used to describe the data. It showed an outstanding fit to the data for all cases of non-normality. The model permitted an estimate of what the ECR would be if the CV heterogeneity were to become infinitely large. The results were consistent with the previously expressed finding that the CDB procedure is robust against violations of its relevant assumptions. A final question involved an assessment of why the CDB procedure is robust. The decision as to whether or not to reject the null hypothesis of equality of means has two parts. A ratio is computed and a confidence interval is obtained. If the ratio is in the interval, the null hypothesis is not rejected. Otherwise it is rejected. Thus the rate of containment of the procedure is a function of the distribution of the signal ratio and the size of the confidence interval. The size of the confidence interval is strictly a function of the estimate of the common coefficient of variation.
The TE was shown to be the sum of the EE and the DE. We found that, for each distribution shape, the two effects offset each other. For normal data, large positive distortion effects are greatly offset by large negative estimation effects, thus stabilizing the total effects and yielding ECRs that are very close to the nominal level. Other distribution shapes show a similar pattern of rising distortion effects accompanied by falling estimation effects. The non-normality conditions have negative distortion effects offset by positive estimation effects at low CV heterogeneity levels. However, the trends in the graphs are the same for each distribution shape. For the extreme non-normality condition, the actual level of the EE remains positive over all CV patterns. The two effects of CV heterogeneity have opposite directions. They serve to mitigate each other. Increased dispersion in the ratio distribution is checked by increases in the estimated common coefficient of variation, leading to concomitantly larger confidence intervals. The net effect is relative stability in the ECR.
In summary, we have demonstrated that the ChenDougherty-Bittner procedure is robust to deviations of assumptions regarding normality and constancy in the coefficients of variation in the signal distributions. We have developed a statistical model that explains how the empirical containment rate would be affected if heterogeneity in the coefficient of variation were to become infinitely large. Finally, we have shown that distortion effects and estimation effects offset each other in contributing to total effects on empirical containment rates, further explaining the reasons for the robustness of the procedure.
