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本論文では離散力学系を扱う. 離散力学系とは, 時間の経過を離散的にとらえ, 点列を生成す
る連続写像によって構成される系である. 上記の問題を解く重要な手がかりの一つとして, 
Lyapunov 関数の局所的な構成が挙げられる. 双曲型不動点を持つ系については, その局所
Lyapunov 関数の精度保証法による体系的な構成方法が知られている. しかしながら, この手
法は非双曲型不動点を持つ系に対しては適用できず , したがって精度保証法による局所
Lyapunov 関数の体系的な構成方法は確立されていない. 非双曲型不動点を持つ系に対しても
その局所 Lyapunov 関数が構成できれば, 精度保証法と力学系を組み合わせた研究のさらなる
発展が見込める.  
本論文では, 2次元かつ線形化方程式の係数行列が直交行列となる場合に限定し, 精度保証法
による局所 Lyapunov 関数の体系的な構成方法について考察した. 提案する手法は, 連続力学
系の非双曲型平衡点近傍の Lyapunov 関数の構成法を参考にして導いたものである. 本論文で
は, その適用範囲について考察し, 適用例を数値例として提示する.  
結論として, 精度保証法による局所 Lyapunov 関数の体系的な構成には至っていないが, 一
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常に強力な道具となっている. 具体的には, 安定多様体, 不変集合やホモクリニック軌道
といった時間無限大の極限を含む現象の解析 ([2], [3])が挙げられる.
力学系には大きく分けて連続力学系, 離散力学系の 2種類ある. 本論文では, その中で
も離散力学系を扱う. 離散力学系とは, 時間の経過を離散的にとらえ, 点列を生成する連
続写像によって構成される系である. 上記のような問題を解く重要な手がかりの一つとし














る. 提案する手法は, 連続力学系の非双曲型平衡点近傍のLyapunov関数の構成法 ([5], [6])
を参考にして導いたものである. 本論文では, その適用範囲について考察し, 適用例を数
値例として提示する.
本論文の構成について述べる. 第 2章では, 本論文で用いる精度保証の技法, 及び用いた
精度保証ライブラリについて簡単に記述する. 具体的には, 区間や区間演算の定義, 精度
保証計算ソフトである INTLABについて述べる.
第 3章では, 離散力学系について述べた上で, 局所Lyapunov関数の定義について一般的
な Lyapunov関数との違いやその意義とともに記述する. また, 双曲型不動点近傍におけ
る局所 Lyapunov関数の構成方法についても述べる.















数値計算の技法を [7], [8], [9]に基づき紹介する.










二つの区間X = [x, x], Y = [y, y]の間の演算は, それぞれの区間に含まれる任意の実数
同士の演算結果をすべて包含する最小の有界閉区間として定義される. この区間同士の演
算を区間演算と呼ぶ. 四則演算については以下のようになる.
X + Y = [x+ x, x+ x]
X − Y = [x− y, x− y]
X ∗ Y = [x, y]
x = min {xy, xy, xy, xy}
y = max {xy, xy, xy, xy}




必要である. すなわち, 区間A, 区間または実数B, Cに対して,
A ∗ (B + C) ⊂ A ∗B + A ∗ C (2.2)
は成立するが, 逆向きの包含は一般には成立しない. したがって, 区間演算においては同
じ変数（区間）はできるだけ括って計算したほうが区間の拡大を抑えられる. また, 区間
演算では
X −X ̸= [0, 0]
X/X ̸= [1, 1]
4
であることにも注意が必要である. また, 区間を成分として持つベクトル, 行列をそれぞ




り, その原因は大きく分けてDependency Problem(D.P.)とWrapping Eect(W.E.)の二
つがある. 精度保証法では, このようなD.P, W.E.をできるだけ回避するように計算を工
夫することが重要である.
2.2 本研究で用いた精度保証用ライブラリ [10]
本研究では, 精度保証法を扱うにあたって, INTLAB[10]を用いた. INTLABとは, ハン
ブルク工科大学の Siegfried M. Rump教授が開発したMATLABあるいはGNU Octave上






学系と呼ばれる系を扱う. 本節では, 参考文献 [11], [12]をもとに離散力学系について述べ





0 ≤ m ∈ Zに対して, 離散力学系を数式で表すと以下の通りである.xm+1 = Ψ(xm),x0 ∈ Rn. (3.1)
ただし, Ψは, Ψ : Rn → RnとなるC1級写像である.
次に, 不動点について述べる. 離散力学系 (3.1)における不動点とは, 不動点方程式
x∗ = Ψ(x∗)
を満たすような点であり, 本節ではx∗と表す. これは, 写像Ψを作用させた結果が変わら
ず, 点が動かないということを意味している.
次に, 双曲型および, 非双曲型不動点について述べる. 各々の定義は, 以下の通りである. 
定義 3.1 Ψ(xm)の不動点x∗における Jacobi行列DΨ(x∗)の固有値をλ1, λ2, . . . とす
る.
このとき, 条件







離散力学系 (3.1)における Lyapunov関数 L(x)は以下のように定義される.
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 
定義 3.2 x∗を系 (3.1)における不動点, x∗を含む集合 U ⊂ Rnを開集合とする. この
とき, 領域Uでの広義 Lyapunov関数とは, 次の条件を満たすC1級関数L : U → Rを
指す.
1. 任意の x ∈ U に対して, L(Ψ(x)) ≤ L(x).
2. L(Ψ(x)) = L(x) ⇒ x = x∗ ∈ U .
3. 任意の x ∈ U\{x∗}に対して, L(u) ≥ 0.
また, 広義Lyapunov関数であって, さらに次の条件を満たせば, Lはx∗を含む領域U
における (狭義)Lyapunov関数という.
4. 任意の x ∈ U\{x∗}に対して, L(Ψ(x)) < L(x). 
上述の Lyapunov関数では, 不動点が安定な場合のみに定義されている. 本論文におけ
るLyapunov関数の構成は不動点近傍の軌道のより詳細な解析ツールとして用いることを
想定しており, 不安定な不動点についても定義できるようにしたい. そこで, 以下のよう
に条件を緩和し定義を拡張する. 
定義 3.3 離散力学系 (3.1)の不動点 x∗を含む領域 U ⊂ Rnでの Lyapunov関数とは,
次の条件を満たすC1級関数 L : U → Rを指す.
1. 任意の x ∈ U\{x∗}に対して, L(Ψ(x)) < L(x).
2. L(Ψ(x)) = L(x)ならば, x = x∗ ∈ U . 
本論文では, 定義 3.3の Lyapunov関数を扱い, Lyapunov関数の局所的な構成を目指す.
3.3 双曲型不動点近傍における局所Lyapunov関数の構成





1. x = x∗におけるΨ(x)の Jacobi行列DΨ(x∗)をA∗ ∈ Rn×nとおく. これが正則
行列によって対角化可能であるとする. Λ ∈ Cn×nをA∗の固有値λ1, λ2, · · · , λnを
並べた対角行列, X ∈ Cn×nを対応する固有ベクトルを並べた行列として,
Λ = X−1A∗X
とする.
2. 行列 I∗ ∈ Rn×nを i1, i2, · · ·, inが対角成分となる対角行列とする. ただし, ikは
次のように定める.
ik =
1, if |λk|< 1,−1, if |λk|> 1.
ただし, x∗は双曲型不動点なので |λk|≠ 1となることに注意する.





L(x) = (x− x∗)TY (x− x∗). 
以上の計算に関しては, 通常の浮動点小数点演算による近似計算で行えばよいことを注
意しておく. Lyapunov関数であることの検証を精度保証計算で行う場合に, Y が数値的
に対称でなければ, (Y + Y T )/2として対称性を確保する.
方法 3.1を用いることで, 離散力学系の双曲型不動点に対する局所Lyapunov関数を構成
することができる. しかしながら, 不動点が非双曲型である場合, 方法 3.1では Lyapunov
関数を構成することができない. そのため, 非双曲の不動点を持つ離散力学系における局
所 Lyapunov関数に対する構成法としては, 方法 3.1とは異なる新たな手法が必要である.
8
4 先行研究 [5], [6]について
本研究では, 連続力学系に対する先行研究 [5], [6]を応用することにより, 非双曲型の不
動点を持つ離散力学系における局所 Lyapunov関数に対する構成法を導く. そこで本節で
は, 連続力学系における平衡点, 非双曲・双曲型不動点, Lyapunov関数の定義について述
べた上で, [5], [6]の概要について記す.
先行研究では, 2次元の連続力学系における非双曲型平衡点近傍における局所 Lyapunov
関数 L(x)の構成について述べられている. 本節では, 特にその平衡点における Jacobi行
列が純虚数の固有値を持つ場合の考察について参考文献 [6]を基に述べる. また, 連続力学
系と離散力学系の対応関係についても簡単に述べる.
4.1 連続力学系について
連続力学系を数式で表すと以下の通りである.dvdt = f(v),v ∈ Rn, f : Rn → Rn. (4.1)
連続力学系 (4.1)における平衡点とは, 位相空間内の時間的に変化しない点であり, 方
程式
f(u∗) = 0
を満たす. 本節では平衡点をu∗と表す. なお, これは離散力学系における不動点と対応し
ている.
また, 双曲型および非双曲型平衡点の定義は, 以下の通りである. 
定義 4.1 系 (4.1)の平衡点 u∗における Jacobi行列Df(u∗)の固有値を λ1, λ2, . . . と
する.
このとき, 条件
任意の k ∈ Nに対して, Re(λk) ̸= 0
を満たす平衡点を双曲型平衡点と呼ぶ.
この条件を満たさない平衡点を非双曲型平衡点と呼ぶ. 




定義 4.2 u∗を系 (4.1)における平衡点, u∗を含む集合 U ⊂ Rnを開集合とする. この
とき, 領域Uでの広義 Lyapunov関数とは, 次の条件を満たすC1級関数L : U → Rを
指す.
1. 任意のu ∈ U に対して, d
dt
L(u) ≤ 0.
2. L(u∗) = 0かつ d
dt
L(u∗) = 0.
3. 任意のu ∈ U\{u∗}に対して, L(u) ≥ 0.
また, 広義Lyapunov関数であって, さらに次の条件を満たせば, Lはu∗を含む領域U
における (狭義)Lyapunov関数という.
4. 任意のu ∈ U\{u∗}に対して, d
dt
L(u) < 0. 
上述の Lyapunov関数では, 平衡点が安定な場合のみに定義されている. 先行研究 [5]に
おけるLyapunov関数の構成は平衡点近傍の軌道のより詳細な解析ツールとして用いるこ
とを想定しており, 不安定な平衡点についても定義できるようにしたい. そこで, 以下の
ように条件を緩和し定義を拡張させる. 
定義 4.3 連続力学系 (4.1)の平衡点 u∗を含む領域 U ⊂ Rnでの Lyapunov関数とは,
次の条件を満たすC1級関数 L : U → Rを指す.
1. 任意のu ∈ U\{u∗}に対して, d
dt
(L(u)) ≤ 0.
2. L(u∗) = 0かつ d
dt
L(u∗) = 0. 
先行研究 [5], [6]では, 定義 4.3の Lyapunov関数を扱い, Lyapunov関数の局所的な Lya-
punov構成を目指している.
4.2 問題設定
v = (v1, v2)
T ∈ R2に対して, 次の問題を考える.























とし, p(m) (2 ≤ m ≤ s − 1)は p(m)(v) ∈ R2であって, 各要素が v1, v2に関するm次同次
式であるものを表す.
いま, 原点は式 (4.2)の平衡点になっているが, これは非双曲型であるので, これまでの
方法では, 原点近傍でのLyapunov関数を構成することはできない. そこで, 新たに以下の
手順により Lyapunov関数の構成を試みる.
1. 式 (4.2)に適当な (非線形)変数変換を行う.
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2. 変換後の系で局所 Lyapunov関数Lを構成する.























ここで, u = (u1, u2)T であり, q(m)(u)は各成分が u1, u2に関するm次同次式である 2元






ここで, d(m)(u)は各成分が u1, u2に関するm次同次式からなる 2元縦ベクトルである.
式 (4.4)に対して, 原点近傍で以下の形の局所 Lyapunov関数を構成することを考える.
L(u) = uTY u. (4.5)













となる. もし, dL/dtの 2次項が負定値であれば, Lは原点近傍で Lyapunov関数となる.
ここで, dL/dtの 2次項は,
uT (Y J + JTY )u
11












となり, その固有値は λ = ±
√
4b2 + (c− a)2なので Y J + JTY を負定値にすることはで








さて, 次に dL/dtの 3次項について考えるが, この項は定符号にはならず, この項も消す
必要がある.
dL/dtの 3次項は,
2uTY d(2)(u) = 2auTd(2)(u)
であるので, d(2)(u)を具体的に計算する.
式 (4.3)を tで微分すると,





u̇ = v̇ −Dq(2)(u)u̇+O(||u||3)






= Ju+ Jq(2)(u) + p(2)(u)−Dq(2)(u)Ju+O(||u||3)
であるから,
d(2)(u) = Jq(2)(u) + p(2)(u)−Dq(2)(u)Ju







となる q(2)(u)を見つけることができれば, uTd(2)(u) = 0とできることがわかる.
ここで, uTd(2)(u) = 0を満たすような q(2)(u)を見つけることができたと仮定する. こ
のとき, auTd(3)(u)が任意の原点近傍の uに対して負値をとれば, Lは局所 Lyapunov関
数となる. 負値を取るようにできないならば, 先ほどと同様にuTd(3)(u) = 0を目指す.
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式 (4.6)を変形すると,
u̇ = v̇ −Dq(2)(u)u̇−Dq(3)(u)u̇+O(||u||4)
= Jv + Jq(2)(u) + Jq(3)(u) + p(2)(u+ q(2)(u)) + p(3)(u)
−Dq(2)(v̇ −Dq(2)(u)u̇)−Dq(3)J(u) +O(||u||4)
= Jv + Jq(2)(u) + Jq(3)(u) + p(2)(u) + p̃(3)(u) + p(3)(u)
−Dq(2)Ju−Dq(2)(Jq(2)(u) + p(2)(u)−Dq(2)Ju)−Dq(3)(u)Ju+O(||u||4)
= Ju+ d(2)(u) + Jq(3)(u) + p̃(3)(u) + p(3)(u)−Dq(2)(u)d(2)(u)−Dq(3)Ju+O(||u||4).
ここで, p̃(3)(u)は p(2)(u+ q(2)(u))の 3次項を表すものとする.
p̂(3)(u) = p(3)(u) + p̃(3)(u)
とおく. q(2)(u)が決まっていることから, p̂(3)(u)も計算できるので, p̂(3)(u)は実質的に与
えられた量であることに注意する. これより
d(3)(u) = Jq(3)(u) + p̂(3)(u)−Dq(3)Ju






となる q(3)(u)を見つけることができれば, 2auTd(3)(u) = 0とできることがわかる.
以下同様に計算する. すなわち,
1. mが偶数のとき
uTd(m)が 0となるように q(m)(u)を決定する. [6]によれば, 実は d(m)が 0となるよ
うに q(m)(u)を決定することができる.
2. mが奇数のとき
auTd(m)(u)が任意の原点近傍の uに対して, 負値を取るように q(m)(u)を選べるか
どうかを確認する. もし, そのような q(m)(u)が選べるならば, Lは Lypaunov関数と
なる. 選べないならば, uTd(m)(u) = 0となるように, q(m)(u)を決定する.
このとき, 例えば以下の問題が残っている.
1. d(m)(u)の計算に規則性があるか



























































+ · · ·+ p(m)(u)
とおくと, v̇から出るm次項は
Jq(m)(u) + p̃(m)(u)
と書ける. 仮定より, q(r)(u) (2 ≤ r ≤ m− 1)は決定していることから, p̃(u)は実質
的に与えられた量であることに注意する.
2. −Dq(r)(u)u̇ (2 ≤ r ≤ m− 1)から出るm次項について
−Dq(r)(u)がuの r − 1次項であることから, m次項は
−Dq(r)(u)d(m−(r−1))(u)














d(m)(u) = Jq(m)(u) + p̃(m)(u) + d̃
(m)
(u)−Dq(m)(u)Ju
と書ける. さらに, p̃(m)(u) + d̃
(m)
(u)は既知の量であることに着目し,




d(m)(u) = Jq(m)(u)−Dq(m)(u)Ju+ p̂(m)(u) (4.7)
と書ける.
4.5 uTd(m)(u)の条件について
V (m)を各成分が u1, u2のm次同次式である 2元縦ベクトル全体の空間とし, 写像N (m) :
V (m) → V (m)を
N (m)(q(m)(u)) := Jq(m)(u)−Dq(m)(u)Ju (4.8)



































































i (u), qi ∈ R
とおくと, 式 (4.7), 式 (4.8)とN (m)の線形性より,



















である. いま, uTN (m)(ϕ(m)i (u))は u1, u2に関するm+ 1次同次式であり, u1, u2に関する
m+ 1次同次式の全体はm+ 2次元のベクトル空間をなす.
もし, span{uTN (m)(ϕ(m)0 (u)), uTN (m)(ϕ
(m)

















定理 4.1 span{uTN (m)(ϕ(m)0 (u)), uTN (m)(ϕ
(m)




元は, mが偶数のときm+ 2, mが奇数のときm+ 1となる. 
定理の証明は先行研究 [6]を参照.
定理 4.1より, mが偶数のときには常に uTd(m)(u) = 0とできる q(m)(u)が存在するこ
とがわかる. mが奇数の場合には, 以下の二つの条件
• 原点の近傍で auTd(m)(u) < 0
• auTd(m)(u) = 0
のいずれか一方が成立するように q(m)(u)を決定することができる.















j ) + au
T p̂(m)(u)
である. 2変数のm+ 1次同次式全体が作るベクトル空間の次元がm+ 2であることと,
span{uTN (m)(ϕ(m)0 (u)),uTN (m)(ϕ
(m)





auT p̂(m)(u) /∈ span{uTN (m)(ϕ(m)0 (u)),uTN (m)(ϕ
(m)















は 2変数のm+1次同次式全体が作るベクトル空間の基底となる. よって, このとき, qjを
適当に選ぶことにより, auTd(m)(u) < 0とできる.
一方で,
auT p̂(m)(u) ∈ span{uTN (m)(ϕ(m)0 (u)),uTN (m)(ϕ
(m)

















• auT p̂(m)(u) /∈ span{uTN (m)(ϕ(m)0 (u)),uTN (m)(ϕ
(m)






• auT p̂(m)(u) ∈ span{uTN (m)(ϕ(m)0 (u)),uTN (m)(ϕ
(m)





(m)(u) = 0とできる. 
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5 本研究について
前節では, 先行研究 [5], [6]の内容について述べた. 本節では, [5], [6]で用いた理論を非
双曲型不動点を持つ 2次元の離散力学系に応用し, その不動点近傍における Lyapunov関
数 L(x)の構成について考察を行う.
5.1 問題設定
x = (x1, x2)
T ∈ R2に対し, 次の問題を考える. 
問題 5.1 　 0以上の整数mに対して, 離散力学系{
xm+1 = Ψ(xm), (5.1)
x0 ∈ R2
における写像Ψを
Ψ(x) = Jx+ p(2)(x) + p(3)(x) + · · ·+ p(s−1)(x) +O(||x||s) (3 ≤ s ∈ N) (5.2)
とし, 行列 J における少なくとも 1つの固有値は絶対値が 1とする.
また, p(k)(x) (2 ≤ k ≤ s− 1)は p(k)(x) ∈ R2であって, 各要素が x1, x2に関する k次
同次式であるものを表す.
 
いま, 原点は系 (5.1)の不動点となっているが, これは非双曲型であるので, [4]の方法で
は原点近傍での Lyapunov関数を構成することはできない. そこで, [5], [6]で用いた以下
の手順により, Lyapunov関数の構成を試みる.
1. 式 (5.5)に適当な (非線形)変数変換を行う.
2. 変換後の系で局所 Lyapunov関数Lを構成する.
3. 逆変換により元の変数に戻して得られる関数Lが, 元の系に対する局所 Lyapunov関
数になっていることを精度保証法を用いて確認する.
5.2 非線形変換と変換後のLyapunov関数





ここで, u = (u1, u2)T であり, q(k)(u)は各成分が u1, u2に関する k次同次式である 2元の
縦ベクトルとする. q(k)(u)の具体的な決め方は後述する.






に対応するとすれば, 式 (5.1), 式 (5.2)より,





と書ける. d(k)(u)は, 各成分が u1, u2に関する k次同次式からなる 2元縦ベクトルである.
さて, 式 (5.4)に対して, 原点近傍で以下の形の局所 Lyapunov関数を構成することを考
えよう.
L(u) := uTY u.


















であるから, ∆L(u)における 2次項, 3次項, 4次項, . . . , k次項, . . . の部分はそれぞれ
• 2次項の部分
(Ju)TY (Ju)− uTY u = uT (JTY J − Y )u
• 3次項の部分
(Ju)TY d(2)(u) + d(2)(u)TY (Ju) = 2uTJTY d(2)(u)
• 4次項の部分
(Ju)TY d(3)(u) + d(2)(u)TY d(2)(u) + d(3)(u)TY (Ju)






d(l)(u)TY d(k−l)(u) + d(k−1)(u)TY (Ju)





ここで, 関数L(u)が系 (5.4)の原点における局所Lyapunov関数であるための条件は, 原
点近傍の任意のuに対して,
∆L(u) < 0
である. したがって, ∆L(u)のうち n + 1次以上の項を無視した式が, 原点近傍で 0でな
い任意のuについて, 負値を取れば局所 Lyapunov関数となる.
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本研究では, [6]と同様に以下の操作を行い, L(u)が局所 Lyapunov関数となるように,
実対称行列 Y および q(2)(u), . . . , q(k)(u), . . . を選ぶ. 
方法 5.1 実対称行列 Y および q(2)(u), . . . , q(k)(u), . . . の選び方
1. 2次項の部分, すなわちuT (JTY J −Y )uが, 0になるように実対称行列 Y を選ぶ.
2. 2 ≤ k ≤ nに対して, 2a.または 2b.を行う.
2a. kが偶数ならば, uTJTY d(k)(u) = 0となるように q(k)(u)を選ぶ.
2b. kが奇数ならば, k+1次項の部分が0でない任意のuについて,負値を取るような
q(k)(u)が選べるかチェックする. そのようなq(k)(u)を選べるならば, L(u)は局所




2. 任意の 2 ≤ kに対して, 必要に応じてuTJTY d(k)(u) = 0とできるか
後節では, この 2点について考察していく.
5.3 d(k)(u)の計算について
まず, d(k)(u) (k = 2, 3, 4, . . . , n)を具体的に求めよう.
式 (5.2)より,

















































































































+ p(2)(u)− q(2)(Ju) +O(||u||3).
(5.9)
上記の式から,











































































































(5.11)∴ Φ(u) = J
(

















d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u)
を得る. ここで,
(5.12)p̂












である. また, 節 5.3.1で得られた結果を用いると, p̂(3)(u)は既知の量であることがわかる.
5.3.3 d(k)(u)の具体的な計算






















q(j)(u)) + · · ·





















































d(k)(u) = Jq(k)(u)− q(k)(Ju) + d̃(k)(u) + p̃(k)(u).
と書ける. さらに, d̃
(k)





d(k)(u) = Jq(k)(u)− q(k)(Ju) + p̂(k)(u)
と書ける.
5.4 行列 J のパターンについて




cos θ − sin θ
sin θ cos θ
]


































cos θ − sin θ
sin θ cos θ
]
(θ ∈ (0, 2π), θ ̸= π)
の場合において, 任意に与えられた p(2)(u),p(3)(u), . . . に対して Lyapunov関数が構成で
きるための十分条件を調べる.
具体的には以下の 3点について考察する.
1. ∆L(u)における実対称行列 Y が取りうる条件について
2. ∆L(u)における 3次項の部分が 0になるように q(2)(u)を選べるかについて
3. ∆L(u)における4次項の部分が任意の原点近傍のuに対して負値をとるようにq(3)(u)
を選べるかについて, 選ぶことができなければ 4次項の部分が 0になるように q(3)(u)
を選べるかについて
5.5.1 実対称行列 Y についての考察
まず, ∆L(u)における 2次項の部分が 0になるように実対称行列 Y を選ぶ.
∆L(u)における 2次項の部分は,
uT (JTY J − Y )u
であるから, JTY J − Y が歪対称（この場合はO行列）となるように Y を選べばよい.






とおいて, JTY J − Y を実際に計算すると,
JTY J − Y =
[
cos θ sin θ





cos θ − sin θ









(c− a) sin2 θ + 2b cos θ sin θ −2b sin2 θ + (c− a) cos θ sin θ
−2b sin2 θ + (c− a) cos θ sin θ −(c− a) sin2 θ − 2b cos θ sin θ
]
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となるから, θ ̸= 0, πより,
c = a, b = 0
とすれば, JTY J − Y を歪対称にすることができる.






とすれば, ∆L(u)における 2次項の部分が 0となる.
5.5.2 q(2)(u)についての考察
次に, ∆L(u)における 3次項の部分が 0, すなわち
2uTJTY d(2)(u) = 0 (5.15)
となるように q(2)(u)を選べるかについて考察する.
節 5.3.1より,
d(2)(u) = Jq(2)(u)− q(2)(Ju) + p(2)(u) (5.16)
である.
また, u := (u1, u2)T とおくと,
Ju =
[
u1 cos θ − u2 sin θ
u2 cos θ + u1 sin θ
]
となる.
さて, 節 4.4と同様に, V (2)を各成分が u1, u2の 2次同次式である 2元縦ベクトル全体の
空間とし, 写像N (2) : V (2) → V (2)を
N (2)(q(2)(u)) := Jq(2)(u)− q(2)(Ju) (5.17)




























































とおくと, 式 (5.17), 式 (5.16)より,



























































1 = (cos θ
2 − cos θ3 + sin θ2)u31 + 3 cos θ2 sin θu21u2 + (−3 cos θ sin θ2)u1u22 + sin θ3u32,
h
(2)
2 = (− cos θ2 sin θ)u31 + (cos θ2 − cos θ3 + 2 cos θ sin θ2 + sin θ2)u21u2
+(2 cos θ2 sin θ − sin θ3)u1u22 + (− cos θ sin θ2)u32,
h
(2)
3 = (− cos θ sin θ2)u31 + (sin θ3 − 2 cos θ2 sin θ)u21u2
+(cos θ2 − cos θ3 + 2 cos θ sin θ2 + sin θ2)u1u22 + (cos θ2 sin θ)u32,
h
(2)
4 = (− cos θ2 sin θ)u31 + (cos θ2 − cos θ3 + 2 cos θ sin θ2 + sin θ2)u21u2
+(2 cos θ2 sin θ − sin θ3)u1u22 + (− cos θ sin θ2)u32,
h
(2)
5 = (− cos θ sin θ2)u31 + (sin θ3 − 2 cos θ2 sin θ)u21u2
+(cos θ2 − cos θ3 + 2 cos θ sin θ2 + sin θ2)u1u22 + (cos θ2 sin θ)u32,
h
(2)
6 = (− sin θ3)u31 + (−3 cos θ sin θ2)u21u2 + (−3 cos θ2 sin θ)u1u22


























































−uTJTp(2)(u) = (−p(2)3 cos θ − p
(2)







3 sin θ − p
(2)
4 cos θ − p
(2)
2 cos θ + p
(2)
1 sin θ − p
(2)







2 sin θ − p
(2)























−p(2)3 cos θ − p
(2)





3 sin θ − p
(2)
4 cos θ − p
(2)
2 cos θ + p
(2)
1 sin θ − p6 sin θ − p5 sin θ
p
(2)
2 sin θ − p
(2)








cos θ2 − cos θ3 + sin θ2 3 cos θ2 sin θ 3 cos θ2 sin θ sin θ3
− cos θ2 sin θ cos θ2 − cos θ3 + 2 cos θ sin θ2 + sin θ2 2 cos θ2 sin θ − sin θ3 − cos θ sin θ2
− cos θ sin θ2 sin θ3 − 2 cos θ2 sin θ cos θ2 − cos θ3 + 2 cos θ sin θ2 + sin θ2 cos θ2 sin θ








のとき, rank(A(2)) = 4




のとき, rank(A(2)) = 2
となる.
A(2)の rankが 4ならば, A(2)は逆行列を持つことから, 方程式 (5.20)は解を持つ. すな
わち, 以下の結論が得られる. 






































∆L(u)の 3次項が 0になるように q(2)(u)を選ぶことができたと仮定する.
このとき, ∆L(u)における 4次項の部分
d(2)(u)TY d(2)(u) + 2uTJTY d(3)(u)
が, 0でない任意のuについて, 負値となるように q(2)(u)を選べるかについて考察する.
節 5.3.2より,
d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u) (5.21)
であるから,
d(2)(u)TY d(2)(u) + 2uTJTY d(3)(u)







さらに, d(2)(u)Td(2)(u)とuTJTY p̂(3)(u)は, 仮定から既知の量であることに注目して

























+ ar̂ < 0 (5.22)
を満たすように q(3)(u)を選べばよい.
さて, 節 4.4と同様に, V (3)を各成分が u1, u2の 3次同次式である 2元縦ベクトル全体の
空間とし, 写像N (3) : V (3) → V (3)を
N (3)(q(3)(u)) := Jq(3)(u)− q(3)(Ju) (5.23)











































































































































i + ar̂ (5.24)




































ai := (a1i, a2i, a3i, a4i, a5i)
T ,
































































































































































































1 a11 + q
(3)
2 a12 + q
(3)
3 a13 + q
(3)
4 a14 + q
(3)
5 a15 + q
(3)
6 a16 + q
(3)
7 a17 + q
(3)







1 a21 + q
(3)
2 a22 + q
(3)
3 a23 + q
(3)
4 a24 + q
(3)
5 a25 + q
(3)
6 a26 + q
(3)
7 a27 + q
(3)







1 a31 + q
(3)
2 a32 + q
(3)
3 a33 + q
(3)
4 a34 + q
(3)
5 a35 + q
(3)
6 a36 + q
(3)
7 a37 + q
(3)









1 a41 + q
(3)
2 a42 + q
(3)
3 a43 + q
(3)
4 a44 + q
(3)
5 a45 + q
(3)
6 a46 + q
(3)
7 a47 + q
(3)









1 a51 + q
(3)
2 a52 + q
(3)
3 a53 + q
(3)
4 a54 + q
(3)
5 a55 + q
(3)
6 a56 + q
(3)
7 a57 + q
(3)





































節 5.5の内容を踏まえて, 以下の問題を考える. 
問題 5.2 行列 A ∈ Rm×n, m < n, およびベクトル c ∈ Rmが与えられているとき,
a ∈ R, a ̸= 0, および q ∈ Rnに関する連立一次方程式
aAq + ap = c (5.27)
が解を持つためのベクトル p ∈ Rmの条件を求めよ. 
この問題は
• p = 0のとき, 解を持たないこと
が前提となっている. したがって
r = rankA
とすれば r < mである.
まず, 行列Aを特異値分解し
A = USV T
と置く. ここに
• U ∈ Rm×m: 直交行列
• S ∈ Rm×n: 対角行列


















の形を持つ. なお, σi, i = 1, · · · , rはAの正の特異値である.
さて, Imをm次の単位行列とする. また i = 1, · · · ,mに対し, ei ∈ Rmを第 i成分が 1で
それ以外の成分が 0であるような基本ベクトルとする. さらに零ベクトル 0 ∈ Rmを用い
て対角行列 Ir ∈ Rm×m, Im−r ∈ Rm×mを
Ir =
(





0 · · · 0 er+1 er+2 · · · em
)






となることがわかる. ここにO ∈ Rm×mは零行列である. このとき, 次の定理が成立する.
 
定理 5.1 問題 (5.27)の解 a ̸= 0, q ∈ Rmが存在するための p ∈ Rmに関する必要十分
条件は, 0でない実数 tについて
Wp = tWc (5.28)
が成立することである. 
証明 5.1 まず必要性を示す. 行列W を (5.27)の左からかけると, WA = Oより
aWp = Wc










































= c− ap− 1
t
UW (t c− p).
従って (5.28)より (5.27)を得る.
この定理からは, Aの一般化逆行列
A† = V S†UT
を用いて, (5.28)のもとで
q = A†(t c− p)
となることもわかる.
次に, 問題の前提




系 5.1 rankA = m− 1 の場合に, w = UTemと置く. このとき問題 (5.27)の解 a ̸= 0,
q ∈ Rmが存在するための p ∈ Rmに関する必要十分条件は
wTp ̸= 0 (5.29)
が成立することである. 
証明 5.2 r = m− 1の場合には, 定理 5.1の条件 (5.28)は, ある 0でない実数 tが存在して
wTp = twTc (5.30)
となることである. 従って, p = 0のときの方程式
aAq = c
が解を持たないための必要十分条件は, 任意の 0でない実数 t′に対して
t′ wTc ̸= 0














また, 行列A の各列ベクトルを ai, i = 1, 2, · · · , nとすれば, (5.29)は
p ̸∈ span {a1, · · · ,an} (5.31)
と同値であることに注意する. これはwTA = 0T より直ちに得られる.
5.7 定理 5.1の適用
さて, 節 5.6で導出した定理 5.1を適用することにより, (5.26)が 0でない任意のuにつ
いて負値を取るように, q̃(3) ∈ R8を選ぼう.



















としたとき, 0でない任意のuに対して, ∆L(u) < 0となる係数である. 例えば,
c = (−1, 0, 0, 0,−1)
等がこれにあたる.
このとき, 定理 5.1を適用すると以下のことがわかる. 
( I ) ある c ∈ C∗に対して
Wr = tWc
となる t ̸= 0が存在するとき, Lyapunov関数が構成できる.
(II) ( I )が成立しないとき,
Wr = 0
が成立していれば, ∆L(u)における 4次項の部分を 0とすることができる.
(III) ( I ) (II)がともに成立していないとき, 本手法の適用の範囲外となる. 
ここで, MATLABの数式処理を用いて, A(3)の rankを計算すると,




のとき, rank(A(3)) = 4




のとき, rank(A(3)) = 2





のとき, 条件 (5.31)を用いることができ, 条件 (5.31)が成立する場合は, 0で
ない任意のuに対して (5.26)が負値をとるように q̃(3)を選ぶことができる.
一方で, 条件 (5.31)が成立しない場合は,
r ∈ span {a1, · · · ,an}
となり, これが上の (II)に相当する. これより, ∆L(u)における 4次項を 0とすること
ができる. このとき, 次のステップに進み, 5次項が 0になるように q(4)(u)を選び, 6




た. 本節では, 前節で構築した理論を用いることにより, 実際に非双曲型不動点における
局所 Lyapunov関数の構成を試みる.
6.1 問題設定 
問題 6.1 0 ≤ m ∈ Z, x = (x1, x2) ∈ R2に対して, 次の問題を考える.{
xm+1 = xm, x0 ∈ R2, (6.1)




cos θ − sin θ
sin θ cos θ
]
とし, p(k)(x) (2 ≤ k ≤ r− 1)は p(k)(x) ∈ R2であって, 各要素が x1, x2に関するm次
同次式であるものを表す.






















上記の問題に対して, 系 (6.1)の非双曲型不動点 (0, 0)T における局所 Lyapunov関数の
構成とその領域DLを精度保証法を用いて算定する.
6.2 おおまかな流れ
前節で考察した理論をもとに, 原点における局所 Lyapunovの構成を行う. 具体的には,
次の手順で構成する.
(1) 次のような変数変換を行う.
x = u+ q(2)(u) + q(3)(u).
(2) 変換後の系で Lyapunov関数Lを構成する.





6.3.1 実対称行列 Y の決定
∆L(u) := L(Φ(u))− L(u)における 2次項の部分が 0, すなわち









とすれば, ∆L(u)における 2次項の部分を 0にすることができる.
6.3.2 q(2)(u)の決定
∆L(u)における 3次項の部分が 0, すなわち
2uTJTY d(2)(u) = 0
を満たすように, q(2)(u)を選ぶ.
ここで, 節 5.4.1の考察から, d(2)(u)は
d(2)(u) = Jq(2)(u)− q(2)(Ju) + p(2)(u)
と表される.


































































































































































































































































































































































































































































































































d(2)(u)TJTY d(2)(u) + 2uTJTY d(3)(u) < 0
を満たすように, q(3)(u)を選べるかについて考える.
さて, 節 5.4.1の考察から, d(3)(u)は
d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u) (6.5)
表され, 式 (6.5)より





+ 2auTJT p̂(3)(x) + ad(2)(u)TJTd(2)(u)
と変形できる. ここで,
































































































































































































































































































































































































































































































































































































































































































j + ar̂ (6.8)
と変形としても問題ない.









































ai := (a1i, a2i.a3i, a4i, a5i)
T ,















2 3 0 −1
−3 0 3 0




















































































































であるから, 条件 (5.31)を用いることができる. さらに, a1,a2,a3,a4
がそれぞれ一次独立なベクトルならば, 条件 (5.31)は,
rank(a1,a2,a3,a4, r) = 5 (6.9)
であることと同値である. よって, 条件 (6.9)が成立してるかどうかを確認すればよい.
rank(a1,a2,a3,a4, r)の値について, MATLABの数式処理を用いて計算したところ, 任
意の (q̃2, q̃3)に対して, 条件 (6.9)が成立していることが確認できた.


































































































となり, これは 0でない任意の uに対して負値をとる関数である. また, これは任意の












































とすれば, 0でない任意のuに対して, ∆L(u)における 4次項の部分を負とすることがで
きる.
6.3.4 L(x)の構成
節 6.3.1, 6.3.2, 6.3.3の操作により, 変数変換後の系において局所 Lyapunov関数
L(u) = uTY u (6.10)
が構成できた.
さて, この関数に次の逆変換を用いることにより, xの関数に変換しよう.
u = x− q(2)(x− q(2)(x))− q(3)(x) +O(||x||4). (6.11)
式 (6.10)に式 (6.11)を代入して計算すると,(





























































































































































を元の系 (6.1)における局所 Lyapunov関数 L(x)の候補とする.
6.3.5 構成した L(x)の Lyapunov領域DL の算定
最後に, 元に戻したL(x)が, 元の系に対する Lyapunov関数になっていることを精度保
証法を用いて検証する.
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Lyapunov関数の定義域の検証方法は, 先行研究 [5]によって考案されており, 本論文では
この方法を用いる. 具体的には, 以下の定理 (先行研究 [5] p33, "定理 2の系")を利用する. 
定理 6.1 [5]







ここで, 0 ≤ α = (α1, . . . , αn) ∈ Rn, |α|=
∑n
k=1 αkかつ, x = (x1, . . . , xn)
T に対して
xα = x1
α1 . . . xn
αnである.
このとき,















D̃L := {x | x1 ≤ x1 ≤ x1, x2 ≤ x2 ≤ x2 (x1 < 0 < x1, x2 < 0 < x2)}
を適当に選ぶ.
2. ∆L(x)における xについての 5次以上の項に対して, 2k次への同次化の操作と
して変数 x1, x2を区間
[Dx1 ] := [x1, x1], [Dx2 ] := [x2, x2]
に置き換えた関数DLI(x) ∋ ∆L(x)を作る.
例えば,




















DLI(x) = −x41 − x42 + 2[Dx1 ]2[Dx2 ]x41 + [Dx1 ]x42 + [Dx1 ][Dx2 ]x21x22
を作る. なお, DLI(x)の構成は一意でないことに注意する.
3. ∀y ∈ {y | ||y||w= 1}に対して, DLI(y) < 0を満たしているかをチェックする.
DLI(y)は区間値なので, これは区間の最大値が負であることを意味する.
満たしていれば, DL = D̃Lとして, 操作を終了する. 満たしていなければ, 手順
1.に戻る. 
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方法 6.1に従って, L(x)が Lyapunov関数となる領域DLを算定する.
DL := [d1]× [d2]とおき, 求めた∆L(x)におけるxについての 5次以上の項に対して, 4

















































































































































































































































































































































































































































































































D̃L := [−0.38, 0.38]2.
45
このとき,
DLI(x) = [−1.4490,−0.3471]x14 + [−1.1067, 1.1075]x12x22 + [−1.8442,−0.9046]x24
と算定される.
次に, ∀y ∈ {y | ||y||w= 1}に対して, DLI(y) < 0を満たしているかについて確認する.
この検証方法は次の通りである. 
方法 6.2 　矩形 D̃を以下のように定める.
D̃ := {x | −0.38 ≤ x1 ≤ 0.38, −0.38 ≤ x2 ≤ 0.38}.
さらに, 矩形 D̃の外周をN 等分した区間を [li] (i = 1, 2, . . . , N)とおく.





矩形 D̃の外周を 512等分した区間を [li] (i = 1, 2, . . . , 512)とおく. このとき, 任意の iに
対して,
DLI([li]) < 0















































































DL = {x | −0.38 ≤ x1 ≤ 0.38, −0.38 ≤ x2 ≤ 0.38}. (6.13)
の範囲で系 (6.1)における Lyapunov関数となることがわかった.
さらに, 構成した局所Lyapunov関数は非負値であることから, 原点は吸引的性質を持つ
不動点であることがわかる. 近似計算で L(x)の Lyapunov等高線を定義域DLの範囲で
描いた. 原点に向かうにつれて Lyapunov関数値が減少していることが見て取れる.
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図 1: L(x)の Lyapunov等高線
7 まとめと今後の展望
本論文では, 先行研究 [5], [6]による手法を参考にして, 2次元離散力学系の非双曲型不動
点近傍での Lyapunov関数を精度保証法によって構成することを試みた. このとき, J1の
一部の場合では, [5], [6]による手法が適用可能であることがわかった. しかしながら, 現時
点では J1の場合における精度保証法による局所 Lyapunov関数の体系的な構成には至っ
ていない. その理由として, span{h1 . . . h8}の次元が θによって変化することから, 場合分
けが必要なことが挙げられる.
本論文では, ∆Lの 4次項までの考察しか述べなかったが, より高次の項に対しても回転
角 θに対する場合分けが必要だと予想される. したがって, ∆Lにおける 5次以上の項に












1. 実対称行列 Y の決定
まず, ∆Lにおける 2次項の部分が 0になるように Y を決める.






とおいて, JTY J − Y を実際に計算すると, JTY J − Y の固有値 λを求めると,
λ = ±2b








次に, ∆Lにおける 3次項の部分が 0となるように q(2)(u)を選べるかについて考察
する.
J1の場合と同様に,
Jq(2)(u)− q(2)(Ju) = −p(2)(u)
を満たすような q(2)(u)を選ぼう.































































































1 ) := 0, L2(ϕ
(2)




3 ) := 0,
L2(ϕ
(2)




5 ) := 0, L2(ϕ
(2)






















































0 0 0 0 0 0
0 2 0 0 0 0
0 0 0 0 0 0
0 0 0 −2 0 0
0 0 0 0 0 0












































係数行列が正則ではないので, d(2)(u) = 0となるように必ず q(2)(u)を選ぶことはで
きない.









d(2)(u)TY d(2)(u) + 2uTJTY d(3)(u)
が 0でない任意のuに対して負値または 0となるように q(2)(u)を選べるかについて
考察する.
d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u), d(2)(u) = 0
であるから,




















































































































































































































1. 実対称行列 Y の決定
まず, ∆Lにおける 2次項の部分が 0になるように Y を決める.










c2(µ+ 1)2 + 4b2
2








次に, ∆Lにおける 3次項の部分が 0となるように q(2)(u)を選べるかについて考察
する.
J1の場合と同様に,
Jq(2)(u)− q(2)(Ju) = −p(2)(u)
を満たすような q(2)(u)を選ぼう.



































































1 ) := 0, L2(ϕ
(2)













5 ) := 0, L2(ϕ
(2)












1 · 0+ q
(2)













5 · 0+ q
(2)
























3 , (µ− 1)q
(2)




0 0 0 0 0 0
0 (1− µ) 0 0 0 0
0 0 (1− µ2) 0 0 0
0 0 0 (µ− 1) 0 0
0 0 0 0 0 0












































係数行列が正則ではないので, d(2)(u) = 0となるように必ず q(2)(u)を選ぶことはで
きない.













d(2)(u)TY d(2)(u) + 2uTJTY d(3)(u)
が 0でない任意のuに対して負値または 0となるように q(2)(u)を選べるかについて
考察する.
d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u), d(2)(u) = 0
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であるから,





















































































































































































































1. 実対称行列 Y の決定
まず, ∆Lにおける 2次項の部分が 0になるように Y を決める.










(a+ 2b)2 + 4a2
2








次に, ∆Lにおける 3次項の部分が 0となるように q(2)(u)を選べるかについて考察
する.
J1の場合と同様に,
Jq(2)(u)− q(2)(Ju) = −p(2)(u)
を満たすような q(2)(u)を選ぼう.
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3 ) := 0,
L2(ϕ
(2)






































































































































0 0 0 1 0 0
−2 0 0 0 1 0
−1 −1 0 0 0 1
0 0 0 0 0 0
0 0 0 −2 0 0




































































































































d(2)(u)TY d(2)(u) + 2uTJTY d(3)(u)
が 0でない任意のuに対して負値または 0となるように q(2)(u)を選べるかについて
考察する.
d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u), d(2)(u) = 0
であるから,




















































































5 := −3cu21u22 − 3cu1u32 − cu42,
h
(4)



























































































































1. 実対称行列 Y の決定
まず, ∆Lにおける 2次項の部分が 0になるように Y を決める.







とおいて, JTY J − Y の固有値 λを求めると,
λ = 0










次に, ∆Lにおける 3次項の部分が 0となるように q(2)(u)を選べるかについて考察
する.
J1の場合と同様に,
Jq(2)(u)− q(2)(Ju) = −p(2)(u)
を満たすような q(2)(u)を選ぼう.


































































1 ) := 0, L2(ϕ
(2)
2 ) := 0, L2(ϕ
(2)
3 ) := 0, L2(ϕ
(2)
4 ) := 0, L2(ϕ
(2)
5 ) := 0, L2(ϕ
(2)








j (u)) = q
(2)
1 · 0+ q
(2)
2 · 0+ q
(2)
3 · 0+ q
(2)
4 · 0+ q
(2)






















6 ) = (0, 0, 0, 0, 0, 0, 0). (A.5)
したがって, d(2)(u) = 0となるように必ず q(2)(u)を選ぶことはできない.




d(2)(u)TY d(2)(u) + 2uTJTY d(3)(u)
が 0でない任意のuに対して負値または 0となるように q(2)(u)を選べるかについて
考察する.
d(3)(u) = Jq(3)(u)− q(3)(Ju) + p̂(3)(u), d(2)(u) = 0
であるから,













































































































8 } = span{∅}.
一方で,
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