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Capítol 0:
Introducció
0.1 Abstract:
The purpose of this work is to give an approach to Fuzzy Logic in the narrow (symbolic) sense.
In the preliminary chapter we give an overview on the most basic concepts one needs to know
before going any further in this work. We present the notion of Propositional Language and Propo-
sitional Logic presenting what Classical Logic is in both semantic and syntactic ways. Moreover,
we close this brief introduction mentioning the Completeness Therorems which relate both semantic
and syntactic parts of a logic.
In the very first chapter on the concerning topic, we go through the historical background that
motivated the birth of Fuzzy Set Theory, and hence of Fuzzy Logic. We talk about Multivalued Logic
and Probabilistic Logic as two of the sources that further motivated fuzzy logic. The last section of
the chapter is fully dedicated to fuzzy sets (how Zadeh defined them). We show how fuzzy logic was
created based on fuzzy fets.
In the following sections, the reader will see more deeply what the fuzzy logic is in narrow sense.
This logic is based upon fuzzy sets and, since these sets are characterized by a membership function
which values are given in the interval [0, 1], its truth values are given in that interval, rather than
in {0, 1} as is the case of classical logic.
We shall also give the definition of a t-norm (resp. t-conorm) as a generalitzation of the clas-
sical conjunction (resp. disjunction) and we show how they generate different kinds of fuzzy logics,
the so-called t-norm based fuzzy logics: Luckasiewicz, Gödel, Product, Basic, and finally, Monoidal
t-norms logics.
Regarding these logics, there is an explanation of the semantic and the syntactic models defined
for them. In the case of Lukasiewicz and Gödel’ s, they are an extension of the finite models
presented by the aforementioned authors. Both of them can be seen as logics generated by the
Lukasiewicz t-norm and minimum t-norm, respectively. After the Mostert-Sheilds Theorem we
know there is another important t-norm which is the product, defined simply by multiplying its both
parameters, this t-norm generates the Product Logic. On the other hand, BL (Basic Fuzzy Logic)
models were defined to gather everything that all t-norm based logics have in common until that
date, being the most general of them all. Finally, we will give the models for the MTL (Monoidal
T-norm Logic), which appeared a bit later, generelizing,even more, the concept of a t-norm based
logic. This is because we only need a left-continuous t-norm to define it, while in the case of BL a
totally continuous t-norm was needed.
Nevertheless, the core of this work is in chapter three where we show the proofs for the Complete-
ness Thereoms of the above introduced logics. There exist three kinds of Completeness Theorems
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which relates the syntactic and semantic models:
For each T ∪ ϕ ⊆ Prop(X), .
• ⊢ ϕ⇐⇒|= ϕ
• {ϕ1, ..., ϕn} ⊢ ϕ⇐⇒ {ϕ1, ..., ϕn} |= ϕ, where {ϕ1, ..., ϕn} is a finite set of formulae
• T ⊢ ϕ⇐⇒ T |= ϕ, where T may be an infinite set of formulae
The first one is the so-called Weak Completeness Theorem, the second one Strong Finitary
Completeness Theorem and the third one Strong Completeness Theorem.
In order to give the proof for those theorems we need to associate a class of algebras to each
logic, hence each of them will also be defined in this chapter.
After that, there is an introduction to Predicate Logic as a natural extension of propositional
logic, and how it can be adjusted to the frame of fuzzy logic.
Finally, in the fifth chapter, we are going to introduce some applications in the field of engi-
neering, optics, medicine and artificial intelligence. I would like to note that while they are not the
only possible applications, they are quite illustrative for being related to most people’s lives, or for
being the ones that most accepted fuzzy logic as a tool.
Key words: fuzzy, logic, completeness, MTL, BL, Lukasiewicz, Gödel, t-norm, residuated lattice.
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0.2 Preliminars
La Lògica és la ciència que estudia el raonament des d’ un punt de vista formal. La Lògica
Matemàtica és l’ àrea de les matemàtiques que estudia el raonament mitjançant la creació de mo-
dels matemàtics.
En el nostre context definirem raonament (o deducció) com un procés mitjançant el qual,
partint d’ un conjunt d’ enunciats (que anomenarem premises), deduirem un altre enunciat (que
anomenarem conclusió).
Un exemple de raonament podria ser:
-Premises: “Si una funció definida en un obert és diferenciable i compleix les equacions de
Cauchy-Riemann llavors la funció és holomorfa”, “la funció exponencial és diferenciable i compleix
les equacions de Cauchy-Riemann”.
per tant,
-Conclusió: “La funció exponencial és holomorfa”.
Veiem ara un altre exemple:
-Premises: “Si G és un grup i no compleix la propietat commutativa llavors G és un grup
abelià”, “(Mn×n(R), ·) és un grup i no compleix la propietat commutativa”.
per tant,
-Conclusió: “(Mn×n, ·) és un grup abelià”.
Per estrany que pugui semblar aquests dos enunciats són idèntics estructuralment, des del punt
de vista de la lògica. Els dos tenen la següent estructura lògica:
Per a tot x Si P (x) i no P ′(x) llavors C(x)
P (a) i no P ′(a)
C(a)
Aquest exemple il·lustra el fet que la Lògica no s’ ocupa del significat dels enunciats, només de
l’ estructura.
Per poder donar una modelització matemàtica dels raonaments necessitem definir un llenguatge
formal.
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Existeixen molts tipus de llenguatges formals. En aquest treball ens centrarem en el Llenguatge
Proposiconal.
Definició: anomenem Llenguatge Proposicional al parell format per un conjunt no buit (con-
junt de variables proposicionals) i connectives lògiques (les més habituals són: ∧,∨,¬,→,↔, que
corresponen a les expressions de llenguatge natural i, o, no , llavors i si, i només si).
Amb un llenguatge proposicional podrem formar fórmules proposicionals.
Definició: una fórmula proposicional o proposició (denotat per Prop(X) o Fm(X), quan el
conjunt X sigui evident també ho notarem senzillament Fm) es defineix recursivament:
• Si x ∈ X, llavors x ∈ Prop(X).
• Si ϕ ∈ Prop(X), llavors ¬ϕ ∈ Prop(X).
• Si ϕ, ψ ∈ Prop(X), llavors:
– ϕ ∧ ψ ∈ Prop(X)
– ϕ ∨ ψ ∈ Prop(X)
– ϕ→ ψ ∈ Prop(X)
– ϕ↔ ψ ∈ Prop(X)
Anomenarem teoria a un subconjunt de fórmules T ⊆ Prop(X).
Definició: sigui T ⊆ Fm una teoria i ϕ ∈ Fm una fórmula, anomenarem raonament a la
parella < T, ϕ >, que denotarem per T ∴ ϕ.
Semàntica:
En el model que agafarem un raonament és correcte quan sempre que les premises són certes
llavors la conclusió també.
Amb la definició anterior, per poder dir si un raonament és correcte li haurem d’ assignar valors
de veritat i per això necessitem definir el concepte de valoració.
El procés d’ assignar valors als enunciats del llenguatge natural s’ anomena semàntica.
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Definició: una valoració és una funció així definida v : Prop(x) −→ {0, 1} de tal manera que
preservi les taules de veritat:
∧ 0 1
0 0 0
1 0 1
∨ 0 1
0 0 1
1 1 1
→ 0 1
0 1 1
1 0 1
↔ 0 1
0 1 0
1 0 1
¬
0 1
1 0
On 0 representa fals i 1 representa cert.
Això és que ∀ϕ, ψ ∈ Fm fórmules:
• v(¬ϕ) = ¬v(ϕ)
• v(ϕ ∧ ψ) = v(ϕ) ∧ v(ψ)
• v(ϕ ∨ ψ) = v(ϕ) ∨ v(ψ)
• v(ϕ→ ψ) = v(ϕ)→ v(ψ)
• v(ϕ↔ ψ) = v(ϕ)↔ v(ψ)
A partir de la definició de valoració podem definir els següents conceptes bàsics.
Definició: anomenem tautologia a una fórmula ϕ ∈ Fm tal que per a tota valoració, v(ϕ) = 1.
Simètricament anomenarem contradicció a tota fórmula ϕ ∈ Fm tal que v(ϕ) = 0, per a tota
valoració.
Ara estem en condicions de definir un concepte molt important en la modelització matemàtica
dels raonaments: conseqüència lògica.
Definició: direm que una fórmula ϕ ∈ Fm és conseqüència lògica de una teoria T ⊆ Fm quan
per a tota valoració si v[T ] ⊆ {1} =⇒ v(ϕ) = 1. I es denotarà T |= ϕ.
Observem que si ϕ ∈ Fm és una fórmula, llavors ϕ és una tautologia si, i només si |= ϕ. Això
vol dir que la fórmula ϕ serà certa sempre, siguin quines siguin les premises.
Sintaxi:
Per veure que un raonament és correcte, en matemàtiques estem acostumats a fer demostra-
cions.
En aquest context comptem amb les anomenades Màquines Deductives (o Càlculs) per fer les
demostracions. De màquines deductives hi ha moltes però nosaltres farem ús de l’ anomenat Càlcul
Hilbert.
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En general, una demostració és una seqüència d’ enunciats que es dedueixen a partir d’ unes
regles establertes.
Com hem dit, nosaltres farem les demostracions a partir d’ un càlcul Hilbert que és un conjunt
de regles de la forma:
ϕ1, ..., ϕn
ϕ
on ϕ1, ..., ϕn, ϕ són fórmules.
Anem a crear el model sintàctic.
Definició: Donat un càlcul (és a dir, un conjunt de regles), una demostració de ϕ a partir
de T és una successió finita (ϕ1, ϕ2, ..., ϕn) ∈ Fmn tal que, ϕn = ϕ i ∀i, ϕi ∈ T o s’ obté de les
anteriors mitjançant regles de deducció.
Definició: Sigui ϕ ∈ Fm fórmula i T ⊆ Fm teoria. Direm que ϕ es dedueix de T si existeix
una demostració de ϕ a partir de T . Ho escriurem T ⊢ ϕ.
Definició: Sigui ϕ ∈ Fm fórmula, direm que ϕ és un teorema si ⊢ ϕ.
Ara ja estem en disposició d’ enunciar els axiomes del Càlcul Hilbert:
Definició: El Càlcul Hilbert per la lògica proposicional clàssica està format per la següent
col·lecció d’ axiomes (fórmules que són certes per definició):
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : ϕ→ (ψ → ϕ)
• Axioma 2 : (ϕ→ (ψ → χ))→ ((ϕ→ ψ)→ (ϕ→ χ))
• Axioma 3 : ¬ϕ→ (ϕ→ ψ)
• Axioma 4 : (¬ϕ→ ϕ)→ ϕ
i la regla de deducció de Modus Ponens : ϕ, ϕ→ ψ ⊢ ψ.
Entenem els axiomes com un tipus especial de regles de la forma:
ϕ
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Una part fonamental de la lògica és veure quina relació hi ha entre els models sintàctics i
semàntics intentant demostrar els Teoremes de Completesa.
Tenim tres tipus de Teoremes de Completesa:
Per a tota T ∪ ϕ ⊆ Prop(X).
• ⊢ ϕ⇐⇒|= ϕ
• {ϕ1, ..., ϕn} ⊢ ϕ⇐⇒ {ϕ1, ..., ϕn} |= ϕ, on {ϕ1, ..., ϕn} és un conjunt finit de fórmules.
• T ⊢ ϕ⇐⇒ T |= ϕ, on T pot ser un conjunt infinit de fórmules.
Als del primer tipus se’ ls anomena Teoremes de Completesa feble, als del segon tipus Teoremes
de Completesa finitària forta i als del tercer tipus Teoremes de Completesa forta.
En el cas de la lògica clàssica que acabem de presentar, tenim el Teorema de Completesa Forta.
En el tercer capítol del treball donarem més detalls al respecte d’ aquests tipus Teoremes per
la lògica fuzzy.
Tant els models sintàctics com els semàntics satisfan que ⊢ i |= són relacions de conseqüència
estructural definides en P(Prop(X))× Prop(X). Això és:
Siguin T i T’ teories i ϕ i ψ fórmules.
• Axioma: ϕ |= ϕ
• Monotonia: T |= ϕ =⇒ T ∪ {ψ} |= ϕ
• Tall : T |= ϕ i T ′ ∪ {ϕ} |= ψ =⇒ T ∪ T ′ |= ψ
• Estructuralitat : T |= ϕ =⇒ σ˜[T ] |= σ˜(ϕ), on σ és una substitució, és a dir:
σ : X −→ Fm, extén de manera única σ˜ : Fm −→ Fm, amb Fm ⊆ Prop(X)
En el cas del càlculs Hilbert, a més satisfan la propietat de finitarietat:
• Finitarietat : T ⊢ ϕ =⇒ ∃T0 finit tal que T0 ⊢ ϕ.
Generalitzant aquest concepte:
Definició: anomenem Lògica a una parella < Prop(X),> tal que  té la propietat de con-
seqüència estructural (no necessàriament finitària). I l’ anomenem Lògica Finitària si a més té la
propietat de finitarietat.
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Capítol 1:
Antecedents històrics de la Lògica Fuzzy
En aquest capítol es pretén donar una visió global dels antecendents històrics que van motivar
l’ aparició de la matemàtica fuzzy i, en conseqüència, la lògica fuzzy. Començarem per fer una
introducció, molt general, de les lògiques multivalorades (arrelades en Lukasiewicz), donant breus
pinzellades de per què van sorgir i explicant amb una mica més de detall com es conformen in-
trínsecament (connectives, valors de veritat, ...). Tot seguit farem quelcom similar amb la lògica
probabilística (proposada per Hans Reichenbach), i finalment, parlarem de la creació dels conjunts
fuzzy (Lotfi Asker Zadeh) que són l’ antecessor directe del que tractarem durant tot el treball.
1.1 Lògiques Multivalorades
Amb l’ objectiu de generalitzar la lògica proposicional clàssica, Jan Lukasiewicz (1878-1956),
va proposar, a l’ any 1918, un model matemàtic per una lògica amb 3 valors de veritat, atès al fet
que hi ha coses que no podem decidir com a verdaderes (v) o falses (f ), sinó que, per algun motiu,
són indeterminades (i). Fent això va trencar, per primer cop en la història de la lògica, amb el
principi de bivalència en què es basava la Lògica Crisipeana (anomenada així per Crisipo de Soli,
precursor de la mateixa) proposant el següent esquema:
Valors de veritat: {v, f, i}
Connectives: {→, ¬}
Amb les següents taules de veritat:
→ v f i
v v f i
f v v v
i v i v
¬
v f
f v
i i
D’ on es deriven les següents connectives:
∧ v f i
v v f i
f f f f
i i i i
∨ v f i
v v v v
f v f i
i v i i
Podem observar que, si assignem valors seguint una jerarquia natural (i.e. v := 1, i := 1
2
,
f := 0), obtenim que x ∧ y = min(x, y) i x ∨ y = max(x, y), per a tot x i y variables.
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Es defineixen els conceptes de L3−valoració com una funció v : Prop(x) −→ {0, 12 , 1} de tal ma-
nera que preservi les anteriors taules de veritat, i de L3−conseqüència lògica de manera que una fór-
mula ϕ és conseqüència lògica d’ una teoria T quan per a tota valoració si v[T ] ⊆ {1} =⇒ v(ϕ) = 1.
I es denotarà T |=L3 ϕ.
Des d’ un punt de vista sintàctic, Lukasiewicz també proposà uns càlculs per la seva Lògica de
tres valors, amb els següents axiomes:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : (ϕ→ (ψ → ϕ))
• Axioma 2 : (ϕ→ ψ)→ ((ψ → χ)→ ϕ→ χ)))
• Axioma 3 : ((¬ϕ→ ¬ψ)→ (ψ → ϕ))
• Axioma 4 : ((ϕ→ ¬ϕ)→ ϕ)→ ϕ)
I la regla de deducció de Modus Ponens.
Lukasiewicz va ser el primer, però no l’ únic, en proposar lògiques trivalorades. Més endavant,
Andrey Anatolievich Bochvar (1939) i Stephen Kleene (1938)1 també van proposar la seva aprox-
imació a la lògica dels tres valors, donant diferents punts de vista sobre la significació del valor i.
Lukasiewicz va anar un pas més enllà en la seva generalització i va extendre la seva lògica
trivalorada original a una n-valorada (|=Ln , prenent ara el nom de lògica multivalorada) i, fins i
tot, infinit-valorada (|=∞).
Des d’ un punt de vista sintàctic, Lukasiewicz també proposà uns càlculs per les seves lògiques
multivalorades (⊢Ln , ⊢L∞) que explicitarem en la secció 2.4.1 del treball
1.2 Lògica Probabilística
Proposada pel físic i lògic hamburguès Hans Reichenbach (1949). Ens dóna una lògica basada
en un rang de valors continus, i ens introdueix les proposicions de probabilitat. Fixem-nos en el
següent exemple il·lustratiu: tenim la proposició “puc encertar a la diana”. Sigui r el radi entre el
lloc on ha anat a parar el tir i el centre de la diana, interpretat com el grau de certesa (per tant,
1−r és el grau d’ incertesa), implicarà que el valor de veritat serà 1
1+r
. Evidentment, això només
és útil un cop ja hem efectuat el tir.
Això però, no ha estat sempre així. Rudolf Carnap (1949), filòsof alemany remarcà la diferència
entre els valors de veritat i els valors de probabilitat, doncs deia que no és el mateix cert que sabut
com a cert (o, el que és equivalent, verificat).
1Per més detalls consultar: D.M. Gabbay, F. Guenthner, Handbook of Philosophical Logic, Vol. 2, Many Valued
Logic, 2nd Edition, Kluwer Academic Publishers, 2001
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Anys més tard, el 8 de desembre del 1983 per Nils J. Nilsson com a conseqüència d’ una xer-
rada en honor de Marvin Deincoff, amb motiu de la seva jubilació de l’ Oficina de Recerca Naval
va escriure un article (Probabilistic Logic) que establí les bases, que més tard es van birfurcar en
diverses branques, de la Lògica Probabilística.
En el seu article, Nilsson, proposava una generalització semàntica de la ògica clàssica de primer
ordre entent els valors de veritat d’ un predicat com la probabilitat de què fos cert.
Imaginem una frase F que pot ser certa o falsa. D’ aquesta manera podem imaginar dos con-
junts de móns possibles (que anomenarem M1 i M2) on un d’ ells serà el conjunt de tots els móns
on la frase és certa i l’ altre, al contrari, el conjunt de móns on la frase és falsa. El problema radica
en què no podem saber si, en el món on ara ens trobem, està en M1 o M2. D’ aquesta manera es
pot modelitzar la probabilitat de què el nostre món pertanyi a M1 com a p1, i p2 la probabilitat
de que pertanyi al conjunt M2, sent p2 := 1 − p1. Per extensió, podem dir que la probabilitat de
què F sigui certa és p1.
D’ una manera més general, i com és natural, si tenim N frases tindrem 2N conjunts de móns
possibles com a màxim. No podem assegurar que siguin 2N exactament, doncs poden existir com-
binacions de cert/fals inconsistents des d’ el punt de vista lògic. Per exemple, no es pot donar un
món on la frase F1 sigui certa, F2 sigui falsa, i F1 ∧ F2 sigui cert. Direm doncs que els conjunts de
móns on passi això contenen móns impossibles.
Nilsson il·lustra tot això amb un exemple:
“... Considerem les frases:
{P, P ⊃ Q,Q}2
Els conjunts de valors de veritat consistents per aquestes tres frases venen donats per les
columnes de la següent taula:
P cert cert fals fals
P ⊃ Q cert fals cert cert
Q cert fals cert fals
En aquest cas, tenim quatre conjunts de móns possibles, cadascun corresponent a un d’ aquests
quatre conjunts de valors de veritat. ...”
El mètode que proposa per determinar els conjunts de valors de veritat consistents és el següent:
Sigui un conjunt de frases F , representarem aquest conjunt amb un arbre binari tal que cada
node es bifurca en la branca de l’ esquerra per assignar el valor de cert, i a la dreta el valor
fals. Just a sota de l’ arrel comencem assignant els valors d’ una de les frases, i continuem amb
la resta de frases successivament. D’ aquesta manera cada una de les branques correspon a una
ssignació determinada de valors de veritat per a cada frase. A cada pas comprovem la consistència
2Fa servir la notació P ⊃ Q per referir-se a P → Q
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dels valors de veritat, i en cas de què sigui inconsistent tanquem la branca, marcant-ho amb una ×.
Aquests és l ’arbre semàntic de l’ exemple anterior (extret de l’ article de Nilsson), tal i com
l’ acabem de descriure:
Els conjunts de móns possibles corresponents a diferents conjunts de valors de veritat consistents
per les frases en F formen un espai sobre el qual podrem definir una distribució de probabilitat,
de manera que per a cada conjunt de móns Mi (on i és un índex numerable) especifica quina és
la probabilitat pi de què el món actual pertanyi a Mi. D’ aquesta manera la probabilitat de cada
frase F ∈ F és la suma de les probabilitats de tots els conjunts de móns on F és certa. Com en
la majoria de situacions no podrem saber el valor de veritat (cert o fals) de F en el món actual,
convé que imaginem una lògica amb valors de veritat intermitjos entre cert i fals, i així definirem
el valor de veritat de F com la probabilitat de F . Quan volguem parlar de creències incertes farem
servir, doncs, els conceptes de la probabilitat de F i el valor de veritat (de la Lògica Probabilística)
de F de manera indistinta.
Com que els conjunts de móns possibles s’ identifica amb els conjunts de valors de veritat de
les frases, tal i com Nilsson ho va definir, aquests conjunts de móns també corresponen a classes
d’ equivalència d’ interpretacions de les frases. Així, ens podrem referir als conjunts de móns
possibles com interpretacions.
Finalment, la proposta de Nilsson és donar una notació vectorial de la següent manera:
Sigui K el nombre de conjunts de móns possibles per les nostres N frases de F . Ordenarem
aquests conjunts de manera arbitrària. Sigui P el vector columna K-dimensional que representa
les probabilitats dels conjunts de móns possibles, on la i-èssima component pi correspon a la prob-
abilitat del món Mi.
Ordenarem les diferents frases de F de manera arbitrària tal que si els vectors columna dels
móns possibles són V1, ..., VK , corresponguin amb tots els valors de veritat consistents (com hem
dit anteriorment, els inconsistents no els tindrem en compte) per les frases en F . Això vol dir que
l’ i-èssim mónMi, les frases de F venen caracteritzades pel vector Vi (observem que les components
de Vi tenen valors o bé de 0 o bé d’ 1, la component vji té valor 1 si la frase Fj és certa en els móns
Mi, i 0 altrament).
Podem agrupar els K vectors de valors de veritat en una matriu de dimensió N ×K. Fent això
podrem definir la probabilitat de cada frase Fi ∈ F com les components pii del vector columna
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N -dimensional Π que relaciona les probabilitats de les frases amb les probabilitats dels móns pos-
sibles de la següent manera: Π = V P .
L’ autor remarca que aquesta equació clarament mostra el que s’ ha dit amb paraules anterior-
ment: la probabilitat d’ una frase és la suma de probabilitats dels conjunts de móns possibles on
la frase és certa.
El problema està en què normalment no coneixem les probabilitats pi dels diferents conjunts
de móns possibles, i les hem de deduir del que se’ns dóna. Nilsson diferencia dos tipus diferents de
de problemes de raonament: el primer de tots és la vinculació probabilística en el qual disposem
d’ un conjunt base de frases que anomenarem creeces B amb una probabilitat associada (jugant
un paper similar als axiomes) a partir de les quals deduirem la resta de frases, que seran noves
creences, amb la seva probabilitat associada. Seguint la notació introduïda fins al moment, tindrem
F = B ∪ {F}, a partir de les probabilitats donades de B, i mitjançant el sistema lineal proposat
anteriorment, calcularem les probabilitats associades a F .
El segon tipus de problema està relacionat amb el raonament de sistemes experts (en la in-
tel·ligència artificial, un sistema expert és un sistema que està dissenyat per raonar com un expert
en una matèria concreta). Partim d’ un conjunt de creences B i les seves probabilitatas associades.
En aquest problema, aprendrem nova informació sobre el món actual. Per exemple, aprendrem
que la frase S0 de B és certa o falsa en el món actual. O el que serà més habitual, aprendrem infor-
mació que ens donarà una nova probabilitat per F0. Amb aquesta informació voldrem computar
una probabilitat posterior per qualsevol frase F (això ho farem com en el cas del primer problema
de vinculació probabilística).
1.3 Conjunts Fuzzy
Entrem ja en el que va motivar més directament les bases de la Lògica Fuzzy. Els conjunts
Fuzzy van ser presentats per primer cop per Lotfi Asker Zadeh (un azerbaidjanès matemàtic, en-
ginyer elèctric, informàtic i professor de la Universitat de Berkeley) al seu article de 1965 anomenat
Fuzzy Sets. Ell mateix definia:
“Un conjunt fuzzy és una classe d’ objectes amb un continu de graus de pertinença. Tal conjunt
ve caracteritzat per una funció de pertinença (característica) tal que assigna a cada objecte un grau
de pertinença que va de 0 a 1. Les nocions d’ inclusió, unió, intersecció, complementació, relació,
convexitat, etc., s’ extenen per a aquests conjunts i algunes propietats al respecte d’ aquestes no-
cions en el context fuzzy s’ han de definir. En particular, un teorema de separació per conjunts
fuzzy convexos es pot provar sense necessitat que els conjunts fuzzy siguin disjunts.”
Intuïtivament, el que Zadeh volia dir és que treballaríem amb una agrupació d’ objectes, els
quals en comptes de pertànyer (respectivament no pertànyer) en el sentit clàssic a un conjunt do-
nat, aquests objectes estarien, d’ alguna manera, més o menys dins del conjunt segons la definició
de l’ esmentada funció de pertinença (és a dir, un element a que pertany en un grau 0.5 a un
conjunt X, és més del conjunt que un altre element b que té un grau de pertinença de 0.2, i menys
que un tercer element c amb grau de pertinença 0.8, definint així, d’ alguna manera, un ordre
natural en la pertinença al conjunt). L’ autor va observar que si es tractés d’ un conjunt en el
sentit clàssic, en comptes d’ un conjunt fuzzy, els valors de la funció de prentinença podrien ser
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només 0 o 1, en comptes de tot el continu de l’interval. Zadeh fa servir dos exemples prou aclaridors:
“... la classe dels animals clarament inclou gossos, cavalls, ocells, etc, com a membres, i exclou
clarament objectes com roques, fluids, plantes, etc. No obstant, alguns objectes com estrelles de
mar, bactèries, etc. tenen un estatus ambigu al respecte de la classe dels animals.”
I continua dient:
“El mateix tipus d’ ambigüitat es dóna en el cas d’ un nombre com el 10 en relació a la classe
de nombres reals que són molt més grans que 1.”
Un altre exemple, aquest de caire més formal, enuncia:
“Sigui X la recta real i sigui A el conjunt fuzzy dels nombres que són més grans que 1. Lla-
vors podem donar una caracterització precisa, alhora que subjectiva, d’ A especificant fA(x) com
a funció sobre R. Uns valors representatius d’ aquesta funció podrien ser: fA(0) = 0; fA(1) = 0;
fA(5) = 0.01; fA(10) = 0.2; fA(100) = 0.95; fA(500) = 1.”
Zadeh no ho explicita, però es pot deduïr fàcilment que tot nombre menor que 0 tindrà un
valor de prentinença de 0, i tot nombre més gran que 500 tindrà un valor de pertinença igual a 1
respecte el conjunt de l’ exemple.
A l’ article s’ exposen detalladament els conceptes bàsics per definir els conjunts fuzzy i les
funcions de pertinença. Tot seguit mostrarem un petit resum del que resulta més essencial.
• Un conjunt fuzzy és buit si, i només si, la seva funció de pertinença és idènticament zero.
• Dos conjunts fuzzy A i B són iguals, denotat com A = B, si, i només si, fA(x) = fB(x) per
a tot x de X (per simplificar farem servir la notació fA = fB).
• El complementari d’ un conjunt fuzzy A, denotat per A′, es defineix com fA′ = 1− fA.
• Un conjunt fuzzy A està contingut en un altre B (i.e. A és un subconjunt de B) si, i només
si, fA ≤ fB, i es denota de la manera habitual A⊆B.
• Els conjunts fuzzy són tancats per unions, és a dir, la unió d’ A i B és un conjunt fuzzy C,
denotat de la manera habitual C=A∪B. I la funció de pertinença de C és fC = max(fA, fB)
o també ho escriurem fC = fA ∨ fB. La unió de conjunts fuzzy té la propietat associativa.
• Els conjunts fuzzy són tancats per interseccions, és a dir, la intersecció d’ A i B és un
conjunt fuzzy C, denotat de la manera habitual C=A∩B. I la funció de pertinença de C és
fC = min(fA, fb) o també ho escriurem fC = fA ∧ fB. La intersecció de conjunts fuzzy té la
propietat associativa.
Podem definir les propietats de la unió i intersecció conjuntista fuzzy partir de les definicions
anteriors (complementació, unió i intersecció) extenent-les de les que tenen els conjunts clàssics
com les lleis de de Morgan, distributives, ...
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De la mateixa manera que es defineixen operacions conjuntistes sobre els conjunts fuzzy, es
tenen definicions de les operacions algebraiques vàlides entre ells, atès que les seves funcions de
pertinença prenen valors numèrics a l’ interval [0, 1].
• El producte algebraic d’ A i B es defineix com fAB = fAfB. I es denota AB. Observem que
AB⊆A∩B.
• La suma algebraica d’ A i B es defineix com fA+B = fA+fB, si la suma és menor o igual que
la unitat (sinó no té sentit, doncs la funció de pertinença no estarà definida més enllà d’ 1.
Aquest problema és clar que no es dóna amb el producte definit anteriorment), i es denota
A+B.
• La diferència absoluta d’ A i B es defineix com f|A−B| =| fA − fB |, i es denota |A−B |.
• Es defineix la combinació convexa de dos vectors f i g com la seva combinació lineal de la
forma λf + (1 − λ)g, amb λ ∈ [0, 1]. Generalitzant-ho a conjunts fuzzy tenim que si A, B
i Λ són tres conjunts fuzzy i denotem per (A, B ; Λ) la seva combinació convexa, la seva
definició és (A, B ; Λ) = ΛA+Λ′B. Equivalentment, en termes de funcions de pertinença,
tenim f(A,B; Λ) = fΛfA + (1− fΛ)fB, i té la propietat A∩B⊆(A, B ; Λ)⊆A∪B, per a tot Λ.
• S’ extén el concepte de relació (com a generalització de funció) als conjunts fuzzy, i es
defineix una relació n-ària en X com un conjunt fuzzy A a l’ espai producte X×X×...×X.
Per aquestes relacions la funció de pertinença és de la forma fA(x1, ..., xn) amb els xi de X,
per i entre 1 i n. Es defineix també una regla de composició binària entre dos relacions fuzzy
A i B com fA◦B(x, y) = Supv(Min[fA(x, v), fB(x, v)]), i es denota A◦B. La composició té la
propietat associativa.
Zadeh acaba l’ article donant definicions i resultats sobre la convexitat dels conjunts fuzzy, però
això s’ escapa de l’ objectiu d’ aquest treball i per aquest motiu ometrem els detalls sobre el que
en ell s’ explica.
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Capítol 2:
Lògica Fuzzy
En aquest capítol parlarem de la Lògica Fuzzy (anomenada habitualment Lògica Borrosa o Lò-
gica Difusa; al no haver-hi un conveni únic he preferit mantenir el mot saxó Fuzzy per a referir-me
a ella al llarg de tot el treball). Explicarem la seva motivació, no tant els precedents històrics,
explicats en al Capítol 1, sinó el per què va sorgir com una “evolució” de les lògiques multivalo-
rades, la distinció entre els dos tipus de lògica fuzzy, en sentit estricte (o narrow sense) i en setit
ampli (o broad sense). Tot seguit explicarem què és la matemàtica fuzzy, definirem els conceptes
de t-norma i t-conorma així com la seva conseqüència directa: les connectives fuzzy. Per últim,
detallarem els cinc tipus bàsics de lògiques (amb connectives) fuzzy i veurem quina relació guarden
entre elles.
2.1 Introducció
Basada en la idea de conjunts fuzzy proposada per Zadeh (la qual acabem d’ introduir en el
capítol anterior) va aparèixer la lògica amb el mateix nom. Es tracta d’ una lògica multivalorada
(en el sentit que el conjunt de valors amb què treballa, en derivar-se dels conjunts fuzzy, és tot l’
interval [0, 1], tot i que es pot observar que en els extrems de l’ interval es comporta de la mateixa
manera que la lògica clàssica bivalent) i en certa manera més potent que la resta de lògiques de més
de dos valors proposades fins a la data; doncs és capaç de treballar amb veritats parcials, mentre
que les Lògiques multivalorades anteriors, com la de Lukasiewics, feien servir valors indeterminats,
però no es consideraven veritat, i les probabilístiques tenien un rang de valors probables. Això és
gràcies a la definició de la funció de grau de pertinença.
La Lògica Fuzzy també ajuda a desfer paradoxes de la Lògica Clàssica, com és el cas de la
Paradoxa Sorites que té el següent enunciat:
Premisa A: “10000 grans de sorra formen un munt.”
Premisa B : “Si traiem un gra de sorra a un munt, tenim un munt.”
És fàcil observar que, aplicant successives vegades la regla d’ inferència de Modus Ponens,
obtindrem que un gra de sorra és, en sí mateix, un munt, cosa que és clarament falsa.
En un marc fuzzy agafem el conjunt U ={munt de sorra}, i definim la funció de grau de per-
tinença a aquest conjut de la següent manera:
fU : ”Nombre de grans de sorra” ⊆ N −→ [0, 1]
De manera que fU(x) = x10000 . Observem que fU(0) = 0 i fU(10000) = 1, i que tots els valors
intermitjos estan mapejats a dins de l’ interval [0, 1].
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Veiem que en aquest context la paradoxa s’ esvaeix, doncs ara ja no diem que un sol gra de
sorra sigui un munt, sinó que 1 gra de sorra pertany al conjunt “munt de sorra” però únicament
en un grau de 0.0001, fet que és molt poc significatiu i, per tant, podríem assumir que no és del
conjunt (en paraules més senzilles: un gra de sorra no és un munt).
Cal observar que, al contrari que els models probabilístics, la lògica fuzzy és “truth-functional”,
que podem traduir com depenent dels valors de veritat, és a dir, el valor de veritat de la composició
de diferents predicats fuzzy, mitjançant connectives, depèn directament dels seus valors de veritat.
Es poden distingir dues línies diferents dins de la lògica fuzzy: lògica fuzzy en sentit ampli
(broad sense) i Lògica Fuzzy en sentit estricte o estret (narrow sense). La primera d’ elles segueix
la línia que proposà Zadeh al seu famós article (d’ alguna manera es pot entendre com “les apli-
cacions de la teoria de conjunts fuzzy”). Molt utilitzada per resoldre qüestions de poca precisió
del llenguatge natural. És més despreocupada de les qüestions lògiques més profundes. Contrà-
riament, la segona és una lògica simbòlica i formal. Es pot entendre com una branca de les lògiques
multivalorades sota el paradigma de inference under vagueness3 (deduccions sota poca precisió),
que s’ ocupa de fer deduccions aproximades de la lògica multivalorada en un sentit més clàssic.
2.2 Matemàtica Fuzzy
Per tal de poder treballar en un entorn fuzzy, cal definir les operacions bàsiques entre conjunts
fuzzy, extenent-les de teoria de conjunts clàssica (això suposa, com ja hem comentat anteriorment,
que en el 0 i 1 es comportaran de la manera habitual), de tal manera que s’ atansin a operacions
compatibles amb l’ interval [0, 1]. Podem donar de manera general la següent notació pel comple-
mentari, la intersecció i la unió:
• Ac = n(A)
• A ∩B = T (A,B)
• A ∪B = S(A,B)
On n(A) : X −→ [0, 1] de manera que x 7−→ n(fA(x)), tenint en compte que treballem amb
conjunts fuzzy i les funcions de pertinença prenen valors a [0, 1] tenim que n : [0, 1] −→ [0, 1], és
una negació i, T (A,B) : X −→ [0, 1] de manera que x 7−→ T (fA(x), fB(x)) (fA i fB són les fun-
cions de pertinença als conjunts fuzzy A i B), tenint en compte que treballem amb conjunts fuzzy
i les funcions de pertinença prenen valors a [0, 1] tenim que T : [0, 1]2 −→ [0, 1] és una conjunció, i
S(A,B) : X −→ [0, 1] de manera que x 7−→ S(fA(x), fB(x)), tenint en compte que treballem amb
conjunts fuzzy i les funcions de pertinença prenen valors a [0, 1] tenim que S : [0, 1]2 −→ [0, 1] és
una disjunció, són, respectivament, una t-norma i una t-conorma.
Cal observar que hem fet el mateix abús de notació que al capítol anterior i convindria llegir
A(x), per a tot X, allà on només posa A; i A i B són dos conjunts fuzzy de X. A més, hem donat
3Petr Hájek, Fuzzy Logic, The Stanford Encyclopedia of Philosophy (Fall 2010 Edition), Edward N. Zalta (ed.),
URL = <http://plato.stanford.edu/archives/fall2010/entries/logic-fuzzy/>.
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les operacions en notació prefixa, tot i que no és totalment necessari, de fet normalment és fa ús
de la notació infixa, i en ocasions sufixa.
Això no és més que la generalització de la definició que havia donat Zadeh, i que hem detallat
anteriorment; de fet les definicions de Zadeh per unió i interseció són exemples de t-conormes i
t-normes, com ja veurem més endavant. Aquesta generalització va començar uns anys després de
l’ article de Zadeh (al voltant dels 80) a mans de diversos matemàtics d’ entre els que podem
destacar a Claudi Alsina (matemàtic català per la Universitat Politècnica de Catalunya), Enrique
Trillas, Agustín Valverde, Ulrich Höhle i Kevin Klement.
De manera general, Trillas va definir la negació fuzzy com a generalització del complementari
d’ un conjunt de la manera següent:
Definició: una negació és una operació unària a l’ interval [0, 1] que satisfà les següents propie-
tats:
• n(0) = 1
• n(1) = 0
• n(a) ≥ n(b), si a ≤ b
• n(n(a)) ≥ a
Exemples:
• Si una negació compleix n(n(a)) = a s’ anomena negació forta. La negació forta més habitual
és la definida per Zadeh: n(a) = 1− a.
• La negació de Gödel, contràriament, és una negació feble. Es defineix: n(0) = 1 i n(a) = 0
per a tota a ∈ (0, 1].
Les t-normes (que reben aquest nom perquè es van crear de tal manera que expresessin la des-
igualtat triangular en el marc dels espais mètrics probabilístics) van ser inventades per Berthold
Schweizer i A. Sklar.
Definició: una t-norma és una operació binària T : [0, 1]× [0, 1] −→ [0, 1] que satisfà:
• Commutativitat
• Associativitat
• Monòtona creixent en cada component (i.e. T (a, b) ≤ T (c, d) si a ≤ c i b ≤ d)
• Element neutre 1
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És fàcil provar a partir de les propietats anteriors que el 0 és l’ element absorvent, doncs és
conseqüència directe de la commutativitat i la monotonia.
Les t-normes són la generalització, en el marc fuzzy, de la intersecció de dos conjunts, i vist
com a connectives lògiques la generalització de la conjunció.
Exemples:
• t-norma de Lukasiewicz : TL(a, b) := max(0, a + b− 1)
• t-norma producte: TP (a, b) := ab
• t-norma del mínim: TG := min(a, b)
• t-norma nilpotent : T (a, b) =
{ min(a, b), si a+ b ≥ 1
0, altrament
Les tres primeres t-normes són exemples importants per aquest treball de t-normes contínues.
Però no totes les t-normes són contínues, per exemple, l’ esmentada t-norma nilpotent no és con-
tínua, sinó contínua per l’ esquerra.
Proposició: (1) la t-norma del mínim és la màxima t-norma possible punt a punt, i.e. qual-
sevol t-norma serà menor o igual que aquesta punt a punt.
Prova:
Veiem-ho per reducció a l’ absurd.
Suposem que T (a, b) > min(a, b), sense pèrdua de generalitat suposarem que T (a, b) > a.
Sabem que a = T (1, a) ≥ T (a, b) per monotonia, i això contradiu la hipòtesi doncs: a ≥ T (a, b) > a
cosa que és un absurd.
♠
De fet es dóna la següent relació entre les t-normes contínues definides anteriorment:
t− norma deLukasiewicz ≤ t− norma producte ≤ t− norma delmı´nim
Un resultat de crucial importància referent a les t-normes és el que es coneix com a Teorema
de Mostert-Shields que ens diu com són totes les t-normes contínues. L’ enuncem a continuació.
Teorema: (de representació de Mostert-Shields) Tota t-norma contínua és isomorfa a una
suma ordinal de les t-normes de Gödel (mínim), Lukasiewicz i Producte.
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Definició: Sigui Ti, i ∈ I conjunt finit d’ índexs, una família de t-normes i siguin (ai, bi) ⊆ [0, 1]
una família d’ intervals oberts disjunts tals que ∪i(ai, bi) = [0, 1]. La funció T : [0, 1]2 −→ [0, 1]
definida:
T (x, y) =
{ ai + (bi − ai)·Ti( x−aibi−ai , y−aibi−ai ), si x, y ∈ [ai, bi]× [ai, bi]
min(x, y), altrament
és una t-norma que anomenarem suma ordinal dels sumands (Ti, ai, bi) i ho notarem:
T = ⊕i∈I(Ti, ai, bi).
A partir de la t-norma, Schweizer i Sklar, van definir una t-conorma (el dual de la t-norma).
Definició: una t-conorma és una operació binària S : [0, 1]× [0, 1] −→ [0, 1] que satisfà:
• Commutativitat
• Associativitat
• Monòtona creixent en cada component (i.e. S(a, b) ≤ S(c, d) si a ≤ c i b ≤ d)
• Element neutre 0
D’ una manera similar es pot comprovar que l’ 1 és l’ element absorvent.
Les t-conormes són la generalització de la unió de dos conjunts i vist com a connectives lògiques
la generalització de la disjunció.
Exemples:
• t-conorma de Lukasiewicz : SL(a, b) := min(1, a+ b)
• t-conorma suma-producte: SP (a, b) := (a+ b)− ab
• t-conorma del màxim: SG := max(a, b)
Proposició: (2) la t-conorma del màxim és la més petita de les t-conormes possibles.
La demostració és anàlega a la proposició (1).
Tenim la següent relació entre les t-conormes esmentades:
t− conorma delma`xim ≤ t− conorma suma− producte ≤ t− conorma deLukasiewicz
Abans hem notat que els conceptes de t-noma i t-conorma són duals, per a caracteritzar això
i donar sentit complet a aquesta afirmació tenim el següent Teorema.
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Teorema: (de construcció de t-normes/t-conormes)
Sigui n una negació forta.
1. Si T és una t-norma, llavors n(T (n(a), n(b))) és una t-conorma.
2. Si S és una t-conorma, llavors n(S(n(a), n(b))) és una t-norma.
3. Tota t-norma es pot obtenir a partir d’ una t-conorma i una negació forta i tota t-conorma
es pot obtenir a partir d’ una t-norma i una negació fuzzy.
Prova:
Començarem veient que n(T (n(a), n(b))) és una t-conorma. Per això hem de veure que com-
pleix les quatre propietats de tota t-conorma.
-Commutativitat: volem veure n(T (n(a), n(b))) = n(T (n(b), n(a))).
Com T és una t-norma compleix commutativitat, per tant, T (n(a), n(b)) = T (n(b), n(a)) i
tenim que n(T (n(a), n(b))) = n(T (n(b), n(a))).
-Monòtona creixent en cada component: volem veure n(T (n(a), n(b))) ≤ n(T (n(c), n(d))) si
n(a) ≤ n(c) i n(b) ≤ n(d).
Com T és una t-norma T (n(a), n(b)) ≤ T (n(c), n(d)) si n(a) ≤ n(c) i n(b) ≤ n(d), i com n és
una negació n(T (n(a), n(b))) ≥ n(T (n(c), n(d))) i a ≥ c i b ≥ d.
Provant l’ associaivitat i que el 0 és l’ element neutre tindrem que és una t-conorma.
D’ una manera similar, comprovant les propietats de t-norma (commutativa, associativa, monò-
tona creixent, element neutre l’ 1) en n(S(n(a), n(b))) veurem que en efecte ho és.
Veiem l’ apartat 3, per això construïm S ′(a, b) := n(T (n(s), n(b))) i definim també T ′ :=
n(S ′(n(a), n(b))). Volem veure que T i T ′ coincideixen.
Segons la nostra definició tenim que S ′(a, b) = 1− T ((1− a), (1, b)). D’ altra banda tenim que
1− T ′((1− a), (1.b)) = 1− (1− S ′((1− (1− a)), (1− (1− b))), si operem obtindrem −S ′(−a,−b)
i això és exactment S ′(a, b). Per tant, la t-norma original i la que hem definit coincideixen.
Anàlogament, provarem la segona part.
♠
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2.3 Connectives Fuzzy:
En l’ apartat anterior ja hem vist la generalització de les connectives de negació, intersecció i
conjunció. Falta veure la implicació (→).
L’ única condició que imposarem la → és que generalitzi a la clàssica, i.e.:
Definició: una → fuzzy és →: [0, 1]2 −→ [0, 1] de manera que: 0→ 0 = 0→ 1 = 1→ 1 = 1 i
1→ 0 = 0.
Definició: sigui S una t-conorma, sigui n una negació forta i siguin a ∈ A i b ∈ B. Una
S-implicació és una operació →S: A×B −→ [0, 1] de manera que a→S b = S(n(a), b)). Si sabem
a quina t-conorma fa referència ho notarem senzillament →.
Exemples:
• de la t-conorma del màxim S(a, b) = max(a, b) i la negació forta n(a) = 1 − a tenim la
S-implicació de Kleene Dienes: a→ b = max(1 − a, b).
• de la t-conorma de Lukasiewicz S(a, b) = min(1, a+ b) i la negació forta n(a) = 1− a tenim
la S-Implicació de Lukasiewicz : a→ b = min(1, 1− a+ b).
Definició: sigui T una t-norma i siguin a ∈ A i b ∈ B. Una R-implicació és una ope-
ració →T : A × B −→ [0, 1] de manera que T (a, b) ≤ c ⇐⇒ a ≤ b → c, en aquest cas tenim
a→T b = Sup{c ∈ [0, 1] | T (a, c) ≤ b}.
Si sabem a quina t-norma fa referència ho notarem senzillament →.
Observem que a ≤ b si, i només si a→ b = 1 i per tant generalitza la noció d’ inclusió de Zadeh.
Exemples:
• de la t-norma de Gödel T (a, b) = min(a, b) tenim la R-implicació de Gödel :
a→ b =
{ 1, si a ≤ b
b, altrament
• de la t-norma del Producte T (a, b) = ab tenim la R-implicació del Producte:
a→ b =
{ 1, si a ≤ b
b
a
, altrament
Cal notar que per a què l’ R-Implicació tingui sentit, la t-norma de la qual prové ha de ser
contínua per l’ esquerra.
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Veiem-ho en el següent Teorema:
Teorema: Sigui T una t-norma. T admet una R-implicació si, i només si, T és contínua per
l’ esquerra en cada component.
Prova:
⇐=)
Volem veure a ≤ b→ c⇐⇒ T (a, b) ≤ c.
Siguin a, b, c ∈ [0, 1] i sigui b→ c = Sup{d ∈ [0, 1] | T (b, d) ≤ c}.
D’ una banda com que T (a, b) ≤ c trivialment a ≤ Sup{d | T (d, b) ≤ c} = b → c, ja que les
t-normes són commutatives.
D’ altra banda com que T és contínua per l’ esquerra T (b, Sup{d | T (b, d) ≤ c}) = Sup{T (b, d) |
T (b, d) ≤ c} ≤ c i com per hipòtesi tenim a ≤ b → c llavors T (b, a) ≤ T (b, Sup{d | T (b, d) ≤ c}),
doncs a ≤ Sup{d | T (b, d) ≤ c}.
=⇒)
Ho provarem pel contrarrecíproc.
Sigui T una t-norma que no és contínua per l’ esquerra, llavors existeix una succesió (an)n tal
que Sup{(an)n} = a i T (a, b) 6= Sup{T (an, b)} = c. Així tenim b → c = Sup{ai | T (b, ai) ≤ c} =
Sup{(an)n} = a i per tant a ≤ b→ c, però en canvi T (a, b)  c.
♠
A la lògica clàssica, quan teníem una sentència del tipus A → B volia dir que tot allò que
complia A, en particular també ho complirà B, cosa que si ho traduïm a un llenguatge de teoria
de conjunts ens porta a la idea de A ⊂ B.
En el cas de la lògica fuzzy, les R-implicacions generalitzen de manera adequada el concepte
d’ inclusio entre conjuts fuzzy doncs, de la manera que està definida la inclusió de conjunts fuzzy
(recordem, un conjunt fuzzy està inclòs en un altre si per tot element d’ aquest conjunt, la seva
funció de pertinença és menor o igual a l’ altre) tindrem que si un conjunt està dins d’ un altre,
llavors la funció de pertinença per tots els seus elements al conjunt original serà major. El que es-
tem dient amb a→T b, per definició, és Sup(c), fc(x)⊙fa(x) ≤ fb(x), per x de l’ interval [0, 1] (on
⊙ serà l’ operació associada a la t-norma amb les funcions de pertinença i fa, fb, fc les funcions de
pertinença dels conjunts fuzzy a, b, c respectivament). Atès que la t-norma del mínim és la t-norma
més gran possible tindrem que T (c, a) ≤ min(c, a) i per tant fc(x)⊙ fa(x) ≤ min(fc(x), fa(x)). Si
ara ens fixem en la defició d’ inclusió fuzzy tenim fb(x) ≤ fa(x), si b ⊆ a. Ajuntant tot això ens
queda: Sup(c), fc(x) ⊙ fa(x) ≤ fb(x) ≤ fa(x), el que mostra que una R-implicació s’ adapta a la
idea d’ inclusió fuzzy.
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Com a conseqüència del Teorema de construcció de t-normes/t-conormes tenim el següent re-
sultat equivalent per R-implicacions i S-implicacions:
Teorema: Sigui T una t-norma (contínua per l’ esquerra) i →T la seva R-implicació, si a més
tenim una negació forta n de manera que n(a) = a →T 0, llavors →T és també una S-implicació
de la t-conorma generada per T (S(a, b) = n(T (n(a), n(b)))).
2.4 Lògiques basades en t-normes
A la lògica fuzzy en el sentit estricte (introduïda anteriorment) les lògiques definides semàn-
ticament a partir de t-normes són lògiques on els valors de veritat venen donats per la funció de
grau de pertinença. Podem distingir-ne entre altres: lògica de Lukasiewicz (L), lògica de Gödel
(G) i lògica producte (P ).
De la mateixa manera que hem fet a la introducció amb la lògica clàssica hem de tornar a
definir un model per les lògiques basades en t-normes.
Les Lògiques basades en t-normes corresponen a aquelles lògiques definides semànticament so-
bre [0, 1] com a conjunt de valors amb les seves connectives definides com a operacions fuzzy a
partir d’ una t-norma (∗, a partir d’ aquí farem servir notació infixa per comoditat). Concreta-
ment, donada una t-norma definirem l’ àlgebra:
[0, 1]∗ =< [0, 1]∗, ∗,∧,∨,→,¬, 0, 1 >
on ∗ és una t-norma, el 0 i l’ 1 són els extrems de l’ interval, corresponents a l’ element mínim
i màxim respectivament, i la resta de connectives les definim:
• a ∧ b = min(a, b)
• a ∨ b = max(a, b)
• a→ b = a→∗ b és la R-implicació associada a ∗
• ¬a = a→ 0
De la mateixa manera que hem fet a la lògica clàssica també definirem els conceptes de valo-
ració i conseqüència lògica.
Definició: una [0, 1]∗−valoració és una funció definida com v : Prop(X) −→ [0, 1] de tal
manera que preservi les connectives fuzzy.
De manera anàlega a com ho fèiem amb les connectives clàssiques, però ara en relació a les
funcions de pertinença, ja que estem treballant amb conjunts fuzzy.
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Definició: direm que una fórmula ϕ ∈ Fm és [0, 1]∗−conseqüència lògica de una teoria
T ⊆ Fm, quan per a tota [0, 1]∗−valoració si v[T ] ⊆ {1} =⇒ v(ϕ) = 1. I es denotarà T |=[0,1]∗ ϕ.
Definició: una [0, 1]∗−tautologia és una fórmula ϕ tal que per a tota v [0, 1]∗−valoració
(v : Fm −→ [0, 1]), v(ϕ) = 1.
2.4.1 La Lògica de Lukasiewicz
Arrelada en la lògica multivalorada proposada al 1930 per Jan Lukasiewicz.
Definició: La lògica L∞ pren valors de veritat a tot l’ interval [0, 1] i la interpretació de les
connectives lògiques és:
a ∗ b := max(a + b− 1, 0) (t-norma de Lukasiewicz )
a→ b :=
{
1, si a ≤ b
1− a + b, altrament
n(a) := 1− a
a ∨ b := max(a, b).
a ∧ b := min(a, b)
Definició: una L∞−valoració és una funció així definida v : Prop(X) −→ [0, 1] de tal manera
que preservi les connectives de L∞.
Definició: direm que una fórmula ϕ ∈ Fm és L∞−conseqüència lògica d’ una teoria T ⊆ Fm
quan per a tota L∞−valoració si v[T ] ⊆ {1} =⇒ v(ϕ) = 1. I es denotarà T |=L∞ ϕ.
Des d’ un punt de vista sintàctic Lukasiewicz proposà el següent càlcul per la seva lògica infinit-
valorada:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : (ϕ→ (ψ → ϕ))
• Axioma 2 : (ϕ→ ψ)→ ((ψ → χ)→ ϕ→ χ)))
• Axioma 3 : ((¬ϕ→ ¬ψ)→ (ψ → ϕ))
• Axioma 4 : ((ϕ→ ψ)→ ψ)→ ((ψ → ϕ)→ ϕ)
Amb la regla d’ inferència de Modus Ponens.
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La resta de connectives estan definides com segueix:
• ϕ ∗ ψ = ¬(ϕ→ ¬ψ)
• ϕ ∨ ψ = (ϕ→ ψ)→ ψ
• ϕ ∧ ψ = ¬(¬ϕ ∨ ¬ψ)
2.4.2 La Lògica de Gödel
Amb origen al 1932 per Kurt Gödel. Gödel buscava donar models de la lògica intuicionista i
va demostrar que no existeix cap model finit que sigui complet respecte la lògica intuicionista4
Gödel també va provar les equivalències sintàctiques entre la lògica intuicionista i la lògica
clàssica (en el seu tercer treball dedicat a la lògica intuicionista5), veient que d’ una banda tot
allò desmotrable en la lògica clàssica també podia ser reinterpretat i demostrat amb la intuicionista.
Definició: La lògica Gn pren valors en un subconjunt finit de [0, 1]∩Q on els valors de veritat
són {0, 1
n−1
, 2
n−1
, ..., n−2
n−1
, 1} i la interpretació de les connectives Lògiques és:
a ∗ b := min(a, b) = a ∧ b
a→ b :=
{
1, si a ≤ b
b, altrament
n(a) :=
{
1, si a = 0
0, altrament
a ∨ b = max(a, b).
Definició: unaGn−valoració és una funció així definida v : Prop(X) −→ {0, 1n−1 ,
2
n−1
, ..., n−2
n−1
, 1}
de tal manera que preservi les connectives de Gn.
Definició: direm que una fórmula ϕ ∈ Fm és Gn−conseqüència lògica (en el sentit Gn) d’ una
teoria T ⊆ Fm quan per a tota Gn−valoració si v(T ) ⊆ {1} =⇒ v(ϕ) = 1. I es denotarà T |=Gn ϕ.
De nou, també podrem definir la idea de tautologia de manera similar.
També podem extendre aquestes lògiques prenent valors de veritat a tot l’ interval [0, 1], exte-
nent debidament la definició de Gn−valoració. Observem que |=G=|=[0,1]∧
4K. Gödel, On the Intuitionistic Propositional Calculus, 1932
5K. Gödel, Sobre la teoría de números y la aritmética intuicionista, Obras completas Madrid: Alianza, p. 120-6.,
1981
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Gödel va proposar una Lògica Intermitja entre la lògica clàssica i la intuicionista (que de fet
no és més que una extensió de la lògica intuicionista). Més tard Dummett va donar la seva ax-
iomatització, fet pel qual la lògica es coneix com Lògica Intermitja de Gödel-Dummett, amb la
següent axiomatització:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : ϕ→ (ψ → ϕ)
• Axioma 2 : ϕ→ (ψ → ϕ ∧ ψ)
• Axioma 3 : (ϕ ∧ ψ)→ ϕ
• Axioma 4 : (ϕ ∧ ψ)→ ψ
• Axioma 5 : ϕ→ (ϕ ∨ ψ)
• Axioma 6 : ψ → (ϕ ∨ ψ)
• Axioma 7 : (ϕ ∨ ψ)→ ((ϕ→ χ)→ ((ψ → χ)→ χ))
• Axioma 8 : (ϕ→ ψ)→ ((ϕ→ (ψ → χ))→ (ϕ→ χ))
• Axioma 9 : ⊥ → ϕ
• Axioma 10 : (ϕ→ ψ) ∨ (ψ → ϕ)
Aquests axiomes són precisament els mateixos que té la lògica intuicionista si li afegin un desè
axioma de linealitat: (ϕ→ ψ) ∨ (ψ → ϕ).
La regla de deducció és la de Modus Ponens.
La resta de connectives estan definides com segueix:
• ϕ ∗ ψ = ϕ ∧ ψ
• ¬ϕ = ϕ→ 0
2.4.3 La Lògica Producte
La Lògica Producte tal i com la van definir Esteva i Godo es pot definir de la següent manera:
Definició: La lògica producte pren valors en l’ interval [0, 1] i la interpretació de les connectives
lògiques és:
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a ∗ b := ab
a→ b :=
{
1, si a ≤ b
a
b
, altrament
n(a) :=
{
1, si a = 0
0, altrament
a ∨ b := a + b− ab
a ∧ b := min(a, b)
Definició: una Π−valoració és una funció així definida v : Prop(X) −→ [0, 1] de tal manera
que preservi les connectives de Π.
Definició: direm que una fórmula ϕ ∈ Fm és Π−conseqüència Lògica d’ una teoria T ⊆ Fm
quan per a tota Π−valoració si v(T ) ⊆ {1} =⇒ v(ϕ) = 1. I es denotarà T |=[0,1]Π ϕ.
També es pot definir la idea de Π−tautologia de manera similar.
Un sistema axiomàtic pel càlcul proposicional d’ aquesta lògica podria ser el proposat per Hájek:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : (ϕ→ ψ)→ ((ψ → χ)→ (χ→ ϕ))
• Axioma 2 : (ϕ ∗ ψ)→ ϕ
• Axioma 3 : (ϕ ∗ ψ)→ (ψ ∗ ϕ)
• Axioma 4 : (ϕ ∗ (ϕ→ ψ))→ (ϕ ∗ (ψ → ϕ))
• Axioma 5a: (ϕ→ (ψ → χ))→ ((ϕ ∗ ψ)→ χ)
• Axioma 5b: ((ϕ ∗ ψ)→ χ)→ (ϕ→ (ψ → χ))
• Axioma 6 : ((ϕ→ ψ)→ χ)→ (((ψ → ϕ)→ χ)→ χ)
• Axioma 7 : ⊥ → ϕ
• Axioma P8 : (ϕ→ ¬ϕ)→ ¬ϕ
• Axioma P9 : ¬(¬χ)→ (((ϕ ∗ χ)→ (ψ ∗ χ))→ (ϕ→ χ))
Amb la regla de deducció de Modus Ponens, com és habitual.
La resta de connectives estan definides com segueix:
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• ϕ ∧ ψ = ϕ ∗ (ϕ→ ψ)
• ϕ ∨ ψ = ((ϕ→ ψ)→ ψ)→ ((ψ → ϕ)→ ϕ)
2.4.4 La Lògica BL
D’ especial importància dins de les lògiques fuzzy basades en t-normes. Va ser proposada per
Petr Hájek al 1998 al seu llibre Metamathematics of Fuzzy Logic. El nom BL és un acrònim de
Basic Logic (Basic Fuzzy Logic). Hájek proposa una lògica que tingui tot allò de comú que tenen
les lógiques basades en t-normes contínues.
En la BL tenim la següent definició de conseqüència lògica:
Definició: direm que una fórmula ϕ ∈ Fm és BL−conseqüència Lògica d’ una teoria T ⊆ Fm
(T |=BL ϕ) si, i només si T |=[0,1]∗ ϕ per a tota ∗ t-norma contínua.
Els axiomes que proposà pel seu càlcul proposiciopnal són:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : (ϕ→ ψ)→ ((ψ → χ)→ (χ→ ϕ))
• Axioma 2 : (ϕ ∗ ψ)→ ϕ
• Axioma 3 : (ϕ ∗ ψ)→ (ψ ∗ ϕ)
• Axioma 4 : (ϕ ∗ (ϕ→ ψ))→ (ϕ ∗ (ψ → ϕ))
• Axioma 5a: (ϕ→ (ψ → χ))→ ((ϕ ∗ ψ)→ χ)
• Axioma 5b: ((ϕ ∗ ψ)→ χ)→ (ϕ→ (ψ → χ))
• Axioma 6 : ((ϕ→ ψ)→ χ)→ (((ψ → ϕ)→ χ)→ χ)
• Axioma 7 : ⊥ → ϕ
Amb la regla de deducció Modus Ponens.
La resta de connectives estan definides com segueix:
• ϕ ∧ ψ = ϕ ∗ (ϕ→ ψ)
• ϕ ∨ ψ = ((ϕ→ ψ)→ ψ) ∧ ((ψ → ϕ)→ ϕ)
• ¬ϕ = ϕ→ 0
Hájek també va observar que afegint uns axiomes adients a la BL obtindríem axiomatitzacions per
les lògiques de Lukasiewicz, Gödel i Producte, a partir d’ ella. Així si afegim:
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• Axioma L8a: ϕ→ ¬(¬ϕ)
• Axioma L8b: ¬(¬ϕ)→ ϕ
A l’ axiomàtica de la BL tindrem un càlcul per la lògica de Lukasiewicz.
De la mateixa manera afegint:
• Axioma G8a: ϕ→ ϕ ∗ ϕ
• Axioma G8b: ϕ ∗ ϕ→ ϕ
Als axiomes de la BL, tindrem un càlcul per la lògica de Gödel.
I si afegim a la BL:
• Axioma P8 : (ϕ→ ¬ϕ)→ ¬ϕ
• Axioma P9 : ¬(¬χ)→ (((ϕ ∗ χ)→ (ψ ∗ χ))→ (ϕ→ χ))
Tindrem un càlcul de la lògica producte, com hem vist a l’ apartat anterior.
És en aquest sentit que Hájek deia que la BL és la mínima lògica basada en una t-norma, és a
dir, que a partir d’ ella i només afegint una sèrie d’ axiomes convenients, obtenim les altres lògiques
basades en t-normes.
Això és consistent amb el Teorema de Mostert-Shields que vam enunciar a l’ apartat de
Matemàtica Fuzzy d’ aquest mateix capítol.
2.4.5 La Lògica MTL
Tot i que la BL presentada per Hájek és una generalització molt àmplia de les lògiques fuzzy,
el fet de què, per tenir una R-implicació necessitem una t-norma contínua per l’ esquerra deixa
veure que la BL no serà la lògica fuzzy més general possible, de fet existeix una lògica més feble
anomenada MTL (Monoidal t-norm-based Logic) que va ser definida per primer cop per Francesc
Esteva i L. Godo6, que ve a ser la lògica de totes les t-normes contínues per l’ esquerra.
Per la MTL podem donar una definició més general que en el cas de la BL de la idea de con-
seqüència Lògica.
6F. Esteva, L. Godo, Monoidal t-norm based logic : towards a logic for left-continuous t-norms. Fuzzy Sets and
Systems, Vol. 124, N. 3, pp. 271-288, 2001
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Definició: direm que una fórmula ϕ ∈ Fm és MTL−conseqüència Lògica d’ una teoria
T ⊆ Fm (T |=MTL ϕ) si, i només si T |=[0,1]∗ ϕ per a tota ∗ t-norma contínua per l’ esquerra.
Podem definir els axiomes de la MTL fent una petita variació dels de la BL com segueix:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : (ϕ→ ψ)→ ((ψ → χ)→ (χ→ ϕ))
• Axioma 2 : (ϕ ∗ ψ)→ ϕ
• Axioma 3 : (ϕ ∗ ψ)→ (ψ ∗ ϕ)
• Axioma 4a: (ϕ ∧ ψ)→ ϕ
• Axioma 4b: (ϕ ∧ ψ)→ (ψ ∧ ϕ)
• Axioma 4c: (ϕ ∗ (ϕ→ ψ))→ (ϕ ∧ ψ)
• Axioma 5a: (ϕ→ (ψ → χ))→ ((ϕ ∗ ψ)→ χ)
• Axioma 5b: ((ϕ ∗ ψ)→ χ)→ (ϕ→ (ψ → χ))
• Axioma 6 : ((ϕ→ ψ)→ χ)→ (((ψ → ϕ)→ χ)→ χ)
• Axioma 7 : ⊥ → ϕ
I amb la regla de deducció, repetida ad nauseam, de Modus Ponens.
I la resta de connectives estan així definides:
• ϕ ∨ ψ = ((ϕ→ ψ)→ ψ) ∧ ((ψ → ϕ)→ ϕ)
• ¬ϕ = ϕ→ 0
Podem observar que en el cas del càlcul la principal diferència entre la BL i la MTL és
l’ axioma de divisibilitat (algebraicament, x ∧ y = x ∗ (x→ y)) que caracteritza la continuitat de
la t-norma i que no se satisfà a la MTL. Això suposa que la conjunció del mínim no es pot definir
en la MTL.
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Capítol 3:
Teoremes de Completesa
En aquest capítol ens proposem mostrar el que són els Teoremes de Completesa per cada una
de les Lògiques presentades. Farem la demostració pel cas de la lògica de Gödel (i les àlgebres
de Heyting lineals), però podrem observar que el gruix de la prova és similar sigui quina sigui la
lògica donada.
L’ esquema general que hom pot seguir per demostrar el Teorema de Completesa és:
1. Associar a cada lògica una classe d’ àlgebres. Aquesta classe d’ àlgebres serà una ge-
neralització de l’ àlgebra, o àlgebres, que defineixen el nostre model semàntic. L’ anomenarem K
i conté l’ àlgebra o àlgebres original.
2. A cada classe d’ àlgebres se li defineix una semàntica associada. Per a tota T ∪ϕ ⊆ Prop(X),
T |=K ϕ si, i només si per a tota A ∈ K i tota A−valoració v : Prop(X) −→ A, si v[T ] ⊆ {1},
tindrem que v(ϕ) = 1.
2a. Restringirem la semàntica a la subclasse de les àlgebres de K totalment ordenades i de-
mostrarem que T |=K ϕ⇐⇒ T |=Ko ϕ, on Ko = {classes d’ àlgebres de K totalment ordenades}.
3. Demostrem la completesa del càlcul respecte la semàntica de les classes d’ àlgebres. T ⊢
ϕ⇐⇒ T |=K0 ϕ.
4. Per últim, falta veure si les semàntiques de la nostra lògica i la seva classe d’ àlgebres
totalment ordenades associada coincideixen en algun dels següents sentits:
• |=L ϕ⇐⇒|=K0 ϕ
• {ϕ1, ..., ϕn} |=L ϕ⇐⇒ {ϕ1, ..., ϕn} |=K0 ϕ
• T |=L ϕ⇐⇒ T |=K0 ϕ
En particular, fins al pas número tres les demostracions són comunes sigui quina sigui la lògica
de la qual volem provar la completesa (tenint en compte que l’ àlgebra associada canviarà en cada
cas). Per contra, l’ últim pas generalment és diferent per a cada una de les lògiques i el tipus de
teorema de completesa també pot ser-ho.
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Finalment, demostrem algun dels següents teoremes:
Teoremes: (de Completesa)
Sigui T ∈ Fm, una teoria i ϕ ∈ Fm una fórmula, on Fm és el conjunt de fórmules, i sigui L una
lògica donada.
• |=L ϕ⇐⇒|=K0 ϕ
• {ϕ1, ..., ϕn} |=L ϕ⇐⇒ {ϕ1, ..., ϕn} |=K0 ϕ
• T ⊢ ϕ⇔ T  ϕ
Dit això, i a mode il·lustratiu, podem començar amb la demostració del Teorema de Completesa
per la Lògica de Gödel:
T ⊢G ϕ⇔ T G ϕ
Recordem com era el càlcul de la lògica de Gödel:
Siguin ϕ, ψ, χ fórmules.
• Axioma 1 : ϕ→ (ψ → ϕ)
• Axioma 2 : ϕ→ (ψ → ϕ ∧ ψ)
• Axioma 3 : (ϕ ∧ ψ)→ ϕ
• Axioma 4 : (ϕ ∧ ψ)→ ψ
• Axioma 5 : ϕ→ (ϕ ∨ ψ)
• Axioma 6 : ψ → (ϕ ∨ ψ)
• Axioma 7 : (ϕ ∨ ψ)→ ((ϕ→ χ)→ ((ψ → χ)→ χ))
• Axioma 8 : (ϕ→ ψ)→ ((ϕ→ (ψ → χ))→ (ϕ→ χ))
• Axioma 9 : ⊥ → ϕ
• Axioma 10 : (ϕ→ ψ) ∨ (ψ → ϕ)
La regla de deducció és la de Modus Ponens.
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Algunes de les propietats que compleix un càlcul Hilbert de la lògica de Gödel són:
Teorema: (de Deducció, sintàctic)
Siguin T ∈ Fm una teoria i ϕ, ψ ∈ Fm fórmules, llavors
T ∪ {ϕ} ⊢ ψ ⇐⇒ T ⊢ ϕ→ ψ
Prova:
=⇒)
Farem la demostració per inducció sobre la longitud de la demostració de ψ a partir de T ∪{ϕ}.
Sigui n la longitud d’ una demostració de ψ a partir de T ∪ {ϕ}.
Si n = 1 aleshores o bé ψ = ϕ o bé ψ ∈ T ∪ {Axiomes}.
Si ψ = ϕ, llavors ϕ→ ψ = ϕ→ ϕ. Veiem que ϕ→ ϕ és un teorema en el nostre càlcul:
1. (ϕ→ (ϕ→ ϕ))→ ((ϕ→ ((ϕ→ ϕ)→ ϕ))→ (ϕ→ ϕ)) - Axioma 8.
2. ϕ→ (ϕ→ ϕ) - Axioma 1.
3. ((ϕ→ ((ϕ→ ϕ)→ ϕ))→ (ϕ→ ϕ)) - Modus Ponens de 1 i 2.
4. ϕ→ ((ϕ→ ϕ)→ ϕ) - Axioma 1.
5. ϕ→ ϕ - Modus Ponens de 3 i 4.
Si ψ ∈ T ∪{Axiomes}, llavors T ⊢ ψ agafant una instància de l’ axioma 1 T ⊢ ψ → (ϕ→ ψ)
i fent Modus Ponens ja hem acabat. T ⊢ ϕ→ ψ
Suposem ara que és cert per les n− 1 primeres longituds, i veiem que també es complirà amb
una demostració de longitud n.
La nostra hipòtesi d’ inducció serà T ⊢ ϕ→ ψr per a tota r ∈ {1, 2, ..., n− 1}
Ara, com abans, o bé ψ ∈ T ∪ {Axiomes} (cas en el qual procedirem com abans) o bé ψ /∈
T ∪ {Axiomes}, cas en el qual existiran i, j ≤ n de manera que ψi = ψj → ψ i per tant tenim
T ⊢ ϕ → (ψj → ψ) i com que (ϕ → (ψj → ψ)) → (ϕ → (ψj → ψ) → ψ) → (ϕ → ψ)) és una
instància de
l’ axioma 8. Aplicant reiteradament Modus Ponens obtenim ψ → (ϕ→ ψ) com per hipòtesi tenim
ψ, tornant a aplicar Modus Ponens obtindrem ϕ→ ψ i per tant T ⊢ ϕ→ ψ.
36
Lògica Fuzzy Iñaki Puigdollers Sabin
⇐=)
Si tenim T ⊢ ϕ → ψ aleshores T, ϕ ⊢ ϕ → ψ i T, ϕ ⊢ ϕ, fent Modus Ponens entre ϕ i ϕ → ψ
obtindrem T, ϕ ⊢ ψ i ja haurem acabat.
♠
Teorema: (conjunció a l’ esquerra) T ∪ {ϕ ∧ ψ} ⊢ χ ⇐⇒ T ∪ {ϕ, ψ} ⊢ χ; ∀T ∈ Fm teoria i
∀ϕ, ψ, χ ∈ Fm fórmules.
Prova:
=⇒)
De l’ axioma 2 tenim T ⊢ ϕ → (ψ → (ϕ ∧ ψ)), aplicant el teorema de deducció tenim
T, ϕ, ψ ⊢ (ϕ ∧ ψ), d’ això i la hipòtesi obtenim el resultat T ∪ {ϕ, ψ} ⊢ χ.
⇐=)
Dels axiomes 3 i 4 respectivament tenim, aplicant de manera adequada el Teorema de Deducció:
T, ϕ ∧ ψ ⊢ ϕ i T, ϕ ∧ ψ ⊢ ψ. Com per hipòtesi sabem que T, ϕ, ψ ⊢ χ llavor inferim directament
que T ∪ {ϕ ∧ ψ} ⊢ χ.
♠
Teorema: (conjunció a la dreta) T ⊢ ϕ∧ψ ⇐⇒ T ⊢ ϕ i T ⊢ ψ; ∀T ∈ Fm teoria i ∀ϕ, ψ ∈ Fm
fórmules.
Teorema: (distinció de casos) T ∪ {ϕ ∨ ψ} |= χ ⇐⇒ T ∪ {ϕ} |= χ i T ∪ {ψ} |= χ; ∀T ∈ Fm
teoria i ∀ϕ, ψ, χ ∈ Fm fórmules.
Hem de definir quina classe d’ àlgebres associarem a la lògica de Gödel.
Definició: una G-àlgebra (àlgebra de Gödel) o àlgebra de Heyting Lineals, és una àlgebra
< L, ∧, ∨, →, 0, 1 > que compleix les propietats:
• < L, ∧, ∨, 0, 1 > és un reticle (ordre parcial amb ínfim i suprem) acotat (amb element
màxim 1 i element mínim 0, respecte l’ ordre del reticle ≤)
• ∧ i → formen un parell adjunt, és a dir:
Per a tot x, y, z ∈ [0, 1], z ≤ (x→ y) si, i només si, x ∧ z ≤ y
• Prelinealitat : (x→ y) ∨ (y → x)
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Si anomenem K a la classe d’ algebres de les àlgebres de Heyting Lineals, i Ko a les totalment
ordenades, podem enunciar el següent Teorema de Completesa que és el que nosaltres demostrarem:
T ⊢G ϕ⇔ T K ϕ⇐⇒ T |=Ko ϕ
Per això necessitem alguns resultats previs:
Lema: (de la →)
Sigui A ∈ Ko, ∀a, b ∈ A
a→ b =
{ 1, si a ≤ b
b, altrament
Prova:
Observem que a ≤ b és equivalent a 1 ∧ a ≤ b, per residuació 1 ≤ a → b (observació: en tota
àlgebra de Heyting lineal, no necessàriament ordenada a→ b = 1 ⇐⇒ a ≤ b). D’ altra banda, si
b < a, observem que trivialment a → b ≤ a → b, i si apliquem residuació (a → b) ∧ a ≤ b, i per
hipòtesi donat que ∧ és el mínim, (a→ b) ≤ b. També és evident que b∧ a ≤ b, i si apliquem resi-
duació de nou obtindrem b ≤ a→ b, amb el que, necessàriament sota aquesta hipòtesi, a→ b = b.
♠
La importància de l’ àlgebra de Heyting lineal totalment ordenada ve donada pel següent re-
sultat:
Teorema: (de representació en producte subdirecte) Tota àlgebra de Heyting lineal és producte
subdirecte d’ àlgebres de Heyting lineals totalment ordenades.
On el producte subdirecte es defineix com segueix:
Definició: Donada una família {< Ai, {oi,j}j∈J >}i∈I àlgebres, de manera que, per cada j,
{oi,j}i∈I siguin operacions, d’ una mateixa aritat7, definim l’ àlgebra producte com
∏
i∈I Ai =<
Πi∈IAi, {oj}j∈J >, on
∏
i∈I Ai és el producte cartesià i les operacions estan definides de manera
natural, i.e. oj(a1, ..., an)(i) = oj,i(a1(i), ..., an(i)) per a tota i ∈ I, j ∈ J , si l’ aritat és n, on i és la
posició del vector resultant de fer el producte cartesià definit anteriorment.
7Aritat: nombre d’ arguments d’ una operació o funció.
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Es defineix el producte subdirecte com A ⊆
∏
i∈I Ai subàlgebra (i.e. subconjunt i tancada per
les operacions) i
∏
i(A) = Ai, on
∏
i és la projecció i-èssima, complint el diagrama següent, ∀i ∈ I:
A
∏
i
## ##❋
❋
❋
❋
❋
❋
❋
❋
❋
⊆
// Πi∈IAi


Ai
Teorema:
Per a tot T ∪ {ϕ} ∈ Prop(X)
T |=K ϕ⇐⇒ T |=Ko ϕ
Prova:
=⇒)
És evident, doncs com que Ko ⊆ K, si T |=K ϕ =⇒ T |=Ko ϕ.
⇐=)
Ho demostrarem pel contrarrecíproc.
Suposem que T 2K ϕ =⇒ ∃A ∈ K i una v : Fm −→ A, tal que v[T ] ⊆ {1A} i v(ϕ) 6= 1A i
pel Teorema de representació en producte subdirecte, existeix una família {Ai}i∈I ⊆ Ko tal que
A ⊆
∏
i∈I Ai i v[T ] ⊆ 1A llavors per a tot ψ ∈ T i per a tot i ∈ I, v(ψ)(i) = 1Ai. Ara, com que
v(ϕ) 6= 1A, ∃i ∈ I tal que v(ϕ)(i) 6= 1Ai i per tant T 2Ai ϕ =⇒ T 2Ko ϕ.
D’ altra banda, com tenim que v(ϕ) 6= 1A, llavors existirà un i ∈ I tal que v(ϕ)(i) 6= 1, però
sabem que v(ϕ)(i) = 1 per a tot ϕ ∈ T . Així, agafant aquest índex i ja hem acabat la prova.
♠
Prova: (del Teorema de Completesa)
=⇒) Coherència (Soundness):
Separarem la demostració en dos passos: primer provarem que els axiomes del càlcul són
G−tautologies en la nostra lògica i finalment veurem que és tancada per la regla de deducció (i.e.
Modus Ponens).
Passem ara a comprovar què passa amb els axiomes del nostre càlcul.
Axioma 1 : Com que a ∧ b ≤ a, doncs ∧ és l’ ínfim, aplicant residuació dos cops obtenim
1 ≤ a→ (b→ a).
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Axioma 2 : Com que a ∧ b ≤ a ∧ b si apliquem residuació dos cops, de nou, obtindrem
1 ≤ a→ (b→ a ∧ b), .
Axioma 3 : Com que a ∧ b ≤ a si apliquem un cop residuació obtenim 1 ≤ a ∧ b→ a.
Axioma 4: Veiem, de manera anàlega a l’ axioma 3, que 1 ≤ a ∧ b→ b és cert.
Axioma 5 : Com que a ≤ a ∨ b, i ∨ és el suprem, obtenim 1 ≤ a→ a ∨ b.
Axioma 6 : Veiem que 1 ≤ b→ a ∨ b, però no cal veure res, doncs és anàleg a l’ axioma 5.
Axioma 7 : Veiem que 1 ≤ (a ∨ b) → ((a → c) → ((b → c) → c)), primer de tot apliquem
residuació tres cops i obtenim (a ∨ b) ∧ (a → c) ∧ (b → c) ≤ c. Fem un anàlisi de casos i veurem
que en cada cas arribem a bon port:
Si c < a:
-i c < b tindrem que la banda esquerra de la inequació serà c, i per tant c ≤ c.
-i c ≥ b tindrem (a ∨ b) ∧ c ≤ c, gràcies al Lema, i això és cert, doncs ∧ és l’ ínfim.
Si c ≥ a:
-i c ≥ b tindrem (a ∨ b) ≤ c, que és cert doncs per hipòtesi c és més gran que a i que b.
-i c < b tindrem (a∨b)∧c ≤ c, com a és el més petit de tots arribarem a la següent inequació
equivalent c ≤ c.
Axioma 8 : Veiem que 1 ≤ (a → b) → ((a → (b → c)) → (a → c)) que és equivalent a
(a → b) ∧ (a → (b → c)) ∧ a ≤ c si apliquem tres cops residuació. Fent com abans un anàlisi de
casos, haurem acabat:
Si a ≤ b:
-i b ≤ c tindrem el resultat desitjat, doncs ens trobem amb a ≤ c, que és cert per hipòtesi.
-i b > c tindrem (a → c) ∧ a ≤ c, que és cert ja que si a > c arribem a c ≤ c, altrament
tindrem a ≤ c, que serà la pròpia hipòtesi.
Si a > b:
-i b ≤ c tindrem, com a conseqüència del lema i que ∧ és l’ ínfim, que b∧ (a→ 1) ≤ c, i això
és equivalent a la hipòtesi.
-i b > c tindrem b ∧ (a→ c) ≤ c, i sota aquestes hipòtesis és equivalent a c ≤ c.
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Axioma 9 : Com que 0 = 1 ∧ 0 ≤ a si apliquem residuació tenim que 1 ≤ 0→ a.
Axioma 10 : Com que per definició d’ àlgebres de Heyting lineals 1 = (a → b) ∨ (b → a) es
compleix aquest axioma.
Finalment, falta veure que és tancat per Modus Ponens (ϕ, ϕ → ψ ⊢ ψ; ∀ϕ, ψ ∈ Fm). Això
es deduix de què 1→ b = b pel Lema de la → i per tant si a = 1 i a→ b = 1 obtindrem b = 1.
Això acaba la demostració de la coherència.
♠
⇐=)Completesa (Completeness):
Sigui T ∈ Fm una teoria. Definim la següent relació d’ equivalència a Fm(X):
ϕ ∼T ψ ⇐⇒ T ⊢ (ϕ→ ψ) i T ⊢ (ψ → ϕ); ∀ϕ, ψ ∈ Fm fórmules.
Per simplificar la notació, sempre que no hi hagi confusió, notarem la relació d’ equivalència
per ∼.
Així doncs, el primer que cal fer és comprovar que, efectivament, es tracta d’ una relació
d’ equivalència mirant que compleixi les propietats reflexiva, simètrica i transitiva.
La reflexiva és una conseqüència directe del Teorema de Deducció, doncs com que tenim T, ϕ ⊢ ϕ
per la propietat d’ axioma, aplicant el teorema de deducció obtenim T ⊢ (ϕ → ϕ) que és el que
volíem provar ϕ ∼ ϕ.
La simètrica (ϕ ∼ ψ =⇒ ψ ∼ ϕ) és certa per definició.
Finalment, per a demostrar la transitivitat, ϕ ∼ ψ, ψ ∼ χ =⇒ ϕ ∼ χ. Agafem l’ Axioma 8 i
tenim T ⊢ (ϕ→ ψ)→ ((ϕ→ (ψ → χ))→ (ϕ→ χ)), per Modus Ponens amb la primera hipòtesi
T ⊢ (ϕ → ψ) obtenim T ⊢ ((ϕ → (ψ → χ)) → (ϕ → χ)). Per hipòtesi tenim T ⊢ (ψ → χ) i per
tant també tindrem T ⊢ ϕ→ (ψ → χ), si apliquem per últim Modus Ponens obtenim T ⊢ ϕ→ χ.
De manera anàlega podem demostrar que T ⊢ χ→ ϕ.
Anem a veure que la relació d’ equivalència és congrüència, i.e. ha de ser compatible amb les
operacions. Ho demostrarem amb cada una de les operacions de manera seqüencial.
∀T ⊆ Fm teoria i ∀ϕ, ψ, χ, γ ∈ Fm fórmules.
Veiem que és compatible amb l’ operació ∧, per tant el que voldrem comprovar és [T ⊢ (ϕ →
ψ), T ⊢ (ψ → ϕ)] i [T ⊢ (χ→ γ), T ⊢ (γ → χ)] =⇒ [T ⊢ (ϕ∧χ)→ (ψ∧γ), T ⊢ (ψ∧γ)→ (ϕ∧ψ)].
Volem demostrar que T ⊢ (ϕ ∧ χ) → (ψ ∧ γ) i aplicant el Teorema de Deducció, seguit del
Teorema de la conjunció a l’ esquerra, és equivalent a T, ϕ, χ ⊢ (ψ ∧ γ). Gràcies a les hipòtesis
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podem posar T, ϕ, χ, (ϕ→ ψ), (χ→ γ) ⊢ (ψ∧γ). Finalment, aplicant degudament Modus Ponens
deduïm ϕ i ψ, després aplicant el Teorema de la conjunció a la dreta deduïm ψ ∧ ϕ.
Veiem ara que també és compatible amb l’ operació ∨, és a dir, comprovarem la següent impli-
cació anàlega a l’ anterior: [T ⊢ (ϕ → ψ), T ⊢ (ψ → ϕ)] i [T ⊢ (χ → γ), T ⊢ (γ → χ)] =⇒ [T ⊢
(ϕ ∨ χ)→ (ψ ∨ γ), T ⊢ (ψ ∨ γ)→ (ϕ ∨ ψ)].
Volem demostrar que T ⊢ (ϕ∨ χ)→ (ψ ∨ γ) i pel Teorema de Deducció i de distinció de casos
és equivalent a demostrar T, ϕ ⊢ (ψ ∨ γ) i T, χ ⊢ (ψ ∨ γ). Mirarem només la primera de les dues
inferències.
Com que per hipòtesi T ⊢ ϕ → ψ i pel Teoream de Deducció T, ϕ ⊢ ψ ara, per l’ Axioma 5 i
Modus Ponens T, ϕ ⊢ ψ ∨ γ. Anàlogament, usant l’ Axioma 6, obtenim T, χ ⊢ (ψ ∨ γ).
Finalment provem que amb la → també és congrüent, veient [T ⊢ (ϕ → ψ), T ⊢ (ψ → ϕ)] i
[T ⊢ (χ→ γ), T ⊢ (γ → χ)] =⇒ [T ⊢ (ϕ→ χ)→ (ψ → γ), T ⊢ (ψ → γ)→ (ϕ→ χ)].
Provem que T ⊢ (ϕ→ χ)→ (ψ → γ).
Observem que pel Teorema de Deducció és equivalnet T, ϕ→ χ, ψ ⊢ γ.
Com que per hipòtesi T ⊢ ψ → ϕ, per Modus Ponens obtenim T, ϕ → χ, ψ ⊢ ϕ. De nou, per
Modus Ponens aϕ→ χ tenim T, ϕ→ χ, ψ ⊢ χ.
Com que per hipòtesi T ⊢ χ → γ, per Modus Ponens tenim T, ϕ → χ, ψ ⊢ γ ⇐⇒ T ⊢ (ϕ →
χ)→ (ψ → γ) gràcies al Teorema de Deducció.
Podem provar anàlogament T ⊢ (ψ → γ)→ (ϕ→ χ).
Construïm l’ àlgebra quocient Fm/ ∼ anomenada àlgebra de Lindenbaum-Tarski de manera
natural (i.e. dos elements seran de la mateixa classe si, i només si, els elements estan relacionats),
i veurem que la nostra àlgebra < Fm/ ∼, → / ∼, ∧/ ∼, ∨/ ∼, 0, 1 >, on el 0 és la classe del ⊥ i
1 és la classe de les deduccions de T , és una àlgebra de Heyting lineal.
Observació: [ϕ] denota la classe de ϕ, respectivament, ϕ és un representant de [ϕ].
Nota: per facilitar l’ escriptura de la demostració següent farem el següent abús notacional
→=→ / ∼, ∧ = ∧/ ∼, ∨ = ∨/ ∼.
Per veure que és reticle, comprovarem que compleixi les propietats de commutativitat, associa-
tivitat, absorció i idempotència, que defineixen ser reticle.
Per veure que és commutatiu hem de comprovar que [ϕ] ∧ [ψ] = [ψ] ∧ [ϕ], ∀ϕ, ψ ∈ Fm fór-
mules, o el que és el mateix T ⊢ ϕ ∧ ψ → ψ ∧ ϕ i viceversa (que es provaran de manera anàlega).
Apliquem el Teorema de Deducció, seguit dels Teoremes de la conjunció a la dreta i de la conjunció
a l’ esquerra, per a obtenir T, ϕ, ψ ⊢ ψ i T, ϕ, ψ ⊢ ϕ, un resultat que és evident a partir de l’ axioma.
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Veiem que també ho és amb la ∨. Pel Teorema de Deducció ens reduirem a provar T, ϕ ∨ ψ ⊢
ψ ∨ ϕ. Pel Teorema de distinció de casos, és equivalent a T, ϕ ⊢ ψ ∨ ϕ i T, ψ ⊢ ψ ∨ ϕ, que es
dedueix de l’ Axioma 6 i 5, respectivament, aplicant el Teorema de Deducció.
Veiem l’ associativitat ([ϕ]∧ [ψ])∧ [χ] = [ψ]∧ ([ϕ]∧ [χ]), ∀ϕ, ψ, χ ∈ Fm fórmules, o com abans,
T ⊢ (ϕ∧ψ)∧χ→ ψ∧ (ϕ∧χ) i T ⊢ ψ∧ (ϕ∧χ)→ (ϕ∧ψ)∧χ. Pel Teorema de Deducció, seguit del
Teorema de la conjunció a l’ esquerra, i seguit del Teorema de la conjunció a la dreta, és equivalent
a T, ϕ, ψ, χ ⊢ ϕ i T, ϕ, ψ, χ ⊢ ψ ∧ χ. La primera deducció és evident. Per últim, pel Teorema de la
conjunció a la dreta la segona deducció és equivalent a T, ϕ, ψ, χ ⊢ ψ i T, ϕ, ψ, χ ⊢ χ, ens trobem
amb resultats trivials.
Per veure l’ associativitat amb la ∨ és suficient aplicar successives vegades el Teorema de
distinció de casos i el Teorema de Deducció i veure que T, ϕ ∨ (ψ ∨ χ) ⊢ (ϕ ∨ ψ) ∨ χ és equiva-
lent a T, ϕ ⊢ (ϕ∨ψ)∨χ i T, ψ ⊢ (ϕ∨ψ)∨χ i T, χ ⊢ (ϕ∨ψ)∨χ que es demostren amb l’ Axioma 5 i 6.
La propietat d’ absorció és [ϕ]∧ ([ϕ]∨ [ψ]) = [ϕ] i [ϕ]∨ ([ϕ]∧ [ψ]) = [ϕ]. Veiem la primera com
hem estat fent fins ara, T, ϕ∧(ϕ∨ψ) ⊢ ϕ i T, ϕ ⊢ ϕ∧(ϕ∨ψ). Si apliquem el Teorema de la conjun-
ció a l’ esquerra a T, ϕ ∧ (ϕ ∨ ψ) ⊢ ϕ, obtindrem T, ϕ, (ϕ ∨ ψ) ⊢ ϕ, fet que és cert per la propietat
d’ axioma. D’ altra banda, aplicant el Teorema de la conjunció a la dreta a T ⊢ ϕ→ ϕ ∧ (ϕ ∨ ψ),
tindrem T, ϕ ⊢ ϕ i T, ϕ ⊢ (ϕ ∨ ψ), i aquest últim cas és una instància de l’ Axioma 5 si apliquem
el Teorema de Deducció. En quant a la segona, veiem que T, ϕ ∨ (ϕ ∧ ψ) ⊢ ϕ, després d’ aplicar
Teorema de distinció de casos, queda T, ϕ ⊢ ϕ i T, (ϕ ∧ ψ) ⊢ ϕ, i aplicant al segon el Teorema de
Deducció tindrem un cas particular de l’ Axioma 3.
Per últim, la propietat d’ idempotència, que és [ϕ] ∧ [ϕ] = [ϕ] i [ϕ] ∨ [ϕ] = [ϕ], donat que
T, ϕ ⊢ ϕ per la propietat d’ axioma agafada dos vegades i el Teorema de la conjunció a la dreta
tenim T, ϕ ⊢ ϕ ∧ ϕ. D’ altra banda tenim per la propietat d’ axioma i el Teorema de la conjunció
a l’ esquerra que T, ϕ ∧ ϕ ⊢ ϕ. En quant a [ϕ] ∨ [ϕ] = [ϕ] tenim que T ⊢ ϕ→ ϕ ∨ ϕ surt de
l’ Axioma 5 i T ⊢ ϕ ∨ ϕ→ ϕ surt del Teorema de distinció de casos.
Amb això hem acabat la prova de què és un reticle.
Mirem ara que és acotat. Per a fer-ho comprovarem que [ϕ] ∧ 1 = [ϕ] i que [ϕ] ∨ 1 = 1, d’ una
banda, i addicionalment, que [ϕ]∨ 0 = [ϕ] i que [ϕ]∧ 0 = 0. Com les dues parelles de propietats es
demostren anàlogament, és suficient que provem la primera, ja que replicant el procés obtindrem
la segona.
Veiem que T ⊢ ϕ ∧ ⊤ → ϕ (on ⊤ és qualsevol deducció de T i s’ anomena top). De l’ Axioma
3 com que T, ϕ ⊢ ϕ i T, ϕ → ⊤ aplicant el Teorema de Deducció i el de la conjunció a la dreta
tenim T, ϕ ⊢ ϕ ∧ ⊤.
[ϕ] ∨ 1 = 1 surt de l’ Axioma 5 i [ϕ] ∨ 0 = [ϕ] i [ϕ] ∗ 0 = 0 surten de l’ Axioma 9.
Fins ara hem vist que:
(i) < Fm/ ∼, ∧, ∨, 1, 0 > és un reticle, amb element màxim 1 i element mínim 0.
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Veiem que és residuat:
(ii) [χ] ≤ [ϕ]→ [ψ] si, i només si, [ϕ] ∧ [χ] ≤ [ψ], ∀ϕ, ψ, χ ∈ Fm fórmules.
Observem que [ϕ]→ [ψ] = 1⇐⇒ [ϕ] ≤ [ψ].
Per veure que [ϕ] ≤ [ψ] hem de veure que [ϕ ∧ ψ] = [ϕ]:
Hem de veure que T ⊢ ϕ→ (ϕ ∧ ψ).
Com que T, ϕ ⊢ ϕ i T ⊢ ϕ → ψ o equivalentment pel Teorema de Deducció T, ϕ ⊢ ψ =⇒
T, ϕ ⊢ ϕ ∧ ψ pel Teorema de la conjunció a la dreta i, finalment, pel Teorema de Deducció
T ⊢ ϕ→ ϕ ∧ ψ.
D’ altra banda, T ⊢ (ϕ ∧ ψ)→ ϕ és evident doncs és una instància de l’ Axioma 3.
Veiem, ara, que té la propietat de residuació:
[χ] ≤ [ϕ] → [ψ] és equivalent a [χ → (ϕ → ψ)] = 1, això és T ⊢ χ → (ϕ → ψ),
pel Teorema de Deducció T, χ, ϕ ⊢ ψ, ara pel Teorema de la conjunció a l’ esquerra tenim
T, χ ∧ ϕ ⊢ ψ i amb el Teorema de Deducció, un altre cop, T ⊢ (χ ∧ ϕ) → ψ i això és equiva-
lent a [(χ ∧ ϕ)→ ψ] = 1⇐⇒ [χ] ∧ [ϕ] ≤ [ψ].
Ara ja només mancaria veure la prelinealitat, i.e. ([ϕ] → [ψ]) ∨ ([ψ] → [ϕ]) = 1, però això és
trivialment cert doncs (ϕ→ ψ) ∨ (ψ → ϕ) és una instància de l’ Axioma 10.
En aquesta última part de la demostració hem pogut veure que la nostra àlgebra és una àlge-
bra de Heyting Lineal. Estem en condicions de demostrar T |=K ϕ =⇒ T ⊢G ϕ. Ho farem pel
contrarrecíproc.
T 0G ϕ =⇒ T 2K ϕ
Volem, doncs, trobar una A ∈ K àlgebra i una A−valoració v : Fm −→ A, tal que v[T ] ⊆ {1}
i v(ϕ) 6= 1. Així doncs, basta que agafem Fm/ ∼ com aquesta àlgebra i v de forma que v(ψ) = [ψ]
per a tot ψ ∈ Fm i veiem que v[T ] ⊆ {1} i v(ϕ) 6= 1.
∀ψ ∈ T es compleix que T ⊢ ψ això suposa que [ψ] = 1 i per tant v[T ] ⊆ {1}. Llavors si T 0 ϕ
vol dir que [ϕ] 6= 1 i per tant que v(ϕ) 6= 1.
Així, T 2Fm/∼ ϕ =⇒ T 2K ϕ.
♠
Fins aquí tenim la part que és “comuna” a totes les lògiques, és a dir, per a demostrar el
teorema de completesa, donada una de les lògiques presentades anteriorment amb la seva àlgebra
associada, només cal seguir aquest mateix procediment sota les condicions que cada lògica i cada
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àlgebra necessiti.
Per últim hem de comprovar el quart pas del nostre esquema, i.e. T |=G ϕ⇐⇒ T |=K0 ϕ.
Prova:
⇐=)
És trivial doncs G ⊆ Ko.
=⇒)
Lema: Tota àlgebra de Heyting lineal, totalment ordenada i numerable, és isomorfa a una
subàlgebra de l’ àlgebra totalment ordenada [0, 1]∧.
La demostració d’ aquest Lema és una conseqüència de què tot ordre lineal, numerable i acotat
(i.e. amb màxim i mínim), és submergible als racionals compresos a l’ interval [0, 1].
♠
Així doncs també es verifica:
T [0,1]∧ ϕ⇔ T Ko ϕ
Tancant així totalment la demostració del Teorema de Completesa per la lògica de Gödel.
Teorema: (de Completesa per la Lògica de Gödel)
Per a tota T ∪ {ϕ} ∈ Prop(X)
T ⊢G ϕ⇐⇒ T |=G ϕ
♠♠
Com hem advertit anteriorment, no només se satisfà el Teorema de Completesa en la Lògica
de Gödel, la resta de lògiques introduïdes a la secció 2.4 del treball també satisfan algun Teorema
de Completesa.
Lògica de Lukasiewicz:
En el cas de la lògica de Lukasiewicz la classe d’ àlgebres associada és la classe de les MV-
àlgebres8 o Wajsberg-àlgebres9.
8Introduïdes per a: C. C. Chang, Algebraic Analysis of Many-Valued Logics, Transactions of the American
Mathematical Society 88, pp. 476–490, 1958.
9J. Font, A. J. Rodríguez, A. Torrens, Wasjberg Algebras, Stochastica 8, pp. 5-31, 1984
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Definició: una Wajsberg-àlgebra (que són equivalents a les MV-àlgebres) és una àlgebra
< L, →, 0 > on ¬x = x→ 0 i 1 = 0→ 0 que satisfà:
• 1→ y = y
• (x→ y)→ ((y → z)→ (x→ z)) = 1
• ((¬x→ ¬y)→ (y → x)) = 1
• ((x→ y)→ y) = ((y → x)→ x)
Anàlogament al càlcul, podem definir en una Wajsberg-àlgebra les següents operacions:
• x ∗ y = ¬(x→ ¬y)
• x ∨ y = (x→ y)→ y
• x ∧ y = ¬(¬x ∨ ¬y)
La demostració del Teorema de Completesa va ser feta per C.C. Chang al 1959 10.
En termes generals, la demostració és anàloga a la que hem fet per el cas de la lògica de Gödel
pels passos de 1 a 3 (amb les seves petites particularitats, doncs es tracten de lògiques i classes
d’ àlgebres diferents a les anteriors), però en el pas 4 hi ha una variació conseqüència d’ aquest
Lema:
Lema: Tota MV-àlgebra, totalment ordenada, és localment submergible en l’ àlgebra total-
ment ordenada [0, 1]∗, on ∗ és la t-norma de Lukasiewicz.
La demostració del Lema és una conseqüència d’ un resultat de Gurevich-Kokorin11 que diu
que tot grup abelià totalment ordenat és localment submergible en el grup additiu dels reals.
El fet de tenir una immersió local no ens permet tenir un Teorema de Completesa fort per
premisses infinites sinó un Teorema de Completesa finitària forta.
Teorema: (de Completesa per la Lògica de Lukasiewicz )
Per a tota T ∪ {ϕ} ∈ Prop(X)
{ϕ1, ..., ϕn} ⊢L ϕ⇔ {ϕ1, ..., ϕn} L ϕ
10C. C. Chang, A New Proof of the Completeness of the Lukasiewicz Axioms, Transactions of the American
Mathematical Society 93, pp. 74-90, 1959
11Y.S. Gurevich, A.I. Kokorin, Universal Equivalence of Ordered Abelian Groups (en rús), Algebra i Logika 2,
pp. 37-30, 1963
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on {ϕ1, ..., ϕn} és un conjunt finit de fórmules.
Lògica Producte:
Per la lògica Producte la classe d’ àlgebres associada és la classe de les Π−àlgebres.
Definició: una Π−àlgebra és una àlgebra < L, ∧, ∨, ∗, →, 0, 1 > que compleix:
• < L, ∧, ∨, 0, 1 > és un reticle acotat
• < L, ∗, 1 > és un semigrup commutatiu amb element neutre 1
• ∗ i → formen un parell adjunt, cosa que vol dir: z ≤ (x→ y) si, i només si, x ∗ z ≤ y per a
tot x, y, z
• x ∧ ¬x = 0
• ¬(¬z) ≤ ((x ∗ z)→ (y ∗ z)→ (x→ y))
Anomenarem reticle residuat a tota àlgebra del mateix tipus que satisfaci les tres primeres
propietats anteriors.
La prova de la completesa la va donar Hájek al 199812.
Al quart pas, anàlogament al què passava amb la lògica de Lukasiewicz, la demostració és
conseqüència del següent Lema:
Lema: Tota Π-àlgebra, totalment ordenada, és localment submergible en l’ àlgebra totalment
ordenada [0, 1]∗, on ∗ és la t-norma del Producte.
Igual que a la lògica de Lukasiewicz el Lema anterior és conseqüència del resultat de Gurevich-
Kokorin, i el fet de tenir només immersió local ens permet enunciar el següent Teorema:
Teorema: (de Completesa per la Lògica Producte)
Per a tota T ∪ {ϕ} ∈ Prop(X)
{ϕ1, ..., ϕn} ⊢Π ϕ⇔ {ϕ1, ..., ϕn} Π ϕ
on {ϕ1, ..., ϕn} és un conjunt finit de fórmules.
Basic Fuzzy Logic:
En el cas de la lògica BL agafarem com classe d’ àlgebres associada la classe de les BL-àlgebres.
12Petr Hájek, Metamathematics of Fuzzy Logic, Trends in Logic, Vol. 4, Kluwer, Dordrecht, 1998
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Definició: una BL-àlgebra és un < L, ∧, ∨, ∗, →, 0, 1 > reticle residuat que addicionalment
satisfà:
• x ∧ y = x ∗ (x→ y)
• Prelinealitat: (x→ y) ∨ (y → x) = 1
La prova va ser donada per Cignoli (et altres) a l’ any 200013.
Atès que la lògica BL és un tipus molt particular de lògica fuzzy, perquè com ja hem avançat,
és la lògica que recull tot el que tenen en comú les lògiques basades en t-normes. També té una
lleugera diferència a l’hora de finalitzar la demostració de la seva completesa. És per això que al
pas 4 haurà de ser modificat en concordància al següent Lema:
Lema: tota BL-àlgebra totalment ordenada és localment submergible en alguna àlgebra definida
per una t-norma contínua.
Això surt del fet de què les lògiques de Lukasiewicz, de Gödel i del producte siguin local-
ment submergibles en les respectives [0, 1]−àlgebres i de la generalització del Teorema de Mostert-
Shields14 per BL-àlgebres totalment ordenades.
Teorema: (de Completesa per la Basic Fuzzy Logic)
Per a tota T ∪ {ϕ} ∈ Prop(X)
{ϕ1, ..., ϕn} BL ϕ⇔ {ϕ1, ..., ϕn} BL ϕ
on {ϕ1, ..., ϕn} és un conjunt finit de fórmules.
Monoidal T-norm Logics:
Per últim, en la lògica MTL la classe d’ àlgebres associada és la classe de les MTL-àlgebres.
Definició: una MTL-àlgebra és un < L, ∧, ∨, ∗, →, 0, 1 > reticle residuat que addicional-
ment satisfà:
• Prelinealitat : (x→ y) ∨ (y → x) = 1
La prova del teorema la van donar Jenei i Montagna al 200215 i el quart pas es basa en el Lema:
13R. Cignoli, F. Esteva, L. Godo, A. Torrens, Basic Fuzzy Logic is the Logic of Continuous T-Norms and their
Residua. Soft Computing. 4(2), pp.106-112, 2000
14Enunciat a la secció 2.2 del treball
15S. Jenei, F. Montagna, A Proof of Standard Completeness for Esteva and Godo’s Logic MTL, Studia Logica,
70(2), pp. 183-192, 2002
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Lema: tota MTL-àlgebra totalment ordenada i numerable és submergible en una àlgebra gen-
erada per una t-norma contínua per l’ esquerra.
Teorema: (de Completesa per les Monidal T-norm Logics)
Per a tota T ∪ {ϕ} ∈ Prop(X)
T ⊢MTL ϕ⇐⇒ T |=MTL ϕ
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Capítol 4:
Introducció a la Lògica de Primer Ordre Relacional
En aquest capítol farem una introducció a la Lògica de Primer Ordre Relacional com extensió
de la Lògica Proposicional descrita fins ara en un marc fuzzy, per a fer això començarem amb una
introducció de caire general, i tot seguit, entrarem més concretament en el seu context fuzzy.
La lògica proposicional presenta una sèrie de limitacions expressives. No és capaç d’ expressar
relacions entre objectes ni permet la generalització respecte objectes similars. La Lògica de Primer
Ordre (LPO o Lògica de Predicats) ens permet més expressivitat.
Definició: el Llenguatge Relacional està format per:
• Símbols relacionals (o predicats): és un conjunt no buit At. Cada element d’ At va acom-
panyat d’ un nombre que s’ anomena aritat (on l’ aritat és el nombre d’ arguments de la
relació).
• Símbols Lògics: ∧,∨,→.
• Quantificadors: ∃, ∀.
• Un conjunt de variables: X.
Definició: anomenem Pred(X) al conjunt de tots els predicats amb les variables de X.
Exemple: R(x1, ..., xn) ∈ Pred(X), amb x1, ...xn ∈ X, és un predicat d’ aritat n.
El concepte de fórmula ben formada està definit a continuació:
• Si P ∈ At , d’ aritat n ≥ 1, i x1, ..., xn ∈ X són variables, llavors P (x1, ..., xn) ∈ Pred(X)
és una fórmula ben formada.
• Si A,B ∈ Pred(X) són fórmules ben formades, llavors ¬A, A ∧B, A ∨B, A→ B també ho
són.
• Si A ∈ Pred(X) és una fórmula ben formada, i x ∈ X una variable, llavors ∀xA i ∃xA
també ho són.
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Per tal de donar valors de veritat necessitem les següents definicions:
Definició: Una estructura és un parell E = (M, (IR)R∈At) on M és un conjunt no buit i IR
una interpretació de R definida de manera que IR(R) ⊆ M τ(r) on τ(R) és l’ aritat d’ R.
Definició: amb les definicions anteriors, una interpretació és I = ((M, IR), a) on a és una
assignació definida a : X −→M . La interpretació I(a), ∀A ∈ Pred(X), es defineix reursivament:
• I(R(x1, ..., xn)) = 1 si, i només si (a(x1), ..., a(xn)) ∈ IR(R).
• I(¬A) = 1 si, i només si I(A) = 0.
• I(A ∧ B) = 1 si, i només si I(A) = 1 i I(B) = 1.
• I(A ∨ B) = 1 si, i només si I(A) = 1 o I(B) = 1.
• I(A→ B) = 1 si, i només si I(A) = 0 o I(B) = 1.
• I(∀xA) = 1 si, i només si min{I b
x
(A) = 1, b ∈ M}. On I b
x
és la interpretació definida:
((M, (IR)), a
′), amb a′ assignació tal que a(x) = b i a′(y) = a(y), per a tota y 6= x.
• I(∃xA) = 1 si, i només si max{I b
x
(A) = 1, b ∈M}.
Definició: sigui Σ un conjunt de fórmules ben formades i sigui A ∈ Σ una fórmula i sigui
T ∈ Σ una teoria, direm que A és conseqüència lògica de T si sempre que I[T ] ⊆ {1} llavors
I(A) = 1, i ho notarem T |= A.
Pel que fa referència al càlcul de predicats, heretem una sèrie d’ axiomes dels càlculs de la lògica
proposicional:
• Axioma 1 : A→ (B → A)
• Axioma 2 : (A→ (B → C))→ ((A→ B)→ (A→ C))
• Axioma 3 : (¬A→ ¬B)→ (B → A)
Però hi han dos més que són pròpiament de la LPO:
• Axioma 4 : ∀xA→ A(x/t) (on A(x/t) és la determinació d’ un x concret, és a dir, el que val
per tots els x, val per qualsevol d’ ells).
• Axioma 5 : ∀x(A→ B)→ (∀xA→ ∀xB)
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Amb les següents regles d’ inferència:
• Modus Ponens: A,A→ B ⊢ B
• Generalització del Modus Ponens: A ⊢ ∀xA
D’ igual manera que passa amb la lògica clàssica, podem extendre la lògica proposicional fuzzy
amb una lògica de predicats. De manera natural, si la interpretació dels predicats atòmics és fuzzy,
en comptes de ser una relació n-ària clàssica, llavors el que tenim seran predicats en fuzzy. Per
exemple, si tenim x e´s jove, com jove és fuzzy, tindrem que jove(x) serà un predicat fuzzy.
Donat un predicat fuzzy, x e´s P , el podem interpretar de la següent maneras: P (x) és un
conjunt fuzzy, i la funció de pertinença d’ x a P és µP (x), o bé µP (x) és el grau de satisfabili-
tat de la propietat P per x, i d’ aquesta manera, la funció de pertinença definirà el valor de veritat.
D’ aquesta manera:
Definició: Una estructura és un parell E = (M, (IR)R∈At) on M és un conjunt no buit i IR
una interpretació de R definida de manera que IR(R) : U τ(R) −→ [0, 1].
Donada una t-norma ∗, definirem l’ àlgebra [0, 1]∗ < [0, 1]∗,∧,∨, ∗,→, 0, 1 > i obtindrem:
• I(R) = IR(R)(a(x1), ..., a(xn)) ∈ [0, 1]
• I(¬P ) = ¬I(P )
• I(P ∧Q) = I(P ) ∧ I(Q)
• I(P ∨Q) = I(P ) ∨ I(Q)
• I(P → Q) = I(P )→ I(Q)
• I(P ∗Q) = I(P ) ∗ I(Q)
• I(0) = 0
• I(1) = 1
Definició: sigui Σ un conjunt de fórmules ben formades i sigui A ∈ Σ una fórmula i sigui
T ∈ Σ una teoria, direm que A és conseqüència lògica de T si sempre que I[T ] ⊆ {1} llavors
I(A) = 1, i ho notarem T |=[0,1]∗ A.
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Capítol 5:
Algunes Aplicacions de la Lògica Fuzzy
Com a punt i final del treball és interesant veure, de manera purament il·lustrativa, en quin
sentit la lògica fuzzy en sentit ampli pot ajudar a resoldre problemes de la vida quotidiana, mit-
jançant les seves aplicacions en el camp de l’ enginyeria, òptica, medicina, ..., i en particular, en el
camp de la intel·ligència artifical.
Exemple 1:
D’ una manera natural podem entendre els conceptes de calor o fred com a conjutns fuzzy,
si ens fixem en quin grau una temperatura determinada està relacionada amb calor o fred. És
per això que la lògica fuzzy es pot aplicar, i de fet s’ ha aplicat, en el disseny de termòstats, per
exemple en aparells d’ aire acondicionat, fent que aquests varïin la seva temperatura de manera
contínua respecte una franja fuzzy establerta. Això és una clara millora en el seu funcionament,
doncs de no ser així, aquests aparells començarien a emetre aire “fred” o “calent” bruscament quan
la temperatura ambient arribés a un nombre predeterminat, generant una sensació brusca de canvi
de temperatura.
Exemple 2:
En l’ òptica d’ una càmara fotogràfica, a l’ hora d’ enfocar una imatge per poder capturar-la
degudament, la introducció de la lògica fuzzy és també una clara millora. En els sistemes tradi-
cionals, per tal de poder fer un enfocament correcte, el que se sol fer és dividir l’ objectiu de
manera similar al que seria una matriu, i s’ assignen diferents valors a cada divisió feta (element
de la matriu). Així, el punt enfocat tindria, per exemple, un valor d’ 1, i aquest valor aniria
disminuint a mesura que ens allunyéssim d’ ell. Si per contra introduïm a l’ equació el concepte de
conjunt fuzzy, aconseguirem una sèrie de regions poc definides que tindran una variació més suau
respecte
l’ enfocament.
Exemple 3:
En el camp del tractament d’ imatges per ordinador també obtenim una sèrie d’ avantatges.
Posem-nos en el cas d’ una aplicació mèdica: donada una radiografia voldrem que un sistema
automàtic sigui capaç de determinar si hi ha o no una fractura. Podem doncs programar un algo-
risme tal que tingui en compte una sèrie de variables, com poden ser el color (contrast) de diferents
zones de la radiografia, el tamany de diferents elements de l’ imatge, etc. Aplicant un algorisme de
clustering (es tracta d’ un algorisme capaç d’ agrupar diferents elements d’ una imatge segons uns
criteris introduïts prèviament) podrem separar els diferents elements segons els criteris establerts.
Aquest algorisme pot ser de naturalesa fuzzy, com és el cas del Fuzzy C-Means, cosa que dóna
clares avantatges respecte les versions que no fan ús de la teoria de conjunts fuzzy. Per exemple,
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l’ algorisme K-Means, en el que es refereix al tractament de dades superposades que volem extreure
d’ una imatge (i.e. hi ha dos elements que visualment estan un sobre l’ altre però que nosaltres
volem separar en dos clusters, o conjunts diferents). Això és una conseqüència directa de la defini-
ció de la funció de pertinença inherent als conjunts fuzzy. Addicionalment, aquesta funció ens dóna
també la possibilitat d’ incloure els elements tractats en dos o més conjunts en un cert grau. No
obstant, l’ aplicació de la teoria fuzzy no és només avantatjosa, sinó que comporta una sèrie de
deficiències, com pot ser per exemple un temps de càlcul superior (sol necessitar més iteracions), o
atès a què aquests algorismes solen basar la seva diferenciació d’ objectes en la distància euclídea
que hi ha entre cada punt i un centre definit (d’ aqui el nom de C-Means, mitjana respecte un
centre) poden haver casos on la distància a dos centres sigui exactament la mateixa.
Exemple 4:
Un exemple en que cal fixar-se amb més detall ja que és el que més acceptació de la teoria
fuzzy ha rebut, és l’ aplicació en el control industrial. Es tracta d’ un exemple d’ aplicació a la
intel·ligència artificial.
Definició: un sistema de control és un aparell, o conjunt d’ aparells per a gestionar, controlar,
dirigir o regular el comportment d’ altres aparells o sistemes.
Definició: un sistema de control s’ en diu lògic (o seqüencial) si està composat per portes
Lògiques.
Definició: una porta lògica és un aparell que implementa una funció booleana (i.e. binària)
tal que adment una o més entrades lògiques i en retorna una sortida lògica.
Definició: un sistema de control s’ en diu lineal (o de retroalimentació) si fa servir informació
generada per ell mateix per tal de produïr una senyal amb significat matemàtic (i.e. que es pugui
traduir a nombres) a partir d’ altres variables.
Definició: un sistema de control industrial és un sistema de control aplicat a la producció
industrial.
El terme controlador fuzzy se sol aplicar a un sistema de control amb la següent estructura:
El principal avantatge d’ aquest tipus de controladors és que no necessiten d’ un model
matemàtic de la “planta” a controlar. Per contra, això porta com a conseqüència que els ajus-
taments de control s’ hauran de realitzar on-line (sobre la marxa), i això és clarament més costos.
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No obstant, per mirar de regular això han aparegut el que s’ anomenen controladors fuzzy adap-
tatius, és a dir, que es regulen a sí mateixos mitjançant un algorisme que permet autoavaluar el
seu rendiment, i recalcular el seu disseny en base a uns criteris preintroduïts. Als algorismes
d’ autorregulació també se’ ls anomena algorismes d’ entrenament.
Tot i que els exemples donats anteriorment són prou il·lustratius, podem enumerar una llarga
llista d’ exemples d’ aplicacions de la teoria fuzzy a problemes reals: sistemes d’ escriptura, millora
de l’ eficiència en el consum de combustible, sistemes de simulació del comportament humà (per
exemple en videojocs), bases de dades (per tal de gestionar informació poc precisa, per exemple
amb el lleguatge FSQL, fuzzy structured query language), ...
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Capítol 6:
Conclusions
En el desenvolupament del treball he pogut veure com, de manera general, una lògica pot ser
definida de dues maneres, semàntica i sintàcticament. El primer model dóna valors de veritat a les
fórmules i és una aproximació més algebraica. En el segon, d’ altra banda, ens centrem en la idea
de demostració, és a dir, a partir d’ una sèrie de regles establertes podem deduir uns enunciats a
partir d’ unes altres. Habitualment el model sintàctic es dóna partint d’ una sèrie
d’ axiomes (enunciats que donem com a certs) i unes regles (que anomenem regles de deducció)
que conformen el que s’ anomena Càlculs o Màquines deductives.
Per tal de posar en comú la part sintàctica i semàntica d’ una lògica es demostren els Teoremes
de Completesa (en qualsevol de les seves tres variants presentades al llarg del treball).
En el marc de la lògica fuzzy això no és diferent. Tindrem un model semàntic amb interpreta-
cions dels seus valors de veritat definides sobre tot l’ interval [0, 1] (contràriament a la lògica clàs-
sica que es definia sobre el conjunt {0, 1}, o la lògica trivalorada de Lukasievicz sobre {0, 1
2
, 1},...).
Això és conseqüència directa de que els conjunts fuzzy venen caracteritzats per la seva funció de
pertinença. Les connectives són una generalització de les de la lògica clàssica. En particular, la
conjunció vindrà definida per una t-norma (normalment s’ anomena conjunció forta, doncs el terme
de conjunció feble se sol reservar pel mínim entre dos elements del conjunt en què es defineix la
lògica), la disjunció per una t-conorma, la negació es pot definir de diferents maneres (de fet tenim
dues famílies de negacions, les negacions fortes i les febles, on les primeres també s’ anomenen
involucions) i la implicació es pot definir a partir d’ una t-norma o una t-conorma (cosa que també
dóna lloc a dos famílies d’ implicacions). El model sintàctic també es defineix, com a la lògica
clàssica, a partir d’ una col·lecció d’ axiomes i regles deductives.
Així doncs, també es demostren els Teoremes de Completesa en aquest context, per posar en
comú els models semàntic i sintàctic d’ aquestes lògiques. Per poder fer aquestes demostracions he
vist com es segueix un esquema general per a totes les lògiques on únicament és diferent l’ últim pas
(que hem anomenat pas 416). Això és conseqüència de què per poder fer aquestes demostracions
necessitem associar a cada lògica una classe d’ àlgebres associada, que guarda una forta relació
amb el model semàntic, i com totes elles no es comporten igual, és possible que tinguem versions
diferents del Teorema de Completesa per cada lògica diferent.
Pel que fa a les t-normes, i t-conormes, he vist que gràcies a que guarden relació entre elles es
poden definir lògiques més generals, com és el cas de la lògica BL o MTL, que tenen en comú tot
allò que les lògiques basades en t-normes (contínues o contínues per l’ esquerra, respectivament)
compleixen. Hi ha un resultat important que mostra aquest fet: el Teorema de Mostert-Shields.
16Veure Capítol 3 del treball
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Per últim, he vist que la lògica de primer ordre relacional ens permet guanyar capacitat expres-
siva respecte la lògica proposicional a l’ hora de crear el nostre model, podent formalitzar frases
més complexes.
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