In this paper we study the minimization of ℓ 0 regularized optimization problems, where the objective function is composed of a smooth convex function and the ℓ 0 regularization. We analyze necessary optimality conditions for this nonconvex problem which lead to the separation of the local minima into two restricted classes. Based on these restricted classes of local minima, we devise new random coordinate descent type methods for solving these problems. In particular, we analyze the properties of an iterative hard thresholding based random coordinate descent algorithm for which we prove that any limit point is a local minimum from the first restricted class of local minimizers. Then, we analyze the convergence of a random proximal alternating minimization method and show that any limit point of this algorithm is a local minima from the second restricted class of local minimizers. Under the strong convexity assumption, we prove linear convergence in probability for both methods. We also provide numerical experiments which show the superior behavior of our methods in comparison with the usual iterative hard thresholding algorithm.
I. INTRODUCTION
Nowadays, there are increasingly numerous real-world applications which promote interest in sparse optimization problems. In recent practical applications (e.g. sparse control problems [16] , [21] , [22] , state estimation under corrupted measurements [9] , [14] , [15] , compressed sensing [4] - [7] , sparse support vector machines [1] , sparse nonnegative factorization [10] , sparse principal component analysis [13] ), we deal with a convex optimization problem for which we like to get an (approximate) solution, but we also desire a solution which has the additional property of sparsity (it has few nonzero components). Under certain assumptions on our original problem, we can recover a sufficiently sparse solution using appropriate algorithms. However, in general, the additional requirement of sparsity immediately turns the original convex problem into a very hard combinatorial problem, since solving it exactly would require to try all possible sparse patterns in a brute-force way.
Typically, in order to obtain a sparse minimizer of an optimization problem, the usual approach involves minimizing the number of nonzero components of the solution. Therefore, in the literature for convex sparse optimization problems two formulations are widespread:
(i) the regularized formulation: min x∈R n f (x) + λ x 0 , where x 0 is the quasinorm which counts the number of nonzero components in the vector x and λ > 0 a penalty parameter;
(ii) the sparsity constrained formulation: min x∈R n {f (x) : x 0 ≤ s}, where the number of nonzero elements s ∈ {1, . . . , n} of the solution is fixed.
Note that both formulations are NP-hard and there is no clear equivalence between them in the general case. There have been given and repeatedly improved several greedy algorithms for the sparse least squares settings (i.e. where the smooth function to be minimized is f (x) = Ax−b
2 )
under certain restricted isometry assumptions (see e.g. [1] , [4] - [7] ). Amongst these algorithms for the regularized least squares settings, the iterative hard thresholding algorithm has gained a lot of interest lately due to its simple and intuitive iteration (see [4] , [5] ). Recently, in [17] , a generalization of the iterative hard thresholding algorithm to general convex functions f has been given under the ℓ 0 regularized formulation and its iteration complexity has also been derived. In paper [17] , the author analyzes the ℓ 0 regularized convex cone programming with smooth and strongly convex objective function. For general convex objective functions, the author considers the minimization over a bounded box set. However, since there could be an exponential number of local minimizers for the ℓ 0 regularized problem, there is no characterization in [17] of the local minima at which the iterative hard thresholding algorithm converges. Moreover, in the general convex case we need to consider an ℓ 0 regularized formulation with additional bounded box constraints. These issues limit the application of this algorithm to general ℓ 0 regularized optimization problems. Further, general sparsity constrained formulations were considered e.g.
in [2] , where the authors introduced several classes of stationary points and developed greedy coordinate descent algorithms converging to different classes of stationary points. In [19] , penalty decomposition methods were devised for both regularized and constrained formulations of sparse DRAFT nonconvex problems and convergence analysis was provided for these algorithms.
On the other hand, coordinate descent methods are some of the most successful in the largescale optimization field and used frequently to solve sparse optimization problems [2] , [18] , [25] . Roughly speaking, these methods are based on the strategy of updating one (block)
coordinate of the vector of variables per iteration using some index selection procedure (e.g.
cyclic, greedy or random). This often reduces drastically the iteration complexity and memory requirements, making these methods simple and scalable. There exist numerous papers dealing with the convergence analysis of this type of method. For example, in [27] Nesterov presented the iteration complexity of a random coordinate descent method for minimization of smooth convex functions. The complexity results from [27] have been extended to the convex composite case (and with global linear constraints) in [25] , [31] ( [23] , [24] , [26] ). For nonconvex composite optimization, convergence analysis of random coordinate descent methods was given e.g. in [29] .
In this paper we analyze local minima and devise coordinate descent type methods for the following ℓ 0 regularized optimization problem:
where function f is smooth and convex and the quasinorm of x is defined as:
λ i x i 0 , with x i ∈ R n i being the ith block component of x and λ i ≥ 0 for all i = 1, . . . , N. Note that in this formulation we do not impose sparsity on all block components of x, but only on those ith blocks for which the corresponding penalty parameter λ i > 0. In the first part of the paper we analyze necessary optimality conditions for problem (1) and prove that any point satisfying these conditions is a local minimum of (1) . Further, we separate the set of local minima into two restricted classes around the set of global minima. In the second part of the paper, based on this separation of local minima we devise new random coordinate descent type methods for our problem (1) . In particular, we introduce a random coordinate descent iterative hard thresholding (RC-IHT) method which combines a random coordinate descent scheme and the iterative hard thresholding algorithm. We analyze the convergence properties of algorithm (RC-IHT) and we prove that any limit point of the sequence generated by the algorithm is included in the first class of restricted local minima. Further, we introduce a random proximal alternating minimization DRAFT iterative hard thresholding (RPAM-IHT) method and we prove that any limit point of the sequence generated by the algorithm is included in the second class of restricted local minima. Under the strong convexity assumption, we prove linear convergence in probability for both methods. We also provide numerical experiments which show the practical improvement which our methods provide in comparison with the usual iterative hard thresholding algorithms.
Contribution. The contribution of the paper can be summarized as follows:
(i) We analyze the properties of problem (1) and derive necessary optimality conditions. We also introduce two classes of restricted local minima and show that first class is included in the second one, with both classes containing the set of global minimizers.
(ii) We combine a random coordinate gradient descent scheme and iterative hard thresholding method into a new algorithm that involves, at each iteration, the solution of a quadratic lowdimensional subproblem that is computed in closed form. We show that any limit point of this algorithm is a restricted local minimum from the first class. Furthermore, we show that the local minima reached by this new method are better, in some sense, than the local minima obtained by the classical iterative hard thresholding algorithm. We also prove linear rate of convergence in probability for this first algorithm.
(iii) We propose a variant of random proximal alternating minimization algorithm, that involves at each iteration the exact solution of a low-dimensional optimization subproblem. We show that any limit point of the second algorithm is a restricted local minimum from the second class.
Furthermore, the local minima reached by this algorithm are better, in some sense, than the local minima obtained by the first algorithm. We also prove for this second algorithm linear rate of convergence in probability.
Content. The structure of the paper is as follows. In Section 2, we state the necessary optimality conditions of our problem and show that only local minima satisfy these conditions. Further we introduce two classes of restricted local minima and analyze their properties. In Section 3
we derive two random coordinate descent methods for solving problems (1) . In Section 4 we analyze the global convergence properties of our methods and characterize their limit points. In Section 5 we derive iteration complexity results in probability for both methods under the strong convexity assumption. Finally, in Section 6 we provide numerical experiments which show that our algorithms perform favorably on such problems.
DRAFT

A. Notations and preliminaries
We consider the space R n composed by column vectors. For x, y ∈ R n denote the scalar product by x, y = x T y and the Euclidean norm by x = √ x T x. We use the same notation ·, · ( · ) for scalar product (norm) in spaces of different dimensions. For any matrix A ∈ R m×n we use rank(A) for the rank and σ min (A) for the minimal singular value of matrix A. We use the notation [n] = {1, 2, . . . , n} and e = [1 · · · 1] T ∈ R n . In the sequel, we consider the following decompositions of the variable dimension and of the n × n identity matrix:
where
. If the index set corresponding to block i is given by S i , then |S i | = n i . Given x ∈ R n , then for any i ∈ [N] and j ∈ [n], we denote:
For any vector M ∈ R N ++ , we define the following norm and its corresponding dual:
For any vector x ∈ R n , the support of x is given by supp(x), which denotes the set of indices corresponding to the nonzero components of x. We denotex = max
|x (j) | and
|x (j) |. Additionally, we introduce the following set of indices:
Given two scalars p ≥ 1, r > 0 and x ∈ R n , the p−ball of radius r and centered in x is denoted by B p (x, r) = {y ∈ R n : y − x p < r}. Let I ⊆ [n] and denote the subspace of all vectors x ∈ R n satisfying I(x) ⊆ I with S I , i.e. S I = {x ∈ R n :
We denote with f * the optimal value of the convex function f , i.e. f * = min x∈R n f (x) and the optimal set of function f with X * f = {x ∈ R n : ∇f (x) = 0}.
In this paper we consider the following assumption on optimization problem (1):
The function f has (block) coordinatewise Lipschitz continuous gradient with
e. the convex function f satisfies the following inequality:
DRAFT
An immediate consequence of Assumption 1.1 is the following relation [27] :
We denote with
T ∈ R N and with L f the global Lipschitz constant of the gradient ∇f (x). In the Euclidean settings, under Assumption 1.1 a tight upper bound of the global Lipschitz constant is L f ≤ i L i (see [27, Lemma 2] ). Note that a global inequality based on L f , similar to (2), can be also derived. Also, note that the Assumption 1.1 has been frequently considered in coordinate descent settings (see e.g. [23] - [27] , [31] ).
II. NECESSARY OPTIMALITY CONDITIONS
In this section we present the necessary optimality conditions for problem (1) and provide a detailed description of local minimizers. First, we establish conditions on λ for obtaining trivial global minimizers and necessary optimality conditions satisfied by any local minimum. Then, we separate the set of local minima into two restricted classes and we show that first class is included in the second one, with both classes containing the set of global minimizers.
The next theorem represents a nontrivial generalization of the results for the least squares settings presented in [30] , i.e. when f (x) = Ax − b 2 .
Theorem 2.1: Under Assumption 1.1 the following relations hold:
(i) For any y, d ∈ R n satisfying y = 0 and d ∈ B ∞ (0, ρ)\S I(y) , with the radius ρ = min y,
, the following inequality is valid:
(ii) Any z ∈ R n \{0} is a local minimizer of problem (1) on B ∞ (z, ρ), with ρ = min z,
, if and only if z is a global minimizer of convex problem min
z 0 is a global minimizer of problem (1) . Otherwise, it is at least a local minimizer on B ∞ (z 0 , ρ),
N having entries 0 − 1 and supp(ẽ) = supp(λ).
Then, z = arg min x∈X * f x 0,ẽ satisfying z 0,ẽ > 0 is a global minimizer of problem (1) provided that we haveλ ≤ min
n , with y = 0 and assume d ∞ < y. Then, we have:
DRAFT Clearly, for any d ∈ B ∞ (0, ρ)\S I(y) , with ρ = y, we have:
Let d ∈ B ∞ (0, ρ)\S I(y) , with ρ = min y, λ ∇f (y) 1 . The convexity of function f and the Holder inequality lead to:
(ii) For the first implication, we assume that z is a local minimizer of function F on the open ball B ∞ (z, ρ), i.e. we have:
Since f has also global Lipschitz continuous gradient, with constant L f , we derive (see (2)):
Therefore, we have ∇ I(z) f (z) = 0, which means that:
For the second implication, we assume that z satisfies (4). For any x ∈ B ∞ (z, ρ) ∩ S I(z) we have
x − z ∞ < z, which by (3) implies that |x (i) | > 0 whenever |z (i) | > 0. Therefore, we get:
and combining with the result in (i) we have proved the implication.
(iii) For any x ∈ R n satisfying x 0,λ = 0, it can be easily seen that
On the other hand, assume x 0,λ > 0 and λ ≥ f (z 0 ) − f * . Then, we have:
In the case when the relation λ < f (z 0 ) − f * holds, then from the convexity of f we get:
Applying the Holder inequality we have:
In conclusion, for x ∈ B ∞ z 0 ,
(iv) Let z 0,ẽ > 0 and note that for any y ∈ R n satisfying y 0,ẽ ≥ z 0,ẽ we have:
On the other hand, let y 0,ẽ < z 0,ẽ and assumeλ ≤ min
, which implies:
We observe that:
and thus we conclude that F (y) ≥ F (z) for all y ∈ R n .
Independently of parameters λ i , Theorem 2.1 (ii) provides conditions for obtaining local minimizers of function F (see the corollary below).
Corollary 2.2:
Under Assumption 1.1, any vector z ∈ R n is a local minimizer of problem (1) if and only if the following equality holds:
Proof: Solving a problem instance min
is equivalent with finding a vector z ∈ S I with I(z) = I and ∇ I(z) f (z) = 0. Then, from Theorem 2.1 (ii) we get the result.
It is not hard to see that when the function f is strongly convex, the number of local minima of problem (1) is finite, otherwise we might have an infinite number of local minimizers.
DRAFT
A. Strong local minimizers
In this section we introduce the notion of basic local minimizers and then we define two restricted classes of local minimizers corresponding to problem (1).
Definition 2.3:
A vector z is called a basic local minimizer for problem (1) if it satisfies:
We denote with T f the class of all basic local minimizers of function f . It can be easily seen that finding a basic local minimizer is a trivial procedure e.g.: (i) if we choose some set of indices 
(ii) and additionally satisfies:
We denote with M(M) the class of all M-strong local minimizers of problem (1) . Note that the vector M determines how restrictive the corresponding class of M-strong local minimizers is.
Given two vectors
We now introduce a second class of strong local minimizers.
Definition 2.5: Given β ∈ R N ++ , a vector z is called a β-coordinatewise local minimizer for problem (1) if it satisfies the following conditions:
We denote with L(β) the class of all β-coordinatewise local minimizers of function F . We also denote the set of global minimizers for problem (1) with X * . We further describe the relationships between the previous two classes of restricted local minima.
DRAFT Theorem 2.6: Let Assumption 1.1 hold and β ∈ R N ++ , then the following inclusions are valid:
Proof: (i) Assume z ∈ X * , i.e. it is a global minimizer of function F . Then, we have:
and thus z ∈ L(β). We further take z ∈ L(β) and using the Lipschitz property of the gradient of f given in (2) we get:
On the other hand, if we take
proves the second inclusion. The third inclusion is straightforward from Definition 2.4 (i).
From Theorem 2.6 we observe that the M-strong local minimizers for problem (1) are included in the class of all basic local minimizers. Thus, designing an algorithm which converges to a local minimum from M(M) will be of interest. Similarly, the β-coordinatewise minimizers form a more restricted class of local minima than M(L+β) and therefore, designing an algorithm which converges to a local minimum from L(β) will be of more interest. To illustrate the relationships between the previously defined classes of restricted local minima and see how much they are related to global minima, let us consider an example.
Ax − b 2 , where A ∈ R m×n and b ∈ R m satisfying:
with J m,n ∈ R m×n the matrix having all entries 1. We choose the following parameter values: m = 4, n = 5, p = 5, q = 65, λ = 2 and β i = 0.1 for all i ∈ [n] and the results are given in Table I . From 32 possible local minima, we found 11 local minimizers in M(L f e) and only 4 DRAFT local minimizers in M(L). Moreover, the class of β-coordinatewise minima L(β) contains only one vector which is also the global optimum of problem (1), i.e. in this case L(β) = X * . From Table I we can clearly see that the newly introduced classes of local minimizers are much more restricted (in the sense of having small number of elements, close to that of the set of global minimizers) than the class of basic local minimizers that is much larger. 
Number of local minima 32 11 4 1
Remark 2.8 Assume the least squares settings, i.e.
and λ =λe, withλ > 0. For any z ∈ T f , from Definition 2.3 we have:
On the other hand, assume that the global minimizer x * belongs to X * f , then it can be easily seen that
In conclusion, we obtained that any global minimizer in the least squares settings satisfies x * 0 ≤ rank(A).
Motivated by Remark 2.8, we now describe the vectors from the two new classes of restricted minima, M(L) and L(β), respectively, by the largest gap in terms of function values measured w.r.t. the "best" local minimum with the same sparsity. For simplicity, we consider λ i = λ for
Theorem 2.9: Let Assumption 1.1 hold. Additionally, we assume that f is in the form f (x) = g(Ax) + b, x , where g(t) is a σ-strongly convex function and A ∈ R m×n is any matrix with
Then, if z is a local minimum with z 0 < rank(A) and J = I(z) we get:
we have:
Proof: (i) Using the strong convexity property of function g and Definition 2.4, we have:
Minimizing both sides w.r.t. the subspace S = {x ∈ R n : x 0 = z 0 }, we obtain:
We denote the support of vector x with I, the support of z with J, J = J\I, I = I\J and
Based on the strong convexity property of function g we have:
where in the last inequality we used Definition 2.4. Note that for any subset satisfying |I| = |J| we have |I\J| = |J\I| = |I|. Since |I| ≤ min{n − |J|, |J|}, we can derive the above result.
(
and j ∈ I(z) ∩ S i . Then, we have:
Subtracting z − U (j) z (j) 0,λ from both sides we get:
From the strong convexity property of function g we have:
where in the last inequality we used the Lipschitz gradient relation (7) and (8) we obtain the following bound:
From previous bound and the inequality (6) we obtain the result.
There are recent results in [25] where the convergence rate of coordinate descent methods is analyzed under the assumptions stated in Theorem 2.9. Note that we can get a better interpretation of Theorem 2.9, in terms of the condition number of the problem, when f is strongly convex.
Corollary 2.10:
Under the assumptions of Theorem 2.9, with A = I n , we have:
The results are implied by the fact that I n is an orthogonal matrix, which ensures that r = 0 and σ min (A I ) = 1 for all I ⊆ [n].
From Corollary 2.10 we observe that for a relatively well-conditioned function f , given a local minimizer z ∈ M(L) or z ∈ L(β), the support of z is one of the "best" coordinates combination of all possible subsets {I ⊂ [n] : |I| = z 0 } in terms of the function values.
III. RANDOM COORDINATE DESCENT TYPE METHODS
In this section we present two random coordinate descent methods suitable for solving the class of problems (1) . The first algorithm is a combination of an iterative hard thresholding scheme and a random coordinate descent method, which consists in solving small dimensional ℓ 0 regularized quadratic problems at each iteration that have closed form solution. The second algorithm is also a coordinate descent method obtained from applying a random alternating minimization method to the objective function F and an additional proximal term.
. Then, we introduce the following thresholding map:
In order to find a local minimizer of problem (1), we introduce the random coordinate descent iterative hard thresholding (RC-IHT) method, whose iteration is described as follows:
ALGORITHM (RC-IHT).
with uniform probability
and thus the iteration of (RC-IHT) method becomes:
Note that if at some iteration λ i k = 0, then the iteration of algorithm (RC-IHT) is identical with the iteration of the usual random coordinate descent method [25] , [27] . Further, our algorithm has similarities with the iterative hard thresholding algorithm (IHTA) in [17] . For completeness, we also present the algorithm (IHTA).
DRAFT ALGORITHM (IHTA).
Note that the arithmetic complexity of computing the next iterate x k+1 in (RC-IHT), once
is known, is of order O(n i k ), which, for N >> 1, is much lower than the arithmetic complexity O(n) of (IHTA), that additionally requires the computation of full gradient ∇f (x k ).
Remark 3.1 For i ∈ [N]
and j ∈ S i we can see that any fixed point z i of the thresholding map 
The iteration of (RPAM-IHT) is described as follows:
Note that at each iteration of our second algorithm we need to perform an exact minimization of the objective function f w.r.t. one randomly chosen (block) coordinate. If λ i k = 0, then the iteration of algorithm (RPAM-IHT) requires solving a small dimensional subproblem with a strongly convex objective function as in the classical proximal alternating minimization algorithm. In the case when λ i k > 0 and n i >> 1, this subproblem is nonconvex and usually DRAFT hard to solve. However, for certain particular cases of the function f and n i = 1 (i.e. scalar case), we can easily compute the solution of the subproblem in algorithm (RPAM-IHT). Indeed, for x ∈ R n let us define:
Then, it can be seen that the iteration of (RPAM-IHT) in the scalar case has the following form:
In general, if the function f satisfies Assumption 1.1, computing Ax − b 2 . In this case
where r = Ax − b. Under these circumstances, the iteration of (RPAM-IHT) will have the following form: 
Comparing this relation with the definition of β-coordinatewise local minimizers (see Definition 2.5), we conclude that any vector z, whose block components z i are fixed points of the map
, belongs to the restricted class of local minimizers L(β).
DRAFT
In the sequel we use the following notations for the entire history of index choices, expected value of objective function f w.r.t. the entire history and for the support of sequence x k :
Due to the randomness of algorithms (RC-IHT) and (RPAM-IHT), at any iteration k with λ i k > 0, the sequence I k changes if one of the following situations holds for some j ∈ S i k :
In other terms, at a given moment k with λ i k > 0, we expect no change in the sequence 
which implies:
In the next section we show that there is a finite number of changes of I k in expectation generated by algorithms (RC-IHT) and (RPAM-IHT) and then, we prove global convergence of these two new algorithms.
IV. GLOBAL CONVERGENCE ANALYSIS
In this section we analyze the descent properties of the previously introduced coordinate descent algorithms under Assumption 1.1. Based on these properties, we establish the nature of the limit points of sequences generated by Algorithms (RC-IHT) and (RPAM-IHT). In order to prove almost sure convergence results for our algorithms, we use the following supermartingale convergence lemma of Robbins and Siegmund (see e.g. [29] ):
Lemma 4.1: Let v k , u k and α k be three sequences of nonnegative random variables such that
A. Global convergence for algorithm (RC-IHT)
First, we derive some descent inequalities for algorithm (RC-IHT).
Lemma 4.2:
Let x k be the sequence generated by algorithm (RC-IHT). Under Assumption 1.1 the following statements hold:
we have the following descent relation:
(ii) For M i > L i we have the following descent relation:
Proof: For simplicity of the exposition, we drop counter k and we use the notations: 
Taking expectation w.r.t. i we obtain part (i) of our lemma.
DRAFT
(ii) Let M i > L i , then from Assumption 1.1 we have:
where the last inequality holds by considering y i = x i . Taking expectation w.r.t. i we obtain part
(ii) of our lemma.
We now state one of the main results of this section, namely the global convergence of algorithm (RC-IHT), by proving that there are a finite number of changes of sequence I k in expectation. (i) The sequence x k satisfies:
(ii) There existsF such that:
(iii) At any change in expectation of I k we have:
(iv) The sequence I k changes in expectation a finite number of times almost surely as k → ∞.
The sequence x k 0 converges to some x * 0 almost surely. Furthermore, any limit point of the sequence x k belongs to M(M) almost surely.
Proof: (i) Using Lemma 4.1 and Lemma 4.2 (i), we can easily derive this result.
(ii) Combining Lemma 4.1 and Lemma 4.2(ii), we can ensure that
for a random variable θ ≥ 0 and thusF = θ + F * . Further, due to almost sure convergence of sequence F (x k ), it can be easily seen that lim 
which leads us to lim
can be easily seen that, for any j ∈ S i and i ∈ [N], we have
Further, assume at iteration k > 0 that some change of sequence I k in expectation occurs.
From the definition of change of I k in expectation, we obtain that there exists an index j ∈
[n] (and block i containing the index j) such that either x
Analyzing these cases, we have:
Observing that under uniform probabilities we have:
we can conclude that at each change of I k in expectation we get:
On the other hand from part (iii) we have that if the sequence I k changes in expectation, then E[
These facts imply that there are a finite number of changes in expectation of sequence I k , i.e. there exist K > 0 such that for any k > K we have I k = I k+1 .
Further, if the sequence I k is constant for k > K, then we have I k = I * and x k 0,λ = x * 0,λ for any vector x * satisfying I(x * ) = I * . Further, for k > K algorithm (RC-IHT) is equivalent DRAFT with the usual Nesterov's random coordinate gradient descent method [27] , and thus shares its convergence properties, in particular any limit point of the sequence x k is a minimizer on the coordinates I * for min x∈S I * f (x).
Finally, assume that x * is a limit point and for simplicity we consider that the entire sequence x k converges to x * . Using the definition of the thresholding map T M i (x) and taking into account that x k+1 − x k → 0 a.s., we have:
for all x ∈ R n . Taking the limit as k → ∞ and using that x k 0,λ = x * 0,λ as k → ∞, results in:
for all x ∈ R n almost surely and thus x * is the minimizer of the previous right hand side expression. Since this right hand side expression is block separable, we have that for any i ∈ [n]:
and using the definition of local minimizers from the set M(M) we can conclude our statement from the theorem.
We have proved that any limit point x * of our algorithm (RC-IHT) belongs to M(M), i.e. x * satisfies for all j ∈ S i and i ∈ [N]:
It is not hard to see from [17, Theorem 3.4 ] that, given M f > L f , any limit point y * of the sequence generated by algorithm (IHTA) belongs to y * ∈ M(M f e), i.e. y * satisfies for all
, which implies that the set of limit points of (RC-IHT) is a subset of the limit points of (IHTA), i.e. our first algorithm identifies a more restricted class of local minimizers than (IHTA) (see also Example 2.7).
B. Global convergence for algorithm (RPAM-IHT)
Further, we analyze the convergence properties of algorithm (RPAM-IHT). First, we derive a descent inequality for this algorithm.
Lemma 4.4:
Let x k be the sequence generated by (RPAM-IHT) algorithm with parameters
. Under Assumption 1.1 the following descent inequality holds:
Proof: For simplicity of exposition, we drop counter k and we use notations
From Assumption 1.1 we have:
Taking expectation w.r.t. i we get our descent inequality.
We now prove the global convergence of the sequence generated by algorithm (RPAM-IHT) to local minima which belongs to the restricted set of local minimizers L(β).
Theorem 4.5: Let x k be the sequence generated by algorithm (RPAM-IHT) with parameters
. Under Assumption 1.1 the following statements hold:
(ii) There existsF such that
(iii) At each change of sequence I k in expectation we have the following relation: 
) the following optimality condition holds:
On the other hand, given j ∈ supp(V β i (x)), from the definition of V β i (x) we get:
2 from both sides, leads to:
Further, if we apply the Lipschitz gradient relation in the right hand side and use the optimality conditions for the unconstrained problem solved at each iteration, we get:
Combining with the left hand side of (12), we get
DRAFT Replacing x = x k for k ≥ 0, it can be easily seen that, for any j ∈ S i and i ∈ [N], we have:
Further, assume that at some iteration k > 0 a change of sequence I k in expectation occurs. Thus, there is an index j ∈ [n] (and block i containing j) such that either
= 0 . Analyzing these cases, we have:
we can conclude that at each change of sequence I k in expectation we get:
(iv) The first two statements of part (iv) can be proved using the same reasoning as in Theorem 4.3. As the number of changes in expectation of sequence I k is finite, there exist some K > 0 such that for any k > K the sequence I k does not change in expectation any more and the algorithm (RPAM-IHT) reduces to the classical random proximal alternating minimization [12] , for which any limit point x * of its generated sequence satisfies ∇ I(x * ) f (x * ) = 0. Therefore, if the sequence I k is fixed, then we have for any k > K:
On the other hand, denoting with x * an accumulation point of x k , taking limit in (14) and using that x k 0,λ = x * 0,λ as k → ∞, we obtain the following relation:
for all i ∈ [N] and thus x * is the minimizer of the previous right hand side expression. Using the definition of local minimizers from the set L(β) we conclude that any limit point of the sequence x k belongs to this set, which proves our statement.
DRAFT Note that our results are more general than the ones in [17] , where the author proves linear convergence for algorithm (IHTA) under more restricted assumptions on the objective function.
Moreover, our proofs for convergence are completely different from those in this paper [17] .
It is also important to note that the classical results for any iterative algorithm used for solving nonconvex problems usually state global convergence to stationary points, while for our algorithms we were able to prove global convergence to local minima of our nonconvex and NP-hard problem (1). Moreover, if λ i = 0 for all i ∈ [N], then the optimization problem (1) becomes convex and we see that our convergence results cover also this setting.
V. RATE OF CONVERGENCE ANALYSIS
In this section we analyze the rate of convergence in probability of coordinate descent algorithms (RC-IHT) and (RPAM-IHT) under the strong convexity assumption on f with constant σ.
A. Rate of convergence in probability of (RC-IHT)
We now derive the complexity estimates in probability for the random coordinate descent algorithm (RC-IHT). First, let us recall that in [27] Nesterov provided complexity estimates of a random coordinate descent method for convex optimization problems. In the strongly convex case, he showed that the rate of convergence in expectation is given by:
and x * = arg min x∈R n f (x). Using the strong convexity of f we have:
Thus, in order to attain E x k − x * ≤ ǫ, Nesterov's method requires a number of iterations:
We use this bound in our complexity analysis given below. First, we introduce the constant:
Note that due to the strong convexity of function f , the set of basic local minimizers T f is finite. Therefore, with a similar argument as in [17] , choosing randomly the constants M i > DRAFT L i we can claim that γ > 0 almost surely. Our approach for proving linear convergence for random coordinate descent algorithm (RC-IHT) is in a way similar to the one for algorithm (IHTA) in [17] . However, our results are more general in the sense that they allow us to show convergence for a random method which requires a different approach (e.g. proof in probability) and introduction of some new concepts (e.g. change of support in expectation). Last, but not least important, the complexity per iteration of our method is much lower.
From Theorem 4.3 there is a finite number of changes of sequence I k in expectation. We denote with k 1 , k 2 , . . . k κ the iterations at which a change of I k in expectation occurs.
Theorem 5.1: Let x k be the sequence generated by algorithm (RC-IHT) for solving optimization problem (1), with f a strongly convex function and M i > L i chosen randomly. Denote with κ the number of changes in expectation of I k as k → ∞. Also let x * be the convergence point of x k in expectation (see (15) ) and ρ > 0 be some confidence level. Then, we have:
, then the number of changes in expectation κ of I k is at most
Proof: (i) From Lemma 4.2(ii) and Lemma 4.3(iii) it can be easily seen that:
Taking expectation in this relation w.r.t. the entire history ξ kp we get the bound:
. Further, summing up over the entire history we have:
(ii) In order to state the iteration complexity in probability of algorithm (RC-IHT), we require a bound on the number of iterations performed between two changes in expectation of I k . Recall that for any p ∈ [κ], at iteration k p + 1, the set I kp changes in expectation, i.e.:
Let p be an arbitrary integer from [κ]. Denotex * = arg min
Assume that we have:
From Lemma 4.2(ii) and Lemma 4.3(iii) we have:
Thus, we claim that (18) implies:
We show that under relation (19) , the probability (17) does not hold. First, we see that between two changes in expectation of
, the algorithm (RC-IHT) is equivalent with the Nesterov's coordinate descent method. Therefore, the method exhibits the rate of convergence (15) , which in our case is given in the following terms:
we apply the complexity estimate (16) and use the bound (19), we get:
From the Markov inequality, it can be easily seen that we have:
Further, let i ∈ [N] such that λ i > 0 and j ∈ S i . From definition of parameter γ and the basic Lipschitz continuous gradient inequality we see that the event
The first and the last terms from the above inequality imply further that:
In conclusion, assuming (19) we have:
Applying the same procedure for iteration k p we obtain:
Considering events {I kp =Î * } and {I kp+1 =Î * } to be independent, we have:
which contradicts the assumption P I
. Therefore, between two changes of sequence I k the number of iterations is bounded by:
If we use the inequality log(1 − x) ≤ −x for any x ∈ (0, 1), and denote with k κ the number of iterations until the last change in expectation of sequence I k , we have:
In order to reach some ǫ-local minimum in probability with some confidence parameter ρ, the Algorithm (RC-IHT) has to additionally perform another
f (x) . Taking into account that the iteration κ is the largest possible integer at which the sequence I k could change, we can bound f kκ+1 −φ * ≤ δ and obtain:
Adding up all the quantities, we obtain our result.
B. Rate of convergence in probability of (RPAM-IHT)
In this section we prove the linear convergence in probability of the random coordinate descent algorithm (RPAM-IHT) under strong convexity assumption on function f and for the scalar case,
i.e. we assume n i = 1 for all i. Note that, for algorithm (RPAM-IHT) the scalar case is the most practical since it requires solving a simple unidimensional convex problem, while for n i > 1 it requires the solution of an NP-hard problem at each iteration. First, let us recall that complexity results for alternating minimization methods under convexity and Lipschitz gradient assumptions have been developed e.g. in [12] , where a sublinear rate has been derived for a general class of coordinate descent methods. Using a similar reasoning as in [12] , it can be derived immediately that the randomized version of alternating minimization method in the strongly convex case presents a linear rate of convergence in expectation of the form:
where θ 2 ∈ (0, 1). Using the strong convexity property for f we have:
For attaining an ǫ-suboptimality this algorithm has to perform the following number of iterations:
In order to derive the probabilistic complexity of algorithm (RPAM-IHT), we first state an auxiliary result.
Lemma 5.2:
For any x, y ∈ R n the following relation holds:
DRAFT Combining now the bounds (25) and (26) we obtain:
Therefore, from (24) and (27) we obtain a bound on δ 1i (x, y):
Regarding the second quantity δ 2i (x, y), we observe that:
From the upper bounds on |δ 1i (x, y)| and |δ 2i (x, y)|, (28) and (29), we obtained our result.
We use the same notations as in Theorem 5.1. Additionally, we use the following notations:
Since the cardinality of T f is finite, then there is a finite number of possible values for
Therefore, we obtain thatα = 0 for a finite number of values of parameter β i . In conclusion, choosing randomly at an initialization stage the parameters β i > 0, we have thatα > 0 almost sure. Further, we state the rate of convergence in probability for algorithm (RPAM-IHT). We use the notation k p for the iterations when a change in expectation of I k occurs, as in the previous subsection.
Theorem 5.3 : Let x k be the sequence generated by algorithm (RPAM-IHT) using uniform probabilities and β i > 0 chosen randomly. Denote with κ the number of changes in expectation of I k as k → ∞. Let x * be the convergence point of x k in expectation (see (20) ) and ρ > 0 be some confidence level. Under the strong convexity of f and n i = 1 we have the results:
(i) The number of changes in expectation κ of I k is bounded by
, where δ is specified in Lemma 4.5 (iii).
(ii) The sequence
Proof: The first part of the proof (i.e. part (i)) can be easily proved using similar arguments as in the proof of Theorem 5.1 (i).
DRAFT
(ii) In order to establish the iteration complexity in probability of algorithm (RPAM-IHT), we require a bound on the number of iterations performed between two changes in expectation I k .
Recall that for any p ∈ [κ], at iteration k p + 1, there is a change in expectation of I kp , i.e.
which implies that
From Lemma 4.4(ii) and Lemma 4.5(iii) we have:
so that we can claim that (31) implies
We show that under relation (32), the probability (30) does not hold. First, we observe that between two changes in expectation of
equivalent with the randomized version of the alternating minimization method [12] . Therefore, the method has linear rate of convergence (20) , which in our case is given in the following terms:
Taking k = k p , if we apply the complexity estimate (21) and use the bound (32), we obtain:
DRAFT From the Markov inequality, it can be easily seen that we have:
such that λ i > 0. From Lemma 5.2 and definition of parameter ξ we see that the event x kp −x * < ξ implies:
The first and the last terms from the above inequality further imply: 
VI. NUMERICAL EXPERIMENTS
In this section we analyze the practical performances of our new algorithms (RC-IHT) and (RPAM-IHT) and compare them with that of algorithm (IHTA) [17] . First we perform several numerical tests on sparse learning problems with randomly generated data. Then, we apply our algorithms for solving a robust state estimation problem with perturbed data, arising e.g. in power systems (for simulations we use IEEE 14 bus test case).
A. Random data experiments on sparse learning
Sparse learning represents a collection of learning methods which seek a tradeoff between some goodness-of-fit measure and sparsity of the result, the latter property allowing better interpretability. One of the models widely used in machine learning and statistics is the linear model (least squares setting). Thus, in the first set of tests we consider sparse linear formulation:
where A ∈ R m×n and λ > 0. We analyze the practical efficiency of our algorithms in terms of the probability of reaching a global optimal point. Due to difficulty of finding the global solution of this problem, we consider a small model m = 6 and n = 12. For each penalty parameter λ, ranging from small values (0.01) to large values (2), we ran algorithms (RC-IHT), (RPAM-IHT) and (IHTA) [17] from 100 randomly generated (with random support) initial vectors. The numbers of runs out of 100 in which each method found the global optimum is given in Table   II . We observe that for all values of λ our algorithms (RC-IHT) and (RPAM-IHT) are able to identify the global optimum with a rate of success superior to algorithm (IHTA) and for extreme values of λ our algorithms perform much better than (IHTA). In the second set of experiments we consider the ℓ 2 regularized logistic loss model from machine learning [1] . In this model the relation between the data, represented by a random vector a ∈ R p , and its associated label, represented by a random binary variable y ∈ {0, 1}, is determined by the conditional probability:
1 + e a,x , where x denotes a parameter vector. Then, for a set of n independently drawn data samples
, the joint likelihood can be written as a function of x. To find the maximum likelihood estimate one should maximize the likelihood function, or equivalently minimize the DRAFT negative log-likelihood (the logistic loss):
Under the assumption of p ≤ n and A = [a 1 , . . . , a n ] ∈ R m×n being full rank, it is well known that f (·) is strictly convex. However, there are important applications (e.g. feature selection)
where these assumptions are not satisfied and the problem is highly ill-posed. In order to compensate this drawback, the logistic loss is regularized by some penalty term (e.g. ℓ 2 norm x 2 2 , see [1] , [11] ). Furthermore, the penalty term implicitly bounds the length of the minimizer, but does not promote sparse solutions. Therefore, it is desirable to impose an additional sparsity regularizer, such as the ℓ 0 quasinorm. In conclusion our problem to be minimized is given by:
where now f is strongly convex with parameter ν. For simulation, data were uniformly random generated and we fixed the parameters ν = 1 and λ = 0.1. Once an instance of random data has been generated, we ran 10 times our algorithms (RC-IHT) and (RPAM-IHT) and algorithm (IHTA) [17] starting from 10 different initial points. We reported in Table III assumptions on noise and perturbations. Suppose we gather the measurements y that obey the nonlinear model y = h(x) + w, where x is the vector of system states, w is a disturbance term and h is a vector of m non-linear functions. The error vector w is assumed to have zero mean and a known covariance matrix Σ. Typically, such models are iteratively linearized via the Gauss-Newton method, or by resorting to the so called DC approximation [9] , [20] . Thus, after the linearization step, one arrives at the following common linear model [14] :
where H ∈ R m×n is the Jacobian matrix. In most practical applications we are confronted with bad data and corrupted measurements. For example, in robust state estimation for power systems error sources such as time skews, instrument/communication failures, infrequent instrument calibration and parameter uncertainty can yield grossly corrupted SCADA measurements.
Moreover, in the smart grid context, bad data are not simply unintentional metering faults, but can also take the form of malicious data injections [14] , [15] . Therefore, a refined model is necessarily defined as:
where v is a vector with v (j) = 0 only if y (j) is a bad datum [14] . Recovering both x and v reveals the state and identifies faulty measurements. As this recovery is almost impossible, constraining the sparsity of v allows us to attain an approximate recovery. There are previous DRAFT attempts to formulate this problem as a sparsity constrained one [14] : simulations we have chosen the state estimation of IEEE 14 bus test case (see [14] for details).
In this application, the measurements y are given by corrupted complex values of bus voltages and line currents, and the states are the real and imaginary parts of bus voltages. Also, we created the matrix H following the settings given in [14] . The nonzero weights vector is taken as λ n+1:n+m =λ, withλ obtained by tuning. At the initialization stage, we have generated a uniform random state vector w and a sparse bad data vector v using a normal distribution of mean 5. In these settings, we ran algorithm (RPAM-IHT) using a tunedλ from which we fully recovered the bad data support that we have generated. In Figure 1 we have plotted the evolution of error x k − x * along full iterations corresponding to algorithms (RC-IHT) and (RPAM-IHT).
We observed that both algorithms are able to recover the bad data support, but the algorithm (RPAM-IHT) is better than algorithm (RC-IHT) regarding the estimation of the state.
VII. CONCLUSIONS
In this paper we have derived efficient algorithms for solving ℓ 0 regularized optimization problems, where the objective function is composed of a smooth convex function and the ℓ 0 regularization. We have analyzed necessary optimality conditions for this nonconvex problem which lead to the separation of the local minima into two restricted classes. Based on these restricted classes of local minima we have devised random coordinate descent type methods for solving our problem. We have proved that for each algorithm any limit point is a local minimum from one of these restricted classes of local minimizers. Under the strong convexity assumption we have also proved linear convergence in probability for both methods. we have performed several numerical experiments which showed the superior behaviour of our methods in comparison with the usual iterative hard thresholding algorithm.
