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A discrete multivariate probability distribution for dependent random variables,
which contains the Poisson and Geometric conditionals distributions as particular
cases, is characterized by means of conditional expectations of arbitrary one-to-one
functions. Independence of the random variables is also characterized in terms of
these conditional expectations. For certain exchangeable and partially exchangeable
random variables with a joint distribution of this form it is shown that maximum
likelihood estimates coincide with the simple method of moments estimates,
suggesting that these models offer a pragmatic way to analyze certain dependent
data. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
The probability distribution of a discrete random variable Y is given by
p(y; h)=Pr(Y=y), y ¥Y, where Y is the support of the distribution, h is
a parameter that may need to be estimated and p is referred to as its
probability density function (pdf). We consider discrete probability
distributions of the form
Pr(Y1=y1, ..., Yn=yn)=C(a, h) exp 1 − C
1 [ i < j [ n
aij yi yj 2 Dn
j=1
pj(yj; hj),
(1)
for yj ¥Yj, j=1, ..., n, where each pj is a pdf and C(a, h) is positive and
does not depend on the yj. We refer to the type of dependence in this
distribution as product-type dependence. This type of dependence is a
common tool in the study of spatial processes; see [2].
The multivariate normal distribution is an examples of a distribution
with a product-type dependence for continuous random variables. Here we
are concerned with discrete distributions. Typical examples of a discrete
distribution with a product-type dependence are the bivariate Poisson
conditionals distribution specified by
Pr(Y1=y1, Y2=y2)=CP(a, h1, h2)
hy11 h
y2
2 exp(−ay1 y2)
y1!y2!
, (2)
where h1, h2 > 0 and a12 has been simplified to a, and the bivariate geo-
metric conditionals distribution specified by
Pr(Y1=y1, Y2=y2)=CG(a, h1, h2) h
y1
1 h
y2
2 exp(−ay1 y2), (3)
where 0 < h1, h2 < 1.
Our aim is to characterize the distribution (1) via conditional expecta-
tions and also to use these conditional expectations to characterize the
independence of the Yj. These characterization problems for discrete
distributions are analogues of open problems for continuous distributions
identified in the survey paper by Arnold [1]. Studies of characterizations
of discrete distributions by conditional expectations has been motivated by
Bayesian considerations, to determine whether the posterior mean of
the parameter identifies the prior distribution; see Papageorgiou and
Wesolowski [7] and Gupta et al. [6]. This, and other applications of
mixing distributions, generally prompt authors to propose a specific class
of conditional distributions such as the power series distributions, [7–10],
or the modified power series distributions, Gupta et al. [6]. In contrast, we
specify a family of distributions by a semiparametric form for the joint dis-
tribution. The factor of the joint probability function that depends on more
than one variable, the exponential term in (1), has a simple parametric
form. Factors depending on a single variable, the terms pj in (1), are left
unspecified. Our family of distributions includes those for which the con-
ditional distribution is a standard power series distribution, as is illustrated
by Examples 1, 2, and 3 below. However, many cases where the conditional
distribution is a modified power series distribution, as in Gupta et al. [6],
are not contained in our family of distributions. On the other hand,
our family of distributions contains many that do not have conditional
distributions of the modified power series form.
A novel feature of the characterizations given here is that they are in
terms of conditional means of arbitrary functions of the variables. Previous
work has tended to restrict attention on characterizations by conditional
means of the variables. While most earlier work focuses on bivariate
distributions, we extend results to dimension n > 2. Models with a
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product-type dependence are considered to be useful for the analysis of
dependent data and therefore we also consider point estimation of its
parameters.
We begin by looking at distributions of the form (1) in a bivariate
setting, where the results have a simpler form. A characterization of the
distribution is given and conditions which imply independence are explored.
In Section 3 we generalize the bivariate results to n random variables.
Proofs of the results in Sections 2 and 3 are deferred to Section 5. In these
sections we often suppress the hi in our notation, however these parameters
play a central role in Section 4 where we consider parameter estimation for
the case when the pdf’s pj are identical and belong to the family of power
series distributions.
To facilitate the discussion we take Yj=Z+={0, 1, 2, ...} for all j,
although several of our results hold more generally.
2. THE BIVARIATE DISTRIBUTION
2.1. Characterizing a Bivariate Distribution with a Product-Type Dependence
by Regression Functions
For n=2 the pdf (1) may be written
Pr(Y1=y1, Y2=y2)=C(a) p1(y1) p2(y2) exp(−ay1 y2), y1, y2 ¥ Z+.
(4)
We will make use of the representation
Pr(Y2=y2 | Y1=y1)=f(y1) g(y2) exp(−ay1 y2),
for some positivefandg=p2, (5)
which is equivalent to representation (4).
In stating our results we make the convention that a probability distri-
bution is said to be uniquely determined by a set of conditions if there
exists at most one probability distribution satisfying those conditions. In
other words, we include the possibility that there may not exist a probability
distribution that is compatible with the conditions. This allows us to
say, for example, that any probability distribution Pr(Y1=y1, Y2=y2) is
uniquely determined by the conditional probability functions
Pr(Y2=y2 | Y1=y1) and Pr(Y1=y1 | Y2=y2); (6)
see Gelman and Speed [5] for a discussion of the compatibility of arbitrary
marginal and conditional distributions.
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Our first theorem shows that for uniqueness of the distribution (4) it is
not necessary to specify the conditional distributions (6). It suffices to
specify certain regression functions. Let F denote the class of real-valued
sequences, defined on Z+, that can be bounded by an exponential sequence.
That is, w is inF if there exist positive a and b such that |w(j)| [ a exp(bj)
for all j ¥ Z+.
Theorem 1. Let (Y1, Y2) have a joint distribution of the form (4), with a
fixed and positive. Suppose that w1, w2 ¥F are one-to-one functions such that
E |w1(Y1)| <. and E |w2(Y2)| <.. Then the joint distribution is uniquely
determined by the regression functions
u1(y)=E[w1(Y1) | Y2=y]
and u2(y)=E[w2(Y2) | Y1=y], y ¥ Z+, (7)
when neither u1 nor u2 is a constant function.
Theorem 1 is a particular case of Theorem 2, which is proved in Section 5.
Observe that the Taylor expansion of the regression function u1(y) at
point y=. yields y−1 ln(|u1(y)−w1(0)|Q −a, so the parameter a is
determined by the regression function u1(y). Also observe that the
requirement E |wi(Yi)| <. is included merely for reasons of convenience.
In fact E(|w(Y1)| | Y2=y) <. when w ¥F, a > 0 and y > b/a. Therefore,
when w ¥F, the regression functions in (7) are properly defined for all
sufficiently large positive integers y. This is exactly what is needed in the
proof.
The following corollary is an immediate consequence of Theorem 1.
Corollary 1. Let (Y1, Y2) have a conditional distribution Pr(Y2=y2 |
Y1=y1) of the form (5), with a given positive a and f and g taking only
positive values. Suppose that w ¥F is a one-to-one function such that
E |w(Y1)| <.. Then the joint distribution is uniquely determined by the
regression function
u(y)=E[w(Y1) | Y2=y], y ¥ Z+. (8)
A characterization of this type for the bivariate Poisson conditionals
distribution is mentioned as an open problem in [9].
Example 1. Suppose that the conditional distribution ofY2, givenY1=y,
is Poisson (aby), where a > 0 and 0 < b < 1. This conditional distribution
has the form (5). Therefore the bivariate distribution of (Y1, Y2) is uniquely
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defined by the regression function (8) when the function w satisfies the
conditions specified in Theorem 1.
In particular, each of the functions
u1, k(y)=E(Y
k
1 | Y2=y), and u2, k(y)=E[k
Y1 | Y2=y], y ¥ Z+,
where k is a positive constant, determines the bivariate distribution. More
specifically, the bivariate Poisson conditionals law (2) is obtained if and
only if E(Y1 | Y2=y)=cby and if and only if E(kY1 | Y2=y)=exp(cby[k−1])
for some positive c.
Motivated by work of Arnold and Strauss [3] on the characterization of
bivariate distributions whose conditional distribution are in the exponential
family, and by work of Cacoullos and Papageorgiou [4] on the charac-
terization of specific discrete distributions by a conditional distribution and
a regression function, Wesolowski [9, 10] established that each of u1, 1, u2, b,
and u2, 1/b is sufficient to determine the bivariate Poisson conditionals
distribution for (Y1, Y2). Corollary 1 generalizes these results.
Example 2. Now suppose that the conditional distribution of Y2, given
Y1=y, is Geometric (aby), where 0 < a, b < 1. This conditional distribution
also has the form (5). Therefore, as in Example 1, each of the functions
u1, k(y) and u2, k(y) determines the bivariate distribution.
The bivariate geometric conditionals law (3) is obtained if and only if
E(Y1 | Y2=y)=(1−cby)/cby and also if and only if E(kY1 | Y2=y)=
(1−cby)/(1−ckby). The last regression function is defined when ckby < 1.
That each of u2, b or u2, 1/b is sufficient to determine the bivariate geometric
conditionals distribution for (Y1, Y2) is established in [10]. Corollary 1
generalizes these results.
2.2. Independence in the Bivariate Distribution
Corollary 2. Let (Y1, Y2) have a conditional distribution Pr(Y2=y2 |
Y1=y1) of the form (5), with a given non-negative a, and f and g taking only
positive values. Let w ¥F be a one-to-one function such that E |w(Y1)| <..
Then the following conditions are equivalent:
A1: Y1 and Y2 are independent;
A2: a=0;
A3: E[w(Y1) | Y2=y]=c, for all y ¥ Z+.
The proof is omitted since it is straightforward.
Remark 1. Another way to characterize independence is to exploit the
total positivity of the bivariate probability function, as in Arnold et al. [2].
MULTIVARIATE DISCRETE DISTRIBUTIONS 513
Let Y1, Y2 have a joint distribution of the form (4) and assume E |Y1Y2 | <..
It is shown in [2, pp. 39–40] that Cov(Y1, Y2) < 0, Cov(Y1, Y2) > 0 or
Cov(Y1, Y2)=0 according as a > 0, a < 0 or a=0, respectively. In particular,
Y1 and Y2 are independent if and only if Cov(Y1, Y2)=0.
3. THE MULTIVARIATE DISTRIBUTION
3.1. CharacterizingaMultivariateDistributionwith aProduct-TypeDependence
by Regression Functions
Now consider the distribution specified by (1) for general n. For a given
k ¥ {1, ..., n}, let Dk={1, ..., n}0{k}. The characterization of a general
bivariate distribution by its conditional probability functions (6) is
immediately generalized to n variates by specifying
P(Yk=yk | Yi=yi, i ¥Dk), k=1, ..., n. (9)
These functions agree with (6) when n=2. Other ways of characterizing a
general multivariate distribution are discussed by Gelman and Speed [5].
The basic property that leads to our results is that, for multivariate
distributions of the form (1), each of the conditional probability functions
in (9) is univariate in a certain linear combination of the yi. Therefore
E[w(Y1) | Y2=y2, ..., Yn=yn], for example, is a function of a certain linear
combination of the yi. To see this note that
E[w(Y1) I{Y2=y2, ..., Yn=yn}]
=C
y1
w(y1) C exp 1 − C
1 [ i < j [ n
aij yi yj 2 Dn
j=1
pj(yj)
=C exp 1 − C
2 [ i < j [ n
aij yi yj 2 Dn
j=2
pj(yj)
×C
y1
w(y1) p1(y1) exp 1 −y1 Cn
j=2
a1j yj 2 ,
where IA is the indicator function for the set A. Therefore,
E[w(Y1) | Y2=y2, ..., Yn=yn]
=
;y1 w(y1) p1(y1) exp(−y1 ;nj=2 a1j yj)
;y1 p1(y1) exp(−y1 ;nj=2 a1j yj)
=u 1 Cn
j=2
a1j yj 2 , (10)
where u(y) is a univariate function.
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For notational convenience we introduce parameters aii, defined to be
zero for all i.
Theorem 2. Let (Y1, ..., Yn) have a joint probability distribution of the
form (1) with given non-negative aij such that ;nj=1 aij > 0 for all i. For each
k ¥ {1, ..., n}, let wk ¥F be a one-to-one function such that E |wk(Yk)| <..
Then the joint distribution is uniquely determined by the regression functions
uk(y)=E 5wk(Yk) : Cn
j=1
akjYj=y6 , for all permissible y, k=1, ..., n,
(11)
when none of the uk is a constant function.
The proof is given in Section 5.
If Y1, ..., Yn are exchangeable random variables whose joint distribution
has the form (1) then all the aij are equal and the pdf’s pj are identical.
Corollary 3. Let (Y1, ..., Yn) be exchangeable random variables whose
joint distribution has the form (1) for a given a > 0. Suppose that w ¥F is a
one-to-one function such that E |w(Y1)| <.. Then the joint distribution is
uniquely determined by the regression function
u(y)=E[w(Y1) | Y2+·· ·+Yn=y], y ¥ Z+.
Example 3. Suppose that (Y1, ..., Yn) has a joint distribution of the
form (1) with given non-negative aij such that ;nj=1 aij > 0 for all i. Then
Theorem 2 implies that (Y1, ..., Yn) has the multivariate Poisson conditionals
distribution, specified by
Pr(Y1=y1, ..., Yn=yn)=C(a, h) D
n
j=1
hyjj
yj!
exp 1 − C
1 [ i < j [ n
aij yi yj 2 ,
if and only if
E 5Yk : Cn
j=1
akjYj=y6=akbyk , for all permissibley, k=1, ..., n,
for some ak > 0 and 0 < bk < 1, k=1, ..., n.
In particular, (Y1, ..., Yn) has an exchangeable Poisson conditionals
distribution if and only if
(i) E(Y1 | Y2+·· ·+Yn=y)=aby for some a > 0 and 0 < b < 1, or
(ii) Y1, ..., Yn, are independent random variables with a common
Poisson distribution.
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3.2. Independence in the Multivariate Distribution
Corollary 4. Suppose (Y1, ..., Yn) has a joint probability function of the
form (1). For k=1, ..., n, let wk ¥F be a one-to-one function such that
E |w(Yk)| <.. Then the following conditions are equivalent:
A1: the Yi are mutually independent;
A2: aij=0 for all i, j=1, ..., n;
A3: E[wk(Yk) |;ni=1 akiYi=y]=ck, for all permissible y, k=1, ..., n.
The bivariate characterization of independence mentioned in Remark 1
is easily generalized to n random variables. Suppose that (Y1, ..., Yn) has a
joint distribution with product-type dependence and E |YiYj | <., for
i ] j=1, ..., n. Then the following two properties are equivalent
A1: the Yi are mutually independent;
A4: Cov(Yi, Yj)=0 for all i ] j=1, ..., n.
To see this note that condition (10) implies that for any k ¥ {1, ..., n} the
random pair (Yk,;nj=1 akjYj) has a bivariate distribution with a product
type-dependence. Thus, A4 implies that Cov(Yk,;nj=1 akjYj)=0 is possible
only when akj=0 for all j=1, ..., n. Thus, A4 implies aij=0 for all
i, j=1, ..., n which is equivalent to the independence propertyA1.
4. PARAMETRIC ESTIMATION
4.1. Exchangeable Observations
Consider the distribution (1) when the pdf’s pj are identical and given by
p(y; h)=
a(y) hy
A(h)
, y ¥Y,
where A(h)=;y ¥Y a(y) hy. This specifies the rich family of power series
distribution which includes common distributions such as the Poisson,
binomial, negative binomial and truncated versions of these distributions;
see [9]. We also take aij=a for all i and j.
Then the joint probability distribution of the Yj’s is given by
Pr(Y1=y1, ..., Yn=yn)=
<nj=1 a(yj)
k(a, h)
h C yj exp 1 −a C
1 [ i < j [ n
yi yj 2 , (12)
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where k(a, h)=[A(h)]n/C(a, h). We see that (;j Yj,;1 [ i < j [ n YiYj) is a
sufficient statistic for the estimation of (a, h).
Partial differentiation of ;y1, ..., yn Pr(Y1=y1, ..., Yn=yn) with respect to
h gives
“ ln k(a, h)
“h =nE(Y1),
whereas partial differentiation with respect to a gives
“ ln k(a, h)
“a =n(n−1) E(Y1Y2)/2.
Using these relationships in the maximum likelihood (ML) estimating
equations (“/“a) ln Pr(Y1=y1, ..., Yn=yn)=0 and (“/“h) ln Pr(Y1=y1, ...,
Yn=yn)=0 leads to the estimating equations
E(Y1)=Y¯ and E(Y1Y2)=
2
n(n−1)
C
1 [ i < j [ n
YiYj (13)
for the ML estimates aˆ and hˆ. From the invariance of ML estimation under
parameter transformations we note that (13) gives the ML estimates of
E(Y1) and E(Y1Y2). To obtain the ML estimates of aˆ and hˆ from (13) we
need expressions for E(Y1) and E(Y1Y2) in terms of a and h, which requires
explicit specification of the power series distribution. As the estimator Y¯ is
both unbiased for E(Y1) and a function of the minimal sufficient statistic
we deduce from the Rao–Blackwell theorem that Y¯ is the minimum
variance unbiased estimator for E(Y1). Similarly, the ML estimator
2;1 [ i < j [ n YiYj/[n(n−1)] is a minimum variance unbiased estimator for
E(Y1Y2).
In view of its simple form, the type of model considered in this section
can provide a pragmatic statistical analysis of data on dependent response
variables. In particular, it might be used to analyze data on a single time
series or data collected at a single location. However, for an analysis of
longitudinal data, where we have data on several short time series (corre-
sponding to different individuals) or data collected at several locations, we
need a more general form of this model. Statistical inference for a suitable
generalization of the model is now considered.
4.2. Partially Exchangeable Observations
Let the set of indices {1, ..., n} be partitioned into m sets {Ak} of size nk,
where ;mk=1 nk=n. Assume that for each k the random variables Yj, j ¥ Ak,
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are exchangeable and have a joint distribution of the form (12). Then the
distribution
Pr(Y1=y1, ..., Yn=yn)
=C(a, h) D
m
k=1
1h C Ak yjk D
j ¥ Ak
ak(yj)2
× exp 1 − Cm
k=1
akk C
i, j ¥ Ak
i < j
yi yj− C
1 [ k < a [ m
aka C
i ¥ Ak, j ¥ Aa
yi yj 2 (14)
might be proposed for the joint distribution of (Y1, ..., Yn).
We see that
3 C
j ¥ Ak
Yj, C
i, j ¥ Ak
i < j
YiYj, C
i ¥ Ak, j ¥ Aa
YiYj, k ] a=1, ..., m4
is a sufficient statistic for the estimation of (a, h). Maximum likelihood
estimating equations analogous to (13) are
mk=
;j ¥ Ak Yj
nk
, mkk=
; i ] j ¥ Ak YiYj
nk(nk−1)
, and mka=
; i ¥ Ak, j ¥ Aa YiYj
nkna
,
(15)
where mk=E(Yj) for j ¥ Ak, mkk=E(YiYj) for i and j ¥ Ak, and mka=
E(YiYj) for i ¥ Ak and j ¥ Aa, with a > k.
5. PROOFS
Theorem 2 is proved by using certain properties of sequences of numbers.
These properties are established in four lemmas.
5.1. Some Properties of Sequences
We begin by introducingFb, a class of sequences that plays an important
role in what follows. Let b be a real positive constant. The sequence r of
real numbers belongs to the classFb if there exist a positive constant c1 and
a real number c2 < b such that |rj | [ c1 exp(c2 j) for all j ¥ Z+. Note that
r ¥Fb implies r ¥FbŒ whenever bŒ \ b.
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Lemma 1. Suppose r ¥Fb and assume that there exists a positive real
number a and positive integer k0 such that b [ ak0 and
C
.
j=0
rj exp(−ajk)=0, k=k0, k0+1, ... (16)
Then rj=0 for all j ¥ Z+.
Proof. The result is immediate from known properties of Laplace
transforms if the rj are non-negative. However, this is not assumed here.
Define
r −j=rj exp(−ak0 j), j ¥ Z+. (17)
Equation (16) with k=k0 gives
C
.
j=0
r −j=0.
This sum is absolutely convergent since r ¥Fb with b [ ak0. Thus, there
exists a non-negative constant c and non-negative random variables X and
Y such that
r −j=c[Pr(X=j)−Pr(Y=j)], j ¥ Z+. (18)
Substituting (17) and (18) into (16) gives
E[exp(−akX)]=E[exp(−akY)], k ¥ Z+.
Therefore X and Y have the same distribution, so that r −j=0, j ¥ Z+, and
with (17) this implies the lemma. L
For a positive constant a we say that a real-valued sequence v=
{vj: j ¥ Z+} is a-representable if there exist a positive integer k0 and a
real-valued sequence r ¥Fb, with b [ ak0, such that
vk=C
.
j=0
rj exp(−ajk), k=k0, k0+1, ... .
Lemma 1 shows that the representation is unique.
Lemma 2. Let X be a non-negative integer-valued random variable with
P(X=0) > 0 and let a > 0. Suppose w={w(j): j ¥ Z+} is a sequence of real
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numbers such that |w(j)| [ c1 exp(c2 j) for some non-negative c1 and c2. Then
the sequence
vk=
E[w(X) exp(−akX)]
E[exp(−akX)]
, k ¥ Z+.
is a-representable.
Proof. Choose a positive integer k −0 such that b < ak
−
0. Then
C
.
j=0
|w(j) Pr(X=j) exp(−ak −0j)| [ c
and the sequence
E[w(X) exp(−akX)]=C
.
j=0
w(j) Pr(X=j) exp(−akj), k ¥ Z+,
is a-representable. Since the product of a-representable sequences is
a-representable, it is enough to show that the sequence
1
E[exp(−akX)]
, k ¥ Z+,
is a-representable. Define q=1−Pr(X=0) and let T be a random variable
with the probability distribution Pr(T ¥ A)=Pr(X ¥ A | X \ 1). Finally, let
{T, Tj: j \ 1} be a sequence of independent and identically distributed
random variables and introduce the partial sums Sk=T1+·· ·+Tk. From
E[exp(−akX)]=1−q[1−E exp(−akT)]
we find
1
E[exp(−akX)]
=C
.
i=0
q i[1−E exp(−akT)] i
=C
.
i=0
q i C
i
a=0
R i
a
S (−1)a E exp(−akSa)
=C
.
j=0
exp(−akj) C
.
i=0
q i C
i
a=0
R i
a
S (−1)a Pr(Sa=j)
=C
.
j=0
sj exp(−akj), say.
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This implies that the sequence is a-representable provided we can show that
the |si | are bounded by an exponential sequence. Using Sa \ a a.s., we find
|sj | [ C
.
i=0
q i C
i
a=0
R i
a
S=Cj
a=0
C
.
i=a
q i R i
a
S=Cj
a=0
1 q
1−q
2a ,
from which it follows that there exist a real positive number c1 and positive
integer k'0 such that
|sj | [ c1 exp[aj(k'0 −1)]
and the lemma is proved. L
Lemma 3. Let s={sj: j ¥ Z+}, and w={wj: j ¥ Z+} be sequences of
real numbers such that w is one-to-one. Then, there exists at most one non-
negative sequence of real numbers t={tj: j ¥ Z+} such that
C
.
j=0
tj=1 and wjtj=C
j
i=0
tj− isi, j ¥ Z+. (19)
Proof. Suppose that t is a non-negative sequence satisfying (19). Then
(wj−s0) tj=C
j−1
k=0
tksi−k, j ¥ Z+. (20)
The wj are different, so there is at most one index j0 such that wj0 −s0=0.
Equation (20) and an induction argument imply that there exist a sequence
r={rj: j ¥ Z+} of real numbers, specified completely by w and s such that
tj=crj, j ¥ Z+, where c > 0. Substituting this into ;.j=0 tj=1 implies the
uniqueness of c and the lemma is proved. L
Lemma 4. Let v={vj: j ¥ Z+} and w={wj: j ¥ Z+} be sequences of real
numbers such that w is one-to-one and w ¥Fb, where b is a positive constant.
There exists at most one non-negative sequence of real numbers t={tj: j ¥ Z+}
satisfying
C
.
j=0
tj=1, and C
.
j=0
wjtj exp(−ajk)=vk C
.
j=0
tj exp(−ajk), k ¥ Z+.
(21)
Specifically, vk=c for all k implies c=wj0 for some j0 and the sequence t is
given by
tj=˛1, if j=j0,0, if j ] j0.
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Proof. Suppose the set of non-negative sequences satisfying the
conditions (21) is non-empty. We wish to apply Lemma 3 to show that it
contains exactly one element t, for which we need to show that t satisfies
the equation wjtj=; ji=0 tj− isi of (19).
There exists a smallest positive integer j0 such that tj0 > 0, since
;.j=0 tj=1. From (21)
C
.
j=j0
wjtj exp[−a(j−j0) k]=vk C
.
j=j0
tj exp[−a(j−j0) k], k ¥ Z+. (22)
Let random variable X have the distribution Pr(X=j−j0)=tj, j=
j0, j0+1, ... and introduce w(j)=wj+j0 . Then vk in (22) can be written
vk=
E[w(X) exp(−akX)]
E[exp(−akX)]
, k ¥ Z+.
By construction, we see that conditions of Lemma 2 are satisfied and
therefore the sequence v is a-representable. That is,
vk=C
.
j=0
sj exp(−ajk), k=k0, k0+1, ..., (23)
where |sj | [ c exp[a(k0−1) j] for all j ¥ Z+. The right hand side of (22),
is seen to be a product of two a-representable sequences {vk} and
{E exp(−akX)} with a joint starting index k0, and using standard results
for Laplace transforms it can be written as
C
.
j=0
exp(−ajk) 1 Cj
i=0
sitj− i 2 , k=k0, k0+1, ... .
It follows that the sequence t satisfies
C
.
j=0
rj exp(−akj)=0, k=k0, k0+1, ..., (24)
where rj=wjtj−; ji=0 tj− isi.
By construction w ¥Fb and s ¥Fb for some b [ ak0, and the sequence t is
bounded. Therefore r ¥Fb and the conditions of Lemma 1 on the sequence
r are satisfied. Thus rj=0 for all j ¥ Z+. This shows that the non-negative
sequence t satisfies Eqs. (19) and the proof of the first part the lemma is
complete.
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Now suppose vk=c for all k. Then, representation (23) is satisfied with
s0=c and sj=0 for all j \ 1. Since the representation is unique, it follows
from (19) that the sequence t is defined by the system of equation
wjtj=tjs0, or (wj−c) tj=0, j ¥ Z+.
As the wj differ for different indices, there is exactly one j0 such that wj0=
c, tj0=1 and tj=0 for j ] j0. This proves the final part of the lemma. L
5.2. Proof of Theorem 2
Proof. It suffices to show that, for eachk ¥ {1, ..., n}, the function uk(y)=
E[wk(Yk) |;nj=1 akjYj=y] uniquely determines pk in the representation (1)
whenever uk(y) is not constant in y. Without loss of generality we take
k=1. With y=;nj=2 a1j yj we have from (10) that
C
.
y1=0
w1(y1) p1(y1) exp(−y1 y)=u1(y) C
.
y1=0
p1(y1) exp(−y1 y). (25)
To apply Lemma 4 we need a similar equality to apply for y ¥ Z+.
Since a12+·· ·+a1n > 0, we can assume without loss of generality that a12
> 0. Thus, taking yj=0 for j \ 3 and u(y2)=u1(a12 y2), Eq. (25) becomes
C
.
y1=0
w1(y1) p1(y1) exp(−a12 y1 y2)
=u(y2) C
.
y1=0
p1(y1) exp(−ay1 y2), y2 ¥ Z+.
Now Lemma 4 applies to show that p1 is uniquely determined. Since
p1(y) > 0 for all y, it also follows from Lemma 4 that the function u1
cannot be constant in y. L
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