Batra, Ranjan, Shigeyuki Kuwada, and Douglas C. Fitzpatrick. receive predominantly excitatory inputs from one ear and Sensitivity to interaural temporal disparities of low-and high-freinhibitory inputs from the other (Batra et al. 1997; Joris quency neurons in the superior olivary complex. II. Coincidence 1996; Yin and Kuwada 1983) . It is possible that these neu- detection. J. Neurophysiol. 78: 1237detection. J. Neurophysiol. 78: -1247detection. J. Neurophysiol. 78: , 1997. In the companrons are also coincidence detectors but that maximal suppresion paper we demonstrated that neurons in the superior olivary sion is produced by arrival of inputs from the two sides complex that were sensitive to interaural temporal disparities within a narrow time interval. Neurons with irregular re-(ITDs) could be divided into two broad categories: peak type and sponses may receive multiple types of phase-locked inputs trough type. Within these broad categories, many neurons exhibited from each side. Are these neurons coincidence detectors in various types of irregularities in their responses. In the present that they detect inputs from either side arriving within a paper we devise three criteria to determine whether all types of neurons act as coincidence detectors. Each criterion relies on a narrow time interval? Alternatively, is it possible these neucomparison between the synchrony of the responses to the waverons are higher-order binaural neurons, i.e., neurons that forms at either ear and the ''interaural synchrony,'' i.e., the reinherit their ITD sensitivity from other ITD-sensitive neusponse to a cyclically varying ITD. First, a neuron should exhibit rons? synchrony to both the ipsilateral and contralateral waveforms over Previous studies have examined whether or not neurons the entire range to which it is sensitive to ITDs. Second, the ITD in the SOC are coincidence detectors (Goldberg and Brown that elicits maximal discharge should be equal to the delay required 1969; Joris 1996; Spitzer and Semple 1995; Yin and Chan to bring the ipsilateral and contralateral waveforms into coinci-1990). The tests for coincidence included examining the dence. Third, the strength of interaural synchrony should be prepresence of synchrony to the stimuli at either ear and comdicted by the strengths of synchrony to the waveforms at either paring the phase of synchrony to the stimuli at the two ears ear. We found that most neurons of all types in the superior olivary complex met these criteria. Thus coincidence detection is a basic with the ITD that evoked maximal discharge. The results operating principle for all forms of ITD sensitivity.
indicated that although many of the neurons in the SOC are coincidence detectors, there are some that are higher-order binaural neurons. However, no studies have specifically ex-I N T R O D U C T I O N amined the coincidence mechanism in low-frequency trough-type neurons or neurons with irregular responses. In the companion paper (Batra et al. 1997) we demon-In the present paper we define three criteria to be met strated that there were neurons in the superior olivary combefore a neuron can be considered a coincidence detector plex (SOC) that were sensitive to interaural temporal disparand demonstrate that most neurons in the SOC meet these ities (ITDs) in the fine structure of low-frequency sounds criteria. and other neurons sensitive to ITDs in the envelopes of highfrequency sounds. Both kinds of neurons fell into two broad M E T H O D S categories: peak type and trough type. Peak-type neurons discharged maximally at a particular ITD at all frequencies.
The methods for surgery, recording, and acoustic stimulation Trough-type neurons, on the other hand, discharged minihave already been described in the companion paper (Batra et al. mally at a particular ITD. Within these broad categories, 1997). Here we describe only the procedures used for analysis of many neurons exhibited irregularities in their responses in the data. that they showed variability in their ITD tuning across fre-In the following, we use ''waveform'' to refer to either the cyclic pressure variations of a pure low-frequency tone or to the quencies. sinusoidally modulated envelope of a high-frequency tone. We
The ITD sensitivity of peak-type neurons is believed to assessed the degree to which a unit in the SOC acted as a coincibe the result of excitatory inputs that are synchronized to dence detector by examining the relationship between the way in the waveforms of the sounds at each ear (Goldberg and which it encoded temporal information about the waveform at Brown 1969; Jeffress 1948; Yin and Chan 1990) . Arrival either ear and the way in which it encoded ITDs. Directly assessing of the signals from the two ears within a narrow time interval the encoding of monaural information proved difficult in many of one another produces maximal excitation. In this way, neurons because of their weak responses to monaural stimulation. peak-type neurons act as ''coincidence detectors.'' The For this reason we assessed the preferred phase and strength of mechanism for trough-type neurons differs from that for synchrony of the response to monaural stimulation from the response to a binaural-beat stimulus. A binaural-beat stimulus con-peak-type neurons, because trough-type neurons most likely sists of tones to the two ears that differ slightly in frequency (1 ipsilateral (left) and contralateral (middle) waveforms dur-Hz in our experiments), or, for testing high-frequency neurons, ing binaural-beat stimuli (curves) and during monaural stimsinusoidally amplitude-modulated (SAM) tones to the two ears ulation (histograms) in four neurons. The neurons of Fig. 1 , that have the same carrier frequency but modulation frequencies A and B, were low-frequency peak-and trough-type neurons, that differ slightly (1 Hz) (Batra et al. 1993; Kuwada et al. 1979;  respectively, and the neurons of Fig. 1 , C and D, were high- Yin et al. 1984) . Neurons sensitive to ITDs respond to this stimulus frequency peak-and trough-type neurons. In each case, the with a discharge pattern that is synchronized to the beat or differform of the period histogram based on the response to the ence frequency. Moreover, the responses can be synchronized not binaural-beat stimulus was similar to that based on the reonly to the difference frequency (1 Hz) but to the frequencies (or sponse to monaural stimulation alone. The mean phases and modulation frequencies) of the tones at either ear. Such synchrony can be observed by calculating period histograms of the response to synchronization coefficients based on the responses to monthe binaural-beat stimulus on the basis of the period (or modulation aural stimulation (left, number of pairs) and to the binauralperiod) of the stimulus to the ipsilateral or contralateral ear and beat stimulus (right, number of pairs) were also similar. All quantified with the use of the mean phase of the response ( f) and four neurons were sensitive to ITDs, as demonstrated by the synchronization coefficient (r) (Goldberg and Brown 1969; significant synchrony to the beat frequency as shown in their Kuwada et al. 1987) . Our laboratory has already used this techinteraural period histograms (right). nique to study the monaural synchrony of ITD-sensitive neurons A comparison between the mean phases and synchronization in the inferior colliculus and thalamus (Batra et al. 1989; Stanford coefficients extracted from both kinds of stimuli for our sample et al. 1992). of units is shown in Fig. 2 for low-frequency peak-and troughtype units (q and ᭺, respectively) and for high-frequency R E S U L T S peak-and trough-type units (᭡ and ᭝, respectively). In general, the agreement for both measures was good. On average, The results presented here are based on the responses of the mean phases extracted from both types of stimuli differed the same peak-type and trough-type units as the companion by ©0.1 cycles (Fig. 2, A and B) . Agreement between the paper (Batra et al. 1997) .
synchronization coefficients was slightly poorer, especially for contralateral stimulation of trough-type units ( Fig. 2D ). There Comparison of synchrony with the use of monaural and was also a slight overall tendency for synchrony to be somebinaural stimulation what worse during the binaural-beat stimulus than during monaural stimulation. We first examined whether synchrony to the ipsilateral and contralateral waveforms measured in response to the Note that synchrony to contralateral stimulation could be measured for several trough-type units in response to monaural stim-binaural-beat stimulus was similar to that measured in response to monaural stimulation alone. This comparison was ulation, even though most of these were inhibited by contralateral stimulation or showed no change in firing rate at all ( Fig. 7 of possible when responses to monaural stimulation were available (ipsilateral n Å 57 units, contralateral n Å 50 units). Batra et al. 1997 ). It appears that this was because stimulation modulated the spontaneous activity that was often present. Figure 1 compares period histograms of synchrony to the FIG . 1. Synchrony of 4 neurons to the acoustic waveform during monaural stimulation and during the binaural-beat stimulus. A and B: low-frequency peak-and trough-type neurons. C and D: highfrequency peak-and trough-type neurons. Left and middle: response as a function of carrier phase (A and B) or modulation phase (C and D) during monaural stimulation (histograms) or during the binaural-beat stimulus (curves). Right: interaural phase histogram derived by plotting response as a function of the interaural phase difference (beat phase). Mean phases ( f) and synchronization coefficients (r) to each waveform and to the beat as calculated from responses to monaural/beat stimulation are as shown. Frequencies (Hz), intensities (contralateral re site of recording/ipsilateral, dB SPL), and duration/repetition interval of monaural stimuli: 700 78/70, 200/300 ms ( A); 350, 63/ 66, 50/125 ms (B); 10-kHz carrier, 100-Hz modulation, 51/52, 5.1/5.3 s (C); 10.5-kHz carrier, 282-Hz modulation, 46/48, 1.1/1.3 s ( D). Depth of modulation was 80% in C and D. A brief period (10-100 ms) at the start of each tone was omitted from analysis to avoid transient effects. P õ 0.001) (Mardia 1972) . Synchrony to the tones at either ear (middle and right) was present over a wider range (A-G, ipsilateral; B-F, contralateral) .
A test of our full sample of units is shown in Fig. 4 . In Fig. 4 , A and B, we compare the lowest frequency (or modulation frequency) at which a unit was sensitive to ITDs with the lowest frequency (or modulation frequency) at which it synchronized to the ipsilateral (A) and contralateral (B) waveforms. For nearly all units, synchrony to the waveform extended to frequencies at least as low as those at which ITD sensitivity was present (ipsilateral, 66 of 72; contralateral, 65 of 73).
Synchrony to the waveforms also extended to the highest frequencies at which ITD sensitivity was present (ipsilateral, Fig. 4C ; contralateral, Fig. 4D ). Synchrony to the ipsilateral FIG . 2. Comparison of synchrony to waveforms at either ear during monaural stimulation with that during binaural-beat stimulation for all units. A and B: comparison of the mean phases of the response. C and D: comparison of the synchronization coefficients. ---, equality. Each symbol in each graph represents a different unit. Comparisons were made under the same stimulus conditions, except durations of the monaural stimuli were shorter. If comparisons were available under several stimulus conditions, the one that produced the greatest synchrony to the beat was selected. q and ᭡, peak-type units; ᭺ and ᭝, trough-type units; q and ᭺, units sensitive to interaural temporal disparities (ITDs) in the fine structure of low-frequency tones; ᭡ and ᭝, units sensitive to ITDs in the envelopes of sinusoidally amplitude-modulated (SAM) tones. Number of units for ipsilateral/contralateral comparisons: 22/23 (low-frequency peak type); 23/17 (low-frequency trough type); 4/5 (high-frequency peak type); 8/5 (high-frequency trough type).
Relationship between sensitivity to ITDs and synchrony to the waveform
We established three criteria for a unit to be considered a coincidence detector. All three criteria relied on comparisons between the interaural synchrony of the response and synchrony to the waveforms at either ear during a binaural-beat stimulus. When applied to trough-type units, some of the procedures actually tested for anticoincidence, or the point in time at which the inputs to the unit are 180Њ out of phase. However, coincidence and anticoincidence are two facets of the same phenomenon, so the procedures are still valid. CRITERION I. The first criterion was that the neuron synchronize to both the ipsilateral and contralateral waveforms at all frequencies at which it was sensitive to ITDs, because FIG . 3. Comparison of frequency ranges over which ITD sensitivity to such synchrony is necessary for the generation of ITD sensithe fine structure and synchrony to waveforms is observed for a low-fretivity. Responses of a low-frequency neuron that met this quency neuron. Each row shows period histograms synchronized to the beat criterion are shown in Fig. 3 . The interaural period histofrequency (left), the ipsilateral frequency (middle), and the contralateral grams (left) demonstrate that this unit was sensitive to ITDs frequency (right) during a binaural-beat stimulus. Each column is normalized separately to the maximum response density. 60/63 dB SPL. Fig. 1 . For the low-frequency peak-type neuron in Fig. 1A , the difference between the ipsilateral and contralateral phase estimates was Ç0.1 cycles, which matched the interaural phase difference that evoked the maximal response. The relationship also held for the high-frequency peak-type neuron (Fig. 1C ), as well as for the low-and high-frequency trough-type neurons (Fig. 1, B and D) . Figure 5 examines this relationship for our sample of neurons. The actual interaural phase difference is the mean interaural phase of the response to the binaural-beat stimulus. The predicted interaural phase difference is the difference between the phases of synchronization to the ipsilateral and contralateral components of the binaural-beat stimulus. Agreement between the actual and predicted interaural phase differences is excellent for all types of units (r ú 0.98 for all 4 types), with the data points lying close to the line of equality (---).
For trough-type units, the above procedure really tested anticoincidence. This is because trough-type units respond minimally at coincidence and the procedure evaluates the relationship at the ITD at which the response is maximal. A mathematically equivalent approach is to measure the times required for signals to arrive at a unit from the two ears with the use of the slopes of the phase-versus-frequency plots and to use these times to predict the unit's characteristic delay FIG . 4. Comparison of upper and lower frequency limits of ITD sensitiv-(CD). The CD is a measure of the ITD at which coincidence ity with limits of synchrony to waveforms. A and B: comparison of lowest occurs (Kuwada et al. 1987; Rose et al. 1966 ; Yin and frequency at which synchrony to the waveform was observed with lowest Kuwada 1983). Figure 6 illustrates the monaural phase plots frequency at which ITD sensitivity was observed. C and D: comparison of highest frequency at which synchrony to the waveform was observed with (as extracted from the response to the binaural-beat stimuhighest frequency at which ITD sensitivity was observed. Symbols as for lus) for four neurons: a low-frequency peak-and a low- Fig. 2 . Only units that were tested at sufficiently low frequencies to deterfrequency trough-type neuron (Fig. 6, A and B) and a highmine the lower limit of synchrony to the waveform or the lower limit of frequency peak-and a high-frequency trough-type neuron ITD sensitivity have been included in A and B. Most high-frequency units were excluded for this reason. All those included were sensitive to ITDs (Fig. 6 , C and D) (for interaural phase plots of these units, õ100 Hz. Similarly, only units that were tested at sufficiently high frequencies to determine the upper limit of synchrony to the waveform or the upper limit of ITD sensitivity have been included in C and D. One low-frequency trough-type unit synchronized to neither ipsilateral or contralateral tones, and 1 peak-type unit did not synchronize to the ipsilateral tone. Number of low-frequency peak-type/low-frequency trough-type/high-frequency peaktype/high-frequency trough-type units: 40/24/2/4 (A); 40/25/2/4 (B); 30/19/6/17 (C); 31/22/6/17 (D). and contralateral waveforms usually occurred to the same or to higher frequencies as sensitivity to ITDs (ipsilateral, 66 of 74; contralateral, 65 of 77). Thus almost all (Ç80-90%) low-frequency units and all high-frequency units met the first criterion. Furthermore, similar proportions of peakand trough-type neurons met this criterion. CRITERION II. The second criterion was that the difference in the times required for signals to travel from the ipsilateral and contralateral sides should predict the ITD at which coincidence occurred. This prediction was based on the notion that sensitivity to ITDs arises from the coincident arrival of impulses from the two sides at a binaural cell along pathways FIG . 5. Actual mean interaural phase difference vs. predicted mean inwith fixed delays (Goldberg and Brown 1969; Jeffress teraural phase difference. The predicted difference is the phase of synchroni-1948). We tested this notion by comparing the difference zation to the ipsilateral waveform minus that to the contralateral waveform during the binaural-beat stimulus. Each unit is represented once by its in the phase of synchrony to the ipsilateral and contralateral response at the frequency to which it synchronized maximally to the beat. stimuli with the ITD at which the response was maximal, Six low-frequency units did not synchronize to the tone at one or the other as estimated by the mean interaural phase of the response. ear at this frequency and are not included. Number of units: 49/36 (low-The ITD that evokes the maximal response should be equal frequency peak type/trough type); 6/19 (high-frequency peak type/trough type these delays were similar for each unit, i.e., they fell near the line of equality, the delays of different units varied widely, ranging from Ç3.5-8 ms. This suggests that units in the SOC receive a wide range of delays from either side but that for a given neuron the two delays are closely matched.
CRITERION III. The third criterion involved the relationship between the width of ITD tuning of a unit and how tightly it synchronized to the ipsilateral and contralateral stimuli. The idea behind this criterion is diagrammed for a peaktype neuron in Fig. 8 . In this schematic, the ITD and time are measured in stimulus cycles. Figure 8A schematizes two trains of action potentials arriving at the neuron, one from each side. Each train represents two cycles of input, with three action potentials per cycle for each input. To simplify the argument, the action potentials have been evenly spaced FIG . 6. Phases of synchronization to the waveform for 4 neurons. A and B: low-frequency peak-and trough-type neurons. C and D: high-frequency peak-and trough-type neurons. All phases were measured during stimulation with binaural-beat stimuli.
and ---, least-squares fits to contralateral and ipsilateral phases, respectively, weighted by the synchronized rate (Kuwada et al. 1987) . Average contralateral/ipsilateral intensity levels (dB SPL): 64/64 (A); 64/65 (B); 41/42 (C); 32/36 (D). C and D: carrier frequencies were 10 and 4.75 kHz, respectively. Modulation depth: 80%. Best binaural-beat frequencies for A and B: 850 and 350 Hz, respectively. Neuron in C was broadly tuned; neuron in D was tested at its best frequency. The difference between the ipsilateral and contralateral delays of a unit should predict its CD. This relationship is tested in Fig. 7A for those units for which responses were measured at sufficiently closely spaced frequencies. Agreement between the predicted and true CDs was generally good (r Å 0.87, excluding 1 outlying point). Thus both methods indicate that most units in the SOC met the second criterion for being coincidence detectors.
The above analysis also indicated that the range of delays encountered was quite wide. Figure 7B compares the ipsilateral and contralateral delays of individual units. Although The discharge of the coincidence detector also increases and then decreases. between the ipsilateral and contralateral delays. B: comparison between the ipsilateral delay and the contralateral delay. ---, equality. Delays of high-B: phase histograms depicting synchrony to the ipsilateral and contralateral waveforms and an interaural phase histogram. The interaural phase histo-frequency units are uncorrected for the acoustic delay of Ç200 ms (Batra et al. 1997) . Symbols as for Fig. 2 . Number of units: 33/21 (low-frequency gram is wider than the monaural phase histograms. Synchronization coefficients (r) and mean interaural phases (f) as shown. peak type/trough type); 6/19 (high-frequency peak type/trough type). at intervals of 0.1 cycles. For this neuron, the path lengths from the two sides differ, so that when tones are delivered simultaneously to the two ears (ITD Å 0 cycles) the action potentials do not arrive simultaneously (Fig. 8A, top) . As the ITD is varied, the times at which the action potentials from the two sides arrive begin to overlap (ITD Å 0.1 cycles). The binaural neuron detects the simultaneous arrival of action potentials from the two sides and in turn fires an action potential. As the overlap increases (ITD Å 0.2 and 0.3 cycles), the binaural neuron fires more action potentials. Further change in the ITD decreases the overlap, reducing the number of action potentials produced by the binaural neuron (ITD Å 0.4-0.6 cycles). Note that the response of the binaural neuron is spread over a wider range of ITDs (0.4 cycles) than synchrony of the inputs to the monaural stimuli is spread over time (0.2 cycles).
This relationship means that the synchronization coefficient (r) to the monaural stimuli must be stronger than the interaural synchronization coefficient, as shown in the period histograms of Fig. 8B . Assuming the period histograms roughly follow a wrapped normal distribution, the synchroni- For the hypothetical neuron illustrated here, the synchroniza-80%. Best binaural-beat frequencies for A and B: 600 and 350 Hz, respection coefficients do indeed obey this relationship (0.87 1 tively. Neurons in C and D were tested at their best frequencies. 0.87 Å 0.76).
Note that, for simplicity, the above arguments have been chronization coefficient and the product were nearly equal made with the use of the inputs and outputs of a peakfor most units (peak type, 39 of 58; trough type, 44 of 58) type neuron. However, the binaural integration really occurs in that they lay within 20% of one another. Units that had across the postsynaptic potentials produced by the inputs, irregularities in their interaural phase plots did not show and therefore the relationship applies to trough-type neurons greater deviation from equality than other units. as well.
Units that deviated by ú20% tended to have weak in-Examples of tests of this quantitative relationship are teraural synchrony. Despite this, the interaural synchronizashown for four neurons in Fig. 9 . This figure compares the tion coefficients of most deviant units was greater than presynchronization coefficient to the ipsilateral and contralateral dicted (i.e., they lay below the line of equality). Most units stimuli with the interaural synchronization coefficient as a that deviated from the relationship in this direction were low function of frequency for a low-frequency peak-and a lowfrequency (23 of 24) and of the peak type (low frequency, frequency trough-type neuron (A and B) or as a function of 15 of 23; high frequency, 1 of 1). In contrast, all units that modulation frequency for a high-frequency peak-and a highdeviated in the other direction (i.e., lay above the line) were frequency trough-type neuron (C and D). Open symbols high frequency (peak type, 3; trough type, 6). The deviations mark where synchrony was statistically significant (P õ in this direction were smaller. 0.001, Rayleigh test of uniformity) (Mardia 1972) . For all four neurons, synchrony to the beat (᭺) was less than that Comparison of ipsilateral and contralateral synchrony to the ipsilateral (᭝) and contralateral (᭞) waveforms. The solid line connects the product of the ipsilateral and contra-Peak-type and trough-type units differed in their relative synchrony to the ipsilateral and contralateral waveforms. lateral synchronization coefficients. Thus for these neurons the quantitative relationship appears to hold.
Trough-type units (Fig. 11B ) synchronized more strongly to the ipsilateral waveform. In contrast, peak-type units were An evaluation of our full sample of neurons is shown in Fig. 10 . Each point represents one unit at the frequency equally likely to synchronize more strongly to the ipsilateral or to the contralateral waveform (Fig. 11A ). at which it synchronized best to the beat frequency. The synchrony of most units to the monaural waveforms was
To further compare the synchrony of peak-type and trough-type units, we constructed average functions describ-stronger than to the beat (Fig. 10, A and B) . Figure 10C shows the relationship between the measured ing synchrony to the ipsilateral and contralateral waveforms as a function of frequency for low-frequency peak-type and interaural synchronization coefficient and that predicted from the product of the synchronization coefficients to the trough-type units (Fig. 11C) . The strongest synchrony at all frequencies was seen in trough-type units to ipsilateral tones ipsilateral and contralateral waveforms. The measured syn-J542-6 / 9k19$$se37 08-09-97 10:24:38 neupa LP-Neurophys (᭝). The average synchrony of peak-type units to ipsilateral Validity of synchronization measurements obtained with the use of the binaural-beat stimulus (᭡) and to contralateral (q) tones was similar. Average synchrony of trough-type units to contralateral tones (᭺)
Assessing synchrony with the use of a binaural-beat stimuwas similar to that of peak-type units at intermediate frelus had advantages over using monaural stimuli. A binauralquencies, but weaker at low and high frequencies.
beat stimulus often elicited a stronger response than did If ipsilateral synchrony is stronger in trough-type units, monaural stimuli, allowing more robust measurement of the then interaural synchrony should also be stronger at the intersynchronization. In addition, many neurons did not respond mediate frequencies where contralateral synchrony is not to monaural stimulation of one or both ears or were inhibited, weak. Figure 11D compares average functions for synchroso without the binaural-beat stimulus the analyses would nization to the beat for peak-type and trough-type units. At have been impossible. intermediate frequencies, interaural synchrony was indeed stronger for trough-type units.
We have demonstrated that measurements of the phase and strength of synchronization were similar when a sound was presented monaurally and when it was part of a binaural-D I S C U S S I O N beat stimulus. There was, however, a slight tendency for synchrony to be weaker during the binaural-beat stimulus Our recordings show that most peak-type and trough-type than during monaural stimulation (Fig. 2) . This may have units in the SOC met three criteria for acting as coincidence been due to a sustained level of activity driven by stimulation detectors in generating a sensitivity to ITDs. First, they were of the opposite ear, which could have added action potentials synchronized to the monaural waveforms at essentially all that were unsynchronized to the waveform at the ear under frequencies at which they were sensitive to ITDs. Second, consideration. Alternatively, it may have been an effect of the ITD that elicited maximal discharge was equal to the adaptation during binaural stimulation, because the monaural difference in time of arrival of the input signals. Third, the stimuli were usually of shorter duration. interval of ITDs over which a unit responded was predicted
The synchrony to tones and envelopes measured with the by convolution of the inputs, i.e., the interaural synchronizause of binaural-beat stimuli is not a mathematical artifact as tion coefficient was equal to the product of the synchroniza-Yin and Chan (1990) have intimated. First, in the inferior tion coefficients for the ipsilateral and contralateral wavecolliculus, as in the SOC, the strength and phase of synforms.
chrony to the waveform is, in general, similar whether the In the following, we first discuss the validity of the synsound is delivered alone or as part of a binaural-beat stimulus chronization measurements derived from binaural stimuli. We then consider each of the criteria in turn.
( Batra et al. 1989) . Second, in the inferior colliculus and
The second criterion was that the difference in the times required for signals to travel from the ipsilateral and contralateral sides should predict the ITD at which coincidence occurred. This was tested by comparing the phases at which each unit synchronized to the waveform at each ear with the ITD that evoked maximal response, a technique that has been used by others to indicate coincidence detection by low-frequency neurons in the vicinity of the medial superior olive (MSO) (Goldberg and Brown 1969; Spitzer and Semple 1995; Yin and Chan 1990) and by neurons sensitive to high frequencies (Joris 1996; Yin and Chan 1990) . Here we show that the same relationship applies to all varieties of ITD-sensitive neurons in the SOC.
We also tested the second criterion by measuring the travel times (delays) from the two ears for each unit with the use of the slopes of the phase-frequency plots and comparing these times with its CD. Again, most neurons of all types showed good agreement between the predicted CD and the actual CD. This test has the conceptual advantage that it tests for coincidence, rather than for maximal discharge, although the two tests are mathematically equivalent.
The good match between the ipsilateral and contralateral delays was somewhat surprising for the trough-type neurons of the lateral superior olive (LSO), because an inhibitory synapse is interposed on the contralateral side in the the chain of input neurons but not on the ipsilateral side. To compensate for the synaptic delay, as well as for the longer distance to be traversed, the conduction velocity on the con-FIG . 11. Comparison of ipsilateral and contralateral synchrony for peakand trough-type units. A: peak-type units. B: trough-type units. In all cases, tralateral side and thus the axon diameter must be greater. the synchrony plotted is the maximum exhibited by that unit. C: average This is indeed the case in the cat, where the axons of the ipsilateral and contralateral synchrony as a function of frequency for lowglobular bushy cells of the anteroventral cochlear nucleus frequency peak-and trough-type units. D: average interaural synchrony for (AVCN; Ç10 mm) (Spangler et al. 1985) and those of prinlow-frequency peak-and trough-type units. Average curves were generated by dividing the frequency axis into 100-Hz bins and averaging the synchro-cipal cells of the medial nucleus of the trapezoid body nization coefficients of different units within each bin. Only significantly (MNTB; Ç5 mm), which comprise the contralateral relay, synchronized responses were used. are larger than the axons of spherical bushy cells of the AVCN (typically õ5 mm) (Smith et al. 1993) , which prothalamus, synchrony to the waveform at each ear during vide the ipsilateral input. binaural-beat stimuli is usually weaker than in the SOC The variation in the delay from the ipsilateral or the con- (Batra et al. 1989; Stanford et al. 1992) , such that these tralateral side was quite wide for low-frequency units, deneurons do not meet the third criterion (personal observaspite the narrow range in the difference in delays from the tions). If the synchrony measured was a consequence of the two sides. The range of delays we measured in the SOC is, mathematical techniques, neurons in these centers should in fact, similar to that observed in auditory nerve fibers as also have met all criteria, which they did not. a function of characteristic frequency (Anderson et al. 1971 ). This variation is due to the time required for the Criteria for coincidence detectors acoustic wave to travel to differently tuned regions of the basilar membrane. There was, in fact, a weak correlation The first criterion for a neuron to be a coincidence detector was that it synchronize to both the ipsilateral and contralat-between the best frequency of low-frequency units (as determined from the response to the binaural-beat stimulus) and eral waveforms. The necessity of such synchrony for the generation of ITD sensitivity has been posited previously the delay (r É 00.5). Thus, in the SOC, the matching of the delays from the two sides may be partially due to matching of (Batra et al. 1989; Brugge et al. 1970; Goldberg and Brown 1969; Stanford et al. 1992; Yin and Chan 1990) and has the frequencies of the inputs from either side. However, the weakness of the correlation leaves open the possibility that been observed in neurons of the SOC sensitive to ITDs of low-frequency tones and envelopes of high-frequency tones there may be other mechanisms as well.
The third and final criterion was the relationship between (Crow et al. 1978; Finlayson and Caspary 1991; Goldberg and Brown 1969; Joris and Yin 1995; Moushegian et al. the interaural synchrony and the strength of synchrony to the waveforms at either ear. The expectation was that the 1975; Spitzer and Semple 1995; Yin and Chan 1990) . The present paper demonstrates that at any frequency where there interaural synchronization coefficient would be less than the monaural synchronization coefficients and equal to the prod-is ITD sensitivity, most neurons in the SOC synchronize to the waveforms at either ear. This is true for both peak-type uct of the monaural coefficients. This was indeed the case.
The interaural synchronization coefficient was less than the and trough-type neurons, even those that are irregular to varying degrees (Batra et al. 1997 fourths of them was equal to the product of the monaural Synchrony to the waveforms coefficients. Both peak-and trough-type units, including A surprising observation was the tight ipsilateral synthose that had irregularities, met this criterion, indicating chrony of some trough-type units, which was stronger than that a coincidence mechanism is responsible for generating the ipsilateral or contralateral synchrony of peak-type units. all types of ITD sensitivity in the SOC.
Unusually strong ipsilateral synchrony has been noted by The low-frequency units that did not meet the third criteothers for low-frequency neurons of the LSO (Finlayson and rion had stronger interaural synchrony than expected. One Caspary 1991; Joris and Yin 1995). However, these studies possible explanation is that these units were not the primary did not compare the strength of this synchrony with that of coincidence detectors, but were instead higher-order neurons neurons in the MSO. The stronger ipsilateral synchrony of that inherited their ITD sensitivity from other ITD-sensitive trough-type units is at first surprising, because ipsilateral neurons, in the process losing synchrony to the acoustic inputs to the LSO come from the same type of cells as input waveforms. Another possibility in some cases is that the to the MSO, namely the spherical bushy cells of the AVCN weak monaural synchrony was a result of our method of (Cant and Casseday 1986; Smith et al. 1993 ). However, the measurement. As we have observed, measurement of syn-LSO receives an additional projection from a more posterior chrony during the binaural-beat stimulus could sometimes region of AVCN that does not contain spherical bushy cells yield smaller synchronization coefficients than measurement (Cant and Casseday 1986) . Some other cell type may thereduring monaural stimulation.
fore be responsible for the high synchrony of neurons in the Even though about one-fourth of the low-frequency units LSO. Alternatively, the degree of convergence of the inputs were potentially of higher order, they appeared distinct from onto neurons in the LSO may be greater than in the MSO, the higher-order units encountered by Spitzer and Semple resulting in higher synchrony. Such convergence has been (1995) in the gerbil. The units in the gerbil did not synchroinvoked to explain the higher synchrony to the acoustic nize to tones at all, whereas nearly all units in the rabbit waveform of some axons in the trapezoid body relative to synchronized to tones over the entire range of frequencies the auditory nerve (Joris et al. 1994 ). at which they were ITD sensitive. Spitzer and Semple did Another surprising observation was the similarity in the not employ our third criterion, so some of the units they strength of synchrony between neurons that synchronized classified as primary binaural units may have been considto the fine structure of low-frequency tones and those that ered higher order with the use of this more stringent criterion.
synchronized to the SAM envelope of high-frequency tones. Furthermore, most units in the gerbil that were considered The synchrony of low-frequency neurons should follow a to be of higher order were of a particular class, ''monaurally half-wave rectified sine wave because of the rectification in unresponsive,'' which did not respond to monaural stimulathe peripheral transduction process. In contrast, the syntion of at least one ear. In the rabbit, even monaurally unrechrony of high-frequency neurons should approximately folsponsive units (the E0, 0E, and 00 units of Batra et al. 1997) low a full sine wave because of the shape of the modulation synchronized well to both the ipsilateral and contralateral envelope. The differing patterns of synchronization should tones. It is unclear whether these differences are a result of theoretically yield a synchronization coefficient of 0.79 for sampling different regions of the SOC, a result of the use low-frequency neurons and one of 0.40 for high-frequency of anesthesia, or a result of the difference in species.
neurons (assuming our usual modulation depth of 80%). In Units with irregular responses the auditory nerve, there does appear to be a difference between synchrony of low-frequency fibers to pure tones The units with irregular responses that we encountered in and that of high-frequency fibers to SAM tones, although the companion paper (Batra et al. 1997) did not differ from both have synchronization coefficients higher than the theothe general population in that most synchronized to the retical values ( Fig. 19 of Joris and Yin 1992) . In contrast, waveform at either ear at all frequencies at which they were both low-and high-frequency neurons of the SOC exhibited ITD sensitive, and the strength of synchrony to the wavesimilar strengths of synchrony, and the synchronization coefforms was commensurate with that required to account for ficients of both frequently exceeded the theoretical values. the strength of interaural synchrony. Thus there was no indication that a greater proportion of these units were of higher
The strength of synchrony of neurons to tones in the SOC of the rabbit appears similar to that observed in gerbils order than in our sample as a whole. The inference is that most units with irregular responses were located in the main (Spitzer and Semple 1995) but weaker than that observed in cats (Yin and Chan 1990). One possible reason for this binaural nuclei of the SOC, namely the MSO and LSO.
In the companion paper we suggest that irregular re-difference is the difference in species. Another possible reason is the use of pentobarbital sodium anesthesia in the study sponses might arise from additional phase-locked inputs to the primary binaural neuron. If this is so, then it is surprising of the cat MSO. Although pentobarbital was also used for initial anesthesia in the study of the gerbil SOC, anesthesia that units with irregular responses still behave as coincidence detectors, because more than two inputs are interacting. Per-during recording was maintained with ketamine. Pentobarbital can raise the threshold for action potentials of neurons haps the reason that the criteria were met is that they are based on responses of the postsynaptic cell, where all inputs in the cochlear nucleus (Wu and Oertel 1986), necessitating greater coincidence of the inputs for activation of these neu-from one side are summed. Thus adherence to the criteria indicates that the unit acts as a coincidence detector insofar rons. Greater coincidence could result in increased synchronization in the cochlear nucleus, which would then be mir-as comparing the summed inputs from each side but gives no indication as to interactions between multiple inputs from rored in the SOC. It is unlikely that the differences in the strength of synchrony are a consequence of extracting this the same side.
