





ダイナミクスf ∶ CD → CDによってyt = f(yt−1)と書けるとすると，DMDはfを




D × (T − 1)行列Y 0 = (y1, . . . , yT−1), Y 1 = (y2, . . . , yT)を定義．線形ダイナミ
クスはY 1 =AY 0と書ける．
2. 主部分空間とその上でのダイナミクスの推定
KランクのSVDを実行し（Y 0 ≈ UKLKV ∗K），以下のK ×K行列Ãを考
える：









p(Y ∣UK, V K) =MCN (Y ∣UKV ∗K, ID, s2IT),
p(UK) ∼MCN (UK ∣O, I, CU), p(V K) ∼MCN (V K ∣O, I, CV ),
と与えられ，ここでCU , CVは対角行列，s2は等方的なノイズの強さを決める分散
パラメータである．p(UK, V K ∣Y ) ≈ r(UK)r(V K)と事後分布の独立性を仮定する
ことで変分事後分布r(UK), r(V K)を推定するための次の更新則を導出できる：
r(UK) =MCN (UK ∣ŪK, ID, Σ̄U), r(V K) =MCN (V K ∣V̄ K, IT , Σ̄V ),




V =C−1V + s−2(DΣ̄U + Ū
∗
KŪK),











λt−1k wkbk, t = 1, . . . , T,
の近似が良くなるようなλk ∈ C, wk ∈ CDを求めることになる．ここでbkはk番目
のモードの強度を決める係数である．DMDのアルゴリズムでは，Ã ∈ CK×Kの固






λt−1k w̃k, t = 1, . . . , T, (1)
と書き換える．ここでw̃k ∈ CKはwkbk = UKw̃kを満たすベクトルである．まず (1)
式を平均とする複素正規分布CNによって尤度を定義する：
















CN (yt∣ȳt, σ2t ID).
ここで各パラメータは
gt = ∑Kk=1 λt−1w̃k, σ−2t = σ−2(1 − g∗t Σ̃
(t)−1
U gt),






U = σ−2g∶tg∗∶t + Σ̄U .
BDMD-VMFにはいくつかの特筆すべき性質がある．










程式からデータを生成し，DMD, Bayesian DMD [2], BDMD-VMFによるダイナ
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(a) Original (b) DMD (c) Bayesian DMD (d) BDMD-VMF
Figure 1.非線形シュレーディンガー方程式に対する再構成結果 (D = 256, T = 256, K = 4).
(a) Original (b) DMD (c) Bayesian DMD (d) BDMD-VMF
Figure 2.バーガース方程式に対する再構成結果 (D = 256, T = 31, K = 7).
(a) x-axis of the le
foot
(b) y-axis of the le
shin
(c) z-axis of the le
thigh
(d) y-axis of the right
shin
Figure 3.ジャイロセンサデータに対する再構成結果の一部 (D = 18, T = 150, K = 2)．点線は真の
データ，マーカーは実際の入力データを表す．グレーと赤でハイライトされた領域はそれぞれ
Bayesian VAR(2)モデルとBDMD-VMFによる95%信用区間．
