We illustrate a Bellman function technique in finding the modulus of uniform convexity of L p spaces.
and inequality (1.1) is reversed if p ≥ . Hanner mentions in his note [3] that his proof is a reconstruction of some Beurling's ideas given at a seminar in Upsala in 1945. In [1] the non-commutative case of Hanner's inequalities was investigated. Namely, Hanner's inequality holds for p ∈ [ , / ] ∪ [ , ∞), and the case p ∈ ( / , ) (where p ̸ = ) was left open. In this paper we present a "general" systematic approach to some class of extremal problems by using a Bellman function technique, where absolutely no background is required, only elementary calculus. As an application we illustrate this approach in finding the constant δ L p (ε). We also show that the Bellman function (3.1), which arises naturally, is a minimal concave function with the given boundary condition (3.2 
Minimal concave functions: An abstract theorem
Let Ω ⊂ ℝ n , and let m and H be some arbitrary maps such that m : Ω → ℝ k and H : Ω → ℝ. Let Ω(I) denote the class of piecewise constant vector-valued functions φ : I → Ω which take only finite number of values. Let conv(Ω) denote the convex hull of the set Ω. We define the Bellman function as follows:
Theorem 1. The following properties hold: Carathéodory's theorem implies that for any x ∈ conv[m(Ω)], we have x = ∑ n+ j= a j x j , where a j ≥ , ∑ n+ j= a j = and x j ∈ m(Ω). Let the points y j ∈ Ω be such that m(y j ) = x j . We choose φ so that |{t ∈ I : φ(t) = y j }| = a j |I|. Then φ ∈ Ω(I). Hence,
To verify the second property take φ (t) = y, t ∈ I. Then ⟨m(φ )⟩ I = m(y). Thus,
For the third property it is enough to show that
for all x, y ∈ conv[m(Ω)] and θ ∈ [ , ]. There exist functions φ, ψ ∈ Ω(I) such that
We split the interval I into two disjoint subintervals I and I , so that |I | = θ|I|. Let L j : I j → I, j = , , be linear bijections. We consider the concatenation as follows:
Now we show property (4). Let G satisfy properties (1), (2) and (3). Then Jensen's inequality implies that for any φ ∈ Ω(I), we have
Before we proceed to the applications let us make the following observations. The requirement that φ(t) is piecewise constant and it takes finite number of values is excessive. We made this requirement in order to avoid issues with measurability. For example, if H and m are arbitrary maps, then the compositions m (φ) and H(φ) may not be measurable, and the integral averages ⟨H(φ)⟩ I and ⟨m(φ)⟩ I will not make sense. However, if H, m and φ are Borel measurable, then the above argument does not change. We note that property (2) of Theorem 1, namely, B(m(y)) ≥ H(y) for all y ∈ Ω, can be rewritten as B(x) ≥ sup y∈m − (x) H(y) for all y ∈ m(Ω). We define the obstacle by R(x) := sup y∈m − (x) H(y). Then it is clear that
The In the next section we apply Theorem 1 to find δ L p (ε).
The Bellman function in uniform convexity

The domain and the boundary condition
The definition of the modulus of uniform convexity tells us to consider the following function: 
Λ is the convex cone and ∂Λ = m(Ω). Minkowski's inequality implies that whenever x ∈ m(Ω), we must have f = λg for an appropriate λ. This allows us to find the boundary data for B,
where x , x and x are nonnegative numbers. Thus, Theorem 1 implies that B is a minimal concave function on Λ with the given boundary condition (3.2) . So the questions becomes purely geometrical: given the convex domain Λ find the minimal concave function B in the convex domain Λ with the given boundary condition (3.2) on ∂Λ. Then
We notice that the knowledge of B gives more information about the structure of uniform convexity and not just the value δ L p (ε). B(x , x , x ) . Indeed, one can take an arbitrary concave function B on Λ which dominates B on ∂Λ (the set where the obstacle H lives) and then by Theorem 1 (namely, property (4)), we have B ≥ B on Λ automatically. By the appropriate choice of B, one may obtain the exact value of δ L p (ε). In the next subsection we will illustrate this idea.
Remark 1. For the application one can avoid finding the exact value of
Sharp constants in uniform convexity
First we consider the case p ≥ . Let us consider the following function:
It is clear that B is concave in Λ. We notice that (B − B)| ∂Λ ≥ (see Lemma 1) . Therefore, Theorem 1 (4) implies that B ≥ B in Λ. Thus,
If we show that B( , , ε p ) = B( , , ε p ), then this would imply that the estimate obtained above for δ L p (ε) is sharp. For the benefit of the reader we include the proof of this equality in Appendix A. Now we consider the case < p < . We set Let s * ∈ [ −p , ∞) be the solution of the equation ε −p = s * + g(s * ). Consider the function We have used the fact that B( , , x ) is decreasing in x . Indeed, the inequality B ὔ x ( , , x ) ≤ follows from the inequality f(s)( + g ὔ (s)) − f ὔ (s)(s + g(s)) ≤ for all s ≥ −p , which can be seen by direct computation.
The equality B( , , ε p ) = B( , , ε p ) (see Lemma 2) implies that the estimate obtained above for δ L p (ε) is sharp.
It is clear that the constant δ L p (ε) ∈ [ , ] is the solution of the equation
One can ask how did we find the functions B. These functions are tangent planes to the graph of the actual Bellman function B at the point ( , , ε p ). Unlike the actual Bellman function B, which has the implicit expression, the tangent planes B to the graph B have simple expression, so it was easy to work with the tangent planes B, rather than with the actual Bellman function B. The actual Bellman function B can be constructed by using the methods recently developed in [4] [5] [6] .
Finally 
