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A single serving queueing model is studied where potential customers are dis- 
couraged at the rate /1, = lq”, 0 <q < 1, n is the queue length. The serving rate is 
p. = p( 1 ~ q”), n = 0, l,.... The spectral function is computed and the corresponding 
set of orthogonal polynomials is studied in detail. The slightly more general model 
with 1, = Lq”/( 1 + bq”), p,, = p( 1 - q”)/( 1+ bq”) and the analogous orthogonal 
polynomials are also investigated. In both cases a method developed by Pollaczek is 
used which has been used very successfully to study new sets of orthogonal 
polynomials by Askey and Ismail. /(? 1985 Academic Press, Inc. 
1. INTRODUCTION 
A birth and death process is a continuous time stochastic process 
(X(t): 0~ t < co> which has the state space (0, 1, 2,...} and P,{X(t +s)= 
n: X(S) = m} is independent of S. The transition probabilities p,,(t) of a 
birth and death process 
p,,(t):=P,{X(t)=n:X(O)=m} (1.1) 
are assumed to satisfy 
P,,(t) = L t + O(t) if n=m+l 
=l-(~,+p,)t+O(t) if n=m as t-+0+, (1.2) 
=j&t+O(t) if n=m-1 
where p0 2 0 and both /2, ~, and p,, are positive for n > 0. A birth and death 
process generates a set of orthogonal polynomials via the recursion 
-xQ,(x)=~,Q,-~(x)-(~,+~~)Q,(x)+~,Q,+~(x), n>O, (1.3) 
* Partially supported by NSF Grant MCS-8002539. 
575 
0022-247X/85 S3.00 
Copyright 0 1985 by Academic Press, Inc 
All rights 01 reproduction in any form reserved. 
576 MOURAD E. H. ISMAIL 
and the initial conditions 
Set 
Qo(x) = 1, Q,(x) = (Aa + PO - ~)/~a. (1.4) 
7co= 1, It, = 10. . .A n-l/h~~~Pn~~ n > 0. (1.5) 
Karlin and McGregor [ 111 showed that if 
(1.6) 
and 
f. (l/A%) f 7ci= co, (1.7) 
i=?Ifl 
then there exists a unique nondecreasing function $(x) which is continuous 
to the left and $(O)=O, $(x) -+ 1 as x--t co, such that 
that is, the Q,‘s form a set of polynomials orthogonal with respect to the 
distribution function $(x). The distribution function It/(x) is also called the 
spectral function of the process. The transition probabilities are given by 
Pm,(t) = 71, p e -x'Qm(x) Q,(x) 4Vx). (1.9) 
Natvig [13, 141 considered a birth and death process with 
1, = A/(n + l), II > 0, po=O,pL,=p,n>O. 
This serves as a single server queueing model where potential customers are 
discouraged by queue length, see also Van Doorn [20] and [21]. 
One of the purposes of the present work is to study the birth and death 
process with 
1, = lq”, PL,=P(1-9qn)~ n = 0, l)...) 0 < q < 1. (1.10) 
This is also a single server queueing process where potential customers are 
discouraged by queue length. The serving rate p, starts at 0 when n = 0, as 
it should, and grows very rapidly to its limiting value p. The rate of joining 
the queue declines exponentially as the queue grows. 
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In this work we attempt to bring to the attention of the workers in 
queueing theory the approach developed by Pollaczek [ 161. This technique 
recovers the spectral function from the asymptotic behavior of the 
polynomial solutions of (1.3). Recently Pollaczek’s approach has been 
slightly modified and successfully applied by Askey and Ismail [ 33, see also 
Chihara and Ismail [7]. Karlin and McGregor [ 121 suggested solving the 
problem of calculating the spectral measure dtj by computing its Stieltjes 
transform and that is precisely what we did. 
In Section 2 we study the orthogonal polynomials associated with the 
birth and death process (1.10). We obtain generating functions and explicit 
and asymptotic formulas for the polynomials of the first kind. We also 
establish a generating function for the polynomials of the second kind and 
use the generating function to determine the asymtotic behavior of the 
polynomials of the second kind. In Section 3 we compute the spectral 
function of the above process and include the orthogonality relation of the 
corresponding polynomials. 
The slightly more general birth and death process corresponding to 
PC1 -4”) 
n’ ‘,= l+bq” 
(1.11) 
is briefly discussed in Section 4. The corresponding spectral function is 
computed and the orthogonality relation of a new and interesting set of 
orthogonal polynomials is also established. 
The polynomials associated with (1.10) appeared in a different notation 
in Al-Salam and Carlitz [l], but the polynomials associated with (1.11) 
are new. Al-Salam and Carlitz proved the orthogonality with respect to a 
positive atomic measure but were unable to compute the total mass. Our 
approach gives the complete orthogonality relation. In Section 5 we show 
how to compute directly the total mass in the Al-SalamCarlitz nor- 
malization when q is real and different from unity. 
2. A SET OF ORTHOGONAL POLYNOMIALS 
The orthogonal polynomials associated with the birth and death process 
(1.10) are generated recursively by the three-term recurrence relation 
-x&(x) = A1 - 4”) sn- lb) - i-/41 - 4”) + WI XI(x) 
+ WS” + l(X) (2-l) 
valid for n > 0, and the initial condition 
So(x) = 1, S,(x) = (A -x)/L (2.2) 
409/108/2-IX 
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Recall that 0 <q < 1. As a set of orthogonal polynomials it is more con- 
venient to use the normalization 
and 
a = PI& x = p - Ay, (2.3) 
xl(x) = (4; dd(’ -n)‘2fY y), (2.4) 
where the q-shifted factorials are defined by 
(c;q),:=l, (c;q).=fi(l-cqi-I), (C;q)n=fi(l-Cqj). (2.5) 
1 0 
In terms of the P,‘s the recurrence relation (2.1) and the initial condition 
(2.2) are 
~y+(l-4q”lP,(~)=(l-q”+~)P~+,(y)+aq”-~P,-~(y), n > 0, 
(2.6) 
Po(Y I= 13 P,(Y)=(Y+l-~Ml-q). (2.7) 
Our next result is to establish the generating function 
; P,(Y) t”= c-t; 4L (at; 4LAYt; 4LQ. (2.8) 
The above generating function will be useful in two ways. It will be used to 
obtain an explicit formula for P,(y) and to determine the asymptotic 
behavior of P,(y) for large n and fixed y. The asymptotics of P,(y) and of 
the polynomials of the second kind P,*(x) will enable us to compute the 
spectral function of the queueing process. 
Proof of (2.8). A heuristic proof, to be made rigorous later on, is to 
denote the left side of (2.8) by G(y, t) then multiply (2.6) by t”+’ and add 
the resulting equations for n = 1, 2,.... Taking (2.7) into account the result is 
equivalent to the q- (or geometric) difference quation 
G(y, t)=(l+t)(l--t)G(y qt). 
l-yt ’ (2.9) 
Iterating this functional equation leads to 
G( y t) = ( - t; 4Ll (at; 4)n G( y q”t) 
3 
(YC 4)” ’ . 
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As n + co, G(y, q"t) + G(y, 0) = P,(y) = 1. This argument makes (2.8) very 
plausible. The above answer can be justified as follows. The right side of 
(2.8) is an analytic function of t in a neighborhood of t = 0. Let C; s,(y) t” 
be its Taylor series about t = 0. It is easy to see that the right side of (2.8) 
satisfies (2.9), hence its Taylor coefficients ,(x) satisfy (2.6), as can be seen 
by equating coefficients of various powers of t. In order to identify s,(y) as 
P,,(v) it only remains to show that the s,‘s satisfy the same initial condition 
satisfied by the P’s, that is, 
So(Y) = 1, Sl(Y) = (Y + 1 - a)/(1 - 41, 
which follows from the q-binomial theorem (Slater [18, p. 92]), 
(at; q)m (t; q),' = ;= t", 
> n 
and Euler’s formula (Slater [ 18, p. 93]), 
( -t; q)m = f q+ 'W/(q; q)n. 
0 
This completes the proof. 
We now derive the explicit formula 
(2.10) 
(2.11) 
(2.12) 
Proof of (2.12). We expand the right side of (2.8) in powers of t by 
writing it as 
t-t; 4L {(at; 4hm/(rt; 4L > 
and use (2.10) and (2.11). The result is 
P,(Y)= f: q 
(~-W~--k-W2(a/y; q)k yk 
kc0 (4; !!)n-k (4; q)k 
which when simplified using (Slater [ 18, p. 2411) 
(a. q) _ = (0; 4)n qk(k+1)‘2 
' n k (q' "/a; q)k (-ay qkn' 
(2.13) 
(2.14) 
leads to (2.12) and the proof is complete. 
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Our next result is the asymptotic formula 
(2.15) 
as n-t oc), for fixed y#O, yf -qj, y#aqj, j=O, l,..,. 
One proof of (2.15) relies on the following asymptotic method of Dar- 
boux, see Olver [ 15, p. 3103. 
THEOREM 2.1 (Darboux’s Method). Let f(t) = C,” f, t” be analytic in 
1 tI < Y and let g(t) = C,” g, t” be a “comparison” function, that is, g(t) is 
analytic in 1 t) < r and f - g is continuous on I t I = r. Then f, - g, = o( r ~ “), as 
n-,03. 
Proof of (2.15). One way to prove (2.15) is to apply Darboux’s method 
to the generating function (2.8) with the comparison function 
g(t) = (1 -w’ (-l/Y; 4)m (a/y; 9Lc/(% 4)m. 
We now repeat the above process for the polynomials of the second kind 
{P:(y)}. The polynomial P,*(y) is a polynomial of degree n - 1 that 
satisfies (2.6). Thus P,*(y) = 0 and Pr( y) is a nonzero constant. For nor- 
malization purposes, see Section 3, we set 
MY) = 0, p:(Y) = p;(Y)? 
that is, 
The P,*‘s have the generating function 
f P,*(y)t”=t c 
cc t-t; q)rl (ati 4)” q” 
l7=0 n=O (yt;q)n+, ’ 
(2.16) 
(2.17) 
whose proof is very similar to the proof of (2.8). In the case of the P,*‘s 
q-difference quation (2.9) is replaced by 
G*( y, t) being the left side of (2.17). The reader may easily fill in the 
details. 
The asymptotic formula 
p*(y)wy”p 1 .f (- l/y; qh (a/y; qh qk, 
” - 
0 (4; qhc 
(2.18) 
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as n --t co, y # 0 and y is a not a zero of the transcendental function in 
(2.18), follows by applying Darboux’s method to (2.17) and choosing the 
comparison function 
g(t)= t(l- yr)-’ 
3. THE SPECTRAL FUNCTION 
The key to computing the spectral function of the birth and death 
process (l.lk(1.2) when $(x) is constant outside a finite interval is the 
following theorem of Markoff, see Szego [19, p. 571. 
THEOREM 3.1 (Markoff s Theorem). When the spectral function I&X) is 
constant outside a finite interval then 
s m*= lim Q:(w) n-coe,cw,' w $ support of d$. (3.1) e-o0 w-x 
Recall that Q:(x) satisfies (1.3) and the initial conditions 
Qo*(x) = 0, QW, = Q;(x). (3.2) 
The left side of (3.1) is the Stieltjes transform of dtj. The spectral function $ 
can be recovered from its Stieltjes transform by using the Stieltjes inversion 
formula, see Widder [22, p. 3391. 
If $ is constant on a half line 
F(Z)=[mmz, z I$ support of d$, 
then 
,,qt2) - ,,$(tl) = ,t:+ j-IL F(t - iE)ZJriF(t + ic) dt. 
*I 
The polynomials {R,(x)} are said to be manic if R,(x) = 1 and 
R,(x) = X” + lower-order terms, for n = 1, 2,.... 
The manic set associated with Q,Jx) is 
(3.3) 
R,(x) = 1, R,(x) = 204 ..-A,- 1( - 1)” Q,(x), 
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and is recursively generated by 
R,(x) = 1, R,(x)=x-A-po, 
R,+,(x)=(~-;~,-~~)R,(x)-c~,~,~,R,-,(x), n>O. (3’4) 
Krein’s theorem (Chihara [6, p. 1171) applied to (3.4) in the case (1.10) 
shows that the support of d$ is a denumerable set with p as its only limit 
point. The boundedness of the support of de follows from the boundedness 
of the coefficients in the three-term recursion (3.4) of the manic set. 
We are now in a position to compute the spectral function t,+(x) by first 
computing the distribution function that the polynomials {P,,(y)} are 
orthogonal with respect o, and then changing variables as in (2.3). Set 
i cc P,(Y) P,(Y) My) = 0, m #n. J: 
From (1.8) it is easy to see that if 0 is normalized by s?m do(y) = 1, then 
s m n n(n-1)/2 P,(y) f’,(y) ddy) = a B,. q) ~m,m m, n = 0, 1 ,... (3.5) -cc 3 n 
The application of Theorem 3.1 and the asymptotic formulas (2.15) and 
(2.18) establishes the following result 
s rnda(y)= (4; cl), w -’ f (- l/w; qhc (4% qh qk (3.6) -cc W-Y (-l/wq)m (4Kq)m 0 (4;qh ’ 
It is not difficult to see, from (3.3), that the absolutely continuous com- 
ponent of do is given by 
y= {F(y-iO+)-F(r+i0+)}/(24. (3.7) 
In the present case the right member of (3.6) is single valued across the real 
axis in the w-plane, hence (3.7) confirms the discrete nature of da and 
agrees with what Krein’s theorem predicted. The only limit point of the 
support of da(y) is y = 0 (corresponding to x = p). A jump ,$ at y = i in 
a(y) contributes a simple pole at w = [ to the left side of (3.6) with residue 
3. The poles of the right side of (3.6) occur at 
tj= -qj, Vj = aqJ, j = 0, l,..., (3.8) 
so these are points of discontinuities of a(y). There is also a possible jump 
(or -a mass) at y = 0 because the point w = 0 is an essential singularity of 
either side of (3.6). Our next result is the following. 
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THEOREM 3.2. The function a(y) is a step function with jumps f(r;i), at 
C, Cj = e or qj of (3.8) and has no jump at y = 0. Furthermore the jumps are 
given by 
4'/(4; 4)j 
d(-q’)=(-,; q)m (q/U; q)j’ 
4'/(4; 4)j 
d(aq’)=(P1/U; 4)m (qU; q)j’ (3.9) 
In order to prove Theorem 3.3 it is unavoidable to introduce one more 
notion, namely, the notion of a basic hypergeometric function. This 
function is 
(3.10) 
It is known that (Slater [lS, p. 2471) 
241Ca, 4-“; c; 4,41= (c/a; 4)n a”l(c; 4)“. (3.11) 
Proof. Clearly, for j= 0, l,..., we have 
j(aq’j = 
1 j 
(-q-i/ai q)m (4-j; q)j k?o 
(-q-‘/a; q)k (4-j; q)k qk 
(4; q)k 
x Iim (w-aq’)w-’ 
w * nqJ 1 - aqj/w 
1/t - l/a; 9L 
= (9-j; q)j ( - q-j/a; 4)j ,~,C-q-‘/~, 4-j; 0; 4341. 
Therefore we obtain 
1/t - lb; 9L 
f(aqJ) = tq -j; q)j ( - q-j/a; q)j ( - q -$z)j. (3.12) 
Combining (3.12) with the observation 
we establish the second formula in (3.9). The first formula in (3.9) can be 
proved in a similar way. It now remains to prove that o(y) is continuous at 
y=O. From the problem of moments (Shohat and Tamarkin [17, 
pp. 45-46]), it is known that the jump of cr( y) at y = 0 will be proportional 
to 
b(O)=( f mq, 
TZ=O 
(3.13) 
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where (P,(y)} is the corresponding orthonormal set. We claim that y(O) 
vanishes because the series C,“= 0 Pft(O) = co. The proof of this fact is rather 
lengthy and is given as a corollary to the next theorem. 
THEOREM 3.3. The following asymptotic results hold: 
a#q5, j=O, +l, f2 ,..., (3.14) 
P2n(0)pvqn2-n 
(4; 412, (q2; 4’L (aq; q2L (q/a; q2L7 
a#q’j+l, j=O, )l, +2 ,.... (3.15) 
Proof: We set y=O in (2.12) to get 
Pn(0) = i q 
(n ~ k)(n ~ k ~ 1)/2 
k=” (4; q)k (4; q)n-k 
( ea)kq4- 1)/z. (3.16) 
We now replace n by 2n + 1 then replace the summation index k by n + j 
and rewrite (3.16) in the form 
n+l 
P h+l(0)= (-ah”* 1 
q.i2-j( -a)~ 
j= .,(q;q)n+l-j(q;q)n+j' 
At this stage Tannery’s theorem (Bromwich [4, p. 3161, the discrete ver- 
sion of the Lebesgue dominated convergence theorem) can be applied to 
show that 
lim (-a)-” q-nZP 2n+ ,(O) = (q; q);* f q+‘( -a)‘. (3.17) 
n-02 --cu 
The sum on the right side of (3.17) can be evaluated from the Jacobi triple 
product identity (Hardy and Wright [S] ), 
2 qn2Xn=(q2;q2L (- x-1;42L hw?L, 
-00 
(3.18) 
and this proves (3.14). The proof of (3.15) is similar. In (3.16) replace n by 
2n and k by n + j to obtain 
P,,(O) = ( -a)flqn2pn i 
qj*( -a)’ 
i=_,(4;4)11~j(4;4)n+j' 
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and (3.15) follows from Tannery’s theorem and the Jacobi triple product 
identity (3.18). This completes the proof. 
The idea of using Tannery’s theorem to determine the asymptotic 
behavior of orthogonal polynomials defined by q-series has been used by 
Ismail and Wilson [lo] in the cases of little and big q-Jacobi polynomials 
and the & polynomials. The Jacobi triple product identity (3.18) is a 
limiting case of the ,$I sum of Ramanujan. Ismail [9] gave a simple proof 
of Ramanujan’s sum. Observe that Tannery’s theorem can also be used to 
prove (2.15). 
COROLLARY 3.4. The series Cr pi(O) diverges where {P,(y)} are the 
orthonormal polynomials. 
ProoJ: We have, see (3.5) 
B:(O) = Pi(O)(q; q)na-“q-“(“-‘)‘2 
zPz(O)(q; q)ma~nq-n(n-1)‘2. (3.19) 
When a#q”+‘,j=O, fl, +2 ,..., it is easy to see that the above 
relationship and (3.15) establish the divergence of C,“=O pi(O). When a 
takes one of the values q”+ ‘, j= 0, f 1, +2,..., we use (3.19) and (3.14) to 
show that Cz Hz, + 1 (0) diverges. This proves the required result. 
4. A GENERALIZATION 
Let {Q,,(x; 1, P, b)) be the orthogonal polynomials associated with the 
birth and death process corresponding to 
l,=Aq”(l +bq”)-‘, /&=,U(l -q”)(l +bq”)-‘. (4.1) 
The Q,‘s satisfy 
-x(1+ W) Q,k 4 PL, b) 
= WQn + I@; 4 P, 6) - CM’ + 14 1 - q”)l Q,,k 1, P, b) 
+ 141 -q”) Q,- 1(x; 4 P, 6). 
As before, we set 
and 
x=/l-fly, a = PIA 
Q&; 4 CL, b) = (4; q)nqn(l -““*P,(Y; a, b). 
(4.2) 
(4.3) 
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The three-term recurrence relation satisfied by the P’s is 
[V(1+6qfl)+(1-a-ab)q”lP,(y;a,6) 
=(1-q”+‘)~“+,(y;~,~)+~q”-‘~,~,(y;u,b), 
n = 1, 2, 3 ,..., with 
(4.4) 
P,(y;a,b)=l, Pl(y;a,b)=[y(l+b)+1-a-ub](l-q)~‘. (4.5) 
Following the procedure outlined in Section 3 one can establish the 
ge,nerating function 
(4.6) 
where A, B are given by 
A=& [yb+ l-u-&+&by+ 1 -u-uab)‘+4a,, 
B=& [yb+ l-a-ub-&by+ 1 -u-~zab)~+4u,. 
(4.7) 
The results analogous to (2.12) and (2.13) are 
= (-W”q”(“-1)‘2 i (q-“;,qh (A-ly-l. q) (qyB)k 
(4; 4)n k=O (4ic7)k ’ k 
(4.8) 
and 
P,(y;a,b)=(-B)-” f ’ 
(n-k)(n--k-‘)‘2(A--ly-‘;q)k (-yB)k, (49) 
k=O (4; q)n-k (4; q)k 
respectively. The asymptotic behavior of P,(x; a, b) is 
P,(Y; a, ~)*.Y”W~Y-‘; q)m (B-‘.I-‘; qL/(q; q)m (4.10) 
as n + co, y # 0, y # A -‘q’, y # B- ‘qj, j = 0, 1, 2 ,... . Furthermore, we have, 
as n + co, the asymptotic relationships 
p (0$A’)-“q”2-’ 
2n - 
(4; 4)2, 
(q*; q’), (-W/A’; s*L (--M/B’; q2L, 
B’/A’# -q2j+l,j=o, kl,..., (4.11) 
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and 
P *n+ I(o)= ‘-(;.‘;T:““’ (42; q2)m (-B’/A’; q2)m (-qZA’/B’; q2),, 
3 00 
where 
B’/A’#.-q”,j=O, kl,..., (4.12) 
A’ and B’ are A and B evaluated at y = 0, respectively. (4.13) 
The polynomials of the second kind satisfy (4.4) and the initial conditions 
Po*(y; a, b) = 0, Pf(y;a,b)=(l+b)(l-q)-’ 
and have the generating function 
The asymptotic behavior of the P,*‘s is 
holding as n + co and when the transcendental function on the right side 
does not vanish. Let 
s O” PAY; a, b) PAY; a, b) MY; a, b) -co 
=(1+b)a”q”‘“-1)‘2g 
(1 + w%q; q)n m’n 
(4.14) 
be the orthogonality relation where a(y; a, b) is normalized by 
jYco dcr(y; a, b) = 1. Markoffs theorem implies 
s 
00 WY; a, b) 
-02 W-Y 
= lim p,*(wi 4 b, 
n-m P,(w; a, b) 
(4.15) 
(1 +b) w-Y% 4L O” W’w-‘; 
= (A-‘w-l; q)m (B-W’; q)m ,;, 
q)k (B-‘w-‘; q)k k 
(4; q)k 
4. 
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The measure da(y; a, b) is purely discrete and has masses at the solutions 
of y=qkA-‘, or y=qkBp’, k=O, 1, 2 ,..., that is, 
y= -aAqk or y= -aBqk, (4.16) 
since AB = --a-r. The solutions of (4.16) are 
tk(a, b, = qk 
i 
&+a-l- (l-a-ab)2+4a(l+bqk) 
2(1 +bqk) I 
7 
k = 0, l,..., 
(4.17) 
r]k(a, b, = qk 
ab+a- 1+ (1 -a-a6)2+4a(l +bqk) 
2(1 +bqk) i 
3 
k = 0, l,..., 
The solutions to y= -aAqk (or y= qkBpL) are the t’s while the q’s are 
solutions of y = -aBqk (or yA = qk). This is the case because a > 0, A and 
tk have opposite signs and B and qk also have opposite signs (recall that 
a = p/l. > 0). Set 
J(ik(% b)) = Mass at ik(& 61, 
(4.18) 
Clearly 
J(&(a, b)) = Residue of s 
OD MY; a, b) at w=tk 
-cl? W-Y 
= (1 + b) 241CqP, -aqn5,2(4 b); 0; cl,41 
(4-“; 4)n ( -wc2(a, b); 4Lc . 
The +jl on the left side of the above equality can be evaluated using (3.11). 
This gives 
(l+b)q n(3nf 1)/25;2?@, b) 
J(tn(a’ b)) = (q; q)n ( -aqntn2(a, b); q)m’ 
n = 0, 1, 2 )...) 
similarly 
(l+b)q 43n + 1 )/2,./n2n(a, b) 
J(‘i’n(a’ b))= (q; q)n ( -aqntfn2(a, b); q)m’ 
n = 0, 1, 2 )... 
Thus we proved 
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THEOREM 4.1. The polynomials generated by (4.4) and (4.5) are 
orthogonal with respect to a purely discrete positive measure with bounded 
support. The only limit point of the support is y = 0. The orthogonality 
relation is 
kTo f’,(Ma7 b); a, b) P,(tk(a, b); a, b) J(tk(a, b)) 
+ f P,(rlk(a, b); a, b) P,hk(a, b); a, b) J(rlk(a, b)) 
k=O 
=(1+b)a”q”‘“-1)‘2d 
(1 + bq”)(q; q),, m7n’ 
5. THE ORTHOGONAL q-POLYNOMIALS OF AL-SALAM AND CARLITZ 
The polynomials { Up)(x; q)} and { Vlp)(x; q)} of Al-Salam and Carlitz 
[l] have the generating functions 
(5.1) 
and 
(xc cl)* 
(1; q), (ati 4L 
= f Py(x; q) 
( _ 1)” q”‘” - 1)/Z t” 
n=O (4;s)n ’ 
(5.2) 
respectively, see also Chihara [6]. They satisfy the recursion relations 
Ulp! ,(x; 4) = Cx - (1 + a) q"] UIp)(x; q) + aq”- ‘(1 - q”) Uff2 ,(x; q), 
n>O, (5.3) 
and 
V$ ,(x; q) = [x - (1 + a) q-“1 Vlp)(x; q) - aq1-2”( 1 - q”) Vjp’ ,(x; q), 
n>O, (5.4) 
respectively, with qqx; q) = Vg)(x; q) = 1, U!“‘(x; q) = V!“‘(x; q) = 
x - (a + 1). It is easy to see that 
qyx; q) = UF’(x; q-l), (5.5) 
hence in both cases we restrict ourselves to the case - 1 <q < 1. The 
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polynomials studied in Section 2 are (( - l)“/(q; q)n) Vi- “)( -x; q). 
Al-Salam and Carlitz established the orthogonality relations 
s lo2 qqx; q) Ly(x; q) da’“‘(x) --5 
= C( -ay q”‘“p1”2(q; q)n 6,,,, (5.6) 
s O” qyx; q) vy(x; q) d/3’“‘(x) -a2 
= K~“c%A 4)n em,,, (5.7) 
where a@‘)(x) is a step function whose jumps occur at the points qk and aqk 
(k = 0, l,...) while /I’“‘( x is a step function whose jumps occur at qek ) 
(k = 0, 1, 2 ,... ). The jumps are given by 
k 
da’“‘(qk) = (a& q)m (4; ;), (qd; q)k’ 
dtx’“‘( aqk) = 
-U 
(q”-‘; q), (4; q)k t”% q)k’ 
(5.8) 
k k2 &p’(q-k)= 
(4; 4p* y”% q)k’ 
k =O, l,..., see Chihara [6, pp. 196-1973. Al-Salam and Carlitz [l] did not 
compute the normalization constants C and K. We now evaluate C and K. 
THEOREM 5.1. We have 
and 
C=l-a 
K= (uq; q),‘. 
(5.9) 
(5.10) 
Proof of (5.9). It is clear from (5.6) that C = fTa, d&)(x). Thus 
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where we used Euler’s formula (2.11). Hence 
The inner sum can be evaluated from (2.10) with tx = 0. This implies 
by the Jacobi triple product identity (3.18). Simplifying this result we 
establish (5.9). 
Proof of (5.10). Clearly K= j?, d/?(“)(x), that is, 
w (1; q)k tn; q)k ‘q k = lim 1 
“--‘k=&q)k@q;dk ’ 0 
O” = lim 1 (q-“; q)k (q-“; q)k (uql -2m)k 
m-* k=O (4; q)k t”% q)k 
= lim (aq” + ’ ; q),l(~q; qh, 
m-m 
where we used the q-analogue of Gauss’s theorem (Slater [18, (IV-3), 
p. 2471). An easy calculation establishes (5.10). 
In view of (5.10) we may rewrite the orthogonality relation (5.7) in the 
form 
s O” Vf’(x; q) Vj$(x; q) d+“‘(x) = a”qpn2(q; 4)” 6,,“, (5.11) -02 
where 
&FV(a)(q-k) = ukqk2(uqk+‘; q)m/(q; q)k. (5.12) 
Al-Salam and Carlitz never specified the domain of the parameter a in their 
formulas. The ( U!$(x; a)} is a positive definite orthogonal polynomial set 
(that is, orthogonal with respect o a positive measure) if and only if 
a<0 and O<q<l, (5.13) 
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while { Vp)(x; q) } is a positive definite orthogonal polynomial set if and 
only if 
qa>O and -l<q<l. (5.14) 
Chihara [6, p. 1971 observes that the masses in dj?(“) of (5.8) are positive 
only for 0 < aq < 1. He notes that the true interval of orthogonality for 
{ Vlp)(x; q)} is precisely [ 1, co] if and only if either 
O<a<l or q-‘<a (when O<q< 1). 
The spectrum of { Vlp)(x; q) j (the support of d/3’“)) is unbounded and the 
corresponding Hamburger moment problem for 0 < q < 1 is determined if 
and only if 
O<a<q or q-l<a (when O<q< 1). 
We now provide an alternate argument to characterize the cases of deter- 
mined Hamburger moment problem and compute the measure that the 
V,‘s are orthogonal with respect to in the determined case. First observe 
that aq>O implies the positivity of ukqk2, so the masses dy(“)(qpk) will be 
positive when aq < 1. If aq = 1, dy’“)( 1) will vanish but the remaining 
masses will remain positive. When aq > 1, the polynomials V!,““)(x; q) and 
a-“VF)(xu; q) are identical because both of them satisfy the same second- 
order difference equation and the same initial conditions. The condition 
aq > 1 is clearly equivalent to qu-’ < q* (since uq > 0), hence qb > 1 where 
b :=a-‘. This shows that there is no loss of generality in assuming 
0 < uq Q 1 and when uq > 1 the mass points qmk should be replaced by 
uq-k, k = 0, l).... Our next result is 
THEOREM 5.2. The Hamburger moment problem associated with the Vn’s 
is determined if and only if 
(i) aq<q* if-l<a<l 
or 
(ii) uq31 ifu>l or a< -1. 
In particular the moment problem is indterminate when a = + 1. 
Proof Let w,(x) be the associated orthonormal polynomials. The 
moment problem is determined if and only if C; lw,(x)1* diverges for all 
complex x (Shohat and Tamarkin [ 17, p. 501). In the case we are 
interested in we have 
Kw*(x) = a-“qn2[ V$$(x; q)]* n 3 
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for some constant K Applying Darboux’s method to (5.2) we easily 
establish the following asymptotic formulas holding for complex x. 
if -l<a<l 
if a>1 or a< -1 
z 0, *@+l)‘y” [ 1 if a=1 (4; qL.2 ~ (xi (l)cc +(-xi 4L [ (-l;q)m 1 *(-q)” if Q= -1. 
Therefore the series C; Iwf(x)l’ converges for complex x if a = &l. In the 
case - 1 < a < 1, the above series converges if and only if - 1 < qa-’ < 1, 
hence (i) is satisfied because uq > 0. When a > 1 or a < -1, the aforemen- 
tioned series diverges if and only if luq\ > 1 which is equivalent to (ii). This 
completes the proof. 
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