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Introduction
An important goal of real and monetary business cycle theoretical research is to explain the empirical evidence on the impact of economic shocks on macroeconomic variables. A vast literature is devoted to building Dynamic Stochastic General Equilibrium (DSGE) models able to explain the impact of a monetary policy shock on output and inflation, or the impact of a technology shock on labor hours.
The empirical evidence is often obtained from estimating structural Vector Autoregressions' (VAR).
In part of the literature the structural parameters of a DSGE model are estimated by minimizing the distance between the model's and the estimated VAR impulse response functions.
A growing number of papers has questioned the ability of estimated VARs to provide reliable guidance to building DSGE models consistent with the data 1 Cochrane (1998) and Gali and Rabanal (2005) . An alternative to the VAR approach is estimation of the state-space form of a DSGE model, as in Rabanal and Rubio-Ramirez (2005) . 2 The truncation problem has been acknowledged in the literature (as early as in work by Wallis, 1977) is achieved using short run restrictions finite order VARs can achieve a remarkably close approximation to the DSGE model in small sample. Yet, we also find that for some (reasonable) parametrizations of the model, even using the correct theoretical identification matrix and shutting down the identification bias the finite order VAR provides a largely incorrect impulse response function. Erceg, Guerrieri and Gust (2005) study the performance of truncated VAR representations of an RBC model, and conclude that the approximating error stems from the small-sample error impact on the long run identification scheme. In contrast, we show that small sample error is not essential to generate identification bias, and propose a method to measure identification and truncation bias in population.
The paper is organized as follows. Section 2 discusses VAR representations of DSGE models.
Section 3 provides conditions for the VAR representation of a DSGE model to be of finite order.
Section 4 discusses the performance of truncated VAR and illustrates the impact of truncation and identification bias in an RBC model identified using long run restrictions. Section 5 concludes.
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VAR representation of DSGE models
A linearized DSGE model can be written as a system of stochastic di erence equations. The solution to the system is the recursive equilibrium law of motion:
where is an × 1 vector of endogenous state variables, is an × 1 vector of exogenous state variables, is an × 1 vector of endogenous variables, is a vector stochastic process of dimension = e e + (4)
This is the approach followed, for example, in Fernandez-Villaverde, Rubio-Ramirez and Sargent (2005) . All the results in the paper can be obtained using either of the two equilibrium specifications.
The specification in eqs. (1) 
Then a restricted VAR(2) representation for the system (6) is 3 :
Eq. (7) can be estimated from a data series for If the model is the true data-generating process, the VAR reduced-form innovations are a rotation of the structural shocks vector since
If + a VAR representation of the DSGE model may exist. But it will not be possible to map into a higher-dimension vector of orthogonal shocks . Any mapping from to will be such that some component of the vector can be derived as a linear combination of the remaining components. If instead + as is often the case in DSGE models, the system is singular, preventing likelihood estimation of the VAR. To obtain a non-singular VAR representation of the model (6) some of the observable variables must be dropped from the system so as to satisfy the requirement + = .
Omitting a 1 rows of the vector does not a ect the VAR (2) 4 It is assumed that the VAR representation includes at least observable variables. Lutkepohl (1993) shows that when the true model is described by the non-singular VAR (7) the data generating process for the observable 1 vector b where is a VARMA(p,q) with 2( + ), 2( + ) 2 
Finite order approximation to the true VAR process: Truncation and Identification
When it exists, the VAR representation for can be written as:
Eq. (8) ( 1 ) converges to zero fast enough. Asymptotically, the speed at which the VAR polynomial matrices converge to zero depends on the largest eigenvalue of ( 1 ) The polynomial ( ) does not appear in the matrix relevant for the convergence speed.
Since the sequence ( 1 ) for = 0 1 converges to zero, a finite order VAR( ) that well approximates the true VAR process always exists for some su ciently large value of The problem facing economists is whether the number of lags to be included is reasonable given the length of economic time series over which VARs are estimated. When estimating VARs consistent with DSGE business cycle models it is standard to assume that including few lags is su cient to provide a reasonable approximation to the true VAR. This assumption can be misleading. Truncation a ects the approximating VAR performance through two separate channels. First, the truncated VAR coe cients are biased: a VAR( ) does not describe the true dynamics of the DSGE model, since all coe cients for lags larger than are restricted to be equal to zero Second, if the VAR coe cients enter in the computation of the matrix identifying structural shocks from reduced form innovations, truncation results in an identification error. Depending on the model none, one or both of these channels -the truncation bias and the identification bias -can prejudice the accuracy of the approximating VAR(p).
The identification bias does not originate in mistaken identification assumptions: the identification scheme may in fact be correct for the true infinite-order VAR representation. Therefore identification schemes that are equivalent in the true VAR have di erent performance when using a truncated VAR as an approximating model. Finally, truncation and identification bias need not depend on small sample bias of the estimator.
To illustrate the impact of truncation and identification bias we compute from the approximat- 
A Real Business Cycle Model Example
Consider Hansen's (1985) indivisible labor model with two exogenous shocks: a non-stationary laboraugmenting technology shock, and a stationary labor supply shock. The planner's optimal choice for 8 consumption capital labor and output maximize the utility function:
subject to the capital accumulation and production function constraints:
The labor-augmenting technology level and the labor supply shifter follow exogenous stochastic processes:
The first order conditions for the planner's problem are:
where is the gross real interest rate. Equations (9) to (15) This observation is at the base of the long run identification assumption for the VAR representation.
To solve the model, the non-stationary variables are scaled by the level of technology. The 9 model defined in terms of
stationary, and an approximate solution can be obtained by log-linearizing the equilibrium conditions around the steady state. This yields a linear model cast in the form of eqs. (1) to (3) . The model parametrization follows the RBC literature (see Erceg, Guerrieri and Gust, 2005) . The capital share is set to 0 35 The quarterly depreciation rate for installed capital is assumed equal to 2% The discount rate is chosen so that in the steady state the annual real interest rate is equal to 3%. The value of the constant pins down the steady state level of labor, which is set equal to one third of the available time endowment (Hansen, 1985) . 
This is the matrix e 0 such that the element (1 2) of the matrix [ 0 1 2 ] is zero, as required by the long run identification assumption 5 . The first column of the matrix e 0 is all the econometrician needs to know to compute from the VAR the impulse response to a one standard deviation identified technology shock. If the econometrician estimated the infinite order VAR representation of the long run identification restriction would ensure 0 =ˆ Figure 1 shows the impulse response function of obtained from the VAR(2) representation of the vector when the technology shock is identified using the theoretical matrixˆ . The impulse response is constrained to be an exact match to the theoretical one at time = 1 by the matrixˆ and in the long run by the fact that the approximating VAR is stationary, as is the true model. Even so, the VAR(2) impulse response is a very inaccurate approximation of the true one. After 10 quarters the magnitude of the response is more than 60% smaller than the theoretical response, and it drops to zero after about 25 quarters -implying a much less persistent response of hours compared to the model. By using the Blanchard and Quah identification strategy, the truncation bias also generates an identification bias. The impulse response (figure 1) drops to zero after about 25 quarters, but also predicts at time 1 an increase in about 75% larger than theoretical response. In a similar model, A closer examination sheds light on the role of identification in the VAR performance. The error in the estimate of e 0 can originate from two sources: error in estimating or in estimating
The covariance matrix turns out to play a minor role. This is shown by comparing the true shocks vector with the orthogonalized shocks estimated from the (correctly identified) VAR: Figure 2 shows that even if a VAR(p) poorly approximates the true VMA representation, the VAR-estimated shocks vector can still accurately approximate the true shocks. The shocks estimates are calculated using the true data vector therefore the truncation error is not compounded over time, as is the case for the impulse response functions where the estimated response of depends on its the lagged estimates 6 .
Consider next the role of the VAR(p) coe cients. To build intuition for the result, we examine the case of a finite order VAR where the lag order is large enough to appeal to large sample properties of the OLS estimator. Asymptotically, the matrices b 1 b 2 are consistent estimators of the matrices 1 2 from the infinite order VAR representation 7 . The impulse response function, that is the matrices can be calculated from the recursion: 6 The series of shocks is of interest in its own right, for example for historical decomposition of the shocks driving business cycle fluctuations under the assumption that the observed variables behave consistently with a reference DSGE model (see Rebelo, 1998, Ravenna, 2006) . 7 Convergence in probability of the vector of estimated coe cients in the VAR(p)
] when the true data generating process is an infinite order VAR is only assured if as the sample size goes to infinity albeit at a much slower speed so that 
How model parametrization matters
Consider a model where the labor supply shock is a very persistent process by setting = 0 97 The impulse response function to a technology shock is not a ected by such change. Yet Figure 3 shows that the VAR(2) performance is greatly improved. The impulse response function is remarkably accurate using the theoretical identification matrix.
The improvement in performance can be explained by examining the infinite order VAR matrices For = 1 2 3 they are: The elements of the matrices are now much closer to zero than in the baseline parametrization. This means that (asymptotically) by restricting to be equal to zero for a correctly 14 identified VAR(p) is a fairly accurate approximation to the true VAR. Nevertheless, the summation P
=0
b su ers from a large error. The VAR(p) identified using the long run restriction still tracks poorly the time 1 impact of a technology innovation on hours, though it now implies a very persistent response consistently with the DSGE model.
It may seem puzzling that a change in the parametrization of the labor supply shock that does not a ect the dynamics of the model after a technology shock has important implications for the performance of the VAR(2). What is required to the VAR representation for the impulse response to a technology shock to be invariant as varies is that the first column of the matrix b = does not change. The matrix itself gives the impulse response function of to a shock in that is, to the linear combination = of the innovation vector Since the matrix changes across di erent parametrizations, there is no reason for any of the elements in to stay constant as increases. As a consequence, also all the elements in the matrices change together with
How the number of lags included in the VAR matters
A strategy often used by researchers is to include enough lags in the VAR in the hope that the approximation to the correctly specified infinite order VAR would improve. In the benchmark parametrization, In the case of zero identification bias, Figure 4 shows that the impulse response function from a correctly identified VAR(p) is accurate up to the lag (the error depicted in the plot converges to zero as the approximating VAR lag order becomes large). This behaviour is easily explained using eq. (18) and considering that asymptotically the matrices b are consistent estimators of the matrices . The matrices in the true VMA representation depend only on the infinite order VAR matrices up to = Under the conditions for which the matrices b from the VAR(p) converge in probability to the estimated impulse response function will be correct up to the lag. Yet even including 12 lags has only a small impact in reducing the identification bias.
Conclusions
This paper discusses the conditions under which a DSGE model has a finite order VAR representation.
These conditions are the very implicit assumptions made by the researcher when comparing a DSGE 15 model impulse response functions to the ones obtained from an estimated VAR. Ordinarily a DSGE model has an infinite order VAR representation, unless the vector of endogenous variables is observable.
Observability of the exogenous shocks vector is instead irrelevant.
Economists typically assume that including a small number of lags is enough to provide a reasonable approximation to the true VAR. The paper uses an RBC model to show that this assumption can be misleading. The VAR(p) approximation can provide largely inaccurate estimates of the model impulse response functions. The error in the approximation a ects the results through two separate channels: the truncated VAR coe cients are biased, and the truncation error may lead to a identification bias. Depending on the parametrization and the identification strategy none, one or both of these channels will weigh on the accuracy of the approximating VAR(p). This result does not rely on small sample volatility of the estimator, nor on the use of mistaken identification assumptions. Identification strategies which are equally correct in the true VAR representation can perform very di erently in the truncated VAR estimate. Even if the impulse response functions can be inaccurate, the VAR(p) can provide a close approximation to the true shocks vector.
These results suggest some caution has to be used by researchers relying on VAR evidence to build DSGE models. VARs have much to tell: they summarize the dynamics of the data with as few restrictions as possible. Compared to alternative econometric procedures, they may be more robust to mis-specification and perform better in small sample. Assuming though that the dynamics VARs describe can always be obtained from the structural models economists are interested in testing is misleading. If economists wish to build DSGE models that can account for the correlations among macroeconomic variables, they should be tested against model-consistent representations of the data.
Proof of Proposition 3.1 Assume that the lag operator [ ] is invertible. Eq. (2) implies
. Substituting in the control variables equation, and since
where ( ) 1 is a lag polynomial of potentially infinite order. VAR representation for ( ) 6 = A VAR representation for is given by:
which will not be of finite order unless the conditions for the VAR defined in eq. (21) to be of finite order are met. ¥ Proof of Corollary 3.2 The infinite order VAR defined in eq. (21) can also be obtained without using the VARMA representation. The state space representation implies that
If the lag polynomial ( ) is invertible, we can write: 
which is the VARMA(1,1) representation of . If is a vector
Express the inverse of ( ) in terms of its determinant | ( )|, of order in , and the cofactor matrix ( ) of order 1 in Then: We can then write the process for b as: 23 Table 2 VAR (2) 
