Abstract. We prove a qualitative and a quantitative stability of the following rigidity theorem: an anisotropic totally umbilical closed hypersurface is the Wulff shape. Consider n ≥ 2, p ∈ (1, +∞) and Σ an n-dimensional, closed hypersurface in R n+1 , boundary of a convex, open set. We show that if the L p norm of the trace-free part of the anisotropic second fundamental form is small, then Σ must be W 2, pclose to the Wulff shape, with a quantitative estimate.
Introduction
Let Σ be a smooth, connected surface in R 3 . A point on Σ is called umbilical if the two principal curvatures in this point coincide. The classical umbilical theorem (see for istance [2, Chapter 3.2, Proposition 4]) states that, if all the points of Σ are umbilical, then Σ is either a subset of a plane or of a sphere. In particular, if Σ is closed, it can just coincide with a sphere. This rigidity theorem was extended to R n+1 in [21, Lemma 1, p. 8] . These results are relevant since a local condition, such as the pointwise umbilicality, gives a strong global information.
The umbilical theorem has been strenghten with qualitative stability results in [3, 4, 17] , which have produced important applications in the foliations of asymptotically flat three-manifolds by surfaces of prescribed mean curvature (see [15, 14, 13] , where the aforementioned results are crucial for ensuring that the leaves are close to spheres). A quantitative stability has been later obtained in [9] .
The rigidity umbilical theorem has been proved to be true even in the anisotropic setting in [10] : namely it is shown that the only closed hypersurface with diagonal anisotropic second fundamental form is the Wulff shape. Instead, the stability of this result, even at a qualitative level, has not been addressed in the litearture.
The aim of this paper is to obtain the anisotropic counterparts of the qualitative and quantitative stability proved in [4, 17, 9] for the isotropic setting. Namely, we consider p ∈ (1, +∞) and Σ an n-dimensional, closed hypersurface in R n+1 , boundary of a convex, open set. We prove that the W 2, p -closedness of Σ to the Wulff shape is controlled by the L p norm of the trace-free part of the anisotropic second fundamental form.
Throughout the paper, we will say that Σ is convex if it is boundary of a convex bounded open set. The convexity assumption on the surface Σ is necessary in order to avoid bubbling phenomena. Indeed, in the recent paper [5] , it is proven that if Σ is a closed hypersurface (not necessarily convex) with anisotropic mean curvature L 2 -close to a costant, then Σ is L 1 -close to a finite union of Wulff shapes.
In order to state our main result, we need some notation. We consider a smooth anisotropic function defined on the n-sphere:
For every smooth hypersurface Σ in R n+1 , we define its anisotropic surface energy as
In particular, we will denote the isotropic surface energy as P(Σ), to be the energy F(Σ) with F (ν) = |ν|. For every Lagrangian F and every m > 0, it is natural to ask whether the problem [z] + F (x)z for every x ∈ S n , z ∈ T x S n , we say that F is an elliptic integrand if the symmetric matrix A F is positive definite at every x ∈ S n . In this case, problem (1.2) is solvable, and its solution is a dilation of a closed, convex hypersurface W called Wulff shape.
In the context of differential geometry, the Wulff shape shares lots of similarities with the round sphere. For instance, it can be seen as the "round sphere" for an anisotropic norm on R n+1 , namely
where F * is the gauge function F * : R n+1 → [0, +∞) defined as
A useful property of the differential of the gauge function, that we will implement later, is (see for instance [16, p. 8] ):
where ν W is the normal vector field associated to W. We have already recalled that an anisotropic version of the umbilical theorem exists, and W can be characterized as the only hypersurface with diagonal anisotropic second fundamental form; namely W is the only anisotropic totally umbilical hypersurface, as stated in the following theorem proved in [10] : Theorem 1.1. Let n ≥ 2 be given, and let Σ be a closed, oriented hypersurface with outer normal ν Σ . Denote the anisotropic second fundamental form as
If Σ has diagonal anisotropic second fundamental form, then up to rescaling, Σ is the Wulff shape.
The stability properties for Theorem 1.1 are almost completely unclear, even at a qualitative level. In this paper we give an answer to this issue, proving the anisotropic sharp counterpart of the isotropic result shown in [9, Theorem 1.1]. To this aim, for a given hypersurface Σ, we will denote the tensorS F asS
where g := δ |Σ and δ is the flat metric in R n+1 . The main result of this paper is the following:
be given, and let F be an elliptic integrand.
There exists δ 0 = δ 0 (n, p, F ) > 0 such that, if Σ is a closed, convex hypersurface in R n+1 satisfying the two conditions
then there exist a smooth parametrization ψ : W −→ Σ and a vector c 0 ∈ R n+1 satisfying the following estimate:
where C > 0 depends only on n, p and F . If p ∈ (1, n], the pinching condition can be dropped.
Notation, preliminaries and strategy of the proof
Throughout the paper, we will use the following notation:
Levi-Civita connection associated to S n . ∇ Levi-Civita connection associated to Σ or to W. If not diffrently specified, along the paper ν will denote the normal vector field associated to W.
Given a bounded hypersurface Σ, for every function f : Σ → R, we will call its mean the value
For every Lebesgue-measurable set A, we will denote with |A| the Lebesgue measure of A. Given two sets A, B ⊂ R n+1 , the set
A measurable set E ⊂ R n+1 is said to be a set of finite perimeter if the distributional gradient Dχ E of the characteristic function of E is an (n + 1)-valued Borel measure on R n+1 with total variation |Dχ E |(R n+1 ) < ∞.
Let E be a set of finite perimeter in R n+1 . We define the anisotropic asymmetry index as
where U W is the open set enclosed by W, and the anisotropic isoperimetric deficit as
The relation among A(E) and δ(E) is well studied in the framework of isoperimetric problems. Indeed, the following anisotropic deficit estimate proved in [6, 
If |E| = |U W |, then the inequality 2.3 can be written as
Strategy of the proof. For the reader convenience, we divide the proof of Theorem 1.2 in four sections:
Section 3. The main result of this section is Theorem 3.1, in which for every convex, closed hypersurface Σ, we estimate the oscillation of S F with S F : namely we show that
Section 4. We prove Theorem 4.1, which is a qualitative stability version of Theorem 1.1, showing that an hypersurface with anisotropic second fundametal form close in L p -norm to the identity must be close to the Wulff shape with respect to Hausdorff distance. Section 5. We linearise the expression found in Section 3 and we obtain a linear equation with some error terms. We study the operator arising from it and in Theorem 5.1 we find a proper estimate depending on the center of Σ. Section 6. We properly center Σ and remove the error terms, obtaining Theorem 1.2.
The oscillation theorem
In this section we will often assume that the hypersurfaces satisfy
Nevertheless, since all the quantities we consider have nice rescaling properties, all the results still hold for hypersurfaces with arbitrary isotropic surface energy.
The main theorem of this section is the following: 
If p ∈ (1, n], the pinching condition can be dropped.
The proof of Theorem 3.1 will follow from the following three propositions: Then there exist two positive radii 0 < r < R depending only on n, p and c 0 and a vector x ∈ R n+1 such that Then, for every 0 < ρ ≤ r, the geodesic ball B g ρ (q) satisfies the inclusion
Moreover, there exist a constant C = C(n, p, r, L) > 0 and a real number λ q such that
Proposition 3.5. Let (Σ, g) be a closed manifold with unitary isotropic surface energy. Suppose there exists u ∈ C ∞ (Σ), ρ > 0 and β ≥ 0 such that for every x ∈ Σ the following local estimate is satisfied:
and r ≤ 2ρ. Then u satisfies the global estimate: We give now the proof of Theorem 3.1 using the previous propositions:
Proof of Theorem 3.1. Patching together Proposition 3.2 and Proposition 3.3 and properly centring Σ, we are able to find two radii 0 < r < R depending only n, p, F and δ 0 1 , such that
R , where U is the open set enclosed by Σ.
We claim the following:
CLAIM: For every q ∈ Σ there exists a graph chart
Assuming the claim is true and plugging it in Proposition 3.4, we deduce that for every q ∈ Σ there exist λ q and C depending only on n, p, F and δ 0 such that (3.6) holds. Moreover, from inclusion (3.5) we obtain a constant
5 we obtain a real number λ 0 and a constant C = C(n, p, F, δ 0 ) such that
1 Proposition 3.3 actually works only for 1 < p ≤ n. However, the perimeter condition and the Hölder inequality ensure that the super-critical case implies an L n bound ofSF .
Consequently, we can estimate
which is the desired estimate (3.1). Now we show how to get rid of the dependence on δ 0 , under the assumption that p ∈ (1, n]. Indeed, in this regime we have the following dichotomy: either S F p ≤ δ 0 ≤ 1 or we can assume that S F p > 1. In the first case, since δ 0 can be set equal to 1, we have proved that there exists a constant
Instead, in the latter case S F p > 1, we obtain the following estimate chosing as particular competitor λ = 0 and applying Proposition 3.3:
where the constant C does not depend on δ 0 . In order to conclude the proof, we are just left to prove the claim. Let q ∈ Σ be given. We can assume q = −|q|e n+1 , where we have denoted by { e i } n+1 i=1 the standard basis for R n+1 . Let π be the affine hyperplane parallel to Span { e 1 , . . . e n } containing q. Then we can easily find ϕ q : B n r −→ Σ given by the composition of the translation B n r → B n r + q ⊂ π and the projection from π to Σ. Clearly ϕ q is a graph chart, and we can write ϕ q (x) := (x, f q (x)) for every x ∈ B n r . By assumption, we have that f q is a convex function, satisfying f q (0) = q and r ≤ f q ≤ R. Hence, as shown in [18] , the Lipschitz constant of f satisfies the estimate:
which gives us the claim and completes the proof.
Before to conclude this section, we prove Proposition 3.3 and Proposition 3.4.
3.1. Proof of Proposition 3.3. Firstly, we notice that a closed convex hypersurface has non-negative anisotropic principal curvatures. Although this result seems to be known, we did not find its proof in the literature. exists, is unique and symmetric, with positive eigenvalues. Then we find
Proof. We recall that (S F
By this simple decomposition, we deduce that A F h has the same eigenvalues of (A F )
. This completes the proof: indeed, for every vector v ∈ R n , since h is non-negative definite, we can compute
which is the thesis.
If we look carefully at the proof of Lemma 3.6, we can also notice that we have found the existence of a constant c 1 
In order to conclude the proof of (3.3), we just have to focus on showing the remaining inequality
This follows by generalizing the isotropic result shown in [17] . Firstly, we notice that, for every couple of indexes (i, j), we have:
Consequently, we can estimate:
We observe furthermore that the integral of the determinant of S F does not depend on Σ but only on n, p and F . Indeed, by the area formula (see [1, Chap. 2.10] we find
Plugging the previous equality in (3.13), we deduce (3.12) and conclude the proof.
Proof of Proposition 3.4.
First of all we point out that for any convex, closed hypersurface Σ, the normal vector field ν is a diffeomorphism between Σ and S n . By the very definition of ν, we recall that T ν(x) S n = ν(x) ⊥ = T x Σ, and therefore at the point x we find the equality
Equality 3.14 allows us to raise and lower indexes in the expressions involving both tensors defined on S n and tensors defined on Σ. This simple observation will be repeatdly used in the next computations. We first need to prove the following lemma:
Lemma 3.7. Let Σ be an oriented hypersurface in R n . Then, the following expression holds
Proof. For the sake of simplicity, throughout this proof we will omit the depndence of A F and S F on F , denoting the tensors just with A and S. Firstly, we notice that A is a Codazzi tensor, namely it satisfies the symmetry
Using this property, we can compute
Proposition 3.4 now follows simply by expanding equation (3.15) in graph charts. Indeed, let ϕ be a graph chart, that is
With a straightforward computation, one can find the equality
Using the previous expression, we obtain that:
k . This computation shows that in graph chart, equation (3.15) can be written in the simple form:
Equation (3.17) has been intensively studied in the literature and we can conclude from it (see for instance [7] ) that there exists a λ such that
r ) ≤ C S F p , which is the desired estimate in the flat volume dx. We now prove inclusion (3.5). The proof is essentially taken from [17, Lemma 1.7], therefore we just give a sketch of it. Let us denote by d g the geodesic distance associated to the metric ϕ * g in the ball B n r . We prove that, for every 0 < ρ < r, the following inclusion holds:
Indeed, let y ∈ ∂B g ρ . We have d g (0, y) = ρ by definition, and moreover the following inequality holds:
which proves |y| ≤ ρ. In order to prove the other inclusion, let us define γ(t) := (ty, f (ty)). Recalling that f is L-Lipschitz, we obtain
which proves the other inclusion. We complete the theorem showing how to pass from the flat volume dx to the measure dV associated to (Σ, g). Indeed it is easy to show that in graph charts we have the expression
hence we obtain dx ≤ dV ≤ (1 + L) dx and the thesis.
The qualitative result
In this section we show the first qualitative, closeness theorem of this paper. Although this result is not optimal, it is the key point for our further study. If Σ is a closed, convex hypersurface satisfying (i) the perimeter condition: P(Σ) = P(W) and
then there exists c ∈ R n such that
Proof. We argue by contradiction ad assume there exist ε 0 > 0 and a sequence of closed, convex hypersurfaces { Σ k } k∈N satisfying
We will denote by h k ,S k F ,S k F , H k F and ν k respectively the second fundamental form, the anisotropic second fundamental form, its trace-free part, the anisotropic mean curvature and the normal vector field associated to the hypersurfaces Σ k . We notice that from condition (i) ′ , condition (ii) ′ and Proposition 3.2, we are able to find two radii 0 < r < R, depending only on n, p and F 2 , such that inclusion (3.2) holds. We centre every Σ k so that (3.8) holds. For every k, let U k be the convex bounded set enclosed by Σ k . From the Blaschke's selection theorem (see [19, Thm. 1.8.6]), we infer that, up to estract a subsequence, we can assume that U (k) → V in the Hausdorff distance d HD . From inclusion (3.8) we infer that the volumes U k do not converge to 0, hence V has positive measure and necessarily it has the form V = U for some U open, bounded and convex set. Let Σ be the boundary of U . From the discussion above, we easily notice that Σ k converges to Σ in the Hausdorff distance. Plugging this information in (iii) ′ , we deduce that d HD (Σ, W + c) ≥ ε 0 for every c ∈ R n+1 . If we show that Σ is a Wulff shape, we obtain the desired contradiction.
As shown in equation (3.10), there exists a sequence (
Moreover, by Proposition 3.3 we know that for k large enough
It follows that
We conclude that there exists λ ∈ R such that, up to subsequences, λ k → λ. Therefore, we can assume we are given a sequence {Σ k } satisfying the following properties.
. We show how these three conditions imply Σ to be the Wulff shape. Firstly, condition (i) ′′ allows us to give the following radial parametrization for every k:
2 In the super-critical case we can assume that up to extract a subsequence, every S k F p is bounded by 1, hence removing the depence on c0 for the qualitative argument.
Clearly, ψ k is a smooth parametrization for every k. By condition (i) ′′ and convexity, it is easy to see that every f k satisfies
Moreover, by condition (ii) ′′ , we find that f k converges in C 0 to a function f satisfying (4.4) and such that
is a Lipschitz parametrisation for Σ. We can improve the regularity of f . Indeed, by condition (iii) ′′ , we can write
We know that S k F = A F • dν k , where A F is the smooth 2-covariant tensor defined on the sphere as in (1.3) and such that 0 < A F . Multiplying by the inverse of A F and taking the L p norm, we obtain the estimate
We exploit the fact that we have ψ k as a global chart. The computations shown in [9, Lemma 3.1] give us the following expression for h k in this chart:
Plugging expression (4.6) into (4.5), we easily obtain
Since f k satisfies (4.4), standard regularity theory gives
So the limit f must be in W 2, p (S n ) and hence the limit Σ is a rough hypersurface with W 2, p regularity. Since the second weak derivatives have meaning, by condition (iii) ′′ we know that the (weak) anisotropic second fundamental form S F of Σ satisfies weakly the equation
Using the expression (4.6) for the second fundamental form h of Σ and taking the trace, we obtain that f satisfies (4.4) and the differential equation
By standard elliptic regularity theory (see [7] ), we obtain that the hypersurface is smooth, and necessarily equality (4.9) holds in the classical sense. Hence, by Theorem 1.1, Σ must be the Wulff shape.
The quantitative result
Before stating the main theorem of this section, we define the parametrization we will work with and its properties. Let Σ be a closed, convex hypersurface in R n+1 satisfying the closeness condition (4.1), and let B ε (W) be the tubular neighbourhood associated to W, that is the set
All the details details needed on the tubular neighbourhood can be found in [11, Chap. 5] . We recall that for ε sufficiently small, B r (W) is an open, bounded set with smooth boundary diffeomorphic to W, for every r < ε. By the very definition, if Σ is ε close to W in the Hausdorff distance, then it is contained in the tubular neighbourhood B ε (W). Assume this condition holds: then we can give the following parametrization for Σ
Clearly ψ is a smooth diffeomorphism. We call ψ radial parametrization of Σ and u radius of Σ.
We have all the notation to state the main result of this section:
Theorem 5.1. Let Σ be a closed, convex, radially parametrized hypersurface in R n+1 as in ( 5.2), satisfying the perimeter condition:
and having radius u verifying
Then there exists a constant C = C(n, p, F ) > 0 such that .2), with radius satisfying the inequalities
There exists a constant C = C(W) such that the following inequalities hold:
We now have all the tools to prove Theorem 5.1:
Proof of Theorem 5.1. The idea behind the proof is to perform a proper, quantitative linearisation of S F for small u. For every η ∈ C ∞ (W), we define the 1-parameter family of diffeomorphisms (provided t is small enough) (5.14)
We will denote
and when the time dependence is omitted, it has to be intended evaluated in 0. We observe that
We have all the notation to define the stability operator
Now let us come back to the study of Σ parametrized by the map ψ as in (5.2). We first claim that
Indeed, from (5.15) and (5.10) we can estimate
We consequently get (5.16), taking the power p and integrating on Σ. From (5.16), we estimate 17) which thanks to the characterization of the Wulff shape
(5.18) Using (5.11), we get that
which, plugged in (5.18), gives the estimate
Now, we recall that by (3.11)
In order to conclude the proof of (5.3), we are just left to show that
To this aim, since the normal vector field ν Σ : W → S n of Σ is a diffeomorphism, we can assume that u = f • ν Σ , for some f ∈ C ∞ (S n ). Under this assumption, we can consequently write
Observe that, since A is invertible, thenL[f • ν] = 0 if and only if
But we already know that
where Φ c : S n −→ R, Φ c (y) := c, y and the last inequality can be found in [9, Theorem 3.10] . Since ν Σ : W → S n is a diffeomorphism, we know that
Plugging this inequality in (5.21), we get the desired estimate (5.20) and conclude the proof.
Conclusion
In this section we conclude the proof of Theorem 1.2. To this aim we give the following definition: Definition 6.1. Let u ∈ C ∞ (W) be given. We define
where
⊂ R n+1 are chosen such that the associated functions ϕ i := ϕ w i (defined as in (5.4) ) are an orthonormal frame in L 2 for the vector space { ϕ c } c∈R n+1 . We will denote ϕ u := ϕ v(u) .
We will need the following proposition, whose proof is postponed at the end of this section:
Proof .2) so that the radius u satisfies inequalities (5.12) and (5.13). We can consequently apply Theorem 5.1 to get that Σ satisfies (5.3). We notice that, for every c ∈ U , we can define
For every c the mapping ψ c is an alternative radial parametrization for Σ, and it is a well defined diffeomorphism. We also define:
are as in Definition 6.1. Our idea is to prove the existence of c 0 ∈ U such that Φ(c 0 ) = 0. This is enough to conclude the proof, because Φ(c 0 ) = 0 implies that ϕ uc 0 = Φ(c 0 ), ν = 0, which, together with Proposition 6.1, imply
Therefore, if we set ε 0 = 1 2C
2
, then the second term in the right hand side of (6.4) can be absorbed in the left hand side, obtaining (6.5)
. Defining ψ := ψ c 0 + c 0 , the estimate (6.5) reads exactly as (1.7), which is the desired conclusion of Theorem 1.2.
We are just left to find c 0 ∈ U such that Φ(c 0 ) = 0. First of all, it is easy to notice that there existε andr depending only on n and W, such that, for every 0 < ε <ε, if Σ = ∂U satisfies
is contained in U . Hence we consider 0 < ε <ε so small that the ball B n+1 a ε is contained in U for someã, depending only on n and W, that we will choose later. We study Φ inside B n+1 a ε . We will show that Φ admits the following linearisation:
2 ) for every c ∈ B n+1 a ε . Indeed, for every c such that |c| <ã ε we find
Therefore, it is easy to see that also the function u c satisfies the estimates (6.8) for some C depending only on n and W. We start the linearisation with the following simple consideration: for every z ∈ W there exists x c = x c (z) ∈ W so that ψ c (z) = ψ(x c ) − c. We expand this equality and find
Using the C 1 -smallness of u and u c , we can easily see that x c = x c (z) satisfies the relation
This approximation, combined with (6.8), gives an estimate of u close to z:
Using (1.4), we evaluate F * in the point in (6.9):
. Plugging (1.5) and (6.11) in the previous equality, we obtain
Integrating over W and using (6.12), we finally obtain (6.6). We are now ready to show that 0 is in the range of Φ. We show that there exists c 0 ∈ B n+1 aε such that Φ(c 0 ) = 0. Indeed, choosing
and ε sufficiently small, we have that
Appendix A. Proof of computational propositions
In this section we prove the computational propositions stated in Section 5. (5.2) . Let x ∈ Σ, and let { z 1 , . . . z n } be a frame for T x W. We compute the differential dψ in these coordinates, obtaining (A.1)
Proof of Proposition
Using A.1, we compute the expression for g.
and (5.5) follows immediately. Estimates (5.6) and (5.7) are easy consequences of (5.5). Now we prove (5.8). We exhibit the exact expression for ν Σ . We firstly search for a vector V = ν + a i z i which satisfies the condition V, ∇ j ψ = 0 for every j = 1, . . . , n:
Since ν Σ = V |V | , we obtain the expression for ν Σ :
and we easily find (5.8). Estimate (5.9) follows by the very definition of h Σ . Indeed, we write
where R is a combination of products of u and ∇u. We obtain
and (5.9) easily follows. To prove (5.10), since A F ν W h W = S F (W) = Id, we compute:
Plugging in the previous equation (5.9) and (5.8), we conclude:
which gives (5.10).
In the same way, one can obtain also (5.11).
Proof of Proposition (5.3). The smallness of u stated in (5.12) is trivial, so let us focus on the smallness of ∇u. We claim that if Σ satisfies the hypothesis of Proposition 5.3, then its tangent planes are near to the tangent planes of W, namely
where C = C(W) and d denotes the distance between elements of the ndimensional Grassmannian (see [20] ). Then Therefore, by convexity (see [18] ), we obtain an upper bound on their Lipschitz constant:
Lip f, B . We show that c(f ) can be bounded by a constant independently of f . Indeed, we notice that in graph coordinates the mean curvature of W can be written as
Therefore, by elliptic regularity, we are able to find a constant c = c(n, α, r, R) > 0 such that We conclude Appendix A with this lemma, which has been used in the previous proof: . We write h as:
Now, by the very definition of semiconvexity, we know that D 2 h ≥ −c 0 Id at every point, and plugging this inequality into the previous expression, we obtain the estimate
, we obtain the thesis.
Appendix B. A characterization of the stability operator
The proof of Theorem 5.1 in Section 5 would have been simpler if we had a precise characterization of the kernel of the stability operator. Unfortunately, we were not able to completely characterize it. Still, we can prove a partial characterization of it under an additional condition.
