I. Introduction
Longitudinal stability is the most important flight characteristic of an aircraft where prior to any flights, its stability must be ascertained. 1 As the horizontal stabilizer for a conventional fixed wing configuration is the dominant contributor to pitch stability, the assessment of its effectiveness and local airflow is crucial. 2 When the tail lies within the wake of the wings, the impingement of airflow from the wing's wake alters the tail's performance. The effectiveness of the horizontal stabilizers in this situation can be theoretically treated by introducing a tail efficiency factor where a ratio between the freestream and local horizontal tail dynamic pressures is taken. 2 Typical values are 0.8 to 1.2. 3 This downward deflection of airflow alters the effective angle of attack for the horizontal stabilizer which affects the amount of force and moments generated by the tail for pitch. If the vertical component(s) of this field can be numerically captured, the downwash angle can be estimated. This effect of downwash on the tail is significant and must not be neglected. Having the effective angle of attack at the tail altered subsequently affects the aircraft's trim. These interactions can only be assessed by use of simulations or experiments. 4 From past preliminary studies on aerodynamic data acquisition, 5 an over-prediction was observed for pitching moment coefficients across angles of attack, represented by a steeper in comparison with published wind tunnel data. 6 This over-prediction of the pitch stiffness was attributed to the lack of resolution in the region of wing downwash, which in a conventional fixed wing configuration, would affect the modelled effectiveness of the horizontal stabilizer. The lack of foresight to capture these fore-aft aerodynamic interactions with sufficiently fine mesh led to numerical dissipation of turbulent properties of the airflow. The motivation and importance of capturing results in this region branches from the observations made from these preliminary past work. 5 For a finite wing, the two prominent flow features are the wing tip vortices and vortex sheet. 7 Emphasis here is placed on the downwash along the vortex sheet. This wake has been the subject of study by experimental methods and formulated to predict downwash angles and wake characteristics. 8, 9 The formulated results from these work show that the wake exhibits different characteristics along the span-wise direction of the wing being studied and for practical purposes, the mutual interference between the fuselage and wing or tail has to be considered.
A focused geometry shown in Fig. 2 is used by exclusively modelling the plain wing and tail. This was first explored from the approximation that lift for the wing-body combination can be represented by only the wings but inclusive of the midsection masked by the fuselage. 5, 10 This same principle is applied to the horizontal stabilizers which are analogous to the wings but where their contribution are towards stability. However, the presence of the midsection of the horizontal stabilizers that was initially masked by the fuselage are also modelled. The benefit of such a simplified model in addition to exploiting symmetry, is that it can make the entire meshing and simulation process much more economical, especially when the flow conditions are at flight Reynolds numbers. This range of airspeed is observed for the actual aircraft that the geometry here is modelled after (0.19 < M < 0.45). 11, 12 The wind tunnel data that is used for validation here was also corrected for these freestream velocities (M = 0.23). 6 The absence of the fuselage has a considerable impact on the stability and aerodynamics of the geometry as a fuselage typically shifts the aerodynamic centre aft, thus a Wing-Tail geometry is likely to be longitudinally stiffer than a Wing-Body-Tail configuration. 13 In the context of a wing-tail only configuration, this makes the choice of location to be studied challenging as computationally modelling of such comprehensive datasets 9 would be exhaustive. Furthermore, results involving the midspan (along aircraft symmetry plane) are likely to be interfered by a fuselage. Hence, results for the downwash are taken at a wing outboard station of 20% wing span (which corresponds to approximately 25% tail span) from the aircraft centerline.
The studies on downwash and wake behind airfoils have indicated that empirical methods are sufficient for use as a basis for downwash computation and wing tip vortices may be neglected for the purposes of downwash studies. 8 Importantly, the vertical displacement of the vortex sheet due to downflow must be taken into consideration for calculations. This vertical velocity is quantified in the following studies. 9 A characteristic pattern of the up and downwash of vertical velocity components along the longitudinal direction around the wing is shown in Fig. 1 . The vertical quantities of velocity are critical in estimating downwash angles based on the freestream. Resolving for flow fields trailing from the wings and how the physical presence of the tail affects this characteristic downwash profile are the focus, and require refinements to the mesh to capture these features. These are in the form of a mesh sensitivity test.
A brief assessment of the wing tip vortex size is also done to determine the profile of vortex tangential velocities towards the tail. At this short distance, it is very likely that the vortex is still developing and shows that the wing tip vortex has little effect on the tail as these velocities diminish exponentially. 14, 15 This can also be observed with the Biot-Savart law 7 relating the tangential velocity to a point at distance r from the vortex filament:
The balance between theory, experimental, and computational methods have been thoroughly discussed. 16, 17 Unlike physical approach such as flight testing and wind tunnel experiments, CFD (Computational Fluid Dynamics) provides visualisation of the flow field and quantifying of flow variables at discrete points without interference from necessary probes and supports used in experiments. 4 Theoretical methods under ideal assumptions do not give insight to prediction of the flow field properties involved, especially the development of the downwash, which is likely to be turbulent and unsteady. Misrepresentation of the flow characteristics in such regions can lead to unforeseen and undesirable aircraft behavior that can compromise safety and affect the design and production of aircraft. 18 The need for advances in applying novel CFD modelling methods to enhance the understanding of aerodynamic interactions motivates this research. 19, 20 The following work will first present the methods used for the purposes of this study. Analyses are conducted first with the more economical RANS (Reynolds Averaged Navier Stokes) methods for turbulence modelling with the Spalart-Allmaras one-equation turbulence model. Then, a more advanced model, DES (Detached Eddy Simulations) that employs a hybrid RANS/LES (Large Eddy Simulations) modelling technique is used. 21 Conceptually, DES treats the near-wall with RANS formulations whereas regions farther are treated with LES. This reduces computational, but not necessarily grid 22 requirements, especially near the walls but simultaneously allows LES-like modelling for regions further from the walls. 23 As flight scales are simulated, computational requirements are steep, thus refinements near the wall are of less focus as compared to the downwash region of interest. Solving for the fluctuating variables require exorbitant levels of computational power such as DNS (Direct Numerical Simulation), and therefore DES or LES would likely prevail to be better suited for this work. 24 Wall modelling for the initial RANS method where calculation of the wall shear stress for determining the normalized wall unit is compared with a 'first-cut' simulation are also discussed. Spatial and temporal resolutions that are used for the chosen modelling techniques are also presented. This includes mesh sensitivities studies for the vertical downwash velocity component over three refinements of cell edge lengths. The observed qualitative patterns of downwash are then quantified and normalised by the peak velocities and wing mean aerodynamic chord, . This pattern is also presented with and without the horizontal stabilizer. Steady-state results are presented after convergence, which determined by monitoring for unchanging values of aerodynamic coefficients and the vertical velocity component in the downwash region. Temporal results are time-averaged after developed flows are obtained with statistically-steady states.
II. Methodology

A. Geometry
The geometry is modelled after a C-130H with an aspect ratio of 10.09, a wing and tail span of 40 m and 16 m, respectively. It has a mean aerodynamic chord, of 4.18 m. The tail is located approximately 8.7 m (3.5 ) aft of the wing leading edge. 25 All angles of attack and incidence are taken with reference to the freestream and the fuselage reference line. The wing comprises of the NACA 64A318 at the root with a 3 ° angle of incidence, and the NACA 64A412 at the tip with an angle of incidence of 0 ° (3 ° wing washout). The horizontal stabilisers are an inverted NACA 23015 with an angle of incidence of -1.75 °. Geometries are worked on in the order of increasing complexity, resulting 4 different geometries:
The 2D geometry chords lengths are modelled after the wing MAC the average tail chord for the horizontal stabilizers. The 2D geometries serve as the initial validation models for CAD accuracy and were found to be in good agreement compared to the experimental reports.
B. Numerical Methodology
Closure for the incompressible Reynolds-Averaged Navier-Stokes equations are modelled by the Spalart-Allmaras model, 26 which uses a one-equation transport to solve for a modified turbulent viscosity ̃, implemented without the trip term 2 :
Where the source term ̃ is implemented with the 3 term:
The turbulent viscosity is then computed for the Boussinesq assumption for the Reynolds stress tensor:
The model constants are applied as recommended.
26,29
The DDES model is achieved by altering the length scale in the destruction term (Eq. 2):
Where = 0.65. The blending factor distinguishes between the boundary layer and freestream where = 0 returns a RANS solution while = 1 brings a length scale Δ, which is determined by:
The SIMPLE and PISO solution algorithms are used for pressure-velocity coupling for the steady (RANS) and transient (DDES) solutions, respectively. 30 Transient results would also give insight on any fluctuations present in the flow field.
Preliminary parametric studies on the wing root section showed that both 2 nd order upwind and 3 rd order MUSCL discretisation schemes with the one-and two-equation eddy-viscosity turbulence models (Spalart-Allmaras (SA) and compared with the Realisable k-ε, both treated with standard wall functions) provide results which are equally good and in agreement with the available wind tunnel data 6 for prediction lift, but with a slight over-prediction for drag and pitch, 5 as seen in Fig. 5 . ) and validated against available wind tunnel data. 6 Given the experimental setup is ambiguous, the assumption of standard sea-level conditions ( ∞ = 1.225 kg/m 3 ) are taken. Modelling of the geometry also excludes any possible experimental supports or probes, which interferes with measured results. 31 The wall shear stress within the inner region dominates the flow characteristics. 32 The wall grid spacing is determined empirically by friction velocity and the coefficient of friction for estimating wall shear stress with flow Reynolds Numbers > 10 9 :
Where;
This method for first-cell height estimation is then validated at against a 'first-cut' simulation with the y+ measured and averaged at increments of 0.25c across the aerofoil upper surface. This is found to be in good agreement (average y+ 4% smaller) with the wall shear stress relation for Newtonian fluids:
Cases are then discretised with a body fitted grid of y+ = 30 at a growth rate of 1.2 up to 15 layers. Mesh sensitivity study is conducted by halving the element edge lengths in the mesh refinement region encompassing the wing and tail. Convergence is determined by observing for unchanging aerodynamic coefficients and vertical velocity component Uz. Halving the edge length in the refinement region results in a greatest of 2% change of Uz that is measured just forward of the horizontal stabilizer at 25% tail span.
Elements in the refinement are almost cubic with a maximum cell aspect ratio of 1.09. The edge lengths in Table 1 are presented as an average and further expressed as a percentage of . The refinement zones for the mesh for the Fine case exceeded mesh counts and was unlikely to have brought significant gains. To utilize the Fine mesh for the time dependent case, the refinement regions were resized to refine 9 m span-wise from the wing root and extending downstream to encompass the entire horizontal stabilizer. This resizing was made after determining that the developing tip vortices has a negligible impact on the downwash for such a high wing aspect ratio. The Fine mesh is used for all cases.
Temporal scales are determined with the Courant-Friedrichs-Lewy condition: 
III. Results and Discussion
The following are the results that compare the accuracy of the 1 st & 2 nd order Upwind, and 3 rd order MUSCL discretization schemes against the published wind tunnel data for the wing root section (NACA 64A318). It is determined that the 2 nd and 3 rd order schemes are equally accurate and only the most accurate results are shown in Fig.  5 for clarity. The refinement region used for the RANS simulations are box shaped as shown in Fig. 3 , and a cylinder along the length of the wing tip vortex filament. This allows capturing of the developing tip vortices and subsequently give solutions on the tangential velocities involved and their potential impact on the downwash closer to the root.
Results for the computationally modelled up and downwash pattern as well as distribution of downwash are presented in Fig. 6 . Although the peak velocities are portrayed to be with reference to the same arbitrary horizontal datum, inspection of these results show that they occur at different elevations. The data are taken at discrete points spaced 0.06 m vertically apart and from this, the maximum horizontal height difference between the highest and lowest vertical velocities to be 0.0972 m. Relative to the maximum Uz observed at 1.2 to be 11.86 m/s, this difference in elevation is small. A greater magnitude of downwash can be observed towards the horizontal stabilizer leading edge for the 3D-WT geometry that is induced by the tail leading edge vorticity. It can also be observed from the distribution of Uz along the vertical that the downwash components diminish exponentially (Fig. 6, right) . The dissipation of these velocities are at approximately the span of the aircraft (40 m). However, the mesh in these far-field regions are without any refinements as seen in Fig. 4 .
The angle which the local airflow impedes on the tail alters the local and effective angle of attack on the horizontal stabilizer. This downwash angle , is estimated as a function of angle of attack , to be:
Where and is the lift-curve slope in radians and aspect ratio of the wing, respectively. With the fuselage reference line levelled, the wings are at 3 ° angle of incidence, giving = 0.528 −1 , neglecting stall angles.
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This returns / = 0.333. Taking the component of Uz just fore of the horizontal stabilizer with respect to the freestream, the downwash at this angle of attack can be calculated to be 2.46 °.
In Fig. 7 , the span-wise vertical velocity profile is shown at just fore of the horizontal stabilizer (red line depicts horizontal tail semi-span), plotted across the wing tip vortex core. It can be observed that velocities diminish exponentially beyond the core radius at < 18 m wing span. These velocities diminish at the mid-span due to the wing's large aspect ratio. This helps determine that the vertical tangential velocities has a negligible impact on the downwash region towards the tail. The change in values observed towards the root are caused by the deflection of airflow around the leading edge of the stabilizer. The midsection of the tail is supposed to be masked by the fuselage/empennage section but however, is modelled here.
The vortex core radius measured at 3.35 (plane at tail leading edge) is in agreement with typical values, 14 where the radii, defined as the distance from the vortex core to the point of maximum tangential velocity is in the order of 1% wing span (Fig. 9) . The characteristic tangential velocity profile is also observed. However, when comparing the results to three idealized models of trailing wake vortices, 15 results differ. The estimation of the vortex strength by initial circulation Γ 0 , for the calculation of tangential velocities with the idealized models is given by: 
Span-wise RANS Vertical (Tangential) Velocity Profile
Where is the weight of the aircraft. However, this is best approximated with the aircraft in equilibrium, and the results under which the conditions are taken may not be in cruise although flight Reynolds numbers are simulated. 35 The vortex core size from the results here are very likely to be still developing, as they are taken along the plane in the downwash regions. It can be seen in Fig. 8 that the vortex core diameter is small -but with high intensity by judging from the tangential velocities in Fig. 7 -relative to the span of downwash.
As RANS solutions are able to only resolve for the mean variables of the flow field by Reynolds decomposition, transient analyses are required to provide further insight to this profile and on any unsteadiness to these results. These datasets are time-averaged to provide their mean and fluctuating values -represented as a standard deviations -of velocities across the same sampled locations used in RANS. Only the 3D-WT model and mesh was used for the transient case.
DDES solutions are conducted at the inboard section of the wing root only (Fig. 3) . For these analyses, the flow referencing the freestream, is given 1 s to develop. This corresponds to approximately 5 times the flow past the chordwise domain length encompassing the wing and tail. After which, data are sampled between 1 < t < 1.5 s, and saved at every 50 time steps where ∆ =1e-4 s and time-averaged. This amounts to 5000 time samples. Within the initial 0.1 s, an initial vortex roll up 36 can be observed trailing the wings (Fig. 11 ). There is an average standard deviation of 0.561 m/s in peak Uz across the sampled data (Fig. 10) . The greatest fluctuations occur near the trailing and leading edges of the wing and tail. Similar to the RANS solution, the flow can be seen to be developed, with relatively consistent deviation in Uz, past 2 before being affected by the horizontal stabilizer indicated by a further downward deflection by increase of Uz. These fluctuations show that the effective angle of attack met at the tail leading edge is also subject to fluctuations. Taking these limits into consideration, the time-averaged effective range of downwash angle can be again determined by the component of Uz against the freestream, to be 2.84 ± 0.27 °. This is effectively a ± 10% variation in the downwash angle.
The downwash angle calculated from the RANS simulation results using the vertical velocity component Uz are similar and in agreement to be within the standard deviation observed by the DDES time-averaged results ( Table 2 ). These downwash angles are supported by values obtained in the available experimental results and charts with an expected under-prediction of approximately 2-3 °. [8] [9] It must be considered that the experimental results were conducted with a lift coefficient of 1.0. For the geometry used in this work, the wings generate a lift coefficient of approximately 0.3 at this designed angle of incidence. As the downwash angle is a function of wing lift coefficient, it is arguable that the results obtained here are relatively accurate. The available data also considers wing aspect ratios and possible flaps.
The results for the time-averaged DDES-resolved downwash profile agree thoroughly with the RANS solution, with the RANS results across the profile averaging at 1.4% error from DDES. Although the purpose of obtaining the characteristic profile could be accomplished economically by RANS, a time dependent solution provides insight on the fluctuation of velocities across the profile, as shown in Fig. 10 , and on other flow features such as the starting vortex due to circulation (Fig. 11) , which cannot be obtained via RANS.
Computational challenges were faced for DDES because of simulation of the fully scaled geometry at flight Reynolds numbers. These demanding requirements have been highlighted 19, 21 and the DDES case here utilizes 90 million elements with just the refinement box capturing part of the downwash. At these spatial and temporal scales, approximately 9 days of computational time and 1 TB of data are used just for the transient case.
The meshing techniques used can be improved. Having a box-shaped enclosure to define mesh refinement as seen in Fig. 4 unnecessarily inflates the amount of elements in regions unrequired to capture the thin vortex sheet trailing the wings, especially at such a benign angle of attack. By optimizing the mesh, the turbulent scales involved could have been better resolved.
IV. Outlook
While validating the geometry against experimental data an over-prediction of drag is observed. This is attributed to the use of wall functions interfering with the modelling of shear layers. 37 For flows over a curved surface such as an airfoil, this requires capturing of near wall features such as a resolved boundary layer and any reversed flows due to adverse pressure gradients. However, for the context of wake studies, capturing the boundary layer may be of less significance. This is where hybrid methods like DES prevails. As vortex shedding involves the physical detachment of flow from the body, the modelling of the shedding of turbulent structures from the boundary layer or near wall region and transition into wake would have to be considered. This encourages further studies on the impact of DES and its RANS-modelled wall regions against full LES methods on downstream wakes. This is important in the context of modelling of aerodynamic interactions. It would be useful to advance the understanding and implications of applying DES and as compared to LES models for the purposes wake studies.
Conceptually, the wing in such a context is a vortex generator. Therefore, for further extending this study into one which provides insight on the effectiveness of a horizontal stabilizer within a turbulent wake, the wings in this case may be replaced by an upstream vortex generator of a much simplified geometry. This is analogous to studies conducted on the assessment of aerodynamic bodies within turbulence. 
