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Abstract: Hybrid data assimilation (DA) is a method seeing more use in recent hydrology and
water resources research. In this study, a DA method coupled with the support vector machines
(SVMs) and the ensemble Kalman filter (EnKF) technology was used for the prediction of soil
moisture in different soil layers: 0-5 cm, 30 cm, 50 cm, 100 cm, 200 cm, and 300 cm. The SVM
methodology was first used to train the ground measurements of soil moisture and meteorological
parameters from the Meilin study area, in East China, to construct soil moisture statistical
prediction models. Subsequent observations and their statistics were used for predictions, with two
approaches: the SVM predictor and the SVM-EnKF model made by coupling the SVM model with
the EnKF technique using the DA method. Validation results showed that the proposed
SVM-EnKF model can improve the prediction results of soil moisture in different layers, from the
surface to the root zone.
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1 Introduction
Soil moisture plays a crucial role in land-atmosphere interactions, as it governs the
magnitude and variability of water and energy fluxes between land and the atmosphere
(Al-Hamdan and Cruise 2010; Daly and Porporato 2005; Li et al. 2010; Qin et al. 2009). It is a
vital geophysical parameter in research on climate, hydrology, agriculture, and forests. Soil
moisture is only 1 mg in 1 kg of water on earth (Islam and Engman 1996), about 0.0001% of
earth’s water, but seasonal changes in this small quantity of water can contribute to a 1.4 cm
change in sea level (Mather 1974). These soil moisture anomalies are very important in
various scientific disciplines, such as hydrology, agriculture, and meteorology. Thus, accurate
accounting of the spatial and temporal distribution of soil moisture is vital. As a result, the
estimation of soil moisture profiles has received considerable attention.
Di LIU et al. Water Science and Engineering, Dec. 2010, Vol. 3, No. 4, 361-377362
Traditionally, soil moisture is measured in two ways (Moradkhani 2008). One is in situ or
point measurement methods using gravimetric, nuclear, electromagnetic, tensiometric, and
hygrometric techniques. However, these measurements are only representative over a small
spatial scale since soil moisture has significant spatial heterogeneity, and it is not practical to
install many instruments on a large scale. Another method consists of running land surface
models with meteorological data and other parameters as inputs. Despite the fact that
hydrologic models can provide predictions of the spatial distribution of soil moisture, these
models are not easy to use for two reasons: the acquisition of required parameters is difficult,
and the various assumptions required sometimes make their outputs inconsistent with the
actual system behavior (Al-Hamdan and Cruise 2010; Gill and McKee 2007).
Recently, remote sensing techniques have been employed in soil moisture measurements
on a global scale (Crow and Wood 2003; Margulis et al. 2002; Pauwels et al. 2002). However,
these techniques also have some limitations and mapping results cannot satisfy the practical
requirements because many of these methods can only provide soil moisture estimates near the
surface (Al-Hamdan and Cruise 2010; Qin et al. 2009). Other techniques, data-driven
forecasting tools such as artificial neural networks (ANNs) (Liou et al. 1999, 2001) and
statistical learning tools such as support vector machines (SVMs) (Gill et al. 2006b; Gill and
McKee 2007), are used for soil moisture estimation. Though SVM has proven effective in
estimation, it also contains some uncertainty and some problems because of a lack of sufficient
observation (Asefa et al. 2004, 2006).
Data assimilation (DA) is a mathematical approach that enables use of all available
information within a given time window to estimate various unknowns (Gill and McKee
2007; Liang and Qin 2008). It is a method to produce as accurately as possible a
description of the system state under observations using all the available information and
taking into account the observation and model errors (Kumar et al. 2008). The key
objective of land data assimilation is to merge the direct and indirect observations from
different sources with different resolutions within the framework of dynamic land process
models, and then to integrate the process model with all kinds of observation operators
(such as the radiative transfer model) into the model’s trajectory, which can be adjusted
automatically by the observations.
DA has been used in many scientific applications as a way to improve deterministic
model accuracy (McLaughlin et al. 2005). It has also been used in land surface variables in
recent practice, by integrating not only remote sensing data products but also other
measurements and dynamic land models (Al-Hamdan and Cruise 2010; Lo et al. 2010;
Monsivais-Huertero et al. 2010; Xie and Zhang 2010). It is an advanced set of technologies for
innovative parameter estimation. Hybrid DA is often used in the estimation of soil moisture,
energy balance, the carbon cycle, and agricultural productivity (Liang and Qin 2008).
In this study, one DA method combining two robust technologies, the SVM learning
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machine and the ensemble Kalman filter (EnKF), was used to estimate soil moisture in
multiple layers. Two models were constructed: an SVM model and the SVM-EnKF model. In
the SVM model, the soil moisture was predicted using meteorological parameters, air
temperature, relative humidity, solar radiation, and soil temperature at 5 cm and 20 cm. In the
SVM-EnKF model, the EnKF technique was used to update the SVM model prediction using
the available observed soil moisture data. Details about these two techniques, the data sites
and data description, the numerical models, and the model evaluation are provided in the
methods section. The results and discussion section presents and analyzes the results. The
conclusions are given in the final section.
2 Methods
The SVM model and the SVM-EnKF model were used for the hourly estimation of soil
moisture in six different soil layers from 00:00:00, May 14, 2008 to 23:00:00, October 28,
2008. The algorithm details, experiment site, data description, and model evaluation are
provided below.
2.1 Support vector machines (SVMs)
SVM is a new approach for classification and regression. It was developed in the early
1990s for applications in classification and then extended to use for regression by Vapnik
(Vapnik 1995, 1998). The main advantage of this machine lies in the use of structural risk
minimization (SRM) rather than empirical risk minimization (ERM). Also, this algorithm has a
remarkable prediction capacity, which has performed better than some other methods, such as
polynomial and rational approximations, local polynomial techniques, radial basis functions,
and feed-forward artificial neural networks, when applied to a database of chaotic time series.
Its structure can adapt to the data with a specific number of adjustable parameters fixed in
advance (Mukherjee et al. 1997).
In hydrology, SVM is used for the classification of remotely sensed images and regression
(rainfall/runoff processes) problems (Dibike et al. 2001), forecasting flood stage (Chen et al.
2010; Lin et al. 2009; Liong and Sivapragasam 2002; Maity et al. 2010), and soil moisture
estimation (Ahmad et al. 2010; Gill et al. 2006a; Gill and McKee 2007) by comparison with the
ANN methods, and has shown better results than ANNs. Other uses can be found in Kaheil et
al. (2008), Khalil et al. (2005), and Yu et al. (2006).
In this study, nonlinear regression SVMs were used to predict the soil moisture in multiple
layers. The algorithm of this tool maps the input space in a high-dimensional feature space
utilizing kernels (Vapnik 1995). A functional dependency ( )f x between independent
variables { }1 2, , , Mx x x⋅ ⋅ ⋅ taken from Mx∈R and dependent output { }1 2, , , Ly y y⋅ ⋅ ⋅ , with
y∈R taken from a set L of independent and identically distributed observations, is set
through the following formulation, which can be called the regularized function (Smola 1998;
Vapnik 1998):
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where M is the number of the support vectors, b is the bias, w represents the vector
weights for inputs (only the support vectors) to the output, C is the penalty parameter that
determines the tradeoff between the complexity of the function f and the tolerance for error in
the prediction, ε is the insensitive parameter, and iξ and *iξ are slack variables that
determine the degree to which input samples with error greater than ε will be panelized. This
is known as the ε -insensitive loss function, which is different from the traditional loss
function (e.g., least square or least modulus), as the errors less than ε are ignored. Any
(absolute) error smaller than ε does not require iξ and *iξ to be nonzero and therefore
does not enter the objective function.
Usually, Eq. (1) is solved in a dual form by differentiating from the primal variables
( )*, , ,i iw b ξ ξ . The result is as follows:
The maximization
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where *α and α are Lagrange multipliers, W is the function regarding *α and α , and
( ),i jk x x is the kernel function. In order to obtain an optimal solution to the optimization
problem posed in Eq. (5), the dual variables and their corresponding constraints must be zero
according to the Kuhn-Tucker (KT) condition. That is, only for ( )i if x y ε− ≥ , the Lagrange
multipliers are nonzero, and the parameters iα and
*
iα vanish only for the points inside the
ε -tube. Those points with non-vanished coefficients are called support vectors. Basically,
support vectors are the points that best fit the data according to the criteria specified above.
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Generally, the SVM regression estimation involves the following training: (1) selection of
a suitable kernel and kernel parameter γ , (2) specifying the penalty parameter C , and (3)
specifying the ε insensitive parameter. The choice of a kernel in SVM must meet the basic
requirements of Mercer’s theorem (Cristianini and Shaw-Taylor 2000; Vapnik 1995, 1998),
analogous to the problem of choosing a suitable architecture in neural networks (Asefa and
Kemblowski 2002). Also, the inclusion of kernels makes it possible to deal with the
nonlinearities of the system being modeled. Generally, there are four kinds of kernels: linear
kernels, polynomial kernels, sigmoid kernels, and radial basis function kernels. The radial
kernel function was selected as described in other studies (Dibike et al. 2001; Schölkopf et al.
1997). The form of the radial kernel is ( ) ( )2, expi j i jk x x x xγ= − − . It is usually selected
using a trial-and-error procedure. The other two SVM parameters, the values of the
ε -insensitive parameter and the penalty parameter C , are chosen based on the trial-and-error
experiments as in other studies (Asefa and Kemblowski 2002; Gill et al. 2006b; Gill and
McKee 2007).
2.2 Ensemble Kalman filter (EnKF)
The EnKF method (Evensen 1994) is a sequentially based data assimilation method
arising from recent land data assimilation research. It is a Monte Carlo implementation of the
Kalman filter (Kalman 1960), which avoids evolving the covariance matrix of the distribution
of the state vector (Johns and Mandel 2008). A comprehensive literature review on DA and
filtering techniques can be found in Drecourt (2003).
The EnKF method has two main advantages. One is that it uses a limited number of model
states and results in faster convergence compared with other filtering techniques. In EnKF, a
small random ensemble with 50 members can be used to represent the best estimate of the state
vector and information about its covariance (Evensen 1994). Another advantage is that the
EnKF requires a smaller numerical cost because only a limited number of model states are
required for a reasonable convergence. EnKF is now a very popular tool in weather, ocean, and
hydrologic prediction modeling (Bertino et al. 2002; Li et al. 2010; Monsivais-Huertero et al.
2010; Xie and Zhang 2010). Li et al. (2010), Monsivais-Huertero et al. (2010), and Xie and
Zhang (2010) used it for the prediction of soil moisture and received sound results.
In this study, the nonlinear EnKF algorithm steps were as described below. The
mathematics involved in EnKF are as follows: ftX stands for the prior state estimate
ensemble { }f f f,1 ,2 ,, , ,t t t nX X X⋅ ⋅ ⋅ at time t ; atX stands for the posterior state estimate ensemble{ }a a a,1 ,2 ,, , ,t t t nX X X⋅ ⋅ ⋅ at time t ; and n is the ensemble size. The nonlinear process and
measurement are expressed as:
( ) ( )( )1 0,t t tX F X W N Q+ = + (7)
( ) ( )( )0,t t tY H X V N G= + (8)
where F is a nonlinear function that relates state tX at time t to state 1tX + at time 1t + ;
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H is the measurement function that converts state to observation; ( )( )0,tW N Q and
( )( )0,tV N G represent process and measurement noise, respectively; tW and tV are
assumed to be independent white noise and white noise with normal probability distributions;
and Q and G are process noise covariance and observation noise covariance matrices,
respectively, and are assumed to be constant.
The EnKF algorithm includes two steps: predicting and updating. This algorithm is similar
to the predictor-corrector method popular in solving numerical problems (Welch and Bishop
2002). In the predicting step, the prior state estimate is calculated from the posterior estimation
in the previous time step. Based on this, the state prior mean and covariance can be calculated:
( )f a1t t tX F X W+ = + (9)
( )( )Tf f f f f1 1 1 1 1t t t t tP E X X X X+ + + + +ª º= − −« »¬ ¼ (10)
where f 1tP+ represents the prior estimate of covariance,
f
1tX + represents the state ensemble
mean, T represents matrix transposition, and E is the expectation operator. f 1tX + is used as
the best initial estimate as in Eq. (10) , and the error covariance is the directly calculated error
covariance of the best estimate. Hence, we take the mean as the best estimate, and the
uncertainty of the ensemble is characterized by the error variance. A similar ensemble is used
for the observations.
In the updating step, the field observations are treated as a random variable. In order to do
this, a sample of observations is generated from a distribution with the mean equal to the field
observation and the variance equal to the observation variance G . This distribution reflects
prior knowledge of the user about observation error statistics. Using D to stand for the
measurement sample matrix, the equations are
( )a f f1 1 1t t tX X K D HX+ + += + − (11)
( )( )Ta a a a a1 1 1 1 1t t t t tP E X X X X+ + + + +ª º= − −« »¬ ¼ (12)
( ) 1f T f T1 1t tK P H HP H G −+ += + (13)
where ( )f 1tD HX +− is called the residual or measurement innovation. If the residual term is
zero, the measurement and predictions are in complete agreement. K is the gain term, or the
Kalman gain, or the weighting matrix, which employs the error covariance calculated from the
ensemble of model states. The Kalman gain K in Eq. (13) defines the weight to be applied to
the actual measurements. If the measurement error covariance G approaches zero, the actual
measurement D is trusted more, while the predicted measurement is trusted less. Similarly, as
the prior estimate error covariance f 1tP+ approaches zero, the actual measurement D is given
less weight while the predictions are given more weight. The EnKF moves forward in a
sequential manner.
Generally, two things should be considered when using the EnKF method. First, at the
beginning, a guess of an initial ensemble of the system state should be generated using the
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Monte Carlo method. This is the information about the initial state, which is typically not very
well known. Theoretically, this information should correctly reflect the error statistics of model
state estimation; but practically, a modest miss-specification of the initial state ensemble does
not influence the result over time (Evensen 2002). Second, the mean of the state estimation
ensemble is used to compute the variances for prediction and updated estimation as in Eqs. (10)
and (12). This is only applicable when the estimate is not very biased (Gill and McKee 2007).
In this study, X refers to the soil moisture parameters, F is the SVM model, and D
means the measurements of the soil moisture. Measurement error covariance G is determined
by the observed data set D and H as the observation operator with a 6 6× matrix,
according to Gill and McKee (2007).
2.3 Study area and data description
The data used for this study were taken from the Meilin study area, which is an
agricultural watershed with a catchment area of 0.7 km2. It is located southeast of Yixing City
in Jiangsu Province, China (Fig. 1). This watershed was chosen because of the past research
conducted there and its available meteorological and soil moisture data from the past several
years. There are 34 MP-406 frequency domain reflectometry (FDR) sensors along the
Yangjiashan Hill (Fig. 2), and the data were recorded automatically by a SL5-1L data
acquisition unit at an hourly interval. The meteorological data (e.g., air temperature, relative
humidity, and solar radiation) were recorded automatically by the automatic weather station
WS-STD1, also at an hourly interval.
Fig. 1 Location of Meilin study area Fig. 2 Observation points on Yangjiashan Hill slope
It is well known that the meteorological parameters (air temperature, relative humidity,
solar radiation, and soil temperature at 5 cm and 20 cm) do have an effect on soil moisture and
have been used in some soil moisture prediction models (Gill et al. 2006a; Margulis et al. 2002).
The soil moisture data used for this study were chosen from point A where six FDR sensors
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were set in different soil layers: 0-5 cm (a1), 30 cm (a2), 50 cm (a3), 100 cm (a4), 200 cm (a5),
and 300 cm (a6) (Fig. 2). Also, all the data used for analysis were taken from 00:00:00, May 14,
2008 to 23:00:00, October 28, 2008, and were recorded hourly, except for the soil moisture at
the 100 cm layer whose data were available at an alternate time step (in a window of 10 h).
First, some of the observed data, including meteorological parameters and soil moisture data,
were used to train the SVM model to gain the operator, and then the subsequent meteorological
parameter data were used for the prediction by utilizing this training operator in two
approaches: one used only the SVM model, and the other used the SVM-EnKF model. Details
about these two models are provided in the following section.
In the application of all the learning machines, one significant consideration was that all
the data should be normalized or scaled between 1− and 1 or between 0 and 1, so that all the
parameters could be assigned equal weights with a range of values different for each parameter.
In the following application, the data were scaled between 0 and 1. Here, the results of model
predictions are presented using scaled data between 0 and 1, which are not translated back to
the actual ones in the results and discussion section.
2.4 Setup of numerical experiments
The SVM software package included in the regression software (http://www.r-project.org)
was used in this study (Ahmad et al. 2010). We aimed to test the ability of the two models in
multi-layer soil moisture prediction. The two models are described below in Fig. 3.
Fig. 3 SVM and SVM-EnKF coupled model
In Fig. 3, pY is the results of SVM model prediction, FY is the data fused by updating
the SVM model results with the soil moisture observation mY using the EnKF technique, and
uY is the SVM-EnKF model results without updating with observed data.
Obviously, the SVM-EnKF model builds upon the SVM model by including the EnKF
technique when there are available soil moisture observations.
The steps in these models are as follows:
(1) The SVM is used to train the observed data at t and 1t − to form the operator model.
(2) The subsequent observations are used to predict the soil moisture at 1t + .
(3) In the SVM model, the predicted data pY are used as inputs to update the operator,
and then the process returns to step (1) and predictions are made until there are no new data. In
the SVM-EnKF model, this step updates the predicted data pY with available soil moisture
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observation mY using the EnKF technique, and then the updated data FY are used as the
inputs to update the operator. The process then returns to step (1) for the next prediction, until
there are no new data.
2.5 Model evaluation
The correlation coefficient ( R ), root-mean-square error ( RMSE ), and mean absolute error
( MAE ) were used as the criteria to evaluate the model and to determine the model parameters
(Gill et al. 2006b; El-Sebakhy 2009). They are calculated as follows:
( )2*
1
RMS
n
i i
i
y y
E
n
=
−
=
¦
(14)
*
1
MA
n
i i
i
y y
E
n
=
−
=
¦
(15)
( )
* *
1 1 1
2 2
22 * *
1 1 1 1
n n n
i i i i
i i i
n n n n
i i i i
i i i i
y y y y n
R
y y n y y n
= = =
= = = =
−
=
ª º ª º§ · § ·
− −« » « »¨ ¸ ¨ ¸© ¹ © ¹« » « »¬ ¼ ¬ ¼
¦ ¦ ¦
¦ ¦ ¦ ¦
(16)
where n is the number of samples, and iy and
*
iy are the measured and predicted values,
respectively. The smaller the RMSE and MAE are and the larger R is, the better the model
performs. Here, if R is not smaller than 0.5, the model is considered feasible, according to
recent research (Ahmad et al. 2010; Gill et al. 2006b; Gill and McKee 2007).
3 Results and discussion
Generally, the SVM model includes two phases, training and testing, so the data should be
divided into two parts. Usually, the training data set is larger than the testing data set (Ahmad et
al. 2010; Asefa et al. 2006; Kalra and Ahmad 2009; Lin et al. 2009). This is because the
training stage aims at finding the optimal estimates of the model parameters to achieve the best
generalization. In general, the longer the training data series is, the better the generalization.
Here, the training data were set to be 200 and the testing length was set to be 200 through
trial-and-error experiments. The predictions at the 1st (201-400 h), 3rd (601-800 h), 6th
(   1201-1400 h ), and 9th (1 801-2 000 h) steps using the SVM and SVM-EnKF models are
shown and analyzed below (these estimates at different time steps are considered together and
renumbered from 1 to 800 h in the figures).
3.1 SVM data analysis
Table 1 and Figs. 4 and 5 show the results using the SVM model. From Table 1, we know
that the SVM shows available results in most of the soil layers at different model steps ( RMSE =
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0.079 5-0.127 1, MAE = 0.072 1-0.115 4, and R = 0.717 8-0.835 5), but not in the fourth layer,
where there are not enough available observed data (   RMS 0.079 5 - 0.1551E = ,
MAE =  0.0721 -0.091 3, and R = 0.439 8-0.631 3). Table 1 also shows that as the model moves
on, the results seem to get better; from the 3rd step to the 9th step, R increases step by step.
Table 1 RMSE , MAE , and R results of SVM model at different steps in different soil layers
Soil
layer
(cm)
1st step (201-400 h) 3rd step (601-800 h) 6th step (1201-1400 h) 9th step (1801-2000 h)
RMSE MAE R RMSE MAE R RMSE MAE R RMSE MAE R
a1 (0-5) 0.1161 0.0912 0.8063 0.1058 0.0876 0.7449 0.1059 0.0923 0.7483 0.1163 0.1046 0.7544
a2 (30) 0.1040 0.0813 0.8165 0.1090 0.0832 0.7178 0.1078 0.0919 0.7292 0.1119 0.1004 0.7573
a3 (50) 0.1000 0.0736 0.8025 0.1063 0.0857 0.7329 0.1095 0.0956 0.7370 0.1186 0.1079 0.7619
a4 (100) 0.1551 0.0913 0.4398 0.0825 0.0721 0.5744 0.0810 0.0747 0.6065 0.0795 0.0747 0.6313
a5 (200) 0.1132 0.0766 0.7370 0.1113 0.0907 0.7189 0.1023 0.0882 0.7356 0.1038 0.0928 0.7553
a6 (300) 0.0984 0.0731 0.8355 0.1209 0.0999 0.7588 0.1180 0.1021 0.7539 0.1271 0.1154 0.7677
Figs. 4 and 5 show the SVM prediction results at each model step. The prediction results
represent the effectiveness of the model. Fig. 4 shows the scatter plot of the SVM model
predictions versus the actual data. It is clearly seen that the SVM predictions show great scatter
and bias. The model incorrectly estimated the value at most points, as can be seen in Fig. 4.
Fig. 5 shows the deviation between the SVM model predictions and the actual data. It is
clearly shown in the figure that the model uncertainty is very high. These figures show that the
SVM model cannot predict the soil moisture well, though Table 1 shows sound results.
Fig. 4 Scatter plot for SVM model predictions of different soil layers
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Fig. 5 Deviation between SVM model predictions and actual data
3.2 SVM-EnKF data analysis
Table 2 and Figs. 6 and 7 show the results of the SVM-EnKF model at different model
steps when there are no available observation data at the predicted time. When observation data
are available, the EnKF technique is used to update the predictions, and the fused results are
shown in Table 3 and Figs. 8 and 9.
Table 2 RMSE , MAE and R results at different SVM-EnKF model steps in different soil layers
Soil
layer
(cm)
1st step (201-400 h) 3rd step (601-800 h) 6th step (1201-1400 h) 9th step(1801-2000 h)
RMSE MAE R RMSE MAE R RMSE MAE R RMSE MAE R
a1 (0-5) 0.1161 0.0912 0.8063 0.0751 0.0512 0.8827 0.0700 0.0510 0.9038 0.0676 0.0433 0.9018
a2 (30) 0.1040 0.0813 0.8165 0.0825 0.0554 0.8794 0.0676 0.0487 0.9079 0.0658 0.0400 0.9119
a3 (50) 0.1000 0.0736 0.8025 0.0756 0.0470 0.8867 0.0712 0.0517 0.9067 0.0673 0.0453 0.9124
a4 (100) 0.1551 0.0913 0.439v8 0.0688 0.0527 0.7401 0.0601 0.0503 0.8137 0.0580 0.0443 0.7959
a5 (200) 0.1132 0.0766 0.7370 0.0805 0.0537 0.8716 0.0612 0.0441 0.9188 0.0633 0.0392 0.9097
a6 (300) 0.0984 0.0731 0.8355 0.0819 0.0557 0.8997 0.0755 0.0559 0.9156 0.0729 0.0449 0.9122
From Table 2, we can see that the SVM-EnKF model has results of RMSE = 0.0580-0.1551,
MAE = 0.039 2-0.0913 and R = 0.439 8-0.918 8. The model seems to improve as the steps
continue according to Table 2. Fig. 6 shows the scatter plot of the SVM-EnKF data and actual
data. Fig. 7 shows the deviation plot, which provides a clearer picture of the ability of the
SVM-EnKF model. Comparing Fig. 6 with Fig. 4 and Fig. 7 with Fig. 5, there seem to be no
significant differences between these two models, but when comparing Table 2 with Table 1,
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Table 2 shows greater results; particularly in the a4 situation where there are not enough
available observed data, the SVM-EnKF model gives sound results ( RMSE = 0.155 1, 0.068 8,
0.060 1, and 0.058 0; MAE = 0.091 3, 0.052 7, 0.050 3, and 0.044 3; and R = 0.439 8, 0.740 1,
0.813 7, and 0.795 9).
Fig. 6 Scatter plot for SVM-EnKF model predictions of different soil layers
Fig. 7 Deviation between SVM-EnKF model predictions and actual data
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From Table 3, we can see that the fused data show ideal results, with RMSE lower than
0.046 3, MAE lower than 0.034 9, and R larger than 0.90 (except for the situation in the a4
layer). The special situation in layer a4 is due to insufficient observed data in that layer, but the
results are also the best compared with those of the SVM and SVM-EnKF models. The scatter
plot of the fused data versus the actual data in Fig. 8 shows that the fused data fits the line with
a slope of 1.0, whereas the SVM results and SVM-EnKF results show greater scatter and bias
in Figs. 4 and 6. Fig. 9 shows the deviation between the fused data and the actual data. From
Fig. 9, we know that the deviation between the fused data and the actual data is quite small.
These results demonstrate that the fused data are best. They also demonstrate the efficiency of
the EnKF method when there are enough observation data.
Table 3 RMSE , MAE , and R results of fused data at different steps in different soil layers
Soil
layer
(cm)
1st step (201-400 h) 3rd step (601-800 h) 6th step (1201-1400 h) 9th step (1801-2000 h)
RMSE MAE R RMSE MAE R RMSE MAE R RMSE MAE R
a1 (0-5) 0.0453 0.0349 0.9759 0.0162 0.0115 0.9959 0.0204 0.0123 0.9911 0.0233 0.0107 0.9892
a2 (30) 0.0278 0.0197 0.9872 0.0247 0.0227 0.9984 0.0108 0.0090 0.9984 0.0104 0.0077 0.9983
a3 (50) 0.0309 0.0137 0.9815 0.0094 0.0066 0.9987 0.0125 0.0090 0.9975 0.0129 0.0105 0.9989
a4 (100) 0.1119 0.0561 0.8039 0.0463 0.0326 0.8875 0.0459 0.0316 0.8909 0.0406 0.0260 0.9043
a5 (200) 0.0404 0.0274 0.9741 0.0158 0.0092 0.9964 0.0107 0.0078 0.9982 0.0137 0.0125 0.9994
a6 (300) 0.0417 0.0212 0.9746 0.0296 0.0188 0.9901 0.0231 0.0170 0.9917 0.0168 0.0100 0.9953
Fig. 8 Scatter plot for fused data in different soil layers
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Fig. 9 Deviation between fused data and actual data
Table 1 to Table 3 show the RMSE , MAE , and R results at different model steps and in
different soil layers using different methods. In the 1st step, the results are the same, as there is
no updating in that step for the training data. The results in Table 3 show the updating results
using the EnKF data assimilation technique when there are enough data. In Table 1 through
Table 3, it is clearly seen that the fused data have been improved greatly compared to the SVM
data, with decreased RMSE and MAE and increased R. In the following steps, the 3rd step, 6th
step, and 9th step, the results in Table 2 are better than those in Table 1. This says that the
SVM-EnKF model does improve the SVM model in this experiment.
As the first section states, the SVM-EnKF model is designed to improve the SVM model.
From the testing results in Tables 1 through 3 and Figs. 4 through 9, we can see that the
SVM-EnKF model does improve the SVM model. It can be concluded that SVM-EnKF model
can do a better job in both surface and root zone soil moisture prediction. It greatly enhances
the SVM model.
4 Conclusions
Soil moisture plays an important role in water resources planning and management. In this
study, one data assimilation method, based on the SVM and EnKF techniques, was applied to
predict soil moisture in six different layers in the Meilin area with meteorological and soil
moisture data. From the results, we know that both the SVM model and the SVM-EnKF model
play a significant role in soil moisture prediction in both surface and root zones. The
SVM-EnKF model update of the prediction data with the observed data using the data
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assimilation method shows a better result than the SVM model. This SVM-EnKF model does
improve the SVM model by updating the training data at each step and minimizing the
deviation between the estimations and the actual data. Generally, the assimilation method is
just considered to bring model predictions close to the observations rather than to improve the
model structure. Here, as the updated data are used to train the SVM model for the next
prediction, it does improve the model and makes the model more practical in hydrologic
applications.
This case shows that the SVM-EnKF scheme can be employed to improve the state
estimates from the SVM model and it is a very useful tool for short-term prediction when new
data can be exploited through time. The results are encouraging. In the future, our work will
concentrate on the spatial and temporal resolutions using this data assimilation technique with
remotely sensed data, satellite data, and other scale reconciliation issues.
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