The understanding, prevention and treatment of pain is of great importance to medical science. Children were asked to immerse their hands in cold water until they were unable to tolerate the pain of the cold. The length of time that they kept their hands immersed is a measure of pain tolerance. Two factors were studied; one factor is a child's Style of Coping (CS) with the pain (ATTENDERS pay attention to the pain, DISTRACTERS think of other things) and was assessed at a baseline trial. The other factor is Treatment (T), one of three counseling interventions (a NULL intervention, counseling to ATTEND, or counseling to DISTRACT) and was randomly applied prior to the response. The covariate is a baseline measure of pain tolerance prior to the intervention. Distracters taught to distract tolerated the pain much better than any other group. No strategy improved attenders pain tolerance. This paper analyzes this data from a predictive Bayesian viewpoint. The assumption of constant variance is not met on the original scale and some of the data is censored, furthermore, the censoring model is unknown. Simultaneous transformation of the response and baseline is used to search for a scale where the variance is constant. Predictive inference is used to provide interpretable inferences. A sensitivity analysis is used to determine whether the treatment of the censored data matter. Without the sensitivity analysis, we are left wondering whether the conclusions rest on a true underlying treatment e ect or on cases of questionable quality.
Introduction
Pain is a symptom of many diseases and also a negative outcome of medical procedures and treatments. The understanding, prevention and eventual treatment of pain is of great importance to medical practice: children with poor pain tolerance may be expected to have further poor outcomes as a result of pain. Avoidance of further necessary medical care is another possible resultant. The long term goal of the research of which this analysis is a part is to develop methods for treating pain and to develop methods for identifying and treating children with poor pain tolerance.
Di erent people react di erently to pain and have di erent reactions to otherwise similar procedures; children may react di erently than adults. What characteristics of people lead to these di erent feelings is an important part of understanding pain. To develop appropriate treatments, we rst need to understand what characteristics of people, diseases, and medical treatments lead to feeling pain, and to pain tolerance, intolerance and avoidance. The experiment analyzed here studies how children dealt with pain in a laboratory setting, and whether a matched or mismatched coping strategy intervention was helpful in coping with the pain.
Children were recruited from an elementary school located on the campus of UCLA. They take part in four cold pressor trials split up into two sessions two weeks apart; there are two trials per session. The cold pressor procedure has children immersing their hands in quite cold water until they are unable to tolerate the pain of the cold. The length of time in seconds that they kept their hands immersed is a measure of pain tolerance. Unlike many procedures for studying pain, the cold pressor is not harmful, is perceived to be fun by the children, and because it is a laboratory procedure, is amenable to designed experiments. In general, it can be unethical to study pain except as part of an observational study of the pain caused by medical procedures. Since medical procedures vary greatly from trial to trial and may or may not be repeated, it can be quite di cult to draw rm conclusions from such a study. In contrast, the experiment analyzed here is a 2 3 analysis of covariance and is very nearly balanced.
Children vary substantially in their ability to tolerate pain, and a baseline measurement of pain tolerance is used to adjust for individual di erences. The covariate is the second cold pressor trial during the rst session, the rst trial is a`warm-up'. The response is the second trial during the second session, the intervention occurs between the two trials of the second session. There are two factors in this study; the rst, coping style (CS), is an observed characteristic of the children. Coping Style is a summary of the child's approach to coping with the pain, and was assessed by asking the children what they thought about during the baseline cold pressor trials. Raters who did not know of the outcomes of the trials rated each child's response as representative of an attender (A) or distracter (D). Attenders pay attention to the pain, their arm, the procedure and the feelings of their arm in the cold water, while distracters tend to think of other things: the wall, homework, the beach. Of the 61 children with complete data, one half (30) were classi ed as attenders, and 31 as distracters.
One of three counseling interventions was randomly applied prior to the response trial. The three interventions are a null (N) counseling intervention, counseling to attend (A), or counseling to distract (D). The null intervention functions roughly as a control group. The attend treatment is a matched treatment for attenders and mis-matched for distracters; the reverse holds for the distract treatment. The initial hypothesis was that matched treatments would do better than mismatched treatments. A possible implication, if this hypothesis were to hold up under further study would be to assess children's natural coping strategies, and during painful medical procedures (drawing blood for example), coach them to use their natural coping strategy. The actual outcome was that distracters taught to distract tolerated the pain much better than any other group The other treatments and groups were roughly equivalent. Fanurik, Zeltzer, Roberts and Blount (1993) has further description of the trial.
This data set has several features which make the analysis non-routine in the area of pediatric pain. Children with long tolerances can reasonably be expected to be more variable trial to trial than those with short tolerances; this is born out by graphical analysis. Figure 1 gives boxplots of log(response) ? log(baseline).
The six groups are identi ed below the plot by a two character code AA, AD, AN, DA, DD, DN; the rst letter stands for the coping style A or D, and the second letter A, D or N stands for the treatment the child was randomized to. Distracters taught to distract are the only group whose lower quartile is greater than zero. The distracters given the null treatment have the upper quartile of the di erence of the log tolerances below zero, suggesting that this treatment actually inhibited their ability to stand the pain. A similar plot (not shown) of the data on the original scale response ? baseline shows little structure because of extreme outliers in the tails of the distribution of pain tolerance. Figure 1 does not address questions such as how important or signi cant the di erences between DD and the other groups are nor does it address how the treatments might be expected to a ect individual responses or average group responses: a full statistical analysis is required.
A second problem is that after 240 seconds of immersion, the child is instructed to remove the arm from the water, and 240 was recorded as the response. Three observations have a censored baseline (id=21, 56, 60) and two have a censored response (id=17, 56). Three potential models of the censoring suggest three di erent accommodations to this problem. The rst is to model the censored times as unknown values known to be longer than 240 seconds. This is the traditional censoring model. The second model says that those children are di erent from the remainder, and removes those cases from the data set. The third model argues that the children's arms have gone numb from the cold, that is, that they have fallen into a competing risk. Unfortunately, this competing risk does not identify itself except as an observation which lasts much too long. In this last model, had the child correctly responded to the cold probably he or she would have had long tolerances, but the tolerance would not have been as long as 240 seconds. The three models suggest respectively, impute a longer time for the 240 seconds, delete these cases, or impute shorter times for those observations. Accommodation of all three hypotheses at once is impossible with classical censoring procedures.
A third problem is that case 52 was removed from the original analysis because he always lasted 240 seconds. This case is included in the analyses shown here. An important question is whether this case is in uential or outlying. The justi cation for removing this case implies that the original analysis put some weight on the second censoring model, but other children with an occasional 240 second response were not deleted so the treatment of the censored observations was not consistent.
A fourth problem is that pediatric pain is concerned with individuals as well as groups. A nding of a small but signi cant treatment e ect is a statement about a population, but the goal is to treat individuals. Individual variability may easily outweigh minor advantages of a particular treatment. Thus a classical approach does not give a complete inference.
I present a Bayesian analysis of this data that accounts for the problems just presented. Transformation of the baseline and response values is used to accommodate the heteroskedasticity. The purpose of transforming the response is to adjust for the nonconstant variance. Box and Cox (1964) presented an analysis of response transformations, and Box and Tidwell (1962) analyzed a model where the covariate was transformed to provide a better predictor of the response. Since our covariate and response are repeated measures, symmetry suggests that the transformations of the covariate and response be identical leading to a combined Box-Cox (1964) Box-Tidwell (1962) model.
In this paper I treat the unknown transformation parameter as unknown, the majority of traditional approaches estimate the unknown transformation parameter and then make inference conditional on that estimate. This has the unfortunate e ect of ignoring some of the uncertainty in the model. Exactly how to do inference in transformation models has been a subject of much discussion in statistics (Bickel and Doksum 1981; Box and Cox 1982, Carrol and Ruppert 1981; Hinkley and Runger 1984) . Frequentist solutions have depended strongly on asymptotic theory. Traditional inference both Bayesian and frequentist relies on having interpretable parameters for their inferences. Because of the unknown transformation parameter, the model is very non-linear in the parameters and appropriate interpretation is di cult. In contrast, a predictive Bayesian approach gives small-sample, simple and interpretable inferences.
Prediction is used to unify the analyses throughout the paper. A prediction in classical analysis is usually a point estimate of the future value of an observation. A measure of uncertainty is usually, though not always attached; often the uncertainty estimates only the uncertainty because parameters are unknown and does not include the uncertainty associated with the fact that a new person can be expected to di er from the average or median response of all individuals with similar covariates. In this paper, predictions explicitly account for the random error associated with measuring a new person. Predictive distributions and summaries are used for inference. Thus treatment e ects which appear substantial for individuals can be expected to persist over a population; the reverse is not necessarily true. Predictive diagnostics are used to identify in uential and outlying observations and to assess the sensitivity of the inferences to the impact of the known (censoring) and suspected (outliers, in uential observations) possible model misspeci cations.
The paper is structured as follows: section 2 contains the inferential data analysis; section 3 contains the sensitivity analysis. The paper closes with discussion. The appendix contains the theoretical development of the statistical tools used: the model is discussed in appendix A; predictions are discussed in appendix B; outlier diagnostics are covered in appendix C; in uence analysis is in appendix D; and general sensitivity analysis is in appendix E.
Data Analysis
An earlier analysis (Fanurik, Zeltzer, Roberts and Blount 1992) used least squares to estimate treatment and coping style e ects, essentially this is a normal model. As discussed in the introduction, the current analysis improves the original model by adding a transformation parameter. Complete details of the model and computations are given in Appendix A. The discussion here covers the major points. Both the baseline b i and the response r i are transformed using the power transformation popularized by Box and Cox (1964) . Formally, the data are modeled as Rather than follow the traditional approach of substituting a point estimate for , is treated as unknown to avoid possible underestimation of variability due to estimating the transformation.
The data along with case diagnostics are given in tables 1 (CS=1, attend) and 2 (CS=2, distract). Within treatment and coping style, observations are ordered by L 1 , an in uence diagnostic. The case diagnostics will be discussed later.
Computations are based on a simple random sample of size 4000 from an approximation to the posterior. The idea is that the inference from a Bayesian analysis is a probability density called the posterior. We can take a simple random sample (srs) from the posterior; summaries of the srs estimate summaries of the posterior. Sampling from p( ; j ; Y ) is straightforward. Given , the density of and is the posterior resulting from normal theory linear regression, and this posterior is quite familiar, see for example, Box and Tiao (1973) . Sampling from it is also straightforward. Sampling from p( jY ) is more di cult, however, an approximating normal with mean :142427 and variance :0142605 provided a very good t to p( jY ). The approximation is quite good, the L 1 norm between the approximation and the exact distribution is only :018, which was considered too small to worry about. The L 1 norm can be thought of as the mimimum amount of probability that would have to be moved around to change the approximating normal density into the true density. The density p( jY ) at = 0 is high, however following Rubin (1984) the transformation to normality, which is unknown and the scale of interest which is the original untransformed scale are kept separate. Samples from predictive distributions can be obtained by rst sampling from the posterior of the parameters, then sampling a new observation conditional on those parameters, and then repeating the entire process. Appendix A gives the mathematical details. Figure 2 gives predictive distributions for new observations with a baseline tolerance of 24 seconds, the median of the baseline measurements. Figure 2 is a kernel density estimate (Silverman 1986 ) based on samples of size 4000 from the predictive distribution. These distributions represent the possible observations we expect to see given the model and data for a new child with a baseline of 24 seconds from each of the 6 groups. Each distribution has a long right tail. It is di cult to distinguish amongst the predictions for the three attender groups AA, AD, and AN; in the distracters group, DD have substantially longer tolerances than DA which is somewhat longer again than DN. Plots for baselines of 6 and 120 seconds show essentially identical structure except for changes in location. Table 3 summarizes Figure 2 with predictive means and standard deviations for all six groups and baselines of 6, 24 and 120 seconds. From table 3 and an exploratory regression of the standard deviations on the means, one can nd that the standard deviations are consistently 2:7 more than 54% of the means for all table entries. In other words, the standard deviations quite closely track the means. This does not happen in the untransformed model where the standard deviations increase only as a function of the leverage of the observations. Unlike more common estimative inferences, the predictive standard deviation also includes individual variability, and thus shows how poorly we can predict a single individual's outcome. From table 3 and gure 2, we see that for a baseline of 6 seconds, the improvement over baseline for DD is only 21(= 27 ? 6) seconds. In contrast, for the analysis (not given here) on the original scale without the transformation parameter, the estimated improvement due to the distract treatment for distracters is nearly one minute for a baseline of 6 seconds. There is also a regression to the mean e ect, where the predictive means for a very low baseline of 6 seconds all show a predicted increase in response, while at 120 seconds, only the DD group has a predicted mean longer than the baseline. Table 4 gives the probability P(Z new;j > Z new;j 0jY; B) that giving a child treatment j leads to a longer tolerance than giving that same child treatment j 0 . This is the probability that treatment j is better than treatment j 0 for that particular child. This probability depends on individual characteristics of the child entered into the model. For distracters, it is clear that the distract treatment leads to longer pain tolerance, compared to the other treatments, while for attenders no treatment is clearly longer. Mathematical details of the predictive inferences are given in Appendix B.
ID CS TMT
A classical analysis at this point would have compared treatments and groups using statistical signi cance. This leads to statements such as the p-value is the chance of seeing a statistic as large or larger, given the null hypothesis, in repeated samples. The statement says nothing about the data set at hand, rather it is a statement about the statistical procedure used (hypothesis testing). In contrast, the summaries of the treatment e ects in table 4 are explicitly about the treatments in this data set, are relatively easy to understand, and answer questions of direct scienti c interest.
The computation in table 4 is appropriate for covariates which can be manipulated by the experimenter. It assumes that the individual's error will not be a ected by the assigned treatment. Separate probabilities are given for each coping style since coping style is an observed characteristic of the individuals. Each calculation assumes that the baseline measure, coping style and random predictive person error is the same under either treatment. The probabilities do not depend upon the baseline. These probabilities do happen to approximately equal the one sided p-value for the hypothesis test that the coe cient for the di erence in treatment e ects is equal to zero and may be interpreted using our intuition about the p-value scale. Thus if it is useful to continue using the usual language, we can say that for distracters, the distract treatment effect is signi cantly greater than either the attend or null treatements and that no other di erences were signi cant. The most interesting conclusion is that P(DD > DA) 1 and P(DD > DN) = 1:000. The next section will check to see if this result is stable under model perturbations, if it is, we can be comfortable with our conclusion that the distract treatment is better than the other two treatments. Table 5 gives the probability that a person from any CS-TMT group combination has greater tolerance than someone else from another CS-TMT group. This computation is appropriate for observational characteristics not under the control of the experimenter. As in table 4 results do not depend on the particular baseline tolerance. The di erences between tables 4 and 5 show how the predictive approach taken here distinguishes between randomized treatments versus observational studies; the inference is much stronger for the treatments than for observational characteristics. Two di erent (investigator allocated) treatments can be observed in the same individual, thus the random error is the same in both measures (one of which is necessarily hypothetical) but observational characteristics must necessarily have two independent random errors because it requires two people to make the comparison. Table 4 is not quantitatively very di erent from the inference that might be made by someone using the analysis of Bickel and Doksum (1981) . Interestingly, their method of inference is perhaps the least popular of the various approaches to classical inference. However, the inferences displayed in table 5 are quite di erent from the inference advocated by anyone previously in a transformation model. Table 4 : Posterior probability that placing a person on the row treatment will lead to greater tolerance than putting that same person on the column treatment. Based on samples of 4000. Table 5 : Posterior probability that placing a person from the coping style and group from the row has greater tolerance than a di erent person from the coping style and treatment group given in the column headings. The ordering of the groups is the same as in table 3, dd aa > ad > an > da dn. Based on a sample of 4001.
Coping Style
Distracters Attenders Treatment Attend None Attend None Distract 0:99925 1:000 :35875 :59075 Attend 0:8355 :7285
Sensitivity Analysis
This section explores the robustness of the conclusions of the previous section to changes in model speci cation. Two kinds of model changes are explored, case deletion using case diagnostics, and a sensitivity analysis to determine the e ect of altering the likelihood contribution of the censored cases with baseline or response tolerances of 240 seconds. The purpose of sensitivity analysis is to search through a large space of a priori plausible alternative models at low cost. An alternative model can be ignored if it leads to the same conclusions as the original model or if it is not supported by the data (Weiss 1994) . If no alternative models are found which meet both these criteria then we stand by the basic model and its conclusions. If we nd some models which lead to di erent conclusions and are supported by the data, then we will identify a few extreme models to use to t to the data. The method used here for identifying if the conclusions are changed is not sensitive to particular conclusions of the analysis, it is a global measure of di erences between the conclusions from the original model and the conclusions from the alternative model. Thus the next step ts these alternative models and compares the speci c conclusions of importance with those from the original model. If the main conclusions are similar to those from the basic model, then we can be much more comfortable in the conclusions. If conclusions are qualitatively di erent, we conclude that the data does not support strong conclusions. An alternative to the sensitivity analysis is to t a mixture model encompassing all possible perturbations to the basic model. This requires substantially more work, and would be sensitive to the prior probabilities speci ed in the mixture model. Mathematical details of the diagnostics used are in appendices C, D, and E.
First case diagnostics were checked. The conditional predictive ordinate (CPO) outlier statistic, and L 1 norm case in uence statistic, were calculated; these values were given in tables 1 and 2. The CPO statistic was rst proposed by Geisser (1980) and has been analyzed by Geisser (1987 Geisser ( , 1989 Geisser ( , 1990 ), Pettit (1985 Pettit ( , 1990 ), Pettit and Smith (1985) and Weiss (1994) . The smaller CPO is, that is, the smaller the Bayes Factor BF is, the more outlying is the observation and the more the data support M 1 , the case deleted model. A factor of 10 di erence in two values of CPO indicates roughly that the data indicate that the observation with the smaller CPO has 10 times greater odds of being an outlier than the other observation. The CPO statistic can be converted to the (0; 1) probability scale. This probability is large only for cases 15, 30, and 58, which had probabilities of .76, .07 and .05 of being outliers. All other cases all have probabilities of being outliers that are less than :006. More information about CPO is included in appendix C The L 1 in uence diagnostic is one of Csisz ar's (1967) divergences between densities. It measures how di erent two posteriors are. Earlier we used the L 1 divergence to assess the di erence between the exact posterior distribution p( jY ) and an approximating normal distribution. The Kullback divergence Kullback (1958 p. 6) is perhaps the most commonly used divergence in statistics but the L 1 divergence seems easier to interpret (Weiss 1994) . Appendix D includes a short description of L 1 and gives a predictive interpretation for it. There is a diagnostic for each case in the data set; the values are given in tables 1 and 2. The L 1 diagnostic ranges from 0 to 1; zero indicates no in uence: the model with all the data in it and the reduced data model lead to identical conclusions in all respects. An L 1 of less than .1 is considered to be relatively unin uential, around .3 is moderately in uential, above .5 is high, and an L 1 of 1 indicates that the posterior from the case deleted model does not share any support with the basic model. The L 1 in uence measure is a global measure, and is susceptible to in uence on aspects of the posterior that may not be of direct interest.
Case 52 was neither in uential nor outlying by itself. Consequently, deleting on its own was not considered further.
Three cases 30; 58; 15 are identi ed as outlying by CPO, and these three are also very in uential by L 1 , with values over :4 for each case. As part of the nal stage of the analysis, these three observations were deleted as a set to form one perturbation.
Next I assess in uence of the values for the censored observations. Several children kept their arms immersed for the maximum permitted time of 240 seconds on either the baseline or the response. The baseline is 240 seconds for cases 19, 52, and 56; the response is 240 for cases 15 and 52; additionally, y 58 = 180:19. The next largest observation is y 19 = 116:68. The standard censoring model treats these observations as conditionally normal given the parameters, but with unobserved values known to be larger than 240. However, alternative models are possible. The reason for the long tolerances is quite probably that the arms become numb; the children are no longer responding to pain or cold as a stimulus. The numbness is a competing risk, but not one whose onset is observed. More appropriate might be to take 240 as an upper bound on the responses. As a lower bound, we might pick either the largest, or second largest uncensored observation, y 58 = 180:19 or y 19 = 116:68. Since y 19 is only 12 seconds larger than the next observation, while 180:19 was a full minute larger than 116:68, it was also considered as a possible numbness induced measurement. To assess the in uence of alternative values, values of 120; 150; 180; 240; and 300 seconds were substituted for the censored values. For values of 120 and 150, case 58 was both perturbed and unperturbed.
Initially, this was intended to be the rst stage of a more complicated analysis. The thought was to nd a base level such as 120 seconds, and then to consider what happened if the actual imputed values were allowed to vary from case to case. However, the perturbations from 240 to 300 and from 240 to 180 were surprisingly unin uential. Initially, these were expected to be very in uential changes. It was judged that the further perturbations were unlikely to cause major changes to the posterior, given that changing the value 240 by a full minute was so unin uential. It was decided that the additional sensitivity analysis were not needed.
Two multiple case deletions were considered, the four cases with baseline or response of 240 and the three in uential outliers from the single case diagnostics.
Information about these model perturbations are given in table 6, with L 1 in uence statistic and CPO outlier statistics. For di erent values of the perturbed maximal tolerances, CPO can be sensibly be compared to each other. For the case deletion values, the CPO values have been adjusted to make them comparable to each other and to the other values in the table. Appendix C explains about the case deletion adjustments of CPO. The smaller CPO is, the more the data prefer that perturbation to the original unperturbed model.
The perturbation of values from 240 to 300 is actually less supported by the data than the null model since CPO > 1, but the other perturbations from 240 to shorter values are more supported than the null. The value of CPO decreases smoothly as the perturbed tolerance measure decreases towards 120, and as all 5 observations with baseline or response greater than 120 are changed to 120. All of the changes are in uential, and the in uence is increasing with decreasing CPO.
Two further analyses are suggested by the sensitivity analysis: one deleted the three outlying cases, and one where the large x and y values are perturbed to 120 seconds. These two perturbations are quite di erent. In the families of perturbations considered, these are the most in uential and the most outlying. If the major conclusions do not change under these perturbed models, then we can be more comfortable that the major conclusions are not sensitive to the There are no major changes in the outcomes of distracters counseled to distract versus counseled to attend or none. The largest change seems to be for comparing da to dc which is not of great interest because both treatments are second rate treatments.
4 Discussion.
The predictive inference tools provide interpretable inferences which distinguish between observational characteristics of the subjects and manipulatable treatments. The sensitivity and diagnostic tools greatly strengthen the certainty of the conclusions that can be drawn from this data set. In spite of the devil's-advocate e orts to produce an alternative model which leads to contradictory conclusions, no such model was found. Without the diagnostic and sensitivity analysis, we are left wondering whether the conclusions rest on a true underlying treatment e ect or on the cases of questionable quality. Thus the conclusion that the distract treatment is substantially better than the attend or the none for dis- Table 7 : Predictive probabilities that one treatment is better than another under the original and two perturbed models, the delete 3 outliers model, and the model that adjusts all large observations down to 120 seconds.
tracters appears solid based on this analysis. On the other hand, sensitivity analysis for the results in table 3 suggests that these values have additional uncertainty that is not quanti ed by the standard errors. The proper model is uncertain, and di erent models will lead to di erent numerical conclusions. Only the sensitivity of the qualitative conclusions in table 7 were shown; the sensitivity analyses for 3 weren't shown here. One shortcoming of the sensitivity analysis presented here is that the di erent plausible perturbations de ne separate models, and the possibility of joint perturbation has not been considered. This in principle invites a combinatorial explosion of models as models with 2, 3 and more outliers are considered, plus combinations with other perturbations. An in nite regress of analyses is always possible and the analysis shown here was deemed satisfactory for this data set since the sensitivity analyses strongly support the qualitative conclusions from the basic analysis.
An additional value to the sensitivity is for design of future trials. Future studies may have the children remove their arms after three or even two minutes. The sensitivity analysis shows that while details of the conclusions will change, the overall qualitative conclusions will not. i2 ; X 1 ; n p, a matrix of xed covariates; 1 is a vector of regression coe cients; 2 is a scalar regression coe cient; and " is a vector of iid normal errors. The analysis of data with power transformations of both response and predictor variables is not new, especially in the Econometrics literature (see Sakia 1992 for a review). This section treats the analysis of (1) generally. For the pain data, X 1 is a parameterization of the design matrix of a 2 by 3 analysis of variance, while X 2 is the baseline measure. can be explicitly calculated up to the normalizing constant for p( jY ) which, since is often a scalar, can be dealt with quite easily. Here we take a uniform improper prior p( ; ; ) / ?1 . In the pain example, this is useful for imitating the original classical analysis. It also was sensible because it was felt that there was not much useful prior information to put into the prior. The regression coe cients are then conditionally normal: Inference for comparing di erent treatments or treatment combinations can be done in both a predictive graphical fashion and with appropriate summary statistics. This has several advantages over usual point estimation and testing procedures. It avoids the uninterpretability of marginal estimated coe cients and standard errors (Box and Cox 1982, Carroll and Ruppert 1981; Hinkley and Runger 1984) . For example, if the analysis is done in the square root scale, then a treatment e ect coe cient is a di erence of square root times, which is not too easy to interpret. If the transformation is on an unknown scale, then the coe cient doesn't even have that limited interpretation. The predictive approach also permits assessment of practical di erences on the original scale of measurement, and permits uncertainty due to the transformation to be propagated. The predictive distribution on the original measurement scale can be a great aid in communicating with subject matter researchers who have di culty interpreting log, square root and other transformed scales. Another advantage of the predictive framework is that it makes all parameterizations of the ANOVA model equivalent, and we need not worry about proper interpretation of coe cients. Relevant summary measures can easily be estimated, for example means and standard deviations of predictions and for di erences in predictions. Taking a predictive approach permits assessment of practical as well as statistical impact of treatments.
The predictive distribution of zjx f for observations in di erent treatment groups may be computed for equal values of the baseline covariates to assess treatment di erences. We also may be interested in the di erence in response of either the same or two di erent people in two di erent groups denoted by x f1 and x f2 . Let z f1 and z f2 be conditionally independent predictions at x f1 and x f2 . A plot of the densities of z f1 and z f2 is the current best guess as to the responses of two people with covariates x f1 and x f2 . One can also consider the posterior of z f1 ? z f2 . These densities are relevant when the two groups are distinguished by unchangeable characteristics of the individuals. A summary measure of the di erence between z f1 and z f2 of particular interest is P(z f1 > z f2 ) = P((x t f1 + f1 ) ( ) > (x t f2 + f2 ) ( ) = P((x f1 ? x f2 ) t > f1 ? f2 ):
The dependence of the coe cients x fk ; k = 1; 2 on is suppressed to make the formulae readable. Suppose (x f1 ? x f2 ) t = j , as happens in the pain data when we are comparing two predictive distributions that di er only by a single indicator variable such as a treatment e ect; the baseline measurements for both sets of covariates are assumed equal. Then When the di erence between x f1 and x f2 is a treatment which can be modi ed by the experimenter, we may be interested in a di erent comparison. Let z f1 and z f2 be corresponding predictions at x f1 and x f2 whose unobserved normal errors f1 and f2 are equal with probability 1. Then P(z f1 > z f2 jY ) is the probability that treatment 1 produces a larger response than treatment 2 on one person and, again assuming (x f1 ? x f2 ) t = j then P(z f1 > z f2 jY ) = P( j > 0jY )
holds for monotone transformations and error structures that are location-scale models after transformation. Equation (6) provides a predictive interpretation to the coe cient j . The approximation is equal to the classical one sided pvalue for testing H 0 : j = 0. Neither probability (5) and (6) depends on the baseline measurements. From (6) compared to the approximation to (5) we see that we have a stronger inference for treatment e ects than for the coe cients of observed variables.
Treatment and group di erence assessments can be evaluated predictively by taking predictive means within groups as well as on the individual level given here. For example one could compute the probability that the average response on treatment 1 is greater than the average response on treatment 2. If substantive di erences are found for individuals, then necessarily there will be di erences for groups; thus an analysis that shows e ects for individuals will show e ects for groups. The converse need not hold. Group level evaluations may be pertinent for global decisions by policy makers, however individual differences in utility can easily outweigh global policy recommendation, something less likely to happen when a treatment has a bene cial e ect that is noticeable on the individual level. Formula (6) shows that for location-scale models with monotone transformations inference about treatments is the same for an individual and a population.
C Outlier Diagnostics.
Diagnostics can and should be implemented in any new model. An advantage of the tools explained here is that they are readily applied in other models. This section discusses an outlier diagnostic while the next section discusses an in uence diagnostic.
It is of speci c interest to identify outliers in pediatric pain research: these children may have low or high tolerance and may be at risk for (not necessarily respectively) low or high usage or avoidance of medical procedures. However, the outliers of interest are from marginal models where the distribution of the baseline measure is also modeled; not outliers conditional on the baseline measure as in model (1); if both the baseline and response are small, the case will not be identi ed as an outlier yet these children are speci cally of interest for further intervention. In the current analysis, outlier statistics are used to identify observations which may be discordant and may a ect the analysis.
A Bayesian outlier statistic is CPO, the conditional predictive ordinate of Geisser (1980, 1987, 1989, 1990 ), Pettit and Smith (1985) , Pettit (1990) and Weiss (1994) . De ne
which is also the normalizing constant in the updating version of Bayes theorem
and also a computational byproduct of the in uence diagnostics of the next section. Carlin and Polson (1991, 1992) estimate CPO i directly from (7), requiring n samples from each of the n densities p( jY (i) ). By solving (7) for p( jY (i) ), CPO can be computed as
which only requires a single posterior sample from p( jY ).
The diagnostic CPO is dependent upon the scale of analysis (Box 1980 , Geisser 1980 , Stigler 1980 ; this is solved by choosing a particular measurement scale for analysis: for the pain data, the original scale in seconds is chosen. Changing the analysis scale from seconds to hours also causes a change in the absolute level of CPO i , this can be normed internally by realizing that most of the data is good data, and that most of the CPO statistics are representing good data, not bad. The lower quartile of CPO for this data set is .01, which is a convenient number to use: all CPO statistics for case deletion have been multiplied by 100 in tables 1 and 2. In data sets with non independent and identically distributed data, the maximum possible value sup z f(zjx i ; Y (i) ) for any one observation i is dependent on the covariates. In normal theory multiple linear regression with known , this maximum value is ((1 ? h i )=(2 h i 2 ) ?1 ) :5 . For this data set and after transforming the baseline variables by the mean value of , the maximum value varied only by a factor of 2, which was relatively unimportant given the wide range of the CPO i themselves.
For multiple case deletion, with only a few specially select sets of deleted cases, it is less easy to provide an internal norming of the values. A small simulation was undertaken, where 100 sets of 4 observations were deleted, and CPO computed. The ve number summary (min, lower quartile, median, upper quartile and max) of CPO from this sample was (2:43e-11; 2:21e-08; 1:01e-07; 3:55e-07; 2:97e-06). The set of four observations with censored x and y values have a CPO that is 10:5 times smaller than the smallest CPO in the 100 sets of 4, suggesting that this set is outlying. To assess the outlyingness of the three case deletion, rst note that the 25 th percentile of the single observation CPOs is :01, while the same percentile of the sets of 4 is 2e-8, or approximately the fourth power of the single observation CPOs, suggesting that for sets of 3 observations, approximately, a typical value of CPO could be expected around 1e-6. In contrast, CPO 15;30;58 4e-14, a factor of 4e-8 smaller than 1e-6 and 2000 times smaller than the smallest CPO from the sets of four. Thus the data appear to strongly support the deletion of the three outliers over the deletion of the 4 children with long tolerance times. The values of CPO in table 6 have already been adjusted for the two multiple-case-deletion perturbations .
D In uence Analysis.
In uential cases can be identi ed using the L 1 distance in uence statistic of Weiss (1994) . See also Geisser (1991 Geisser ( ,1992 ). The in uence of this perturbation can be assessed by L 1i or d i , and the previous formulas and interpretations apply directly without modi cation except that the perturbation has changed from single case deletion to y i or x i perturbation. The perturbations can also be more complicated than h( ) above; most perturbations in table 6 are combinations of x and y perturbations for four or ve cases. The CPO statistic can also be computed for these perturbations (Weiss 1994) . Consider the perturbed posterior as resulting from a perturbed model, then CPO is the Bayes factor against the perturbed model in favor of the original model. If h( ) is a ratio of products of sampling densities, then CPO h = E h( )].
For all perturbations h( ) to a model we calculate both in uence and outlier statistics. If CPO is small, the perturbation is supported by the data, and if L 1 is small, then the perturbation has no e ect on the inference. As with the in uence and outlier statistics for individual cases, we only need to worry about perturbations which are both in uential and outlying. 
