The general number field sieve (GNFS) is the fastest algorithm for factoring large composite integers which is made up by two prime numbers. Polynomial selection is an important step of GNFS. The asymptotic runtime depends on choice of good polynomial pairs. In this paper, we present polynomial selection algorithm that will be modelled with size and root properties. The correlations between polynomial coefficient and number of relations have been explored with experimental findings.
Introduction
Public key cryptography plays an important role in modern communication networks. The security of many public key cryptosystems depends on the intractability of certain number theoretic problems. Factoring large integers and finding discrete log in cyclic group of higher order are the most popular number theoretic problems.
RSA (Rivest et al., 1978 ) is a widely used public key cryptosystem whose security relies on the difficulty of factoring large integers. RSA comprises of two keys: public key (N, e) and private key d where N is product of two distinct ଝ This article belongs to the special issue on Engineering and Material Sciences.
* Corresponding author. Tel.: +91 1123812387. E-mail addresses: gp2bhu@gmail.com (G. Pandey), skptech@yahoo.com (S.K. Pal). large primes p, q of same size, e is encryption key and d is decryption key. To decrypt an encrypted message, we need to find the private key d which is equivalent to factorizing the modulus N.
General number field sieve (GNFS) (Lenstra and Lenstra, 1993) is the most efficient known algorithm for determining factors p, q of such integers N. In GNFS, we find two integers x, y such that x 2 ≡ y 2 (mod N). If x / ≡ ± y(mod N), then gcd(x ± y, N) return a non-trivial factor of N. GNFS method comprised of five major steps: polynomial selection, factor base generation, sieving, matrix step and square root computation.
Polynomial selection is the first step of GNFS. Murphy (1999) explained that good polynomial pairs decrease sieving time and reduce the dimension of matrix. In this paper, we discuss a method of polynomial selection. Selection criterion will be modelled with size and root properties (Bai et al., 2015; Yang et al., 2015) . The correlation between polynomial coefficients and number of relations has been explored with experimental findings. 
Polynomial selection problem
Finding two irreducible and coprime polynomials f(x), g(x) over Z which share a common root m modulo N is defined to be the polynomial selection problem (PSP) of GNFS. Let d 1 , d 2 be degrees of f(x) and g(x) respectively and F (x, y) = y d 1 f(x/y) and G(x, y) = y d 2 g(x/y). A positive integer is said to be B-smooth with respect to some fixed bound B if all of its prime factors are smaller than or equal to B.
We have to find many coprime pairs (a, b) ∈ Z × Z, b > 0 such that the both polynomial values F (a, b), G(a, b) are simultaneously smooth with respect to some bound B. Such (a, b) pair is known as relation. Line sieving and lattice sieving (Lenstra and Lenstra, 1993 ) are used to find relations. The running time of sieving depends on the smoothness of polynomial values |F (a, b)| and |G(a, b)|. Let « (x, x 1/u ) be the number of x 1/u smooth integers below x for some u > 0. The Dickman-de Bruijn function (u) is used to estimate the « (x, x 1/u ). Polynomial selection is carried out in three stages. In first stage we generate a large sample of polynomials. In second stage, we identify good polynomials by optimizing size and root properties without sieving. Finally, a sieving test (Pandey and Pal, 2014 ) over short interval is performed to obtain the best polynomial pairs.
Generation of polynomials
Base-m method (Murphy, 1999) is the best method for generating polynomial pairs. We fix degree d 
Selection of good polynomial
A polynomial goodness is determined by its yield which is defined to be the number of smooth values produced by it for a given smoothness bound B and given sieve region ˝. For fixed integer K > 0, let ˝:={(a, b) : |a| ≤ K, 1 ≤ b ≤ K} be rectangular region and (a, b) be randomly chosen coprime pair in ˝. The number of smooth polynomial values produced by F (x, y) can be approximated by
The yield of polynomial F (x, y) has been affected by size and root properties of F (x, y).
Size property: The size property is defined to be the magnitude of values taken by polynomial F (x, y). The size property is improved by making the coefficients as small as possible. One such improvement is obtained by replacing c i+1 with (c i+1 + 1) and c i with (c i − m) for 0 ≤ i ≤ (d − 1) if any c i > m/2, in Eq. (1). If the coefficient c d , c 0 is product of small primes, the probability of smoothness for polynomial values would be increased.
Root property:
The root property is defined to be the distribution of roots of polynomial F (x, y) modulo p k , for small prime p, k ≥ 1. Root property will be quantified by
where q p be number of distinct roots of F modulo p. If q p > 1, then ˛(F ) < 0, which ensures that polynomial values are more likely smooth than random integers of the same size. Considering root properties, Eq. (2) will be modified as
To approximate the integral (4), Murphy (1999) used a summation over a set of M sample points (x i , y i ) ∈ ˝ as follows:
The value of F (F ) is known as Murphy's E-score. It is will be used for screening polynomials without sieving test. Polynomials are ranked in descending order of E(F) values.
Polynomial selection algorithm
Let N be composite integer, d be degree of f(x), cofactor c of c d with c a product of small primes p k , k ≥ 1 and bound B is given. Then, steps of polynomial selection algorithm have been formulated as follows.
Algorithmic steps: 
Experimental results
The polynomial selection algorithm has been implemented using GMP and NTL libraries. We have randomly chosen samples of 100 polynomials for different values of N and compute the ˛-value and Murphy's E score. One small example is presented for better understanding of steps of algorithm. Table 1 .
To measure the actual yield, we perform line sieving (Pandey and Pal, 2014) to polynomials of set S˛(f m ). The bounds for rational factor base, algebraic factor base and quadratic character base are 200, 400, 500 respectively. The sieving region ˝ : a ∈ [−10, 000, 10, 000] and b ∈ [1, 5] ( Table 2) .
The variation in factor base sizes is due to roots of f(x) modulo p k . We observe that polynomial at S. No. 1 has the most negative ˛-value and better E-score. It also produces more relations in sieving test. So, it is chosen to be the best polynomial for factoring N.
Conclusion
Factoring large integer is a very important computational problem in public key cryptography. General number field sieve is the most efficient algorithm for solving this problem. Polynomial selection is the first and a very crucial step of GNFS. In this paper, we have emphasized the importance of this step and formulated an algorithm for selection of good polynomials. Future work in this direction includes experimentation with larger N and testing of other heuristic based techniques for selection of good polynomials.
