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Abstract
We present methods for the computation of the Hochschild and cyclic-type continuous homology
and cohomology of some locally convex strict inductive limits A= lim→
m
Am of Fréchet algebras Am.
In the pure algebraic case it is known that, for the cyclic homology of A, HCn(A)= lim→
m
HCn(Am)
for all n0 [Cyclic Homology, Springer, Berlin, 1992, E.2.1.1]. We show that, for a locally convex
strict inductive system of Fréchet algebras (Am)∞m=1 such that
0 → Am → Am+1 → Am+1/Am → 0
is topologically pure for each m and for continuous Hochschild and cyclic homology, similar formulas
hold. For such strict inductive systems of Fréchet algebras we also establish relations between the
continuous cohomology of A and Am, m ∈ N. For example, for the continuous cyclic cohomology
HCn(A) and HCn(Am), m ∈ N, we show the exactness of the following short sequence, for all
n0,
0 → lim←
m
(1)HCn−1(Am) →HCn(A) → lim←
i
HCn(Am) → 0,
where lim(1)←
m
is the ﬁrst derived functor of the projective limit. We give explicit descriptions of
continuous periodic and cyclic homology and cohomology of a LF-algebra A = lim→
m
Am which is
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a locally convex strict inductive limit of amenable Banach algebras Am, where for each m, Am is a
closed ideal of Am+1.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The cyclic homological theory of topological algebras is closely connected to K-theory
and non-commutative differential geometry [8]. Cyclic-type homology has been found
useful in proving the Novikov conjecture for hyperbolic groups [9], some index theorems
[28] and the Baum–Connes conjecture for p-adic GL(n) [1]. There has been a number
of papers addressing the calculation of the cyclic-type continuous (co)homology of some
Banach and topological algebras; see, for example, [4,8,7,11,33,35]. In [26] the present
author used the Arens–Michael decomposition to reduce the calculation of the homology
and cohomology of Fréchet locally m-convex algebras to the corresponding ones for known
Banach algebras by a consistent use of projective limits. In this paper we concentrate on LF-
algebras, that is, locally convex strict inductive limits of Fréchet algebrasAm,A= lim→mAm.
The main purpose of the paper is to establish relations between the Hochschild and cyclic-
type continuous cohomology and homology of A and Am, m ∈ N. In Theorem 4.3 we show
that, for a locally convex strict inductive system of Fréchet algebras (Am)∞m=1 such that
0 → Am → Am+1 → Am+1/Am → 0
is topologically pure for each m, we have the isomorphisms
HCn(A) = lim→
m
HCn(Am) for all n0.
The reason for the introduction of topologically pure extensions of Fréchet algebras is
that they allow one to circumvent the known problem that the projective tensor product of
injective continuous linear operators is not necessarily injective. This is one of reasons that
the purely algebraic theory does not extend trivially to the continuous homology theory.
In Theorem 4.5, for such strict inductive systems of Fréchet algebras (Am)∞m=1, we also
establish relations between the Hochschild and cyclic-type continuous cohomology of A=
lim→
m
Am and Am,m ∈ N. For example, we show that, for all n0, there exists a short exact
sequence
0 → lim←
m
(1)HCn−1(Am) →HCn(A) → lim←
m
HCn(Am) → 0.
There exist similar short exact sequences for the following Hochschild cohomologyH∗naive,
H∗bar andHH∗; see Section 3 for the deﬁnitions of these cohomology. Recall that, for a
strict inductive limit of nuclear Fréchet algebras Am and for continuous cyclic homology,
it was proved in [4] that
HCn(A, ⊗¯) = lim→
m
HCn(Am),
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where the continuous cyclic homology group HCn(A, ⊗¯) is deﬁned by means of the
inductive tensor product ⊗¯ [16].
We study topologically pure extensions of Fréchet spaces and continuous operators in
Section 2. It is well-known that extensions of nuclear Fréchet spaces are topologically pure.
We show that weakly admissible extensions of Fréchet spaces and extensions of Fréchet
algebras 0 → Y → Z → W → 0 such that Y has a left or right bounded approximate
identity are topologically pure.
We apply the above results to calculate the continuous Hochschild and cyclic-type ho-
mology and cohomology of some LF-algebras. In Theorem 4.8 we give explicit descriptions
of continuous periodic and cyclic homology and cohomology of a LF-algebra A= lim→
m
Am
where, for each m, a Fréchet algebra Am is a closed ideal of Am+1, has a left or right
bounded approximate identity and has trivial continuous naive Hochschild cohomology
groupsHnnaive(Am) for all n1.
2. Topologically pure extensions of Fréchet algebras
We recall some notation and terminology used in the theory of Fréchet and topological
algebras. Throughout the paper id denotes the identity operator. We denote the projective
tensor product of complete locally convex spaces by ⊗ˆ (see, for example [16,17]). Note
that by Z⊗ˆ0⊗ˆY we mean Y and by Z⊗ˆ1 we mean Z.
The categories of Fréchet and Banach spaces and continuous linear operators are denoted
byFr and Ban, respectively. In this paper, a Fréchet space is a topological vector space
which is locally convex, metrizable and complete.
For a topological vector space E, E∗ denote its dual space. For a subset V of E, the polar
of V is
V 0 = {g ∈ E∗ : |g(x)|1 for all x ∈ V }.
Throughout the paper, E∗ will always be equipped with the strong topology deﬁned by
taking as a basis of neighbourhoods of 0 the family of the polars of all bounded subsets of
E; see [32, II.19.2].
We say that the short exact sequence of topological vector spaces and continuous linear
operators
0 → Y i→Z j→W → 0 (1)
splits if there are continuous operators  : Z → Y and  : W → Z such that  ◦ i = idY ,
j ◦ = idW and i ◦ +  ◦ j = idZ .
By [18, Proposition 0.1.14], the short exact sequence Fréchet spaces and continuous
linear operators (1) splits if and only if there exists a continuous operator  : W → Z such
that j ◦= idW . This is also equivalent to the existence of a continuous operator  : Z → Y
such that ◦ i= idY . An extension of Fréchet algebras is called admissible if the underlying
short exact sequence splits inFr .
We say that the short exact sequence of Fréchet spaces and continuous linear operators
0 → Y i→Z j→W → 0
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weakly splits if the dual short sequence
0 → W ∗ j
∗
→Z∗ i∗→Y ∗ → 0 (1′)
splits. Note that, by Lemma 2.3 the dual sequence is also exact. Therefore, by [18, Theo-
rem 0.4.15], the short exact sequence (1′) splits if and only if there exists a continuous
operator  : Y ∗ → Z∗ such that i∗ ◦ = idY ∗ and j∗ is open.
An extension of Fréchet algebras is called weakly admissible if the underlying short exact
sequence of Fréchet spaces weakly splits. It is easy to see that any admissible short exact
sequence of Fréchet spaces is weakly admissible.
Deﬁnition 2.1. A short exact sequence of Fréchet spaces and continuous operators
0 → Y i→Z j→W → 0
is called topologically pure inFr if for every X ∈Fr the sequence
0 → X⊗ˆY idX⊗ˆi→ X⊗ˆZ idX⊗ˆj→ X⊗ˆW → 0
is exact.
An extension of Fréchet algebras is called topologically pure if the underlying short exact
sequence is topologically pure inFr .
Now let us recall Lemma 3.3 of [25] on topologically pure extensions in the category
of Banach spaces. There we proved that weakly admissible extensions of Banach spaces
are topologically pure. Therefore, admissible extensions of Banach spaces and extensions
of Banach algebras 0 → Y → Z → W → 0 such that Y has a left or right bounded
approximate identity are topologically pure [25, Lemmas 3.6]. By [6, II.1.8f and Remark
after II.1.9], an extension of Banach spaces is weakly admissible inBan if and only if it is
topologically pure in Ban.
In the category of Fréchet spaces the situation with topologically pure extensions is more
interesting. Firstly, it is known that extensions of nuclear Fréchet spaces are topologically
pure (see [15, Theorems A.1.6 and 1.5]. One can ﬁnd a number of examples of nuclear
Fréchet spaces and their properties in [32, Section 50].
As to the admissibility of extensions inFr , we recall the explicit description of Fréchet
spaces with complemented closed linear subspaces. The following result is presented in
[18, Proposition 0.1.17] and based on results of [23] and [16].
Proposition 2.2. Let E be a Fréchet space such that every closed linear subspace of E is
complemented. Then E is topologically isomorphic to one of the following Fréchet spaces:
(i) a Hilbert space; (ii) CN or (iii) CN × H , where H is an inﬁnite-dimensional Hilbert
space.
Here CN is the Fréchet space of all complex-valued sequences with pointwise conver-
gence.
Note that nuclear Fréchet spaces are reﬂexive, therefore, by [15, Theorems A.1.6 and
1.5], the short sequence of nuclear Fréchet spaces is weakly admissible if and only if it is
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admissible. Hence, the above facts and Lemma 2.4 show that the weak admissibility of an
extension implies topological purity of the extension inFr , but it is not equivalent to the
topological purity of the extension inFr .
We shall need the following technical results for Fréchet spaces, which extend known
results in the Banach case (see [20]) and certain partial results in the Fréchet case (see
Proposition 3.3.6 of [15]).
Lemma 2.3. (i) A short sequence
0 → E i→F →G → 0 (2)
inFr is exact if and only if the dual short sequence of the dual Fréchet spaces and dual
operators
0 → G∗ ∗→F ∗ i∗→E∗ → 0 (3)
is exact.
(ii) Let X be a sequence of Fréchet spaces and continuous linear operators
· · · dn−2← Xn−1 dn−1← Xn dn←Xn+1 dn+1← · · ·
and let X∗ be the dual sequence
· · · d
∗
n−2→ X∗n−1
d∗n−1→ X∗n
d∗n→X∗n+1
d∗n+1→ · · · .
The complex (X, d) inFr is exact if and only if its dual complex (X∗, d∗) of dual Fréchet
spaces is exact. Thus Hn(X, d) = 0 for all n if and only if Hn(X′, d∗) = 0 for all n.
Proof. (ii) (⇒) Firstly we shall prove that ifX is exact at the terms Xn−1 and Xn, thenX∗
is exact at the term X∗n. Since d∗nd∗n−1 = (dn−1dn)∗ = 0, it follows that Im d∗n−1 ⊆ Ker d∗n ;
we shall prove the converse inclusion. Let d∗nf = 0 for some f ∈ X∗n; then f = 0 on
Im dn and hence, since X is exact at the term Xn, f = 0 on Ker dn−1. Thus a functional
g0 is well deﬁned on Im dn−1 by g0(y) = f (x), where y ∈ Im dn−1 and x ∈ Xn is any
element with dn−1(x) = y. From the exactness of X at the term Xn−1, Im dn−1 coincides
with Ker dn−2 and is closed. By the open mapping principle for Fréchet spaces [32, Section
17], the corestriction of dn−1 on Im dn−1 is an open operator and therefore the continuity of f
implies the continuity of g0. The Hahn–Banach theorem ensures that there exists g ∈ X∗n−1
such that, for any x ∈ Xn,
gdn−1(x) = g0dn−1(x) = f (x),
in other words, d∗n−1g = f . The rest is clear.
(i) (⇐) Suppose that the short sequence of the dual Fréchet spaces and dual operators
(3) is exact.
The dual operator i∗ is onto, and therefore the Hahn–Banach theorem yields that i is
injective. By [14, Theorem 8.6.13], since i∗ is onto and so i∗(F ∗) is strongly closed in E∗,
Im i is closed in F.
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The dual operator ∗ is injective, and therefore, by [32, Corollary 5, Part II, Chapter 18],
Im  is dense in G. It follows from the exactness of the sequence (3) that Im ∗ = Ker i∗ is
closed, and therefore, by [14, Theorem 8.6.13], Im  is closed in G and hence Im = G.
It is clear that Im i ⊂ Ker  and we have proved that Im i is closed in F. We claim that
Im i =Ker . Suppose that there is x0 ∈ Ker  such that x0 /∈ Im i. By [32, Corollary 3, Part
II, Chapter 18], there exists a continuous linear functional f on Ker  such that f (x0) = 0
and f (Im i) = 0. One can see that f ∈ Ker i∗ and, since Im ∗ = Ker i∗, there is g ∈ G∗
such that f = g ◦ . Hence f (x0) = (g ◦ )(x0) = 0 because, by assumption, x0 ∈ Ker .
This contradiction shows that Im i = Ker . Thus the sequence (2) is exact.
(ii) (⇐) Suppose that X∗ is exact at the term X∗n+1; then Im d∗n = Ker d∗n+1 and d∗n is
strongly closed inX∗n+1. Hence by [14,Theorem8.6.13], Im dn is closed inXn. Suppose also
thatX∗ is exact at the termX∗n, that is, Im d∗n−1=Ker d∗n . It is obvious that Im dn ⊂ Ker dn−1.
Then one can prove that Im dn =Ker dn−1 using the same arguments as in Part (i) (⇐). 
Lemma 2.4. Let
0 → Y i→Z j→W → 0 (4)
be a weakly admissible sequence of Fréchet spaces and continuous operators. Then, for
every Fréchet space X, the sequence
0 → X⊗ˆY idX⊗i→ X⊗ˆZ idX⊗j→ X⊗ˆW → 0 (5)
is exact, that is, the sequence (4) is topologically pure.
Proof. Since the sequence (4) is weakly admissible, there are continuous linear operators
 : Y ∗ → Z∗ and : Z∗ → W ∗ such that i∗◦=idY ∗ ,◦j∗=idW ∗ and ◦i∗+j∗◦=idZ∗ .
Firstly, for Fréchet spaces E and F, E⊗ˆF is a Fréchet space too [31, p. 94]. By Lemma
2.3, it is enough to prove that the dual short sequence of the strong dual Fréchet spaces
0 ← (X⊗ˆY )∗ (idX⊗i)
∗
← (X⊗ˆZ)∗ (idX⊗j)
∗
← (X⊗ˆW)∗ ← 0
is exact.
By [32, Part III, Ex.45.3], idX⊗j is onto, hence (idX⊗j)∗ is injective. By [32, Corollary
34.1, Part II, Chapter 34], for Fréchet spaces X and Y, every separately continuous bilinear
form on X × Y is continuous. Hence there is an isomorphism of linear spaces
L(X, Y ∗) → (X⊗ˆY )∗ :  → ,
whereL(X, Y ∗) is the linear space of continuous linear operators from X to Y ∗,
(x ⊗ y) = [(x)](y), x ∈ X, y ∈ Y
and
(X⊗ˆY )∗ →L(X, Y ∗) : f → f ,
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where [f (x)](y) = f (x ⊗ y); x ∈ X, y ∈ Y . It is easy to see that, for a continuous linear
operator  : X → Y ∗,
 : X⊗ˆY → C : x ⊗ y → [(x)](y)
is well-deﬁned and continuous, since separately continuous bilinear forms on Fréchet spaces
are continuous. One can check that the map f is well-deﬁned too. Let us check that f :
X → Y ∗ is continuous. For the continuous functional f ∈ (X⊗ˆY )∗, there is a constant
K > 0 and continuous seminorms q1 and q2 on X andY, respectively such that, for all x ∈ X
and y ∈ Y ,
|[f (x)](y)| = |f (x ⊗ y)|K‖x‖q1‖y‖q2 .
For a bounded subset V ⊂ Y , there is a constant L2 > 0 such that ‖y‖q2L2 for all y ∈ V .
Therefore, for the polar V 0 ⊂ Y ∗, there is a neighbourhood of the origin U = {x ∈ X :
‖x‖q1 < 1/(K × L2)} such that [f (U)] ⊂ V 0 since, for all x ∈ U and y ∈ V ,
|[f (x)](y)| = |f (x ⊗ y)|K‖x‖q1‖y‖q2 <K ×
1
K × L2 × L2 = 1.
We deﬁne a map
 : (X⊗ˆY )∗ → (X⊗ˆZ)∗
by (f ) = ◦f for f ∈ (X⊗ˆY )∗ and a map
 : (X⊗ˆZ)∗ → (X⊗ˆW)∗
by (g)=◦g for g ∈ (X⊗ˆZ)∗. It is easy to see that  and  are linear operators. We can
check that (idX ⊗ i)∗ ◦ = id(X⊗ˆY )∗ ,  ◦ (idX ⊗ j)∗ = id(X⊗ˆW)∗ and
 ◦ (idX ⊗ i)∗ + (idX ⊗ j)∗ ◦ = id(X⊗ˆZ)∗ .
Hence the sequence (5) is exact and the sequence (4) is topologically pure. 
Lemma 2.5. Let
0 → B i→A j→D → 0 (6)
be an extension of Fréchet algebras. Suppose that B has a left or right bounded approxi-
mate identity (e)∈. Then (i) there is a continuous linear operator T :B∗ → A∗ such
that i∗ ◦ T = idB∗ , and (ii) the sequence (6) is topologically pure.
Proof. (i) Suppose that (e)∈ is a left bounded approximate identity of B and f ∈ B∗.
We shall deﬁne linear functionals 	,  ∈ , on A by
	(a) = f (i−1(i(e)a)), a ∈ A.
Firstly we wish to ﬁnd a neighbourhood V ⊂ A of the origin 0 such that all continuous
linear functionals 	,  ∈ , belong to the polar V 0 ={g ∈ A∗ : |g(x)|1 for all x ∈ V }.
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For f ∈ B∗, there exists a neighbourhood U ⊂ B of 0 such that f ∈ U0. Hence we need
to ﬁnd V such that
i−1(i(e)a) ∈ U for all a ∈ V and all  ∈ .
Since the multiplication m : Im i × A → Im i is a continuous operator, there are neigh-
bourhoods of the origins W1 ⊂ Im i and W2 ⊂ A such that
ya ∈ i(U) for all y ∈ W1 and all a ∈ W2.
By assumption (e)∈ is bounded, therefore, there exists a constant K > 0 such that
Ki(e) ⊂ W1 for all  ∈ .
Thus
Ki(e)a ⊂ i(U) for all  ∈  and all a ∈ W2.
Since f ∈ U0, we obtain that
|	(a)| = |f (i−1(i(e)a))|< 1 for all  ∈  and all a ∈ KW 2.
Hence all continuous linear functionals 	,  ∈ , belong to V 0 where V = KW 2. Note
that, by [30, Theorem III.6.6], V 0 is (A∗, A)-compact.
Consider the Fre´chet ﬁlter F on , with base {Q
 : 
 ∈ }, where
Q
 = { ∈  : 
}.
Thus
F = {E ⊂  : there is a 
 ∈  such that Q
 ⊂ E}.
Let UF be an ultraﬁlter on  which reﬁnes F. One can ﬁnd information on ﬁlters in [2].
Since V 0 is (A∗, A)-compact, by [13, Theorem 4.3.5], for all a ∈ A, there exists a limit
gf (a) = lim
→UF 	(a) = lim→UF f (i
−1(i(e)a)).
By [30, Proposition III.5.9], the limit is unique. It is easy to check that
gf : A → C
is a continuous linear functional. It is clear that the map
T : B∗ → A∗ : f → gf
is a linear operator. We claim that T is continuous. To prove this it is enough to show that,
for every bounded subset X ⊂ A, the subset
Y =
⋃

∈
i−1(i(e
)X)
of B is bounded and T (Y 0) ⊂ X0.
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For every f ∈ Y 0, we have |f (y)|1 for all y ∈ Y . Hence, for every x ∈ X and f ∈ Y 0,
|Tf (x)| =
∣∣∣∣ lim→UF f (i−1(i(e)x))
∣∣∣∣ 1
and therefore T (Y 0) ⊂ X0.
Since the multiplication m : Im i × A → Im i is continuous, for every continuous
seminorm p on Im i, there exist a constant M > 0 and continuous seminorms q1 and q2 on
Im i and A respectively such that
‖m(y, x)‖pM‖y‖q1‖x‖q2 for all y ∈ Im i and x ∈ A.
By assumption (e)∈ and X are bounded, hence
‖m(e, x)‖pM‖e‖q1‖x‖q2constant for all  ∈  and x ∈ X.
Thus Y is bounded in B.
Let us check that i∗ ◦ T = idB∗ . For every f ∈ B∗,
(i∗ ◦ T )(f ) = i∗(Tf ) = i∗(gf )
and, for every b ∈ B,
i∗(gf )(b) = gf (i(b)) = lim
→UF f (i
−1(i(e)i(b))) = lim
→UF f (eb) = f (b).
(ii) ByLemma2.3, it is enough to prove the exactness of the following dual short sequence
0 ← (X⊗ˆB)∗ (idX⊗i)
∗
← (X⊗ˆA)∗ (idX⊗j)
∗
← (X⊗ˆD)∗ ← 0. (6′)
As in Lemma 2.4, we deﬁne a linear operator
 : (X⊗ˆB)∗ → (X⊗ˆA)∗
by
(f )(x ⊗ a) = T ◦f (x ⊗ a) = lim→UF f (x ⊗ i
−1(i(e)a)),
where f ∈ (X⊗ˆB)∗, x ∈ X, a ∈ A.
Much as in part (i), it can be proved that the map
 : (X⊗ˆA)∗ → (X⊗ˆD)∗ : g → (g)
where
(g)(x ⊗ d) = lim
→UF g(x ⊗ (a − i(e)a)),
x ∈ X, d ∈ D and a ∈ A is such that j (a)= d, is well deﬁned and linear. It can be checked
that
(idX ⊗ i)∗ ◦ = id(X⊗ˆB)∗ ,  ◦ (idX ⊗ j)∗ = id(X⊗ˆD)∗
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and
 ◦ (idX ⊗ i)∗ + (idX ⊗ j)∗ ◦ = id(X⊗ˆA)∗ .
Hence the sequence (6′) is exact and the sequence (6) is topologically pure. 
One can ﬁnd examples of locally convex algebras with bounded approximate identities
in [35, Section 8].
3. Deﬁnitions and some properties of cyclic-type cohomology of locally convex
algebras
There is a powerful method based on mixed complexes for the study of the cyclic-type
homology groups; see papers by Kassel [21], Cuntz and Quillen [12] and Cuntz [11]. We
shall present this method for the categoryLCS of locally convex spaces and continuous
linear operators; see [3] for the category of Fréchet spaces. A mixed complex (M, b, B)
in the category LCS is a familyM = {Mn}n0 of locally convex spaces Mn equipped
with continuous linear operators bn : Mn → Mn−1 and Bn : Mn → Mn+1, which satisfy
the identities b2 = bB + Bb = B2 = 0. We assume that in degree zero the differential b is
identically equal to zero. We arrange the mixed complex (M, b, B) in the double complex
· · · · · · · · · · · ·
b ↓ b ↓ b ↓
M2
B← M1 B← M0
b ↓ b ↓
M1
B← M0
b ↓
M0
(7)
There are three types of homology theory that can be naturally associated with a mixed
complex. The Hochschild homology Hb∗ (M) of (M, b, B) is the homology of the chain
complex (M, b), that is,
Hbn (M) = Hn(M, b) = Ker {bn : Mn → Mn−1}/Im {bn+1 : Mn+1 → Mn}.
To deﬁne the cyclic homology of (M, b, B), let us denote by BcM the total complex of
the above double complex, that is,
· · · → (BcM)n b+B→ (BcM)n−1 → · · · b+B→ (BcM)0 → 0,
where the spaces
(BcM)0 = M0, . . . , (BcM)2k−1 = M1 ⊕ M3 ⊕ · · · ⊕ M2k−1
and
(BcM)2k = M0 ⊕ M2 ⊕ · · · ⊕ M2k
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are equipped with the product topology, and the continuous linear operators b + B are
deﬁned by
(b + B)(y0, . . . , y2k) = (by2 + By0, . . . , by2k + By2k−2)
and
(b + B)(y1, . . . , y2k+1) = (by1, . . . , by2k+1 + By2k−1).
The cyclic homology of (M, b, B) is deﬁned to be H∗(BcM, b + B). It is denoted by
H c∗ (M, b, B).
The periodic cyclic homology of (M, b, B) is deﬁned in terms of the complex
· · · → (BpM)ev b+B→ (BpM)odd b+B→ (BpM)ev b+B→ (BpM)odd → · · · ,
where even/odd chains are elements of the product spaces
(BpM)ev =
∏
n0
M2n and (BpM)odd =
∏
n0
M2n+1,
respectively. The spaces (BpM)ev/odd are locally convex spaces with respect to the product
topology [22, Section 18.3.(5)]. The continuous differential b +B is deﬁned as an obvious
extension of the above. The periodic cyclic homology of (M, b, B) is H p (M, b, B) =
H(BpM, b + B), where  ∈ Z/2Z.
There are also three types of cyclic cohomology theory associatedwith themixed complex,
obtained when one replaces the chain complex of locally convex spaces by its dual complex
of strong dual spaces. For example, the cyclic cohomology associated with the mixed com-
plex (M, b, B) is deﬁned to be the cohomology of the dual complex ((BcM)∗, b∗ + B∗)
of strong dual spaces and dual operators; it is denoted by H ∗c (M∗, b∗, B∗).
We shall need the following technical results for dual mixed complexes of locally con-
vex spaces. The proof is similar to that for homology groups ofmixed complexes [26, Propo-
sition 2.1].
Proposition 3.1. Let (M, b, B) be a mixed complex of locally convex spaces and let
(M∗, b∗, B∗) be the dual complex of strong dual spaces. Then, for any even integer N, say
N = 2K , and the following assertions, we have (i)N ⇒ (ii)N ⇒ (i)N+1 and (i)N ⇒ (iii)N:
(i)N for all nN ,
Hnb (M
∗, b∗) = {0}.
(ii)N for all kK , up to isomorphism of linear spaces,
H 2kc (M
∗, b∗, B∗) = HNc (M∗, b∗, B∗) and
H 2k+1c (M∗, b∗, B∗) = HN−1c (M∗, b∗, B∗).
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(iii)N up to isomorphism of linear spaces,
H 0p (M
∗, b∗, B∗) = HNc (M∗, b∗, B∗) and
H 1p (M
∗, b∗, B∗) = HN−1c (M∗, b∗, B∗).
Proof. (i)N ⇒ (ii)N and (ii)N ⇒ (i)N+1 follow from the exactness of the Connes–Tsygan
long exact sequence for cohomology groups [26, Section 2] and from [25, Lemma 3.1].
(i)N ⇒ (iii)N One can see that there is a short exact sequence of complexes andmorphisms
of complexes
0 → (Bp,cM, b + B) → (BpM, b + B) F→(BcM, b + B) → 0 (8)
where (Bp,cM, b+B) is by deﬁnition the sub-complexKer F of the complex (BpM, b+B)
and F is deﬁned by
F2n : (BpM)ev → (BcM)2n : (y0, . . . , y2k, . . .) → (y0, . . . , y2n),
and
F2n+1 : (BpM)odd → (BcM)2n+1 : (y1, . . . , y2k+1, . . .) → (y1, . . . , y2n+1).
Consider the dual to the morphism F of chain complexes. The morphism of cochain com-
plexes
F ∗ = {F ∗n } : ((BcM)∗, b∗ + B∗) → ((BpM)∗, b∗ + B∗)
indices a linear operator
Hn(F ∗) : Hnc (M∗, b∗ + B∗) → Hnp (M∗, b∗ + B∗)
for each n. We claim that, for all nN , Hn(F ∗) is an isomorphism.
Assume thatn=2m,wheremK . Let us show thatHn(F ∗) is injective. Let (f0, . . . , fn) ∈
(BcM)
∗
n be a cocycle, that is,
(b∗ + B∗)(f0, . . . , fn) = (b∗f0 + B∗f2, . . . , b∗fn−2 + B∗fn, b∗fn) = 0.
Suppose that Hn(F ∗)(f0, . . . , fn) = 0, that is,
(f0, . . . , fn, 0, . . .) ∈ Im(b∗ + B∗).
We have to show that (f0, . . . , fn) ∈ (BcM)∗n is a coboundary too. Since
(f0, . . . , fn, 0, . . .) ∈ Im(b∗ + B∗),
there is
(g1, . . . , gP , 0, . . .) ∈ (BpM)∗odd
such that
(b∗ + B∗)(g1, . . . , gP , 0, . . .) = (f0, . . . , fn, 0, . . .)
⇐⇒
(B∗g1, b∗g1 + B∗g3, . . . , b∗gn−1 + B∗gn+1, b∗gn+1 + B∗gn+3, . . . , b∗gP , 0, . . .)
=(f0, . . . , fn, 0, . . .).
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Therefore, b∗gP = 0. By assumption, for all nN , the cohomology of (M∗, b∗) vanishes,
and so there exists 	P−1 ∈ M∗P−1 such that b∗	P−1 = gP . Further, b∗gP−2 + B∗gP = 0.
Therefore, since b∗B∗ = −B∗b∗, one can see that
b∗(gP−2 − B∗	P−1) = b∗gP−2 − b∗B∗	P−1
= b∗gP−2 + B∗b∗	P−1 = b∗gP−2 + B∗gP = 0.
By assumption, for all nN , the cohomology of (M∗, b∗) vanishes, and so there exists
	P−3 ∈ M∗P−3 such that b∗	P−3 = gP−2 −B∗	P−1. Hence gP−2 = b∗	P−3 +B∗	P−1.
Therefore, one can check that there are 	P−1 ∈ M∗P−1,	P−3 ∈ M∗P−3, . . . ,	n+2 ∈
M∗n+2,	n ∈ M∗n such that
gP = b∗	P−1,
gP−2 = b∗	P−3 + B∗	P−1,
· · ·
gn+1 = b∗	n + B∗	n+2.
Further, b∗gn−1 + B∗gn+1 = fn. Therefore, since b∗B∗ = −B∗b∗ and B∗B∗ = 0, one can
see that
b∗(gn−1 − B∗	n) = b∗gn−1 − b∗B∗	n
= b∗gn−1 + B∗b∗	n = b∗gn−1 + B∗(gn+1 − B∗	n+2)
= b∗gn−1 + B∗gn+1 = fn.
Hence we can construct a cochain
(g1, . . . , gn−3, gn−1 − B∗	n) ∈ (BcM)∗n−1
such that
(b∗ + B∗)(g1, . . . , gn−3, gn−1 − B∗	n)
= (B∗g1, b∗g1 + B∗g3, . . . , b∗gn−3 + B∗(gn−1 − B∗	n), b∗(gn−1 − B∗	n))
= (f0, . . . , fn).
Therefore, (f0, . . . , fn) ∈ (BcM)∗n is coboundary and Hn(F ∗) is injective.
Let us show thatHn(F ∗) is surjective. Suppose (f0, . . . , fn, . . . , fL, 0, . . .) ∈ (BpM)∗ev
is a cocycle, that is,
(b∗ + B∗)(f0, . . . , fn, . . . , fL, 0, . . .)
= (b∗f0 + B∗f2, . . . , b∗fn + B∗fn+2, . . . , b∗fL, 0, . . .) = 0.
We have to ﬁnd a cocycle (g0, . . . , gn) ∈ (BcM)∗n such that
Hn(F ∗)(g0, . . . , gn) = (f0, . . . , fn, . . . , fL, 0, . . .) + Im(b∗ + B∗).
We have
(b∗f0 + B∗f2, . . . , b∗fn + B∗fn+2, . . . , b∗fL, 0, . . .) = 0,
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hence b∗fL=0. By assumption, for all nN , the cohomology of (M∗, b∗) vanishes, and so
there exists L−1 ∈ M∗L−1 such that b∗L−1 =fL. Further, b∗fL−2 +B∗fL = 0. Therefore,
since b∗B∗ = −B∗b∗, one can see that
b∗(fL−2 − B∗L−1) = b∗fL−2 − b∗B∗L−1
= b∗fL−2 + B∗b∗L−1 = b∗fL−2 + B∗fL = 0.
By assumption, for all nN , the cohomology of (M∗, b∗) vanishes, and so there exists
L−3 ∈ M∗L−3 such that b∗L−3 = fL−2 − B∗L−1. Hence fL−2 = b∗L−3 + B∗L−1.
One can check that there are L−1 ∈ M∗L−1, L−3 ∈ M∗L−3, . . . , n+1 ∈ M∗n+1, such that
fL = b∗L−1,
fL−2 = b∗L−3 + B∗L−1,
· · ·
fn+2 = b∗n+1 + B∗n+3.
Further, b∗fn +B∗fn+2 = 0. Therefore, since b∗B∗ = −B∗b∗ and B∗B∗ = 0, one can see
that
b∗fn = −B∗fn+2 = −B∗(b∗n+1 + B∗n+3) = −B∗b∗n+1 = b∗B∗n+1.
⇐⇒
b∗(fn − B∗n+1) = 0.
We claim that (f0, . . . , fn − B∗n+1) is a cocycle in (BcM)∗n and
Hn(F ∗)(f0, . . . , fn − B∗n+1) = (f0, . . . , fn, . . . , fL, 0, . . .) + Im(b∗ + B∗).
Note that
(b∗ + B∗)(f0, . . . , fn − B∗n+1) = (b∗f0 + B∗f2, . . . , b∗(fn − B∗n+1)) = 0.
Further,
(f0, . . . , fn, . . . , fL, 0, . . .) − (f0, . . . , fn − B∗n+1, 0, . . .)
= (0, . . . , B∗n+1, fn+2, . . . , fL, 0, . . .).
We can construct a cochain
(0, . . . , n+1, n+3, . . . , L−1, 0, . . .) ∈ (BpM)∗odd
such that
(b∗ + B∗)(0, . . . , n+1, n+3, . . . , L−1, 0, . . .)
= (0, . . . , B∗n+1, b∗n+1 + B∗n+3, . . . , b∗L−1, 0, . . .)
= (0, . . . , B∗n+1, fn+2, . . . , fL, 0, . . .).
Therefore, (0, . . . , B∗n+1, fn+2, . . . , fL, 0, . . .) is a coboundary. Thus Hn(F ∗) is surjec-
tive.
Similar arguments work in the odd case. 
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By a locally convex algebra we shall mean an algebra A over C (not necessarily unital)
which is a locally convex topological vector space in such a way that the ring multiplication
in A is jointly continuous. One can consult the books by Loday [24] or Connes [8] on
cyclic-type homological theory.
The continuous bar and ‘naive’ Hochschild homology of a complete locally convex
algebra A are deﬁned respectively as
Hbar∗ (A) = H∗(C(A), b′) and Hnaive∗ (A) = H∗(C(A), b),
where Cn(A) = A⊗ˆ(n+1), and the differentials b, b′ are given by
b′(a0 ⊗ · · · ⊗ an) =
n−1∑
i=0
(−1)i(a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an) and
b(a0 ⊗ · · · ⊗ an) = b′(a0 ⊗ · · · ⊗ an) + (−1)n(ana0 ⊗ · · · ⊗ an−1).
Note thatHnaive∗ (A) is just another way of writingH∗(A,A), the continuous homology of
A with coefﬁcients in A, as described in [17,20].
We denote by A+ the unitization of a complete locally convex algebra A and consider
the mixed complex (¯A+, b˜, B˜), where ¯
n
A+ = A⊗ˆ(n+1) ⊕ A⊗ˆn and
b˜ =
(
b 1 − 

0 −b′
)
, B˜ =
(
0 0
N 0
)
,
where 
(a1 ⊗ · · · ⊗ an) = (−1)n−1(an ⊗ a1 ⊗ · · · ⊗ an−1) and N = id + 
+ · · · + 
n−1
[24, 1.4.5]. The continuous Hochschild homology of A, the continuous cyclic homology of
A and the continuous periodic cyclic homology of A are deﬁned by
HH∗(A) = Hb∗ (¯A+, b˜, B˜), HC∗(A) = H c∗ (¯A+, b˜, B˜) and
HP∗(A) = H p∗ (¯A+, b˜, B˜),
where Hb∗ , H c∗ and H
p∗ are Hochschild homology, cyclic homology and periodic cyclic
homology of the mixed complex (¯A+, b˜, B˜) in the category LCS of locally convex
spaces and continuous linear operators.
There is also a cyclic cohomology theory associated with a complete locally convex
algebra A, obtained when one replaces the chain complexes of A by their dual complexes
of strong dual spaces. For example, the continuous bar cohomology Hnbar(A) of A is the
cohomology of the dual complex (C(A)∗, (b′)∗) of (C(A), b′) [8,24].
It is well-known that, for a Banach algebra A with a left or right bounded approximate
identity,Hnbar(A) = {0} for all n0, andHbarn (A) = {0} for all n0 [20].
Proposition 3.2. Let A be a Fréchet algebra with a left or right bounded approximate
identity. Then the standard bar homology complex
0 ←− A b
′
0←−A⊗ˆA · · · ←− A⊗ˆn b
′
n←−A⊗ˆ(n+1) ←− · · · , (C∼(A))
splits weakly. Consequently,Hnbar(A)= {0} for all n0, andHbarn (A)= {0} for all n0.
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Proof. To show that the sequence
0 −→ A∗ (b
′
0)
∗
−→(A⊗ˆA)∗ · · · −→ (A⊗ˆn)∗ (b
′
n)
∗
−→(A⊗ˆ(n+1))∗ (b
′
n+1)∗−→ · · · , (C∼(A)∗)
splits we need to construct continuous linear operators
sn : (A⊗ˆ(n+1))∗ → (A⊗ˆn)∗
such that (b′n)∗ ◦ sn + sn+1 ◦ (b′n+1)∗ = id(A⊗ˆ(n+1))∗ for all n0 and s0 ◦ (b′0)∗ = id(A)∗ .
Suppose that (e)∈ is a left bounded approximate identity in A and f ∈ (A⊗ˆ(n+1))∗. We
shall deﬁne linear functionals 	,  ∈ , on A⊗ˆn by
	(a1 ⊗ a2 ⊗ · · · ⊗ an) = f (e ⊗ a1 ⊗ a2 ⊗ · · · ⊗ an), ai ∈ A, i = 1, 2, . . . , n.
Firstly we wish to ﬁnd a neighbourhood V ⊂ A⊗ˆn of the origin 0 such that all continu-
ous linear functionals 	,  ∈ , belong to the polar V 0 ={g ∈ (A⊗ˆn)∗ : |g(u)|1 for all
u ∈ V }.
For f ∈
(
A⊗ˆ(n+1)
)∗
, there exist a constant M > 0 and a projective tensor product
p(q1, q2, . . . , qn+1) of continuous seminorms q1, q2, . . . , qn+1 on A such that
|f (u)|M‖u‖p(q1,q2,...,qn+1) for all u ∈ A⊗ˆ(n+1).
By assumption (e)∈ is bounded, and therefore there exists a constant K > 0 such that
‖e‖q1K for all  ∈ .
For the neighbourhood
V =
{
v ∈ A⊗ˆn : ‖v‖p(q2,...,qn+1) <
1
M × K
}
of 0 in A⊗ˆn it is easy to see that
|	(v)| = |f (e ⊗ v)|M‖e ⊗ v‖p(q1,q2,...,qn+1)
M‖e‖q1‖v‖p(q2,...,qn+1) < 1
for all v ∈ V . Hence all continuous linear functionals 	,  ∈ , belong to V 0.
Consider the Fre´chet ﬁlter F on , with base {Q
 : 
 ∈ }, where
Q
 = { ∈  : 
}.
Thus
F = {E ⊂  : there is a 
 ∈  such that Q
 ⊂ E}.
Let UF be an ultraﬁlter on  which reﬁnes F. One can ﬁnd information on ﬁlters in [2].
Since V 0 is ((A⊗ˆn)∗, A⊗ˆn)-compact (see [30, Theorem III.6.6]), by [13, Theorem 4.3.5],
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for all u ∈ A⊗ˆn, the limit
gf (u) = lim
→UF 	(u) = lim→UF f (e ⊗ u)
exists. By [30, Proposition III.5.9], the limit is unique. It is easy to check that
gf : A⊗ˆn → C
is a continuous linear functional. It is clear that the map
sn :
(
A⊗ˆ(n+1)
)∗ → (A⊗ˆn)∗ : f → gf
is a linear operator. We claim that sn is continuous. To prove this it is enough to show that,
for every bounded subset X ⊂ A⊗ˆn, the subset
Y =
⋃

∈
{e
 ⊗ u : u ∈ X}
of A⊗ˆ(n+1) is bounded and sn(Y 0) ⊂ X0.
By assumption (e)∈ and X are bounded, and thereforeY is bounded. For every f ∈ Y 0,
|sn(f )(u)| =
∣∣∣∣ lim→UF f (e ⊗ u)
∣∣∣∣ 1
for all u ∈ X, and therefore sn(Y 0) ⊂ X0.
Let us check that
(b′n)∗ ◦ sn + sn+1 ◦ (b′n+1)∗ = id(A⊗ˆ(n+1))∗ .
For f ∈ (A⊗ˆ(n+1))∗ and for ai ∈ A, i = 1, 2, . . . , n + 1, we have(
(b′n)∗ ◦ sn + sn+1 ◦ (b′n+1)∗
)
(f )(a1 ⊗ a2 ⊗ · · · an+1)
= sn(f )(b′n(a1 ⊗ a2 ⊗ · · · an+1)) + sn+1
(
(b′n+1)∗(f )
)
(a1 ⊗ a2 ⊗ · · · an+1)
= lim
→UF f (e ⊗ (b
′
n(a1 ⊗ a2 ⊗ · · · an+1)))
+ lim
→UF((b
′
n+1)∗(f ))(e ⊗ a1 ⊗ a2 ⊗ · · · an+1)
= lim
→UF f (e ⊗ (b
′
n(a1 ⊗ a2 ⊗ · · · an+1)))
+ lim
→UF f (b
′
n+1(e ⊗ a1 ⊗ a2 ⊗ · · · an+1))
= lim
→UF f (e ⊗ (b
′
n(a1 ⊗ a2 ⊗ · · · an+1))) + lim→UF f (ea1 ⊗ a2 ⊗ · · · an+1)
− lim
→UF f (e ⊗ (b
′
n(a1 ⊗ a2 ⊗ · · · an+1)))
= f (a1 ⊗ a2 ⊗ · · · an+1).
Therefore the sequence (C∼(A)∗) splits and, consequently,Hnbar(A)={0} for all n0. By
Lemma 2.3,Hbarn (A) = {0} for all n0. 
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Example 3.3. Let n(x) = (1 + |x|)1−1/n, 0(x) = 1 + |x| and let
An =
{
f ∈ L1(R) : pn(f ) =
∫ +∞
−∞
|f (x)|n(x) dx <∞
}
, n = 0, 1, . . . .
Then An is a Banach algebra under the norm pn. Let
A =
∞⋂
n=1
An
topologized by the collection of norms pn, n= 0, 1, . . . . Then A is a Fréchet algebra with
bounded approximate identity [10]. Thus, for this algebra,Hnbar(A)={0} andHbarn (A)={0}
for all n0.
4. Homology and cohomology of locally convex strict inductive limits of Fréchet
algebras
Firstly, we recall some notation and terminology used in locally convex spaces and in
topological algebras, and we give some necessary explanations. They can be found in the
books by Mallios [27] on topological algebras and by Jarchow [19] or Köthe [22] on locally
convex spaces.
Projective limits: Let (E, T,)(, ) be a projective system of topological vector spaces.
The subspace F of
∏
∈E which consists of all (x) ∈
∏
∈E such that T,x = x
holds whenever ,  ∈  and  is called the projective limit of the projective system.
We always consider F as a topological vector space with respect to the relative topology of
the product. We denote the projective limit by lim←

E [19, Section 2.6].
Recall that a projective system (Ej , Tj,k)(N, ) with the property that all structural maps
Tj,k : Ek → Ej , jk, have dense range is called a Mittag–Lefﬂer system [15, Def-
inition 3.2.10]. By [15, Theorem 3.2.4 and Lemma 3.2.3], for a Mittag–Lefﬂer system
(Ej , Tj,k)(N, ), lim
(1)
←
j
Ej = {0}. The deﬁnition of lim(n)←
j
, n0, the topological derived
functors of lim←
j
, can be found in [29] or [15, Section 3.2]. On ignoring the topology in
lim(1)←
j
Ej we obtain the algebraic lim(1)←
j
Ej ; see [34, Section 3.5] for the algebraic case.
Inductive limits: Let (E, S,)(, ) be an inductive system of locally convex topological
vector spaces and let I : E →⊕∈E,  ∈ , be the canonical injections. Let L be the
linear span of the union of all Im(I − I ◦ S,), where ,  ∈  such that . Then the
quotient space (
⊕
∈E)/L, endowed with the inductive locally convex topology relative
to the mappings
S : E →
⎛
⎝⊕
∈
E
⎞
⎠/L, x → I(x) + L,  ∈ ,
is called the locally convex inductive limit of (E, S,)(, ).We denote the locally convex
inductive limit by lim→

E [27, Chapter IV, Section 2].
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Recall that an inductive system (E, S,)(, ) of topological vector spaces, as well as
the corresponding inductive limit, is said to be reduced if the maps
S : E → lim→

E
are injective for every  ∈ . For a reduced inductive system (E, S,)(, ), as a linear
space, lim→

E is just the union⋃∈E [19, Section 4.5].
In the case where (, ) is N with its natural order, a reduced inductive system
(Em, Sm,n)
N of locally convex topological vector spaces, and the corresponding inductive
limit, are said to be strict if the locally convex topological vector space En is a subspace
of Em and Sm,n is the embedding of En into Em whenever n,m ∈ N satisfy nm and the
topology of En is equal to that induced by Em.
Locally convex inductive limits of locally convex topological algebras: An inductive
system of locally convex topological algebras is, by deﬁnition, an inductive system
(A, S,)
(, ) of locally convex topological vector spaces such that A,  ∈ , are
locally convex topological algebras and S,, with  in , are continuous morphisms
of algebras [27, Deﬁnition IV.2.1]. The locally convex inductive limit A = lim→

A is a
locally convex algebra with jointly continuous multiplication if this is the case for each of
the locally convex topological algebras A,  ∈ , [27, Section IV, Lemma 2.2].
Let (Am, Sm,)(N, ) be a strict increasing sequence of Fréchet algebras Am and contin-
uous morphisms Sm, of algebras. Then the locally convex inductive limit A = lim→mAm =⋃∞
m=1Am has a natural LF-topology. Recall that a convex subset V of A is a neighbourhood
of zero in this topology if and only if, for each m, V ∩ Am is a neighbourhood of zero in
the Fréchet space Am. It is well known that A is a complete Hausdorff locally convex space
and it is an algebra with jointly continuous multiplication; see [32, Section 10] and [27,
Chapter IV].
Lemma 4.1. Let E = lim→

E and F = lim→

F be locally convex inductive limits of
inductive systems of Fréchet spaces (E, S,)(, ) and (F, T,)(
′, )
, let G be a lo-
cally convex space and let 	 : E × F → G be a separately continuous bilinear operator.
Then 	 is jointly continuous.
Proof. By [31, Section III.5], for every pair of indices (, ), the map
	 ◦ (S × T) : E × F → G
is jointly continuous. Hence, by [27, Lemma IV.2.1] 	 is jointly continuous too. 
We denote the inductive tensor product of locally convex spaces E and F by E⊗iF and
the complete inductive tensor product of complete locally convex spaces E and F by E⊗¯F
[16,18, 0.3.47]. Note that, for Fréchet spaces E and F, E⊗ˆF = E⊗¯F . The next corollary
shows that the same is true more generally.
Corollary 4.2. If E and F are strict inductive limits of Fréchet spaces thenE⊗ˆF andE⊗¯F
are topologically isomorphic.
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Proof. It follows from Lemma 4.1 and the universality properties of the inductive and
projective tensor products, see [17, II.4.2]. 
Theorem 4.3. Let (Am, Tm,n)(N, ) be a strict inductive system of Fréchet algebras. Sup-
pose that, for each m, the sequence of Fréchet spaces and continuous operators
0 → Am → Am+1 → Am+1/Am → 0
is topologically pure. Let A be the locally convex inductive limit algebra A = lim→
m
Am.
Then, up to isomorphism of linear spaces, for all n0,
Hnaiven (A) = lim→
m
Hnaiven (Am), H
bar
n (A) = lim→
m
Hbarn (Am),
HHn(A) = lim→
m
HHn(Am), HCn(A) = lim→
m
HCn(Am).
Proof. We need the following lemma.
Lemma 4.4. Let (Am, Sm,)(N, ) be a strict inductive system of Fréchet algebras. Suppose
that, for each m, the sequence of Fréchet spaces and continuous operators
0 → Am Sm+1,m−→ Am+1 m+1−→ Am+1/Am → 0
is topologically pure. Let A be the locally convex inductive limit algebra A = lim→
m
Am.
Then, for each n ∈ N, (A⊗ˆnm , S⊗ˆnm,)(N, ) is a strict inductive system of Fréchet algebras and
A⊗ˆn = lim→
m
A⊗ˆnm .
Proof. By virtue of the assumption, for each m and for any Fréchet space E, the short
sequence
0 → Am⊗ˆE Sm+1,m⊗ˆidE−→ Am+1⊗ˆE m+1⊗ˆidE−→ (Am+1/Am)⊗ˆE → 0
is exact. Therefore, Im(Sm+1,m⊗ˆidE) = Ker(m+1⊗ˆidE) is closed and Sm+1,m⊗ˆidE is
injective. By [14, Theorem 8.6.13], Sm+1,m⊗ˆidE is a topological monomorphism, that is,
it is continuous, injective and open. Recall that, up to topological isomorphism, for any
Fréchet spaces E and F, E⊗ˆF = F ⊗ˆE. Hence, for each m and for any Fréchet spaces E
and F, the linear operator idE⊗ˆSm+1,m⊗ˆidF : E⊗ˆAm⊗ˆF → E⊗ˆAm+1⊗ˆF is injective
and has closed image.
We can see that, for each n ∈ N,
S⊗ˆnm+1,m = (Sm+1,m⊗ˆidA⊗ˆ(n−1)m ) ◦ (idAm+1⊗ˆSm+1,m⊗ˆidA⊗ˆ(n−2)m ) ◦ · · ·
◦ (id
A
⊗ˆ(n−1)
m+1
⊗ˆSm+1,m).
Thus S⊗ˆnm+1,m : A⊗ˆnm → A⊗ˆnm+1 is injective and has a closed image, and so, by [14, Theorem
8.6.13], it is a topological monomorphism. Therefore, for each n ∈ N, (A⊗ˆnm , S⊗ˆnm,)(N, ) is
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a strict inductive system. By [32, Theorem 13.1], lim→
m
A⊗ˆnm is complete and, by Corollary
4.2 and [16, Proposition I.3.14], up to topological isomorphism,
A⊗ˆn = lim→
m
A⊗ˆnm . 
Conclusion of the proof of Theorem 4.3. Let us prove the result forHC∗. By deﬁnition,
HCn(A) = Hn(Bc¯A+, b˜ + B˜), where
(Bc¯A+)0 = A, . . . ,(
Bc¯A+
)
2k−1 =
(
A⊗ˆ2 ⊕ A
)
⊕
(
A⊗ˆ4 ⊕ A⊗ˆ3
)
⊕ · · · ⊕
(
A⊗ˆ(2k) ⊕ A⊗ˆ(2k−1)
)
and (
Bc¯A+
)
2k = A ⊕
(
A⊗ˆ3 ⊕ A⊗ˆ2
)
⊕ · · · ⊕
(
A⊗ˆ(2k+1) ⊕ A⊗ˆ(2k)
)
.
By Lemma 4.4, since inductive limits commute with direct sums,
(
Bc¯A+
)
2k−1= lim→
m
(
(A⊗ˆ2m ⊕Am)⊕
(
A⊗ˆ4m ⊕A⊗ˆ3m
)
⊕ · · ·⊕
(
A⊗ˆ(2k)m ⊕A⊗ˆ(2k−1)m
))
,
(
Bc¯A+
)
2k = lim→
m
(
Am ⊕
(
A⊗ˆ3m ⊕ A⊗ˆ2m
)
⊕ · · · ⊕
(
A⊗ˆ(2k+1)m ⊕ A⊗ˆ(2k)m
))
and the chain complex (Bc¯A+), b˜ + B˜) is a locally convex inductive limit of the strict
inductive system of chain complexes ((Bc¯(Am)+), b˜+ B˜). Using the fact that homology
commutes with inductive limits; see [5, Proposition V.9.3], we have
HCn(A) = lim→
m
HCn(Am).
The same method works for the homology groupsHnaive∗ ,Hbar∗ , andHH∗. 
Theorem 4.5. Let (Am, Tm,n)(N, ) be a strict inductive system of Fréchet algebras. Sup-
pose that, for each m, the sequence of Fréchet spaces and continuous operators
0 → Am → Am+1 → Am+1/Am → 0
is topologically pure. Let A be the locally convex inductive limit algebra A = lim→
m
Am.
Then, for all n1, the following short sequences:
0 → lim←
m
(1)Hn−1naive(Am) →Hnnaive(A) → lim←
i
Hnnaive(Am) → 0,
0 → lim←
m
(1)Hn−1bar (Am) →Hnbar(A) → lim←
m
Hnbar(Am) → 0,
0 → lim←
m
(1)HHn−1(Am) →HHn(A) → lim←
m
HHn(Am) → 0
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and
0 → lim←
m
(1)HCn−1(Am) →HCn(A) → lim←
m
HCn(Am) → 0
are exact.
Proof. We shall need the following technical result.
Lemma 4.6. Let (Bm, Tm,)(N, ) be a strict inductive system of Fréchet spaces. Let B be
the locally convex inductive limit B = lim→
m
Bm. Then
(i) the dual system (B∗m, T ∗m,)(, ) satisﬁes the algebraic Mittag–Lefﬂer condition
[34, Deﬁnition 3.5.6];
(ii) lim(1)←
m
B∗m = {0};
(iii) up to isomorphism of linear spaces, B∗ = lim←
m
B∗m.
Proof. By assumption, (Bm, Tm,)(N, ) is a strict inductive system of Fréchet spaces.
Hence, by [19, Proposition 4.5.3], the locally convex inductive limit B = lim→
m
Bm is
Hausdorff. By [19, Proposition 8.8.12], the dual system of (Bm, Tm,)(N, ), that is,
(B∗m, T ∗m,)(N, ) is a projective system, and the dual of lim→mBm can be identiﬁed as a
linear space with the projective limit lim←
m
B∗m.
By assumption, for each m,  ∈ N such that ml, Tm, is an monomorphism. Hence,
by [14, 8.6.17], for each m,  ∈ N such that ml, the dual linear operator T ∗m, is onto.
Therefore, the projective system (B∗m, T ∗m,)(N, ) satisﬁes the algebraicMittag–Lefﬂer con-
dition [34, Deﬁnition 3.5.6]. By [34, Proposition 3.5.7], for the Mittag–Lefﬂer projective
system (B∗m, T ∗m,)(N, ), lim
(1)
←
m
B∗m = {0}. 
Conclusion of the proof of Theorem 4.5. By Lemmas 4.4 and 4.6, the cochain complex
((Bc¯A+)∗, b˜∗ + B˜∗) is a projective limit of a projective system of cochain complexes
((Bc¯(Am)+)∗, b˜∗ + B˜∗) satisfying the algebraic Mittag–Lefﬂer condition, and, for each
n0,
lim←
m
(1)(Bc¯(Am)+)∗n = {0}.
By [34, Theorem 3.5.8], for any sequence of cochain complexes Ci of linear spaces satis-
fying the algebraic Mittag–Lefﬂer condition and morphisms of complexes
· · · → Ci+1 → Ci → · · · → C1 → 0
and for the cochain complex C = lim←
i
Ci , the following sequence
0 → lim←
i
(1)Hn−1(Ci) → Hn(C) → lim←
i
Hn(Ci) → 0
Zinaida A. Lykova / Journal of Pure and Applied Algebra 205 (2006) 471–497 493
is exact for each n. Therefore, by Lemma 4.6 and Lemma 4.4, for the sequence of cochain
complexes of linear spaces and morphisms of complexes
· · · ((Bc¯(Am+1)+)∗, b˜∗ + B˜∗) → ((Bc¯(Am)+)∗, b˜∗ + B˜∗)
· · · → ((Bc¯(A1)+)∗, b˜∗ + B˜∗) → 0
and for the cochain complex
((Bc¯A+)∗, b˜∗ + B˜∗) = lim←
m
((Bc¯(Am)+)∗, b˜∗ + B˜∗),
the following short sequence
0 → lim←
m
(1)HCn−1(Am) →HCn(A) → lim←
m
HCn(Am) → 0
is exact for each n. The same method works for the cohomology groupsH∗naive,H∗bar and
HH∗. 
Corollary 4.7. Let (Am, Tm,n)(N, ) be a strict inductive system of nuclear Fréchet al-
gebras. Let A be the locally convex inductive limit algebra A = lim→
m
Am. Then, up to
isomorphism of linear spaces, for homology groups H∗ =Hnaive∗ ,Hbar∗ ,HH∗ andHC∗,
Hn(A) = lim→
m
Hn(Am)
for all n0; and, for cohomology groups H ∗ = H∗naive, H∗bar, HH∗ and HC∗, the
following short sequence:
0 → lim←
m
(1)Hn−1(Am) → Hn(A) → lim←
m
Hn(Am) → 0
is exact for each n.
Proof. By [15, TheoremsA.1.6 and 1.5], for each m, the sequence of nuclear Fréchet spaces
and continuous operators
0 → Am → Am+1 → Am+1/Am → 0
is topologically pure. The result follows from Theorems 4.3 and 4.5. 
The space of continuous traces on a topological algebra A is denoted by Atr , that is,
Atr = {f ∈ A∗ : f (ab) = f (ba) for all a, b ∈ A}.
The closure in A of the linear span of elements of the form {ab− ba : a, b ∈ A} is denoted
by [A,A]. Recall that b0 : A⊗ˆA → A is uniquely determined by a ⊗ b → ab − ba.
Theorem 4.8. Let (Am, Tm,)(N, ) be a strict inductive system of Fréchet algebras and let
A be the locally convex inductive limit algebra A= lim→
m
Am. Suppose that, for each m, Am
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is a closed ideal of Am+1, has a left or right bounded approximate identity, and that the
continuous cohomology groupsHnnaive(Am)={0} for alln1 andH1naive(Am+1/Am)={0}.
Then,
(i) for all 0,HC2(A) = A/[A,A] andHC2+1(A) = {0};
(ii) HP0(A) = A/[A,A] andHP1(A) = {0};
(iii) for all 0,HC2(A) = Atr andHC2+1(A) = {0};
(iv) HP0(A) = Atr andHP1(A) = {0}.
Proof. By assumption, for each m, Am has a left or right bounded approximate identity.
Hence, by Lemma 2.5, for each m, the sequence of Fréchet spaces and continuous operators
0 → Am → Am+1 → Am+1/Am → 0
is topologically pure. Hence, for the locally convex inductive limit algebra A = lim→
m
Am,
the conditions of Theorems 4.3 and 4.5 are satisﬁed.
By Proposition 3.2, for each m, sinceAm has a left or right bounded approximate identity,
Hbarn (Am) = {0} for all n0, andHnbar(Am) = {0} for all n0. Thus, by Theorems 4.3
and 4.5,
Hbarn (A) = {0} for all n0, and Hnbar(A) = {0} for all n0.
Hence, by [26, Section 3], for all n0,
HHn(A) =Hnaiven (A) and HHn(A) =Hnnaive(A).
By assumption, for each m, Hnnaive(Am) = {0} for all n1. By [26, Proposition 2.4],
Hnaiven (Am) = {0} for all n1. Hence, by Theorem 4.3,
HHn(A) =Hnaiven (A) = lim→
m
Hnaiven (Am) = {0} for all n1
and, by deﬁnition of ‘naive’ Hochschild homology of A,
HH0(A) =Hnaive0 (A) = A/Im b0.
By deﬁnition,H0naive(Am)=Atrm for each m. Note that, by assumption, for each m,H1naive
(Am+1/Am) = {0}. Hence, by [3, Theorem 2], for each m, the short sequence
0 → (Am+1/Am)tr → Atrm+1 → Atrm → 0
is exact and, for each m,  ∈ N such that ml, the dual linear operator T ∗m, is onto.
Therefore the projective system (Atrm, T ∗m,) satisﬁes the algebraic Mittag–Lefﬂer condition
[34, Deﬁnition 3.5.6]. By [34, Proposition 3.5.7],
lim←
m
(1)H0naive(Am) = lim←
m
(1)Atrm = {0}.
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Hence, by Theorem 4.5,HHn(A) = {0} for all n1. By deﬁnition of ‘naive’ Hochschild
cohomology of A,
HH0(A) =H0naive(A) = Atr .
By [26, Proposition 2.4], the fact thatHnnaive(A)={0} for all n1 implies thatHnaive0 (A) is
Hausdorff and therefore thatHnaive0 (A)=A/[A,A]. Statements (i) and (iii) follow from the
exactness of the long Connes–Tsygan sequences of continuous homology and cohomology
[26, Section 3]. Statements (ii) follows from [26, Proposition 2.1] for N = 1. Statements
(iv) follows from Proposition 3.1 for N = 1. 
A Banach algebra A such that continuous Hochschild cohomologyHn(A,X∗)={0} for
all n1 and for all dual A-bimodules X∗ is called amenable [20].
Corollary 4.9. Let (Am, Tm,n)(N, ) be a strict inductive system of amenable Banach al-
gebras and let A be the locally convex inductive limit algebra A = lim→
m
Am. Suppose that,
for each m, Am is a closed ideal of Am+1. Then,
(i) for all 0,HC2(A) = A/[A,A] andHC2+1(A) = {0};
(ii) HP0(A) = A/[A,A] andHP1(A) = {0};
(iii) for all 0,HC2(A) = Atr andHC2+1(A) = {0};
(iv) HP0(A) = Atr andHP1(A) = {0}.
Proof. By assumption, for each m, Am is amenable, and therefore Am has a bounded
approximate identity and Am/Am−1 is amenable. By the deﬁnition of amenability, for
each m,
Hnnaive(Am) =Hn(Am,A∗m) = {0}
for all n1. Hence all conditions of Theorem 4.8 are satisﬁed. 
Example 4.10. Let  be a Hausdorff locally compact topological space which admits a
fundamental sequence of compact subsets, say (Km)m∈N; that is, every compact K ⊂  is
contained in Kn for some n ∈ N. We may always suppose that the sequence (Km)m∈N is
increasing, therefore, the sequence of C∗-algebras CKm() of continuous complex-valued
continuous functions onwith compact supports onKm,m ∈ N, is an increasing sequence.
By [27, IV.4.(1)], the locally convex strict inductive limit of C∗-algebras CKm(), m ∈ N,
C00() = lim→
m
CKm()
is the algebra of all complex-valued continuous functions onwith compact support. Each
C∗-algebra CKm() is amenable. By Corollary 4.9, since C00() is commutative,
HP0(C00()) =HC2(C00()) = C00(),
HP1(C00()) =HC2+1(C00()) = {0} for all 0,
HP0(C00()) =HC2(C00()) = C00()∗
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and
HP1(C00()) =HC2+1(C00()) = {0} for all 0.
Note that C00()∗ is the space of Radon measures on  [27, IV.4.(1)].
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