Abstract-This paper explores the multiplicity of solutions for a Certain class of fractional elliptic equation under the Dirichlet boundary conditions. By using the asymptotic property of the nonlinear term f(x,u) at zero and at infinite point, the mountain pass theorem and proper truncation methods can be applied to get both a positive and a negative solution for all parameters under the condition of not satisfying the Ambrosetti-Rabinowitz.
INTRODUCTION
In this paper, we study the multiplicity of solutions for the following fractional elliptic: 
Fractional Laplace operator ( ) s
 is an infinitesimal generator of Le'vy during its steady state diffusion process, which has been widely used in many fields. In order to study the nontrivial solution of nonlinear equations, AR condition is often used to ensure the compactness of corresponding energy. In recent years, many researchers have confronted with the multiplicity of various nonlinear solutions when it fails to satisfy the AR condition, but researches of multiplicity the fractional order elliptic equations has gradually got more attention in recent years . In this paper, we mainly explore the multiplicity of solutions of fractional order elliptic equations with parameters. With mountain pass theorem, we get both a positive and a negative solution for all parameters while not satisfying the Ambrosetti-Rabinowitz.
Note:
Suppose the function f(x,u) on (1) meet the following conditions:
(H 2 ) there exists positive C 1 , C 2 , p, and: 1 2 0 t t   or 2 1 0 t t   and uniformly for a.e. x   . condition is not satisfied, [3] discussed the multiplicity of solutions for problem (1) when s=1. In this paper, under the influence of the parameters  , we discussed the multiplicity of solutions for fractional Laplacian equations (1) when the (AR) condition is not satisfied.
II. MAIN RESULTS

Theorem 1. If hypotheses (H 1 )-(H
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and u is the solution of (2). Furthermore, according to the principle of the maximum value, u>0 in  . Therefore, u is also the solution of (1).
Similarly, definite:
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