1. Introduction. Let the function/(z) be continuous on a compact set E of the z-plane. If E has no isolated points there exists [1, §12.3] for each pair of nonnegative integers (n, p.) a rational function Wnu(z) of type (n, /*), i.e., a function of the form anz"+an_1z't-1+..-+flo A., .
bu.zr-T-bv.-yzr M-l-Oo 0 which is of best uniform approximation to f(z) on E in the sense that for all rational functions rnu(z) of type (n, /*) we have
Enii(f) = [max |/(z)-IFnB(z)| ; z on E] S [max |/(z)-rB(1(z)| ; z on £].
The Wnu(z) need not be unique but any particular determination of them will suffice for our purposes. We note that if/(z) is meromorphic with infinitely many poles in the finite plane and if no more than one pole of/(z) lies on each r", then Theorem 1 can be applied in turn to each row of the Walsh array. However if/(z) has, say, r (> 1) poles on rp, then the convergence properties of the rows p + 2 through p+r are not included in Theorem 1. It is the aim of the present paper to give suitable hypotheses under which these rows do in fact converge. We shall prove in §3 that if £ has a smooth boundary and the function f(z) of Theorem 1 is analytic on r" except for a pole of order r (> 1) in the point aer"(o not a critical point of G(z)), then for constant v, 0 < v < r, and n sufficiently large each of the best approximating rational functions WntU + v(z) has precisely p + v finite poles, p. of which approach the p poles of f(z) in EB and v of which approach the point a. Consequently the Wn-tf + v(z) must converge uniformly to/(z) on each compact subset of E0 which contains no pole of/(z). We show also, by methods recently used by the author [5] , that the sequence Wn,u+V(z) can converge in at most a finite number of points exterior to Tp. Furthermore we prove that 0 < Ax Ú n1 +2v">"£"," + v(/) Ú A2 < co, n > 0, and finally, in §4, we show how the techniques of §3 may be applied in certain cases where f(z) has poles in more than one point on rp. As a basis for establishing the above results we define, in §2, a special sequence of interpolating rational functions which have properties analogous to those established by R. Wilson [6] , [7] , [8] for the rows of the Padé table.
2. An interpolating sequence. Throughout the remainder of the paper we shall assume that the point set £ is the closed interior of a finite number of mutually exterior Jordan curves Cl7 C2,..., Cm, where each C¡ is of class A, i.e., each C¡ can be represented parametrically in terms of arc length s by x=x(s), y=y(s), where x(s) and y(s) possess second derivatives with respect to s which satisfy a Lipschitz condition of some positive order in s. We shall let A', G(z), Ya, and E" be as defined in Theorem 1, and further set H(z)= -8G(z)/8x+i 8G(z)/8y.
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Walsh has shown [9, Theorem 1] that for such a point set £ there exists a sequence of polynomials <u"(z) which have respectively n +1 roots, all belonging to [Jy Cj, and which satisfy (2) |«»(z)| S Meng, z on E, \G(z)+g-n-1 log \mn(z)\ | S Mn~\ for z on each compact set exterior to E, where e9 is the transfinite diameter of E. Given a meromorphic function F(z) which has a pole of order r in the point a we define special rational functions Rnv(z) of respective types (n, v), v<r, which interpolate to F(z) in the n +1 roots of cun(z) and which satisfy v additional constraints. Namely, the denominators of the Rnv(z) shall be of the form
where the coefficients ank are specified in Lemma 1. Let the integers r, v satisfy r > v S 1 and suppose a e K is not a critical point ofG(z), i.e., H(a)^0. Let the polynomials wn(z) satisfy (2) and set c,* m »¿«)9*Xa)lk\, fiork^O, and hence from (6) we obtain 
If we assume that Iimn-00 nv-'ani exists for i=0,.. .,k-l, then it is easy to see from (6) that the sequence /j<v+1"r)(v"k)Z)nfc converges, and hence from (7) so does nv~kank, which completes the induction. The importance of the equations (4) will be evident from the proof of Theorem 2. Suppose F(z) is a meromorphic function of the form
where the point a lies on Y0 (p>l), H(a)^0, and g(z) is analytic on the closed region EB + T0. For fixed v, 0Sv<r, let the polynomials Qw(z) be as in (3) with coefficients ank defined in Lemma 1. IfPnv(z) is the polynomial of degree n which interpolates to the function Qnv(z)F(z) in the n+l roots ofa>n(z) and Rnv(z)s Pnv(z)/Qnv(z), then:
uniformly for z on each closed set exterior to F0. Here and below constants A are independent of n and z and may change from one inequality to another.
Proof. For v=0, Theorem 2 is a special case of [5, Theorems 2 and 3] so we need only consider v > 0. Note that by (5) the sequence Qnv(z) converges uniformly on each compact subset of the plane to the function (z-a)\ Write Fnv(z) = 2î=0pn,(z), where pn0(z),pnl(z),..
.,pnr(z) are the polynomials of degree n which interpolate respectively to the functions
in the n + l roots of <u"(z). For the polynomials pn0(z) we have by the Hermite formula where r(>p) is chosen so that g(z) is analytic on the closed region £, + 1%. Since the sequence Qnv(t)g(t) is uniformly bounded on Vz and since the inequalities (2) imply |wB(z)K(')| S A/t", z on E, t on T"
|«»(z)/«,(/)| S Acn/rn, z on r" / on T" [December it is easy to see, as in the proof of [5, Theorem 3] , that
uniformly for z on each closed set exterior to Te. Now consider the polynomials pni(z), i > 0. From (8) we deduce that for n à v -i (12)
where Any=cn,r_v-, + 2k=o ßn*Cn,r-*->-By our choice of the constants anfc we have AnJ=0 for 1 áj'áv. Also, from (5) and (6) it follows that n1+2v-rAni -> 0 forj>v+1
and that
where m=min (v, r-v-1). Thus |An>| = /l1«r~2v~1, lá/ár, and so from (12) we conclude that
The last inequality together with (10) yields
which implies conclusion (i).
To prove (ii) note that it is easy to show that /v=v! (-l)v#(a)r-2v-1/(r-v-l)!, and so from (11) and (15) we obtain
uniformly for z on each closed set exterior to Tp, which implies (ii).
Finally we consider the sequences pni(a). For i=0, it is immediate from (9) that Pno(a) -> O-For i> 0, it has been shown [5, proof of Theorem 1] that/?ní(a)=5¡An>r_¡. Hence from (5) and (6) we deduce that ri"-Tpni(a) -*• 0 for i<r, and that It is easy to see from a partial fractions expansion that 2 i-W"*f$Kr-k) = v!/r(r-l)..-(r-,),
we can use (5) to obtain (iii)
which completes the proof of the theorem. Note that the inequalities (2) imply that |<on(o!)/tun(z)| < M0 for z on r". Hence if r-2v-1>0, then the limit (14) also holds for each z (^a) on ro. By slightly modifying the proof of conclusion (ii) we therefore obtain Corollary 1. Ifiv<(r-l)/2, then the limit in conclusion (ii) of Theorem 2 holds uniformly for z on each closed subset ofT0 which does not contain a.
If, however, we have r-2v-1 <0, then An; -> 0 for 1 SjSr and so the left-hand member of (12) converges to zero for each z (#«) on TB. Thus we deduce Corollary 2. If v>(r-l)/2, then the R",(z) converge to F(z) on Y "-{a}, and for each closed subset S of Tß which does not contain a we have
3. Approximating rational functions. We now use Theorem 2 to study the convergence of certain sequences of approximating rational functions. An easy consequence of conclusion (i) is Theorem 3. Let f(z) be analytic on E, meromorphic with precisely p. ( ^ 0) poles in E0 (1 <p<co), and analytic on ro except for a pole of order r in the point a. e Y0, a not a critical point of the Green's function G(z). Then for 0Sv<r we have
Proof. Let rr(z)=z"+au-1zr'-1-\-h a0 be the polynomial of the form indicated having as its zeros the p. poles of/(z) in E". If Rnv(z) is the rational function of type (n,v) which is defined as in Theorem 2 for the function F(z)=Tt(z)f(z), then we have for z on E
Since /?nv(z)/ir(z) is a rational function of type (n, p.+v), the inequality (16) follows.
We now state our main result. In the proof of Theorem 4 and later theorems it is convenient to have for reference Lemma 2. Let f(z) be as in Theorem 3 and suppose that rn>Ji+v(z) is a sequence of rational functions of respective types (n, p+v) which satisfy for some real r Since the function whose absolute value appears in the last inequality is a polynomial of degree n+r+p+v, we have by the Generalized Bernstein Lemma Since \wn(a)/(un(z)\SApn/an for z on Ta, we conclude that pn(z)wn(a)/nzuin(z) -+ 0 uniformly for z on or exterior to r" and so the lemma follows from the arbitrariness of o-. Proof of Theorem 4. For v=0 the theorem reduces to a special case of Theorem 1, so suppose that v>0 and write rn¡ll + v(z)=pn(z)/qn(z) as in Lemma 2.
We assume at first that the finite poles of the rnu+v(z) are uniformly bounded so that the sequence qn(z) forms a normal family in the whole plane. Let q(z) be any limit function of this sequence and note that q(z) must be a polynomial of the form q(z)=z" + CyZ* "x H-h c", where 0 S v S p-+ v. Walsh has shown, as a consequence of his proof of Theorem 1, that the polynomial tt(z) must be a factor of q(z). Thus if we show that (z-a)v is also a factor, then it follows from the form of q(z) that a(z) = (z-«)Mz). for z exterior to Fff, where 2i -8k(z-o£)_,c is the singular part of the pole a of F(z). But the family <£"(z) is normal in K-{oo} and hence <£(z) must be analytic in this domain and in particular at z=a. Therefore since Br^=0, (z-a)v must be a factor of q(z) and so q(z) = (z-a)vir(z).
Thus the only limit function of the qn(z) is (z-a)V(z) and hence qn(z) -*■ (z-a)V(z) uniformly for z on each compact subset of the plane. The first part of Theorem 4 now follows from Hurwitz's theorem provided we show that the finite poles of the r"" + v(z) are uniformly bounded.
Following Walsh's method we suppose to the contrary that the sequence rn,u + v(z), possesses a subsequence, which we continue to denote by rfli(1 + "(z), with the property that precisely A of the finite poles of the rn.ß + v(z) approach infinity while the remaining p. + v-X (or fewer) poles are uniformly in modulus less than some R. Let ßnl, ßn2,..., ß"K be those finite poles of rn-u + v(z) which lie outside the circle of radius R, and set W^n^iC-zfe1), r*¡lí + v(z) = i/jn(z)rn.u+v(z). On and since the sequence nv-rF*v-i(«) converges to a nonzero limit, the same must be true of the sequence nv<7"(o¡). Now consider the rational functions Rnv(z)=Pnv(z)/Qnv(z) of respective types (n, v) which are defined as in Theorem 2 for the function Tr(z)f(z). Since
where e" -+ 0, the Bernstein lemma implies that
We have shown that for n sufficiently large the sequence
is uniformly bounded away from zero, and so (24) yields
Hence n"r(/?nv(ot)-7r(a)rn>Ji + v(a))->■ 0 and (22) follows from conclusion (iii) of Theorem 2.
We remark that Theorem 5 is best possible in the sense that (22) may not hold if in (21) we replace o(nr~2v/pn) by 0(nr'2v/p'1). Indeed, the sequence /?"*"_ y(z)/(z-cc)rr(z) is of the latter degree of approximation to/(z) on F but clearly does not satisfy (22).
Concerning divergence at points exterior to T0 we have Theorem 6. Letf(z) be as in Theorem 3 and suppose the rational functions rn,u + v(z) of respective types (n, p. + v),0Sv<r, satisfy
Then except for a finite number of points the inequality We remark that if the point o: is a critical point of G(z), then for v = 0 the degree of approximation indicated in (16) can be improved [5, Theorem 7] so that (29) need not hold. 4 . Several boundary poles. Although the methods of §3 do not lead to a general result on the convergence of the rows of the Walsh array for a function f(z) with poles in several points on T0, the methods are useful in some special cases which we now consider. As a generalization of Theorem 4 we have Theorem 8. Let fi(z) be analytic on E, meromorphic with precisely p. ( ä 0) poles inE0(l<p<cc), and analytic on F0 except for poles in the distinct points o^, <x2,..., at on FB. Suppose that each of the poles offi(z) on F0 is of the same order r and that no a, is a critical point ofG(z). Ifirn.u+tv(z) is a sequence of rational functions of respective types (n, p. + tv), OS^Sr, which satisfy (30) [max \fi(z)-rn,u+(v(z)| ; z on E] = o(nr-2" + 1/P«) asn-^cc, then for n sufficiently large each rn.u +tv(z) has precisely p. + tv finite poles, /x of which approach respectively the p. poles of fi(z) in Ep and v of which approach each of the points c¡¡. Consequently the rna+tv(z) converge uniformly to f(z) on each closed subset ofEp which contains no pole of f(z).
Proof. Let 7r(z) be the monic polynomial of degree ¡j. whose zeros are the poles of fi(z) in E", and write We conclude with Theorem 10. Let f(z) be analytic on E, meromorphic with precisely p(~^0) poles in E0, and analytic on Tp except for poles in the two distinct points al5 a2 on Fp of respective orders rlt r2. If neither c^ nor a2 is a critical point of G(z) and if one r¡ is an even integer and the other is an odd integer, then the rows p +1 through p + rx + r2+\ of the Walsh array for f(z) on E converge uniformly tof(z) on each closed subset of E0 which contains no pole of f(z).
In particular suppose that rY = 2p and r2 = 2q-l, where p^q, and let v0=p-q+l, vy =p + 3q -1. Then for n sufficiently large each of the best approximating rational functions Wn.u + v(z), 0 S v S ry + r2, has precisely p. + v finite poles, p. of which approach respectively the p. poles offi(z) in E0 and v of which approach the points at as follows: ifiv<vQ, then all of the v poles approach the point o^; if v0Sv<vy, then t = vq + l(v -v0)/2] poles approach the point et! and v -t poles approach a2; if v^vy, then v -r2 poles approach at and r2 poles approach a2.
Proof. For convenience we assume /x=0. Write fi(z) = g(z) + Sy(z) + S2(z), where g(z) is analytic on £" + 1% and S¡(z) = 2k'=i Bk.i(z-">)'" is the singular part of the pole of/(z) at o¡(. Let R$(z), 0£j<ru be the rational function of type (n,j) which is defined by Theorem 2 for a = a, and F(z) =g(z) + Sy(z) for / = 1, F(z) = S2(z) for ( = 2. uniformly on each closed set exterior to T0, where the constant C is nonzero. As can readily be seen from the proof of Theorem 4 the conditions (34), (35), and (36) are sufficient to guarantee that for n sufficiently large each Wnv(z) has precisely v finite poles, and these poles approach the point o^.
Now suppose v0gv<i'1 so that r<rt and a=v-rSr2. Let A = max(ri-2t-1, r2-2a-1) and note that A < min(ry-2T+l, r2 -2a+l).
Clearly we have the inequalities EM á £;-..,(*+Si)+£"-,.,(Sa) S An'/p», where we take R{n.ri(z) to be a rational function of type (n, rf) of best uniform
