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Abstract—Extraordinary progress has been made towards
developing neural network architectures for classification tasks.
However, commonly used loss functions such as the multi-
category cross entropy loss are inadequate for ranking and
ordinal regression problems. Hence, approaches that utilize
neural networks for ordinal regression tasks transform ordinal
target variables into a series of binary classification tasks but
suffer from inconsistencies among the different binary classifiers.
Thus, we propose a new framework (Consistent Rank Logits,
CORAL) with theoretical guarantees for rank-monotonicity and
consistent confidence scores. Through parameter sharing, our
framework also benefits from lower training complexity and
can easily be implemented to extend conventional convolutional
neural network classifiers for ordinal regression tasks. Fur-
thermore, the empirical evaluation of our method on a range
of face image datasets for age prediction shows a substantial
improvement compared to the current state-of-the-art ordinal
regression method.
Index Terms—Deep Learning, Ordinal Regression, Convo-
lutional Neural Networks, Age Prediction, Machine Learning,
Biometrics.
I. INTRODUCTION
Ordinal regression (sometimes also referred to as ordi-
nal classification), describes the task of predicting labels
on an ordinal scale. Here, a ranking rule or classifier h
maps each object xi ∈ X into an ordered set h : X → Y ,
where Y = {r1 ≺ ... ≺ rK}. In contrast to classification, the
ranks include ordering information. In comparison with metric
regression, which assumes that Y is a continuous random
variable, ordinal regression regards Y as a finite sequence
where the metric distance between ranks is not defined.
Along with age estimation [1], popular applications for
ordinal regression include predicting the progression of various
diseases, such as Alzheimer’s [2], Crohn’s [3], artery [4],
and kidney disease [5]. Also, ordinal regression models are
common choices for text message advertising [6] and various
recommender systems [7].
While the field of machine learning developed many pow-
erful algorithms for predictive modeling, most algorithms
were designed for classification tasks. In 2007, Li and Lin
proposed a general framework for ordinal regression via ex-
tended binary classification [8], which has become the standard
choice for extending machine learning algorithms for ordinal
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regression tasks. However, implementations of this approach
commonly suffer from classifier inconsistencies among the
binary rankings [1], which we address in this paper with a
new method and theorem for guaranteed classifier consistency
that can easily be implemented in various machine learning
algorithms. Furthermore, we present an empirical study of our
approach on challenging real-world datasets for predicting the
age of individuals from face images using our method with
convolutional neural networks (CNN).
Aging can be regarded as a non-stationary process, since
age progression in early childhood is primarily associated
with changes in the shape of the face whereas aging during
adulthood is largely defined by changes in skin texture. Thus,
many traditional approaches for age estimation employed
ordinal regression [9]–[12]. In addition to traditional machine
learning algorithms that require manual feature extraction,
CNNs were proposed that conduct both feature learning and
ordinal regression to estimate the apparent age [1]. However,
existing CNNs for ordinal regression approaches still suffer
from classifier inconsistencies, which we aim to address in
this work.
The main contributions of our paper are as follows:
1) the Consistent Rank Logits (CORAL) framework for
ordinal regression with theoretical guarantees for classi-
fier consistency and well-defined generalization bounds
with and without dataset- and task-specific importance
weighting;
2) CNN architectures with CORAL formulation for ordinal
regression tasks that come with the added side benefit
of reducing the number of parameters to be trained
compared to CNNs for classification;
3) experiments showing a substantial improvement of the
CORAL method with guaranteed classifier consistency
over the state-of-the-art CNN for ordinal regression
applied to age estimation from face images.
The remainder of this paper is organized as follows: Sec-
tion II provides a concise overview of the related work. We ex-
plain the theory behind the CORAL framework in Section III,
followed by the CNN architecture implementation. Section IV
describes the experimental setup of the empirical validation.
In Section V, we provide a description and summary of the
experimental results. Finally, Section VI concludes the paper
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with a summary and outlook.
II. RELATED WORK
A. Ordinal Regression and Ranking
Several multivariate extensions of generalized linear mod-
els have been developed in the past for ordinal regression,
including the popular proportional odds and the proportional
hazards models [13]. Moreover, ordinal regression has become
a popular topic of study in the field of machine learning to
extend classification algorithms by reformulating the problem
to utilize multiple binary classification tasks. Early work in this
regard includes the use of perceptrons [14], [15] and support
vector machines [16]–[19]. A general reduction framework
that unified the view of a number of these existing algorithms
for ordinal regression was later proposed by Li and Lin [8].
While earlier works on using CNNs for ordinal targets have
employed conventional classification approaches [20], [21], the
general reduction framework from ordinal regression to binary
classification by Li and Lin [8] was recently adopted by Niu
et al. [1]. In [1], an ordinal regression problem with K ranks
was transformed into K − 1 binary classification problems,
with the kth task predicting whether the age label of a face
image exceeds rank rk, k = 1, ...,K − 1. All K−1 tasks share
the same intermediate layers but are assigned distinct weight
parameters in the output layer. However, this approach does
not guarantee that the predictions are consistent such that pre-
dictions for individual binary tasks may disagree. For example,
in an age estimation setting, it would be contradictory if the
kth binary task predicted that the age of a person was larger
than 30, but a previous task predicted the person’s age was
smaller than 20, which is suboptimal when the K − 1 task
predictions are combined to obtain the estimated age.
While the ordinal regression CNN yielded state-of-the-
art results on several age estimation datasets, the authors
acknowledged the classifier inconsistency as not being ideal
but also noted that ensuring that the K − 1 binary classifiers
are consistent would increase the training complexity substan-
tially [1]. Our proposed method addresses both of these issues
with a theoretical guarantee for classifier consistency without
increasing the training complexity.
B. CNN Architectures for Age Estimation
Due to its broad utility in social networking, video surveil-
lance, and biometric verification, age estimation from human
faces is an active area of research. Likely owed to the rapid
advancements in computer vision based on deep learning, most
state-of-the-art age estimation methods are now utilizing CNN
architectures [1], [21]–[24].
Related to the idea of training binary classifiers separately
and combining the independent predictions for ranking [25],
a modification of the ordinal regression CNN [1] was recently
proposed for age estimation, called Ranking-CNN, that trains
an ensemble of CNNs for binary classifications and aggregates
the predictions to predict the age label of a given face
image [24]. The researchers showed that training a series
of CNNs improves the predictive performance over a single
CNN with multiple binary outputs. However, ensembles of
CNNs come with a substantial increase in training complexity
and do not guarantee classifier consistency, which means
that the individual binary classifiers used for ranking can
produce contradictory results. Another approach for utilizing
binary classifiers for ordinal regression is the siamese CNN
architecture by Polania et al. [26]. Since this siamese CNN
has only a single output neuron, comparisons between the
input image and multiple, carefully selected anchor images
are required to compute the rank.
Recent research has also shown that training a multi-task
CNN for various face analysis tasks, including face detection,
gender prediction, age estimation, etc., can improve the overall
performance across different tasks compared to a single-
task CNN [23] by sharing lower-layer parameters. In [22],
a cascaded convolutional neural network was designed to
classify face images into age groups followed by regression
modules for more accurate age estimation. In both studies, the
authors used metric regression for the age estimation subtasks.
While our paper focuses on the comparison of different ordinal
regression approaches, we hypothesize that such all-in-one and
cascaded CNNs can be further improved by our method, since,
as shown in [1], ordinal regression CNNs outperform metric
regression CNNs in age estimation tasks.
III. PROPOSED METHOD
This section describes the proposed CORAL framework that
addresses the problem of classifier inconsistency in ordinal
regression CNNs based on multiple binary classification tasks
for ranking.
A. Preliminaries
Let D = {xi, yi}Ni=1 be the training dataset consisting of N
examples. Here, xi ∈ X denotes the ith image and yi denotes
the corresponding rank, where yi ∈ Y = {r1, r2, ...rK} with
ordered rank rK  rK−1  . . .  r1. The symbol  denotes
the ordering between the ranks. The ordinal regression task is
to find a ranking rule h : X → Y such that some loss function
L(h) is minimized.
Let C be a K×K cost matrix [8], where Cy,rk is the cost of
predicting an example (x, y) as rank rk. Typically, Cy,y = 0
and Cy,rk > 0 for y 6= rk. In ordinal regression, we generally
prefer each row of the cost matrix to be V-shaped. That is
Cy,rk−1 ≥ Cy,rk if rk ≤ y and Cy,rk ≤ Cy,rk+1 if rk ≥ y.
The classification cost matrix has entries Cy,rk = 1{y 6= rk},
which does not consider ordering information. In ordinal
regression, where the ranks are treated as numerical values, the
absolute cost matrix is commonly defined by Cy,rk = |y − rk|.
In [8], the researchers proposed a general reduction
framework for extending an ordinal regression problem into
several binary classification problems. This framework re-
quires the use of a cost matrix that is convex in each
row (Cy,rk+1 − Cy,rk ≥ Cy,rk − Cy,rk−1 for each y) to obtain
a rank-monotonic threshold model. Since the cost-related
weighting of each binary task is specific for each training
example, this approach was described as infeasible in practice
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...
ResNet-34
7x7 AvgPool
stride=1
wm
<latexit sha1_base64="3SltFZgdSbEccduFdJMJ4sVJM+s=">AAAB6nicbZBNSwMxEIZn61etX1WPXoJF8FR2 RdBj0YvHirYW2qVk07QNTbJLMquUpT/BiwdFvPqLvPlvTNs9aOsLgYd3ZsjMGyVSWPT9b6+wsrq2vlHcLG1t7+zulfcPmjZODeMNFsvYtCJquRSaN1Cg5K3EcKoiyR+i0fW0/vDIjRWxvsdxwkNFB1r0BaPorLunruqWK37Vn4ksQ5BD BXLVu+WvTi9mqeIamaTWtgM/wTCjBgWTfFLqpJYnlI3ogLcdaqq4DbPZqhNy4pwe6cfGPY1k5v6eyKiydqwi16koDu1ibWr+V2un2L8MM6GTFLlm84/6qSQYk+ndpCcMZyjHDigzwu1K2JAaytClU3IhBIsnL0PzrBo4vj2v1K7yOIpw BMdwCgFcQA1uoA4NYDCAZ3iFN096L9679zFvLXj5zCH8kff5A2Ucjds=</latexit><latexit sha1_base64="3SltFZgdSbEccduFdJMJ4sVJM+s=">AAAB6nicbZBNSwMxEIZn61etX1WPXoJF8FR2 RdBj0YvHirYW2qVk07QNTbJLMquUpT/BiwdFvPqLvPlvTNs9aOsLgYd3ZsjMGyVSWPT9b6+wsrq2vlHcLG1t7+zulfcPmjZODeMNFsvYtCJquRSaN1Cg5K3EcKoiyR+i0fW0/vDIjRWxvsdxwkNFB1r0BaPorLunruqWK37Vn4ksQ5BD BXLVu+WvTi9mqeIamaTWtgM/wTCjBgWTfFLqpJYnlI3ogLcdaqq4DbPZqhNy4pwe6cfGPY1k5v6eyKiydqwi16koDu1ibWr+V2un2L8MM6GTFLlm84/6qSQYk+ndpCcMZyjHDigzwu1K2JAaytClU3IhBIsnL0PzrBo4vj2v1K7yOIpw BMdwCgFcQA1uoA4NYDCAZ3iFN096L9679zFvLXj5zCH8kff5A2Ucjds=</latexit><latexit sha1_base64="3SltFZgdSbEccduFdJMJ4sVJM+s=">AAAB6nicbZBNSwMxEIZn61etX1WPXoJF8FR2 RdBj0YvHirYW2qVk07QNTbJLMquUpT/BiwdFvPqLvPlvTNs9aOsLgYd3ZsjMGyVSWPT9b6+wsrq2vlHcLG1t7+zulfcPmjZODeMNFsvYtCJquRSaN1Cg5K3EcKoiyR+i0fW0/vDIjRWxvsdxwkNFB1r0BaPorLunruqWK37Vn4ksQ5BD BXLVu+WvTi9mqeIamaTWtgM/wTCjBgWTfFLqpJYnlI3ogLcdaqq4DbPZqhNy4pwe6cfGPY1k5v6eyKiydqwi16koDu1ibWr+V2un2L8MM6GTFLlm84/6qSQYk+ndpCcMZyjHDigzwu1K2JAaytClU3IhBIsnL0PzrBo4vj2v1K7yOIpw BMdwCgFcQA1uoA4NYDCAZ3iFN096L9679zFvLXj5zCH8kff5A2Ucjds=</latexit><latexit sha1_base64="3SltFZgdSbEccduFdJMJ4sVJM+s=">AAAB6nicbZBNSwMxEIZn61etX1WPXoJF8FR2 RdBj0YvHirYW2qVk07QNTbJLMquUpT/BiwdFvPqLvPlvTNs9aOsLgYd3ZsjMGyVSWPT9b6+wsrq2vlHcLG1t7+zulfcPmjZODeMNFsvYtCJquRSaN1Cg5K3EcKoiyR+i0fW0/vDIjRWxvsdxwkNFB1r0BaPorLunruqWK37Vn4ksQ5BD BXLVu+WvTi9mqeIamaTWtgM/wTCjBgWTfFLqpJYnlI3ogLcdaqq4DbPZqhNy4pwe6cfGPY1k5v6eyKiydqwi16koDu1ibWr+V2un2L8MM6GTFLlm84/6qSQYk+ndpCcMZyjHDigzwu1K2JAaytClU3IhBIsnL0PzrBo4vj2v1K7yOIpw BMdwCgFcQA1uoA4NYDCAZ3iFN096L9679zFvLXj5zCH8kff5A2Ucjds=</latexit> { <latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit>
K   1<latexit sha1_base64="r9EyNDc4ZkK0RbMq+OXc0Let6lU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8GJJRNB j0YvgpaL9gDaUzXbSLt1swu5GKKE/wYsHRbz6i7z5b9y2OWjrCwsP78ywM2+QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbwehmWm89odI8lo9mnKAf0YHkIWfUWOvh7szrlStu1Z2JLIOXQwVy1Xvlr 24/ZmmE0jBBte54bmL8jCrDmcBJqZtqTCgb0QF2LEoaofaz2aoTcmKdPgljZZ80ZOb+nshopPU4CmxnRM1QL9am5n+1TmrCKz/jMkkNSjb/KEwFMTGZ3k36XCEzYmyBMsXtroQNqaLM2HRKNgRv8eRlaJ5XPcv3F5XadR5HEY7gGE7Bg0uowS3 UoQEMBvAMr/DmCOfFeXc+5q0FJ585hD9yPn8AexuNQQ==</latexit><latexit sha1_base64="r9EyNDc4ZkK0RbMq+OXc0Let6lU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8GJJRNB j0YvgpaL9gDaUzXbSLt1swu5GKKE/wYsHRbz6i7z5b9y2OWjrCwsP78ywM2+QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbwehmWm89odI8lo9mnKAf0YHkIWfUWOvh7szrlStu1Z2JLIOXQwVy1Xvlr 24/ZmmE0jBBte54bmL8jCrDmcBJqZtqTCgb0QF2LEoaofaz2aoTcmKdPgljZZ80ZOb+nshopPU4CmxnRM1QL9am5n+1TmrCKz/jMkkNSjb/KEwFMTGZ3k36XCEzYmyBMsXtroQNqaLM2HRKNgRv8eRlaJ5XPcv3F5XadR5HEY7gGE7Bg0uowS3 UoQEMBvAMr/DmCOfFeXc+5q0FJ585hD9yPn8AexuNQQ==</latexit><latexit sha1_base64="r9EyNDc4ZkK0RbMq+OXc0Let6lU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8GJJRNB j0YvgpaL9gDaUzXbSLt1swu5GKKE/wYsHRbz6i7z5b9y2OWjrCwsP78ywM2+QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbwehmWm89odI8lo9mnKAf0YHkIWfUWOvh7szrlStu1Z2JLIOXQwVy1Xvlr 24/ZmmE0jBBte54bmL8jCrDmcBJqZtqTCgb0QF2LEoaofaz2aoTcmKdPgljZZ80ZOb+nshopPU4CmxnRM1QL9am5n+1TmrCKz/jMkkNSjb/KEwFMTGZ3k36XCEzYmyBMsXtroQNqaLM2HRKNgRv8eRlaJ5XPcv3F5XadR5HEY7gGE7Bg0uowS3 UoQEMBvAMr/DmCOfFeXc+5q0FJ585hD9yPn8AexuNQQ==</latexit><latexit sha1_base64="r9EyNDc4ZkK0RbMq+OXc0Let6lU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8GJJRNB j0YvgpaL9gDaUzXbSLt1swu5GKKE/wYsHRbz6i7z5b9y2OWjrCwsP78ywM2+QCK6N6347hZXVtfWN4mZpa3tnd6+8f9DUcaoYNlgsYtUOqEbBJTYMNwLbiUIaBQJbwehmWm89odI8lo9mnKAf0YHkIWfUWOvh7szrlStu1Z2JLIOXQwVy1Xvlr 24/ZmmE0jBBte54bmL8jCrDmcBJqZtqTCgb0QF2LEoaofaz2aoTcmKdPgljZZ80ZOb+nshopPU4CmxnRM1QL9am5n+1TmrCKz/jMkkNSjb/KEwFMTGZ3k36XCEzYmyBMsXtroQNqaLM2HRKNgRv8eRlaJ5XPcv3F5XadR5HEY7gGE7Bg0uowS3 UoQEMBvAMr/DmCOfFeXc+5q0FJ585hD9yPn8AexuNQQ==</latexit>
bK 1
<latexit sha1_base64="LwOEvZG6tsrLM9p/zFnxWW88ucU=">AAAB7nicbZBNS8NAEIYn9avWr6pHL4tF8GJJpKDHohfBSwX7AW0 om+2mXbrZhN2JUEJ/hBcPinj193jz37htc9DWFxYe3plhZ94gkcKg6347hbX1jc2t4nZpZ3dv/6B8eNQycaoZb7JYxroTUMOlULyJAiXvJJrTKJC8HYxvZ/X2E9dGxOoRJwn3IzpUIhSMorXaQT+7v/Cm/XLFrbpzkVXwcqhArka//NUbxCyNuEImqTFdz03Qz6hGwSSflnq p4QllYzrkXYuKRtz42XzdKTmzzoCEsbZPIZm7vycyGhkziQLbGVEcmeXazPyv1k0xvPYzoZIUuWKLj8JUEozJ7HYyEJozlBMLlGlhdyVsRDVlaBMq2RC85ZNXoXVZ9Sw/1Cr1mzyOIpzAKZyDB1dQhztoQBMYjOEZXuHNSZwX5935WLQWnHzmGP7I+fwBshSPIg==</latexi t><latexit sha1_base64="LwOEvZG6tsrLM9p/zFnxWW88ucU=">AAAB7nicbZBNS8NAEIYn9avWr6pHL4tF8GJJpKDHohfBSwX7AW0 om+2mXbrZhN2JUEJ/hBcPinj193jz37htc9DWFxYe3plhZ94gkcKg6347hbX1jc2t4nZpZ3dv/6B8eNQycaoZb7JYxroTUMOlULyJAiXvJJrTKJC8HYxvZ/X2E9dGxOoRJwn3IzpUIhSMorXaQT+7v/Cm/XLFrbpzkVXwcqhArka//NUbxCyNuEImqTFdz03Qz6hGwSSflnq p4QllYzrkXYuKRtz42XzdKTmzzoCEsbZPIZm7vycyGhkziQLbGVEcmeXazPyv1k0xvPYzoZIUuWKLj8JUEozJ7HYyEJozlBMLlGlhdyVsRDVlaBMq2RC85ZNXoXVZ9Sw/1Cr1mzyOIpzAKZyDB1dQhztoQBMYjOEZXuHNSZwX5935WLQWnHzmGP7I+fwBshSPIg==</latexi t><latexit sha1_base64="LwOEvZG6tsrLM9p/zFnxWW88ucU=">AAAB7nicbZBNS8NAEIYn9avWr6pHL4tF8GJJpKDHohfBSwX7AW0 om+2mXbrZhN2JUEJ/hBcPinj193jz37htc9DWFxYe3plhZ94gkcKg6347hbX1jc2t4nZpZ3dv/6B8eNQycaoZb7JYxroTUMOlULyJAiXvJJrTKJC8HYxvZ/X2E9dGxOoRJwn3IzpUIhSMorXaQT+7v/Cm/XLFrbpzkVXwcqhArka//NUbxCyNuEImqTFdz03Qz6hGwSSflnq p4QllYzrkXYuKRtz42XzdKTmzzoCEsbZPIZm7vycyGhkziQLbGVEcmeXazPyv1k0xvPYzoZIUuWKLj8JUEozJ7HYyEJozlBMLlGlhdyVsRDVlaBMq2RC85ZNXoXVZ9Sw/1Cr1mzyOIpzAKZyDB1dQhztoQBMYjOEZXuHNSZwX5935WLQWnHzmGP7I+fwBshSPIg==</latexi t><latexit sha1_base64="LwOEvZG6tsrLM9p/zFnxWW88ucU=">AAAB7nicbZBNS8NAEIYn9avWr6pHL4tF8GJJpKDHohfBSwX7AW0 om+2mXbrZhN2JUEJ/hBcPinj193jz37htc9DWFxYe3plhZ94gkcKg6347hbX1jc2t4nZpZ3dv/6B8eNQycaoZb7JYxroTUMOlULyJAiXvJJrTKJC8HYxvZ/X2E9dGxOoRJwn3IzpUIhSMorXaQT+7v/Cm/XLFrbpzkVXwcqhArka//NUbxCyNuEImqTFdz03Qz6hGwSSflnq p4QllYzrkXYuKRtz42XzdKTmzzoCEsbZPIZm7vycyGhkziQLbGVEcmeXazPyv1k0xvPYzoZIUuWKLj8JUEozJ7HYyEJozlBMLlGlhdyVsRDVlaBMq2RC85ZNXoXVZ9Sw/1Cr1mzyOIpzAKZyDB1dQhztoQBMYjOEZXuHNSZwX5935WLQWnHzmGP7I+fwBshSPIg==</latexi t>
bP (yi > r1)
<latexit sha1_base64="JEWZgW/c9FbzIeNeK3w5m6yuKL4=">AAAB/XicbZDLSsNAFIYn9VbrLV52boJFqJuSiKAr KbpxWcFeoA1hMjlph04mYWaixFB8FTcuFHHre7jzbZy2WWjrDwMf/zmHc+b3E0alsu1vo7S0vLK6Vl6vbGxube+Yu3ttGaeCQIvELBZdH0tglENLUcWgmwjAkc+g44+uJ/XOPQhJY36nsgTcCA84DSnBSlueedB/oAEMscqb41rm0UvhOSeeWbXr 9lTWIjgFVFGhpmd+9YOYpBFwRRiWsufYiXJzLBQlDMaVfiohwWSEB9DTyHEE0s2n14+tY+0EVhgL/biypu7viRxHUmaRrzsjrIZyvjYx/6v1UhVeuDnlSaqAk9miMGWWiq1JFFZABRDFMg2YCKpvtcgQC0yUDqyiQ3Dmv7wI7dO6o/n2rNq4KuIo o0N0hGrIQeeogW5QE7UQQY/oGb2iN+PJeDHejY9Za8koZvbRHxmfP9pzlM8=</latexit><latexit sha1_base64="JEWZgW/c9FbzIeNeK3w5m6yuKL4=">AAAB/XicbZDLSsNAFIYn9VbrLV52boJFqJuSiKAr KbpxWcFeoA1hMjlph04mYWaixFB8FTcuFHHre7jzbZy2WWjrDwMf/zmHc+b3E0alsu1vo7S0vLK6Vl6vbGxube+Yu3ttGaeCQIvELBZdH0tglENLUcWgmwjAkc+g44+uJ/XOPQhJY36nsgTcCA84DSnBSlueedB/oAEMscqb41rm0UvhOSeeWbXr 9lTWIjgFVFGhpmd+9YOYpBFwRRiWsufYiXJzLBQlDMaVfiohwWSEB9DTyHEE0s2n14+tY+0EVhgL/biypu7viRxHUmaRrzsjrIZyvjYx/6v1UhVeuDnlSaqAk9miMGWWiq1JFFZABRDFMg2YCKpvtcgQC0yUDqyiQ3Dmv7wI7dO6o/n2rNq4KuIo o0N0hGrIQeeogW5QE7UQQY/oGb2iN+PJeDHejY9Za8koZvbRHxmfP9pzlM8=</latexit><latexit sha1_base64="JEWZgW/c9FbzIeNeK3w5m6yuKL4=">AAAB/XicbZDLSsNAFIYn9VbrLV52boJFqJuSiKAr KbpxWcFeoA1hMjlph04mYWaixFB8FTcuFHHre7jzbZy2WWjrDwMf/zmHc+b3E0alsu1vo7S0vLK6Vl6vbGxube+Yu3ttGaeCQIvELBZdH0tglENLUcWgmwjAkc+g44+uJ/XOPQhJY36nsgTcCA84DSnBSlueedB/oAEMscqb41rm0UvhOSeeWbXr 9lTWIjgFVFGhpmd+9YOYpBFwRRiWsufYiXJzLBQlDMaVfiohwWSEB9DTyHEE0s2n14+tY+0EVhgL/biypu7viRxHUmaRrzsjrIZyvjYx/6v1UhVeuDnlSaqAk9miMGWWiq1JFFZABRDFMg2YCKpvtcgQC0yUDqyiQ3Dmv7wI7dO6o/n2rNq4KuIo o0N0hGrIQeeogW5QE7UQQY/oGb2iN+PJeDHejY9Za8koZvbRHxmfP9pzlM8=</latexit><latexit sha1_base64="JEWZgW/c9FbzIeNeK3w5m6yuKL4=">AAAB/XicbZDLSsNAFIYn9VbrLV52boJFqJuSiKAr KbpxWcFeoA1hMjlph04mYWaixFB8FTcuFHHre7jzbZy2WWjrDwMf/zmHc+b3E0alsu1vo7S0vLK6Vl6vbGxube+Yu3ttGaeCQIvELBZdH0tglENLUcWgmwjAkc+g44+uJ/XOPQhJY36nsgTcCA84DSnBSlueedB/oAEMscqb41rm0UvhOSeeWbXr 9lTWIjgFVFGhpmd+9YOYpBFwRRiWsufYiXJzLBQlDMaVfiohwWSEB9DTyHEE0s2n14+tY+0EVhgL/biypu7viRxHUmaRrzsjrIZyvjYx/6v1UhVeuDnlSaqAk9miMGWWiq1JFFZABRDFMg2YCKpvtcgQC0yUDqyiQ3Dmv7wI7dO6o/n2rNq4KuIo o0N0hGrIQeeogW5QE7UQQY/oGb2iN+PJeDHejY9Za8koZvbRHxmfP9pzlM8=</latexit>
bP (yi > r2)
<latexit sha1_base64="TTPnmRaLx/eL+eApEw1jpI9oVN4=">AAAB/XicbZDLSsNAFIZPvNZ6i5edm2AR6qYkRdCV FN24rGAv0IYwmUzaoZNJmJkoMRRfxY0LRdz6Hu58G6dtFtr6w8DHf87hnPn9hFGpbPvbWFpeWV1bL22UN7e2d3bNvf22jFOBSQvHLBZdH0nCKCctRRUj3UQQFPmMdPzR9aTeuSdC0pjfqSwhboQGnIYUI6UtzzzsP9CADJHKm+Nq5tFL4dVPPbNi 1+yprEVwCqhAoaZnfvWDGKcR4QozJGXPsRPl5kgoihkZl/upJAnCIzQgPY0cRUS6+fT6sXWincAKY6EfV9bU/T2Ro0jKLPJ1Z4TUUM7XJuZ/tV6qwgs3pzxJFeF4tihMmaViaxKFFVBBsGKZBoQF1bdaeIgEwkoHVtYhOPNfXoR2veZovj2rNK6K OEpwBMdQBQfOoQE30IQWYHiEZ3iFN+PJeDHejY9Z65JRzBzAHxmfP9v4lNA=</latexit><latexit sha1_base64="TTPnmRaLx/eL+eApEw1jpI9oVN4=">AAAB/XicbZDLSsNAFIZPvNZ6i5edm2AR6qYkRdCV FN24rGAv0IYwmUzaoZNJmJkoMRRfxY0LRdz6Hu58G6dtFtr6w8DHf87hnPn9hFGpbPvbWFpeWV1bL22UN7e2d3bNvf22jFOBSQvHLBZdH0nCKCctRRUj3UQQFPmMdPzR9aTeuSdC0pjfqSwhboQGnIYUI6UtzzzsP9CADJHKm+Nq5tFL4dVPPbNi 1+yprEVwCqhAoaZnfvWDGKcR4QozJGXPsRPl5kgoihkZl/upJAnCIzQgPY0cRUS6+fT6sXWincAKY6EfV9bU/T2Ro0jKLPJ1Z4TUUM7XJuZ/tV6qwgs3pzxJFeF4tihMmaViaxKFFVBBsGKZBoQF1bdaeIgEwkoHVtYhOPNfXoR2veZovj2rNK6K OEpwBMdQBQfOoQE30IQWYHiEZ3iFN+PJeDHejY9Z65JRzBzAHxmfP9v4lNA=</latexit><latexit sha1_base64="TTPnmRaLx/eL+eApEw1jpI9oVN4=">AAAB/XicbZDLSsNAFIZPvNZ6i5edm2AR6qYkRdCV FN24rGAv0IYwmUzaoZNJmJkoMRRfxY0LRdz6Hu58G6dtFtr6w8DHf87hnPn9hFGpbPvbWFpeWV1bL22UN7e2d3bNvf22jFOBSQvHLBZdH0nCKCctRRUj3UQQFPmMdPzR9aTeuSdC0pjfqSwhboQGnIYUI6UtzzzsP9CADJHKm+Nq5tFL4dVPPbNi 1+yprEVwCqhAoaZnfvWDGKcR4QozJGXPsRPl5kgoihkZl/upJAnCIzQgPY0cRUS6+fT6sXWincAKY6EfV9bU/T2Ro0jKLPJ1Z4TUUM7XJuZ/tV6qwgs3pzxJFeF4tihMmaViaxKFFVBBsGKZBoQF1bdaeIgEwkoHVtYhOPNfXoR2veZovj2rNK6K OEpwBMdQBQfOoQE30IQWYHiEZ3iFN+PJeDHejY9Z65JRzBzAHxmfP9v4lNA=</latexit><latexit sha1_base64="TTPnmRaLx/eL+eApEw1jpI9oVN4=">AAAB/XicbZDLSsNAFIZPvNZ6i5edm2AR6qYkRdCV FN24rGAv0IYwmUzaoZNJmJkoMRRfxY0LRdz6Hu58G6dtFtr6w8DHf87hnPn9hFGpbPvbWFpeWV1bL22UN7e2d3bNvf22jFOBSQvHLBZdH0nCKCctRRUj3UQQFPmMdPzR9aTeuSdC0pjfqSwhboQGnIYUI6UtzzzsP9CADJHKm+Nq5tFL4dVPPbNi 1+yprEVwCqhAoaZnfvWDGKcR4QozJGXPsRPl5kgoihkZl/upJAnCIzQgPY0cRUS6+fT6sXWincAKY6EfV9bU/T2Ro0jKLPJ1Z4TUUM7XJuZ/tV6qwgs3pzxJFeF4tihMmaViaxKFFVBBsGKZBoQF1bdaeIgEwkoHVtYhOPNfXoR2veZovj2rNK6K OEpwBMdQBQfOoQE30IQWYHiEZ3iFN+PJeDHejY9Z65JRzBzAHxmfP9v4lNA=</latexit>
bP (yi > rK 1)
<latexit sha1_base64="EsrSGPlu5mWGfLIJjs5E47reN0Y=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYhLqwJCLo SopuBDcV7AXaECaTSTt0MgkzEyWEuPFV3LhQxK1v4c63cdpmoa0/DHz85xzOnN+LGZXKsr6N0sLi0vJKebWytr6xuWVu77RllAhMWjhikeh6SBJGOWkpqhjpxoKg0GOk442uxvXOPRGSRvxOpTFxQjTgNKAYKW255l7/gfpkiFTWzGupSy+Em90c 2/mRa1atujURnAe7gCoo1HTNr74f4SQkXGGGpOzZVqycDAlFMSN5pZ9IEiM8QgPS08hRSKSTTS7I4aF2fBhEQj+u4MT9PZGhUMo09HRniNRQztbG5n+1XqKCcyejPE4U4Xi6KEgYVBEcxwF9KghWLNWAsKD6rxAPkUBY6dAqOgR79uR5aJ/Ubc23 p9XGZRFHGeyDA1ADNjgDDXANmqAFMHgEz+AVvBlPxovxbnxMW0tGMbML/sj4/AG94JZn</latexit><latexit sha1_base64="EsrSGPlu5mWGfLIJjs5E47reN0Y=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYhLqwJCLo SopuBDcV7AXaECaTSTt0MgkzEyWEuPFV3LhQxK1v4c63cdpmoa0/DHz85xzOnN+LGZXKsr6N0sLi0vJKebWytr6xuWVu77RllAhMWjhikeh6SBJGOWkpqhjpxoKg0GOk442uxvXOPRGSRvxOpTFxQjTgNKAYKW255l7/gfpkiFTWzGupSy+Em90c 2/mRa1atujURnAe7gCoo1HTNr74f4SQkXGGGpOzZVqycDAlFMSN5pZ9IEiM8QgPS08hRSKSTTS7I4aF2fBhEQj+u4MT9PZGhUMo09HRniNRQztbG5n+1XqKCcyejPE4U4Xi6KEgYVBEcxwF9KghWLNWAsKD6rxAPkUBY6dAqOgR79uR5aJ/Ubc23 p9XGZRFHGeyDA1ADNjgDDXANmqAFMHgEz+AVvBlPxovxbnxMW0tGMbML/sj4/AG94JZn</latexit><latexit sha1_base64="EsrSGPlu5mWGfLIJjs5E47reN0Y=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYhLqwJCLo SopuBDcV7AXaECaTSTt0MgkzEyWEuPFV3LhQxK1v4c63cdpmoa0/DHz85xzOnN+LGZXKsr6N0sLi0vJKebWytr6xuWVu77RllAhMWjhikeh6SBJGOWkpqhjpxoKg0GOk442uxvXOPRGSRvxOpTFxQjTgNKAYKW255l7/gfpkiFTWzGupSy+Em90c 2/mRa1atujURnAe7gCoo1HTNr74f4SQkXGGGpOzZVqycDAlFMSN5pZ9IEiM8QgPS08hRSKSTTS7I4aF2fBhEQj+u4MT9PZGhUMo09HRniNRQztbG5n+1XqKCcyejPE4U4Xi6KEgYVBEcxwF9KghWLNWAsKD6rxAPkUBY6dAqOgR79uR5aJ/Ubc23 p9XGZRFHGeyDA1ADNjgDDXANmqAFMHgEz+AVvBlPxovxbnxMW0tGMbML/sj4/AG94JZn</latexit><latexit sha1_base64="EsrSGPlu5mWGfLIJjs5E47reN0Y=">AAACAXicbZDLSsNAFIYn9VbrLepGcDNYhLqwJCLo SopuBDcV7AXaECaTSTt0MgkzEyWEuPFV3LhQxK1v4c63cdpmoa0/DHz85xzOnN+LGZXKsr6N0sLi0vJKebWytr6xuWVu77RllAhMWjhikeh6SBJGOWkpqhjpxoKg0GOk442uxvXOPRGSRvxOpTFxQjTgNKAYKW255l7/gfpkiFTWzGupSy+Em90c 2/mRa1atujURnAe7gCoo1HTNr74f4SQkXGGGpOzZVqycDAlFMSN5pZ9IEiM8QgPS08hRSKSTTS7I4aF2fBhEQj+u4MT9PZGhUMo09HRniNRQztbG5n+1XqKCcyejPE4U4Xi6KEgYVBEcxwF9KghWLNWAsKD6rxAPkUBY6dAqOgR79uR5aJ/Ubc23 p9XGZRFHGeyDA1ADNjgDDXANmqAFMHgEz+AVvBlPxovxbnxMW0tGMbML/sj4/AG94JZn</latexit>{ <latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit>
Tasks
{
<latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit><latexit sha1_base64="tFROaEGhmnnMpUlcEPFjR2z/BNI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxiv2ANpTNdtIu3WzC7kYoof/AiwdFvPqPvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkUwybLBGJ6oRUo+ASm4YbgZ1UIY1Dge1wfDurt59QaZ7IRzNJMYjpUPKIM2qs9dDL+27Vq3lzkVXwC6hCoUbf/eoNEpbFKA0TVOuu76UmyKkynAmcVnqZxpSyMR1i16KkMeogn286JWfWGZAoUfZJQ+bu74mcxlpP4tB2xtSM9HJtZv5X62Ymug5yLtPMoGSLj6JMEJOQ2dlkwBUyIyYWKFPc7krYiCrKjA2nYkPwl09ehdZFzbd8f1mt3xRxlOEETuEcfLiCOtxBA5rAIIJneIU3Z+y8OO/Ox6K15BQzx/BHzucPm4aNZQ==</latexit>
a1
<latexit sha1_base64="i5nKWL2osYHJ2SU7NvALg/zpMfE=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTJdtMu3WzC7k YooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkU5Q1aSIS1QlRM8ElaxpuBOukimEcCtYOx7ezevuJKc0T+WgmKQtiHEoecYrGWg/Y9/tu1at5c5FV8AuoQqFG3/3qDRKaxUwaKlDrru+lJshRGU4Fm1Z6mWYp0jEOWdeixJjpIJ+vOiVn1hmQKFH2SUPm7u+JHG OtJ3FoO2M0I71cm5n/1bqZia6DnMs0M0zSxUdRJohJyOxuMuCKUSMmFpAqbncldIQKqbHpVGwI/vLJq9C6qPmW7y+r9ZsijjKcwCmcgw9XUIc7aEATKAzhGV7hzRHOi/PufCxaS04xcwx/5Hz+AOiZjYk=</latexit><latexit sha1_base64="i5nKWL2osYHJ2SU7NvALg/zpMfE=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTJdtMu3WzC7k YooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkU5Q1aSIS1QlRM8ElaxpuBOukimEcCtYOx7ezevuJKc0T+WgmKQtiHEoecYrGWg/Y9/tu1at5c5FV8AuoQqFG3/3qDRKaxUwaKlDrru+lJshRGU4Fm1Z6mWYp0jEOWdeixJjpIJ+vOiVn1hmQKFH2SUPm7u+JHG OtJ3FoO2M0I71cm5n/1bqZia6DnMs0M0zSxUdRJohJyOxuMuCKUSMmFpAqbncldIQKqbHpVGwI/vLJq9C6qPmW7y+r9ZsijjKcwCmcgw9XUIc7aEATKAzhGV7hzRHOi/PufCxaS04xcwx/5Hz+AOiZjYk=</latexit><latexit sha1_base64="i5nKWL2osYHJ2SU7NvALg/zpMfE=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTJdtMu3WzC7k YooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkU5Q1aSIS1QlRM8ElaxpuBOukimEcCtYOx7ezevuJKc0T+WgmKQtiHEoecYrGWg/Y9/tu1at5c5FV8AuoQqFG3/3qDRKaxUwaKlDrru+lJshRGU4Fm1Z6mWYp0jEOWdeixJjpIJ+vOiVn1hmQKFH2SUPm7u+JHG OtJ3FoO2M0I71cm5n/1bqZia6DnMs0M0zSxUdRJohJyOxuMuCKUSMmFpAqbncldIQKqbHpVGwI/vLJq9C6qPmW7y+r9ZsijjKcwCmcgw9XUIc7aEATKAzhGV7hzRHOi/PufCxaS04xcwx/5Hz+AOiZjYk=</latexit><latexit sha1_base64="i5nKWL2osYHJ2SU7NvALg/zpMfE=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTJdtMu3WzC7k YooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5gKro3nfTultfWNza3ydmVnd2//wD08aukkU5Q1aSIS1QlRM8ElaxpuBOukimEcCtYOx7ezevuJKc0T+WgmKQtiHEoecYrGWg/Y9/tu1at5c5FV8AuoQqFG3/3qDRKaxUwaKlDrru+lJshRGU4Fm1Z6mWYp0jEOWdeixJjpIJ+vOiVn1hmQKFH2SUPm7u+JHG OtJ3FoO2M0I71cm5n/1bqZia6DnMs0M0zSxUdRJohJyOxuMuCKUSMmFpAqbncldIQKqbHpVGwI/vLJq9C6qPmW7y+r9ZsijjKcwCmcgw9XUIc7aEATKAzhGV7hzRHOi/PufCxaS04xcwx/5Hz+AOiZjYk=</latexit>
a2
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Label extension 
during training
Figure 1. Illustration of the Consistent Rank Logits CNN (CORAL-CNN) used for age prediction. From the estimated probability values, the binary labels
are obtained via Eq. (5) and converted to the age label via Eq. (1).
due to its high training complexity [1]. Our proposed CORAL
framework does neither require a cost matrix with convex-
row conditions nor explicit weighting terms that depend on
each training example to obtain a rank-monotonic threshold
model and to produce consistent predictions for each binary
task. Moreover, CORAL allows for an optional task impor-
tance weighting. The optional assignment of non-uniform task
importance weights, for example, may be used to address
label imbalances (Section III-E), which makes the CORAL
framework more applicable to real-world datasets.
B. Ordinal Regression with a Consistent Rank Logits Model
We propose the Consistent Rank Logits (CORAL) model for
multi-label CNNs with ordinal responses. Within this frame-
work, the binary tasks produce consistently ranked predictions.
The following two subsections describe the label extension
into binary tasks performed during training as well as the
loss function for parameterizing the neural network to predict
ordinal labels.
a) Label Extension and Rank Prediction.: Given the
training dataset D = {xi, yi}Ni=1, we first extend a rank
label yi into K − 1 binary labels y(1)i , . . . , y(K−1)i such that
y
(k)
i ∈ {0, 1} indicates whether yi exceeds rank rk, i.e.,
y
(k)
i = 1{yi > rk}. The indicator function 1{·} is 1 if
the inner condition is true, and 0 otherwise. Providing the
extended binary labels as model inputs, we train a single
CNN with K − 1 binary classifiers in the output layer. Here,
the K − 1 binary tasks share the same weight parameter but
have independent bias units, which solves the inconsistency
problem among the predicted binary responses and reduces
the model complexity (Figure 1).
Based on the binary task responses, the predicted rank for
an input xi is then obtained via
h(xi) = rq, (1)
q = 1 +
K−1∑
k=1
fk(xi), (2)
where fk(xi) ∈ {0, 1} is the prediction of the kth binary
classifier in the output layer. We require that {fk}K−1k=1 reflect
the ordinal information and are rank-monotonic,
f1(xi) ≥ f2(xi) ≥ . . . , fK−1(xi),
which guarantees that the predictions are consistent.
b) Loss Function.: Let W denote the weight parameters
of the neural network excluding the bias units of the final
layer. The penultimate layer, whose output is denoted as
g(xi,W), shares a single weight with all nodes in the final
output layer. K − 1 independent bias units are then added
to g(xi,W) such that {g(xi,W) + bk}K−1k=1 are the inputs
to the corresponding binary classifiers in the final layer. Let
s(z) = 1/(1+exp(−z)) be the logistic sigmoid function. The
predicted empirical probability for task k is defined as
(3)P̂ (y(k)i = 1) = s(g(xi,W) + bk).
For model training, we minimize the loss function
(4)
L(W,b) =
−
N∑
i=1
K−1∑
k=1
λ(k)[ log(s(g(xi,W) + bk))y
(k)
i
+ log(1− s(g(xi,W) + bk))(1− y(k)i )],
which is the weighted cross-entropy of K−1 binary classifiers.
For rank prediction (Eq. 1), the binary labels are obtained via
(5)fk(xi) = 1{P̂ (y(k)i = 1) > 0.5}.
In Eq. (4), λ(k) denotes the weight of the loss associated with
the kth classifier (assuming λ(k) > 0). In the remainder of
the paper, we refer to λ(k) as the importance parameter for
task k. Some tasks may be less robust or harder to optimize,
which can be taken into consideration by choosing a non-
uniform task weighting scheme. The choice of task importance
parameters is covered in more detail in Section III-E. Next, we
provide a theoretical guarantee for classifier consistency under
uniform and non-uniform task importance weighting given that
the task importance weights are positive numbers.
C. Theoretical Guarantees for Classifier Consistency
In the following theorem, we show that by minimizing
the loss L (Eq. 4), the learned bias units of the output
layer are non-increasing such that b1 ≥ b2 ≥ . . . ≥ bK−1.
Consequently, the predicted confidence scores or probability
estimates of the K − 1 tasks are decreasing, i.e.,
P̂
(
y
(1)
i = 1
)
≥ P̂
(
y
(2)
i = 1
)
≥ . . . ≥ P̂
(
y
(K−1)
i = 1
)
for all i, ensuring classifier consistency. Consequently,
{fk}K−1k=1 given by Eq. 5 are also rank-monotonic.
Theorem 1 (ordered biases). By minimizing loss function
defined in Eq. (4), the optimal solution (W∗,b∗) satisfies
b∗1 ≥ b∗2 ≥ . . . ≥ b∗K−1.
Proof. Suppose (W, b) is an optimal solution and bk < bk+1
for some k. Claim: by either replacing bk with bk+1 or
replacing bk+1 with bk, we can decrease the objective value
L. Let
A1 = {n : y(k)n = y(k+1)n = 1},
A2 = {n : y(k)n = y(k+1)n = 0},
A3 = {n : y(k)n = 1, y(k+1)n = 0}.
By the ordering relationship we have
A1 ∪A2 ∪A3 = {1, 2, . . . , N}.
Denote pn(bk) = s(g(xn,W) + bk) and
δn = log(pn(bk+1))− log(pn(bk)),
δ ′n = log(1− pn(bk))− log(1− pn(bk+1)).
Since pn(bk) is increasing in bk, we have δn > 0 and δ ′n > 0.
If we replace bk with bk+1, the loss terms related to kth task
are updated. The change of loss L (Eq. 4) is given as
∆1L = λ
(k)
[
−
∑
n∈A1
δn +
∑
n∈A2
δ ′n −
∑
n∈A3
δn
]
.
Accordingly, if we replace bk+1 with bk, the change of L is
given as
∆2L = λ
(k+1)
[ ∑
n∈A1
δn −
∑
n∈A2
δ ′n −
∑
n∈A3
δ ′n
]
.
By adding 1
λ(k)
∆1L and 1λ(k+1) ∆2L, we have
1
λ(k)
∆1L+
1
λ(k+1)
∆2L = −
∑
n∈A3
(δn + δ
′
n) < 0,
and know that either ∆1L < 0 or ∆2L < 0. Thus, our claim is
justified, and we conclude that any optimal solution (W∗, b∗)
that minimizes L satisfies
b∗1 ≥ b∗2 ≥ . . . ≥ b∗K−1.
Note that the theorem for rank-monotonicity in [8], in
contrast to Theorem 1, requires the use of a cost matrix C with
each row yn being convex. Under this convexity condition, let
λ
(k)
yn = |Cyn,rk−Cyn,rk+1 | be the weight of the loss associated
with the kth task on the nth example, which depends on
the label yn. In [8], the researchers proved that by using
example-specific task weights λ(k)yn , the optimal thresholds
are ordered. This assumption requires that λ(k)yn ≥ λ(k+1)yn
when rk+1 < yn, and λ
(k)
yn ≤ λ(k+1)yn when rk+1 > yn.
Theorem 1 is free from this requirement and allows us to
choose a fixed weight for each task that does not depend on
the individual training examples, which greatly reduces the
training complexity. Moreover, Theorem 1 allows for choosing
either a simple uniform task weighting or taking dataset im-
balances into account (Section III-E) while still guaranteeing
that the predicted probabilities are non-decreasing and the task
predictions are consistent.
D. Generalization Bounds
Based on well-known generalization bounds for binary
classification, we can derive new generalization bounds for
our ordinal regression approach that apply to a wide range of
practical scenarios as we only require Cy,rk = 0 if rk = y
and Cy,rk > 0 if rk 6= y. Moreover, Theorem 2 shows that if
each binary classification task in our model generalizes well
in terms of the standard 0/1-loss, the final rank prediction via
h (Eq. 1) also generalizes well.
Theorem 2 (reduction of generalization error). Suppose C
is the cost matrix of the original ordinal label prediction
problem, with Cy,y = 0 and Cy,rk > 0 for k 6= y. P is the
underlying distribution of (x, y), i.e., (x, y) ∼ P . If the binary
classification rules {fk}K−1k=1 obtained by optimizing Eq. 4 are
rank-monotonic, then
E
(x,y)∼P
Cy,h(x) ≤
∑K−1
k=1 |Cy,rk − Cy,rk+1 | E
(x,y)∼P
1{fk(x) 6= y(k)}.
(6)
Proof. For any x ∈ X , we have
f1(x) ≥ f2(x) ≥ . . . ≥ fK−1(x).
If h(x) = y, then Cy,h(x) = 0.
If h(x) = rq ≺ y = rs, then q < s. We have
f1(x) = f2(x) = . . . = fq−1(x) = 1
and
fq(x) = fq+1(x) = . . . = fK−1(x) = 0.
Also,
y(1) = y(2) = . . . = y(s−1) = 1
and
y(s) = y(s+1) = . . . = y(K−1) = 0.
Thus, 1{fk(x) 6= y(k)} = 1 if and only if q ≤ k ≤ s − 1.
Since Cy,y = 0,
Cy,h(x) =
s−1∑
k=q
(Cy,rk − Cy,rk+1) · 1{fk(x) 6= y(k)}
≤
s−1∑
k=q
|Cy,rk − Cy,rk+1 | · 1{fk(x) 6= y(k)}
≤
K−1∑
k=1
|Cy,rk − Cy,rk+1 | · 1{fk(x) 6= y(k)}.
Similarly, if h(x) = rq  y = rs, then q > s and
Cy,h(x) =
q−1∑
k=s
(Cy,rk+1 − Cy,rk) · 1{fk(x) 6= y(k)}
≤
K−1∑
k=1
|Cy,rk+1 − Cy,rk | · 1{fk(x) 6= y(k)}.
In any case, we have
Cy,h(x) ≤
K−1∑
k=1
|Cy,rk − Cy,rk+1 | · 1{fk(x) = y(k)}.
By taking the expectation on both sides with (x, y) ∼ P , we
arrive at Eq. (6).
In [8], by assuming the cost matrix to have V-shaped rows,
the researchers define generalization bounds by construct-
ing a discrete distribution on {1, 2, . . . ,K − 1} conditional
on each y, given that the binary classifications are rank-
monotonic or every row of C is convex. However, the only
case they provided for the existence of rank-monotonic binary
classifiers was the ordered threshold model, which requires
a cost matrix with convex rows and example-specific task
weights. In other words, when the cost matrix is only V-
shaped but does not meet the convex row condition, i.e.,
Cy,rk − Cy,rk−1 > Cy,rk+1 − Cy,rk > 0 for some rk > y,
the method proposed in [8] did not provide a practical way to
bound the generalization error. Consequently, our result does
not rely on cost matrices with V-shaped or convex rows and
can be applied to a broader variety of real-world use cases.
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Figure 2. Example of the task importance weighting according to Eq. (7)
shown for the AFAD dataset (Section IV-A).
E. Task Importance Weighting
According to Theorem 1, minimizing the loss of the
CORAL model guarantees that the bias units are non-
increasing and thus the binary classifiers are consistent
as long as the task importance parameters are positive:
∀k ∈ {1, ...,K − 1} : λ(k) > 0.
In many real-world applications, features between certain
adjacent ranks may have more subtle distinctions. For exam-
ple, facial aging is commonly regarded as a non-stationary
process [27] such that face feature transformations could be
more detectable during certain age intervals. Moreover, the
relative predictive performance of the binary tasks may also
be affected by the degree of binary data imbalance for a given
task that occurs as a side-effect of extending a rank label into
K − 1 binary labels. Hence, we hypothesize that choosing
non-uniform task weighting schemes improves the predictive
performance of the overall model.
We first experimented with a weighting scheme proposed
in [1] that aims to address the class imbalance in the face
image datasets. However, compared to using a uniform scheme
(∀k ∈ {1, ...,K − 1} : λ(k) = 1), we found that it had a
negative effect on the predictive performance of all models
evaluated in this study.
Hence, we propose a weighting scheme that takes the rank
distribution of the training examples into account but also
considers the label imbalance for each classification task after
extending the original ranks into binary labels. Note that
CORAL, according to Theorem 1, guarantees that the pre-
dicted probabilities are non-decreasing and the task predictions
are consistent as long as the task importance weights are non-
negative as described in Section III-C.
Specifically, our task weighting scheme is defined as fol-
lows. Let Sk =
∑N
i=1 1{y(k)i = 1} be the number of
examples whose ranks exceed rk. By the rank ordering we
have S1 ≥ S2 ≥ . . . ≥ SK−1. Let Mk = max(Sk, N − Sk)
be the number of majority binary label for each task. We define
the importance of the kth task as the scaled
√
Mk:
(7)λ(k) =
√
Mk
max1≤i≤K−1(
√
Mi)
.
Under this weighting scheme, the general class imbalance
of a dataset is taken into account. Moreover, in our exam-
ples, classification tasks corresponding to the edges of the
distribution of unique rank labels receive a higher weight
than the classification tasks that see more balanced rank label
vectors during training, which may help improve the predictive
performance of the model. The lowest weight may not always
be assigned to the center-rank: if SK−1 > 0.5, the last task has
the lowest weight, and if S1 < 0.5, the first task has the lowest
weight. An example of an importance weight distribution is
shown in Figure 2.
It shall be noted that the task importance weighting is only
used for model parameter optimization; when computing the
predicted rank by adding the binary results (Eq. 1), each task
has the same influence on the final rank prediction. Since
λ(k) >
√
Mk√
N
> MkN ≥ 0.5, it prevents tasks from having
negligible weights as in [1] when a dataset contains only a
small number of examples for certain ranks. We provide an
empirical comparison between a uniform task weighting and
task weighting according to Eq. (7) in Section V-C.
IV. EXPERIMENTS
A. Datasets and Preprocessing
The MORPH-2 dataset [28] (55,608 face images; https:
//www.faceaginggroup.com/morph/) was preprocessed by lo-
cating the average eye-position in the respective dataset using
facial landmark detection [29] via MLxtend v0.14 [30] and
then aligning each image in the dataset to the average eye
position. The faces were then re-aligned such that the tip of the
nose was located in the center of each image. The age labels
used in this study ranged between 16-70 years. The CACD
database [31] was preprocessed similar to MORPH-2 such that
the faces spanned the whole image with the nose tip being
in the center. The total number of images is 159,449 in the
age range 14-62 years (http://bcsiriuschen.github.io/CARC/).
For both the Asian Face Database [1] (AFAD; 165,501 faces,
age labels 15-40 years; https://github.com/afad-dataset/tarball)
and the UTKFace database [32] (16,434 images, age labels 21-
60 years; https://susanqq.github.io/UTKFace/) centered images
were already provided.
Each image database was randomly divided into 80%
training data and 20% test data. All images were resized to
128×128×3 pixels and then randomly cropped to 120×120×3
pixels to augment the model training. During model eval-
uation, the 128×128×3 face images were center-cropped
to a model input size of 120×120×3. The training and
test partitions for all datasets, along with all preprocessing
code used in this paper, are available at https://github.com/
Raschka-research-group/coral-cnn/tree/master/datasets.
B. Convolutional Neural Network Architectures
To evaluate the performance of CORAL for age estimation
from face images, we chose the ResNet-34 architecture [33],
which is a modern CNN architecture that achieves good
performance on a variety of image classification tasks. For
the remainder of this paper, we refer to the original ResNet-
34 CNN with cross entropy loss as CE-CNN. To implement
CORAL, we replaced the last output layer with the corre-
sponding binary tasks (Figure 1) and refer to this CNN as
CORAL-CNN. Similar to CORAL-CNN, we replaced the
cross-entropy layer of the ResNet-34 with the binary tasks for
ordinal regression described in [1] and refer to this architecture
as OR-CNN.
Note that next to guaranteed rank-consistency, another
advantage of CORAL-CNN method over OR-CNN is the
reduction of parameters in the output layer. Suppose that
there are m output nodes in the last fully connected layer,
which is connected to the output layer. In [1], the output layer
consists of (K − 1)× 2 output nodes: there are K − 1 binary
classification tasks with 2 neurons each. Thus, the number
of parameters in the final layer is (m + 1) × (K − 1) × 2.
The output layer of the CORAL-network, however, uses one
neuron for each task and the weights are shared among all
(K−1) tasks. Hence, the number of parameters is m+K−1,
such that the CORAL-CNN has a substantially lower training
complexity as the ORDINAL-CNN. For example, CORAL-
CNN has 219,190 fewer parameters than OR-CNN in the case
of ResNet-34 (Figure 1) and MORPH-2, where K = 55 and
m = 2048.
C. Training and Evaluation
For model evaluation and comparison, we computed the
mean absolute error (MAE) and root mean squared error
(RMSE), which are standard metrics used for age prediction,
on the test set after the last training epoch:
MAE =
1
N
N∑
i=1
|yi − h(xi)|,
RMSE =
√√√√ 1
N
N∑
i=1
(yi − h(xi))2,
where yi is the ground truth rank of the ith test example and
h(xi) is the predicted rank, respectively.
In addition, we computed the Cumulative Score (CS) as
the proportion of images for which the absolute differences
between the predicted rank labels and the ground truth are
below a threshold T :
CS(T ) =
1
N
N∑
i=1
1{|yi − h(xi)|≤ T}.
By varying the threshold T , CS curves were plotted to compare
the predictive performances of the different age prediction
models (the larger the area under the curve, the better).
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Figure 3. Comparison of age prediction models without task importance weighting. CS curves are shown as averages over three independent runs with
standard deviation.
The model training was repeated three times with different
random seeds for model weight initialization while the ran-
dom seeds were consistent between the different methods to
allow for fair comparisons. All CNNs were trained for 200
epochs with stochastic gradient descent via adaptive moment
estimation using exponential decay rates [34] β0 = 0.90 and
β2 = 0.99 (default settings). To avoid introducing empirical
bias by designing our own CNN architecture for comparing
the ordinal regression approaches, we adopted a standard
architecture for this comparison, namely, ResNet-34 [33].
Exploring different learning rates for the different losses
(cross-entropy, ordinal regression CNN [1], and the CORAL
approach), we found that a learning rate of α = 5 × 10−5
performed best across all models, which is likely due to the
similar base architecture (ResNet-34). Also, for all models, the
loss converged after 200 epochs.
Comparisons with additional neural network architectures,
Inception-v3 [35] and VGG-16 [36], are included in the
Supplementary Materials.
D. Hardware and Software
All loss functions and neural network models were imple-
mented in PyTorch 1.1.0 [37] and trained on NVIDIA GeForce
1080Ti and Titan V graphics cards. The source code is avail-
able at https://github.com/Raschka-research-group/coral-cnn.
V. RESULTS AND DISCUSSION
We conducted a series of experiments on four independent
face image datasets for age estimation (Section IV-A) to com-
pare our CORAL approach (CORAL-CNN) with the ordinal
regression approach described in [1], denoted as OR-CNN. All
implementations were based on the ResNet-34 architecture as
described in Section IV-B, including the standard ResNet-34
with cross-entropy loss (CE-CNN) as performance baseline.
A. Estimating the Apparent Age from Face Images
Across all datasets (Table 1), we found that both OR-CNN
and CORAL-CNN outperform the standard cross-entropy loss
(CE-CNN) on these ordinal regression tasks as expected.
Similarly, as summarized in Table 1 and Figure 3, our CORAL
method shows a substantial improvement over OR-CNN [1],
which does not guarantee classifier consistency. Moreover, we
repeated each experiment three times using different random
seeds for model weight initialization and dataset shuffling,
to ensure that the observed performance improvement of
CORAL-CNN over OR-CNN is reproducible and not coinci-
dental. We may conclude that guaranteed classifier consistency
via CORAL has a substantial, positive effect on the predictive
performance of an ordinal regression CNN (a more detailed
analysis regarding the rank inconsistency by Niu et al’s OR-
CNN is provided in Section V-B).
Furthermore, it can be observed that for all methods, the
overall predictive performance on the different datasets ap-
pears in the following order: MORPH-2 > AFAD > CACD
> UTKFace (Table 1 and Figure 3). A possible explanation
is that MORPH-2 has the best overall image quality and
the photos were taking under relatively consistent lighting
conditions and viewing angles. For instance, we found that
AFAD includes some images of particularly low resolution
(e.g., 20x20). While UTKFace and CACD also contain some
Table 1
Age prediction errors on the test sets without task importance weighting. All models are based on the ResNet-34 architecture.
Method RandomSeed
MORPH-2 AFAD UTKFace CACD
MAE RMSE MAE RMSE MAE RMSE MAE RMSE
CE-CNN
0 3.40 4.88 3.98 5.55 6.57 9.16 6.18 8.86
1 3.39 4.87 4.00 5.57 6.24 8.69 6.10 8.79
2 3.37 4.87 3.96 5.50 6.29 8.78 6.13 8.87
AVG ± SD 3.39 ± 0.02 4.89 ± 0.01 3.98 ± 0.02 5.54 ± 0.04 6.37 ± 0.18 8.88 ± 0.25 6.14 ± 0.04 8.84 ± 0.04
OR-CNN
[1]
0 2.98 4.26 3.66 5.10 5.71 8.11 5.53 7.91
1 2.98 4.26 3.69 5.13 5.80 8.12 5.53 7.98
2 2.96 4.20 3.68 5.14 5.71 8.11 5.49 7.89
AVG ± SD 2.97 ± 0.01 4.24 ± 0.03 3.68 ± 0.02 5.13 ± 0.02 5.74 ± 0.05 8.08 ± 0.06 5.52 ± 0.02 7.93 ± 0.05
CORAL-CNN
(ours)
0 2.68 3.75 3.49 4.82 5.46 7.61 5.56 7.80
1 2.63 3.66 3.46 4.83 5.46 7.63 5.37 7.64
2 2.61 3.64 3.52 4.91 5.48 7.63 5.25 7.53
AVG ± SD 2.64 ± 0.04 3.68 ± 0.06 3.49 ± 0.03 4.85 ± 0.05 5.47 ± 0.01 7.62 ± 0.01 5.39 ± 0.16 7.66 ± 0.14
lower-quality images, a possible reason why the methods per-
form worse on UTKFace compared to AFAD is that UTKFace
is about ten times smaller than AFAD. Because CACD has
approximately the same size as AFAD, the lower performance
may be explained by the wider age range that needs to be
considered (14-62 in CACD compared to 15-40 in AFAD).
B. Inconsistencies Inccurred by OR-CNN
This section analyzes the rank inconsistency issue of Niu
et al.’s method [1] in more detail. Figure 4 shows an example
of an inconsistent rank prediction for OR-CNN on a single
image in the MORPH-2 test dataset.
Table 2 lists the average numbers of inconsistencies that
were observed for the different test datasets predictions, where
an inconsistency occurs if the predictions of the binary classifi-
cation tasks are not rank-monotonic (as shown in the example
in Figure 4). As expected, due to the theoretical guarantees,
no rank inconsistencies were observed for CORAL-CNN. The
average number of rank inconsistencies inccurred by Ordinal-
CNN is between 2.32 and 5.56, depending on the dataset.
When comparing the average number of rank inconsisten-
cies that occur among the test predictions that predict the age
labels correctly (Table 2, penultimate column) to the number
of inconsistencies among the incorrect predictions (Table 2,
last column), it can be seen that the ordinal regression method
by Niu et al [1] has a smaller number of rank inconsistencies
if it predicts the age label correctly. This observation suggests
that the rank inconsistencies are detrimental to the predictive
performance, and the better performance of CORAL-CNN
compared to Ordinal-CNN (Table and Figure) may be achieved
by eliminating the rank inconsistency issue.
C. Task Importance Weighting
While all results described in the previous section are
based on experiments without task importance weighting (i.e.,
∀k : λ(k) = 1), we repeated all experiments using our
weighting scheme proposed in Section III-E, which takes label
imbalances into account. Note that according to Theorem 1,
CORAL still guarantees classifier consistency under any cho-
sen task weighting scheme as long as weights are assigned
positive values. From the results provided in Table 3, we
find that by using a task weighting scheme that also takes
label imbalances into account (Eq. 7), we can further improve
the performance of the CORAL-CNN models across all four
datasets.
To test the hypothesis that the improvements in predic-
tive performance via the task importance weighting are due
to addressing the label imbalance, we conducted additional
experiments using balanced datasets (Figure 5B). To balance
the MORPH-2 and AFAD datasets (Figure 5A), we selected a
smaller age range (18-39 years for AFAD and 18-45 years
for MORPH-2) and randomly removed samples from ages
larger than the age with the smallest number of examples.
The task importance weight distributions for the imbalanced
and balanced datasets are shown in Figure 5.
As shown in Table 4, both Niu et al.’s ordinal regression
method [1] and CORAL perform equally well with and
without optional task importance weighting if the datasets
are balanced. Considering this observation in the context of
the predictive performance improvements measured on imbal-
anced datasets (Table 3), we conclude that the task importance
weighting is an effective measure for working with imbalanced
datasets.
VI. CONCLUSIONS
In this paper, we developed the CORAL framework for ordi-
nal regression via extended binary classification with theoreti-
cal guarantees for classifier consistency. Moreover, we proved
classifier consistency without requiring rank- or training label-
dependent weighting schemes, which permits straightforward
implementations and efficient model training. CORAL can be
readily implemented to extend common CNN architectures
for ordinal regression tasks. Applied to four independent age
estimation datasets, the results unequivocally showed that
the CORAL framework substantially improved the predictive
performance of CNNs for age estimation. Our method can
be readily generalized to other ordinal regression problems
and different types of neural network architectures, including
multilayer perceptrons and recurrent neural networks.
OR-CNN CORAL-CNN
Figure 4. Plots show graphs of the predicted probabilities for each binary classifier task on one test data point in the MORPH-2 dataset by OR-CNN (left
subpanel) and CORAL-CNN (right subpanel). In this example, the ordinal regression CNN has an inconsistency at rank 26. The CORAL-CNN does not suffer
from inconsistencies such that the rank prediction is a cumulative distribution function.
Table 2
Average numbers of inconsistencies occurred on the different test datasets for CORAL-CNN and Niu et al’s Ordinal CNN. The penultimate column and last
column list the average numbers of inconsistencies focussing only on the correct and incorrect age predictions, respectively.
CORAL-CNN Ordinal-CNN [1] Ordinal-CNN [1] Ordinal-CNN [1]
All predictions All predictions Only correct predictions Only incorrect predictions
Morph
Seed 0 0 2.74 2.02 2.89
Seed 1 0 2.74 2.08 2.88
Seed 2 0 3.00 2.20 3.16
AFAD
Seed 0 0 2.32 1.78 2.40
Seed 1 0 2.35 1.83 2.43
Seed 2 0 2.55 1.97 2.63
UTKFace
Seed 0 0 4.79 3.64 4.92
Seed 1 0 5.73 4.05 5.95
Seed 2 0 5.07 3.84 5.21
CACD
Seed 0 0 5.06 4.55 5.10
Seed 1 0 5.40 4.76 5.44
Seed 2 0 5.56 4.87 5.61
Table 3
Performance comparison after training with and without task importance weighting (Eq. 7). The performance values are reported as average MAE ±
standard deviation from 3 independent runs each. All models are based on the ResNet-34 architecture.
Method Importance Weight MORPH-2 AFAD UTKFace CACD
OR-CNN [1] NO 2.97 ± 0.01 3.68 ± 0.02 5.74 ± 0.05 5.52 ± 0.02
OR-CNN [1] YES 2.91 ± 0.02 3.65 ± 0.03 5.76 ± 0.19 5.49 ± 0.02
CORAL-CNN (ours) NO 2.64 ± 0.04 3.49 ± 0.03 5.47 ± 0.01 5.39 ± 0.16
CORAL-CNN (ours) YES 2.59 ± 0.03 3.48 ± 0.03 5.39 ± 0.07 5.35 ± 0.09
Table 4
Age prediction errors on balanced MORPH-2 and AFAD test sets with and without task importance weighting. Each training run was repeated ten times,
where each time, a different random seed (0-9) was chosen.
MORPH AFAD
Methods ImportanceWeight Seed MAE RMSE MAE RMSE
OR-CNN [1] No 0 2.95 4.12 3.82 5.20
No 1 3.33 4.66 3.91 5.31
No 2 2.98 4.17 3.83 5.19
No 3 2.91 4.08 3.80 5.18
No 4 3.09 4.40 3.83 5.24
No 5 3.01 4.22 3.75 5.10
No 6 2.87 4.08 3.78 5.13
No 7 2.85 4.01 3.83 5.22
No 8 2.93 4.12 3.76 5.08
No 9 2.85 4.03 3.79 5.19
No AVG ± SD 2.98 ± 0.15 4.19 ± 0.20 3.81 ± 0.05 5.18 ± 0.07
OR-CNN [1] Yes 0 2.86 4.02 3.77 5.13
Yes 1 2.88 4.07 3.90 5.29
Yes 2 2.94 4.14 3.77 5.08
Yes 3 2.96 4.19 3.83 5.20
Yes 4 3.06 4.28 3.83 5.19
Yes 5 2.79 3.95 3.80 5.15
Yes 6 2.81 3.96 3.90 5.27
Yes 7 2.84 3.97 3.75 5.10
Yes 8 3.46 4.75 3.74 5.07
Yes 9 2.95 4.16 3.86 5.27
Yes AVG ± SD 2.96 ± 0.20 4.15 ± 0.24 3.82 ± 0.06 5.18 ± 0.08
CORAL-CNN (ours) No 0 2.61 3.64 3.62 4.91
No 1 2.58 3.57 3.60 4.98
No 2 2.64 3.64 3.57 4.83
No 3 2.68 3.70 3.63 4.90
No 4 2.81 3.81 3.59 4.87
No 5 2.58 3.57 3.59 4.86
No 6 2.56 3.52 3.68 5.00
No 7 2.67 3.70 3.61 4.88
No 8 2.61 3.61 3.61 4.84
No 9 2.64 3.67 3.56 4.83
No AVG ± SD 2.64 ± 0.08 3.64 ± 0.09 3.61 ± 0.04 4.89 ± 0.06
CORAL-CNN (ours) Yes 0 2.62 3.61 3.59 4.86
Yes 1 2.69 3.73 3.60 4.88
Yes 2 2.62 3.58 3.54 4.80
Yes 3 2.63 3.61 3.68 4.99
Yes 4 2.62 3.62 3.60 4.87
Yes 5 3.11 4.26 3.57 4.86
Yes 6 2.60 3.61 3.60 4.90
Yes 7 2.62 3.60 3.56 4.84
Yes 8 2.66 3.68 3.63 4.92
Yes 9 2.63 3.63 3.57 4.83
Yes AVG ± SD 2.68 ± 0.15 3.69 ± 0.20 3.59 ± 0.04 4.88 ± 0.05
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VIII. SUPPLEMENTARY MATERIALS Ordinal Regression and CORAL CNNs with Other Common
CNN Architectures
Initially, we developed the CORAL method in conjunction
with the ResNet-34 architecture, as presented in the paper,
since it is a popular architecture with a good trade-off between
predictive and computational performance 1.
Since CORAL CNN is agnostic of the type of neural
network architecture, we considered other commonly used
convolutional neural network architectures, such as VGG16 2
(Table S1), and Inception-v3 3 (Table S2).
Previously, it was observed that CORAL-CNN outperforms
the Ordinal-CNN by Niu et al. The same trend can be observed
when the predictive performances of the CORAL approach
is compared to Niu et al’s method when using the VGG16
(Table S1) or Inception-v3 (Table S2) networks.
Moreover, when comparing the CORAL-CNN perfor-
mances across architectures, the best predictive performance
(lowest MAE) can be achieved when using the Inception-
v3 architecture, which is consistent with the observation by
Canziani et al. 4 that Inception-v3 outperforms ResNet-34 on
classification tasks but is more expensive to train.
1Canziani, Alfredo, Adam Paszke, and Eugenio Culurciello. ”An analysis
of deep neural network models for practical applications.” arXiv preprint
arXiv:1605.07678 (2016).
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networks for large-scale image recognition.” arXiv preprint arXiv:1409.1556
(2014).
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Table S1
Comparison of cross entropy (CE-CNN), Niu et. al’s ordinal regression CNN (OR-CNN) and our CORAL-CNN based on the VGG-16 architecture. The
models were trained for 200 epochs using the ADAM optimizer with default settings as described in the main paper and a learning rate of α = 5× 10−05.
For the CACD dataset, a learning rate of α = 1× 10−05 with 300 epochs was required for the models from all three methods to converge.
Method RandomSeed
MORPH-2 AFAD UTKFace CACD
MAE RMSE MAE RMSE MAE RMSE MAE RMSE
CE-CNN
0 14.07 17.54 3.84 5.38 6.32 8.72 5.73 7.82
1 14.07 17.54 3.87 5.39 6.26 8.55 5.66 7.68
2 3.71 5.15 3.93 5.45 6.33 8.8 5.81 7.89
AVG ± SD 10.62 ± 5.98 13.41 ± 7.15 3.88 ± 0.05 5.41 ± 0.04 6.30 ± 0.04 8.69 ± 0.13 5.73 ± 0.08 7.80 ± 0.11
OR-CNN
[1]
0 2.75 3.82 3.53 4.95 6.42 8.60 5.31 7.47
1 2.92 4.08 3.55 5.00 6.25 8.33 5.28 7,47
2 2.95 4.14 3.72 5.23 6.50 8.81 5.39 7.52
AVG ± SD 2.87 ± 0.11 4.01 ± 0.17 3.60 ± 0.10 5.06 ± 0.15 6.39 ± 0.13 8.58 ± 0.24 5.33 ± 0.06 7.49 ± 0.03
CORAL-CNN
(ours)
0 2.76 3.73 3.45 4.78 5.95 8.28 5.25 7.49
1 2.79 3.74 3.39 4.72 5.59 7.6 5.21 7.42
2 2.87 3.94 3.4 4.75 5.96 8.22 5.28 7.48
AVG ± SD 2.81 ± 0.06 3.80 ± 0.12 3.41 ± 0.03 4.75 ± 0.03 5.83 ± 0.21 8.03 ± 0.38 5.25 ± 0.04 7.46 ± 0.04
Table S2
Comparison of cross entropy (CE-CNN), Niu et. al’s ordinal regression CNN (OR-CNN) and our CORAL-CNN based on the Inception-v3 (i.e.,
Inception-v2 + auxiliary losses) architecture. All models were trained until convergence via 100 epochs using the ADAM optimizer with default settings as
described in the main paper and a learning rate of α = 5× 10−04
Method RandomSeed
MORPH-2 AFAD UTKFace CACD
MAE RMSE MAE RMSE MAE RMSE MAE RMSE
CE-CNN
0 3.07 4.39 3.78 5.30 6.73 9.47 5.52 8.18
1 3.00 4.35 3.77 5.31 6.52 9.08 5.46 8.09
2 3.00 4.36 3.79 5.33 6.81 9.4 5.44 8.04
AVG ± SD 3.02 ± 0.04 4.37 ± 0.02 5.31 ± 0.02 3.78 ± 0.01 6.69 ± 0.15 9.32 ± 0.21 5.47 ± 0.04 8.10 ± 0.07
OR-CNN
[1]
0 2.52 3.59 3.42 4.84 5.74 7.89 4.98 7.43
1 2.57 3.69 3.45 4.87 5.49 7.58 4.93 7.37
2 2.51 3.60 3.36 4.75 5.41 7.46 4.94 7.33
AVG ± SD 2.53 ± 0.03 3.63 ± 0.06 3.41 ± 0.05 4.82 ± 0.06 5.55 ± 0.17 7.64 ± 0.22 4.95 ± 0.03 7.38 ± 0.05
CORAL-CNN
(ours)
0 2.45 3.41 3.28 4.59 5.57 7.72 4.92 7.16
1 2.41 3.36 3.32 4.63 5.26 7.3 4.91 7.21
2 2.43 3.39 3.20 4.59 5.76 7.95 4.87 7.11
AVG ± SD 2.43 ± 0.02 3.39 ± 0.03 3.27 ± 0.06 4.60± 0.02 5.53 ± 0.25 7.66 ± 0.33 4.90 ± 0.03 7.16 ± 0.05
