ABSTRACT In this paper, we investigate an attention function combined with the gated recurrent units (GRUs), named GRUA, to raise the accuracy of the customer preference prediction. The attention function extracts the important product features by using the time-bias parameter and the term frequency-inverse document frequency parameter for recommending products to a customer in the ongoing session. We show that the attention function with the GRUs can learn the customer's intention in the ongoing session more precisely than the existing session-based recommendation (SBR) methods. The experimental results show that the GRUA outperforms two SBR methods: the stacked denoising autoencoders with collaborative filtering (SDAE/CF) and the GRUs with collaborative filtering (GRU/CF) based on the precision and recall evaluation metrics. The data from three publicly available datasets, the Amazon Product Review dataset, the Xing dataset, and the Yoo-Choose Click dataset, are used to evaluate the performance of the GRUA with the SDAE/CF and the GRU/CF. This paper shows that adopting the attention function into the GRUs can dramatically increase the accuracy of the product recommendation in the SBR.
I. INTRODUCTION
Nowadays, many on-line service providers use recommendation methods [1] - [4] to generate personalized product recommendations that might match to their customer preference. The most commonly used recommendation methods such as the collaborative filtering (CF) methods [3] and the content-based (CB) methods [4] extract the customer's preference based on the customer's profile (also known as customer's previous transactional history) stored in the on-line service provider's database. Generally, a customer's profile is created from the history of the products purchased (or the products viewed) by the customer, or the explicit ratings (or the comments) given to the products by the customer, etc. For a particular customer, the CF methods recommend
The associate editor coordinating the review of this manuscript and approving it for publication was Yonghong Peng. the products based on the customers with similar profiles. Whereas, the CB methods recommend the products which are similar to the products available in the customer's profile. Therefore, the accuracy of the CF methods and the CB methods are limited to the availability of the customer's profile. Hence, if the customer's profile is not available, the CF methods and the CB methods cannot provide proper recommendations to the customer. Apart from that, these recommendation methods do not recommend products based on the actions performed by the customers in the ongoing session (i.e., the CF methods and the CB methods do not have the mechanism to learn the customer's preference from their ongoing sessions). In this paper, we define a session as a set of goal-oriented transactions that occur between the customer and the server of the on-line service provider. A solution to overcome these limitations is to design a session-based recommendation (SBR) method, which learns the customer preference from his/her ongoing session.
Formally, researchers used the kNN method in the SBR to recommend k-nearest products based on the product associated with the latest session click [5] - [8] . The kNN method relies on the statistical techniques for recommending the products to the customer in the customer's ongoing session (denoted as the ongoing session for short). Although the kNN method takes a easy way to classify the products, it cannot solve the cold start problem [4] (e.g., recommending a new product into the market). To overcome this limitation, Quadrana et al. [2] and Hidasi et al. [9] use the gated recurrent units (GRUs) [10] with the CF method in the SBR. However, the GRUs with CF method only uses the meta data (such as the name, price, brand, category, ratings, comments, etc.) of the product the customer just clicked in the ongoing session for recommendation, it does not consider the history of the customer behavior (i.e., the customer viewed or bought products) in the ongoing session. We emphasize that the accuracy of the product recommendation can be improved by understanding the customer's behavior in the ongoing session. In this paper, we introduce an attention function into the GRUs to extract the important hidden features from the customer behavior in the ongoing session for understanding the customer's intention. Figure 1 shows the concept of the GRUs with the attention function (GRUA) proposed in this paper. First, the GRUs takes the customer's click/view actions as their input and generate a customer-to-product feature relationship score matrix as the output. Secondly, the attention function extracts the important hidden features by combining the relationship score matrix and the customer's previous session data. Finally, based on the important product features obtained from the attention function, the GRUA will recommend a list of product recommendation to the customer in the ongoing session. Based on our best knowledge, we are the first one that investigate the attention function to learn the customer's intention in the SBR method. This paper is organized as follows. In Section II, we discuss the related works for the recommendation methods. While the architecture and the mathematical model of the GRUA are illustrated in Section III. In Section IV, we evaluate the performance of the GRUA with the stacked denoising autoenoders (SDAEs) [11] with the CF method (denoted as SDAE/CF for short) [12] , and the hierarchical GRUs with the CF method (denoted as GRU/CF for short) [2] . Finally, the conclusion is given in Section V.
II. RELATED WORKS
In recommendation methods, researchers use a rating matrix to exploit the relationship between the customers and the products to extract the customer's preference in the ongoing session where a single value in the rating matrix represents a customer preference value towards a product [2] , [9] , [13] - [17] . To maintain this rating matrix, the recommendation method can explicitly ask the customer to rate a product or it can implicitly rate a product on behalf of the customer based on the customer's behavior towards that product [16] . Therefore, researchers, in the recommendation methods, rely on the matrix-factorization (MF) approaches to learn the customer preference from the rating matrix [2] , [9] , [13] - [15] , [17] . Koren et al. [14] used the MF based CF method to extract the hidden features from the rating matrix. Koren et al. [14] used the stochastic gradient descent (SGD) approach for minimizing the objective function of the MF based CF method. Similarly, Baltrunas and Ricci [15] applied weights on the rating matrix to extract the important hidden features between the customers and the products. They proved that applying weights on the rating matrix not only increases the performance of the CF method but also reduces the execution time.
Although the CF methods use the rating matrix to learn the customer's preference, these methods face with the data sparsity (DS) problem and the cold start (CS) problem [12] , [13] . If there is a product which is not rated by any customer then recommending that product is a challenging task. This kind of problem is called as the CS problem. Similarly, if few customers rate a product, or a customer has rated few products, then there is less data to make recommendations. This kind of problem is called as the DS problem. Therefore, to overcome these problems, researchers proposed the CB methods which use the meta data or content of the products along with the rating matrix for product recommendations [12] , [13] . Salakhutdinov et al. [13] first introduced the restricted Boltzmann machine, a deep learning (DL) approach for product recommendations. They have proved that combining the DL approach with the CF method produces better product recommendation accuracy than the CF methods. Similarly, Wei et al. [12] combined with the SDAE approach [11] with the CF method to solve the CS problem from the traditional CF methods. They have proved that using the SDAE approach reduces the dimensionality of the input data; thereby it increases the execution speed of the recommendation method.
Even though many CF methods and CB methods are invented, these methods are limited to predict similar type of products which are present in the customer's previous transactions [2] , [9] . The CF methods and the CB methods do not have the capability to understand the customer's intention with respect to the customer's ongoing session. To overcome this problem, researchers proposed the SBR methods which use the ongoing session data for the product recommendations. Researchers noticed that the ongoing session data (such as the customer behavior, meta data of the products, etc.) are continuous data which should be processed in a short span of time. Therefore, instead of relying on the CF methods and the CB methods, Quadrana et al. [2] and Hidasi et al. [9] introduced the usage of the gated recurrent units (GRUs) [10] with the CF method for learning customer preference. Quadrana et al. [2] proposed hierarchical GRUs with the CF method [10] for identifying customer preferences from the ongoing session. Whereas, Hidasi et al. [9] used the GRUs with the CF method to learn customer preference VOLUME 7, 2019 FIGURE 1. An illustration of the GRUA system architecture.
from the ongoing session. Quadrana et al. and Hidasi et al. have proved that using the GRUs approach can process the sequential data from the ongoing session in a better way than the other DL approaches. Existing SBR methods use the meta data of the products just clicked by the customer for recommendation in the ongoing session; thereby these methods do not consider the history of the customer's behavior from the ongoing session [2] , [9] . We emphasize that the accuracy of the product recommendation can be improved by learning the important hidden product features (denoted as important features for short) from the customer's behavior in the ongoing session. To achieve this, we introduce an attention function into the GRUs for extracting the important features from the customer's behavior.
III. THE ARCHITECTURE OF GRUA
In this section, we present our design of the GRUA for understanding the customer's preference in the SBR. In GRUA, we extract the relationship between the customer and the product features associated with the customer's click on the on-line service provider's website (denoted as the website for short) to learn the customer preference in the ongoing session. Apart from that, in Figure 1 , we showed that the attention function uses the customer's previous session history to recommend products to the customer in the ongoing session. Therefore in the GRUA, we maintain a database to store the products data, the customer data, and the session data obtained from the website in the form of four tables: the product table (PT), the customer table (CT), the session table (ST), and the relation table (RT). We noticed that many new products/services are added in the website and many customers use the website continuously to view/buy the products. Hence, the data obtained in the GRUA is continuous and huge in nature which should be stored and processed in an efficient manner. To solve this issue in the GRUA, we use the mongoDB database software as Chodorow [21] proved that the mongoDB database can store and process the continuous and huge amount data in an efficiently manner. In the following, we show the mathematical model used in the GRUA to process the data stored in the database.
Suppose the website provides m kinds of products for sale. We denote P = {p 1 , p 2 , . . . , p m } as the set of the m products. Let F = {F 1 , F 2 , . . . , F m } represent the set of product features corresponding to P = {p 1 , p 2 , . . . , p m } and U = {f 1 , f 2 , . . . , f v } denote the universal set of all features of all products in the website with |U | as the size of the set U . For example, F 1 = {f 1 , f 3 , f 7 } means that product p 1 has 3 features f 1 , f 3 , and f 7 . The PT contains the data of all the products available in the website represented as
. . , i q } denote the set of q customers who visit the website. The CT consists the data of all customers who visit the website defined as R C [c, customer information], where c ∈ I . Let the customer's click sequence x 1 , x 2 , . . . , x t−1 , x t , x t+1 , . . . in a session follows the customer's interest. In the ST, we maintain the ongoing session data for each customer as
, where s denotes the session id, c ∈ I , F j ∈ F, x t is the product click at time step t, and T x is the system time-stamp associated with x t . Based on the data stored in the ST, the GRUs extract the relationship between the product features and customers in the ongoing session as discussed in Section III-A. We store this relationship between the customer and the products features in the RT denoted as R R [c,Ũ , T s ], where c ∈ I ,Ũ is the subset of U , and T s denotes the beginning time of the session. Please note that the time stamps T s and T x are stored in decreasing order, so that the GRUA can extract the customer's preference from the product features based on their time-stamp order. The attention function in the GRUA takes the data stored in the RT as input and outputs a list of products that might match the customer preference as discussed in Section III-B.
A. GRU APPROACH
The GRUs are one of the most efficient and improved versions of the standard recurrent neural network (RNN) used for analyzing the sequential data [2] , [9] , [10] . The GRUs use 2 gates: the reset gate r and the update gate u to decide information should be passed to the output as shown in Figure 2 . The benefit of using the 2 gates is that they can be trained to keep the information from the previous time step t − 1 (the gate u) or remove the information from t − 1, which is irrelevant to the prediction (the gate r) based on the input data of the current time step t. Apart from these 2 gates, the GRUs consist of three nodes: the input node x, the hidden node h, and the output node y as shown in Figure 2 .
In the GRU approach, we modify the functionalities of u, r, and h from the original GRUs [18] for extracting the customer preference from the product features associated with the click in the session. We take the set of features F j ∈ F of the product p j ∈ P in the session as the input to the GRUs. In our design, the output of node y (see Figure 2 ) of the GRU, denoted as N , is a matrix containing scores on the inputted product features for the customer i. The design of the update gate u at the time step t for the customer i is to determine how much information from the previous hidden node h i t−1 (a vector) needs to be passed for processing h i t . The output of u at time step t for customer i denoted as u i t (a vector) is obtained by the sigmoid activation function σ u () which takes h i t−1 and F j as its input and is expressed as
where W x,u is the weight between x and u, W h,u is the weight between the hidden node h and u, and b u is the bias applied between x and u. Please notice that the inputted vector of features F j is the features of p j when the customer views p j at x t . Similarly, the design of the reset gate r at the time step t for the customer i is to determine how much information from h i t−1 needs to be removed before processing h i t . The output of r at time step t for the customer i denoted as r i t (a vector) is obtained by the sigmoid activation function σ r () which takes h i t−1 and F j as its input and is expressed as
where W x,r is the weight between x and r, W h,r is the weight between h and r, and b r is the bias between x and r, respectively. The difference between the calculation of u i t and r i t is the usage of the weights and the bias applied at these gates. For regaining the information from h i t−1 , σ r () assigns the product features from h i t−1 which are required at the time step t close to 1 and the product features which are not required from h i t−1 close to 0; thereby r i t extracts the required information from h i t−1 at time step t in the ongoing session. In our design, we use r i t for calculating the current memory contenth which stores the relevant information from h i t−1 for processing h i t . The current memory contenth at the time step t for the customer i denoted ash i t (a vector) can be obtained VOLUME 7, 2019 from nonlinear activation function tanh which takes F j , h i t−1 , and r i t as its input and is expressed as
where W x,h is the weight between x and h, W h,r is the weight between h and r, and represents the Hadamard (featurewise) multiplication [18] between r i t and h i t−1 . The Hadamard multiplication along with tanh() determines the relevant product features from h i t−1 , which are required at the time step t. As the last step of the GRU, we calculate the hidden node h information at time step t for the customer i denoted as h i t (a vector) which is passed as an input to the time step t + 1 for further processing of the GRUs as
Here we use the Hadamard multiplication to extract the feature-wise multiplication between u i t ,h i t , and h i t−1 . The vector h i t contains the scores on the features of the product viewed by the customer i at the time step t. In other words, h i t represents the relationship between the set of product features and the customer i in the ongoing session at the time step t.
Based on our research and understanding, we notice that the customer preference towards a product feature changes with respect to time. For instance, if a customer added a product p t−1 into his/her interested shopping cart at the time step t − 1, the recommendation method should recommend products related to p t−1 at the time step t. Therefore, there is a need to update the scores on the product features presented in h i t based on the time-bias parameter for a product feature f ∈ U obtained from the time stamp of the ongoing session (or from the previous sessions) of the customer i. Other than the time-bias parameter, we notice that the recommendation method can understand the customer preference more precisely by combining the ongoing session data and the previous session data of the customer i (if available in the website database) by applying weights on the important product features in h i t . To achieve these functionality in the GRUA, we introduce an attention function for giving attention to the product features presented in h i t as discussed in the Section III-B. We store h i t as part of the RT for extracting the customer preference more precisely by applying the attention function.
B. ATTENTION FUNCTION
The attention function extracts the important product features for the customer i from the data stored in the RT by using two parameters: the time-bias parameter and the term frequency and the inverse document frequency (TF-IDF) parameter [19] . Let N = [n i,f ,t ] ∈ R + q×v×t , ∀i, f , t ∈ Z + , where i = 1, 2, . . . , q, f = 1, 2, . . . , v, and t = 1, 2, . . ., denote the relationship matrix between the customer i and the product features obtained from the RT at the time step t. We notice that, for every click in the ongoing session, the GRU updates the product features in N . Hence, N contains the list of all product features from the products clicked by customer i at each time step during [T s , T x ]. The time-bias parameter for the customer i and the product feature f denoted as b i,f (a scalar) calculates change of the customer i's interest towards a product feature upon a duration of time as
For a new customer or the customer with no session history b i,f = 0. Besides the time-bias parameter, we also consider the TF-IDF parameter as the feature frequency C i,f (a scalar) and the inverse feature frequency C −1
i,f (a scalar) of the customer i to extract the important features from the matrix N [19] . Since each product contains several features, it is possible that a product feature f may appear more than once in the ongoing session. We emphasize that we can learn the customer preference more precisely based on the frequency of product features extracted from N which are the customer's clicks on products in the ongoing session. To do so, we use the product (multiplication) of C i,f and C 
Similarly, the importance level of a product feature f with respect to the customer i, C −1 i,f , can be obtained by
where β is a system parameter for avoiding the problem of logarithm of 1 when C i,f = |U |. In this paper, we set β = 0.1 as the experiment setting. Finally, according to (5), (6) , and (7), the output of the attention function is the attention matrix A T x = [a i,f ] ∈ R + q×v at time stamp T x and is calculated as
At the end, the GRUA recommends the top M products from the database which contain the important product features obtained from A T x for the customer i. In Section IV, we discuss the system architecture, the data sets, the simulation settings and the results used to evaluate the performance of the GRUA.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the GRUA, with the GRU/CF [2] and the SDAE/CF [12] . We use two performance evaluation metrics: the precision (also called positive predictive value) and the recall (also known as sensitivity) [20] to evaluate the performance of the GRUA with the SDAE/CF and the GRU/CF. The precision metric is used to measure how many recommended products by the algorithm are relevant, while the recall metric is used to measure how many relevant products are correctly recommended by the algorithm. Suppose the algorithm recommends M products a time for recommendation when the customer clicks a product to view, the precision rate of the algorithm denoted as P(M ) is given as
Similarly, the recall rate of the algorithm for recommending M products denoted as R(M ) is given as
Based on our study, most popular websites (e.g., www. amazon.com, www.xing.com, www.yoochoose.com, etc.) recommend at least 10 products/services a time to the customer based on the customer's each click in the session. Therefore, we evaluate the performance of the GRUA, the SDAE/CF, and the GRU/CF in terms of P(M ) and R(M ) with M = 10.
A. DATASETS
To evaluate the performance of the GRUA, we use three publicly available datasets: the Amazon product review dataset [23] , the Xing dataset [24] , and the Yoo-choose dataset [25] . These datasets contain the meta data of the products including the important hidden features and the unimportant hidden features for the product. Following are the characteristics of these datasets:
• Amazon product review dataset: this dataset contains details about 9.4 million products and their meta data (including 142.8 million reviews) sold on the amazon.com from May 1996 to July 2014 [23] . It contains the product reviews features (such as ratings, text, and helpfulness votes), the meta data of the product (such as descriptions, category information, price, brand, product image, customers who viewed, customers who bought, other products viewed by the customer after viewing this product, etc.). In this paper, we refer this dataset as the Amazon dataset.
• Xing dataset: this dataset was used in the Recsys Challenge 2016 [24] . It contains details about the job postings from 770K customers for a period of 80 days from the xing.com. It is a semi-synthetic sample of historic Xing data from the xing.com. This dataset contains information about the customer interactions with respect to a job posting (such as click, timestamp, bookmark, reply, and delete). The GRUA uses this dataset to predict the job postings (products) for the Xing customers they might interact with in the next week. In this paper, we refer this dataset as the Xing dataset.
• Yoo-choose dataset: this dataset was used in the Recsys Challenge 2015 [25] . It contains the click-stream of the e-commerce website from the yoochoose.com. It roughly contains details of 31,637,239 clicks on 37,483 products and comprising of 7,996,257 sessions which are collected from the yoochoose.com. This dataset contains the data of clicks of a customer (such as session id, timestamp, product id, and category) and the data of purchase of a customer (such as session id, timestamp, product id, price, and quantity). The GRUA uses the dataset to predict the products in which a customer is going to buy in the ongoing session. In this paper, we refer this dataset as the Yoo-choose dataset. As these datasets contain noise, we preprocess these datasets before deploying on the system architecture. We removed the redundant data from these datasets. We manually divided the transactional data of these datasets into sessions with an idle threshold of 30 minutes. In case of the Amazon dataset, we identify the session data from the attributes: 'also viewed' and 'also brought.' Similarly, from the Xing dataset, we identify the session data based on the transaction type attribute which contains the values: 'click,' 'bookmark,' or 'reply.' Whereas, in the Yoo-choose dataset, we identify the session data from the click streams. We consider the data from the last session for each user as the testing data. Apart from the last session data, other session data are used as the training data. In Table 1 and Table 2 , we summarize the details of the training and testing data used from all three datasets for performance evaluation. After preprocessing these datasets, we deploy them on the mongoDB database [21] which we built on our lab's blade server. Our lab's blade server consists of 11TB, 16 blades each having a primary memory of 24GB and 4 core Intel Xenon processor of 2.33GHz. Whereas the blade server node contains a primary memory of 48GB and 8 core Intel Xenon processor of 2.33GHz with Ubuntu server 14.04 as the operating system.
B. EXPERIMENT SETTINGS
To evaluate the working of the GRUA, we use the Python programming language to implement the GRUA. In case of the SDAE/CF and the GRU/CF, we downloaded the Python code from the web-links provided by Quadrana et al. [2] VOLUME 7, 2019 TABLE 3. The parameter setting used in the SDAE/CF, the GRU/CF, and the GRUA.
TABLE 4.
Results for P(10) and R(10) on the Amazon, the Xing, and the Yoo-choose datasets.
and Wei et al. [12] , respectively. As there are many standards for the parameters (such as learning rate, regularization, dimensionality, etc.) in the deep learning approaches, it will consume more time for us to test the optimal combination of the parameters to be used in the GRUA, the SDAE/CF and the GRU/CF approaches. Table 3 shows the complete parameter setting used in performance comparison among the SDAE/CF, the GRU/CF, and the GRUA. To maintain the uniqueness in comparison, we also consider the parameter setting used in the GRU/CF [2] and the SDAE/CF [12] to evaluate the performance of the GRUA. For the SDAE/CF, we use the experimental setting proposed by Wei et al. [12] . The authors configured the SDAE/CF by three parameters: the optimization method, the dimensionality of the feature vector, and the regularization parameter. In the SDAE/CF, we used the stochastic gradient descent [26] as the optimization method. Whereas, we use 3 hidden layers in the SDAE/CF with each layer containing 100 hidden units. In the SDAE/CF, we set the dimensionality of the feature vector as 50 with dropout as the regularization parameter between the hidden nodes of each layer. Similarly, we used the experimental setting used by the authors in [2] to implement the GRU/CF and the GRUA. We configured the GRU/CF and the GRUA, based on the AdaGrad [27] , which is a type of the stochastic gradient descent as the optimization method. Whereas, we used 100 hidden nodes with dropout as the regularization parameter between the hidden nodes to implement the GRUA and the GRU/CF.
Apart from that, we use the least square normalization (also known as the 2 -norm) as the parameter for the loss function to do the gradient clipping [28] as shown in Table 3 . Pascanu et al. have proved that the 2 -norm is better and gives a single stable solution than the least absolute deviations (also known as 1 -norm) [28] .
Therefore, in the experiment, we use the ridge regression approach (also known as 2 -regularization) on 2 -norm as the regularization approach to prevent the over fitting of coefficients [29] - [31] . Pereira et al. have shown that the ridge regression provides computationally efficient solutions when compared with the lasso regression approach (also known as 1 -regularization) on the least squares loss function [29] . In our experiment setting, we use 10 training epochs. Please note that one training epoch is one forward pass and one backward pass of all the training data.
C. EXPERIMENT RESULTS
In the simulation, the GRUA takes an average training time of 8 to 10 minutes for the Xing dataset and the Yoo-choose dataset as the total session sizes are around 80K and 120K, respectively. While the SDAE/CF and the GRU/CF take an average training time of 4 to 6 minutes for training with the Xing dataset and the Yoo-choose dataset. For the Amazon dataset, the GRUA takes an average training time of 3 days since the total session size is around 100 million, while the SDAE/CF and the GRU/CF take an average training time of 2.5 days. Even though the training time of the GRUA is more as compared to the GRU/CF and the SDAE/CF, the performance of the GRUA on the testing data is better as compared to the other approaches as shown in Table 4 . The benefit of the GRUA is that it uses the attention function to extract customer preference from each session click; thereby recommending more suitable products/services to the customer. We can see that the attention function of the GRUA gives more flexibility to the system as it can handle the dynamic behavior of the customer by tracking the click sequence in the ongoing session. While the drawback of the SDAE/CF approach is that it does not keep track of the customer behavior for each click in the session. Similarly, the GRU/CF does not extract any important feature from the product features obtained at each click. Apart from that, the SDAE/CF and the GRU/CF use the customer's previous historical data to recommend products to the customer. They do not have the mechanism to combine the customer's ongoing session data with the customer's previous session history for recommending products. While the attention function of the GRUA gives it the capability to combine the ongoing session data with the customer's previous session history. This analysis of the GRUA with the SDAE/CF and the GRU/CF can justify the results shown in Table 4 .
To study the effect of the attention function in the GRUA based on the session length, we divide the session length into three phases: the starting phase, the middle phase, and the ending phase. Please note that the session length represents the number of clicks performed by a customer in the session. To evaluate the performance of the GRUA, the SDAE/CF, and the GRU/CF based on the session length, we consider the session length t 5, as used by Quadrana et al. [2] . During the starting phase, we evaluate the performance of the GRUA, the SDAE/CF, and the GRU/CF, for first 2 clicks in the session. Whereas, in case of the middle phase, we evaluate the performance based on the 3rd click in the session.
Similarly, we evaluate the performance of the ending phase from the 4th click and more clicks in the session. Table 4 shows the overall performance of the GRUA, the SDAE/CF, and the GRU/CF for three types of datasets. We can see that the GRUA outperforms the SDAE/CF, the GRU/CF among these datasets. The GRUA benefits from the attention function and gets higher precision rate and recall rate in predicting the customers' preference.
To understand the progress of the seeking behavior of the customers staying in the session, we show the precision rate and recall rate of the algorithms achieve at different phases in a session. Figure 3, Figure 4 , and Figure 5 show the detailed results of P (10) and M (10) in three phases of a session for three datasets. We can see that in the starting phase of the session, the performance of the GRU/CF and the SDAE/CF is less as they cannot extract customer's preference from the first 2 clicks in the ongoing session. The GRU/CF and the SDAE/CF depend on the customer's previous session history to recommend products in the ongoing session. Whereas the GRUA uses the attention function to combine the ongoing session data with the customer's previous session history for appropriate recommendation. It is notable that even if the session data is less at the starting phase, the performance of the GRUA is better because the attention function correlates the important product features from the ongoing session with the important product features from the customer's previous session history. Figure 3 shows the values for P (10) and R(10) for the Amazon dataset based on the session length. Similarly, Figure 4 and Figure 5 give the values for P (10) and R(10) for the Xing and the Yoo-choose datasets based on the session length. In the starting phase of the session, the difference between the GRU/CF and the GRUA is less for the Amazon dataset as shown in Figure 3 . As the session length increases, the performance of the GRUA also increases with respect to the GRU/CF and the SDAE/CF.
Finally, based on the above analysis of the experimental results we conclude that the GRUA shows better performance for different datasets at different session lengths. As the session length increases, this sensitivity nature of the GRUA helps it to make better prediction when compared to the GRU/CF and the SDAE/CF. From Figure 3 , Figure 4 , and Figure 5 , we noticed that the performance of all three deep learning approaches: the GRUA, the SDAE/CF, and the GRU/CF, increases as the session length increases. Hence, if a deep learning approach is trained for longer sessions, we can understand the customer's intention more precisely in the SBR.
V. CONCLUSION
In this paper, we have shown the effect of adopting the attention function with the GRUs for predicting customer's preference in the ongoing session. We observe that, by combining the attention function with GRUs, the GRUA is capable of reducing the problems of the data sparsity and the cold start in the session-based recommendation. The time-bias parameter of the attention function enhances the capability of GRUA in understanding the change of the customer's interest towards a product feature over a period of time. The TF-IDF parameter of the attention function extracts the important product features for a customer in the ongoing session. In the experiment results, we have shown that as the session length increases, the sensitivity of the GRUA provides better prediction at different phases in the ongoing session than the GRU/CF and the SDAE/CF. Apart from that, we learn that the deep learning approaches can give better predictions if they are trained for large datasets. In the future work, the researchers may modify the GRUA for combining the multimedia data with the transaction data for enhancing the performance of the recommendation method. Moreover, identifying the customer's state of mind according to the customer's behavior in social media is another potential research issue for enhancing the accuracy of the product recommendation in the SBR.
