Professor Dr. Joachim Stöckler has kindly pointed out to us that our proofs [2] of the estimates (4.5) and (4.9) are valid only in the case when we do not require the quadrature weights a ξ to be nonnegative, since the Krein-Rutman extensions of nonnegative functionals are not guaranteed to be norm-preserving. The purpose of this note is to point out that the existence of nonnegative weights a ξ satisfying (4.4) necessarily implies the following analogue (0.1) of (4.5). The existence of such weights was proved in the paper. (Here, and in the sequel, we use all the notation as in the paper.)
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The estimate (4.9) (being a special case of (4.5)) should also be modified accordingly in the case of nonnegative weights. The estimates are correct as stated in the case when the quadrature weights are not required to be nonnegative.
First, we prove (0.1) in the case when p = ∞. Let N be an even integer with δ C0 ∼ 1/N , and such that the quadrature formula (4.4) is exact for Π q N . Now fix ξ, and let S be the spherical cap circumscribing R ξ . Then the proof of Proposition 3.2 shows that µ q (R ξ ) ∼ µ q (S). Moreover, one can write S := {x : x · ζ ≥ cos θ ξ } with θ ξ ∼ N −1 . Now, let y := cos θ ξ and χ be the univariate function defined by
Then there exist ([1, Section I.5]) polynomials φ and Φ in Π 
Further, we obtain from (0.2) also that
Therefore, in view of (0.3), we obtain 
Therefore, from (0.4),
This proves the estimate (0.1) in the case when p = ∞. The case when p = 1 follows by taking P to be the polynomial identically equal to 1 in (4.4). In the case when 1 < p < ∞, we use these cases to conclude that
