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Many important decisions must be made without full information. For ex-
ample, a woman may need to make a treatment decision regarding breast cancer
without full knowledge of important uncertainties, such as how well she might re-
spond to treatment. In the financial domain, in the wake of the housing crisis, the
government may need to monitor the credit market and decide whether to intervene.
A key input in this case would be a model to describe the chance that one person
(or company) will default given that others have defaulted. However, such a model
requires addressing the lack of knowledge regarding the correlation between groups
or individuals.
How to model and make decisions in cases where only partial information
is available is a significant challenge. In the past, researchers have made arbitrary
assumptions regarding the missing information. In this research, we developed a
modeling procedure that can be used to analyze many possible scenarios subject to
strict conditions. Specifically, we developed a new Monte Carlo simulation procedure
to create a collection of joint probability distributions, all of which match whatever
information we have. Using this collection of distributions, we analyzed the accuracy
of different approximations such as maximum entropy or copula-models. In addition,
we proposed several new approximations that outperform previous methods.
The objective of this research is four-fold. First, provide a new framework
for approximation models. In particular, we presented four new models to approxi-
vii
mate joint probability distributions based on geometric attributes and compared their
performance to existing methods.
Second, develop a new joint distribution simulation procedure (JDSIM) to
sample joint distributions from the set of all possible distributions that match avail-
able information. This procedure can then be applied to different scenarios to analyze
the sensitivity of a decision or to test the accuracy of an approximation method.
Third, test the accuracy of seven approximation methods under a variety of
circumstances. Specifically, we addressed the following questions within the context
of multivariate discrete distributions:
1. Are there new approximations that should be considered?
2. Which approximation is the most accurate, according to different measures?
3. How accurate are the approximations as the number of random variables in-
creases?
4. How accurate are they as we change the underlying dependence structure?
5. How does accuracy improve as we add lower-order assessments?
6. What are the implications of these findings for decision analysis practice and
research?
While the above questions are easy to pose, they are challenging to answer. For
Decision Analysis, the answers open a new avenue to address partial information,
which bing us to the last contribution.
Fourth, propose a new approach to decision making with partial information.
The exploration of old and new approximations and the capability of creating large
collections of joint distributions that match expert assessments provide new tools that
extend the field of decision analysis. In particular, we presented two sample cases that
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Operations Research is an area of applied mathematics whose main concern is
how to make optimal decisions. Sometimes the framework of a decision is determinis-
tic but complex, often resulting in solutions that are counterintuitive. In other cases,
the decision framework is fraught with uncertainty, which is the concern of Decision
Analysis (DA).
Howard (1966) defined decision to mean an irrevocable allocation of resources.
In some cases, the complexity of the decision is low or the outcome is trivial, in such
cases the decision does not represent a real concern to the Decision Maker (DM).
For example, when choosing a dessert in a new restaurant, one would try to select
the dessert that would be most pleasing based on the description of the dish. But,
the chosen dessert might not be what was expected, creating an unpleasant moment.
This decision is a simple choice among alternatives, with an uncertainty factor.
Other decisions have the same complexity, but the outcomes are too important
to be taken lightly. Examples include medical decisions, life-or-death scenarios, and
decisions that require the allocation of vast resources (Figure 1.1). Moreover, indus-
try and government often involve decisions with high complexity, requiring in-depth





















Figure 1.1: Tree diagram representing a medical decision.
Howard and Matheson (2004) defined DA as the discipline comprising the
philosophy, theory, methodology, and professional practice necessary to formalize the
analysis of important decisions. The methodology for DA is depicted in the DA Cycle
(Fig. 1.2).







Figure 1.2: The Decision Analysis Cycle.
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The cycle starts with a decision problem. From here:
• The Formulation phase: frame the decision problem, identify the alternatives,
develop a value model, identify uncertainties, and derive the utility function.
• The Deterministic phase: identify key uncertainties of the model.
• The Probabilistic phase: encode the probabilities of the relevant variables in-
cluding their pairwise dependence structure, and derive a probability distribu-
tion on the output measure (e.g., net present value).
• The Appraisal phase: Analyze sensitivity-to-probability to determine whether
a change in our assessments changes the optimal action. Determine the value
of gathering additional information to refine the decision. Consider whether
further modeling of probabilistic dependence is warranted, an often neglected
step that will be discussed in more detail.
Howard (1988) describes several steps were DA has found important challenges:
• Framing the problem.
• Creating alternatives.
• Measuring the decision quality.
• Selecting relevant uncertainties.
• Assessing probabilities and probabilistic dependence.
• Deriving risk attitude and risk tolerance for the DM.
All these steps have grown into sub-disciplines of decision analysis, each with
its own extensive literature. However, this dissertation will address problems related
to probability assessment and probabilistic dependence.
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Modeling real-world decision situations often requires multivariate discrete
probability distributions,1 which model not only uncertainty but how uncertain events
relate to each other. In finance, for example, the price of an asset over time is
considered a random variable. However, when managing a portfolio, brokers are
concerned also with the interactions among prices of various assets over time, since
that can transform a bad portfolio into substantial revenue or vice versa. In gas/oil
exploration, wells can be wet or dry, meaning they have or lack a considerable deposit
of gas/oil, respectively. Geologists and other experts determine the probability of a
well being wet or dry, but having a complete discrete joint probability distribution
for all combinations of well outcomes provides important information about reservoir
connections underground. Knowing this information could greatly affect the expected
revenue of the project, and in most cases, could change the development plans. In
medicine, drug development is considered a risky investment because it takes many
years for a drug to be approved by the FDA, and a company can go bankrupt if a
series of drugs fails the approval process. However, if there is a relation among the
approval of Drug A, Drug B, and Drug C, then a joint probability distribution could
provide information about which drug to develop first, thereby reducing the risk of
bankruptcy.
In other words, the information about random events and their interactions
is encoded in multivariate joint probability distributions, making them an impor-
tant tool in mathematical modeling. The existence of a discrete joint probability
distribution function has an impact on the strategy used in optimization. For exam-
ple, procedures such as stochastic optimization and robust optimization are mainly
concerned with optimization under uncertainty. However, they differ in that the
former assumes knowledge of the underlying probability distribution and the latter
disregards the underlying distribution. As a result, stochastic optimization provides
1We will use the terms multivariable distributions and joint distributions interchangeably.
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results based on a higher degree of information, and robust optimization provides
optimization over worst-case scenarios. Both solutions are useful when a decision is
considered, but the knowledge of a probability distribution may provide information
that changes the decision.
1.1 Contributions
This dissertation addresses decision situations for which partial information
about the joint probability distribution is known. From here, our first contribution
was to develop four new approximations to recreate a joint probability distribution.
These approximations complement existing models such as maximum entropy, which
is still the most popular approximation method.
A second contribution develops a simulation procedure we named JDSIM, to
create a collection of joint distribution approximations. We consider JDSIM to be a
powerful method for helping to characterize the uncertainty generated by the missing
information about the joint distribution. This dissertation will focus on the philoso-
phy behind and tools generated from this procedure.
A third contribution develops the concept of accuracy of an approximation.
Up to now, there has been no clear procedure to test which approximation was best.
Using JDSIM, we implement a procedure to determine the accuracy of several ap-
proximations under various scenarios.
Finally, our fourth contribution develops a new approach to decision analysis.
We describe a new methodology for analyzing decisions in the face of partial infor-
mation. We exemplify our methodology by revisiting two decisions in the literature
and providing fresh insights. This contribution is the most applied of them all, but
it perhaps has the greatest impact on society.
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1.2 Motivation
In DA practice, it is common for the DM to work with people who deeply
understand the behavior of the random variables. These experts provide the decision
analysis team with estimates for the required assessments. Formally, assume the DM
must choose an alternative a from a set A.
If there are no uncertainties, the DM needs merely to order the set by prefer-
ence and choose the most preferred option. Under uncertainty, however, it is common
practice to use a utility function that encodes risk behavior into the decision. Then,
if there is an uncertainty X, the utility of the pair {a,X} is u(a,X = x), which
represents the utility as a function of the alternative chosen and the realization of the
uncertainty.








which is the problem of finding the alternative that maximizes the DM’s expected
utility.
The DA cycle derives this decision step by step. In the Framing phase, the
DA team helps the DM to define A, X, and u(·). The Deterministic phase studies X
to observe which uncertainties are relevant to the decision. During the Probabilistic
phase, experts derive f(X) and the problem is solved. Finally, during the Appraisal
phase, a series of sensitivity analyses is performed to determine if more information
could be relevant to the problem.
It has been shown that for simple assessments, experts can provide accu-
rate values (Lichtenstein et al., 1982). However, experts face two important chal-
lenges. The first one appears when there are two or more uncertainties, e.g., X =
(X1, X2, . . . , Xn). In this case, the assessment process becomes complex and often in-
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tractable. To illustrate, assume each variable in the vector X is binary. Then, a simple
joint probability distribution comprised of n binary random variables requires the as-
sessments of marginal probabilities, pairwise probabilities, three-way probabilities,
and so on. The total number of assessments is 2n − 1, which increases exponentially
with n and represents a real challenge for DA practice.
This exponential increase in the number of assessments is due to probabilistic
dependence. For example, if all variables were independent, only n assessments would
be required, which is feasible (Bickel et al., 2008). Then, by ignoring probabilistic
dependence, we can simplify the assessment process. However, this loss of information
reduces the decision quality (Korsan, 1990).
The second challenge is presented when the assessments are heavily condi-
tioned. To illustrate this, observe the joint distribution in Equation 1.2.
P (X) = P (X1) · P (X2|X1) . . . P (Xn|X1, X2, . . . , Xn−1). (1.2)
To simplify the assessments, the joint distribution is usually factored into several
conditional assessments such as P (X1) and P (X2|X1). However, higher order condi-
tional probabilities such as P (X3|X1, X2), P (X4|X1, X2, X3), P (X5|X1, X2, X3, X4),
. . ., P (Xn|X1, X2, . . . , Xn−1) are difficult to assess, producing inconsistencies or unre-
liable values. Ravinder et al. (1988) showed the degradation of quality in the assess-
ments when experts work with highly conditional information.
These two challenges force experts and DMs into a tradeoff between complexity
and information. On one hand, the more information they encode into the joint
probability, the harder the assessments and the higher the chance to compromise
their quality. On the other hand, using less information reduces the quantity of
assessments, thus degrading the quality of the decision.
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Despite its relevance, probabilistic dependence is often ignored because it
greatly complicates probability assessment (Korsan, 1990; Lowell, 1994). In fact,
Winkler (1982) identified the assessment and modeling of probabilistic dependence
as one of the most important research topics facing decision analysts. Miller (1990)
argued, “We need a way to assess and process dependent probabilities efficiently.
If we can find generally applicable methods for doing so, we could make significant
advances in our ability to analyze and model complex decision problems.” These
challenges have gone largely unanswered.
The Decision Analysis Cycle derives joint distributions using experts and avail-
able data. However, when based on partial information, such distributions are ap-
proximations of the “true” joint distribution. That is, if all possible conditional
probabilities could be assessed, the resultant distribution would be unique and would
match all the information at hand. The main goal is therefore to get as close as pos-
sible to the true joint distribution using partial information. Every approximation
method generates a bias according to how it compensates for missing information,
i.e., by disregarding parts of the dependence structure.
Given a portfolio with three assets and for simplicity, that the DM’s only
concern is with respect to the assets going up or down, the resulting joint probability
distribution would have eight possibilities (Fig 1.3).
Figure 1.3(a) shows the initial tree structure. The question marks in the Figure
are unknowns that an expert must assess. The expert starts by assessing P (asset 1
goes up), and then works toward more complex assessments (Fig 1.3(b)). The next
step is to assess P (asset 2 goes up|asset 1 goes up) and P (asset 2 goes up|asset 1 goes
down). These assessments capture the dependence between assets 1 and 2. Figure
1.3(c) shows that the outcome of asset 2 depends on the outcome of asset 1. Finally,
we must assess P (asset 3 goes up|asset 1 and asset 2 go up), P (asset 3 goes up|asset 1


























































































































Figure 1.3: Probabilistic dependence, tree representation.
up), and P (asset 3 goes up|asset 1 and asset 2 go down). This completely determines
the discrete joint probability distribution using Equation 1.2 and the parameters in
Figure 1.3(d).
For three assets, deriving a joint probability is a simple process that requires
only seven assessments. However, the general case is considerably more complicated.
For example, Bickel et al. (2008) considered a problem having six binary variables.
This requires 63 assessments to fully characterize the joint distribution, and some of
these assessments are very difficult. If only 21 of the 63 probabilities can be assessed,
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the equivalent probability tree will have 42 degrees of freedom. As a result, we would
need to work with a set of joint distributions or to select the joint distribution that
best represents the set, that is, to generate an approximation to a joint distribution.
Lowell (1994) and Keefer (2004) described various methods to choose a joint
probability approximation. Abbas (2006) and Bickel and Smith (2006) utilized an
extension where the different joint distributions are compared to its maximum entropy
counterpart. However, there remains this important unresolved question: how good
are these approximations in relation to a true joint distribution? This is not easily
answered, since the true joint distribution can never be observed. The main purpose
of this dissertation is to develop a method to evaluate an approximate distribution
P (XA) with respect to the true joint distribution P (X).
Although an approximate distribution’s accuracy cannot be directly assessed,
the approximation can still be compared to all the joint distributions that have the
same partial information. Any approximation is just one of the elements of this set,
in which any element could be the true joint distribution. Figure 1.4 illustrates this
idea: the largest set is that for which the least information is provided, but as more
information is available, the set shrinks until all information is known and the set
become a singleton where the distribution is uniquely determined.
The partial information from the assessments defines the shape and size of
the truth set, which in turn determines the accuracy and precision for any single
approximation. We informally describe accuracy as a measure related to the location
of P (XA) with respect to all other distributions in the set, and precision as a measure
associated to the relative volume of the set. Accuracy and precision help to determine
how good the approximation is. For example, with no information, the truth set is an
n-dimensional simplex, since the only constraint is that the probabilities must sum to
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Figure 1.4: Information sets as we increase the available information.
from the approximation to any other joint distribution. P (XA) is the most accurate
approximation possible for the information available. Even though the accuracy is
the best possible, the set is too big, reducing the precision of the approximation. In a
similar way, a set containing P (XA) could be very flat and elongated, in which case
the size of the set is not a concern, but the location of P (XA) becomes extremely
important.
To illustrate these concepts, take two binary random variables and assume no
knowledge of the variables or their interactions (Figure 1.5). Since we have no infor-
mation on the variables, we know that the truth set is a full symmetric simplex and
that the best (most accurate) approximation is the uniform distribution. However,









) in at least four possible directions. Figure 1.6 gives an example of
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Figure 1.5: Two binary variables with unknown information.
an accurate approximation with low precision. The distributions defined as “Other
possible approximations” are just a few from an infinite number of possibilities in
three dimensions that match the available information (No Information).































Figure 1.6: Accuracy vs. precision. Accurate approximation in a low-precision set.
Now assume that we have some knowledge of the marginal probabilities for
both variables (Figure 1.7). Then the truth set is a line with extremes in {.9, 0, 0,
.1} and {.8, .1, .1, 0}. The set has been reduced in size from the previous set, but we
still need a point that better represents it.
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Figure 1.7: Two binary variables with information on their marginal probabilities.
Assuming independence between the two variables would yield {.81, .09, .09,
.01}. This distribution is almost in the corner of the set, providing an approximation
with low accuracy. Hence, we may want to consider a distribution in the center of the
set, which is perhaps a better description of the possible joint distributions. Figure
1.8 shows some of the alternatives to approximate the set.
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Figure 1.8: Accuracy vs. precision. An example of an accurate approximation in a
set with higher precision.
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Later chapters will provide a formal definition of accuracy in terms of the
location within the truth set. The objective of this dissertation is to measure the
accuracy of different distributions, while recognizing the importance of the precision
of a set in terms of its size. However, the precision can be modified only by gathering
more information, and since it is assumed that the information is given, the precision
of a joint approximation is beyond the scope of this research. Nonetheless, some
initial ideas for future research are given in the last chapter.
1.3 General Approach
Measuring the accuracy of an approximation is challenging because of the lack
of a point of reference. Accuracy as a concept can exist only in relation to something
else. However, the same information that is used in deriving an approximate joint
distribution can be used to provide a framework that serves as a point of reference.
To measure accuracy requires comparing the approximate distribution to all
other distributions that match the DM’s beliefs. This entails generating a set T (truth
set) of joint distributions that match the DM’s beliefs. This set needs to contain all
possible joint distributions that match the given information. Using this set, it is
possible to develop an accuracy model as follows.
Create	  
Truth	  Set	   Sample	  





Figure 1.9: General accuracy approach to evaluate approximation joint distributions.
To be able to measure accuracy efficiently requires the truth set T to be convex.
However, T is a function of the information gathered I, and may not always be convex.
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To demonstrate that, assume that the truth set was created using two variables x1 and
x2 with possible outcomes {2, 4} and {7, 8, 9}, respectively. If the only information
known is the correlation ρ = 0.5, then P1(x1, x2) and P2(x1, x2) from Table 1.1 are
elements of T. However, the convex combination P3(x1, x2) is not, because as shown
in Table 1.2, the correlation for P3(x1, x2) does not equal 0.5.
Table 1.1: Joint Distributions for a Series of Events.
Event Joint Distributions
x1 x2 P1(x1, x2) P2(x1, x2) P3(x1, x2)a
4 8 0.511 .163 .338
2 7 0.117 .096 .106
4 9 0.117 .096 .106
2 8 0.255 .645 .45
aP3(x1, x2) = 12P1(x1, x2) +
1
2P2(x1, x2).






Using correlations without the knowledge of the marginal distributions could
result in sets that are hard to work with (non-convex). Fortunately, marginal assess-
ments are easy to perform, and once known, T becomes a convex set. A later chapter
will describe families of equations and their requirements such that T is assured to be
a convex set. Equations outside the proposed families might generate a non-convex
set and are left for future research.
Once T is defined, a method is required to sample the set T and provide
random joint distributions. These distributions can be used to generate comparisons
against the selected approximation. Finally, a set of measures of accuracy is needed
for these comparisons.
The use of the samples and the measures of accuracy with the approximate
distribution allows us to evaluate which approximation is most appropriate for a given
situation. Figure 1.10 shows that by observing the behavior of a given approximation
and its relation to the elements in the set T, we can develop the tools required to
15





























Optimal  Action    
a*(qi)	
1.  Comparison  in  probability  space:  p  to  qi.	
2.  Comparison  in  decision  space:    a*(p)  to  a*(qi)	
Figure 1.10: A procedure to test the accuracy of joint probability approximations.
The following sections formalize the problem and expand the general approach
to characterize the accuracy of an approximation. Additionally, we present a literature
review and an outline of the rest of the dissertation.
1.3.1 Problem Definition
Given a truth set T of joint distributions that match a specific set of infor-
mation I, and an approximation model A with solution p∗A that represents a discrete
joint probability distribution:
How does p∗A relate to the elements in T? Specifically, for p∗A, q ∈ T,
• What is the relation between p∗A and any arbitrary q?
• How great is the maximum absolute distance?
• How great is the total variation?
• How large is the distance between both distributions?
• How does the information encoded in the approximation compare to the distri-
butions in the sample?
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To provide answers to these questions, it is necessary to characterize T as a function of
I and to define a procedure to generate q ∈ T such that q is distributed in proportion
to the volume of the relative interior of T.
Although the main result of this dissertation is to generate a framework to
measure the accuracy of an approximate distribution p∗A, this approach leads to new
formulations that generate different joint probability distribution approximations.
Further chapters will analyze old and new models and provide general guidance.
1.3.2 Sampling Procedure
The “sampling procedure” assumes that the information is consistent and can
be used to characterize a closed, bounded, and convex set T. The information pro-
vided is assumed to be consistent in that the truth set is not empty. See Lichtenstein
et al. (1982), Korsan (1990), and Chessa et al. (1999) for methods to enforce consis-
tency.
The set is bounded by the definition of a probability distribution (all probabil-
ities are positive and sum to one). Again, we consider only linear constraints; hence,
T is convex. Convexity is required by the algorithms we use to sample the truth set
T and to approximate the true joint distribution. Finally, we require that T is closed,
which means that the boundary also belongs to T.
Given that T is a continuous set, it contains an infinite number of distributions.
Therefore, we must discretize T (i.e., sample from it) in order to test the accuracy of
a given joint probability distribution. Figure 1.11 shows the basic idea: starting with
the truth set, we sample joint distributions within the interior of T and use these




Figure 1.11: (a) Representation of T, (b) Sampling from T, (c) New set T′.
To accurately represent T with a discrete sample, we need to sample sections
of T in proportion to their volume (or d-content). That is, we need to create a uniform
sample of the truth set. Smith (1984) presented a method called the Hit and Run
sampler. This algorithm samples uniformly from T and has a mixing time of O(d3),
where d is the dimension of the set.
By sampling uniformly, we are implicitly assuming that every distribution
in the interior of the set has the same chance of being the true joint distribution,
although this conjecture cannot be proved or disproved. Thus, the method described
here might best be thought of as a type of sensitivity analysis.
In higher dimensions, the truth set has an interesting behavior: the extreme
corners of the set contain almost no volume. As a consequence, the samples in these
neighborhoods are scarce or nonexistent. For this reason, we also present as a part of
our future research, a method that increases the probability of sampling distributions
close to the corners. We call this method the Ping-Pong sampler because of its
bouncing characteristics. The Ping-Pong sampler does not create a uniform sample.
However, preliminary results show that it has a fast convergence to a steady state
distribution and that the samples replicate the symmetry embedded in T.
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1.3.3 Measures
Finally, we can observe relations between the joint probability approxima-
tion p∗A and the sample (Figure 1.12). Some of the most important measures to be
observed on the information space are “entropy,” “differences of entropy” among dis-
tributions, and “relative entropy” (also known as KullbackLeibler divergence). From
the geometric perspective, the main measures are “maximum absolute difference,”
“total variation,” and “Euclidean distance.” We also consider the χ2 distance as an









Figure 1.12: Using measures to compare p∗ to T.
1.4 Literature Review
In 1940, Deming and Stephan were the first to use partial information to
approximate an unknown target. This problem was called “The matching of tabular
data tables,” where the census provided marginal information on the universal sample,
and frequency information on a small sample. The problem was to extrapolate the
sample to the complete universe while preserving consistency of the data tables. The
approach to the matching of tabular data tables was concerned only with finding a
solution; the quality of such a solution was not fully explored.
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Later, Shannon (1948) developed the function H(p1, p2, . . . , pn) to measure
certainty in probability distributions, which is the basis for the the definition of
entropy. After Shannon, Kullback and Leibler (1951) published a paper generalizing
some of the fundamental concepts of entropy and developed the concept of cross-
entropy also known as KL divergence.
Using Shannon’s descriptive measure, Jaynes (1957, 1963) proposed a norma-
tive principle, the principle of maximum entropy, to guide the assignment of proba-
bility distributions. This principle states that when information about an uncertainty
does not uniquely specify a distribution, one should assign the probability distribution
with maximum entropy subject to the partial information. The principle of maximum
entropy is a generalization of Laplace’s principle of insufficient reason, which states
that knowing the possibilities with no additional information, one should assign equal
probabilities to all events. We will challenge some of these conclusions.
Jaynes (1968) presented an application of the maximum entropy principle
and solved the problem of choosing the correct priors on Bayesian estimation of
probabilities. That same year, Ireland and Kullback (1968) returned to the problem
proposed by Deming and Stephan and applied the concept of entropy by minimizing
the KL divergence among tables. Later, Thomas (1979) demonstrated how to apply
the principle of maximum entropy to obtain a unique probability distribution from
bounded probabilities and moments.
The work already mentioned was the foundation for information theory and the
basis for several applications in relation to probability assessments. However, the main
concern was still to develop solutions to approximate joint probability distributions,
without regard to the quality of such solutions.
Jaynes (1982) considered the quality of the maximum entropy approximation
and presented the Entropy Concentration Theorem (ECT), which states that for
a set of distributions that match the same information, the distributions tend to
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concentrate near the point of maximum entropy. In other words, an ε-Ball containing
the maximum entropy distribution will be more heavily populated than any other
ε-Ball. This argument supports the maximum entropy approximation as a good
alternative. However, our work will show that the assumptions made by the ECT do
not necessarily yield an approximation having good accuracy. Therefore, the problem
of measuring the accuracy of an approximation is still unsolved.
In 1994, two authors published papers that advanced the understanding of
accuracy in a probability distribution. First, Mackenzie (1994) explored a discrete
version of the theory of copulas by Sklar (1959) and developed a method to recreate
discrete maximum entropy copulas. This work developed a family of copulas that
share the same dependence structure, and from that family, presented the copula
with maximum entropy. Second, Lowell (1994) analyzed the sensitivity to depen-
dence on random variables for a decision process. The correlation structure of the
joint probabilities and their relation with entropy provide an important step in the
development of the theory. Moreover, Lowell was also interested in the possibility
of reducing the size of the family of distributions by detecting which information is
most sensible. This was the first paper to deem accuracy as being related to T.
Not all the distribution approximations follow the principle of maximum en-
tropy, even though professionals frequently assume independence to model joint dis-
tributions. Keefer (2004) gave an interesting approximation that does not follow the
principle of maximum entropy. This method consists of finding an external variable
that explains the correlation structure. The problem with this method is its being
limited to binary variables. To allow for this, the paper presented evaluation tables
comparing this method to other methods.
A similar procedure to the one used in Keefer (2004) was used later in Ab-
bas (2006) and Bickel and Smith (2006). Abbas presented a decision evaluation and
quantified the changes generated by the entropy approximation and the number of
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assessments. Bickel and Smith presented an entropy model for sequential exploration
where the decision to drill an oil well is given by the interactions among all random
variables. Both papers measure the goodness of the approximation by choosing appro-
priate measures and comparing maximum entropy to previous known approximations
through a simulation process. The findings of these papers make clear that most of
the time, the entropy model has higher accuracy than previous models. All the pre-
vious work presented the accuracy measures in terms of “relative accuracy,” that is,
the accuracy of an approximation with respect to other approximations. Hence, there
is still work to be done in measuring the accuracy of a distribution in relation to T,
and not just in relation to other approximations.
1.5 Dissertation Outline
This introduction has briefly described the components of the joint probability
distribution evaluation procedure. The remainder of this dissertation is organized as
follows:
Chapter 2 discusses methods to approximate probability distributions based
on the geometric properties of the set T. We review three existing approximations
and introduce four new approximations that have interesting properties. Chapter 3
presents a sampling procedure to create a collection of distributions in the interior of
T. Chapter 4 presents the measures of accuracy to be used to compare the approx-
imations to the truth set T. Chapter 5 presents our accuracy results for a number
of truth sets. Chapter 6 develops a new approach to model decisions with partial





Three models for approximating joint probability distributions were found in
the literature. This chapter presents these models and adds four new ones based on
different centers of polyhedra.
2.1 Existing Approximation Models
The Independence Approximation (IA), the Underlying Event Model (UE),
and the Maximum Entropy Model (ME) are three of the most discussed methods
to recreate joint distributions in the literature. The IA assumes that there are no
dependencies among random variables. The UE, proposed by Keefer (2004), assumes
that all variables are conditionally independent given an external random variable
Y . Finally, the ME, described by Lowell (1994), uses concepts first developed by
Kullback (1968) and Jaynes (1957) to recreate higher-order assessments from simple
conditional probabilities. The three approximations present different assumptions
about the use and manipulation of available information.
Figure 2.1 presents the influence diagrams or Bayesian networks (Howard and
Matheson, 2005) for these three approximation methods in the case of three random
variables. Case (a) corresponds to a joint distribution based on full information, and
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Figure 2.1: Influence diagrams for variables X1, X2, X3 (absence of arrows denotes
lack of influence between variables). (a) True Joint Distribution (unknown). (b)
Approximation according to IA. (c) UE, in which all dependences are captured by
means of an additional variable Y . (d) ME generates an approximation (dotted lines)
by recovering information from partial assessments.
2.1.1 Independence Approximation Model
The Independence Approximation (IA) assumes there are no interactions among
any of the random variables. Under this model, the probability decomposition in
Equation (1.2) becomes Equation (2.1).
P (XIA) = P (X1)P (X2) . . . P (Xn). (2.1)
By assuming independence among variables, the number of assessments required is
low and the assessments become easy to perform. The main concern with the IA is
the processing of information. If two variables are known to have a large correlation,
the IA will treat them is if they were independent, which in turn deny the ability to
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use of the information available. As will be seen later, the IA is just a special case of
ME with limited information.
2.1.2 Underlying Event Model
The Underlying Event Model (UE), proposed by Keefer (2004), recovers some
information on the probabilistic dependence among variables and uses a new variable
Y to model such dependence while requiring few assessments. This model assumes
that Xi for i = 1, 2, . . . , n are independent given Y , leaving the correlation structure
depending entirely on the random variable Y . According to this model, Equation
(1.2) becomes:
P (XUE) = P (Y ) · P (X1|Y ) · P (X2|Y ) . . . P (Xn|Y ). (2.2)
The UE works only with binary random variables and has no flexibility to
incorporate more information into the model. However, it is easy and fast to imple-
ment. The model defines pi as the probability of success of variable i, and pj|k as
the probability of success of variable j given that variable k is a success. Then the
following assessments are required:
• Assess the marginal probabilities, pi, i = 1, 2, . . . , n.
• Choose j and k that correspond to the largest and second largest values of pi,
respectively.
• Assess pj|k and define p0 = pjpj|k .
• Define pi|0 = pip0 , i = 1, 2, . . . , n.
• Define p(i success, j success, k success ) = p0 · pi|0 · pj|0 · pk|0.
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2.1.3 Maximum Entropy Model
Proposed initially by Jaynes (1957) and Kullback (1968), the Maximum En-
tropy model (ME) derives an approximate distribution using partial information.
Various authors, such as Lowell (1994), Abbas (2006), and Bickel and Smith (2006),
have expanded this model and found interesting applications in the DA framework.
Maximization of entropy can be achieved through the minimization of the
Kullback-Leibler divergence (KL) between p and the IA noted as p̄, as described in









s.t. A · p = b, (2.4)
p ≥ 0. (2.5)
The optimization is relative to p̄ = {p̄1, . . . , p̄n} and subject to the set of linear
constraints A ·p = b that match the expert’s beliefs. However, it is easier to solve the
problem by transforming it into an unconstrained convex optimization model using















where i = 1, . . . , n indexes the n joint outcomes of p, and j indexes the rows of matrix
A. The vector b encodes the DM’s beliefs into the constraints A · p = b. And the
scalar ai,j is the element of the i
th column and the jth row of A.






Then the decomposition in Equation (1.2) becomes:













j works as a discrete
copula (Sklar, 1959; Nelsen, 2005) that corrects the IA to match the expert’s beliefs.
The ME is easy to implement and fast to solve. Additionally, the model
has the flexibility to manage any amount of information as long as it is consistent
with a joint probability structure. As with the truth set, the feasible region of the
optimization problem is defined exclusively by linear constraints. The ME provides
a joint distribution with a rich information structure, that is, the encoding of the
outcomes of the joint distribution requires a maximum expected number of bits to be
described efficiently (Cover and Thomas, 2006).
2.1.4 First Example to Illustrate the Various Models
To illustrate these models, assume a discrete joint distribution (see Table 2.1),
which in most circumstances will be unknown. Although the joint probability mass
function (pmf) can not be observed, other information may be known, as shown in
Table 2.2. As discussed before, the amount of available information and the assump-
tions made by each particular model define a uniquely approximated pmf. Table 2.3
shows the approximated pmfs for IA, UE, and ME.
In this example, more information results in a pmf closer to the original one.
Unfortunately, this cannot be generalized because the true distribution would be
unknown in real life. Therefore, direct comparisons are infeasible.
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Table 2.1: True joint pmf.
Joint events Real pmf
x1 x2 x3 P (x1, x2, x3)
1 1 1 0.300
1 1 0 0.050
1 0 1 0.050
1 0 0 0.100
0 1 1 0.125
0 1 0 0.125
0 0 1 0.125
0 0 0 0.125
Table 2.2: Marginal and pairwise information.
Marginal and conditional assessments
P (X1 = 1) 0.5
P (X2 = 1) 0.6
P (X3 = 1) 0.6
P (X2 = 1|X1 = 1) 0.700
P (X3 = 1|X1 = 1) 0.700
P (X3 = 1|X2 = 1) 0.708
Table 2.3: Joint pmf approximations.
Joint events IA pmf UE pmf ME pmf
1 1 1 0.1800 0.2509 0.2687
1 1 0 0.1200 0.1033 0.0815
1 0 1 0.1200 0.1033 0.0815
1 0 0 0.0800 0.0425 0.0685
0 1 1 0.1800 0.1741 0.1563
0 1 0 0.1200 0.0717 0.0936
0 0 1 0.1200 0.0717 0.0936
0 0 0 0.0800 0.1825 0.1563
2.2 Proposed Approximation Models
We explore four “new” approximations based on different centers of polyhedra.
The idea of using centers of polyhedra as approximations is related to the center of






We want to find a point inside T that shares similar properties with the CM,
which has been well studied. However, the CM is a difficult point to compute. As
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Ong et al. (2003) showed, there are methods to calculate
∫
x∈T dx exactly, but the
efficiency of the algorithms is exponential in the dimension of the set, making the
CM unsuitable for practical applications.
Although it is not practical to calculate the CM for general polytopes, the
concept itself provides us with desirable properties, such as having a pmf far from
the boundary and equidistant to all the extreme points of T. The following new
approximation models satisfy some of these requirements under arbitrary polytopes.
2.2.1 Analytic Center
The analytic center (AC) has been mainly used to initialize interior point
algorithms. The simplicity of this model makes it easy to implement and quick to
solve. The main idea is to generate an optimization problem that pushes the solution






s.t. Ap = b,
where p = {p1, . . . , pn} represents the joint distribution approximation. The model
can be expanded to use inequality constraints of the form Aj ·p ≥ bj, where Aj is the
jth row of A, by adding the term log (Aj · p− bj) to the objective function. However,
the rest of this dissertation considers only equality constraints.
One disadvantage of AC is the inconsistency of the polytope representation.
As shown by Ye (1997), different representations of the same set have different AC
solutions. For example, the addition of a redundant constraint pushed the AC far
from this constraint. Hence, it is in principle a useful method so long as T its free of
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redundant constraints.
In Figure 2.2 (taken from Boyd and Vandenberghe, 2004), we can observe the
analytic center and the influence generated by the inequality constrains for a two
dimensional polytope.
Figure 2.2: Analytic Center.
From the information perspective, if the ME yields the maximum “expected”
number of bits to encode the outcome of a random variable, then the AC yields the
minimum “total” number of bits to encode all the outcomes of a random variable. For
example, Abbas (2006) provided an intuitive interpretation of ME as the maximum
expected number of yes/no questions needing to be asked to determine which random
event was realized. Using the same analogy, the AC corresponds to the minimum
number of yes/no questions we need to ask to find which random event was realized
in every possible outcome of the realization.
2.2.2 Chebyshev’s Center
Chebyshev’s center (ChSC) provides an alternative to the analytic center.
The main idea of this method is to expand a ball in the interior of the set until the
boundary of the ball reaches the boundary of the set and can not be further expanded.
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Then the center of the ball is taken to be the approximation.
ChSC provides a point in T that is the farthest from the boundary of T. Unlike
the AC, this model is invariant to the representation of T, which means that redundant
constraints do not modify the optimal solution. Once the model is feasible for the
optimal set of active constraints, it is also feasible for all redundant constraints. Figure
2.3 (taken from Boyd and Vandenberghe, 2004) depicts the main idea behind ChSC
in a two-dimensional polytope. ChSC is the center of the largest volume hypersphere
inscribed in T.
Figure 2.3: Chebyshev’s center. Figure taken from Boyd and Vandenberghe (2004).
In Model 2.9 (referring to Equations 2.9a-2.9b), as described in Boyd and
Vandenberghe (2004), r and xc represent the radius and center of the hypersphere, m
is the number of constraints, aTi ∈ Rn represents the ith constraint, and bi represents
the beliefs that define T for i = 1, . . . ,m.
max r, (2.9a)
s.t. aTi xc + r||aTi ||2 ≤ bi, i = 1, . . . ,m. (2.9b)
This model does require T to be a full dimensional set, i.e., the use of equality
constraints is not permitted. This is a problem since T is not a full dimensional
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polytope. To address this problem, Model 2.9 is modified to become Model 2.10 by
forcing xc to be constrained by Axc = b while leaving the hypersphere to expand
in the interior of the set defined by the inequality and non-negativity constraints
gTi x ≤ hi for i = 1, . . . , k. The new model becomes:
max r, (2.10a)
s.t. gTi xc + r||gTi ||2 ≤ hi, i = 1, . . . , k, (2.10b)
Axc = b. (2.10c)
This modification defines the largest ball in the interior of Gx ≤ h whose
center is on the hyperplane Axc = b. One of the main advantages of ChSC is that it
can be solved using linear programing, which is easy to implement and fast to solve.
The model provides a joint distribution in the relative interior of T, while trying to
increase the distance from xc to the boundary of the set defined by the inequality
and non-negativity constraints. In particular, if the only inequality constraints are
the non-negativity constraints (as assumed in this dissertation), ChSC provides an
approximation for which the smallest-probability event is maximized.
2.2.3 Maximum Volume Inscribed Ellipsoid Center
The maximum volume inscribed ellipsoid center (MVIE), first studied by Fritz
(1948), uses the relative interior of T to provide a center to the set of joint probability
distributions. As with ChSC, the MVIE assumes the set T to be full dimensional.
MVIE creates a ball in the interior of the set and expands its axes in an independent
and symmetric way, generating an ellipse. When the ellipse reaches the maximum
volume (i.e., reaches the boundary of T), its center serves as a center for the truth
set.
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One particular problem in the MVIE is the dimensionality of T. Each equality
constraint reduces the dimension by one degree, making the set unsuitable for the
model, given the full-dimensionality requirement. This problem can be solved by
forcing the set T into a full dimensional polytope T+ε by perturbing the space a
distance ε > 0 into the two directions given by each vector perpendicular to T. For
example, by assuming T = {x|Ax = b, x ≥ 0}, perturbing T yields T+ε = {x|Ax ≤
b + ε, Ax ≥ b− ε, x ≥ 0}. See Figure (2.4).
2*	  
(T)	   	  (T+	  )	  
Figure 2.4: Polyhedron perturbation.
Using the perturbed set T+ε permits solving for the ellipsoid E(xc,E), where
xc is the center of E , and E is a symmetric positive definite matrix that define
eigenvectors and eigenvalues that describe the direction and magnitude of the axes in
the ellipse.
The maximum volume inscribed ellipsoid is part of the “maxdet” family of
problems. This family can be solved using positive semi-definite programing, as
described in Vandenberghe et al. (1998). We present the MVIE (Model 2.11) as




log det E, (2.11a)
s.t. Ax + H(E) ≤ b, (2.11b)
E  0, (2.11c)
H(E) = (||Ea1||, . . . , ||Eam||)T ∈ Rm. (2.11d)
Equation (2.11b) forces E ⊆ T+ε . Equation (2.11d) defines H(E) as the vector whose
elements are the norms of Eai ∀i = 1, . . . ,m and ai is the ith row of A. Finally,
Equation (2.11c) provides necessary conditions for E to be an ellipse.
Figure 2.5 (taken from Boyd and Vandenberghe, 2004) illustrates the main
idea behind the MVIE in a two-dimensional polytope. The MVIE is the center of the
largest volume hyper-ellipsoid inscribed in T.
Figure 2.5: Maximum Volume Inscribed Ellipsoid Center.
This method provides the center of mass of an ellipsoid E that mimics the
geometric shape of T+ε . In principle, this method should be a good alternative to the
AC and ChSC, but it has flaws, such as longer running time than the approximations
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previously discussed in this chapter. Zhang (1999) observed expected running times
of about 97 seconds for random problems with 100 variables and 500 inequality con-
straints. These running times increase considerably with the number of variables and
constraints.
2.2.4 Dynamic Average Sample Center
The last center of polyedra we consider is the dynamic average center (DAC).
This center is generated by calculating the average (element-wise) of all the joint







Since T is closed and bounded, the limit of xn converges to the first moment
of the uniform sample with support on T. The DAC is perhaps the best approxima-
tion, given a sufficient collection of samples. However, sufficient can mean billions of
iterations for high dimensional polytopes.
It is expected that the DAC will achieve better accuracy than that of any
other approximation, given that it is created with the same sample used to measure
its accuracy. This bias needs to be considered when testing accuracy of results. This




The algorithms for the main four centers proposed in Chapter 2 were implemented
in CVX: Matlab Software for Disciplined Convex Programming (Grant and Boyd,
2011).
(a) Analytic Center. (b) Chebyshev’s Center.
(c) Entropy Center. (d) MVIE Center.
Figure 2.6: CVX code for AC, ChSC, ME, and MVIE approximations.
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Chapter 3
Generating Collections of Joint Probability
Distributions
Chapter 2 defined seven methods to use partial information to generate single
joint distribution approximations. This chapter presents a simulation procedure to
create not one, but a collection of joint distributions uniformly sampled from a finite
dimensional set consistent with the given information. Specifically, our procedure
generates a collection of finite-dimensional, discrete, joint probability distributions
whose marginals have finite support.
This procedure provides the necessary tools to create a collection of distribu-
tions that serves as a discrete representation of T. Although the intention of this
collection is to measure the accuracy of the approximation methods presented in
Chapter 2, it can be also used independently to approach problems where the joint
probability distribution is unknown.
The main idea of this sampling procedure is as follows. Consider a random
vector X = {X1, X2, . . . , Xn} with specified marginal distributions Fi(Xi) and cor-
relation matrix ΣX . There are infinitely many joint distributions G(X) that match
these constraints. We refer to this set of distributions as the “truth set” (T). By
“truth” we mean that any distribution within this set is consistent with the stated
constraints and therefore could be the true joint distribution. Our goal is to generate
a collection of joint distributions Gi(X), i = 1 to N , that are consistent with the given
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information, where N is the number of samples in our collection. As detailed below,
we use the Hit-and-Run (HR) sampler to produce a collection of samples uniformly
distributed in T (Smith, 1984).
The method suggested here is fundamentally different from other methods of
random variate generation such as NORTA (Ghosh and Henderson, 2003) and chess-
board techniques (Mackenzie, 1994; Ghosh and Henderson, 2001). These methods
produce instantiations x of X based on a single distribution G(X) that is consistent
with a set of specified marginal distributions, correlation matrix, and in the case of
NORTA, the assumption that the underlying dependence structure can be modeled
with a normal copula. Thus, NORTA and the chessboard techniques produce random
variates based on a single distribution contained within T.
As will be seen, in our discrete setting, we envision the sample space of X
as being fixed and therefore seek to create a set of discrete probabilities that are
consistent with the given information. This focus is on generating probabilities G(X)
rather than outcomes of X. Within the decision analysis community, for example,
the problem of specifying a probability distribution given partial information is well
known (Jaynes, 1968) and of great practical importance (Abbas, 2006; Bickel and
Smith, 2006). For example, suppose the average number rolled on a six-sided die is
known to be 4.5. What probability should one assign to each of the six faces? As
discussed previously, some possible approaches were described in Chapter 2. If we use
ME (Jaynes, 1957, 1968), the approximation will specify the (unique) probability mass
function (pmf) that is closest to uniform, while having a mean of 4.5. The procedure
described in this chapter was developed to test the accuracy of these approximations.
Hence, it explores a larger number of probability distributions uniformly sampled
from T.
38
3.1 State of Knowledge
The literature does not directly address the creation of a collection of joint
probability distributions, but some papers have indirectly developed simple ideas
in an attempt to generate data to test different models. Keefer (2004) and Bickel
and Smith (2006) used Bayesian trees to create collections of joint probabilities with
correlation matrices that on average approximate 1
2
. Abbas (2006) instead sampled
distributions using an order statistics method developed by David (1981). These
methods generate consistent arbitrary joint distributions. However, both produce
collections that are inconsistent with respect to pre-specified partial information.
Because no existing methodology can sample a collection of discrete joint
probability distributions consistent with pre-specified partial information, we turn
to methods for sampling the interior of a polytope as a basis to develop a collec-
tion of joint distributions. Among different sampling procedures, HR showed to be
effective and easy to implement. However, it is not the only possible sampling proce-
dure. The following presents a brief review of alternative methods and discusses their
shortcomings.
The first set of sampling procedures are acceptance-rejection methods (von
Newmann, 1963). These methods embed the region of interest S within a region D
for which a uniform sampling algorithm is known. For example, one might embed S
within the union of non-overlapping hyperrectangles or hyperspheres (Rubin, 1984)
and then uniformly sample from D, rejecting points that are not also in S. As noted
by Smith (1984), this method suffers from two significant problems as far as our work
is concerned. First, embedding the region of interest within a suitable superset may
be very difficult (Rubin, 1984). Second, as the dimension of S increases, the number
of rejections per accepted sample (i.e., the rejection rate) grows exponentially. For
39
example, Smith (1984) showed that when S is a 100-dimensional hypercube and D is
a circumscribed hypersphere, 1030 samples are required on average for every sample
that is accepted. The polytopes that we consider are at least this large and more
complex.
The second alternative, described by Devroye (1986), consists of generating
random points within the polytope by taking random convex combinations of the
polytope’s vertices. This method is clearly infeasible for most problems of practical
interest, since it requires specifying all of the polytope’s vertices in advance. For high-
dimensional polytopes, this is very difficult if not infeasible. For example, consider
a simple joint probability distribution comprised of eight binary random variables,
whose marginal distributions are known. The polytope encoding these constraints
could have up to 1013 vertices (McMullen, 1970). Although this is an upper bound,
the number of vertices likely to be encountered in real problems is still enormous
(Schmidt and Mattheiss, 1977).
The final alternative is based on decomposition, in which the area of interest is
divided into non-overlapping segments for which uniform sampling is easy to perform.
Again, this method requires full knowledge of all the extreme points of T. Rubin
(1984) provided a brief review of such methods and noted that they entail “significant
computational overhead” and are practical only for low-dimensional polytopes.
HR is a random walk through the region of interest. As such, it avoids the
above problems because every sampled point is feasible and knowledge of the poly-
tope’s vertices is not required. The drawback of this method is that the samples are
only asymptotically uniformly distributed, implying that to bring the sample set ac-
ceptably close to uniform may entail numerous samples (Rubin, 1984; Smith, 1984).
This issue is addressed below.
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3.2 Sampling Example to Illustrate Proposed Technique
To illustrate and motivate the proposed technique, suppose we are deciding
whether to market a new product. At present, we are uncertain about our production
costs and whether a competitor will enter the market. Let V1 represent that the
competitor will enter the market (V1 = 1) or will not (V1 = 0), and let V2 represent
our production costs being high (V2 = 1) or low (V2 = 0). Graphically, these scenarios













(a) Probability Tree. (b) Truth Set.









(c) Euclidean Distance Distribution.
Figure 3.1: Sampling two binary variables with unknown information.
We start by assuming no knowledge of the marginal distributions of V1 and
V2 or of their dependence structure. In this case, T consists of all joint distributions
of (V1, V2) with four outcomes n = 4 and probabilities p = (p1, p2, p3, p4). The
joint distributions can be simplified to use only three probabilities (p1, p2, p3) because
p4 = 1 − p1 − p2 − p3. The truth set, shown in Figure 3.1(b), is a polytope in three
dimensions and its vertices represent extreme joint distributions. In this case, the
center of T is the joint pmf p = (0.25, 0.25, 0.25, 0.25), which assumes the random
variables are independent and with uniform marginals. The small dots in Figure
3.1(b) are samples (complete pmfs) generated by HR as described below. Measuring
the Euclidean distance (L2-Norm) from the center of T to all other joint distributions
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in T (Figure 3.1(c)) indicates that most of the samples are at 0.3 units from the
center. The samples, which correspond to the distribution of volume in the truth set,
are less concentrated close to the center and the corners.
Now, suppose we know that there is a 70% chance the competitor will enter
the market and a 30% chance that production cost will be high (unconditioned on
the entry of the competitor). The new information yields a modified probability tree
(Figure 3.2(a)) and introduces two new constraints to restrict the joint distributions
matching the marginal probabilities (Figure 3.2(b)).
Each constraint is a hyperplane that cuts T, reducing its dimension by one. As
shown in Figure 3.2(c), T is now a line with extremes at (0.3, 0.4, 0.0) and (0.0, 0.7,
0.3). As a reference, the distribution that assumes independence (i.e., the maximum
entropy approximation in this case) is located at (0.21, 0.49, 0.09) and is marked with
















1-­‐p1-­‐p2=0.3	   1-­‐p1-­‐p3=0.7	  
p1+p3=0.3	  
(b) Marginal Variables. (c) New Truth Set T.




The objective of this procedure is to create a collection of discrete joint proba-
bility distributions uniformly sampled from a finite-dimensional, continuous, convex,
and compact set that contains all possible realizations of the joint distribution that
are consistent with given information. We assume that the joint distributions are dis-
crete with finite support, as are the marginal distributions. To ensure that our truth
set is convex, we admit only information that can be encoded with linear equality con-
straints. Although this is certainty a limitation, it does not preclude our addressing
a large class of problems that are of practical importance (Bickel and Smith, 2006).
3.3.2 Notation
In order to describe the sampling procedure, we first establish the notation
through a simple example using a joint distribution with two variables: the first
variable having “High,” “Medium,” and “Low” outcomes, and the second variable
having “Up” and “Down” outcomes. This case requires one set that includes two
random variables V = {V1, V2}, plus two sets for the outcomes OV1 = {H,M,L}
and OV2 = {U,D}. Finally, we create a set including the cardinal product of all the
outcomes:
U = {[H,U ], [H,D], [M,U ], [M,D], [L,U ], [L,D]}.
Additional sets are required to include more information, such as sets that





I Set of available information.
V Set of random variables.
Vi ∈ V Random variable i in V.
OVi






Realizations for random variable Vi
indexed by r = 1, 2, . . . , |OVi |.
U
Set of all joint outcomes,








s , . . . , ω
V|V|
z }








Set of joint outcomes for which random









Set of joint outcomes for which random



















Probability that Vi = ω
Vi





Moment correlation between Vi and Vj.
ρr
Vi,Vj
Rank correlation between Vi and Vj.
σ
Vi,Vj
Covariance between Vi and Vj.
mz
Vi




Vector of decision variables defining
the joint probability mass function.
pωk ∈ p
Decision variables describing the
probability of the joint event ωk.
Table 3.1 applies the set notation to the example. The variables are V1 and
V2, and their respective marginal outcomes are OV1 = {H,M,L} and OV2 = {U,D}.
ω
V1
1 = H is the first possible realization of V1. The joint outcomes ωk ∈ U are
defined as ω1 = [H,U ], ω2 = [H,D], ω3 = [M,U ], . . . , ω6 = [L,D]. The probabilities
of these outcomes are pω1 = P (V1 = H,V2 = U), pω2 = P (V1 = H, V2 = D),
pω3 = P (V1 = M,V2 = U), . . . , pω6 = P (V1 = L, V2 = D).





UH· and UωV22 = U·D, where “·” implies marginalization over the random variable
whose position it is occupying. Using the same index k for ωk yields U·D = {ω2, ω4, ω6}.
Table 3.1: Notation example.
V = {V1, V2}, OV1 = {H,M,L}, OV2 = {U,D},
U·· = {[H,U ], [H,D], [M,U ], [M,D], [L,U ], [L,D]},
UH· = {[H,U ], [H,D]}, U·U = {[H,U ], [M,U ], [L,U ]},
UM · = {[M,U ], [M,D]}, U·D = {[H,D], [M,D], [L,D]},
UL· = {[L,U ], [L,D]},
UHU = {[H,U ]}, UHD = {[H,D]}, UMU = {[M,U ]},
UMD = {[M,D]}, ULU = {[L,U ]}, ULD = {[L,D]}.
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≡ P (Vi = ω
Vi
r ) is the






≡ P (Vi = ω
Vi
r , Vj = ω
Vj
s ) is the pair-
wise joint distribution for variables Vi, Vj. When marginal information is available,
it is possible to describe the moment correlation ρ
Vi,Vj
, the rank correlation ρr
Vi,Vj
,
and the covariance σ
Vi,Vj
for the variables Vi and Vj. Additionally, if the marginals
are unknown, we can make use of known moments mz
Vi
to constrain the truth set.
Our notation can be extended to more than two variables and to match three-way or
four-way probabilities.
3.3.3 Constraints
The truth set can now be constrained to match the information provided by I.
This section presents families of equations that can be used to constrain T, creating a
system of m linear equations Ap = b and n non-negativity constraints p ≥ 0, where
p = {pω1 , pω2 , . . . , pω|U|}. A ∈ Rm×n defines the properties we want to constrain, and
b ∈ Rm represents the available information.
Matching Necessary Conditions
In all cases, the joint pmf must sum to one and each probability must be
non-negative. We represent these constraints with Equations (3.1a) and (3.1b).
∑
ωk∈U
pωk = 1, (3.1a)
pωk ≥ 0, ∀ωk ∈ U. (3.1b)
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Equations (3.1a) through (3.1b) give the necessary and sufficient conditions for p to
be a pmf and are required in all cases. Equation (3.1a) reduces the dimension of the
polytope T from n to n−1, and Equation (3.1b) limits T to positive quadrants. This
constraint alone assures that T is a compact set.
Matching Marginal and Pairwise Probabilities
A second set of equations is used when information is available regarding the
marginal and pairwise probabilities. Equation (3.2a) requires that the joint probabil-



















pωk = qωVir ω
Vj
s








Equations (3.2a) and (3.2b) can be extended to cover three-way, four-way, or higher-
order joint probability information.
Equations Matching Moments
If the outcomes can be represented as numerical values instead of categorical
data, moment information can be matched using Equations (3.3a) through (3.3c).
This family of equations is useful for well-known continuous distributions, or simply































































∀ Vi ∈ V. (3.3c)
Equation (3.3a) matches the joint distribution with the expected value for variable
Vi. Equation (3.3b) matches the second moment and can be used to match variance
if m1
Vi
is known. Equation (3.3c) is a generalization for the zth moment.
This equation can be illustrated by taking the example in Section 3.3.2 and
providing numerical values for the current outcomes {High=10, Medium=6, Low=2}




pωk + 6 ·
∑
ωk∈UM


















P (V1 = 10) =
∑
ωk∈UH
pωk P (V1 = 6) =
∑
ωk∈UM




P (V2 = 10) =
∑
ωk∈UW




If the marginal distributions are known, Equation 3.3 becomes redundant.
However, in any other scenario, the moment-matching family will be a relevant con-
straint.
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Matching Covariance and Correlation
If the first moments for variables Vi and Vj are known, the joint distribution
can be restricted to match a given covariance σ
Vi,Vj
. Moreover, the correlation can be
matched if the variances for Vi and Vj are also known. Equations (3.4a) and (3.4b)


































































∀ Vi, Vj ∈ V, (3.4b)
where σ2
Vi
is the variance of variable Vi, and ρVi,Vj is the moment correlation of variables
Vi and Vj.
Matching Spearman’s Correlation Coefficient
Another measure of variation that requires less information than Equations
3.4a and 3.4b, and can be used with numerical as well as categorical information, is




Cov(P (Vi ≤ ω
Vi
r ), P (Vj ≤ ω
Vj
s ))√




Unlike the Pearson product-moment correlation, rank correlation is invariant
with respect to the marginal outcomes. This and other characteristics make it a reli-
able measure of association. (For more on rank correlation and assessment methods
see Clemen and Reilly (1999) and Clemen et al. (2000).) Rank correlation requires
information only regarding the marginal probabilities for Vi and Vj and can be de-
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scribed as a linear function. We start by introducing the H-volume (Nelsen, 2005) in
Definition 3.3.1.
Definition 3.3.1. Let S1 and S2 be nonempty subsets of R and let H be a two-place
real function, H : R2 → R, such that DomH = S1 × S2. Let B = [x1, x2]× [y1, y2] be
a rectangle all of whose vertices are in DomH. Then, the H-volume of B is given
by:
VH(B) = H(x2, y2)−H(x2, y1)−H(x1, y2) +H(x1, y1), (3.6)
where the first-order difference of H on B is 4x2x1H(x, y) = H(x2, y)−H(x1, y). Then,
the H-volume, VH(B), is the second-order difference of H on B.




Additionally, we provide a definition of the interval Iωk(Vi), in Definition 3.3.2.
Definition 3.3.2. Let ω+k (Vi) be the outcome ω
Vi
r of variable Vi at the joint outcome ωk
and let ω−k (Vi) be the outcome ω
Vi
r−1 of Vi at the joint outcome ωk. ω
Vi
r−1 is the outcome
that precedes ω
Vi
r in the marginal distribution of Vi. The cumulative probabilities that
Vi and Vj are less than the outcomes ω
+
k (Vi) and ω
+
k (Vj) are p
+
k (Vi) = P (Vi ≤ ω
+
k (Vi))
and p−k (Vi) = P (Vi ≤ ω
−
k (Vi)), respectively. These cumulative probabilities define the








The intervals Iωk(Vi) and Iωk(Vj) can be used to define a rectangular area
Iωk(Vi) × Iωk(Vj) equivalent to B. Then, the H-volume can be used to define the















= P (Vi = ω
+
k (Vi)), which is the marginal probability of variable Vi
having the outcome ωVir at the joint outcome ωk. Additionally, the H-volume VH is
as defined for H = x2 · y2, where x ∈ Iωk(Vi) and y ∈ Iωk(Vj).
The rank correlation ρr is bounded by a scalar such that |am̂| < 1, where m̂ is
the maximum number of possible outcomes of variables Vi and Vj. The bounds were
proven by Mackenzie (1994) for uniform discrete distributions. Mackenzie (1994) also
proved that limm̂→∞ |am̂| = 1, meaning that using more outcomes in each marginal
distribution provides a more refined rank correlation bounded by [-1, 1].





V ar(FVi) ∗ V ar(FVj)
+ 3 =





















































Note to Equation (3.10a) : Given FVi ∼ U [0, 1], for which mean and variance are
known.
Note to Equation (3.10b) : Expand the expectation.
Note to Equation (3.10c) : Create a partition of the integrals in rectangles. Set
cωk(Vi, Vj) as constant inside each rectangle (Mackenzie, 1994).
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Note to Equation (3.10d) : Solve the integrals and evaluate each rectangle area.
Note to Equation (3.10e) : Substitute by the H-V olume.
Note to Equation (3.10f) : Set cωk(Vi, Vj) as in Equation 3.11.
For each rectangle area in B, the probability pωk is the volume of a body with base
area qω+k (Vi)






A similar derivation is possible for Kendall τ , but the resultant function is not linear
and destroys the convexity of the set. The derivation is presented in Appendix B.1.
3.4 Sampling Procedure
With the truth set T having been characterized, the next step uses the Hit-
and-Run (HR) sampler (Smith, 1984) to uniformly sample distributions from T. HR
is the fastest known algorithm to sample the interior of an arbitrary polytope. The
algorithm has been proven to mix in O(h3) time, where h = (n−m) is the dimension
of the polytope. Although the mixing time is polynomial, as discussed above, the
number of samples required to guarantee convergence to the uniform distribution can
be large (Lovasz, 1998). To overcome this problem, the following sections propose a
practical definition for convergence that reduces the number of samples required to
create a discrete representation of the truth set.
3.4.1 Hit-and-Run Sampler
The algorithm is described below and illustrated in two dimensions in Figure 3.3.
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Step 1: Set i = 0 and select an arbitrary point xi ∈ T.
Step 2: Generate a set D ⊆ Rn of directions.
Step 3: Choose a random direction di uniformly distributed over D.
Step 4: Find the line set L = T ∩ {x|x = xi + λdi, λ a real scalar}.
Step 5: Generate a random point uniformly distributed over xi+1 ∈ L.
Step 6: If i = N , stop. Otherwise, set i = i+ 1 and return to Step 2.
Step 1: xi ∈ T. Step 2: Generate set D. Step 3: Choose di ∈ D.
Step 4: Use di to set L. Step 5: Select xi+1 ∈ L. Step 6: Return to Step 2.
Figure 3.3: Hit-and-Run Sampler. Illustration of the algorithm in two dimensions.
HR was designed for full-dimensional polytopes. However, minor modifications
allow it to sample efficiently from non-full-dimensional sets. These modifications are
presented in the following section.
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3.4.2 Sampling Non-Full-Dimensional Polytopes
As we noted in §3.3.3, the characterization of T describes the polytope as a
system of m linear equations and n non-negative variables: Ap = b, p ≥ 0. The
HR sampler is designed to sample points in full-dimensional polytopes. However, the
polytope T is not full-dimensional, since h = n−m < n. To overcome this problem,
the projection of p̄ ∈ Rn into the hyperplane Ap = b is found using Equation (3.12),
where I represents the identity matrix.
p = (I−AT (AAT )−1A)p̄ + AT (AAT )−1b (3.12)
Then, a hypersphere D ∈ Rn in the full-dimensional space can be created by sampling
independent vectors of size n from the multivariate standard normal and normalizing
them so that each vector has equal magnitude. Using Equation 3.12, the direction
set D can be projected into T. With the proper scaling, the final result is a set of
directions D ∈ T from which uniformly distributed directions can be selected. The
line L is created by extending the directions ±di ∈ D until p ≥ 0 is violated. The
rest of the implementation is straightforward.
This step removes the non-full-dimensional problem by reducing the dimension
from n to n −m for all the steps that require this. T can now be treated as a full-
dimensional polytope in n−m dimensions.
3.4.3 Stopping Time
HR guarantees that the sampled collection eventually converges to the uni-
form distribution over T (Smith, 1984). However, as pointed by Rubin (1984), the
theoretical number of required samples to reach this convergence can be large. Yet,
as will be shown in this section, the number of samples required to achieve reasonable
performance in practical applications in generally much smaller.
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Measuring the rate of convergence to the uniform distribution, even in low-
dimensional polytopes, is very difficult. Uniformity would imply that any possible
partition of T contains a fraction of samples that is proportional to the ratio of that
partition’s volume to the volume of the polytope. Computing the volume of arbitrary
polytopes is difficult (Bárány and Füredi, 1987). In fact, in many cases, the volume
of the polytope can only be approximated by a random walk through the polytope
(Dyer et al., 1995; Kannan et al., 1996), a procedure similar to HR. Therefore, we
propose a measure of convergence that does not directly rely on global properties of
the polytope and is easy to compute.
We begin by noting that for pi, a random vector sampled from T using











2, where all calculations over pi
are performed element-wise. Since pi has bounded support and HR assures conver-
gence in distribution, all the moments must converge (Casella and Berger, 2002, p.
65). As discussed below, we measure convergence of HR by measuring the conver-
gence of the sample mean and variance. These moments are of particular interest
due to their intuitive interpretation. The sample mean describes the closeness of the
center of the collection to the center of T. The variance describes how the dispersion
of the samples matches the dispersion of T’s volume. Hence, the following definitions
are proposed for what we term “fair-convergence”.
Definition 3.4.1.
A collection of joint distributions of size N is called “fair-in-mean” if the average
vectors of the joint distributions in a collection for the first N
2
and N samples of the
HR algorithm are within an ε-ball of diameter α.
Definition 3.4.2.
A collection of joint distributions of size N is called “fair-in-dispersion” if the standard-




of the HR algorithm are within an ε-ball of diameter β.
Definition 3.4.3.
A collection of joint distributions of size N is called “fair” if it is fair-in-mean and
fair-in-dispersion for selected small parameters α, β > 0.
These definitions have been expressed in Equations (3.13) and (3.14), where
pi is the i
th sampled discrete probability distribution with n joint elements. To make
notation easier, we use pi and assume all calculations are performed element-wise
except for || · ||2. Equation (3.13) computes the average of the collection sampled





) and compares it to the average after N
2
iterations. If
after N iterations the vector of averages is within an ε-ball of diameter α of the
previous vector (for some small α > 0), the sample is assumed to be fair-in-mean.
Equation (3.14) is the equivalent version for the variance, where
(
∑N
j=1 pi − pj)2 = (Npi −
∑N
j=1 pj)




)2 = N2(pi − µ)2
and where µ is the vector of averages for each joint element of the sample. Similarly,
if after N iterations the new vector of variances is within a ε-ball of diameter β of the







































≤ β ·N2 (3.14)
The implementation of this stopping time for the mean can be performed by
keeping track of
∑N
i=1 pi at each iteration and dividing it by the number of samples
at each checkpoint. Additionally, using the recursion in Equation (3.15), we can keep
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track of the variance of each joint element at each iteration.











pjw − (i− 1)piw ∀ i = 2, 3, . . . , N.
(3.15a)
σ2w,(1) = 0, ∀ w ∈ {1, 2, . . . , n}. (3.15b)
Our experience suggests that the number of samples required for fair con-
vergence is on the order of ≈ 109 of the theoretical lower bound of Lovasz (1998)
(Appendix B.2). As an example, Figure 3.4 and Table B.1 (Appendix B.2) provides
illustrative results for fair convergence in six unconstrained polytopes (Equation 3.1
only) of different dimensions.
If T is unconstrained (h = n− 1), the truth set is symmetric and the center of
mass of T is known to be the discrete uniform distribution. Therefore, the convergence
of HR can be tested by starting the algorithm at a point close to a corner and
monitoring the number of samples needed for the mean to arrive within an ε-ball of
radius α > 0 with center at the discrete uniform distribution. For these collections,
the algorithm will stop once the sample is fair-in-mean, and Equation (3.14) will be
used to check for fair-in-dispersion. This is a strong test because we are selecting the
worst possible point to initialize the algorithm.
In particular, we initialize the algorithm by measuring the distance from the




. We then use δ = 1−τ
n
and τ = .9 to define the initial




. After the initial









for ϕ = 0.05. Finally, we check for convergence every K = 100 iterations. For the
sample sizes proposed, the collections are also fair-in-dispersion.
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Figure 3.4: Minimum required number of samples (N) to generate a fair sample vs.
the number of events (n) in the distribution for six unconstrained polytopes. A solid
line connects the empirical data, and the dashed line presents the best fit.
3.5 Sampling in Practice
HR creates a discrete replica of T from which we can derive conclusions that
otherwise would be hard to calculate. This section examines the relation between the
discrete sampled collection and the continuous set T.
To illustrate this relation, consider an unconstrained set T generated by a single
random variable with three outcomes p = {p1, p2, p3}. The set is a two-dimensional





, and its projection into the hyper-plane generated by {p ∈ T|p1, p2 ≥ 0, p3 = 0}
has an h-content of 1
2
.
The integral of f(p1p2) = 1− p1 − p2, along the projection of T is the volume
under T, which is known to be 1
3!











Approximating the volume using N = 10, 000 samples created with HR yields the
following:
V ol(T̂<1N ) =
N∑
i=1
1− pi1 − pi2
2 ·N
= 0.167602,
where pi = {pi1, pi2, pi3} is the ith distribution in the sample. For N = 10, 000,
the original volume is close to the approximate volume V ol(T<1) ≈ V ol(T̂<1N ).
Alternative values of N = 1000 (N = 100, 000) yield V ol(T̂<1N ) = 0.16573 (0.166674).
As N →∞, V ol(T̂<1N )→ V ol(T<1), which is granted by the definition of an integral
(Strichartz, 2000).
The discrete approximation will now be examined under two measures of ac-
curacy: Kullback-Leibler divergence (KL), defined in Equation 3.16, and quadratic






























Both measures can be integrated numerically for the continuous case, and




















k, p̄) · 1
N · n!
. (3.19)
Table 3.2 presents the results for both measures considering different values for N ,
where p̄ = { 1
n
, . . . , 1
n
} is the discrete uniform distribution.
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Table 3.2: Discrete approximations for different values of N and its continuous mea-
sures.







Continuous Set 0.191358 0.083333
As N increases, the discrete approximation gets closer to the continuous mea-
sure from below. This behavior is explained by the convexity of the accuracy mea-
sures that reach their maxima in the neighborhood of the vertices of T, where HR
takes longer to sample (see Section 3.6). For large enough N , the collection sam-
ple converges to the uniform distribution over T, and the gap between the discrete
approximation and the continuous measure decreases. The reduction of the gap is
not a monotonic function of N because the sample has a random component, which
explains the decrease for N = 100, 000 in Table 3.2.
3.6 The Sea Urchin Effect
The spread of the volume in T causes an interesting and non-intuitive behavior,
which is reflected in HR’s sampled collection. Observing the Euclidean distance
from the center of T to all other joint distributions in the collection reveals that the
collection becames more concentrated as the dimension of the polytope increases.
For example, consider three unconstrained polytopes of dimensions 7, 31, and 127
generated using 3, 5, and 7 binary marginal random variables, respectively. Measuring
20,000 samples in each polytope shows that the range of measures of the Euclidean
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distance from the discrete uniform distribution on the first set (Figure 3.5(a)) goes
from 0.1 to 0.65. In contrast, for the second and third sets (Figures 3.5(b) and 3.5(c)),
the range goes from 0.07 to 0.25 and 0.05 to 0.1, respectively.
(a) Three Variables. (b) Five Variables. (c) Seven Variables.
Figure 3.5: HR: Norm distance from the center of T. All variables are binary.
At first sight, the algorithm’s sample appears to become deficient as dimen-
sionality increases. However, this effect is rather explained by the spread of the
volume in T.
The distributions in Figure 3.5 yield the histograms shown in Figure 3.6. These
figures have been replicated in Appendix A Figure A.1 for marginal variables with
three outcomes.
(a) Three Variables. (b) Five Variables. (c) Seven Variables.
Figure 3.6: HR histogram for the norm distance from the center of T. All variables
are binary.
The increase in dimension of different geometric bodies may have unexpected
results. For example, in a hyper-cube, an increase in dimension pushes a large portion
of the volume into the corners. In the case of a hyper-sphere or a hyper-ellipsoid,
a similar increase pushes the volume into the outside shell of the geometric figure
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(Jimenez and Landgrebe, 1998). In the case of an unconstrained polytope T, most of
the volume mass is pushed away from the center and the corners, becoming concen-
trated in the middle region.
To analyze the spread of the volume over T, we create a partition of an un-
constrained polytope (a unit simplex) from a corner to its base along the height (H),
each cut’s being done at equidistant steps as shown in Figure 3.7(a). Each part in
the partition has volume V ol(Ti), and the summation over a portion of the partition∑i
k=1 V ol(Tk) is the volume of the shadow area in Figure 3.7(b), generated by a single
cut of T perpendicular to H at a distance i
S
H, where S is the total number of parts
in the partition.
(a) Partition into S sections.
 i   
 S   
(b) Partition at distance iS .
Figure 3.7: Partition of a polytope.













, ∀ i = 1, . . . , S. (3.20)
For example, for S = 100, we measure Vol(Ti) and take the ratio Pri =
V ol(Ti)
V ol(T) for i = 1, . . . , 100. If we sampled 20,000 distributions, the expected number of
distributions on section i is 20, 000∗Pri. Figure 3.8 shows the expected concentration
of samples for three polytopes generated with 3, 5, and 7 binary marginal random
variables.
62
(a) Three Variables. (b) Five Variables. (c) Seven Variables.
Figure 3.8: Theoretical number of samples based on volume, for 20,000 samples.
As the dimension of the polytope increases, the corners lose volume at a faster
rate closer to the vertices. Additionally, the maximum-volume-inscribed hyper-sphere






. Since limn→∞ r = 0, the volume of
the inner sphere approaches zero as the number of dimensions increases, draining the
volume at the center of T. These geometric facts help to describe what we call “The
Sea Urchin Effect,” which consists of the apparent transformation of a unit simplex
into an alternative figure with thin and long spikes, a dense body close to the center,
and with a cavity in the nucleus. This effect is generated by the volume dispersion
and does not change the basic properties of T such as convexity, compactness, and
continuity.
The sea urchin effect challenges our intuition; adding more joint events into a
distribution increases the set of distributions that match the available information.
However, the volume of the set is more concentrated. This apparent paradox is re-
solved by observing that even though T is larger, the n-content (the relative-interior
volume) decreases, and the proportional volume in the corners and the center decays
faster, which results in a higher concentration of volume close to the outside shell of
the maximum-volume inner sphere. For example, consider the volume of an uncon-




, and let n → ∞. Then, even though we are considering
the largest possible set of joint distributions, every possible joint distribution exists




The previous two chapters presented several joint probability distribution ap-
proximations and a sampling methodology to create a collection of joint distributions
that serves as a discrete representation of the set T. This chapter presents a frame-
work to compare the distribution approximations to the sampled collection using a
family of functions named “measures of accuracy.”
The five measures of accuracy proposed here are strict quasi-convex Lyapunov
functions. That is, the accuracy measures are monotonically increasing and positive
everywhere, except for one inflection point p∗A = qi, which has zero value. Many
functions with these characteristics can be used to define accuracy. However, those
discussed here were chosen for their usefulness and intuitive appeal.





The first three measures of accuracy, maximum absolute difference, total vari-
ation, and Euclidean distance, are also metrics and can be interpreted as distances in
the interior of the truth set. Kullback−Leibler divergence is not a metric because it
does not follow the triangle inequality and is not symmetric. However, it measures the
difference on the number of information units (bits) required to encode the outcome





distance is also not a metric, because it is not symmetric, but it is commonly used in
statistics and has an interpretation through the χ2 distribution.
In addition to these measures, we include the difference of entropy between the
approximation and the samples in the collection. This is not formally a measure of
accuracy, but it provides a direct evaluation of the difference between the probabilistic
dependence of two distributions.
Some of these measures of accuracy have been used in the literature. The
maximum absolute difference, the total variation, and KL divergence have been used
in Abbas (2006) and Bickel and Smith (2006) to measure differences among discrete
probability distributions.
4.1 Proposed Measures of Accuracy
We begin by formalizing the meaning of measures of accuracy using definition 4.1.1.
Definition 4.1.1. Let M : Rn → R be a scalar function. M is a “measure of
accuracy” if for any two joint probability distributions, p = {p1, p2, · · · , pn} ∈ T ⊂
Rn, an arbitrary distribution in the truth set, and p̄ = {p̄1, p̄2, · · · , p̄n}, a distribution
approximation, the following hold:
M(p, p̄) = 0 ∀ p = p̄. (4.1)
M(p, p̄) < M(p + αd, p̄) ∀ p 6= p̄, d = (p− p̄), α > 0. (4.2)
This definition will be used to propose the following measures of accuracy.
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4.1.1 Maximum Absolute Difference
The maximum absolute difference is also known as the L∞-Norm of f(i) =
(pi − p̄i) for i = 1, . . . , n and can be expressed as:
L∞n (p, p̄) = max{|p1 − p̄1|, · · · , |pn − p̄n|}, (4.3)
where p = {p1, p2, · · · , pn} ∈ T is any arbitrary distribution in the truth set, and
p̄ = {p̄1, p̄2, · · · , p̄n} is the approximation of interest.
L∞ is directly related to the Kolmogorov-Smirnov distance and has an impor-
tant interpretation under the two-sample Kolmogorov-Smirnov test, which measures





· L∞n > Kα, where the Kα statistic comes from Pr(k ≤ Kα) = 1− α
and is distributed as:









The measure is bounded by 0 ≤ L∞n ≤ min{1,
L1n
2
}, where L1n is the L1-Norm, also
known as total variation.
4.1.2 Total Variation
Total Variation measures the sum of the absolute differences. It is also known




|pi − p̄i|. (4.5)
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The L1-Norm between two distributions is zero if and only if the two distribu-
tions are identical. This measure has a special relevance when consider the subspace
where T is located, because it is a natural metric for an n-polytope. Moreover, it
constitutes a useful mathematical tool to define bounds. For example, in Kullback
(1967), a lower bound for KLn(p||p̄) was defined in terms of the total variation as
KLn(p||p̄) ≥ L1n(p, p̄)− log (1 + L1n(p, p̄)). (4.6)
Devroye and Lugosi (2000) presented an upper bound for L∞ as a function of L1:




Finally, L1 is invariant to the dimension of the vector p. Hence, it is more stable




yet provides equivalent information.
4.1.3 Euclidean Distance
Using T as a framework, we can think of the direct distance between two
points inside a polyhedron. The Euclidean distance, also known as the L2-Norm
(Bertsekas, 1999), measures the length of the straight line connecting any two points









L2-Norm describes how an approximate distribution is related to the set T in
a spherical topology with center in p̄. The maximum and average distance from p̄ to









The level sets of L2 are defined as
L2α(p̄) = { p | L2n(p, p̄)) ≤ α} (4.10)
for radius α. These sets help to calculate probabilities of different neighborhoods of
p̄ using the frequencies generated by the sample of T.
4.1.4 Kullback-Leibler Divergence
Proposed by Kullback and Leibler (1951), Kullback-Leibler Divergence (KL)
measures the divergence or loss of information from the sampled distribution p to the
approximation p̄. KL is bounded below by zero, and the bound is tight if and only


































−H(p) ≥ 0. (4.13)
Then, if entropy (H) is the expected value on the number of bits necessary to encode
a distribution. KLn(p||p̄) is the expected number of “penalty” bits as a result of






] =∞, any approximation distribution needs to be
in the interior of T. That is, it can not contain elements equal to zero. As before, it








These values describe the maximum and average behavior of the penalties generated
by choosing p̄ instead of a possible true distribution p. We can also observe the level
sets:
KLα(p̄) = { p | KLn(p||p̄) ≤ α}. (4.15)
4.1.5 χ2 Distance
Correspondence analysis shows where the joint outcomes of p work as factors
where the probabilities describe attraction or rejection among outcomes. Then, the
natural distance between distributions is the χ2 distance. The name of this measure
comes from the “Goodness-of-fit χ2 Test.” Here, the expected probabilities comprise







The measure provided by this metric can be interpreted as a standardized
quadratic variation QVn(p, p̄), where outcomes with low expected probability are
more unstable. This metric has zero value if and only if p = p̄, and as a statistic,
the χ2n(p, p̄) distance is distributed as χ




As mentioned, entropy difference is not formally a measure of accuracy. How-
ever, it provides insight when we consider the description of the outcomes using two
different distributions.
Proposed by Kullback and Leibler (1951) and later by Jaynes (1982), entropy
difference measures the expected value of the number of bits necessary to encode the





Entropy difference is bounded by 0 ≤ Hn(p) ≤ ln(n), where the lower bound is
reached for p = {1, 0, · · · , 0} and the upper bound is reached for p = { 1
n
, · · · , 1
n
}.










Based on H, the entropy difference for two distributions can be represented as
∆H(p, p̄) = Hn(p̄)−Hn(p). (4.19)
This measure is bounded by −Hmax ≤ ∆H(p, p̄) ≤ Hmax, where ∆H(p, p̄) allows for
negative values. Positive values of ∆H indicate that the information structure of p̄ is
closer to uniform than p, whereas negative values of ∆H imply that the information












We now provide a small visualization of the measures of accuracy. For this
purpose, we use a binary random variable with estimated distribution p̄ = {q1, 1−q1}.
The estimated distribution is compared then to all possible distributions p = {p1, 1−
p1}. We consider five different values of q1: {0.1, 0.3, 0.5, 0.7, 0.9}, where p1 may range
in the interval [0, 1].
Figure 4.1 shows the behavior of the measures in a binary setup with no
assessment constraints. The measures are symmetric, convex, and except for Figure
4.1(e), (∆H) are always positive. An interesting characteristic of the first three
measures is the linear shape, which can be interpreted as alternative measures of
distance from p̄ to p. In contrast, the last three measures show a non-linear behavior,
which is related to the logarithmic nature of the information and the rescale by p̄ in
the case of the χ2.
As shown in Figures 4.1(d) and 4.1(f), KL and χ2 distance are the most
sensitive to extreme values of p̄. In fact, these measures are undefined (∞) for p̄ in
the boundary of T. χ2 distance is the most unstable of them all. Whereas, maximum

























q1=0.1	   q1=0.3	   q1=0.5	   q1=0.7	   q1=0.9	  









































































































































q1=0.1	   q1=0.3	   q1=0.5	   q1=0.7	   q1=0.9	  
Figure 4.1: Illustration of accuracy measures for p̄ = {q1, 1−q1} and p = {p1, 1−p1}.
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Chapter 5
Accuracy of Joint Probability Approximations
In this chapter, we test the accuracy of different approximations of joint distri-
butions described in Chapter 2, starting with known distribution families and gradu-
ally increasing their complexity and generality. In §5.1, we test the Hypergeometric
and Multinomial Families. In §5.2, we test unconstrained truth sets and analyze the
effects of increasing the number of random variables and the number of outcomes.
We also test the accuracy of sets having symmetric constraints (e.g., equal marginal
probabilities, or equal pairwise correlations). In §5.3, we test for effects of adding
constraints and of changing existing constraints. In §5.4, we test the accuracy of
arbitrarily constrained polytopes, the most general case, using marginal and rank
correlation constraints and generate random assessments.
The results presented in this chapter are based on the approximation methods,
simulation procedure, and measures of accuracy defined in Chapters 2, 3, and 4
respectively.
5.1 Selected Families of Multivariate Distributions
We start by measuring the differences between well-known multivariate distri-
butions and the approximations. Rather than use HR sampling, we create a sample
from the respective family, extract the marginal assessments, derive the distribution
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approximations, and measure the accuracy. A similar comparison was done by Abbas
(2006) and Bickel and Smith (2006) for a random set of distributions based on binary
variables.
We now extend the results from Abbas and from Bickel and Smith to observe
how the proposed approximations behave with respect to a known family of discrete
joint distributions. We have chosen two families of distributions with discrete and
finite support: the hypergeometric and multinomial distributions. These multivariate
families allow us to control the number of outcomes and permit some control over the
probabilistic dependence in the distributions.
5.1.1 Approximating the Hypergeometric Joint Distribution
Generation of Hypergeometric Distributions: We consider the multivariate
hypergeometric distribution, which can be intuitively understood using urns and balls,
as follows. For an urn with a total of N balls, where the balls are of c different colors
{Red, Green, Yellow,...}, there are mi balls of color i = 1,...,c, where i = 1 represents
Red, i = 2 represents Green, and so on. Then, if we take n ≤ N balls from the
urn, the hypergeometric distribution describes the probability of having x1 Red balls,
x2 Green balls, and so on. The different colors represent different variables, where
variable xi is bounded by [0,min (n,mi)].
To create an arbitrary hypergeometric distribution, we need to choose the
number of colors c and the number of balls taken n. We then randomly define mi for
i = 1, 2, . . . , c using non-negative integers, and set N =
∑c
i mi. The joint probability
mass function is defined as:



















We now provide an example of a specific hypergeometric distribution and the
approximations derived from it using only marginal assessment information. Then, we
present the accuracy results for a large number of randomly generated hypergeometric
distributions.
Procedure Example. An instance of a hypergeometric distribution for c = 3 and
n = 8 is presented in Table 5.1, which includes four approximations generated using
only marginal information taken from the original hypergeometric distribution. The
first three columns in the table describe the joint events of the distribution. The first
event consists of selecting 8 Red balls from the urn. The fourth column contains the
probabilities of the joint events under the hypergeometric distribution. For example,
the probability of drawing 8 Red balls is 0.0004. Columns 5 to 8 are approximations
to the hypergeometric distribution. For each approximation, we calculate the proba-
bilities of the marginal events and use this information with the algorithms in Chapter
2. Each of the approximations is distinct, even though they use the same information.
These differences are generated by assumptions made by each model. One objective
of this work is to find which assumptions provide better approximations.
In this instance, the maximum entropy (ME) approximation replicates exactly
the original distribution using only marginal information. This result will later be
confirmed for a larger number of samples. This shows that the hypergeometric family
is the maximum entropy distribution. Nonetheless, because of the hypergeometric
distribution’s structure, it does not have independent marginal variables. The com-
parison among these approximation distributions shows the effects of the different as-
sumptions in the model. For example, the analytic center (AC), Chebyshev’s center,
(ChSC) and maximum volume inscribed ellipsoid center (MVIE) create distributions
that imply higher probabilistic dependence.
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Table 5.1: Hypergeometric Distribution and Approximations.
Joint Events Probability Distributions
Red Green Yellow
Hypergeometric
AC ChSC MVIE ME
Distribution
8 0 0 0.00040 0.00040 0.00040 0.00040 0.00040
7 1 0 0.00290 0.00270 0.00270 0.00340 0.00290
7 0 1 0.00670 0.00680 0.00680 0.00610 0.00670
6 2 0 0.00500 0.00380 0.00380 0.00330 0.00500
6 1 1 0.03500 0.03290 0.03330 0.03590 0.03500
6 0 2 0.03500 0.03830 0.03790 0.03580 0.03500
5 3 0 0.00200 0.00330 0.00330 0.00310 0.00200
5 2 1 0.04200 0.04240 0.04220 0.03930 0.04200
5 1 2 0.12600 0.12900 0.12870 0.13430 0.12600
5 0 3 0.07000 0.06530 0.06580 0.06330 0.07000
4 3 1 0.01170 0.01320 0.01300 0.01410 0.01170
4 2 2 0.10500 0.10320 0.10360 0.10190 0.10500
4 1 3 0.17500 0.17670 0.17640 0.17080 0.17500
4 0 4 0.05830 0.05700 0.05710 0.06330 0.05830
3 3 2 0.02000 0.01560 0.01590 0.01410 0.02000
3 2 3 0.10000 0.10240 0.10230 0.10940 0.10000
3 1 4 0.10000 0.09930 0.09950 0.09470 0.10000
3 0 5 0.02000 0.02270 0.02250 0.02190 0.02000
2 3 3 0.01250 0.01320 0.01310 0.01410 0.01250
2 2 4 0.03750 0.03860 0.03850 0.03690 0.03750
2 1 5 0.02250 0.02070 0.02090 0.02190 0.02250
2 0 6 0.00250 0.00250 0.00250 0.00210 0.00250
1 3 4 0.00280 0.00370 0.00370 0.00370 0.00280
1 2 5 0.00500 0.00410 0.00420 0.00370 0.00500
1 1 6 0.00170 0.00170 0.00160 0.00210 0.00170
1 0 7 0.00010 0.00010 0.00010 0.00010 0.00010
0 3 5 0.00020 0.00020 0.00010 0.00020 0.00020
0 2 6 0.00020 0.00020 0.00020 0.00020 0.00020
0 1 7 0.00001 0.00001 0.00010 0.00010 0.00001
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This example is consistent with more general scenarios. In particular, we
analyze three sets with parameters c= 4, 5, and 6 (marginal variables), where each
variable can have up to m=4, 3, and 8 different outcomes, respectively. For each of
these sets we examine 100 hypergeometric distributions and observe the performance
of the approximations with respect to the original distribution.
Accuracy Results. Figure 5.1 shows the results for four approximations, each
evaluated under six measures (similar figures for five and six variables are shown in
Appendix C, Figure C.1 and C.3). Each sub-figure shows the results for a measure.
As with the initial example, ME matches the original distribution 100% of the
time under every measure used. The same behavior can be observed with five and
six variables (see Appendix C). As mentioned before, the hypergeometric family is
the ME distribution with respect to the sets generated with marginal information. In
contrast, Figure 5.1 shows MVIE to have the worst performance of all, which suggests
that the center defined by the maximum volume inscribed ellipsoid is far from the
point of maximum entropy in the set defined by the marginal assessments.
Figure 5.2 shows the histograms for each approximation and each measure.
The histograms show the frequency of the measures for each approximation. Again,
for all measures, the ME approximation provides values close to zero (10−15), while
the MVIE shows measures distributed over a higher range of values. Finally, the AC
and ChSC approximations show results close to each other. Table 5.2 presents the
percentage of time each approximation is the best, second best, third best, and worst.
Although the difference between ChSC and the AC is small in this particular case,
the former is slightly better about 80% of the time.
When the same experiment is run for different values of parameters c and n
(Appendix C, Figures C.2 and C.4, and Tables C.1 and C.2), the AC and the ChSC
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approximations sometimes interchange, depending on the structure of the family stud-
ied. However, the ME approximation clearly dominates the other three, whereas the
MVIE center is clearly the weakest approximation.
Although neither the ChSC nor the AC dominates the other, the ChSC, being
a linear model, runs faster than the AC, which is a non-linear model that becomes
unstable when variables take values close to zero. Also, the ChSC model is easier to
implement because it requires fewer iteration adjustments.
Table 5.2: Percentage of hypergeometric distributions for which a given approximation
obtained a given ranking for a given measure, with parameters c = 4, n = 4.
% of distributions % of distributions % of distributions % of distributions
Approximation Measure Best Second best Third best Worst
ME
L∞ 100 0 0 0
L1 100 0 0 0
L2 100 0 0 0
|∆H| 100 0 0 0
KL 100 0 0 0
χ2 100 0 0 0
AC
L∞ 0 13 87 0
L1 0 15 85 0
L2 0 15 85 0
|∆H| 0 34 66 0
KL 0 22 78 0
χ2 0 50 50 0
ChSC
L∞ 0 86 6 8
L1 0 85 7 8
L2 0 85 7 8
|∆H| 0 66 23 11
KL 0 78 12 10
χ2 0 50 28 22
MVIE
L∞ 0 1 7 92
L1 0 0 8 92
L2 0 0 8 92
|∆H| 0 0 11 89
KL 0 0 10 90
χ2 0 0 22 78
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(a) Maximum Absolute Distance. (b) Total Variation.
(c) Euclidean Distance. (d) Absolute Entropy Difference.
(e) KL Divergence. (f) χ2 Distance.
Figure 5.1: Hypergeometric family: Results for ME (Blue, “@”), ChSC (Red, “ * ”),
MVIE (Green, “ + ”), and AC (Yellow, “ · ”) approximations. The hypergeometric
distributions were created using parameters c = 4, n = 4, as described above.
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(a) ME, L∞. (b) AC, L∞. (c) ChSC, L∞. (d) MVIE, L∞.
(e) ME, L1. (f) AC, L1. (g) ChSC, L1. (h) MVIE, L1.
(i) ME, L2. (j) AC, L2. (k) ChSC, L2. (l) MVIE, L2.
(m) ME, |∆H|. (n) AC, |∆H|. (o) ChSC, |∆H|. (p) MVIE, |∆H|.
(q) ME, KL. (r) AC, KL. (s) ChSC, KL. (t) MVIE, KL.
(u) ME, χ2. (v) AC, χ2. (w) ChSC, χ2. (x) MVIE, χ2.
Figure 5.2: Hypergeometric family histograms. From left to right, ME, AC, ChSC,
and MVIE. From top to bottom, L∞, L1, L2, ∆H , KL, and χ2 distance measures.
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(a) Absolute Entropy Difference. (b) Entropy, |∆H|.
Figure 5.3: Hypergeometric family scatterplot and histogram using |∆H| for dis-
tributions created using parameters c = 6, n = 8. (a) Scatterplot results for ME
(Blue, “@”), ChSC (Red, “ * ”), MVIE (unable to calculate), and AC (Yellow, “ · ”)
approximations. (b) Histogram for the ME approximation.
Comparing Figure 5.3 to Figures 5.1(d) and 5.2(m) shows the degradation of
the algorithms with respect to the number of joint events. First, the ME approxima-
tion fails to replicate exactly the hypergeometric distribution (Figure 5.3(b)), instead
creating a distribution with less entropy than the original, showing that the precision
of the algorithms falters for large problems. In particular, this last scenario has a total
of 1,231 joint events and a variable for each event, which represents a large problem
for a non-linear model. In addition, the MVIE (not shown) shows to be sensitive to
increments in problem size, e.g., for c = 6, n = 8, obtaining a solution would have
taken a large amount of time.
Summary of Accuracy Results. The data resulting from the above tests are
now summarized by presenting the mean and standard deviations of the measures of
accuracy.
Figure 5.4 shows the aggregate mean for three scenarios: [c = 4, n = 4],
[c = 5, n = 3], and [c = 6, n = 8]. The results are shown using the mean and
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standard deviation for all approximation distributions as proportions, i.e.,
p
(·)
KL = 100 ·
KL
(·)
KLE +KLAC +KLChSV +KLMV IE
. (5.1)
Figure 5.4 shows that ME replicates the original distribution 100% of the
time, having proportion pE
(·)
= 0 for any measure. The AC is shown to have similar
characteristics to the ChSC. On average, the worst results come from the MVIE
approximation. The MVIE in scenario 3 was not calculated due to long running
times.
Table 5.2 and Figure 5.4 provide different conclusions about the accuracy of
some of the approximations. The percentage of accuracy describes which distribution
is closest to the original without regard of the magnitude of the error, whereas the
mean proportion of accuracy describes the error in relation to the magnitude of all
the approximations. This explains the behavior of |∆H| in scenario 1 and χ2 in
scenario 2 with respect to AC and ChSC approximations.
Mean Proportions of Accuracy
(a) Scenario 1. (c = 4, n = 4) (b) Scenario 2. (c = 5, n = 3) (c) Scenario 3. (c = 6, n = 8)
Figure 5.4: Hypergeometric family: Results for ME, AC, ChSC, and MVIE, in three




The standard deviation (SD) of the proposed measures is shown in Figure 5.5.
As with the mean proportions, ME matches the original approximation almost all the
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time. The dispersion of the measures of accuracy corresponds to Figure 5.1. The SDs
of AC, ChSC, and MVIE are similar. However, the approximation with the worst
accuracy (MVIE) is not always the one with the most variation.
Standard Deviation
(a) Scenario 1. (c = 4, n = 4) (b) Scenario 2. (c = 5, n = 3) (c) Scenario 3. (c = 6, n = 8)
Figure 5.5: Hypergeometric family: Standard deviation for ME, AC, ChSC, and MVIE for
each measure..
5.1.2 Approximating the Multinomial Joint Distribution
Generation of Multinomial Distributions. The multinomial distribution is an
extension of the binomial distribution, where we count the number of successful trials
from n attempts. We can think of it as taking n balls from an urn one at a time,
and returning each ball before taking the next one. Then the probability of a ball’s
being red, for example, is constant for all trials. In the multinomial distribution, we
extend the concept of success used in the binomial distribution: if the balls’ colors are
{Red, Green, Yellow,...}, then we count the number of Reds, Greens, and so on. As
with the hypergeometric distribution, the different colors represent different random
variables, where each variable is bounded by [0, n].
An arbitrary multinomial distribution can be created by choosing the number
of colors c and the number of balls taken n. pi would be randomly defined for
i = 1, 2, . . . , c using random numbers in the interval [ 0 , 1 ] such that
∑c
i pi = 1. The
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joint probability is defined as:
P (X1 = x1, X2 = x2, . . . , Xc = xc) =
n!
x1! · x2! . . . xc!




We consider multinomial distributions from the following three sets of parame-
ters [c, n]: [4, 4], [5, 3], and [6, 8]. We create 100 multinomial distributions for each set
of parameters and compare the performance of the different approximations with re-
spect to the original distribution. As in the previous subsection, we will first show an
example of a specific instance of a multinomial distribution, and the approximations
derived from it using only marginal assessment information. Then, we present the
accuracy results for a large number of randomly generated multinomial distributions.
Procedure Example. Table 5.3 presents an instance of a multinomial distribution
for c = 3 and n = 8 and includes the four approximations generated using only
marginal information taken from the original distribution. Even though the same
parameters are used as before, the events have a different probability structure. In
the hypergeometric distribution, each ball taken is assumed to change the proportion
of balls in the urn. But in the multinomial case, the proportion is constant, which
makes each draw independent.
ME replicates exactly the original distribution using only marginal informa-
tion. Then, the multinomial family, similarly to the hypergeometric, is the ME dis-
tribution for a specific set of marginal assessments, which as before does not mean
independence among marginal variables. The following results support that the dif-
ferences between these two families are given by the probability and the structure
of the marginal events and not by the interactions of dependence among marginal
variables.
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Table 5.3: Multinomial Distribution and Approximations.
Joint Events Probability Distributions
Red Green Yellow
Multinomial
AC ChSC MVIE ME
Distribution
8 0 0 0.0063549 0.0063549 0.0063549 0.0063326 0.0063549
7 1 0 0.0123676 0.0098625 0.0103884 0.0097762 0.0123676
7 0 1 0.0324706 0.0349758 0.0344498 0.0350598 0.0324706
6 2 0 0.0105304 0.0098886 0.0101825 0.0093035 0.0105304
6 1 1 0.0552940 0.0532781 0.0543473 0.0482028 0.0552940
6 0 2 0.0725858 0.0752435 0.0738805 0.0809039 0.0725858
5 3 0 0.0051235 0.0072535 0.0066860 0.0077986 0.0051235
5 2 1 0.0403542 0.0412609 0.0409103 0.0461958 0.0403542
5 1 2 0.1059480 0.1086595 0.1081504 0.1089450 0.1059480
5 0 3 0.0927204 0.0869721 0.0883993 0.0812065 0.0927204
4 4 0 0.0015580 0.0025107 0.0022767 0.0026262 0.0015580
4 3 1 0.0163617 0.0160858 0.0160673 0.0162712 0.0163617
4 2 2 0.0644351 0.0630403 0.0637868 0.0581449 0.0644351
4 1 3 0.1127807 0.1162244 0.1149140 0.1192765 0.1127807
4 0 4 0.0740250 0.0712992 0.0721156 0.0728416 0.0740250
3 5 0 0.0003032 0.0003710 0.0003621 0.0003517 0.0003032
3 4 1 0.0039803 0.0030750 0.0031138 0.0029336 0.0039803
3 3 2 0.0209002 0.0177273 0.0186606 0.0168025 0.0209002
3 2 3 0.0548724 0.0559270 0.0556827 0.0581421 0.0548724
3 1 4 0.0720324 0.0727373 0.0723262 0.0724435 0.0720324
3 0 5 0.0378235 0.0400745 0.0397668 0.0392387 0.0378235
2 6 0 0.0000369 0.0000337 0.0000244 0.0000441 0.0000369
2 5 1 0.0005810 0.0003793 0.0001785 0.0003548 0.0005810
2 4 2 0.0038133 0.0030024 0.0031065 0.0028831 0.0038133
2 3 3 0.0133489 0.0138796 0.0138124 0.0142437 0.0133489
2 2 4 0.0262851 0.0272889 0.0270101 0.0262120 0.0262851
2 1 5 0.0276040 0.0261119 0.0266032 0.0275596 0.0276040
2 0 6 0.0120788 0.0130522 0.0130129 0.0124507 0.0120788
1 7 0 0.0000026 0.0000021 0.0000019 0.0000320 0.0000026
1 6 1 0.0000471 0.0000336 0.0000213 0.0000440 0.0000471
1 5 2 0.0003711 0.0003637 0.0004305 0.0003476 0.0003711
1 4 3 0.0016237 0.0022018 0.0022534 0.0023186 0.0016237
1 3 4 0.0042629 0.0050946 0.0049287 0.0049331 0.0042629
1 2 5 0.0067153 0.0060000 0.0059308 0.0054249 0.0067153
1 1 6 0.0058769 0.0051168 0.0052535 0.0057497 0.0058769
1 0 7 0.0022042 0.0022911 0.0022836 0.0022538 0.0022042
0 8 0 0.0000001 0.0000001 0.0000001 0.0000346 0.0000001
0 7 1 0.0000016 0.0000021 0.0000023 0.0000308 0.0000016
0 6 2 0.0000150 0.0000317 0.0000533 0.0000414 0.0000150
0 5 3 0.0000790 0.0002202 0.0003633 0.0002376 0.0000790
0 4 4 0.0002593 0.0004447 0.0004842 0.0004344 0.0002593
0 3 5 0.0005445 0.0005009 0.0003866 0.0004642 0.0005445
0 2 6 0.0007148 0.0005015 0.0004041 0.0004702 0.0007148
0 1 7 0.0005362 0.0004493 0.0004569 0.0004866 0.0005362
0 0 8 0.0001760 0.0001760 0.0001760 0.0001515 0.0001760
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Accuracy Results. Figure 5.6 displays the results for four approximations evaluated
under the six measures of accuracy. As with the previous example, ME matches the
original distribution 100% of the time under any measure used. This result is similar
to that in Figure 5.1, driving equivalent conclusions for the multinomial case. Other
results that support this claim are shown in Appendix C Figures C.5 and C.7 for the
other scenarios. Hence, ME is shown to be the most accurate approximation for both
tested families.
Figure 5.7 shows the histograms for each approximation and each measure
with parameters c = 4, n = 4. The histograms show in more detail the frequencies
of the measures for each approximation. Again, for all measures, ME provides values
of zero, while the measures for MVIE are more widely distributed. Finally, AC
and ChSC show results similar to those described for the hypergeometric family.
Equivalent figures are shown in Appendix C Figures C.6 and C.8 for [c = 5n = 3]
and [c = 6, n = 8], respectively.
The histograms in Figure 5.7 provide insight into how the values of the mea-
sures of accuracy are distributed. In general, the values have a slightly bell-shaped
distribution without being normal. These results and the percentages of accuracy in
Table 5.4, have implications for the behavior of the approximations. After sampling
100 distributions, ME was the best alternative for 96% of the samples and second
best for 4% of the samples by a slight margin of 10−7. Scatterplots and histograms
show ME as an exact approximation. Opposed to ME, MVIE approximation was the
worst alternative, with about 97% to 100% of the samples in the last column of Table
5.4.
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(a) Maximum Absolute Distance. (b) Total Variation.
(c) Euclidean Distance. (d) Absolute Entropy Difference.
(e) KL Divergence. (f) χ2 Distance.
Figure 5.6: Multinomial family: Results for ME (Blue, “@”); ChSC (Red, “ * ”);
MVIE (Green, “ + ”); and AC (Yellow, “ · ”) approximations. The multinomial
distributions were created using parameters c = 4, n = 4 as described above.
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(a) Entropy, L∞. (b) Analytic, L∞. (c) Chebyshev’s, L∞. (d) MVIE, L∞.
(e) Entropy, L1. (f) Analytic, L1. (g) Chebyshev’s, L1. (h) MVIE, L1.
(i) Entropy, L2. (j) Analytic, L2. (k) Chebyshev’s, L2. (l) MVIE, L2.
(m) Entropy, |∆H|. (n) Analytic, |∆H|. (o) Chebyshev’s, |∆H|. (p) MVIE, |∆H|.
(q) Entropy, KL. (r) Analytic, KL. (s) Chebyshev’s, KL. (t) MVIE, KL.
(u) Entropy, χ2. (v) Analytic, χ2. (w) Chebyshev’s, χ2. (x) MVIE, χ2.
Figure 5.7: Multinomial family histogram results. From left to right, ME, AC, ChSC,
and MVIE. From top to bottom, L∞, L1, L2, |∆H|, KL, χ2 distance measures.
88
Table 5.4: Percentage of monomial distribution for different approximations and mea-
sures with parameters c = 4, n = 4.
% of distributions % of distributions % of distributions % of distributions
Approximation Measure Best Second best Third best Worst
Entropy
L∞ 96 4 0 0
L1 96 4 0 0
L2 96 4 0 0
|∆H| 96 4 0 0
KL 96 4 0 0
χ2 96 4 0 0
Analytic C
L∞ 4 3 90 3
L1 4 5 91 0
L2 4 3 93 0
|∆H| 4 22 74 0
KL 4 10 86 0
χ2 4 35 61 0
ChSC
L∞ 0 93 7 0
L1 0 91 9 0
L2 0 93 7 0
|∆H| 0 74 23 3
KL 0 86 13 1
χ2 0 61 30 9
MVIEC
L∞ 0 0 3 97
L1 0 0 0 100
L2 0 0 0 100
|∆H| 0 0 3 97
KL 0 0 1 99
χ2 0 0 9 91
AC and ChSC approximations yield results that resemble the hypergeometric
results. Neither approximation is superior in all cases. For parameters c = 4, n = 4,
ChSC is better than AC. But for c = 6, n = 8 (Appendix C, Table C.4), AC shows
higher accuracy.
Due to the large amount of data, a portion of the figures needed to be included
in Appendix C. Below, all the data generated are summarized by presenting the mean
and standard deviations of the measures of accuracy.
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Summary of Accuracy Results. Figure 5.8 presents the mean aggregate results
for three tested scenarios ([c = 4, n = 4], [c = 5, n = 3], and [c = 6, n = 8]). For each
scenario, the six measures of accuracy were noted. The data were summarized using
the mean and standard deviation for all approximation-distributions as proportions
(Equation 5.1). This figure is equivalent to Figure 5.4 and describes the average
accuracy for each measure in each of the three scenarios. Consistent with previous
results, ME is the best approximation and MVIE is the worst.
Mean Proportions of Accuracy
(a) Scenario 1. (c = 4, n = 4) (b) Scenario 2. (c = 5, n = 3) (c) Scenario 3. (c = 6, n = 8)
Figure 5.8: Multinomial family: Results for ME, AC, ChSC, and MVIE approximations, in




Figure 5.9 shows the standard deviation that corresponds to Figure 5.8. The
results are similar to Figure 5.5, showing again ME as the best approximation. As
seen in the hypergeometric results, some approximations manifest numerical prob-
lems. This is true of |∆H| in Figure 5.9(c), where ME is not a perfect match to
the multinomial distribution. Moreover, as the number of joint events increases, the




(a) Scenario 1. (c = 4, n = 4) (b) Scenario 2. (c = 5, n = 3) (c) Scenario 3. (c = 6, n = 8)
Figure 5.9: Multinomial family: Standard deviation for ME, AC, ChSC, and MVIE ap-
proximations for each measure of accuracy.
5.1.3 Accuracy Findings in Hypergeometric and Multinomial Families
1. The most accurate approximation to the hypergeometric and the multinomial
families when marginal assessments are known is ME approximation. In fact,
ME is an exact approximation for both families.
2. MVIE approximation is the least accurate approximation for both families of
distributions when marginal assessments are known.
3. AC and ChSC are dominated by ME and dominate MVIE approximation. How-
ever, there is no dominance between the two.
4. ME is not aligned with the center of the largest volume ellipsoid inscribed in T
(MVIE). This suggests that it is also not aligned with the center of mass of T
when the truth set is defined with marginal assessments.
5. That ChSC approximation algorithm is linear makes it faster to compute than
any of the other approximations.
6. For large instances (approx. 1,231 joint events), some of the approximation
algorithms start degrading. Specifically, ME approximation fails to achieve
optimality in some cases (approx. 8/100).
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5.2 Unconstrained Multivariate Distributions
Section §5.1 determined the accuracy of different approximations when the
true joint distribution was known to belong to a known family of distributions. This
section considers a more general class of joint distributions. The unconstrained truth
set is the set of joint distributions for which the support is known but there is no in-
formation about partial or conditional assessments (marginals, pairwise correlations,
etc.). This case is of particular interest because all the approximations proposed result
in the discrete uniform distribution, i.e., the center of T. The study of unconstrained
sets help us to observe how the changes in the truth set T affect the proposed accu-
racy measures for any given approximation. Of interest are two particular questions:
How does changing the number of random variables affect the accuracy of the ap-
proximation? How does changing the number of outcomes for each random variable
affect the accuracy of the approximation?
Sampling Details: To test the unconstrained set T, 100,000 distributions are ob-
tained using the HR sampler presented in Chapter 3. Then, we determine the “dis-
tance” (as defined by the measures in Chapter 4) from each of the samples to the
discrete uniform distribution using the six measures proposed.
Six unconstrained sets are considered for this section. The first three corre-
spond to joint distributions with 3, 5, and 7 marginal random variables with two
outcomes each. The last three correspond to joint distributions with 3 marginal
random variables with 2, 3, and 4 outcomes each.
Our results are presented in two parts. First, we consider the effects of in-
creasing the number of marginal variables in a joint distribution. For this part we
present a summary of the results and provide an in-depth analysis of the behavior of
the sample and the measures of accuracy. Next, we consider the effects of increasing
the number of outcomes of the marginal variables in a joint distribution. We present
a summary of these results and link the observations to the analysis presented in the
first part.
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Results for Number of Variables. Figure 5.10 shows the proportion-histograms
after taking 100,000 samples for three unconstrained sets. The first set contains all
joint distributions that can be generated using three binary random variables. The
second and third sets consider five and seven binary random variables, respectively.
This series of histograms shows how the sample changes as the set increases in number
of joint events and dimension.
As the number of variables increases, L∞ and Euclidean distance decrease.
This reduction is a direct effect of the concentration of volume in T. As described
in Chapter 3, the volume of T shrinks with dimensionality, and the shrinkage is
exponentially higher as distance from the center increases. Therefore, the sample
concentrates its mass closer to the center. This result is counterintuitive because
the addition of a new dimension normally increases the existing space. However, the
n-content (relative interior volume) decreases, which increases the concentration of
the samples in T.
Summary. Figure 5.11 presents the mean and standard deviation of the results
presented in Figure 5.10. The mean of the measures is decreasing for L∞ and L2, but
it is increasing and then decreasing for L1, KL, χ2, and ∆H . However, all accuracy
measures decrease in variance as dimensionality increases, making the samples closer
to each other and improving the precision of the truth set.
Intuition and Theory. The behavior of the sampled distributions and the measures
of accuracy shown in Figure 5.11 are intuitive, as follows. Take a binary distribution
P ∗a = {15 ,
1
5
}, and perturb it to create P ∗b = {15 + ε,
1
5
− ε}. Then, L∞(P ∗a , P ∗b ) = ε,
L2(P ∗a , P
∗
b ) = ε ·
√
2, and L1(P ∗a , P
∗
b ) = 2 · ε. In general, for a joint distribution Pa
at the center of T (the discrete uniform distribution) with n elements, where n is an
even number, and a distribution Pb, which is a perturbation of Pa where every +ε has
a corresponding −ε and every joint event is perturbed we have that L∞(Pa, Pb) = ε,
L2(Pa, Pb) = ε ·
√
n, and L1(Pa, Pb) = n · ε.
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(a) 3 Var. L∞. (b) 5 Var. L∞. (c) 7 Var. L∞.
(d) 3 Var. L1. (e) 5 Var. L1. (f) 7 Var. L1.
(g) 3 Var. L2. (h) 5 Var. L2. (i) 6 Var. L2.
Figure 5.10: Unconstrained sets (part one): Variations on accuracy measures as the number
of binary variables increases.
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(j) 3 Var. |∆H|. (k) 5 Var. |∆H|. (l) 7 Var. |∆H|.
(m) 3 Var. KL. (n) 5 Var. KL. (o) 7 Var. KL.
(p) 3 Var. χ2. (q) 5 Var. χ2. (r) 7 Var. χ2.
Figure 5.10: Unconstrained sets (part two): Variations on accuracy measures as the number
of binary variables increases.
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(a) Mean. (b) Standard Deviation.
Figure 5.11: Unconstrained sets: Mean and standard deviation as the number of binary
variables increases.
As the dimension d = n − 1 of T increases, we can find the ε that matches
the changes of the sampled joint distributions, where ε is a reference measure of the
mean of the Euclidean distances from the center of T to the collection of sampled
distributions. We start by sampling 100,000 joint distributions from eight polytopes
of different dimensions and calculate the mean of the measures generated with L2 for
each polytope. Then, we find the values of ε that match the same distance from Pa to
Pb. In other words, we look for the perturbed joint distributions that have the same
L2 as the mean of L2 on the sampled distributions.
Figure 5.12 shows the best fit for ε as a function of the dimension d. The figure
depicts how the necessary perturbations decrease with d, explaining the changes in
L∞, L1, and L2 when the dimension of the set increases. In other words, the mean
distance from the center to the sample decreases.
ε can be used to understand the behavior of the measures of accuracy in
unconstrained sets. For example L∞(Pa, Pb) = ε decreases as the number of variables
increases. L1(Pa, Pb) = n·ε increases and then decreases as part of a tradeoff between d
and ε, and L2(Pa, Pb) = ε·
√
n decreases since ε decays faster than
√
n. These tradeoffs
explain the behavior shown in Figures 5.10 and 5.11. Additionally, a theoretical
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Figure 5.12: Symmetric perturbations vs. dimensionality.
extrapolation of these results for a larger range of dimensions is shown in Figure 5.13.
The symmetric perturbations for KL, χ2, and ∆H can be derived using
the procedure described earlier. For Pa and Pb as previously defined, KL(Pb, Pa) =
∆H(Pb, Pa). This fact does not hold in the more general case (assessment con-
straints) but provides an intuitive description of the KL divergence as the entropy
difference between two joint distributions. For two arbitrary distributions p and p̄,
KLn(p||p̄) = ∆H(p, p̄) +
∑
i(p̄i − pi) log (p̄i). Then, KL approximates ∆H with
a bias generated by
∑
i εi log (p̄i), where the perturbations |εi| = |p̄i − pi| ≤ L∞ tend
to zero as the dimensionality increases.
(a) L∞. (b) L1. (c) L2.
Figure 5.13: Symmetric perturbations vs. dimensionality.
The accuracy measures based on information (KL,∆H) do not show a mono-
tonic behavior with respect to the dimensionality of T. However, for unconstrained
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B.3). This result shows that ∆H ,KL, and L1 share similar characteristics and be-
have similarly in unconstrained polytopes. These results cannot be expected to hold
for constrained polytopes, but some similarities should remain after adding constraints
to a truth set T. Figure 5.14 shows a theoretical extrapolation for a larger range of
dimensions. There are similarities among Figures 5.14(a), 5.14(b), and 5.13(b) given
by the relation among ∆H ,KL, and L1. This same relation can be found in the
χ2 measure (Fig. 5.14(c)), which in the unconstrained case can be shown to be
χ2 = (L1)2 for symmetric perturbations.
(a) ∆H. (b) KL. (c) χ2.
Figure 5.14: Symmetric perturbations vs. dimensionality.
Figure 5.10 increases the dimension of the set T by increasing the number of
marginal random variables in the joint distribution. A second alternative is to increase
the number of possible outcomes of each variable. The following results are for joint
distributions with three random variables and increasing number of outcomes.
Results for Number of Outcomes. The histograms in Figure 5.15 show similar
behavior to those in Figure 5.10. This indicates that the effect of increasing the num-
ber of outcomes is similar to the effect of increasing the number of random variables.
Moreover, the behavior of the samples is aligned with our theoretical results (Figures
5.14 and 5.13). In other words, what drives the behavior is the dimension of the set,
and not how the dimension is increased.
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(a) 2 Outcomes, L∞. (b) 3 Outcomes, L∞. (c) 4 Outcomes, L∞.
(d) 2 Outcomes, L1. (e) 3 Outcomes, L1. (f) 4 Outcomes, L1.
(g) 2 Outcomes, L2. (h) 3 Outcomes, L2. (i) 4 Outcomes, L2.
Figure 5.15: Unconstrained sets (part one): Variations in accuracy measures as the number
of outcomes increases (for three random variables).
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(j) 2 Outcomes, |∆H|. (k) 3 Outcomes, |∆H|. (l) 4 Outcomes, |∆H|.
(m) 2 Outcomes, KL. (n) 3 Outcomes, KL. (o) 4 Outcomes, KL.
(p) 2 Outcomes, χ2. (q) 3 Outcomes, χ2. (r) 4 Outcomes, χ2.
Figure 5.15: Unconstrained sets (part two): Variations in accuracy measures as the number
of outcomes increases (for three random variables).
100
Results Summary. Figure 5.16 shows the mean and standard deviation of the
results in Figure 5.15. The dimension of the three sets is 8, 27, and 64 for 2, 3, and
4 outcomes, respectively. Figures 5.13 and 5.14 showed that in the ranges from 2
to 64, the means for L1, |∆H|, KL, and χ2 are increasing, whereas L∞ and L2
are decreasing. In contrast, the standard deviation decreases for all six accuracy
measures, indicating that the samples are more concentrated in specific areas of the
polytope.
(a) Mean. (b) Standard Deviation.
Figure 5.16: Unconstrained sets: Mean and standard deviation as the number of outcomes
increases (for three random variables).
5.2.1 Findings in Unconstrained Truth Sets
1. An increase in the number of joint events (dimensions) generates samples that
show a higher level of concentration.
2. As the dimension of T increases, the measures of accuracy L∞ and L2 decrease
monotonically.
3. As the dimension of T increases, the measures of accuracy L1, KL, and χ2
exhibit an eventual decrease without being monotonic. These measures together
with ∆H are quasi convex functions of the dimension of T.
4. The behavior of the samples and their relation to the approximation distri-
butions are determined by the dimension of the set. How the dimension is
increased (by increasing the number of constraints or the number of outcomes)
does not make a difference.
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5.3 Symmetrically Constrained Multivariate Distributions
In this section, we measure the effects of adding constraints to the truth set T.
We consider two questions: How does adding new constraints affect accuracy? How
does changing the existing constraints affect the accuracy of the distribution approx-
imations? Subsection 5.3.1 addresses the first question, while Subsections 5.3.2 and
5.3.3 address the second. For simplicity, this section uses only symmetric information,
i.e., all marginal random variables are identically distributed and binary, and all rank
correlations have the same correlation value. However, these results can easily be
extended to random variables with any number of outcomes.
5.3.1 Effects of Increasing the Number of Constraints
Sampling Details. To observe the effects of new constraints on T, the constraints are
restricted to be consistent with the assessments of the discrete uniform distribution
(Equation 3.2, marginals of 1
2
, pairwise of 1
4
, and three-wise of 1
8
). Then, all the
constraints are consistent with the center of T, and all the distribution approximations
are equal to the uniform distribution. We start by using HR to create a collection of
100,000 sampled joint distributions from an unconstrained set with five binary random
variables, and measure the distance to the discrete uniform distribution (Figures
5.17 and 5.18). Next, we add a new constraint (marginal assessments) and observe
the changes in accuracy. This procedure is repeated for pairwise and three-wise
constraints. (Results for 3 and 7 binary random variables can be observed in Appendix
C, Figures C.9, C.10, and Figures C.11, C.12, respectively.)
Each column in Figure 5.17 and 5.18 describe the results for a measure of
accuracy, while the rows describe the results for a truth set. For example, the superior
row corresponds to the unconstrained set, and subsequent rows increase the number
of constraints downward.
102
(a) Unconstrained, L∞. (b) Unconstrained, L1. (c) Unconstrained, L2.
(d) Marginal, L∞. (e) Marginal, L1. (f) Marginal, L2.
(g) Pairwise, L∞. (h) Pairwise, L1. (i) Pairwise, L2.
(j) Three-wise, L∞. (k) Three-wise, L1. (l) Three-wise, L2.
Figure 5.17: Effects of including new constraints in truth set T. The data are taken for
a set that considers 5 binary variables. The unconstrained set uses 1 constraint. The
marginal set uses 6 constraints. The pairwise set uses 16 constraints. The three-wise
set uses 26 constraints.
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(a) Unconstrained, |∆H|. (b) Unconstrained, KL. (c) Unconstrained, χ2.
(d) Marginal, |∆H|. (e) Marginal, KL. (f) Marginal, χ2.
(g) Pairwise, |∆H|. (h) Pairwise, KL. (i) Pairwise, χ2.
(j) Three-wise, |∆H|. (k) Three-wise, KL. (l) Three-wise, χ2.
Figure 5.18: Effect of including new constraints in truth set T. The data are taken for
a set that considers 5 binary variables. The unconstrained set uses 1 constraint. The
marginal set uses 6 constraints. The pairwise set uses 16 constraints. The three-wise
set uses 26 constraints.
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Results. As we add more constrains to T the histograms shift to the left, indicating
that the samples get closer to the uniform distribution. The only exception happens
when T becomes one dimensional (Figure C.9) in which case the samples become
distributed uniformly over a line creating a non-bell-shaped pattern.
A different behavior is exhibited in the case of the dispersion of the samples.
As the number of constraints increases, the collection does not necessarily become
more concentrated. This effect is caused by a tradeoff between the dispersion of the
n-content in the interior of T (§3.6), and the change of geometry of T generated by
the new constraint. This accounts for why the variance may increase or decrease,
according to the relation between the dispersion of the n-content and the geometric
shape of T.
Results Summary. Figure 5.19 shows the mean and Figure 5.20 shows the standard
deviation of the results displayed in Figures C.9, C.10; Figures 5.17, 5.18; and Figures
C.11, C.12; which pairs of figures correspond to sets with three, five, or seven binary
random variables.
Since all the constraints are assessments aligned to the discrete uniform dis-
tribution, all the distribution approximations considered give as a result the discrete
uniform distribution. In this case, the more constrained the truth set, the higher the
accuracy of the approximations (the lower the mean). This result is not surprising
because if enough constraints are added, the set T becomes a singleton in which any
approximation in the interior of the truth set is exact. However, it is unexpected that
when the truth set is close to dimension one, an additional constraint might decrease
the accuracy for some of the measures of accuracy (e.g. KL,L2). None the less, this
last case is more an exception than a rule, since a large number of sets of interest are
high dimensional polytopes.
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(a) Three Variables. (b) Five Variables.
(c) Seven Variables.
Figure 5.19: Mean results for unconstrained sets (UnC), marginal constrained sets (M),
marginal and pairwise constrained sets (MP), and marginal, pairwise, and three-wise con-
strained sets (MPT).
The standard deviation does not necessarily decrease as the number of con-
straints increases. For example, in Figure 5.20(a), the polytope goes from 7 di-
mensions (d = n − 1), to 4 dimensions after adding the marginal constraints, to 1
dimension after adding pairwise constraints, to a singleton after adding the three-wise
constraints. Then the set with marginal and pairwise constraints (MP) becomes a
line section. Adding the pairwise constraints has reduced the number of possible joint
distributions and the n-content is now equivalent to the length of the line. The HR
sampled this line uniformly, increasing the probability to sample joint distributions
in the neighborhoods of the vertices of T, which increase the standard deviation.
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(a) Three Variables. (b) Five Variables.
(c) Seven Variables.
Figure 5.20: Standard deviation results for unconstrained sets (UnC), marginal constrained
sets (M), marginal and pairwise constrained sets (MP), and marginal, pairwise, and three-
wise constrained sets (MPT).
5.3.2 Symmetric Marginal Constraints
Sampling Details. We now address the accuracy of the approximations under
marginal symmetric constraints for different values of b (Ap = b). Specifically, we
address how the accuracy of the approximations changes as the marginal assessments
change. If X is a binary random variable, then, we consider marginal assessments
with values of P (X = 1) =0.5, 0.6, 0.7, 0.8, and 0.9 and consider joint distributions
with 3, 4, 5, 6, and 7 marginal binary random variables. We start by generating the
truth set Ap = b, p ≥ 0, where b = {b1, b2, . . . , bm}, b1 = b2 = · · · = bm and
running HR for 100,000 joint distributions in the case of 3 and 4 marginal random
variables, and 200,000 in the case of 5, 6, and 7 marginal random variables. After the
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collections are complete, we apply the measures of accuracy and calculate the mean
and standard deviation of each approximation. Because the number of samples for 6
and 7 random variables does not meet the optimal requirements described in §3.4.3,
we use these results under the caveat that some random noise is being introduced.
Results. Figures 5.21 and 5.22 show the mean and standard deviation for the max-
imum entropy (ME), the analytic center (AC), the Chebyshev’s center (ChSC), the
maximum volume inscribed ellipsoid center (MVIE), and the dynamic average sample
center (DAC) under the six accuracy measures. Under all measures, for b1 = 0.5, all
approximations have the same accuracy. However, modifying b1 causes the approx-
imations to become differentiated. This is the first truth set for which the approxi-
mations provide different joint distributions.
ME Findings. In this results the accuracy of ME (blue circle) is consistently lower
than most of the other approximations. This contrast the results in Section 5.1 and the
beliefs from the decision analysis community that hold ME as a good approximations
(Bickel and Smith, 2006).
One possible explanation is that for known families of joint distributions, the
joint-probability mass functions (jpmf) are relatively simple. For these models to
remain simple requires general assumptions that reduce the required number of pa-
rameters, such as the assumption of having higher-order relations as independent as
possible (maximum entropy). A family of distributions with lower entropy will result
in a jpmf having more parameters to account for all the unspecified assumptions. In
our framework, those assumptions are not required. In fact, we are free to not assume
anything with respect to higher-order assessments; we simply let the geometry of T
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(xv) 7 Variables, L2.
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.21: Mean estimates for truth sets with variables 3 to 7 (part one).
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(xvi) 3 Variables, ∆H.
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(xvii) 3 Variables, KL.
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(xviii) 3 Variables, χ2.
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(xix) 4 Variables, ∆H.
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(xxx) 7 Variables, χ2.
Figure 5.21: Mean estimates for truth sets with variables 3 to 7 (rows). The figures
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(xv) 7 Variables, L2.
æ ME. à AC ì ChSC * MVIE ë DAC
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(xxx) 7 Variables, χ2.
Figure 5.22: Standard deviation estimates for T with variables 3 to 7 (rows). Variation
in accuracy due to change in the marginal constraints (part two).
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For example, construct a truth set T using two binary random variables Y1
and Y2 with marginal distributions P (Y1 = 1) = P (Y2 = 1) = 0.9. The jpmf P (Y1 =
y1, Y2 = y2) = py1,y2 is unknown since we have no information regarding the correlation
between the two variables. However, we know that any solution to the system of
equations (5.2) is a joint distribution with the appropriate marginals, and therefore
it could be the distribution that accurately models our problem.
The set of solutions of Equation (5.2) can be described as a convex combination
of two extreme joint distributions, p+λ(q−p) ∀ λ ∈ [0, 1], as shown in Figure 5.23.
The λ that corresponds to the ME approximation is close to one of the extreme points
of T. This case shows that ME is not a good representation of T, nor is an accurate
approximation.
p1,1 + p1,0 + p0,1 + p0,0 = 1 (5.2a)
p1,1 + p1,0 = 0.9 (5.2b)
p1,1 + p0,1 = 0.9 (5.2c)
p1,1, p1,0, p0,1, p0,0 ≥ 0 (5.2d)
Figure 5.21 and the example in Figure 5.23 explain the behavior of ME. As
b1 moves from 0.5 to 0.99, the ME approximation moves closer to the extremes of
the truth set. However, at the same time, the size of the truth set decreases. For
example, in the case of Equation 5.2, the line representing T shortens. This explains
why for different values of b1, the accuracy degrades and improves according to most
accuracy measures. The only accuracy measure in disagreement is χ2. However, this
is attributable to the scaling generated by the distribution approximation. For exam-
ple, the jump of the χ2 measure in Figure 5.22(xxx) for b1 = 0.9 indicates that ME
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Figure 5.23: Illustration of ME behavior.
Figure 5.24 shows the progression of ME for changes in b1. ME changes
smoothly but not monotonically toward unit vector {1, 0, . . . , 0}.
Figure 5.24: ME changes in b (Ax = b). Figure A presents the full distribution.
Figure B presents the distributions without the first joint event (ω1) and rescaled.
These approximations were created with 5 binary random variables (32 joint events
ω1 to ω32).
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ChSC Findings. This approximation is superior to ME for large values of b1 > 0.7,
but has poor accuracy otherwise. The ChSC approximation is also sensitive to certain





Figure 5.25: Illustration of ChSC behavior.
The ChSC approximation is not a minimum entropy approximation. However,
it serves as a counterpart to ME by providing a distribution with lower entropy
than all other approximations, and in some cases with less entropy than most of the
distributions in the sampled collection as observed in Figures 5.21(xvi), 5.21(xix),
5.21(xxii), 5.21(xxv), and 5.21(xxviii).
The reduction of T as b1 increases is more pronounced in ChSC than in ME.
This effect is related to the structure of the ChSC approximation observed in Figure
5.26. That 31 of the 32 joint events have equal probabilities is explained by the
attempt to evenly expand a hypersphere inside the positive hyper-octant with center
in T. Then, in the case of symmetric marginal constraints, a reduction of T as b1
increases makes the set more perpendicular to the closest boundaries of the positive
hyper-octant, providing more room for the hypersphere to expand and improving its
accuracy.
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This same behavior affects the variation of the accuracy measures in Figure
5.22, where ME and ChSC are the two approximations for which the accuracy mea-
sures show the largest variation.
Figure 5.26: ChSC changes in b (Ax = b). Figure A presents the full distribution.
Figure B presents the distributions without the first joint event (ω1) and rescaled.
These approximations were created with 5 binary random variables (32 joint events
ω1 to ω32).
Findings on the Most Accurate Approximations. The three approximations
that provide the best accuracy estimates are DAC, AC, and MVIE. Although they
have similar accuracy on average, Figure 5.22 shows that MVIE has more variation in
accuracy than the other two. However, when implemented, MVIE and DAC require
a vast amount of memory and numerous iterations, leaving AC as the best overall
alternative. AC provides a simpler and accurate description of the truth set when
the marginal constraints are symmetric. Figure 5.27 shows how each approximation
changes as the marginals (b1) change from 0.5 (front of the cube) to 0.9 (back of the
cube), where each point represents one of the 32 joint events at a specific value of b1.
AC has a structure that mimics ME but has a range closer to MVIE (Figures
5.24 and 5.27). The curvature of ME and AC may be attributed to the logarithmic
function’s absence from all other approximations. AC and MVIE may seem strikingly
similar, given that the ideas behind these approximations are so different. However,
these similarities became less obvious as the available information increases.
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Figure 5.27: From top to bottom, AC, MVIE, and DAC as a function of b (Ax = b).
Figures A present the full distribution. Figures B present the distributions without the first
joint event (ω1) and rescaled. These approximations were created with 5 binary random
variables (32 joint events ω1 to ω32).
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Finally, as expected, DAC is found to be the most accurate and the most work-
intensive of all the approximations, mostly because it requires use of the JDSIM. Due
to lack of computing resources, the last two sub-figures of Figure 5.27 were calculated
running simulations only for b1 =0.5, 0.6, 0.7, 0.8, and 0.9, giving the impression of
a piecewise function. However, these figures do not represent the approximations’
complete functions, even though they convey some aspects of those functions.
Percentage of Accuracy. Accuracy can also be expressed as the percentage of the
time that one approximation is better that another. This measure can be observed in
Tables 5.5 and 5.6. In these tables, the first column indicates the number of random
variables and the second column indicates the value of b1 (the values for b1 = 0.5 are
omitted since the results are trivial). The rest of the columns indicate the percentage
of the time that a sampled distribution is more accurate than an alternative. Again
the results favor DAC, AC, and MVIE.
For 3 and 4 marginal random variables, the MVIE outperforms the AC. How-
ever, increasing the dimension of the truth set to 5, 6, or 7 marginal random variables
makes AC more accurate than the MVIE. The results show that DAC dominates all
other approximations with respect to greater-accuracy percentage, and ME is domi-
nated by all other approximations.
The values for the MVIE when the jpmf is constructed using 7 marginal ran-
dom variables are omitted due to the complexity of the calculations. In particular,
the problem requires exponential amounts of memory. Similar problems were found
in the simulation procedure for sample distributions with many random variables. In
particular, for 6 and 7 random variables, the sample size should be close to 1 and 10
million samples, respectively. The actual sample size of 200,000 added random noise
to the results.
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Table 5.5: Percentage of accuracy (i.e. fraction of times one approximation is better
than other) for sets with marginal information (b1 =M). For different approximations
and number of variables (V= 3, 4, 5).
% of times DAC DAC DAC DAC MVIE MVIE MVIE AC AC ChSC
V M is better than MVIE AC ChSC ME AC ChSC ME ChSC ME ME
3
6 L∞ 47% 43% 53% 47% 58% 55% 60% 52% 48% 50%
6 L1 49% 53% 60% 57% 52% 61% 56% 57% 59% 46%
6 L2 47% 52% 59% 56% 53% 61% 56% 57% 59% 46%
6 KL 47% 50% 59% 54% 53% 61% 55% 57% 57% 46%
6 χ2 46% 45% 63% 50% 50% 65% 52% 61% 53% 42%
3
7 L∞ 45% 64% 55% 72% 59% 59% 68% 50% 76% 60%
7 L1 52% 59% 60% 71% 55% 64% 68% 54% 76% 60%
7 L2 50% 59% 60% 72% 56% 64% 69% 53% 76% 61%
7 KL 49% 59% 60% 71% 56% 65% 68% 54% 76% 59%
7 χ2 50% 56% 64% 71% 54% 69% 68% 58% 76% 57%
3
8 L∞ 45% 65% 55% 82% 61% 59% 80% 48% 87% 74%
8 L1 52% 61% 60% 84% 58% 65% 81% 51% 88% 76%
8 L2 50% 62% 60% 84% 59% 65% 82% 51% 88% 76%
8 KL 49% 62% 60% 84% 58% 65% 81% 52% 88% 75%
8 χ2 51% 61% 65% 86% 57% 70% 84% 56% 90% 77%
3
9 L∞ 44% 67% 54% 91% 64% 57% 90% 45% 94% 87%
9 L1 51% 64% 59% 92% 61% 63% 91% 48% 95% 87%
9 L2 48% 64% 59% 92% 62% 63% 91% 47% 95% 88%
9 KL 47% 64% 59% 93% 61% 63% 92% 48% 96% 88%
9 χ2 48% 63% 64% 96% 61% 68% 95% 52% 98% 92%
4
6 L∞ 55% 54% 77% 44% 38% 76% 44% 76% 44% 29%
6 L1 55% 53% 71% 58% 52% 70% 59% 69% 60% 37%
6 L2 54% 53% 72% 58% 53% 71% 59% 70% 59% 35%
6 KL 54% 53% 72% 58% 53% 71% 58% 70% 59% 36%
6 χ2 54% 53% 77% 53% 49% 77% 53% 76% 54% 30%
4
7 L∞ 52% 50% 77% 73% 57% 82% 69% 73% 75% 55%
7 L1 53% 56% 71% 77% 51% 76% 73% 67% 80% 57%
7 L2 53% 57% 72% 77% 51% 77% 73% 68% 80% 57%
7 KL 53% 57% 73% 78% 51% 78% 74% 69% 81% 55%
7 χ2 56% 54% 79% 77% 48% 84% 72% 76% 80% 50%
4
8 L∞ 53% 53% 77% 93% 57% 83% 91% 72% 94% 82%
8 L1 54% 58% 71% 92% 52% 78% 90% 66% 94% 82%
8 L2 54% 59% 72% 93% 52% 79% 91% 67% 95% 83%
8 KL 54% 59% 74% 93% 52% 79% 91% 69% 95% 79%
8 χ2 58% 56% 80% 94% 48% 85% 92% 75% 96% 78%
4
9 L∞ 50% 59% 76% 100% 63% 79% 100% 65% 100% 98%
9 L1 51% 63% 69% 99% 60% 73% 99% 58% 100% 98%
9 L2 50% 63% 70% 100% 60% 74% 100% 59% 100% 99%
9 KL 50% 63% 71% 100% 60% 75% 100% 62% 100% 97%
9 χ2 54% 59% 79% 100% 56% 82% 100% 69% 100% 99%
5
6 L∞ 41% 50% 84% 43% 61% 82% 37% 84% 45% 24%
6 L1 54% 54% 79% 61% 46% 77% 64% 78% 62% 30%
6 L2 53% 53% 82% 60% 46% 80% 63% 81% 61% 26%
6 KL 53% 54% 82% 61% 46% 79% 64% 81% 62% 28%
6 χ2 51% 52% 88% 57% 52% 86% 59% 87% 57% 22%
5
7 L∞ 66% 53% 85% 86% 35% 90% 83% 85% 87% 56%
7 L1 58% 58% 82% 89% 44% 87% 84% 81% 89% 59%
7 L2 58% 58% 84% 89% 44% 89% 84% 83% 89% 57%
7 KL 58% 57% 85% 91% 44% 89% 85% 84% 91% 54%
7 χ2 62% 54% 91% 90% 38% 94% 84% 90% 89% 46%
5
8 L∞ 64% 54% 84% 100% 30% 92% 97% 86% 99% 85%
8 L1 56% 52% 81% 99% 43% 89% 96% 82% 99% 85%
8 L2 57% 52% 83% 100% 42% 91% 97% 85% 100% 85%
8 KL 58% 56% 85% 100% 43% 91% 96% 86% 99% 77%
8 χ2 66% 58% 91% 100% 34% 95% 97% 92% 99% 76%
5
9 L∞ 51% 51% 82% 100% 43% 86% 100% 75% 100% 99%
9 L1 50% 62% 77% 100% 58% 82% 100% 69% 100% 99%
9 L2 51% 62% 80% 100% 57% 85% 100% 73% 100% 99%
9 KL 53% 63% 81% 100% 56% 85% 100% 76% 100% 99%
9 χ2 57% 56% 90% 100% 49% 92% 100% 86% 100% 100%
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Table 5.6: Percentage of accuracy (i.e. fraction of times one approximation is better
than other) for sets with marginal information (b1 =M). For different approximations
and number of variables (V= 6, 7).
% Of times DAC DAC DAC DAC MVIE MVIE MVIE AC AC ChSC
V M is better than MVIE AC ChSC ME AC ChSC ME ChSC ME ME
6
6 L∞ 61% 61% 93% 57% 60% 88% 68% 91% 47% 22%
6 L1 63% 63% 86% 70% 43% 79% 73% 83% 69% 31%
6 L2 60% 64% 93% 68% 43% 87% 71% 91% 67% 22%
6 KL 69% 70% 92% 75% 43% 85% 73% 89% 69% 28%
6 χ2 69% 72% 98% 70% 51% 94% 67% 97% 63% 19%
6
7 L∞ 79% 75% 98% 92% 7% 100% 80% 100% 85% 39%
7 L1 70% 65% 94% 97% 22% 100% 78% 99% 83% 46%
7 L2 71% 66% 98% 94% 20% 100% 78% 100% 84% 39%
7 KL 79% 77% 98% 99% 19% 100% 85% 100% 91% 38%
7 χ2 86% 79% 100% 99% 6% 100% 88% 100% 94% 27%
6
8 L∞ 66% 63% 86% 100% 35% 87% 100% 84% 100% 100%
8 L1 64% 61% 84% 100% 45% 85% 100% 82% 100% 100%
8 L2 68% 57% 86% 100% 45% 87% 100% 83% 100% 100%
8 KL 67% 70% 88% 100% 46% 89% 100% 86% 100% 100%
8 χ2 71% 66% 96% 100% 36% 97% 100% 93% 100% 100%
6
9 L∞ 64% 59% 90% 100% 43% 95% 100% 88% 100% 100%
9 L1 53% 66% 86% 100% 57% 92% 100% 82% 100% 100%
9 L2 58% 65% 90% 100% 55% 95% 100% 87% 100% 100%
9 KL 70% 65% 93% 100% 51% 95% 100% 90% 100% 100%
9 χ2 77% 63% 99% 100% 38% 100% 100% 97% 100% 100%
7
6 L∞ - 75% 81% 89% - - - 51% 99% 63%
6 L1 - 81% 78% 93% - - - 41% 100% 68%
6 L2 - 76% 81% 89% - - - 50% 100% 63%
6 KL - 89% 84% 99% - - - 44% 100% 74%
6 χ2 - 89% 95% 99% - - - 59% 100% 69%
7
7 L∞ - 85% 87% 100% - - - 65% 100% 100%
7 L1 - 99% 85% 100% - - - 57% 100% 100%
7 L2 - 96% 87% 100% - - - 65% 100% 100%
7 KL - 100% 90% 100% - - - 65% 100% 100%
7 χ2 - 97% 97% 100% - - - 82% 100% 100%
7
8 L∞ - 100% 92% 100% - - - 5% 100% 100%
8 L1 - 100% 89% 100% - - - 1% 100% 100%
8 L2 - 100% 92% 100% - - - 5% 100% 100%
8 KL - 100% 95% 100% - - - 24% 100% 100%
8 χ2 - 96% 98% 100% - - - 42% 100% 100%
7
9 L∞ - 53% 85% 100% - - - 84% 100% 100%
9 L1 - 95% 83% 100% - - - 80% 100% 100%
9 L2 - 85% 84% 100% - - - 83% 100% 100%
9 KL - 98% 85% 100% - - - 85% 100% 100%
9 χ2 - 95% 93% 100% - - - 87% 100% 100%
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5.3.3 Symmetric Marginal and Rank Correlation Constraints
In this section, we add constraints to the polytopes described in §5.3.2. In
particular, we add the rank correlation information for each pair of marginal variables
(Equation 3.9). We explore the behavior of the joint distribution approximations
using exclusively symmetric information, which means that all the random variables
have the same marginal distributions and the same rank correlation.
Sampling Details. We measure the accuracy of the joint distribution approxi-
mations for all combinations of marginal distributions p̂ =0.5, 0.6, 0.7, 0.8, 0.9 (as







· · · = ρrn−1,n, where the correlation of ρr1,2 can take values of 0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, and 0.7.
Since all information is symmetric, even small negative values of ρr1,2 ≈ −0.1
generate inconsistent rank correlation matrices. Therefore, we only sample polytopes
for which the marginal random variables are non-negatively correlated. Additionally,
we discard all polytopes for which the marginal probabilities and the rank correlation
matrix result in an inconsistent system.
We test polytopes based in 3, 4, 5, 6, and 7 binary random variables. For the
first two cases (3 and 4 random variables), 100,000 sampled distributions are collected.
For the last three cases, 200,000 sampled distributions are collected. The sizes of these
samples were constrained by the available computation power. In principle, JDSIM
can create collections in the millions.
Results: The complete set of results is shown in Figures 5.28 to 5.32. The five
figures show the mean of the six accuracy measures for all approximations except
the independent approximation (IA), which is equivalent to ME without the rank
correlation constraints and therefore has worse accuracy. Figures C.13 to C.17 in
Appendix C show the standard deviation of those same measures.
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xxvi) KL, p̂ = 0.8
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(xxx) χ2, p̂ = 0.9
Figure 5.28: Mean estimates for T with 3 binary random variables. The rank correla-
tion is shown in the x-axes. Each row shows marginal assessments p̂ and each column
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xxx) χ2, p̂ = 0.9
Figure 5.29: Mean estimates for T with 4 binary random variables. The rank correla-
tion is shown in the x-axes. Each row shows marginal assessments p̂ and each column
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xxx) χ2, p̂ = 0.9
Figure 5.30: Mean estimates for T with 5 binary random variables. The rank correla-
tion is shown in the x-axes. Each row shows marginal assessments p̂ and each column
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xix) ∆H, p̂ = 0.6
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(xxi) χ2, p̂ = 0.6
ò
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(xxx) χ2, p̂ = 0.9
Figure 5.31: Mean estimates for T with 6 binary random variables. The rank correla-
tion is shown in the x-axes. Each row shows marginal assessments p̂ and each column
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xxx) χ2, p̂ = 0.9
Figure 5.32: Mean estimates for T with 7 binary random variables. The rank correla-
tion is shown in the x-axes. Each row shows marginal assessments p̂ and each column
shows an accuracy measure (part two).
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The figures should be read as follows: The joint approximations are shown in
different markers; the respective rank correlation among variables (ρr1,2) is shown in
the horizontal-axes; the marginal probabilities are arranged by rows and the accuracy
measures are arranged by columns. Then each subfigure show the changes generated
by the correlation matrix, and each row show the changes generated by the marginal
distributions.
UE Findings. The overall worst approximation among the models considered was
UE. This approximation shows its worst behavior for p̂ ≈ 0.8. The increment in
the number of variables diminishes the accuracy of the approximation for almost all
positive values of ρr1,2. The accuracy improves for values of ρ
r
1,2 close to the extremes
and is worst when ρr1,2 ≈ 0.3. The observed behavior would be more intuitive if
we scale down the dimension of the polytope. For example, in Figure 5.28(ix), the
polytope has dimension d = n − m = 1 and can be described by a line. Then, we
can analytically describe a series of polytopes (one for each correlation value) and the
position of the UE in each one, as in Figure 5.33.
-­‐0.22	   -­‐0.18	   -­‐0.14	   -­‐0.10	   -­‐0.06	   -­‐0.02	   0.02	   0.06	   0.10	   0.14	   0.18	   0.22	  
Figure 5.33: UE position in seven truth sets constructed with three random variables,
p̂ = 0.7, and different correlation parameters. From top to bottom ρr1,2 with values
0.0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6.
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Each horizontal bar in Figure 5.33 represents a polytope with different rank
correlation. The 0.0 represents the center of the polytope and the extremes of the
bar mark the distance in L2-norm from the center to the vertices of T. This figure
shows that the set T expands and contracts as the correlation parameter is increased.
Because we are considering only symmetric polytopes, the UE approximation is in
the interior of T, which is usually false in the general case. The black bars indicate
the distance (L2-norm) from the center of T to the UE approximation.
As the truth set expands and contracts, the center of T and the UE approx-
imation becomes more biased as the length of the polytope increases and decreases.
For p̂ = 0.5, UE and ME are equivalent. This is because the UE model is strongly
based on the IA, where the marginal random variables are independent given one
random variable that explains all the dependencies. Therefore, the UE approxima-
tion is defined by the information structure and not by the shape of the truth set.
As correlation increases, the information misguides the UE approximation, pushing
it closer to the bound of the set. This approximation is easy to implement but is not
recommended because of its low accuracy and high bias.
ME Findings. The second worst approximation was ME. This approximation is
more accurate than UE for p̂ ≤ 0.7. But as p̂ increases, the UE becomes more
accurate. This result is in direct conflict with Bickel and Smith (2006), which is
explain by the difference on the sampling procedures used. We sampled up to two
hundred thousand distributions for each polytope in a number of polytopes, whereas
Bickel and Smith generate 5,000 polytopes and for each one they only observe three
approximations.
Figure 5.34 depicts the equivalent of Figure 5.33 for the ME approximation.
The figure shows similar behavior to the one described in Figure 5.23 and locates
the ME on the extremes of the truth set. However, as the correlation parameter
increases, the truth set rotates, leaving the ME approximation closer to the opposite
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vertex of the set. The contraction of the set for high values of ρr1,2 slightly increases
the accuracy of the approximation.
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Figure 5.34: ME position in seven truth sets constructed with three random variables,
p̂ = 0.7, and different correlation parameters. From top to bottom, ρr1,2 with values
0.0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6.
ChSC Findings. The ChSC approximation shows a considerable improvement in
accuracy for every p̂ when the correlation parameters are ρr1,2 > 0.2. The intuition
behind it relies on the fact that when ρr1,2 ≤ 0.2, the distribution samples in the
truth set have joint elements for which the joint probabilities are dispersed, i.e.,
many of the joint elements have probabilities far from zero and cover a large range
of values. As ρr1,2 increases, the probabilities of most of the joint elements in the
sampled distributions became more concentrated closer to zero. Figure 5.26 showed
that the ChSC approximation has a tendency to assign the same value to as many joint
probabilities as possible. Therefore, when the samples have dispersed elements, the
ChSC approximation behaves erratically. But as the joint probabilities in the sampled
distributions became more concentrated, the approximation’s accuracy dramatically
increases.
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Findings for the Most Accurate Approximations. The approximations with
the best accuracy in symmetric polytopes were DAC, AC, and MVIE. As before, each
of these approximations has advantages and disadvantages. For DAC the biggest flaw
is the running time of the algorithm, which constrained us to sample only 200,000
distributions for polytopes constructed using 6 and 7 variables, rather than the more
desirable orders of 1,000,000 and 10,000,000, respectively (see §3.4.3). Large sample
sizes can be generated in less than 24 hours, but this is not always sufficient. The
MVIE requires fewer iterations, but each iteration is computationally intensive. Fi-
nally, AC is easy to calculate but behaves erratically for a small number of polytopes
(Figure 5.32 third and fourth rows). The reasons for these behavior are still unknown.
The standard deviation of the accuracy measures for marginal and rank cor-
relation constraints can be observed in Appendix C, Figures C.13, C.14, C.15, C.16,
and C.17. In general, the standard deviation corresponds to the principle of contrac-
tion and expansion of the truth set, which explains the general trend of increasing
and decreasing standard deviation for changes in the rank correlation. Also, for most
of the cases, DAC, AC, and the MVIE provide the lowest standard deviation.
Percentage of Accuracy. In addition to the mean and standard deviation of the
accuracy measures, the percentage of accuracy was calculated. This statistic measures
the percentage of time that a given approximation outperforms another. Tables
5.7, 5.8, 5.9, and 5.10 present the results for polytopes constructed using 5 binary
random variables. The tables show changes in marginal and rank correlations for all
distribution approximations and all measures considered. Values above 50% indicate
that the approximation in row one is more accurate than the approximation in row
two, and values below 50% indicate the opposite.
Appendix C presents the complete set of results for 3, 4, 6, and 7 binary
random variables in Tables C.10, C.11, C.12, C.13, C.14, C.15, C.16, C.17, C.18,
C.19, C.20, C.21, C.22, C.23, C.24, and C.25.
135
The overall results show that the approximations in descending order by per-
centage of accuracy are DAC, MVIE, AC, ChSC, ME, UE, and IA. This ordering will
present a correct description of the accuracy of the joint approximations, although
there are some scenarios for which the general results do not hold.
Interestingly, AC and ChSC show that in low-dimensional environments (poly-
topes generated with 3 binary random variables), ChSC outperforms AC, but as the
dimension increases, AC considerably outperforms ChSC. This suggests that the di-
mensionality does affect the accuracy of the ChSC approximations. Because ChSC is
a linear function, all of its elements are far from zero. As the dimension increases, the
probability mass needs to be distributed among a larger number of joint events, cre-
ating a joint approximation that is less dispersed and has a larger number of elements
close to zero, which reduces its accuracy.
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Table 5.7: Percentage of accuracy (i.e. fraction of times one approximation is better than other) for sets with
symmetric marginal and rank correlation information using 5 binary random variables and changing the values of
p̂ = 0.5 and ρr1,2 = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IN AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 62% 62% 62% 62% 62% 62% 66% 66% 66% 66% 66% 51% 51% 51% 51% 61% 61% 61% 50% 50% 50%
0.5 L1 52% 52% 52% 52% 52% 52% 49% 50% 50% 50% 50% 47% 47% 47% 47% 46% 46% 46% 50% 50% 50%
ρ L2 52% 52% 52% 52% 52% 52% 47% 49% 49% 49% 49% 46% 46% 46% 46% 49% 49% 49% 50% 50% 50%
0 KL 52% 52% 52% 52% 52% 52% 47% 49% 49% 49% 49% 46% 46% 46% 46% 100% 100% 100% 50% 50% 50%
χ2 53% 53% 53% 53% 53% 53% 46% 49% 49% 49% 49% 43% 43% 43% 43% 64% 64% 64% 50% 50% 50%
p̂ L∞ 51% 50% 56% 61% 74% 97% 56% 56% 61% 75% 97% 56% 62% 75% 97% 49% 74% 90% 74% 98% 74%
0.5 L1 51% 53% 60% 59% 76% 100% 50% 61% 56% 77% 100% 60% 57% 77% 100% 46% 75% 97% 75% 99% 55%
ρ L2 50% 52% 62% 60% 76% 100% 51% 63% 58% 78% 100% 62% 59% 77% 100% 46% 76% 94% 75% 100% 56%
0.1 KL 51% 52% 62% 60% 77% 100% 51% 64% 58% 79% 100% 62% 59% 78% 100% 45% 77% 97% 75% 100% 60%
χ2 50% 51% 65% 60% 80% 100% 50% 66% 58% 81% 100% 64% 60% 81% 100% 43% 79% 95% 79% 100% 56%
p̂ L∞ 44% 55% 57% 71% 87% 100% 57% 58% 69% 87% 100% 55% 74% 87% 100% 59% 85% 100% 85% 100% 99%
0.5 L1 49% 56% 59% 69% 86% 100% 52% 62% 67% 86% 100% 57% 71% 86% 100% 58% 85% 100% 83% 100% 75%
ρ L2 48% 58% 62% 72% 88% 100% 53% 64% 70% 87% 100% 59% 74% 87% 100% 59% 86% 100% 85% 100% 90%
0.2 KL 49% 56% 62% 71% 90% 100% 53% 64% 69% 89% 100% 59% 74% 89% 100% 58% 88% 100% 85% 100% 88%
χ2 52% 54% 66% 71% 92% 100% 51% 68% 69% 92% 100% 63% 74% 92% 100% 56% 90% 100% 88% 100% 87%
p̂ L∞ 46% 60% 57% 80% 95% 100% 56% 59% 77% 94% 100% 55% 82% 94% 100% 68% 92% 100% 92% 100% 100%
0.5 L1 49% 58% 59% 76% 94% 100% 52% 62% 74% 93% 100% 57% 78% 93% 100% 66% 92% 100% 91% 100% 96%
ρ L2 49% 59% 60% 80% 95% 100% 53% 64% 78% 94% 100% 58% 82% 94% 100% 69% 93% 100% 93% 100% 100%
0.3 KL 49% 59% 62% 79% 96% 100% 53% 64% 77% 96% 100% 58% 82% 96% 100% 67% 95% 100% 93% 100% 99%
χ2 49% 59% 65% 80% 99% 100% 51% 68% 77% 98% 100% 62% 83% 98% 100% 65% 97% 100% 97% 100% 94%
p̂ L∞ 46% 57% 58% 86% 98% 100% 56% 60% 83% 98% 100% 55% 87% 98% 100% 76% 98% 100% 98% 100% 100%
0.5 L1 52% 56% 61% 83% 98% 100% 51% 65% 81% 98% 100% 58% 84% 98% 100% 74% 98% 100% 98% 100% 100%
ρ L2 51% 58% 63% 86% 98% 100% 52% 67% 84% 98% 100% 60% 88% 98% 100% 77% 98% 100% 98% 100% 100%
0.4 KL 52% 57% 64% 86% 99% 100% 52% 67% 83% 99% 100% 60% 87% 99% 100% 75% 99% 100% 99% 100% 100%
χ2 54% 56% 67% 87% 100% 100% 50% 71% 84% 100% 100% 64% 89% 100% 100% 75% 100% 100% 100% 100% 94%
p̂ L∞ 48% 57% 58% 91% 100% 100% 56% 60% 90% 100% 100% 55% 93% 100% 100% 84% 100% 100% 100% 100% 100%
0.5 L1 52% 55% 62% 89% 100% 100% 51% 65% 88% 100% 100% 58% 90% 100% 100% 82% 100% 100% 100% 100% 100%
ρ L2 52% 57% 63% 92% 100% 100% 52% 67% 91% 100% 100% 59% 93% 100% 100% 86% 100% 100% 100% 100% 100%
0.5 KL 52% 56% 63% 91% 100% 100% 52% 67% 90% 100% 100% 60% 93% 100% 100% 83% 100% 100% 100% 100% 100%
χ2 54% 54% 67% 93% 100% 100% 50% 71% 91% 100% 100% 63% 94% 100% 100% 83% 100% 100% 100% 100% 89%
p̂ L∞ 48% 58% 58% 96% 100% 100% 56% 60% 95% 100% 100% 55% 96% 100% 100% 91% 100% 100% 100% 100% 100%
0.5 L1 51% 56% 61% 94% 100% 100% 51% 65% 92% 100% 100% 58% 94% 100% 100% 89% 100% 100% 100% 100% 100%
ρ L2 50% 58% 62% 96% 100% 100% 52% 67% 95% 100% 100% 59% 96% 100% 100% 92% 100% 100% 100% 100% 100%
0.6 KL 52% 57% 63% 95% 100% 100% 52% 67% 94% 100% 100% 59% 96% 100% 100% 90% 100% 100% 100% 100% 100%
χ2 54% 55% 67% 96% 100% 100% 51% 71% 95% 100% 100% 63% 97% 100% 100% 91% 100% 100% 100% 100% 60%
p̂ L∞ 53% 62% 55% 99% 100% 100% 60% 56% 99% 100% 100% 51% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.5 L1 51% 58% 59% 99% 100% 100% 56% 61% 99% 100% 100% 54% 99% 100% 100% 98% 100% 100% 100% 100% 100%
ρ L2 50% 59% 61% 99% 100% 100% 57% 63% 99% 100% 100% 54% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.7 KL 52% 59% 62% 99% 100% 100% 57% 63% 99% 100% 100% 55% 100% 100% 100% 98% 100% 100% 100% 100% 100%
χ2 55% 57% 66% 100% 100% 100% 55% 67% 100% 100% 100% 59% 100% 100% 100% 99% 100% 100% 100% 100% 2%
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Table 5.8: Percentage of accuracy (i.e. fraction of times one approximation is better than other) for sets with
symmetric marginal and rank correlation information using 5 binary random variables and changing the values of
p̂ = 0.6 and ρr1,2 = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 48% 54% 80% 49% 49% 49% 61% 78% 60% 60% 60% 81% 37% 37% 37% 20% 20% 20% 50% 50% 50%
0.6 L1 54% 52% 76% 53% 53% 53% 48% 74% 46% 46% 46% 76% 50% 50% 50% 25% 25% 25% 50% 50% 50%
ρ L2 53% 52% 78% 52% 52% 52% 49% 76% 47% 47% 47% 78% 50% 50% 50% 23% 23% 23% 50% 50% 50%
0 KL 53% 53% 80% 53% 53% 53% 48% 78% 47% 47% 47% 80% 50% 50% 50% 21% 21% 21% 50% 44% 36%
χ2 53% 54% 83% 52% 52% 52% 49% 81% 48% 48% 48% 83% 49% 49% 49% 18% 18% 18% 50% 50% 50%
p̂ L∞ 43% 57% 49% 77% 90% 94% 61% 47% 74% 89% 93% 52% 81% 92% 95% 70% 90% 94% 96% 98% 95%
0.6 L1 51% 57% 54% 71% 90% 94% 53% 52% 68% 88% 92% 48% 74% 91% 96% 71% 90% 94% 96% 100% 25%
ρ L2 50% 58% 56% 73% 91% 94% 54% 53% 70% 89% 92% 46% 76% 92% 95% 73% 91% 94% 97% 100% 53%
0.1 KL 51% 57% 55% 72% 93% 99% 54% 54% 69% 92% 97% 50% 75% 95% 100% 71% 92% 99% 97% 100% 24%
χ2 52% 56% 56% 73% 96% 100% 53% 55% 70% 94% 98% 51% 77% 96% 100% 71% 95% 100% 98% 100% 20%
p̂ L∞ 48% 63% 57% 80% 96% 100% 68% 58% 79% 96% 100% 54% 83% 97% 100% 75% 95% 100% 99% 100% 100%
0.6 L1 48% 59% 60% 78% 96% 100% 56% 63% 77% 95% 100% 53% 81% 97% 100% 73% 95% 99% 99% 100% 48%
ρ L2 48% 59% 62% 80% 96% 100% 57% 66% 78% 96% 100% 53% 82% 97% 100% 75% 95% 100% 99% 100% 98%
0.2 KL 49% 59% 63% 80% 97% 100% 57% 65% 78% 97% 100% 58% 83% 98% 100% 71% 97% 100% 99% 100% 53%
χ2 51% 60% 66% 82% 99% 100% 57% 69% 80% 99% 100% 61% 85% 99% 100% 70% 98% 100% 100% 100% 42%
p̂ L∞ 51% 55% 58% 81% 98% 100% 54% 61% 80% 98% 100% 57% 82% 98% 100% 74% 98% 100% 99% 100% 100%
0.6 L1 53% 55% 62% 82% 98% 100% 51% 66% 80% 98% 100% 60% 83% 98% 100% 76% 98% 100% 99% 100% 99%
ρ L2 52% 57% 63% 83% 98% 100% 53% 68% 82% 98% 100% 61% 84% 98% 100% 78% 98% 100% 99% 100% 100%
0.3 KL 52% 57% 64% 84% 99% 100% 51% 68% 81% 99% 100% 62% 86% 99% 100% 72% 98% 100% 100% 100% 90%
χ2 55% 56% 67% 86% 100% 100% 49% 72% 82% 100% 100% 65% 88% 100% 100% 71% 99% 100% 100% 100% 64%
p̂ L∞ 49% 54% 58% 86% 99% 100% 56% 60% 85% 99% 100% 55% 87% 99% 100% 80% 99% 100% 100% 100% 100%
0.6 L1 50% 56% 61% 86% 99% 100% 51% 64% 84% 99% 100% 58% 86% 99% 100% 81% 99% 100% 100% 100% 100%
ρ L2 48% 57% 62% 88% 99% 100% 53% 66% 86% 99% 100% 59% 88% 99% 100% 83% 99% 100% 100% 100% 100%
0.4 KL 51% 56% 63% 89% 100% 100% 52% 66% 86% 100% 100% 59% 90% 100% 100% 79% 100% 100% 100% 100% 100%
χ2 53% 55% 66% 89% 100% 100% 50% 70% 87% 100% 100% 63% 91% 100% 100% 78% 100% 100% 100% 100% 74%
p̂ L∞ 51% 61% 57% 92% 100% 100% 58% 59% 92% 100% 100% 54% 94% 100% 100% 89% 100% 100% 100% 100% 100%
0.6 L1 51% 57% 61% 92% 100% 100% 53% 64% 92% 100% 100% 57% 93% 100% 100% 89% 100% 100% 100% 100% 100%
ρ L2 49% 59% 62% 94% 100% 100% 55% 66% 94% 100% 100% 57% 95% 100% 100% 91% 100% 100% 100% 100% 100%
0.5 KL 51% 58% 63% 94% 100% 100% 54% 66% 93% 100% 100% 58% 95% 100% 100% 88% 100% 100% 100% 100% 100%
χ2 53% 57% 66% 95% 100% 100% 52% 70% 94% 100% 100% 62% 96% 100% 100% 88% 100% 100% 100% 100% 61%
p̂ L∞ 50% 58% 56% 96% 100% 100% 59% 58% 96% 100% 100% 52% 97% 100% 100% 94% 100% 100% 100% 100% 100%
0.6 L1 50% 57% 60% 96% 100% 100% 54% 62% 96% 100% 100% 55% 97% 100% 100% 94% 100% 100% 100% 100% 100%
ρ L2 49% 59% 61% 97% 100% 100% 56% 64% 97% 100% 100% 55% 98% 100% 100% 96% 100% 100% 100% 100% 100%
0.6 KL 52% 58% 62% 97% 100% 100% 56% 64% 97% 100% 100% 56% 98% 100% 100% 94% 100% 100% 100% 100% 100%
χ2 54% 57% 66% 98% 100% 100% 54% 68% 98% 100% 100% 60% 99% 100% 100% 95% 100% 100% 100% 100% 23%
p̂ L∞ 52% 63% 55% 99% 100% 100% 61% 56% 99% 100% 100% 50% 99% 100% 100% 98% 100% 100% 100% 100% 100%
0.6 L1 50% 58% 59% 99% 100% 100% 56% 61% 99% 100% 100% 54% 99% 100% 100% 99% 100% 100% 100% 100% 100%
ρ L2 48% 59% 61% 99% 100% 100% 58% 63% 99% 100% 100% 54% 99% 100% 100% 99% 100% 100% 100% 100% 100%
0.7 KL 50% 59% 61% 100% 100% 100% 57% 63% 100% 100% 100% 55% 100% 100% 100% 99% 100% 100% 100% 100% 100%
χ2 52% 57% 65% 100% 100% 100% 55% 67% 100% 100% 100% 58% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table 5.9: Percentage of accuracy (i.e. fraction of times one approximation is better than other) for sets with
symmetric marginal and rank correlation information using 5 binary random variables and changing the values of
p̂ = 0.7 and ρr1,2 = 0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 58% 60% 90% 72% 72% 72% 53% 93% 66% 66% 66% 82% 80% 80% 80% 30% 30% 30% 50% 50% 50%
0.7 L1 55% 63% 88% 76% 76% 76% 57% 92% 69% 69% 69% 79% 84% 84% 84% 33% 33% 33% 50% 50% 50%
ρ L2 56% 63% 89% 75% 75% 75% 56% 93% 68% 68% 68% 81% 84% 84% 84% 32% 32% 32% 50% 50% 50%
0 KL 56% 63% 90% 75% 75% 75% 56% 93% 68% 68% 68% 83% 84% 84% 84% 28% 28% 28% 50% 50% 50%
χ2 61% 60% 94% 72% 72% 72% 51% 96% 65% 65% 65% 89% 81% 81% 81% 20% 20% 20% 50% 50% 50%
p̂ L∞ 43% 63% 86% 80% 94% 98% 59% 82% 75% 92% 97% 88% 82% 95% 98% 6% 99% 100% 99% 100% 100%
0.7 L1 54% 56% 84% 77% 94% 96% 49% 79% 71% 92% 94% 85% 79% 95% 97% 8% 99% 99% 99% 100% 30%
ρ L2 53% 58% 85% 79% 94% 97% 51% 81% 73% 92% 96% 87% 81% 95% 97% 6% 100% 100% 99% 100% 100%
0.1 KL 54% 57% 85% 79% 98% 99% 50% 80% 72% 97% 97% 87% 81% 99% 100% 11% 98% 99% 100% 100% 9%
χ2 54% 59% 88% 81% 99% 100% 51% 83% 74% 99% 100% 90% 84% 99% 100% 9% 99% 98% 100% 100% 8%
p̂ L∞ 43% 64% 54% 90% 99% 100% 66% 56% 88% 99% 100% 50% 92% 99% 100% 85% 98% 100% 100% 100% 100%
0.7 L1 51% 59% 59% 88% 99% 100% 53% 64% 86% 99% 100% 54% 90% 99% 100% 83% 99% 100% 100% 100% 97%
ρ L2 51% 60% 59% 90% 99% 100% 54% 65% 88% 99% 100% 53% 91% 99% 100% 85% 99% 100% 100% 100% 100%
0.2 KL 52% 59% 60% 89% 100% 100% 54% 65% 86% 100% 100% 55% 91% 100% 100% 81% 99% 100% 100% 100% 29%
χ2 53% 59% 62% 90% 100% 100% 53% 67% 87% 100% 100% 57% 92% 100% 100% 82% 100% 100% 100% 100% 17%
p̂ L∞ 46% 56% 57% 90% 99% 100% 58% 60% 89% 99% 100% 56% 90% 99% 100% 87% 99% 100% 100% 100% 100%
0.7 L1 51% 55% 61% 89% 99% 100% 51% 64% 88% 99% 100% 58% 89% 99% 100% 86% 99% 100% 100% 100% 100%
ρ L2 49% 56% 61% 90% 99% 100% 53% 66% 89% 99% 100% 59% 91% 99% 100% 87% 99% 100% 100% 100% 100%
0.3 KL 51% 55% 63% 91% 100% 100% 52% 66% 88% 100% 100% 60% 91% 100% 100% 84% 100% 100% 100% 100% 90%
χ2 52% 53% 66% 92% 100% 100% 50% 70% 90% 100% 100% 63% 93% 100% 100% 84% 100% 100% 100% 100% 48%
p̂ L∞ 50% 58% 57% 93% 100% 100% 57% 59% 92% 100% 100% 54% 93% 100% 100% 91% 100% 100% 100% 100% 100%
0.7 L1 51% 57% 61% 93% 100% 100% 54% 64% 92% 100% 100% 57% 94% 100% 100% 91% 100% 100% 100% 100% 100%
ρ L2 52% 59% 63% 94% 100% 100% 55% 66% 93% 100% 100% 58% 94% 100% 100% 92% 100% 100% 100% 100% 100%
0.4 KL 52% 57% 63% 94% 100% 100% 53% 66% 93% 100% 100% 59% 95% 100% 100% 90% 100% 100% 100% 100% 100%
χ2 55% 55% 67% 96% 100% 100% 51% 69% 95% 100% 100% 62% 97% 100% 100% 90% 100% 100% 100% 100% 56%
p̂ L∞ 47% 58% 57% 94% 100% 100% 57% 59% 94% 100% 100% 54% 95% 100% 100% 93% 100% 100% 100% 100% 100%
0.7 L1 51% 57% 60% 96% 100% 100% 53% 63% 96% 100% 100% 56% 97% 100% 100% 95% 100% 100% 100% 100% 100%
ρ L2 51% 58% 61% 97% 100% 100% 54% 65% 96% 100% 100% 57% 97% 100% 100% 95% 100% 100% 100% 100% 100%
0.5 KL 52% 58% 62% 97% 100% 100% 54% 65% 96% 100% 100% 57% 98% 100% 100% 94% 100% 100% 100% 100% 100%
χ2 54% 56% 66% 98% 100% 100% 52% 69% 97% 100% 100% 61% 98% 100% 100% 94% 100% 100% 100% 100% 35%
p̂ L∞ 50% 62% 56% 98% 100% 100% 59% 58% 98% 100% 100% 52% 98% 100% 100% 97% 100% 100% 100% 100% 100%
0.7 L1 50% 58% 61% 99% 100% 100% 54% 63% 99% 100% 100% 56% 99% 100% 100% 99% 100% 100% 100% 100% 100%
ρ L2 49% 60% 62% 99% 100% 100% 55% 65% 99% 100% 100% 56% 99% 100% 100% 99% 100% 100% 100% 100% 100%
0.6 KL 50% 59% 63% 100% 100% 100% 55% 65% 100% 100% 100% 57% 100% 100% 100% 99% 100% 100% 100% 100% 100%
χ2 51% 57% 67% 100% 100% 100% 53% 69% 100% 100% 100% 61% 100% 100% 100% 99% 100% 100% 100% 100% 0%
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Table 5.10: Percentage of accuracy (i.e. fraction of times one approximation is better than other) for sets with
symmetric marginal and rank correlation information using 5 binary random variables and changing the values of
p̂ = 0.8, 0.9 and ρr1,2 = 0, 0.1, 0.2, 0.3, 0.4, ρ
r
1,2 = 0, 0.1, 0.2 respectively.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 54% 75% 88% 96% 96% 96% 72% 90% 95% 95% 95% 67% 99% 99% 99% 79% 79% 79% 99% 98% 49%
0.8 L1 51% 79% 86% 97% 97% 97% 76% 89% 96% 96% 96% 61% 100% 100% 100% 82% 82% 82% 50% 50% 50%
ρ L2 53% 79% 88% 97% 97% 97% 76% 90% 96% 96% 96% 63% 100% 100% 100% 82% 82% 82% 53% 50% 50%
0 KL 52% 79% 89% 96% 96% 96% 75% 91% 95% 95% 95% 66% 100% 100% 100% 77% 77% 77% 60% 0% 0%
χ2 61% 74% 94% 96% 96% 96% 69% 95% 95% 95% 95% 80% 99% 99% 99% 68% 68% 68% 55% 50% 7%
p̂ L∞ 49% 50% 86% 81% 98% 100% 46% 84% 79% 97% 100% 85% 80% 98% 100% 4% 100% 100% 100% 100% 100%
0.8 L1 54% 54% 83% 77% 98% 100% 45% 81% 75% 97% 100% 82% 76% 98% 100% 7% 100% 100% 100% 100% 99%
ρ L2 53% 52% 85% 79% 98% 100% 47% 83% 77% 97% 100% 84% 78% 98% 100% 5% 100% 100% 100% 100% 100%
0.1 KL 54% 54% 84% 80% 100% 100% 45% 83% 78% 100% 100% 83% 79% 100% 100% 14% 100% 100% 100% 100% 7%
χ2 52% 53% 89% 85% 100% 100% 46% 87% 83% 100% 100% 88% 84% 100% 100% 11% 100% 100% 100% 100% 7%
p̂ L∞ 50% 68% 54% 98% 100% 100% 53% 55% 97% 100% 100% 47% 98% 100% 100% 96% 100% 100% 100% 100% 100%
0.8 L1 52% 61% 58% 97% 100% 100% 55% 61% 96% 100% 100% 50% 98% 100% 100% 95% 100% 100% 100% 100% 100%
ρ L2 52% 61% 58% 97% 100% 100% 56% 62% 97% 100% 100% 50% 98% 100% 100% 96% 100% 100% 100% 100% 100%
0.2 KL 53% 61% 61% 96% 100% 100% 55% 61% 95% 100% 100% 53% 98% 100% 100% 93% 100% 100% 100% 100% 39%
χ2 54% 61% 64% 97% 100% 100% 55% 64% 96% 100% 100% 56% 99% 100% 100% 94% 100% 100% 100% 100% 17%
p̂ L∞ 51% 55% 57% 97% 100% 100% 57% 59% 97% 100% 100% 54% 97% 100% 100% 96% 100% 100% 100% 100% 100%
0.8 L1 51% 57% 61% 96% 100% 100% 54% 63% 96% 100% 100% 56% 97% 100% 100% 95% 100% 100% 100% 100% 100%
ρ L2 50% 59% 62% 97% 100% 100% 56% 65% 97% 100% 100% 57% 97% 100% 100% 96% 100% 100% 100% 100% 100%
0.3 KL 52% 58% 63% 97% 100% 100% 55% 65% 96% 100% 100% 58% 97% 100% 100% 94% 100% 100% 100% 100% 100%
χ2 55% 56% 67% 98% 100% 100% 53% 69% 97% 100% 100% 62% 98% 100% 100% 95% 100% 100% 100% 100% 54%
p̂ L∞ 51% 59% 57% 98% 100% 100% 58% 59% 98% 100% 100% 53% 98% 100% 100% 97% 100% 100% 100% 100% 100%
0.8 L1 52% 56% 61% 98% 100% 100% 53% 64% 98% 100% 100% 57% 98% 100% 100% 98% 100% 100% 100% 100% 100%
ρ L2 51% 58% 62% 98% 100% 100% 54% 65% 98% 100% 100% 57% 98% 100% 100% 98% 100% 100% 100% 100% 100%
0.4 KL 53% 58% 62% 99% 100% 100% 54% 65% 99% 100% 100% 58% 99% 100% 100% 97% 100% 100% 100% 100% 100%
χ2 55% 56% 66% 99% 100% 100% 52% 69% 99% 100% 100% 61% 100% 100% 100% 98% 100% 100% 100% 100% 31%
p̂ L∞ 58% 74% 88% 100% 100% 100% 68% 91% 100% 100% 100% 66% 100% 100% 100% 95% 95% 95% 0% 0% 0%
0.9 L1 55% 76% 85% 100% 100% 100% 70% 89% 100% 100% 100% 61% 100% 100% 100% 97% 97% 97% 0% 0% 0%
ρ L2 56% 76% 87% 100% 100% 100% 70% 90% 100% 100% 100% 63% 100% 100% 100% 97% 97% 97% 0% 0% 0%
0 KL 56% 77% 87% 100% 100% 100% 69% 91% 100% 100% 100% 67% 100% 100% 100% 93% 93% 93% 5% 0% 82%
χ2 65% 71% 94% 100% 100% 100% 61% 96% 100% 100% 100% 81% 100% 100% 100% 94% 94% 94% 13% 100% 94%
p̂ L∞ 41% 68% 82% 99% 100% 100% 62% 78% 99% 100% 100% 85% 99% 100% 100% 100% 100% 100% 100% 100% 100%
0.9 L1 53% 59% 78% 99% 100% 100% 53% 74% 98% 100% 100% 81% 99% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 52% 60% 80% 99% 100% 100% 54% 76% 99% 100% 100% 83% 99% 100% 100% 100% 100% 100% 100% 100% 100%
0.1 KL 52% 60% 80% 98% 100% 100% 54% 76% 97% 100% 100% 83% 99% 100% 100% 100% 100% 100% 100% 100% 11%
χ2 53% 61% 83% 99% 100% 100% 55% 78% 98% 100% 100% 86% 100% 100% 100% 100% 100% 100% 100% 100% 11%
p̂ L∞ 49% 61% 57% 99% 100% 100% 57% 59% 99% 100% 100% 54% 99% 100% 100% 99% 100% 100% 100% 100% 100%
0.9 L1 52% 57% 61% 99% 100% 100% 54% 64% 99% 100% 100% 56% 99% 100% 100% 99% 100% 100% 100% 100% 100%
ρ L2 51% 60% 62% 99% 100% 100% 56% 66% 99% 100% 100% 57% 99% 100% 100% 99% 100% 100% 100% 100% 100%
0.2 KL 52% 58% 63% 99% 100% 100% 54% 66% 99% 100% 100% 58% 99% 100% 100% 98% 100% 100% 100% 100% 100%
χ2 54% 57% 67% 99% 100% 100% 52% 70% 99% 100% 100% 62% 100% 100% 100% 99% 100% 100% 100% 100% 70%
140
5.3.4 Findings in Symmetrically Constrained Truth Sets
Increasing the Number of Constraints:
1. Increasing the number of constraints increases the mean accuracy of the approx-
imations. However, the same incase can not be used to predict the behavior of
the standard deviation accuracy of the approximations (e.g. dispersion of the
accuracy measures).
Symmetric Marginal Constrained Truth Sets:
1. The most accurate approximation was DAC, followed by AC.
2. The third-most accurate approximation was MVIE. This approximation has
nearly the accuracy of DAC and AC but shows higher variance.
3. The approximation with the lowest entropy was ChSC. The accuracy of this
approximation was the second worst.
4. The worst approximation was ME, showing its worst performance where the
marginals assessments are close to 0.7.
Symmetric Marginal and Rank Correlation Constrained Truth Sets:
1. The most accurate approximation was DAC, followed by AC and MVIE.
2. The worst approximation was UE, followed by ME.
3. The ChSC is an accurate approximation for rank correlation assessments above
0.2 but otherwise has low accuracy in relation to AC, DAC, and MVIE.
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5.4 Arbitrarily Constrained Multivariate Distributions
In this section, arbitrary polytopes are created using 3, 4, 5, and 6 binary
random variables. Marginal assessments and rank correlation information are used
to generate 20 polytopes for each of the four sets of binary random variables. For
each of the 80 polytopes, we sample a collection of joint distributions and analyze the
accuracy of the approximation distributions. The following two sections are dedicated
to polytopes using arbitrarily selected marginal assessments and arbitrarily selected
marginal and rank correlation assessments.
5.4.1 Arbitrary Marginal Constraints
Sampling Details. We observe the accuracy of the proposed approximations for
non-symmetric polytopes with marginal constraints. The polytopes were generated
using a uniform random generator to define the marginal probabilities of the binary
random variables used to constraint T. We generated sample collections of 50,000,
100,000, 200,000, and 400,000 distributions for polytopes based on 3, 4, 5, and 6
binary random variables, respectively.
Results. The mean accuracy for each polytope, each measure, and each distribution
approximation based on 3 binary random variables, is described in Figure 5.35. Each
subfigure describes the results for one measure, and the different joint approximations
are described with different markers (and colors) for each of the 20 polytopes accom-
modated along the horizontal-axes. Similar results for 4, 5, and 6 binary random





















































































































































































































































































































































































































































































































































































ë ë ë ë ë
ë
ë






5.35.f 3 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.35: Mean estimates for accuracy measures for 20 realizations (scenarios along





































































































































































































































































































































































































































































































































































5.36.f 4 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.36: Mean estimates for accuracy measures for 20 realizations (scenarios along



































































































































































































































































































































































































































































































































































































5.37.f 5 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.37: Mean estimates for accuracy measures for 20 realizations (scenarios along































































































































































































































































































































































































































































































































































































































5.38.f 6 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.38: Mean estimates for accuracy measures for 20 realizations (scenarios along
the x-axes) of truth sets with 6 binary random variables and marginal constraints.
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Figures 5.35 through 5.38 are consistent with the results taken using symmetric
constraints. As before, ME shows the worst accuracy under all measures considered,
and DAC shows the greatest accuracy. This validates the explanation provided in
Figure 5.23. However, it is surprising that as the dimension of T increases, the
accuracy of ME worsens considerably. The explanation of this effect is given by the
sea urchin effect described in Chapter 3: as the volume of T gets more concentrated,
the approximations closer to the extreme points of T suffer a reduction in accuracy.
The results of the simulation show that AC and ChSC have accuracies close
to each other, with slightly better accuracy for AC. However, there is no well-defined
rule for the general case. A similar behavior can be observed for MVIE, which is
more accurate than AC or ChSC for low-dimensions (3 binary random variables)
but worsens as the dimension increases. A clear example of this can be observed in
Figure 5.37 polytope 8, which shows that approximations that are typically accurate
can occasionally be inaccurate.
In arbitrary polytopes, it is hard to draw inferences about the “why” of a par-
ticular behavior without considering a large number of instances (1000 polytopes).
Therefore, we seek only to corroborate the findings from sets having symmetric con-
straints.
Percentage of Accuracy. In addition to the mean accuracy, the percentage of
accuracy indicates which approximation provide the most accurate results a larger
fraction of the times.
The accuracy comparisons between approximations are shown in Table 5.11,
which shows the aggregated results for all polytopes of equal dimension. For low-
dimensional polytopes, the most accurate approximation is DAC followed by MVIE.
However as the dimension increases, MVIE decreases in accuracy. The accuracy of
AC and ChSC increases with respect to MVIE as dimension increases. The accuracy
of AC is somewhat better than that of ChSC, which can be observed in both the
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table and figures of this section.
The most significant result can be observed in relation to ME, which has long
been considered a good approximation. However, accuracy comparisons revealed
ME to be the least accurate approximation for all measures in all dimensions. This
reflects different philosophies toward treating unknown information. ME assumes
the maximum possible independence wherever the actual dependence is unknown,
whereas DAC allows for the unknown to remain hidden, providing an approximation
that minimizes the Euclidean distance to all other possible approximations in the
collection.
Table 5.11: Percentage accuracy comparisons for asymmetric sets with marginal in-
formation for random variables V = 3, 4, 5, and 6.
% Of times DAC DAC DAC DAC MVIE MVIE MVIE AC AC ChSC
V is better than MVIE AC ChSC ME AC ChSC ME ChSC ME ME
3
L∞ 51% 53% 56% 61% 52% 56% 62% 55% 64% 60%
L1 51% 53% 56% 62% 52% 56% 62% 54% 65% 61%
L2 51% 53% 56% 63% 52% 56% 63% 53% 66% 61%
∆H 30% 100% 30% 100% 95% 25% 100% 20% 100% 100%
KL 51% 53% 56% 66% 52% 56% 66% 54% 69% 64%
χ2 51% 52% 57% 67% 51% 57% 66% 57% 70% 64%
4
L∞ 57% 56% 62% 71% 45% 57% 66% 60% 71% 68%
L1 56% 57% 58% 76% 47% 51% 69% 52% 76% 73%
L2 56% 56% 59% 75% 46% 52% 69% 55% 76% 72%
∆H 10% 90% 15% 100% 100% 30% 100% 15% 100% 100%
KL 57% 57% 63% 81% 50% 57% 76% 60% 82% 76%
χ2 58% 56% 67% 82% 49% 61% 77% 65% 82% 74%
5
L∞ 77% 74% 75% 89% 45% 49% 76% 59% 81% 85%
L1 76% 75% 76% 92% 41% 46% 82% 58% 87% 88%
L2 76% 75% 77% 90% 42% 49% 79% 64% 83% 86%
∆H 60% 85% 65% 100% 90% 55% 100% 55% 100% 100%
KL 77% 77% 81% 96% 43% 56% 89% 63% 91% 91%
χ2 77% 75% 82% 96% 44% 57% 91% 64% 91% 91%
6
L∞ 83% 81% 81% 94% 33% 33% 85% 52% 89% 87%
L1 87% 84% 85% 97% 32% 30% 95% 51% 98% 97%
L2 86% 83% 84% 96% 33% 30% 88% 54% 96% 95%
∆H 80% 85% 55% 100% 90% 25% 100% 5% 100% 100%
KL 88% 87% 88% 99% 35% 44% 99% 65% 99% 98%
χ2 87% 85% 89% 99% 37% 58% 98% 74% 98% 97%
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5.4.2 Arbitrarily Marginal Correlation Constraints
The previous arbitrarily marginal constrained polytopes are extended by adding
arbitrary correlation constraints for 20 polytopes using 3, 4, 5, and 6 binary random
variables, for a total of 80 polytopes. To the previous approximations, we add the
UE and the IA.
Sampling Details. The constraints for these polytopes were selected by randomly
choosing the marginal probabilities, which creates a polytope by itself, and selecting
and arbitrary interior point. Then, by creating a random direction, an LP was solved
to find the farthest extreme point in such direction, and a distribution was selected
at random from the convex hull of the initial interior point and the extreme distribu-
tion. The correlation of these joint distributions varies from independence to heavily
correlated. As before, we generate sample collections of 50,000, 100,000, 200,000, and
400,000 distributions for polytopes based on 3, 4, 5, and 6 binary random variables,
respectively.
Results. For clearer presentation, the results are divided into two groups. The
first group consists of UE, IA, ME, and DAC because their scale of accuracy is
considerably larger. These results can be observed in Figure 5.39. The second group
includes MVIE, AC, and ChSC and for reference also includes DAC and ME. These
results can be observed in Figures 5.40, 5.41, 5.42, and 5.43.
The results of the first group indicates that the more information an approxi-
mation can process, the more accurate it will be. Then, the most accurate approxi-
mation is DAC, followed by ME, UE, and IA. However, there are scenarios for which
the extra information can be misleading (as in Figure 5.39(x), polytope 20). This
results of the first group and those in previous sections suggest that overall, DAC and
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(xii) L2, 6 Random Variables.
ó IN ò UE æ ME ë DAC
Figure 5.39: Mean estimates for accuracy measures for 20 realizations (scenarios
along horizontal axes) of truth sets with 3, 4, 5, and 6 binary random variables (part
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(xiv) KL, 3 Random Var.
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(xxiv) χ2, 6 Random Var.
ó IN ò UE æ ME ë DAC
Figure 5.39: Mean estimates for accuracy measures for 20 realizations (scenarios
along horizontal axes) of truth sets with 3, 4, 5, and 6 binary random variables (part
two). Each polytope was created by choosing arbitrary marginal and rank correlation
constraints.
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The results of the second group indicates that ME is the worst approximation,
even though it is significantly improved by the addition of the rank correlation con-
straints. The random polytopes sampled in this section show that ME is close to all
others for low-dimensional polytopes (3 random variables), but worsens faster than
other approximations as the dimension increases.
MVIE, AC, and ChSC show similar behavior to the one described in the arbi-
trarily marginally constrained polytopes sub-section. MVIE shows the best accuracy
after DAC but degrades as the dimension of the polytopes increases. AC and ChSC
are less accurate but gain accuracy as the dimension increases. This behavior could
be attributed to the geometric shape of T, for as the dimension increases, the corners
of the truth set lose volume exponentially. However such spaces still affect the shape
of MVIE in T, deforming the ellipsoid toward spaces that are hard to sample due to
lack of volume. The results might also be related to the constraints and the sample
size of the collection. Since the values for b (Ap = b) were chosen arbitrarily, some
extreme values might be expected, which might subject the approximations to diffi-
cult and uncommon geometries. In addition, the sample size was set as standard for
all polytopes, which might add noise to the results.
An important observation is the reduction of the measures of accuracy with re-
spect to polytopes constrained only with marginal information. These polytopes have
reduced dimensionality and altered shape of their n-content (relative volume) after
the addition of the rank correlations for all pairs of variables. Additional information
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5.40.e 3 Random Variables, KL






æ æ æ æ æ
æ




à à à à à
à


















5.40.f 3 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.40: Mean estimates for accuracy measures for 20 realizations (scenarios along
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5.41.f 4 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.41: Mean estimates for accuracy measures for 20 realizations (scenarios along
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5.42.f 5 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.42: Mean estimates for accuracy measures for 20 realizations (scenarios along
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5.43.f 6 Random Variables, χ2
æ ME. à AC ì ChSC * MVIE ë DAC
Figure 5.43: Mean estimates for accuracy measures for 20 realizations (scenarios along
the x-axes) of truth sets with 6 binary random variables and marginal and correlation
constraints.
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Percentage of Accuracy. Tables 5.12 and 5.13 show the aggregated percentage
of accuracy comparison per number of variables (3, 4, 5, 6) for all approximations
considered. These results are strongly consistent with previous results confirming the
effects of dimensionality on the approximations. DAC is clearly the best distribution
approximation. MVIE, AC, and ChSC seem equivalent overall because the dimen-
sionality can strongly affect their accuracy. The ME, UE, and IA are definitively less
accurate than the above alternatives.
Table 5.12: Percentage of accuracy for asymmetric sets with marginal and correlation
constraints for V = 3, 4, 5, and 6 random variables (part one).
% Times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE
V better than MVIE AC ChSC ME UE IN AC ChSC ME UE IN
3
L∞ 50% 52% 50% 55% 90% 99% 52% 48% 55% 90% 99%
L1 50% 52% 50% 55% 85% 93% 52% 50% 55% 85% 93%
L2 50% 52% 50% 55% 86% 95% 52% 50% 55% 86% 94%
∆H 50% 70% 50% 100% 80% 100% 70% 15% 100% 80% 100%
KL 50% 52% 50% 56% 85% 95% 52% 48% 56% 85% 95%
χ2 50% 52% 50% 56% 85% 95% 52% 49% 56% 85% 95%
4
L∞ 54% 56% 56% 65% 98% 99% 50% 50% 62% 98% 98%
L1 54% 56% 55% 65% 94% 96% 51% 50% 61% 94% 95%
L2 54% 56% 55% 65% 96% 97% 51% 50% 61% 96% 96%
∆H 35% 65% 60% 100% 100% 100% 60% 65% 95% 100% 100%
KL 53% 57% 56% 72% 95% 97% 52% 51% 69% 96% 96%
χ2 54% 57% 57% 76% 96% 97% 52% 52% 72% 96% 96%
5
L∞ 73% 74% 75% 83% 97% 98% 41% 46% 70% 92% 93%
L1 73% 74% 75% 83% 97% 97% 42% 46% 71% 91% 92%
L2 73% 74% 76% 82% 97% 98% 43% 46% 70% 91% 92%
∆H 70% 90% 85% 100% 95% 100% 90% 75% 95% 95% 100%
KL 74% 75% 77% 88% 98% 98% 41% 45% 81% 95% 95%
χ2 73% 74% 77% 90% 98% 98% 41% 48% 88% 98% 98%
6
L∞ 87% 85% 86% 94% 98% 99% 41% 38% 81% 96% 96%
L1 87% 87% 87% 96% 99% 99% 38% 37% 87% 98% 99%
L2 86% 86% 86% 95% 99% 99% 38% 36% 84% 97% 97%
∆H 80% 90% 85% 100% 95% 100% 90% 65% 100% 95% 100%
KL 89% 90% 90% 96% 99% 99% 42% 45% 93% 99% 99%
χ2 88% 88% 90% 97% 99% 99% 39% 50% 93% 99% 99%
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Table 5.13: Percentage of accuracy for asymmetric sets with marginal and correlation
constraints for V = 3, 4, 5, and 6 random variables (part two).
% Times AC AC AC AC ChSC ChSC ChSC ME ME UE
V better than ChSC ME UE IN ME UE IN UE IN IN
3
L∞ 48% 55% 92% 100% 55% 90% 99% 89% 100% 87%
L1 48% 55% 86% 94% 55% 85% 93% 83% 95% 65%
L2 48% 55% 87% 96% 55% 86% 94% 83% 98% 57%
∆H 30% 100% 80% 100% 100% 80% 100% 75% 100% 90%
KL 48% 55% 88% 97% 56% 85% 95% 82% 100% 79%
χ2 48% 55% 88% 98% 56% 85% 95% 82% 97% 80%
4
L∞ 45% 63% 96% 98% 61% 97% 98% 96% 98% 64%
L1 44% 62% 94% 96% 62% 94% 96% 94% 97% 78%
L2 44% 62% 95% 98% 61% 95% 98% 95% 98% 60%
∆H 35% 100% 100% 100% 100% 100% 100% 100% 100% 85%
KL 44% 69% 96% 99% 68% 95% 98% 94% 100% 72%
χ2 46% 73% 97% 99% 72% 95% 98% 87% 95% 66%
5
L∞ 53% 76% 96% 96% 76% 96% 96% 95% 97% 55%
L1 55% 78% 95% 95% 78% 95% 95% 91% 93% 64%
L2 54% 76% 96% 96% 76% 95% 96% 93% 94% 60%
∆H 60% 100% 95% 100% 100% 95% 100% 95% 100% 80%
KL 57% 88% 99% 99% 86% 99% 99% 99% 100% 72%
χ2 60% 92% 99% 99% 90% 98% 98% 96% 98% 70%
6
L∞ 50% 88% 96% 96% 87% 96% 96% 96% 96% 46%
L1 46% 94% 99% 99% 94% 99% 99% 99% 100% 52%
L2 47% 91% 97% 98% 91% 98% 99% 98% 98% 28%
∆H 55% 100% 95% 100% 100% 95% 100% 85% 100% 95%
KL 54% 95% 99% 100% 94% 99% 99% 100% 100% 30%
χ2 64% 95% 99% 100% 94% 98% 99% 99% 100% 29%
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5.4.3 Findings in Arbitrarily Constrained Truth Sets
Arbitrarily Marginal Constrained Truth Sets:
1. The most accurate approximation was DAC, followed by AC.
2. The third-most accurate approximation was MVIE. For low-dimensional sets,
MVIE is nearly as accurate as DAC and AC. But as the dimension increases,
the difference in accuracy becomes pronounced.
3. The worst approximation was ME.
Arbitrarily Marginal and Rank Correlation Constrained Truth Sets:
1. Approximations that can process larger amounts of information show better
accuracy. Approximations such as UE and IA that can process only small
amounts of information result in low accuracy approximations.
2. The most accurate approximation was DAC.
3. As dimension increases, MVIE and ME lose accuracy and AC and ChSC gain
accuracy.
4. The least accurate approximations were IA, UE, and ME. Among these three,
ME showed the best accuracy.
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Chapter 6
A New Approach to Decision Analysis
Until now, we have being exploring the accuracy of a joint distribution approx-
imation from the probability space. In this chapter we observe the accuracy of a joint
distribution approximation from the decision space and its implications in DA. We
present two decisions that needs to deal with probabilistic dependence and provide
partial information about the uncertainties.
The first decision is an extension of Bickel et al. (2008). The paper presents
a series of dynamic decisions in the oil industry to optimize the exploration of well-
alternatives. The second decision is taken from Clemen (1996). This is a typical
decision model and has being study in Clemen and Reilly (1999) and Reilly (2000)
using different techniques.
6.1 Optimal Sequential Exploration
In this paper we are concern with decisions in which we lack complete informa-
tion regarding the underlying joint probability distribution. In particular we analyze
the optimal exploration strategy in a deep-water oil and gas exploration program
when there is a limited amount of information. The problem was originally described
in Bickel and Smith (2006), and was solved assuming the joint probability distribu-
tion match the maximum entropy distribution. We extend the analysis by considering
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different joint approximation models and apply a new sensitivity analysis procedure
as a significant extension to the original paper. This problem is of particular interest
due to the complexity of the decision and the limited amount of information.
Although the lack of information could stem from an under specification of
marginal distributions, we are primarily motivated by underspecification of the prob-
abilistic dependence structure. Probabilistic dependencies are inherent to many de-
cision environments, including medicine (Chessa et al., 1999), nuclear power (Cooke
and Waij, 1986), environmental policy (Helton, 1993), financial engineering (Cheru-
bini et al., 2004), critical infrastructure management (Min et al., 2007) and oil ex-
ploration (Bickel and Smith, 2006; Bickel et al., 2008). Failure to capture these re-
lationships can have important and sometimes tragic consequences (Apostolakis and
Kaplan, 1981; Smith et al., 1992). For example, the Space Shuttle Challenger accident
was apparently caused, in part, by engineers’ failure to understand the dependency
between ambient temperature and o-ring resiliency (Presidential Commission on the
Space Shuttle Challenger Accident, 1986). In finance, the multi-billion-dollar fail-
ure of Long-Term Capital Management stemmed from a failure to properly model
complex dependencies between financial markets (Lowenstein, 2000).
Probabilistic dependence is often ignored because it complicates probability
assessments (Lowell, 1994; Korsan, 1990). Winkler (1982) identified the assessment
and modeling of probabilistic dependence as one of the most important research topics
facing decision analysts. He suggested the development of sensitivity analyses that
would identify key dependencies and decision-making methods that use less than
full probabilistic information. Miller (1990) argued, “We need a way to assess and
process dependent probabilities efficiently. If we can find generally applicable methods
for doing so, we could make significant advances in our ability to analyze and model
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complex decision problems.” These critical challenges have gone largely unanswered.
In Bickel and Smith (2006) the author make use of the maximum entropy
(maxent) method to generate a single joint distribution with the highest amount
of uncertainty (highest entropy) selected from the set of all possible distributions
that are consistent with the given information. Maxent was pioneered by Jaynes
(1957, 1968), and further developed by Ireland and Kullback (1968), who were the
first to approximate a discrete joint distribution given information on the lower-
order component distributions. Lowell (1994) also used maxent to specify a joint
distribution given lower order assessments (e.g., pairwise conditional assessments).
More recently, Abbas (2006) and Bickel and Smith (2006) explored the use of maxent
to facilitate the modeling of dependence.
In this paper, we go one step further and perform a new sensitivity analysis
procedure that aloud us to describe the effects of unknown dependence structures in
joint probability distributions. In particular, we create the set of all possible discrete
distributions that are consistent with the available information. We then use a new
simulation model described in Chapter 3 to uniformly sample from this set. Finally,
we can evaluate our decision over a collection of joint distributions that represents a
discrete version of the set of all possible joint distributions.
The literature presents other sensitivity procedures that have been developed
to explore portions of the set of possible joint distributions. For example, Lowell
(1994) developed a sensitivity analysis procedure to identify important pairwise con-
ditional probability assessments. Clemen and Reilly (1999) proposed the use of a
normal copula, characterized by pairwise correlation coefficients. They then per-
turbed the correlation matrix to explore a set of possible joint distributions. This set
is restricted to joint distributions that can be modeled with a normal copula. Reilly
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(2000) developed a sensitivity approach that uses synthetic variables based on a pair-
wise correlation coefficient matrix. However, our proposed approach is more robust
in that it uniformly explores the complete space of possible joint distribution and can
be subject to strict rules or constraints.
The new sensitivity analysis procedure can also be compared to robust pro-
cedures such as maximin or robust optimization (Ben-Tal et al., 2009) to evaluate
decisions based on their worst possible outcomes. We do not directly address these
methods. We note, however, that identifying the worst possible joint distribution
is often difficult. Our procedure could be used in a robust setting to “stress test”
decisions.
This paper is organized as follows: §6.1.1 we briefly describe the simulation
procedure that serves as a basis for the rest of the analysis; §6.1.2 lay out the informa-
tion available to the DM; §6.1.3 describe how the available information can be coded
into a polytope; §6.1.4 test the sampled collection and present the accuracy mea-
sures to be used; §6.1.5 present the decision formulation of the sequential exploration
problem; §6.1.6 show and analyze the results of the optimal sequential exploration
problem. Finally, §6.1.7 conclude and discuss future research.
6.1.1 Joint Distributions Simulation Model
The joint distribution simulation approach (JDSIM) proposed in Chapter 3
samples from the set of all possible joint distributions that are consistent with the
given information. In this way, it provides not one, but a collection of joint dis-
tributions under which the decision can be evaluated. The procedure begins with
the specification of linear constraints on the joint distribution (e.g., specification of
marginal probabilities or pairwise correlations) and the creation of a convex polytope
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T, the “truth set,” that matches the given information. By “truth” we mean that
any distribution within this set is consistent with the assessments and therefore could
be the “true” joint distribution.
We generate a truth set using the notation described in Chapter 3 to define
the following linear system:
∑
ωk∈U

















pωk = qωVjs ω
Vi
r








pωk ≥ 0, ∀ωk ∈ U. (6.1d)
This truth set is flexible and can integrate more or less information as needed. In
this case of study we limit the information to marginal and pairwise assessments for
which equations have being previously described (Chapter 3).
6.1.2 Optimal Sequential Exploration Information
In Bickel et al. (2008), the Author presents a practical and flexible framework
for evaluating sequential exploration strategies where the exploration prospects are
dependent. The paper was motivated by an oil exploration problem and presents a
case where a field with six possible well locations needs to be developed. Each well
location can be wet or dry, meaning there is an oil deposit or not. The probability
of a well being wet is pi. If a well is wet, the expected value of the success is si.
However, if the well is dry, the expected value of failure is fi.
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We present a summary of the data in Table 6.1 from Bickel et al. (2008).
This Table present expected values in millions of dollars and represent net present
values (NPVs) in the period in which the well is drilled. The expected value given
failure is the expected drilling cost. The expected value given success is the expected
net present value of the hydrocarbon production stream less the drilling costs, costs
of completion, production platforms, etc. These expectations take into account un-
certainty in gas and/or oil prices, reserves, production, drilling costs, and all other
uncertainties.
The intrinsic values shown in Table 6.1 are the unconditional expected values:
pisi + (1 − pi)fi. In this example, the intrinsic values are all negative, meaning the
wells are “out of the money,” and the company would not choose to drill them if they
were considered in isolation. Additional to the marginal probabilities known for each
well. Experts suspect that some of these wells could be connected through fractures.
Therefore, the correlation of success among wells may be different from zero. Then,
after assessing the marginal probabilities for each well, the expert assess the pairwise
probabilities of success of well i given success of well j. The data is presented in Table
6.2 from Bickel et al. (2008).
Table 6.1: Example Well Data.
Expected values
Probability of Given Given Intrinsic
Well success success (si) failure (fi) value
1 0.35 60 -35 -1.75
2 0.49 15 -20 -2.85
3 0.53 30 -35 -0.55
4 0.83 5 -40 -2.65
5 0.33 40 -20 -0.20
6 0.18 80 -20 -2.00
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Bickel et al. used the information in Table 6.2 to derive a joint probability
approximation based on maxent to approximate the missing assessments. The maxent
approximation seems to perform better than assuming independence or using the
Underlying Event approximation. However, there was no conclusive evidence of the
general performance of the approximation.
Table 6.2: Pairwise Information Data.
Direct conditional assessments Marginal Implied moment correlation matrix
p(j wet |i wet) pi (ρij)
i \ j 1 2 3 4 5 6 1 2 3 4 5 6
1 0.59 0.63 0.83 0.39 0.31 0.35 0.147 0.147 0 0.094 0.248
2 0.65 0.83 0.55 0.24 0.49 0.236 0 0.459 0.153
3 0.83 0.42 0.31 0.53 0 0.203 0.359
4 0.33 0.18 0.83 0 0
5 0.26 0.33 0.146
6 0.18
6.1.3 Encoding The Information Constraints
After the information gathering, we needed to transform the partial informa-
tion into a set of constraints that define the truth set. To do this, we first need to
transform the conditional probabilities into pairwise joint probabilities, p(j wet and
i wet) = p(j wet |i wet)p(i wet). Then, from Table 6.2 we generate Table 6.3.
Now we are ready to define the constrains of the truth set. Using the system of
Equations 6.1 we can create a polytope Ap = b. Were A is a 22 by 64 matrix of zeros
and ones that represent the 22 constraints of the 64 elements of the joint distribution.
The vector b ∈ R22 is the vector that encode the partial information (marginal
and pairwise assessments). In this case, the first element forces the probabilities to
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Table 6.3: Pairwise Information.
p(j wet and i wet)
i \ j 1 2 3 4 5 6
1 0.2065 0.2205 0.2905 0.1365 0.1085
2 0.3185 0.4067 0.2695 0.1176




sum to one, the next six elements force the joint distribution to match the marginal
information and the last 15 elements match the elements in Table 6.3.
We define the truth set T ≡ {p | Ap = b, p ≥ 0}. Where the Matrix A and
the vector b are described as follows:
A =
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
b = [1, 0.35, 0.49, 0.53, 0.83, 0.33, 0.18, 0.2065, 0.2205, 0.2905, 0.1365, 0.1085,
0.3185, 0.4067, 0.2695, 0.1176, 0.4399, 0.2226, 0.1643, 0.2739, 0.1494, 0.0858].
JDSIM generates a collection of joint probability distributions such that Ap = b and
p ≥ 0. This collection of distributions represents a discrete representation of T.
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6.1.4 Sampling From T
We generate a collection of 4 million samples. The collection meet the fair
convergence requirements presented in Chapter 3. That is to say, the dynamic average
center (DAC) converges to a stationary point in the interior of T. The collection took
4 hours of processing time in an Intel(R) Core(TM)2 Quad CPU Q6700 @ 2.66GHz
with 4GB of RAM. The process was run in Mathematica 8.0.
The collection of joint distributions generated by the HR consist of vectors
in R64 located in a 42 dimensional subspace, making it difficult to observe. Hence,
we use different mappings R64 → R (Equations 6.2) to understand how the sample
path is behaving. In this paper we observe four of such mappings: The maximum
absolute differences (L∞ norm), the Euclidean distance (L2 norm), the Kullback-
Leibler divergence (KL) and entropy (H). The first three mappings are measured with
respect to DAC which denotes the center of the collection sampled and converges to
the center of T, while the last mapping is relative to the uncertainty described by
each distribution.
L∞n (p,p






















pi log pi. (6.2d)
The four different mappings provide one dimensional descriptions of a multidi-
mensional topography as follows. L∞ norm (6.2a) describes an upper bound for how
far two corresponding elements of two different distributions can be. In specific, it
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describes how far an element of a joint distribution can be from the corresponding ele-
ment at the center of T (DAC). L2 norm (6.2b) describes the direct distance between
the DAC and the sampled distributions. KL (6.2c) measures the relative entropy
between DAC and the distributions in the sample, the measure is always positive and
is zero if and only if both distributions are identical. KL is not a distance measure
but rather a measure of directed divergence between two distributions, since it does
not follow the triangle inequality. KL divergence can be interpreted as the increase
in the amount of information introduced by assuming DAC as the truth distribution
when it is not (i.e. when DAC is used to determine the outcome of a random variable
generated by a sampled distribution other than DAC). Finally, H (6.2d) describes
the level of uncertainty encoded in the dependence structure of each joint.
Figures 5.1 and 5.6 show the results for the sampled collection. The dotted
lines present the minimum and maximum sampled values, i.e the maximum and
minimum values taken from a sampled distribution to DAC. In Figures 6.1(a), 6.1(b)
and 6.2(a) a thick line shows the value of ME with respect to DAC, while in Figure
6.2(b) a dashed and a thick-dashed line shows the entropy value of ME and DAC
respectively.
Figures 6.1(a) and 6.1(b) show the geometric position of the sampled distri-
butions with respect to the center. The mean Euclidean distance from DAC to any
sampled approximation is 0.069 while the mean of the maximum absolute difference
is 0.029. Notice that for L∞ and L2, ME has a value approximately equal or less than
the respective mean values. In other words, ME is closer to the center of T than 50%
of the sampled joint distributions. However, it is not the closest joint distribution to
the center of the truth set.
Figure 6.2(a) shows that DAC and ME have a closer dependence structure than
the average sample, but still we were able to sample distributions with smaller KL
values than ME, and therefore, with closer probability dependence structure to DAC.
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(a) Maximum absolute distance.









Figure 6.1: Visualization of the truth set using geometric measures.
This is reflected in Figure 6.2(b), where the maximum entropy is 4.8, the entropy of
DAC is 4.75 and the maximum entropy sampled is 4.73.
The collection of distributions generated shows that although ME is a good
alternative for a true joint distribution, there might be other alternatives that better
represents the space of possible distributions.





















Figure 6.2: Visualization of the truth set using information measures.
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6.1.5 Decision Formulation
The structure of the decision is as follows: We need to decide which well, if
any, to drill first; if that well is wet (or dry), which well do we drill next, and so
on, through the n stages. A partial decision tree for this problem is shown in Figure
6.3. Although the tree is easy to interpret, it becomes quite complex even with a
moderate number of wells. In our case of study, six wells leads to a total of 46,080


































Figure 6.3: A Partial Decision Tree for the Sequential Drilling Problem
We solve the tree using typical methods in dynamic programing. Starting
with the last decision, we evaluate whether you should drill the “last” well condi-
tional on the outcomes of the first n − 1 wells. We then decide which well to drill
if we had two wells remaining. And so on to the initial decision. We describe the
solution procedure following the notation used in Bickel et al. (2008). Then, let
w = (ω1, ω2, ω3, ω4, ω5, ω6) denote the state where ωi =0 or 1 if the well is dry
or wet and equal to ωi =“∗” if the well has not been drilled. At the initial state
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we have w = (∗, ∗, ∗, ∗, ∗, ∗), which means no well has being drilled. The vector
w = (0, ∗, 1, ∗, ∗, ∗) represents the state in which well 1 was dry and well 3 was
wet and the other wells have not yet been drilled.
Given the joint probability distribution π over well outcomes, it is straight
forward to calculate the transition probabilities required for the dynamic program-
ming model. First, let µ(w) be the total probability associated with the vector w,
constructed by summing π(w) over the possible scenarios for these unknown events.
Then for w = (0, ∗, 1, ∗, ∗, ∗) we have:
µ(w) =
∑
ω2, ω4, ω5, ω6
π(0, ∗, 1, ∗, ∗, ∗). (6.3)
We can use the total probability function to calculate the transition probabilities
required for the dynamic programming model. Suppose that you start in a state w,
where well i has not been drilled (thus ωi = ∗). If you drill well i, the probability that
it is wet is µ(w1i )/µ(w), where w
1
i is identical to w except ωi = 1 and the probability
that it is dry is µ(w0i )/µ(w) where w
0
i is identical to w except ωi = 0.
The dynamic programming model can now be formalized as follows. Let v(w)
denote the continuation value for state w, that is, the expected NPV of future cash
flows given that you start in state w. In this value calculation, we include the expected
future value for a successful well (si) or a failed well (fi) in the period the well is
drilled and discount cash flows using a discount factor δ that corresponds to the time
required to drill the well. Recall, that si is the discounted expected net present value
of production, in the period the well is drilled, from a successful well i (including
drilling costs), and (fi) is the expected cost of drilling an unsuccessful well i. If all
the wells have been drilled (i.e., w is a vector of zeros and ones), then v(w) = 0. For
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The optimal action in state w is to drill the well with the largest v(w) or, if no
well has a positive value, to not drill at all. The optimal continuation value v(w) is
max[vi(w), 0], where the maximum is taken over all available wells and not drilling
(0). There is no circularity in this definition of the value function because one never
visits the same state twice; each time you drill a well, its state changes to either wet
or dry.
6.1.6 Optimal Strategies
The optimal strategy describes a drilling policy that indicates wether to drill
or not depending on the state of the previously drilled wells. In our case we can
define an optimal strategy for each joint distribution approximation. In this paper
we consider the independence approximation (IA) which is of common use in practice,
the underling event (UE) approximation (Keefer, 2004) and the maximum entropy
approximation as done in Bickel and Smith (2006). Additionally, we consider the
AC, the CHSC, the MVIEC and the DAC approximations and compare the results
to previous approximations.
Figure 6.4 present the optimal strategies for all the joint distribution approxi-
mations considered. These strategies are described as decision trees and must be read
sequentially from left to right. For example, in Figure 6.4(a) the strategy indicates to
start drilling well 3, and if the well is wet (Up), then we should drill well 6, otherwise
we stop drilling more wells. In the same lines, if well 6 is wet, then we drill well 1,
otherwise if well 6 is dry, we drill well 2. Additionally, the strategies in Figure 6.4
describe the net present values at each stage of the decision. i.e. the expected value
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$3.05
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Figure 6.4: Strategies derived from approximation joint distributions.
The IA and the UE strategies have been omitted from Figure 6.4, since both
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strategies are the same and present a trivial policy (never drill). As recall from Table
6.1, the expected value of each well independently is negative. Therefore, without
any probabilistic dependence, the complete strategy is the same than the strategy for
each particular well. The complete joint probability distribution approximations are
presented in Table 6.4 including the IA/UE approximation.
The ME strategy (Figure 6.4(a)) was previously explore by Bickel and Smith.
This strategy exploit the fact that the ME approximation assumes that all higher
order assessments (three wise, four wise,...) are as close to independent as is aloud
by the consistency of the joint distribution. For example, the pairwise assessments
including well 4 show that this well is pairwise independent with respect to all others.
Moreover, the ME approximation assumes that all higher order assessments are as
close to independent as possible. Then, under ME, well 4 is independent and has
negative expected value. The assumptions made by the ME approximation excludes
well 4 as a viable drilling alternative.
The strategy presented by DAC (Figure 6.4(b)) search for a distribution that
is the most conservative representation of the truth set. The DAC approximation
does not care about independence among wells, but cares about to find the closest
approximation to the center of mass of T. One of the main differences is that the
higher order assessments are not as close as independence as ME assumes. For ex-
ample, the DAC strategy still considers well 4 to be pairwise independent, however,
the well is not independent of all others. This strategy considers that under some
scenarios well 4 can bring extra revenue.
The AC and the ChSC approximations attempt to find a joint distribution
where each element is as far as possible from zero. In the case of AC, a log-barrier
function is used to move the approximation far from the boundary, in the case of
ChSC this same idea is done by means of expanding a hypersphere with center in
T. As with the DAC approximation, the AC and the ChSC attempt to find a point
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Table 6.4: Joint Probability Distribution Approximations.
IA/UE ME DAC AC ChSC MVIE
1 0.00448 0.03825 0.03957 0.03799 0.03740 0.04059
2 0.02041 0.03720 0.02523 0.03198 0.03371 0.02606
3 0.00910 0.02089 0.02507 0.02587 0.02650 0.02455
4 0.04145 0.02713 0.02947 0.02727 0.02698 0.02868
5 0.00092 0.00783 0.00280 0.00285 0.00359 0.00273
6 0.00418 0.00762 0.00510 0.00511 0.00560 0.00469
7 0.00186 0.00428 0.00298 0.00317 0.00298 0.00303
8 0.00849 0.00556 0.00610 0.00654 0.00601 0.00597
9 0.00397 0.00192 0.00113 0.00116 0.00098 0.00115
10 0.01810 0.02053 0.02647 0.02358 0.02252 0.02619
11 0.00807 0.00167 0.00115 0.00116 0.00098 0.00115
12 0.03676 0.02379 0.02785 0.02645 0.02653 0.02887
13 0.00081 0.00039 0.00086 0.00085 0.00098 0.00086
14 0.00371 0.00421 0.00527 0.00496 0.00481 0.00487
15 0.00165 0.00034 0.00089 0.00088 0.00098 0.00089
16 0.00753 0.00487 0.00655 0.00671 0.00594 0.00624
17 0.00466 0.00441 0.00645 0.00571 0.00498 0.00637
18 0.02125 0.00515 0.00674 0.00615 0.00551 0.00612
19 0.00947 0.01952 0.01864 0.01988 0.01970 0.01789
20 0.04314 0.03045 0.03614 0.03239 0.03246 0.03718
21 0.00096 0.00090 0.00212 0.00204 0.00252 0.00216
22 0.00435 0.00105 0.00330 0.00315 0.00304 0.00334
23 0.00194 0.00400 0.00305 0.00315 0.00298 0.00330
24 0.00884 0.00624 0.00774 0.00728 0.00655 0.00785
25 0.00414 0.00042 0.00099 0.00100 0.00098 0.00100
26 0.01884 0.00540 0.00622 0.00605 0.00563 0.00614
27 0.00840 0.00297 0.00112 0.00116 0.00098 0.00115
28 0.03826 0.05078 0.03825 0.04271 0.04465 0.03743
29 0.00085 0.00009 0.00079 0.00076 0.00098 0.00079
30 0.00386 0.00111 0.00345 0.00318 0.00328 0.00345
31 0.00172 0.00061 0.00089 0.00089 0.00098 0.00091
32 0.00784 0.01040 0.00761 0.00801 0.00829 0.00843
33 0.00832 0.02075 0.01677 0.01908 0.01968 0.01626
34 0.03791 0.06186 0.08568 0.07744 0.07665 0.08498
35 0.01690 0.01170 0.01572 0.01387 0.01407 0.01590
36 0.07698 0.04657 0.03679 0.03892 0.03624 0.03634
37 0.00170 0.00425 0.00306 0.00319 0.00295 0.00306
38 0.00777 0.01267 0.00763 0.00885 0.00838 0.00814
39 0.00346 0.00240 0.00355 0.00351 0.00258 0.00343
40 0.01577 0.00954 0.01299 0.01288 0.01519 0.01410
41 0.00738 0.00128 0.00111 0.00113 0.00098 0.00111
42 0.03362 0.04189 0.03895 0.04205 0.04299 0.03945
43 0.01498 0.00115 0.00111 0.00112 0.00098 0.00111
44 0.06826 0.05011 0.03463 0.03764 0.03951 0.03433
45 0.00151 0.00026 0.00091 0.00088 0.00098 0.00089
46 0.00689 0.00858 0.00897 0.00842 0.00731 0.00849
47 0.00307 0.00023 0.00092 0.00091 0.00098 0.00092
48 0.01398 0.01026 0.01473 0.01362 0.01404 0.01500
49 0.00866 0.00374 0.00511 0.00515 0.00455 0.00480
50 0.03946 0.01340 0.00640 0.00729 0.00777 0.00637
51 0.01759 0.01710 0.01340 0.01303 0.01467 0.01435
52 0.08012 0.08177 0.07273 0.07789 0.07904 0.07348
53 0.00177 0.00077 0.00234 0.00225 0.00228 0.00229
54 0.00808 0.00274 0.00431 0.00439 0.00401 0.00466
55 0.00360 0.00350 0.00368 0.00358 0.00287 0.00361
56 0.01641 0.01675 0.01935 0.01818 0.01858 0.01774
57 0.00768 0.00044 0.00097 0.00098 0.00098 0.00096
58 0.03499 0.01725 0.00611 0.00717 0.00860 0.00637
59 0.01560 0.00319 0.00110 0.00112 0.00098 0.00109
60 0.07105 0.16731 0.20293 0.19562 0.19182 0.20262
61 0.00157 0.00009 0.00082 0.00079 0.00098 0.00081
62 0.00717 0.00353 0.00438 0.00445 0.00443 0.00488
63 0.00319 0.00065 0.00094 0.00092 0.00098 0.00093
64 0.01455 0.03427 0.02193 0.02370 0.02396 0.02155
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in the center of the truth set that provide a robust (conservative) approximation,
however, AC and ChSC have the advantage that are invariant with respect to the
collection sampled from T. That is to say, both approximations can be calculated
without running a JDSIM procedure.
Finally, the MVIEC approximate the center of T by assuming it is close to
the center of the ellipsoid with the largest volume inscribed in the truth set. This
approximation is also invariant to the collection sampled, but it is computing intensive
do to the number of variables required to calculate the shape of the hyper ellipse.
Empirical observations suggest that the MVIEC and the DAC are close to each other,
which explains why both strategies have a similar policy. However, this is just a
conjecture for which no analytic results are known.
6.1.6.1 Accuracy of the Joint Distribution Approximations
Each of the strategies consider so far is directly link to an approximation. The
question now is: How accurate are the approximations with respect to the possible
distributions in T? We answer this question using the JDSIM method described in
Chapter 3.
In Bickel and Smith (2006) the authors propose a method to evaluate the accu-
racy of the approximations using a simulation procedure proposed by Keefer (2004).
However, such simulation procedure is hard to control and can not be applied to con-
strained sets. As a result, the accuracy results provided by Bickel and Smith (2006)
are taken over 5,000 arbitrary polytopes (truth sets), and in each set they test each
approximation against one point in the set (the sampled distribution). Our approach
differs in that we only sample distributions from one set defined by the assessed beliefs
(T). However, we sample 4 million distributions to fully explore the truth set and
make a clear statement about the joint distribution approximations and its accuracy.
Recall that in the JDSIM each sampled joint distribution could be the true distri-
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bution, and therefore, any approximation proposed need to be compared to all the
sampled distributions in order to measure its accuracy. Additionally, we randomly
choose 160,000 samples from the 4 million and solve them for the corresponding op-
timal strategies. This process took an average of 20 seconds per distribution, which
make it difficult to solve for the complete sample. However, 160,000 samples from
the full collection can be use as an estimate for the hole sample.
We use four measures of accuracy to evaluate the four approximations: (i) the
mean absolute difference between the approximate and sampled joint probabilities,
(ii) the maximum absolute difference in these joint probabilities, (iii) the Euclidean
distance, i.e. the length of the straight line between the approximation and the
sampled distributions, and (iv) the KL divergence from the sampled distribution to
the approximation. These error measures are all such that a value of zero indicates
no error and larger values indicate larger errors. Measures (i) and (ii) were used in
Keefer’s analysis; Bickel and Smith, and Abbas considers (i),(ii), and (iv).
Using the sub collection of 160,000 samples for which we solve to optimality,
we add two economic measures in the sequential exploration setting used by Bickel
and Smith: (v) the absolute value of the difference between the optimal expected
value given by the sampled probabilities and the optimal expected value given by
the approximate probabilities and (vi) the difference between the expected value
given by following the optimal strategy and the expected value given by following
the approximation strategy, with both expected values calculated using the sampled
joint probabilities. We refer to this as the expected value lost.
The error in the value estimate (measure v) is an appropriate error measure
if the analysis is intended to estimate the value of the exploration opportunity, for
example, if contemplating selling or acquiring the exploration opportunity. The ex-
pected value lost (measure vi) indicates how close you come to identifying the optimal
exploration strategy.
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Table 6.5 shows that for the accuracy measures based in probabilities (i, ii, iii,
iv), the best approximation is DAC, followed by AC, ChSC, MVIEC, ME, UE, IA.
The intuition behind these results can be observed when we consider the information
used to create each approximation. It should not surprise us that the approximation
with the least amount of information (IA) provide the worst results. Notice that in
this case both approximations, IA and UE, do not even belong to the interior of T.
Alternatively, the ME distribution does belong to the interior of the truth set and uses
all the information available, which increase its accuracy. However, it fill the missing
information by assuming all other assessments should as independent as possible.
Approximations such as AC, ChSC and MVIEC use the same amount of information
Table 6.5: Accuracy Results.
Independent Approx. Maximum Analytic Chebyshev’s Max. Vol. Dynamic
Underlying Event Entropy Center Center Ins. Ellip. Average
(IA / UE) (ME) (AC) (ChSC) (MVIEC) (DAC)
i. Mean absolute difference
Mean 0.0113 0.0063 0.0054 0.0054 0.0055 0.0054
Std dev 0.0008 0.0012 0.0011 0.0011 0.0012 0.0011
ii. Max absolute difference (L∞ Norm)
Mean 0.1262 0.0378 0.0294 0.0296 0.0300 0.0294
Std dev 0.0189 0.0119 0.0083 0.0083 0.0094 0.0084
iii. Euclidean distance (L2 Norm)
Mean 0.1734 0.0815 0.0687 0.0693 0.0701 0.0686
Std dev 0.0166 0.0188 0.0159 0.0159 0.0177 0.0159
iv. KL divergence
Mean 0.6095 0.2334 0.1802 0.1830 0.1847 0.1795
Std dev 0.0649 0.0649 0.0536 0.0533 0.0580 0.0528
v. Absolute error in value estimate ($ million)
Mean 17.62 3.22 3.02 3.09 2.36 2.91
Std dev 1.18 1.18 1.18 1.18 1.18 1.18
vi. Lost value from approximate policy ($ million)
Mean 17.62 4.29 2.95 2.91 3.03 2.91
Std dev 1.18 2.16 1.51 1.54 1.72 1.54
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as ME, but the assumptions taken in each case varies for each model, which make
some approximations better that others in a case basis. Finally, in addition to the
available information, DAC improves its accuracy by using the information of 4 million
sampled joint distributions to fill higher assessment information.
The accuracy measures based on the strategies (v, vi) suggests that the DAC/ChSC
and the MVIE are the best strategies. DAC and ChSC share the lowest lost value
from approximate policy and the MVIE strategy has the lowest absolute error in value
estimate followed by DAC.
6.1.6.2 Alternative Strategies
In the previous section we measure the accuracy of four approximations that
derive in four different strategies. However, there are a number of strategies that are
not the result of an approximation distribution, but generated by solving to optimality
the sequential exploration problem using the sampled distributions. In other words,
by taking the sub-collection of 160, 000 samples, we can create a collection of 160, 000
strategies (one for each sample). After accounting for redundancies, we are left with
a collection of 82, 205 different strategies, some of which appear more frequent than
others. Figure 6.5 shows the frequencies for each strategy in descending order, where
each dot represents a single strategy.
We observe that a large portion of the strategies have frequency less than
ten, and only ten strategies have frequency above 50, This last group includes the
strategies that are optimal for the largest number of joint distributions sampled in
the sub-collection. Then, we can test the performance of a small group of strategies
(the ones with highest frequency) and compare them to the strategies generated from
the approximation distributions. Figure 6.7 shows the nine strategies for which the
frequency is the highest among the sub-collection.
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Figure 6.5: Most Common Optimal Strategies.
For each of these strategies we evaluate the profit under all 4 million joint
distributions in the original collection sampled from T. The result is a group of
15 strategies (six strategies from the approximation distributions and nine from the
frequencies) that we can evaluate. Tables 6.6 and 6.7 show the mean, standard
deviation, minimum and maximum values for the profits generated by all 15 strategies.
Table 6.6: Profit Statistics For Full Strategies Based on Approximation Distributions.
(in millions)
PMF Approximations
ME AC ChSC MVIE DAC
Mean $ 13.34 $ 14.68 $ 14.71 $ 14.60 $ 14.71
Std. Dev. $ 1.55 $ 1.33 $ 1.39 $ 1.63 $ 1.39
Min $ 9.26 $ 10.33 $ 9.73 $ 8.86 $ 9.73
Max $ 18.22 $ 18.46 $ 18.69 $ 19.03 $ 18.69
It result is surprising to find that there are strategies that closely match the
some of the approximation joint distributions. This is the case of the fourth strategy
(S4) with mean of $14.42, which outperforms the mean of $13.34 of ME and is close
to the mean of $14.71 of DAC. Even more, by observing the range [9.9, 20.04], the
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S4 shows a higher range than the rest of the strategies consider. Nonetheless, the
results from both Tables 6.6 and 6.7 still conclude that the most profitable strategy
in expectation is DAC.
Table 6.7: Profit Statistics For Full Strategies Based on Selected Strategies. (in
millions)
High Frequency Full Strategies
1st 2nd 3th 4th 5th 6th 7th 8th 9th
Mean $12.84 $13.27 $13.05 $14.42 $13.46 $12.99 $13.39 $13.04 $13.26
St. Dev. $2.14 $1.90 $1.56 $1.69 $1.55 $1.53 $1.61 $1.83 $1.63
Min $7.16 $7.03 $8.80 $9.90 $8.17 $7.65 $7.43 $7.26 $7.12
Max $18.96 $18.87 $18.68 $20.04 $18.46 $17.82 $18.09 $18.99 $18.32
In Figure 6.6 we can see that some strategies tend to perform better than
others a larger percentage of the time. An advantage of the alternative strategies
comes from observing the robustness of the strategy. In other words, we can observe
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Figure 6.7: Strategies With Highest Frequencies.
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distributions. In particular, two strategies show to be the most robust, MVIE and S4.
However, under this particular measure of robustness, S4 outperform MVIE by nearly
6% points. This means that by selecting S4 we will be better off approximately 21.27%
of the time, while if we select MVIE or ME can expect to be better off approximately
15.03% and 12.52% of the time respectively.
6.1.6.3 One Step Strategies
Complete strategies are useful in scenarios where an entire policy needs to
be defined at the beginning of an operation or when a contingency plan is required.
For example, a complete strategy can be given to the operators in the field, and
depending on their findings, the strategy will tell them which well they should drill
(if any) without the need of more analysis.
An alternative to establish a complete strategy is to use the myopic approach,
in which we only determine the next best well to drill. This is a useful approach when
there is a possibility that the observations after drilling might change our assessed
beliefs. In this case, after each well has being explored, we need to redo the analysis
to determine the next well. In Bickel and Smith (2006), the myopic approach consist
on creating a complete strategy using the ME approximation, and consider the first
well of the strategy. However, the JDSIM procedure allow us to implement a more
robust myopic approach.
As before, we have randomly selected 160,000 sampled joint probability distri-
butions from a collection of 4 million samples and generate their respective optimal
strategies. Figure 6.8 present the number of times we found each well to be the op-
timal alternative to drill next. According to ME, the optimal myopic strategy is to
drill well 3 first. However, that strategy is only optimal for 33.4% of the sampled joint
distributions. A more robust myopic strategy is to drill well 2 first. This strategy is
optimal for 65.7% of the sampled joint distributions. In other words, by choosing to
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drill well 2 first, we increase the probability of using an optimal strategy for any joint

















Figure 6.8: Frequency of Optimal Myopic Strategies.
In addition to the robustness of the decision, we can also observe the distribu-
tion of the expected profits for each well. In Table 6.8 we observe that by choosing
well 2 first we will have an expected profit of $17.47 million, whereas, if we use the
myopic strategy proposed by ME (well 3), the expected revenue will drop by $380,000
dollars. Moreover, well 2 offers a strategy for which the expected profit shows smaller
standard deviation, and with the highest minimum and maximum observed values.
Table 6.8: Expected Profit Statistics For Six Myopic Strategies. ($ million)
Well 1 Well 2 Well 3 Well 4 Well 5 Well 6
Mean $13.97 $17.47 $17.09 $16.37 $14.69 $14.07
Std. Dev. $1.39 $1.24 $1.32 $1.33 $1.22 $1.32
Minimum $10.53 $13.88 $13.78 $12.63 $11.52 $10.81
Maximum $20.21 $22.84 $22.57 $21.97 $20.46 $19.31
Finally, in Figure 6.9 we observe cumulative distribution functions for the ex-
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pected profits for all six wells. Notice that the “well 2” strategy, provides a probability
distribution that is stochastic dominant with respect to all other pdf’s. In fact, it
is interesting that each strategy is completely dominant or completely dominated by
the other 5, which simplifies our analysis.









Well 2Well 3Well 4Well 5Well 6Well 1
Figure 6.9: Stochastic Dominance Among Myopic Strategies.
6.1.7 Final Comments
We start this care of study with the idea to analyze the performance of ME in
a decision framework where partial information drives the probabilistic dependence
of the possible joint distributions. To achieve that, we needed to sample the space of
possible joint distributions and compare them to the ME approximation. The Joint
Distribution Simulation (JDSIM) applied to the gas and oil sequential exploration
model provided a framework for this analysis with unexpected results.
The JDSIM provided a flexible tool to analyze stochastic decision models when
the joint distribution is incompletely specified. The methodology is easy to imple-
ment, develops a collection of joint distributions, and represents a significant extension
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to previous approximation models. The extensions to the original paper provide an
important framework for analysis and represent a new recourse to generate alternative
strategies in the face of uncertainty.
On average, the profit joint distributions produced by JDSIM resulted in ex-
pected values and standard deviations that outperforms the ME approximation. In
fact, we were able to show that ME is not as good of a distribution as we were ex-
pecting it to be. However, we show alternatives that provide more accurate results
to approximate a distribution with partial information.
The information provided by this new simulation procedure provides insight
regarding the shape of the truth set. We can clearly state that assuming independence
in scenarios with incomplete or unknown information provides approximations that
are extreme relative to the other distributions in the truth set.
6.2 Eagle Airlines
6.2.1 Introduction
In this paper, we present a new methodology for modeling decisions given par-
tial probabilistic information. In particular, we create the set of all possible discrete
distributions that are consistent with the information that we do have. We then
(uniformly) sample from this set using the Hit-and-Run Sampler (Smith, 1984). Our
procedure is perhaps best thought of as a sensitivity analysis, since we do not claim
that all distributions in our set are equally likely. Indeed, specifying the probability
distribution over the set of all probability distributions presents its own difficulties.
Other approaches to the problem discussed here fall into three primary cate-
gories: (i) approximation methods that specify a single joint probability distribution
given partial information, (ii) sensitivity analysis procedures that partially explore
the space of feasible joint distributions, and (iii) “robust” decision-making methods
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that attempt to ensure some minimum level of performance.
The most prominent example in the first category is the maximum entropy
method (maxent) pioneered by Jaynes (1957, 1968), in which a single distribution (the
one that is most uncertain, or has the highest entropy) is selected from the set of all
possible distributions that are consistent with the given information. A closely related
approach is the specification of a copula (Sklar, 1959), which encodes the dependence
between marginal distributions. For example, Jouini and Clemen (1996), Frees et al.
(1996), and Clemen and Reilly (1999), all used copulas to construct joint distributions
based on lower-order assessments. In the copula-based approach, the continuous joint
distribution is often discretized to facilitate modeling within a discrete decision-tree
framework. In this paper, we compare our proposed methodology to the normal-
copula approach, illustrated by Clemen and Reilly (1999), hereafter (CR).
In the second category, sensitivity procedures have been developed to explore
portions of the set of possible joint distributions. For example, Lowell (1994) devel-
oped a sensitivity analysis procedure to identify important pairwise conditional prob-
ability assessments. As discussed above, CR proposed the use of a normal copula,
characterized by pairwise correlation coefficients. They then perturbed the correla-
tion matrix to explore a set of possible joint distributions. This set is restricted to
joint distributions that can be modeled with a normal copula. Reilly (2000) developed
a sensitivity approach that uses synthetic variables based on a pairwise correlation
coefficient matrix.
Finally, in the third category, robust procedures such as maximin or robust
optimization (Ben-Tal et al., 2009) evaluate decisions based on their worst possible
outcomes. We do not directly address these methods. We note, however, that iden-
tifying the worst possible joint distribution is often difficult. Our procedure could be
used in a robust setting to “stress test” decisions.
This case of study is organized as follows. §6.2.2 describes a new procedure
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to generate joint probability distributions when only partial information is available.
§6.2.3 introduces an illustrative example that we use to demonstrate our approach.
§6.2.4 applies our new procedure to this example. Finally, §6.2.5 concludes and dis-
cusses future research directions.
6.2.2 Proposed Approach
The joint distribution simulation approach (JDSIM) samples from the set of
all possible joint distributions that are consistent with the given information. In
this way, it provides not one, but a collection of joint distributions under which the
decision can be evaluated.
The procedure described in Chapter 3, begins with the specification of linear
constraints on the joint distribution (e.g., specification of marginal probabilities or
pairwise correlations) and the creation of a convex polytope T, the “truth set,” that
matches the given information. By “truth” we mean that any distribution within
this set is consistent with the assessments and therefore could be the “true” joint
distribution.
We illustrate the characterization of T using a simple example with two binary
random variables V1 and V2. This polytope has four joint events (Figure 6.10(a)),
whose probabilities must be positive and sum to one (Figure 6.10(b)). The truth
set can be expressed as a hyperplane in four dimensions or as a full-dimensional
polytope in three dimensions (Figure 6.10(c)). We can constrain T to match marginal
assessments such as P (V2) = P1 + P3 =
3
5
, as shown in Figure 6.10(d). Each new
constraint reduces the dimensionality of T by one. For example, adding a second
marginal constraint reduces T to a one-dimensional line, and adding a correlation
constraint reduces T to a single point.
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P1 + P3 = 35 .
Figure 6.10: Example characterization of the truth set T.
6.2.3 Illustrative Example
We now describe the illustrative example that we use to demonstrate our
procedure. The Eagle Airlines example was introduced by Clemen (1996) and later
extended by Clemen and Reilly (1999) and Reilly (2000). We describe the example
from an excerpt (p. 559) in Reilly (2000):
“Dick Carothers, the owner of Eagle Airlines, is deciding whether to invest ...
$52,500 in a money market or to expand his fleet with the purchase of [an airplane; we
will refer to this as the “Expand” alternative]. His decision criterion is whether the
new plane will generate more profit than a money market alternative. The influence
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Figure 6.11: Influence Diagram For Eagle Airline’s Decision
The profit function is given by: Profit = Total Revenue−Total Cost, where
Total Revenue = Charter Ratio ∗Hours F lown ∗ Charter Price
+ (1− Charter Ratio) ∗Hours F lown ∗ Capacity ∗Number of Seats ∗ Price Level,
Total Cost = Hours F lown ∗Operating Cost+ Insurance
+ Purchase Price ∗ Percentage F inanced ∗ Interest Rate,
where Charter Price is 3.25 ∗ Price Level, and the Number of Seats is five. Com-
puting the profit using the [base-case values, described below], Carothers’s annual
profit is $9,975, which is $5,775 more than the minimum of $4,200 (based on the op-
portunity cost of capital). The deterministic model indicates that Carothers should
expand his fleet now. Some of the inputs, however, are highly variable, and these
could possibly lower the profit below the $4,200 benchmark.”
Based on sensitivity analysis, Reilly (2000) showed that four variables most af-
fect the decision: Price Level (PL), Hours F lown (H), Capacity (C), andOperating Cost per Hour
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(O). CR provided the 0.10 (Low), 0.50 (Base), and 0.90 (High) fractiles for each un-
certainty and the Spearman rank correlations between each pair of uncertainties,
which we repeat in Table 6.9.
Table 6.9: Ranges and Spearman Correlations for Critical Input Variables.
Fractile Spearman Correlations
Low Base High
Uncertainty 0.10 0.50 0.90 PL H C O
PL $95 $100 $108 1
H 500 800 1000 -0.50 1
C 40% 50% 60% -0.25 0.5 1
O $230 $245 $260 0 0 0.25 1
The non-critical uncertainties are fixed at their base values, which are Charter Ratio =
50%, Percentage F inanced = 40%, Interest Rate = 11.5%, Insurance = $20, 000,
Purchase Price = $87, 500, Number of Seats = 5, and Charter Price = 3.25 ∗
Price Level.
In order to apply their normal-copula (NC) procedure, CR assumed that the
marginal distributions shown in Table 6.9 are from known families. In particular, they
assumed that PL and H are scaled-beta distributions, C is beta, and O is normally
distributed. CR’s parameter assumptions for each uncertainty are presented in Table
6.10.
Table 6.10: Marginal Distributions For Eagle Airlines.
Uncertainty Distribution Parameters Range
PL Scaled beta α = 9, β = 15 [$81.94, $133.96]
H Scaled beta α = 4, β = 2 [66.91, 1135.26]
C Beta α = 20, β = 20 [0, 1]
O Normal µ = 245, σ = 11.72 (−∞, +∞)
With this information, CR proposed a single continuous joint probability den-
sity function (pdf), based on an NC, and discretized it using the Extended Pearson-
Tukey (EPT) technique (Keefer and Bodily, 1983; Pearson and Tukey, 1965). EPT
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weights the 0.05, 0.50, and 0.95 fractiles with probabilities of 0.185, 0.630, and 0.185,
respectively. CR’s discrete cumulative distribution function (cdf) for the Expand al-
ternative is shown in Figure 6.12 as a solid black line. This Figure should be compared

























Moment Matching NC cdf
Original CR's NC cdf
Figure 6.12: Eagle Airlines cdf, under original discretization (black) and new dis-
cretization (gray).
Because CR used EPT, they fixed the probabilities for marginal and condi-
tional distributions, as described above, and solved for the 0.05, 0.50, and 0.95 frac-
tiles. In our simulation procedure, we fix the values and solve for the probabilities.
This approach is helpful for comparing our procedure to an approximation such as
maxent, which is not a function of values and instead solves for probabilities. There-
fore, to better compare our procedure to that of CR, we have discretized their joint
pdf by fixing the marginal values at the 0.05, 0.50, and 0.95 fractiles (using their pdf
assumptions in Table 6.10) and then solving for probabilities using moment matching
(see Appendix D.1). This discrete cdf is shown in Figure 6.12 as the solid gray line.
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While the two approaches are not identical, the discretizations are very close. We use
the moment matching cdf in the remainder of the paper.
One potential difficulty with CR’s procedure is that it does not preserve the
original pairwise correlation assessments. This occurs because the discretization with
three points reduces the possible correlation range, producing a new correlation ma-
trix bounded by [-0.74, 0.74]. Please see Appendix D.2 for more detail. Table 6.11
presents the correlation matrix implied by CR’s discrete cdf (the gray line in Figure
6.12). The non-zero correlations have all decreased. Our approach, in contrast, pre-
Table 6.11: NC Implied Spearman Correlation Matrix.
PL H C O
PL 0.74
H -0.38 0.74
C -0.19 0.38 0.74
O 0 0 0.19 0.74
serves the assessed correlations. Of course, the expert would need to understand that
the correlation range is not [-1,1] when they were assessing the correlation between
discrete random variables with only three possible outcomes.
6.2.4 Application to Eagle Airlines Decision
In this section, we apply our JDSIM procedure to the Eagle Airlines case.
We consider three information cases. The first case assumes we have information
regarding only the marginal probabilities. The second case includes the previous
marginal probabilities and adds information regarding the rank correlation between
PL and H. The final case is equivalent to the original problem as presented by CR,
and includes all the marginal assessments and pairwise correlations. To facilitate
comparison of our results to CR, our JDSIM procedure use the correlations presented
in Table 6.11.
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6.2.4.1 Case 1: Given Information Regarding Marginals Alone
We begin by assuming that we have information regarding only the marginal
assessments. To compare our procedure to CR, we also use EPT. In addition to the
0.50 fractile, EPT requires the 0.05 and 0.95 fractiles, which were not provided by
CR. We estimate these fractiles using CR’s distributional assumptions in Tables 6.9
and 6.10 and present the results in Table 6.12. We now assume that both the NC
and JDSIM methods begin with Table 6.12.
Table 6.12: Fractiles Used in Eagle Airlines Example.
Fractile
Low (l) Base (b) High (h)
Uncertainty 0.05 0.5 0.95
PL $93.47 $100 $110.05
H 432.92 800 1053.60
C 37.14% 50% 62.86%
O $225.72 $245 $264.28
Under the NC procedure, we must next assume a particular pdf family for
each marginal distribution and specify a correlation matrix. We use the marginal
assessments provided by CR in Table 6.10. Since we are assuming that dependence
information is unavailable, it is unclear how to specify the correlation matrix. For the
benefit of the comparison, and following common practice, we assume that all corre-
lations are zero. The JDSIM method, in contrast, does not require the specification
of marginal pdf families or a correlation matrix. Rather, we form a polytope that
contains all possible joint distributions matching the marginal assessments given in
Table 6.12. The polytope describing these marginal assessments has 72 dimensions,
resulting from 81 joint probabilities (four random variables with three outcomes each),
one constraint that requires the probabilities to sum to one, and eight constraints to
match the marginal assessments (81-1-8=72).
The polytope T is defined using Equations (3.1a), (3.1b), and (3.2a). Equa-
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tions (3.1a) and (3.1b) constrain the joint probabilities pωk ∈ p to sum to one and
to be non-negative. Equation (3.2a) selects subsets of the joint probabilities and
constrains their sum to be equal to the marginal assessments. For example, if we
order the random variables as {PL,H,C,O}, each having values {l, b, h}, there are
81 joint events. Using dot notation, {h, ·, ·, ·} refers to the 27 joint events with PL
equal to 110.05 (the 95th percentile). From the marginal assessments, we know that
ph,·,·,· = 0.185, which defines Equation (6.5). Similar equations can be defined for the
remaining 11 marginal assessments (12 in total). However, four of these constraints









ph,i,j,k = 0.185, ∀ F ≡ {l, b, h}. (6.5)
We apply the JDSIM procedure to the polytope to create a discrete repre-
sentation of T by sampling 10 million discrete joint distributions,1 all of which are
consistent with the information provided by CR. We calculate the mean and stan-
dard deviation of profit for each sampled joint distribution. Additionally, we calculate
the frequency with which the Expand alternative yields less than the Money Mar-
ket (MM) threshold of $4,200. We refer to this frequency as the “investment risk.”
Based on our 10 million distributions, we calculate frequency distributions for the
mean profit, the standard deviation of profit (Std. Dev.), and the investment risk
(Inv. Risk). Table 6.13 shows these percentiles along with their theoretical lower
bound (LB) and upper bound (UB), which we describe shortly. This table should be
compared to CR’s Table 5.
The observed mean profit ranges from $10,160 to $14,340, with an average (µ)
and standard deviation (σ) of $12,303 and $496, respectively. The expected profit
1Run time: Five hours using Mathematica 8 on an Intel CPU Q6700@2.67GHz with 8GB of
RAM.
196
Table 6.13: Percentiles for mean profit, standard deviation of profit, and investment risks
for JDSIM joint distributions given only marginal information.
Percentiles
0% 10% 25% 50% 75% 90% 100%
Mean $10,160 $11,667 $11,968 $12,304 $12,637 $12,940 $14,340
Std. Dev. $17,300 $21,750 $22,613 $23,576 $24,552 $25,456 $29,580
Inv. Risk 19.50% 26.25% 27.65% 29.30% 31.12% 32.79% 40.95%
Statistics
LB µ σ UB
Mean $4,332 $12,303 $496 $21,750
Std. Dev. NA $23,591 $1,444 NA
Inv. Risk 0.00% 29.42% 2.54% 74%
under the NC is $12,326. Our observed profit range and the percentiles closely match
the results of CR’s sensitivity results (see their Table 5).
We refer to the 0th and 100th percentiles as “probability bounds” because
there could exist cdfs in T that result in profits outside of this range. However,
we did not observe them in 10 million samples. Since the minimum expected profit
that we sampled was $10,160, every simulated joint distribution had a mean profit
greater than the value of the MM alternative. Thus, in this case, the assessment
of probabilistic dependence or differing marginal distributions, which still match the
assessments in Table 6.12, is very unlikely to change the recommendation that Eagle
Airlines should expand (assuming they are risk neutral).
The standard deviations of our sampled cdfs ranged from $17,300 to $29,580,
with an average of $23,641. The standard deviation of profit under the NC is $23,605.
On the high end, our results closely match CR. However, the smallest standard devi-
ations in our sample were larger than CR’s. We conjecture that this result is related
to differences in our discretization procedure and CR’s marginal/copula assumptions.
Referring back to Figure 6.12, we see that our discretization procedure (fixed values)
results in a slightly wider cdf (longer tails) than CR’s approach (fixed probabilities).
Furthermore, their marginal distributions (see Table 6.10) are either normal or close
to normal, implying that they have very thin tails. Likewise, CR modeled dependence
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with a normal copula, which also enforces thinner tails. JDSIM is not constrained by
these assumptions and is therefore sampling from distributions that are most likely
more spread and contain non-zero higher moments (e.g., skewness and kurtosis).
Table 6.13 indicates that investment risk, which averaged 29.42%, ranges from
19.50% to 40.95%. While the Expand alternative’s expected profit always exceeds
the MM, there may be a large probability of underperforming this benchmark. This
surprisingly large range is driven by the underlying dependence structure, which high-
lights the importance of modeling and assessing dependence. The NC investment risk
is 38.05%. The most significant difference between the DAC and NC cdfs is at the
level of individual fractiles–their first two moments are relatively close.
The LB and UB in Table 6.13 were derived from a linear program (LP) de-
scribed in Appendix D.3. We provide these hard bounds for the mean profit and
investment risk only. Determining the minimum and maximum possible standard
deviation requires solving an NP-hard problem, and this was not attempted. The
expected-profit LB is $4,332, which is greater than the MM. Thus, it is impossible
to generate a joint distribution matching the assessments in Table 6.12 that would
underperform the MM investment.
The LB and UB are quite distant from the minimum ($10,160) and maximum
($14,340) expected profits. The joint distributions associated with these hard bounds
contain many events with zero probability. For example, the joint distributions for
the expected profit LB and UP are, respectively:
{pl,h,l,h = 0.185, pb,b,b,b = 0.63, ph,l,h,l = 0.185, otherwise p·,·,·,· = 0} and
{pl,l,l,h = 0.185, pb,b,b,b = 0.63, ph,h,h,l = 0.185, otherwise p·,·,·,· = 0}.
These distributions, consisting mostly of zeros, are located at the vertices of the
polytope. As such, they are geometrically extreme and unlikely to be sampled. They
are also extreme from a dependence perspective, since they assume perfect dependence
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between the random variables. For example, under the minimum expected profit
distribution, if PL is at its base value then H, C, and O are certain to be at their
base values as well.
This difference between the minimum and maximum sampled values (i.e., the
probability bounds) and the theoretical bounds is explained by what we call the “Sea
Urchin” effect (§3.4). In high-dimension polytopes, the vertices become “thin” and
comprise a very small portion of the total volume. Hence, the HR sampler is unlikely
to sample them. We do not believe this is a limitation of the sampling method. To
the contrary, these distributions are extreme. If the underlying dependence was as
strong as the distributions above require (e.g., perfect), we believe the expert would
know this and could, therefore, express it as a constraint. Under these conditions,
the JDSIM methodology would only sample distributions that included the expressed
level of dependence.
The cdfs for this case are presented in Figure 6.13. The DAC cdf is the solid
black line, and the independence cdf (based on an NC) is the solid gray line. The
dotted lines are the minimum and maximum probability bounds that were sampled
during our 10 million trials. These bounds are not individual cdfs, but represent
the minimum (lower line) and maximum (upper line) cumulative probabilities that
were sampled at each profit level. Likewise, the solid lines represent the theoretical
minimum and maximum. These bounds were calculated using the LP described in
Appendix D.3. All cdfs must fall within these latter bounds. The vertical dashed line
denotes the MM value, and a vertical solid line denotes zero profit. The chance of
underperforming MM matches the investment risk in Table 6.13.
We pause here to emphasize the scope and importance of our results. We
have sampled 10 million joint distributions from the set of all joint distributions
matching the marginal constraints. In other words, we have sampled from the set of all
possible marginal distributions and dependence structures, rather than a set limited
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to marginals from particular families (e.g., beta) and whose dependence structure can
be defined with a particular copula (e.g., normal). These 10 million joint distributions
fall within the bounds denoted by the dotted lines. The (NC-based) independence cdf
falls within these bounds, but is rather extreme (relative to the probability bounds)
for profits between -$3,000 and $25,000. The DAC cdf might be thought of as being
more representative of the set of possible joint distributions than is the independence
cdf. The DAC and the independence cdfs differ rather dramatically at a profit level































Figure 6.13: Risk profile range given only marginal information, minimum and max-
imum probability bounds (dashed), theoretical bounds (solid), DAC (black), and NC
(gray).
Additionally to DAC, we can also observe in Figure 6.14 the risk profiles for
the ME, AC, ChSC, and MVIE approximations. Notice that ME tend to be closer
to the NC, this is given by the fact that both distributions share high entropy. The
NC obtain the high entropy from the discretization of a normal distribution, which
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has maximum entropy in continuous space, and ME is maximum entropy in discrete
space. In the other extreme, the ChSC is closet to the probabilistic lower bounds
in the lower portion of the graph and higher in the second one, which produce the
lower investment risk among the approximations. Finally, AC and MVIE are closer
to DAC, which suggest that could be used as approximations that are closer to the
center of T.
With respect to the profits, we see that in this case the results are close to
each other. This is common in sets where the information is scarce. For example,
as we have seeing before, with no information, all approximations converge to the
uniform distribution providing the exact same results.






































Figure 6.14: Risk profile range given only marginal information, minimum and maxi-
mum probability bounds (dashed), theoretical bounds (solid), ME (black), AC (gray-
dashed), ChSC (gray), and MVIE (black-dotdashed).
201
6.2.4.2 Case 2: Given Information Regarding Marginals and Only One
Rank Correlation
This section analyzes the case where the dependence structure is constrained
by a single pairwise correlation. Specifically, we consider CR’s implied correlation be-
tween PL and H, which is equal to -0.38 (see Table 6.11). We make no assumptions
regarding the other five pairwise correlations. The truth set is generated using Equa-
tions (3.1a), (3.1b), (3.2a), and (3.9). As mentioned in §6.2.4.1, Equations (3.1a),
(3.1b), and (3.2a) ensure the sampled points are pmfs that match the marginal as-
sessments. We add one more constraint (Equation 3.9) to fix the rank correlation
between PL and H.
To illustrate Equation 3.9, we describe the construction of one of the 81 co-
efficients for the joint events. Using the notation from §3.3, the 50th joint event
corresponds to {b, h, b, b} and is described as ω50 = {PL = $100, H = 1053.6, C =
50%, O = $245}. Equation 3.9 then yields:
























2 − (p+50(PL)p−50(H))2 − (p−50(PL)p+50(H))2 + (p−50(PL)p−50(H))2
P (PL = 100)P (H = 1053.6)
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Calculating similar coefficients for all 81 joint events defines Equation (3.9) and yields
0.0342p
l,l,·,· + 0.185pl,b,·,· + 0.3358pl,h,·,· + 0.185pb,l,·,· + pb,b,·,·+
1.815p






The maximum correlation occurs when the probabilities are p
l,b,·,· = pl,h,·,· = pb,l,·,· =
p
b,h,·,· = ph,l,·,· = ph,b,·,· = 0, and pl,l,·,· = 0.185, pb,b,·,· = 0.63, ph,h,·,· = 0.185 with a
value equal to 0.74, as was shown in Table 6.11.
We apply the JDSIM procedure to the new polytope and create a discrete
representation of the new truth set by sampling 10 million possible joint distributions
using the HR sampler. Each sampled distribution has marginals equal to 0.185, 0.63,
0.185, of the {l, b, h}, respectively, and rank correlation ρ
PL,H
= −0.38. Table 6.14
summarizes our results.
Table 6.14: Percentiles for mean profit, standard deviation of profit, and investment risks
for JDSIM joint distributions given marginal information and one pairwise correlation co-
efficient.
Percentiles
0% 10% 25% 50% 75% 90% 100%
Mean $9,215 $10,376 $10,641 $10,919 $11,198 $11,441 $12,570
Std. Dev. $16,500 $19,820 $20,499 $21,269 $22,062 $22,833 $26,180
Inv. Risk 20.50% 25.87% 27.40% 29.25% 31.17% 32.99% 42.20%
Statistics
LB µ σ UB
Mean $4,877 $10,916 $414 $16,691
Std. Dev. NA $21,296 $1,174 NA
Inv. Risk 0.57% 29.36% 2.78% 73.43%
The sampled mean profit ranges from $9,215 to $12,570, with an average value
of $10,916 and a standard deviation of $414. The NC expected profit is also $10,916.
The distribution of the mean profit shows that under the new information, the Expand
alternative is less attractive than before. This occurs because the correlation between
PL and H is negative; higher prices result in fewer hours being flown. However,
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purchasing the plane is still more attractive than MM, even at the theoretical bounds
(LB and UB). The standard deviations are slightly lower than in Case One because
we have introduced negative dependence between PL and H. The investment risk
now ranges from 20.50% to 42.20%, with an average of 29.36%.
The cdfs for this case are presented in Figure 6.15. The DAC cdf assumes that
ρ
PL,H
= −0.38 and all other correlations are unspecified. The NC cdf assumes that
ρ
PL,H
= −0.38 and all other correlations are zero. As in Case One, the NC cdf is near
the probability bounds for profits of -$3,000 to $25,000. Again, the DAC seems to be































Figure 6.15: Risk profile range given marginal information and one pairwise corre-
lation coefficient, minimum and maximum probability bounds (dashed), theoretical
bounds (solid), DAC (black), and NC (gray).
Figure 6.16 shows the results for the rest of the approximations. We see
that the information provided pushed the ChSC closer to AC and MVIEC. These
approximations show expected profits lower than the previous ones. However, are
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still better positioned with respect to the center of the truth set. We also observe
that that ME and NC share similar shape and statistics values.
The distribution with the lowest investment risk is now MVIEC by a narrow
margin, but it provides close to 10 percent points with respect to ME and NC. This
suggest that the probability of loosing money is lower than what we would expect
assuming the high entropy distributions.






































Figure 6.16: Risk profile range given only marginal information and one pairwise
correlation coefficient, minimum and maximum probability bounds (dashed), the-
oretical bounds (solid), ME (black), AC (gray-dashed), ChSC (gray), and MVIE
(black-dotdashed).
6.2.4.3 Case 3: Given Information Regarding Marginals and All Rank
Correlations Coeficients
In this section, we adopt all of the information provided by CR and used
in their NC approach. Specifically, we use the marginal assessments from the EPT
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discretization, given in Table 6.12, and the implied correlations from Table 6.11.
The implied correlations are used to make the comparison to CR as fair as possible.
The new polytope is defined using Equations (3.1a), (3.1b), (3.2a), and (3.9), as
illustrated in §6.2.4.1 and §6.2.4.2. To the previous ten constraints (and the non-
negativity constraints), we add five new constraints to fix the values of all the pairwise
correlations, defining a 66-dimensional polytope.
Table 6.15 displays a summary of our 10 million samples of the new polytope
using the HR sampler. The additional constraints have significantly affected the
mean profit distribution. The minimum and maximum sampled mean profits are
now $12,448 and $12,910, respectively, with an average of $12,662 and a standard
deviation of $62. The NC expected profit is $12,678. Additionally, the difference
between the theoretical mean profit UB and LB is only $1,222, which is considerably
less than in our previous cases. What little difference there is between mean profits
is due to dependence in the joint distribution that cannot be described by pairwise
correlations and a normal copula.
Table 6.15: Percentiles for mean profit, standard deviation of profit, and investment
risks for JDSIM joint distributions given marginal information and all pairwise cor-
relation coefficients.
Percentiles
0% 10% 25% 50% 75% 90% 100%
Mean $12,448 $12,583 $12,620 $12,662 $12,704 $12,741 $12,910
Std. Dev. $18,530 $19,767 $20,063 $20,400 $20,750 $21,051 $22,280
Inv. Risk 18.45% 24.63% 25.98% 27.54% 29.18% 30.76% 36.50%
Statistics
LB µ σ UB
Mean $12,049 $12,662 $62 $13.271
Std. Dev. NA $20,404 $499 NA
Inv. Risk 9.55% 27.64% 2.36% 63.72%
The new distribution of the standard deviation of profit ranges from $18,530
to $22,280, with an average $20,404. The distribution of the investment risk has been
shifted towards lower values (although the LB has increased), with a new range from
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18.45% to 36.50%. The average investment risk is now 27.64%.
The bounds for the cdfs when all pairwise correlations are known are shown in
Figures 6.17 and 6.18. Both the probability and the absolute boundaries are narrower
than before. CR’s NC-cdf falls slightly outside of the probability bounds for profit
values of -$2,000 to $25,000. This suggests that the NC approach, which specifies a
single joint distribution, may not generate an approximation that is representative of































Figure 6.17: Risk profile range given marginal information and all pairwise correlation
coefficients, minimum and maximum probability bounds (dashed), theoretical bounds
(solid), DAC (black) and NC (gray).
We conjecture that the extreme behavior of the NC with respect to the prob-
ability bounds is related to the structure provided by the normal copula. The normal
pdf has maximum entropy for a given mean and standard deviation. We suspect
that joint distributions formed with a normal copula are also high in entropy. In-
deed, in our case, CR’s NC-cdf and the (Figure 6.18) maximum-entropy cdf (given
207
marginal and all pairwise correlations) are very close to each other, with a maximum
absolute difference among the probabilities of the joint events of 0.0037, whereas
the corresponding difference between NC and DAC is 0.1992. A maxent joint dis-
tribution based on marginals and pairwise correlations will enforce higher-order de-
pendencies that are as close to independence as possible. This cdf will then tend
to be an extreme point within our truth set. As a simple illustration, assume two
identical binary random variables with marginals of {0.9, 0.1} and unknown correla-
tion. With this information, all the possible distributions are a convex combination
of {0.9, 0, 0, 0.1} and {0.8, 0.1, 0.1, 0}. Hence, T forms a line section with center at
{0.85, 0.05, 0.05, 0.05}, whereas maxent is located at {0.81, 0.09, 0.09, 0.01}, close to
the second extreme point.






































Figure 6.18: Risk profile range given only marginal information and all pairwise
correlation coefficients, minimum and maximum probability bounds (dashed), the-
oretical bounds (solid), ME (black), AC (gray-dashed), ChSC (gray), and MVIE
(black-dotdashed).
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The new information has reduce the profits range and reshaped the approx-
imations to the joint distribution. We are able to observe that, as before, ChSC
and ME get closer (or violate) the probability bounds in opposite sides of the range.
Whereas, AC and MVIEC get closer to each other and to DAC. In this case the
approximation with smallest investment risk is ChSC. However, the approximation
with largest expected profit is still the NC.
6.2.4.4 Comparing the Three Information Cases
Figures 6.19(a), 6.19(b), and 6.19(c) compare the pdfs (frequencies) of our
sampled expected profits, standard deviations, and investment risk, respectively. The
distribution for Case One, using only marginal information, is presented as the dotted
line filled in white. Case Two, using marginal information and one pairwise correlation
coefficient, is presented as the dashed line filled in gray. Finally, Case Three, with
all marginal information and pairwise correlation assessments, is presented in a solid
line filled in black. The vertical lines correspond to the probability bounds for each
case mark in dotted (Case One), dashed (Case Two), and solid lines (Case Three).
The range of outcomes for Case One (only marginals) stems from our having
not constrained marginal families or the dependence structure. The addition of a
negative correlation between PL andH, in Case Two, shifted the set of possible profits
to the left and narrowed it somewhat. The specification of all pairwise correlations,
in Case Three, constrained the set considerably. The variability that does exist is
related to our marginals’ not having been based on known families and that higher-
order dependencies (beyond pairwise) were not fixed. This indicates that assessing
these higher-order distributions (e.g., all three-way assessments) will not improve the
decision.
The investment-risk distributions show less sensitivity to the dependence struc-
ture. Although additional constraints had a significant impact on the distribution of
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Case ThreeCase One Case Two
Figure 6.19: Sampled distributions for mean profit, standard deviation of profit, and
inv. risk given marginals only (white), marginals and one pairwise correlation (gray),
and marginals and all pairwise correlations (black).
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expected profit and the standard deviation of profit, the probability of being less than
$4,200 has not changed significantly.
6.2.4.5 Decision Robustness
Since we are evaluating the decision (Expand versus MM, in this case) under
each simulated joint distribution, we can test the robustness of each alternative.
Specifically, we can determine in which fraction of our simulated joint distributions
each alternative was preferred. As discussed above, none of our observed distributions
results in the MM being the preferred alternative, even based solely on marginal
information. Therefore, to demonstrate the idea of robustness, assume that Dick
Carothers is considering an additional alternative that delivers $11,000 for certain.
Table 6.16 shows the fraction of times that the Expand alternative was optimal
for our three cases (these frequencies can also be estimated directly from Figure
6.19(a)). Given only marginal assessments, Expand was optimal under 99.56% of
simulated pmfs. This dropped to 42.27% given marginals and that the correlation
between PL and H is -0.38. Finally, given marginals and all pairwise correlations,
Expand was optimal (an expected value greater than $11,000) in all 10 million of
our simulations (100%). We believe this degree of insight will address a primary
concern held by most decision makers, “Am I making a mistake by choosing this
alternative?” and will thereby increase decision quality and commitment to action.
Approaches that posit a single joint distribution (e.g., copula-based methods) cannot
provide this type of feedback.
Table 6.16: Percentage of Times the Alternative is Optimal
Information Expand 11K MM
Marginal assessments 99.56% 0.44% 0%
Marginal and one correlation assessment 42.27% 57.73% 0%
Marginal and correlation assessments 100.00% 0% 0%
211
6.2.5 Final Comments
Both the Joint Distribution Simulation (JDSIM) and the Normal Copula (NC)
approaches propose a method to model probabilities and decisions when only partial
probabilistic information is available. The NC approach assumes a copula in order to
specify a single joint probability distribution. JDSIM, in contrast, explores the set of
all joint distributions that match the available information.
JDSIM provides a flexible and powerful tool to analyze stochastic decision
models when the joint distribution is incompletely specified. The methodology is easy
to implement, develops a collection of joint distributions, and represents a significant
extension to previous approximation models such as the copula-based approach il-
lustrated by CR. We demonstrated the JDSIM procedure with a canonical example
based on marginal and pairwise rank correlation coefficients. The methodology can
be extended to more than four random variables, to random variables with more
than three possible outcomes, and to higher-order conditioning such as three-way
assessments.
On average, the profit joint distributions produced by JDSIM resulted in ex-
pected values and standard deviations similar to those of NC. The primary difference,
in the case examined here, seems to be differing estimates for particular cumulative
probabilities. For example, the NC cdf produced cumulative probabilities for mid-
range profits that were extreme relative to our sample. This is potentially important
in the Eagle Airlines case because this profit range included the value of the com-
peting alternative. Thus, the two methods might produce very different estimates of
investment risk (the probability of under performing the competing alternative). This
being said, more research needs to be done to better understand if it is possible to
faithfully represent the JDSIM sample with a single joint distribution across a range
of applications.
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JDSIM’s strength is also a potential weakness, as the decision is not valued
or made under a single distribution, but rather under thousands (possibly millions)
of feasible distributions. NC provides a single, approximate distribution, but, as dis-
cussed above, our results suggest that this approximation may not be representative
of the set of possible joint distributions. The accuracy of the normal copula approach
is an open question, but one that could be addressed by comparing it to the JDSIM
results.
The information provided by this new simulation procedure provides insight
regarding the shape of the truth set. At this point, we do not claim to know the
likelihood of the distributions in the collection sampled. However, we can clearly state
that assuming independence in scenarios with incomplete or unknown information
provides approximations that are extreme relative to the other distributions in the





This chapter presents several ideas for future research that build upon the work
presented in this dissertation. These consist of a new sampling procedure named the
Randomized Ping-Pong Sampler, alternative procedures to measure the volume of
the relative interior of T (measures of precision), and different bounds of polyhedra
that work as worst cases for the approximation distributions.
7.1 The Randomized Ping-Pong Sampler
Modifying the HR algorithm can increase the probability of sampling low-
probability neighborhoods of T, specifically the areas close to the vertices. The pro-
posed modification could be called the Randomized Ping-Pong Sampler algorithm. It
is designed to force the Markov Chain to select a new point along the direction of one
of the vertices of T with probability p, or a jump along the direction of the center of
T with probability 1−p. When p = 0.5, the algorithm would be expected to oscillate
like a ping-pong ball.
The Randomized Ping-Pong behavior is created by means of two subproblems.
The first one takes a random direction (as with the Hit-and-Run sampler), solves a
Linear Program (LP) to find a vertex, and uses the vertex to create a new point.
This problem needs to be solved at each iteration with probability p, but LPs run
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efficiently in practice. The second subproblem is to find a center of T, which would
need to be run only once in the initialization. Hence, even if the problem is difficult,
it does not affect the efficiency of the sampling process. The center of T is mainly
used to ensure that as the dimension increases, the sample includes areas of the set
that otherwise might be ignored.
Randomized Ping-Pong Sampler Algorithm
1. Select a starting point x0 at the center of T, define α ∈ [0, 0.5], set i = 1 and
choose K as the number of iterations.
2. Generate a random point r in the interval [0, 1].
3. If r < α, go to Step 4. Else, go to Step 5.
4. Perform the following:
(a) Generate the direction di = (x0 − xi)/||x0 − xi||.
Find the line set L = T ∩ {x|x = xi + λdi, λ a real scalar}.
(b) Generate a random point xi+1 uniformly distributed over L.
5. Perform the following:
(a) Generate n independent normally distributed random deviates
N = {N1, N2, · · · , Nn} and set ci+1 = N/||N ||.
(b) Solve the subproblem:
max ci · vi,
s.t. vi ∈ T.
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(c) Generate the direction di = (vi − xi)/||vi − xi||.
Find the line set L = T ∩ {x|x = xi + λdi, λ a real scalar}.
(d) Generate a random point xi+1 uniformly distributed over L.
6. If i = K iterations, stop. Otherwise, set i = i+ 1 and return to Step 2.
Initializing the algorithm requires defining a center, for which one simple pro-
cedure is to choose the center of the maximum volume ellipsoid inscribed in T. Ad-
ditionally, other centers of polyhedra can be used, such as the analytic center (used
in interior point algorithms) or the Chebyshev’s center, which is the farthest point
from the boundary of T.
Figures 7.1, 7.2, and 7.3 graphically describe the algorithm in two dimensions.
After defining the center of T and the parameter α, we start with a random point in
the interior of the set (Fig. 7.1(a)). Then, r is randomly chosen and brings about













(b) Choose r uniformly from (0,1).
Figure 7.1: Randomized Ping-Pong Sampler. Initialization steps.
After choosing r, the algorithm selects between Step 4 and Step 5. If Step 4 is chosen,









(b) Select a uniform point in L.
(1,0,0) 
(0,0,1) (0,1,0) 
(c) Go to Figure 7.1(b).
Figure 7.2: Randomized Ping-Pong Sampler, Step 4. Illustration of the algorithm in
two dimensions.
If Step 5 is chosen, define a direction (Fig. 7.3(a)-7.3(b)). Use the direction to
solve the LP subproblem (Fig. 7.3(c)). Create the line L and select a random point
uniformly from it (Fig. 7.3(d)-7.3(e)). Repeat the procedure from the new random
























(f) Go to Figure 7.1.
Figure 7.3: Randomized Ping-Pong Sampler, Step 5. Illustration of the algorithm in
two dimensions.
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The samples produced by the Randomized Ping-Pong algorithm explore T
using a different paradigm from the one used in HR. The sample finds joint distribu-
tions along the corners where the volume is scarce, thereby recovering distributions
that are hard to sample using HR. Figure 7.4 describes the Euclidean distance from
the center of an unconstrained set to a collection of joint distributions sampled with
the Randomized Ping-Pong algorithm, for three, five, and seven binary r.v.. The
Randomized Ping-Pong algorithm covers a broader range of distributions than those
shown in Figure 3.5, most of which have low probability of being sampled under a
uniform sampling.
(a) Three Variables. (b) Five Variables. (c) Seven Variables.
Figure 7.4: Normalized Ping-Pong sampler: Norm distance from the center of T, for
various numbers of binary random variables.
Figure 7.5 shows the histogram of the Euclidean distance corresponding to
Figure 7.4. The histogram clearly show that the distance from the center has a
uniform pattern, which oppose the results from the samples taken using HR. The
Randomized Ping-Pong sampler raises the probability of sample distributions that
otherwise are rare or unlikely to occur in nature or through uniform sampling. The
same behavior observed in Figures 7.4 and 7.5 can be observed for variables with
three outcomes. (See Appendix A, Figure A.2.)
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(a) Three Variables. (b) Five Variables. (c) Seven Variables.
Figure 7.5: Randomized Ping-Pong sampler: Norm distance from the center of T, for
various numbers of binary random variables.
7.2 Measures of Precision
New methods to measure the precision of a truth set T should be developed.
The precision of a set can be characterized by its size. For example, in a small set
T, a sampled collection of distributions taken with the HR sampler will have joint
elements close to each other. Then, any approximation inside T will be close to any
element from the sample, and the difference in accuracy for two approximations will
be minimal. However, if T is large, the accuracy of the approximations will vary
significantly.
Because there are many definitions for size of T. We informally define “measure
of precision” as a function f(T) that describes the n-content of a set T.
7.2.1 Volume Ratio
The most intuitive concept to measure the size of a polytope is its relative





Equation (7.1) is zero for every T since the polytope is not full dimensional.
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However, we can apply a transformation A such that AT is full dimensional in a new
cardinal system with fewer dimensions. For example, a random variable with three
outcomes has a probability distribution that generates a set T shaped as a triangle
with corners in the unit vectors. Then, the 2-content of T, or cont2(T), is the area of






In general, for an unconstrained joint distribution with n outcomes, contn−1(T) =
√
n
(n−1)! , which is equivalent to the surface of a hyper-plane that intersects the positive
hyper-octant. Kannan et al. (1996) presented a method to calculate contn−1 in general
convex bodies. However, the procedure can be slow for large n.
Unfortunately, this measure of precision is weak at comparing the size of poly-
topes with different dimensions. For example, for unconstrained polytopes of dimen-
















. As the dimension
increases, contn decreases, which is counterintuitive. Moreover, making its values
meaningful would require a frame of reference. One solution is to standardize the rel-
ative volume as a percentage of the maximum volume (without constraints). Then,





where V R(T) = 1 means T is at its maximum, and V R(T) = 0 defines a singleton.
The method described by Kannan et al. is based on a series of concentric
hyper-spheres B0 ⊂ B1 ⊂ · · · ⊂ Br where B0 ⊂ T ⊂ Br. The ratio S1 = V ol(T∩B1)V ol(T∩B0)
describes a differential in volume on the outer shell of T ∩ B1, Then,
V ol(T) = V ol(T ∩ Br) =
V ol(T ∩ Br)
V ol(T ∩ Br−1)
· V ol(T ∩ Br−1)
V ol(T ∩ Br−2)
. . .
V ol(T ∩ B1)
V ol(T ∩ B0)
· V ol(T ∩ B0)
V ol(T) = contn(T) = V ol(T ∩ B0) · Sr · Sr−1 . . . S1.
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Then the ratio Si ∀i can be calculated by uniformly sampling the set T ∩ Bi
and observing the ratio of the samples that belong to the set T ∩ Bi−1. This method
requires extensive sampling for high-dimensional sets.
7.2.2 Long and Short Diameters
Diameter is determined by the longest chord embedded in T. Determining
this “long chord” (ChL) precisely is difficult, but it can be approximated by a simple
heuristic. This measure is bounded by
√
2 in the case of unconstrained sets, and by
zero in the case of a singleton. The long chord is a standardized measure of precision
for a polytopes with different dimensions, since the bounds are invariant with T.
As seen before, when sampling uniformly from T, the probability of sampling
in an area near a vertex is close to zero. Therefore, the long chord in T is larger than
the longest chord of the convex hull of a uniform sample taken from T using the HR
sampler. The latter is defined as the “short chord” (ChS) and describes the largest
cord inside a subset of T that encloses most of the volume.
Then ChS(T) < ChL(T), where the left-hand term disregards the parts of
the set where the volume is negligible, and the right-hand term utilizes all of the
set. These values can be estimated by sampling T using the HR and Randomized
Ping-Pong samplers as discussed in the next section. Once the sample is obtained,
we need to find p1 and p2 such that L2n(p
1,p2) ≥ L2n(pi,pj) ∀ i, j.
To find the diameters of the long and short chords is also computer intensive,
since we need to observe the relations among a large series of data points. In future
research, we will look for more efficient ways to achieve this goal. The measures of
precision for any truth set could be used to infer the size of set T.
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7.3 Bounds of Polyhedra
After a uniform sample of T has been created, it could be of interest to explore
differences among the sample and the original set to look for extreme or worst cases.
This can be done by exploring the bounds of the polyhedra. Two particular cases of
interest are the minimum entropy distribution and the farthest distribution from an
approximation p∗A. Exact values for these bounds are difficult to calculate, but they
can be approximated.
We propose two alternative procedures to find bounds: a sampling method that
looks for extreme points, and one that looks algorithmically for distributions that are
not necessarily the bounds but provide adequate solutions in the ρ-optimality range
(Vazirani, 2003). Figure 7.6 shows the general idea: starting with T, create a sample
from T and complement it by looking for possible bounds for the set.
(a)  (b)  (c) 
p*  p*  p* 
Figure 7.6: (a) Set T, (b) Sample from T, (c) Bounds for T.
Previously, we mentioned that T can be evaluated in the geometric space or the
information space. In the geometric space, the objective is to minimize the maximum
Euclidean distance from the center to the boundary of the polyhedron, considering
that the choice of center depends on the model used. In this context, the probability






} is the same as that of its being
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in the neighborhood of {0, 0, 1}, that is, the vectors inside T are distributed uniformly.
In contrast, the information space establishes a distribution over T based on







} seem more natural than distributions like {0.05, 0.05, 0.9}, in agree-
ment with the principle of insufficient reason and the principle of maximum entropy.
In this context, the most likely distributions are in the neighborhood of maximum
entropy, which means that the vectors inside T are not distributed uniformly.
This section will provide bounds for T in both spaces, for the purpose of
deriving worst-case scenarios for analysis.
7.3.1 Geometric Space Bounds
In the geometric space, we want to find the joint distribution in T for which
our approximation distribution would be as inaccurate as possible (worst case). The
problem can be represented as max ||x− xc|| s.t. x ∈ T for a given approximation xc,
and belongs to the NP-complete class. This objective function specifies a maximiza-
tion of a convex function over a convex set, that is, that the global optimum is at a
vertex of T. This problem has many local optimum points, and the only way to find
the worst possible case is to test them all.
To avoid an exhaustive search, two alternatives provide a reasonable approxi-
mate solution to the worst case.
7.3.1.1 Approximation Model
The first model consists of replacing T with a different set that imitates the
shape of the original polyhedron. One option is to use the largest volume ellipsoid
inscribed in T, described in Chapter 2. The ellipse defined by problem 2.11 is rep-
resented by the matrix E, the eigenvectors of the matrix represent the axes of the
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ellipsoid, and the eigenvalues represent the magnitude of the axes. The problem is to
find the maximum geometric distance
∏n
i=1 λi of the eigenvectors. The result yields
an ellipse whose major axis (that with the largest eigenvalue) points in a direction
that approximates the location of the vertices that are farthest from the ellipsoid
center.
Then the axes of the ellipse can be used to define two directions c and −c, to
solve:
max c · x, max −c · x,
s.t. x ∈ T, s.t. x ∈ T.
The LP formulation uses the major axis to find a vertex far from the neighbor of xc.
This vertex can be used as an approximation for a worst-case scenario.
If we use all axes of the ellipsoid, and for each axis solve two LPs, the procedure
is equivalent to creating a box around the ellipsoid and expanding that box to find





i )− λmax. This bound is largest when all lambdas are equal, which
makes the bound (
√
n− 1) · λ.
The procedure generates an approximation of a worst-case joint distribution
with an approximation factor of (
√
n−1). The approximation factor becomes weaker
as the dimensionality of the set increases, making it less desirable for joint proba-
bility distributions with many elements. However, it is simpler than the heuristic
alternative.
7.3.1.2 Heuristic Model
The second alternative consists of a boundary sampling procedure. We use the
fact that the Randomized Ping-Pong algorithm creates at least one extreme point of
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T at each iteration. Then we can sample a large number of vertices and observe the
one that is the farthest one.
Creating a collection of samples using the Randomized Ping-Pong also defines
a set of randomly selected extreme points. Thus, the problem can be simplified to
an evaluation procedure of the distance to xc for a randomly selected set of extreme
points. The use of this heuristic boundary comes for free when running the Ran-
domized Ping-Pong sampler, and as the number of iterations increases, the algorithm
converges to a global optimum.
The farthest a joint distribution is from the center of T, the easiest is to
find it. For a distribution to be far from the neighborhood of xc some of the active
constraints must be as parallel as possible. When solving the sub-problem in Step 3
of the Randomized Ping-Pong sampler, the range of the vector ci that returns this
particular vertex also increases. And since ci is uniformly distributed on a unit ball,
the probability of choosing a given ci increases as the distance of the resulting vertex
from xc increases.
This heuristic reduces to selecting points uniformly from a finite surface di-
vided into sections of different size. If the points are selected uniformly, in the limit,
there will be at least one point in each section, providing the optimal solution. More-
over, largest sections have largest probability of being selected, where the largest
sections correspond to vertices that are further than most extreme points. Hence, the
heuristic relies in that the worst cases are easier to find than all other extreme points.
The probability of finding the optimal solution in n iterations is 1− (1− p)n,
from the binomial distribution with parameters n and p, where p is the probability of
selecting the area that reaches the optimal solution. The rate to which the probability
of finding a solution converges to one is (1 − p), showing that the rate improves as
the optimal vertex gets farther from the center.
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7.3.2 Information Space Bounds
In contrast to the geometric space, the information space describes the struc-
ture of the joint events in a jpmf according to the number of bytes required to describe
the outcome of the uncertainties. Entropy can be understood as the expected number
of “yes/no” questions that need to be asked in order to find the outcome of an exper-
iment for some joint distribution. Then, maximum entropy looks for the distribution
in T for which the expected number of questions required to describe the outcome is
as large as possible. In a similar way, minimum entropy looks for a distribution for
which the expected number of questions is the lowest.
Minimum entropy reduces to maximizing a convex function over a convex
set, and the only method to find a global optimizer is true exhaustive search of
the vertices in T. However, for an unconstrained joint distribution, the minimum
entropy is given by a distribution of the form {1, 0, 0, . . . , 0, 0}, showing that entropy
is bounded below by zero. Then, a global worst case scenario can be approximated
by finding distributions that share similar characteristics, specifically those with the
largest quantity of zeros.
Unlike maximum entropy, minimum entropy does not necessarily have a unique
optimal solution, e.g., an unconstrained binary distribution has two possible distri-
butions with minimum entropy {1, 0} and {0, 1}. And the problem became harder as
the complexity of T increases. Moreover, the number of optimal solutions increases
with the dimension of the set. We propose two alternatives to provide an approximate
solution for the worst case in the information space.
7.3.2.1 Approximation Model
This approximation model looks for distributions with joint probabilities that
have a mass as concentrated as possible. Such distributions are on the extreme
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points of T and contain the most zeroes of any distribution. Additionally, of those
distributions having the same number of zeroes, those with the least homogeneous
arrangement will have the lowest entropy. These two characteristics provide distri-
butions with entropy close to the minimum entropy, but under no circumstances
represent necessary or sufficient conditions. We can provide a lower bound for the
minimum entropy. This lower bound can be used to assess the approximation factor
of the worst-case scenario. Then for a distribution P = {p1, p2, · · · , pn}, the entropy
function H(P ) = −
∑n
i=1 pi · log pi, and the largest element of P , pmax, we have:







To find the tightest bound requires only to solve for the largest possible pmax
that can exist in T. This problem is simple and is defined as follows:
max pi, ∀i = {1, 2, . . . , n},
s.t. p ∈ T.




yi − p2i , (7.4)
s.t. A · p = b, (7.5)
yi − pi ≥ 0, ∀i = 1, . . . , n, (7.6)
pi ≥ 0, ∀i = 1, . . . , n, (7.7)
p = {p1, . . . , pn} ∈ R, y = {y1, . . . , yn} ∈ {0, 1}. (7.8)
Model 7.4 is a non-linear integer programing (NLIP) formulation. Its objective
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function minimizes the number of nonzero elements, while the squared term helps to
find the most uneven distribution from those with few nonzeros. Constraints 7.5 and
7.7 define the set T, while constraints 7.6 and 7.8 push the elements of the distribution
to zero. The solution of this model is a local optimum, where HT ≥ Hmin ≥ HLB.
7.3.2.2 Heuristic Model
The heuristic model is similar to the one described for the geometric space.
Each iteration of the Randomized Ping-Pong sampler finds a vertex whose entropy
then needs to be tested, in order to ultimately select the distribution with the least
entropy.
The convergence rate for the minimum entropy heuristic is worse than that
for the maximum distance heuristic. However, the convergence rate is bounded by
(1 − pmax) ≤ (1 − p) ≤ (1 − pmin). In the limit, the heuristic finds the minimum
entropy distribution.
The bounds, however, present a different challenge. Lowell (1994) presented
the maximum entropy distribution as a maximization problem of a concave function
over a convex set. Hence, the minimum entropy distribution needs to result from a
minimization problem over a concave function, which means that the solution lies
in an extremity of T. Therefore, the minimum entropy problem is NP-hard and
thus requires approximation algorithms. Lin Yuan Kesavan (1998) and Waterloo
(1994) included special cases for which minimum entropy can be efficiently calculated,
and Watanabe (1981) presented a method using pattern recognition to approximate






Hit and Run Sampler and Ping-Pong Sampler
Plots
The plots replicate the behavior of binary joint distributions seen in Chapter 2 and
7, using distributions with three outcomes.
• Hit and Run: Norm Distance And Histograms For 3, 5, and 7 Variables With 3
Outcomes.
• Ping-Pong: Norm Distance And Histograms For 3, 5, and 7 Variables With 3
Outcomes.
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Hit and Run: Norm Distance And Histograms For 20000
Samples For 3, 5, and 7 Variables With 3 Outcomes.
(a) Three Variables. (b) Three Variables.
(c) Five Variables. (d) Five Variables.
(e) Seven Variables. (f) Seven Variables.
Figure A.1: Hit and Run: Euclidean norm distance from the center of T to 20,000
sampled distributions and histograms. All random variables have three outcomes.
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Ping-Pong: Norm Distance And Histograms For 20000
Samples For 3, 5, and 7 Variables With 3 Outcomes.
(a) Three Variables. (b) Three Variables.
(c) Five Variables. (d) Five Variables.
(e) Seven Variables. (f) Seven Variables.
Figure A.2: Ping-Pong: Euclidean norm distance from the center of T to 20,000





We present the counterpart of the Spearman’s ρ correlation constraint using
the Kendall τ correlation coefficient. As we show, the constraint result in a non
linear equation and is therefore not suitable to be implemented in the HR sample
procedure. However, for a sample taken from T, equation B.5 can be used to measure
the dependence structure based on the Kendall τ correlation. Staring with the copula






CU,V (u, v)dCU,V (u, v)− 1. (B.1)
If variable U has marginal outcomes ωUi index by i = 1, 2, . . . , n, and variable V
has marginal outcomes ωVj indexed by j = 1, 2, . . . ,m. We can define a piecewise
uniform continues copula using the intervals IUi = [P (U ≤ ωUi−1), P (U ≤ ωUi )] and
IVj = [P (V ≤ ωVj−1), P (V ≤ ωVj )]. To make the notation more compact we define
pUi−1 = P (U ≤ ωUi−1) and pUi = P (U ≤ ωUi ) and do the same for pVi1 and p
V
i . We also
define ∆pUi = (p
U
i − pUi−1) and ∆pVj = (pVj − pVj−1). Then assuming (u, v) ∈ Ii,j ≡
IUi × IVj , we can define CU,V (u, v) ≡ FU,V (u, v) as:
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CU,V (u, v) =


























dv du, ∀(u, v) ∈ Ii,j . (B.3)



































































































































































The step is done by substituting B.2 in B.1 and create a partition based on
the Ii,j intervals. The exchange of integrals an summations in the second step is
permitted since summations and integrals are finite and all its elements are positive.
The next two steps solve the integrals and cancel the redundant terms. The final

































Then, we just need to substitute B.6 in B.5 and calculate τ
V,U
for a given joint
distribution.
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B.2 Lovasz Lower Bound
In theory, we would like to sample N joint distributions pi, ∀ i = 1, 2, . . . , N ,
such that the probability of finding a joint distribution in a subset S ⊂ T is the
same as the ratio of the volume of S to the volume of T. Call this ratio π(S). The
problem is that if we want a convergence |P (pN ∈ S)−π(S)| ≤ ε ∀ S, we know from
Lovasz (1998) that a lower bound for the number of samples required (N) is given
by Equation (B.7), where D̂ is the diameter of T and it is bounded by D̂ ≤
√
2, and
h = n−m is the dimension of the h-content of T.
N =
⌈

















This bound defines values for N that are too large for most practical applications.
For example, if the dimension of T is h = 1 and we have parameters ε = 0.1 and
D̂ = 1, then N ≈ 119, 829, 290, 943. This large sample size occurs because the bound
is looking for the convergence for all possible sets S (even the tinniest ones).
If we where interested in having a sample such that P (pN ∈ S) → π(S) for
every subset S, the sample requirements force N =∞.
Table B.1: Comparison of fair-convergence vs. Lovasz lower-bound.
n N fair-convergence N Lovasz Lower-bound ε = 5100
4 2.0× 102 1.1× 1013
8 2.1× 103 5.8× 1013
16 1.8× 104 2.7× 1014
32 1.8× 105 1.1× 1015
64 1.2× 106 4.7× 1015
128 1.2× 107 1.9× 1016
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B.3 Symmetric Perturbations
For 2 distributions A and B where A is a uniform distribution with even
























































Given that A is the uniform distribution (pAi =
1
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– Scatterplots for c = 5, n = 3.
– Histograms for c = 5, n = 3.
– Scatterplots for c = 6, n = 8.
– Histograms for c = 6, n = 8.
– Frequency Tables
• Multinomial Family
– Scatterplots for c = 5, n = 3.
– Histograms for c = 5, n = 3.
– Scatterplots for c = 6, n = 8.
– Histograms for c = 6, n = 8.
– Frequency Tables
• Effects Of Increasing The Number Of
Constraints
– Histograms for 3 random variables.
– Histograms for 7 random variables.
• Symmetric Sets With Marginal Constraints.
– Tables for 3 random variables (r.v.).
– Tables for 4 random variables.
– Tables for 5 random variables.
– Tables for 6 random variables.
– Tables for 7 random variables.
• Symmetric Sets With Marginal and
Rank Correlation Constraints.
– Figures of the standard deviation
for 3 r.v.
– Figures of the standard deviation
for 4 r.v.
– Figures of the standard deviation
for 5 r.v.
– Figures of the standard deviation
for 6 r.v.
– Figures of the standard deviation
for 7 r.v.
– Tables for 3 random variables.
Parts 1, 2, 3, and 4.
– Tables for 4 random variables.
Parts 1, 2, 3, and 4.
– Tables for 5 random variables.
Parts 1, 2, 3, and 4.
– Tables for 6 random variables.
Parts 1, 2, 3, and 4.
– Tables for 7 random variables.
Parts 1, 2, 3, and 4.
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C.1 Hypergeometric Families Accuracy And Histograms.
(a) Maximum Absolute Distance. (b) Total Variation.
(c) Euclidean Distance. (d) Absolute Entropy Difference.
(e) KL Divergence. (f) χ2 Distance.
Figure C.1: Hypergeometric Family: Results for ME (Blue, “@”); ChSC (Red, “ * ”);
MVIE (Green, “ + ”); and AC (Yellow, “ · ”). For c = 5 and n = 3 (100 Samples).
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(a) Entropy, L∞. (b) Analytic, L∞. (c) Chebyshev’s, L∞. (d) MVIE, L∞.
(e) Entropy, L1. (f) Analytic, L1. (g) Chebyshev’s, L1. (h) MVIE, L1.
(i) Entropy, Euclidean. (j) Analytic, Euclidean. (k) Chebyshev’s, Eu-
clidean.
(l) MVIE, Euclidean.
(m) Entropy, |∆H|. (n) Analytic, |∆H|. (o) Chebyshev’s, |∆H|. (p) MVIE, |∆H|.
(q) Entropy, KL. (r) Analytic, KL. (s) Chebyshev’s, KL. (t) MVIE, KL.
(u) Entropy, χ2. (v) Analytic, χ2. (w) Chebyshev’s, χ2. (x) MVIE, χ2.
Figure C.2: Hypergeometric Family Histogram Results. From left to right distribution
approximations. From Top to bottom measures of accuracy. For c = 5 and n = 3.
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Hypergeometric Families Accuracy And Histograms (100 Samples).
(a) Maximum Absolute Distance. (b) Total Variation.
(c) Euclidean Distance. (d) Absolute Entropy Difference.
(e) KL Divergence. (f) χ2 Distance.
Figure C.3: Hypergeometric Family: Results for ME (Blue, “@”); ChSC (Red, “ * ”);
and AC (Yellow, “ · ”) approximations. For c = 6 and n = 8.
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(a) Entropy, L∞. (b) Analytic, L∞. (c) Chebyshev’s, L∞.
(d) Entropy, L1. (e) Analytic, L1. (f) Chebyshev’s, L1.




(j) Entropy, |∆H|. (k) Analytic, |∆H|. (l) Chebyshev’s, |∆H|.
(m) Entropy, KL. (n) Analytic, KL. (o) Chebyshev’s, KL.
(p) Entropy, χ2. (q) Analytic, χ2. (r) Chebyshev’s, χ2.
Figure C.4: Hypergeometric Family Histogram Results. From left to right distribution
approximations. From Top to bottom measures of accuracy. For c = 6 and n = 8.
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Percentage Of Accuracy For The Hypergeometric Distribution.
Table C.1: Approximations And Measures With Parameters c = 5, n = 3.
% Time Is % Time Is % Time Is % Time Is
Approximation Measure The Best The Second Best The Third Best The Worst
Entropy
L∞ 100 0 0 0
L1 100 0 0 0
L2 100 0 0 0
∆ H 100 0 0 0
KL 100 0 0 0
χ2 100 0 0 0
Analytic C
L∞ 0 7 92 1
L1 0 16 83 1
L2 0 11 88 1
∆ H 0 24 75 1
KL 0 22 77 1
χ2 0 41 58 1
ChSC
L∞ 0 93 6 1
L1 0 84 16 0
L2 0 89 11 0
∆ H 0 76 17 7
KL 0 78 18 4
χ2 0 59 22 19
MVIEC
L∞ 0 0 2 98
L1 0 0 1 99
L2 0 0 1 99
∆ H 0 0 8 92
KL 0 0 5 95
χ2 0 0 20 80
Table C.2: Approximations And Measures With Parameters c = 6, n = 8.
Approximation Measure % Time Is The Best % Time Is The Second Best % Time Is The Third Best
Entropy
L∞ 100 0 0
L1 100 0 0
L2 100 0 0
∆ H 100 0 0
KL 100 0 0
χ2 100 0 0
Analytic C
L∞ 0 97 3
L1 0 91 9
L2 0 96 4
∆ H 0 97 3
KL 0 96 4
χ2 0 98 2
ChSC
L∞ 0 3 97
L1 0 9 91
L2 0 4 96
∆ H 0 3 97
KL 0 4 96
χ2 0 2 98
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C.2 Multinomial Families Accuracy And Histograms.
(a) Maximum Absolute Distance. (b) Total Variation.
(c) Euclidean Distance. (d) Absolute Entropy Difference.
(e) KL Divergence. (f) χ2 Distance.
Figure C.5: Multinomial Family: Results for ME (Blue, “@”); ChSC (Red, “ * ”);
MVIE (Green, “ + ”); and AC (Yellow, “ · ”) approximations. For c = 5 and n = 3.
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(a) Entropy, L∞. (b) Analytic, L∞. (c) Chebyshev’s, L∞. (d) MVIE, L∞.
(e) Entropy, L1. (f) Analytic, L1. (g) Chebyshev’s, L1. (h) MVIE, L1.
(i) Entropy, Euclidean. (j) Analytic, Euclidean. (k) Chebyshev’s, Eu-
clidean.
(l) MVIE, Euclidean.
(m) Entropy, ∆H. (n) Analytic, ∆H. (o) Chebyshev’s, ∆H. (p) MVIE, ∆H.
(q) Entropy, KL. (r) Analytic, KL. (s) Chebyshev’s, KL. (t) MVIE, KL.
(u) Entropy, χ2. (v) Analytic, χ2. (w) Chebyshev’s, χ2. (x) MVIE, χ2.
Figure C.6: Multinomial Family Histogram Results. From left to right distribution
approximations. From Top to bottom measures of accuracy. For c = 5 and n = 3
(100 Samples).
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Multinomial Families Accuracy And Histograms (100 Samples).
(a) Maximum Absolute Distance. (b) Total Variation.
(c) Euclidean Distance. (d) Absolute Entropy Difference.
(e) KL Divergence. (f) χ2 Distance.
Figure C.7: Multinomial Family: Results for ME (Blue, “@”); ChSC (Red, “ * ”);
and AC (Yellow, “ · ”) approximations. For c = 6 and n = 8.
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(a) Entropy, L∞. (b) Analytic, L∞. (c) Chebyshev’s, L∞.
(d) Entropy, L1. (e) Analytic, L1. (f) Chebyshev’s, L1.




(j) Entropy, ∆H. (k) Analytic, ∆H. (l) Chebyshev’s, ∆H.
(m) Entropy, KL. (n) Analytic, KL. (o) Chebyshev’s, KL.
(p) Entropy, χ2. (q) Analytic, χ2. (r) Chebyshev’s, χ2.
Figure C.8: Multinomial Family Histogram Results. From left to right distribution
approximations. From Top to bottom measures of accuracy. For c = 6 and n = 8.
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Percentage Of Accuracy For The Monomial Distribution.
Table C.3: Approximations And Measures With Parameters c = 5, n = 3.
% Time Is % Time Is % Time Is % Time Is
Approximation Measure The Best The Second Best The Third Best The Worst
Entropy
L∞ 99 1 0 0
L1 99 1 0 0
L2 99 1 0 0
∆ H 100 0 0 0
KL 99 1 0 0
χ2 99 1 0 0
Analytic C
L∞ 1 2 95 2
L1 1 3 95 1
L2 1 3 94 2
∆ H 0 15 84 1
KL 1 6 92 1
χ2 1 39 59 1
ChSC
L∞ 0 95 5 0
L1 0 95 4 1
L2 0 95 5 0
∆ H 0 83 15 2
KL 0 91 8 1
χ2 0 58 36 6
MVIEC
L∞ 0 2 0 98
L1 0 1 1 98
L2 0 1 1 98
∆ H 0 2 1 97
KL 0 2 0 98
χ2 0 2 5 93
Table C.4: Approximations And Measures With Parameters c = 6, n = 8.
% Time Is % Time Is % Time Is
Approximation Measure The Best The Second Best The Third Best
Entropy
L∞ 99 1 0
L1 99 1 0
L2 99 1 0
∆ H 97 1 2
KL 99 1 0
χ2 99 1 0
Analytic C
L∞ 1 82 17
L1 1 76 23
L2 1 77 22
∆ H 3 79 18
KL 1 83 16
χ2 1 80 19
ChSC
L∞ 0 17 83
L1 0 23 77
L2 0 22 78
∆ H 0 20 80
KL 0 16 84
χ2 0 19 81
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C.3 Effects Of Increasing The Number Of Constraints.
Effects Of Increasing The Number Of Constraints Part One
(a) Unconst. L∞. (b) Unconst. L1. (c) Unconst. L2.
(d) Marginal. L∞. (e) Marginal. L1. (f) Marginal. L2.
(g) Pairwise. L∞. (h) Pairwise. L1. (i) Pairwise. L2.
(j) Threewise. L∞. (k) Threewise. L1. (l) Threewise. L2.
Figure C.9: Effects of including new constraints in a truth set T. The data is taken for
a set that considers 3 binary variables. The unconstraint set uses 1 constraint. The
Marginal set uses 4 constraints. The pairwise set uses 7 constraints. The three-wise
set uses 8 constraints.
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(a) Unconst. ∆H. (b) Unconst. KL. (c) Unconst. χ2.
(d) Marginal. ∆H. (e) Marginal. KL. (f) Marginal. χ2.
(g) Pairwise. ∆H. (h) Pairwise. KL. (i) Pairwise. χ2.
(j) Threewise. ∆H. (k) Threewise. KL. (l) Threewise. χ2.
Figure C.10: Effects of including new constraints in a truth set T. The data is taken
for a set that considers 3 binary variables. The unconstraint set uses 1 constraint. The
Marginal set uses 4 constraints. The pairwise set uses 7 constraints. The three-wise
set uses 8 constraints.
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Effects Of Increasing The Number Of Constraints Part Two
(a) Unconst. L∞. (b) Unconst. L1. (c) Unconst. L2.
(d) Marginal. L∞. (e) Marginal. L1. (f) Marginal. L2.
(g) Pairwise. L∞. (h) Pairwise. L1. (i) Pairwise. L2.
(j) Threewise. L∞. (k) Threewise. L1. (l) Threewise. L2.
Figure C.11: Effects of including new constraints in a truth set T. The data is taken
for a set that considers 7 binary variables. The unconstraint set uses 1 constraint. The
Marginal set uses 8 constraints. The pairwise set uses 29 constraints. The three-wise
set uses 64 constraints.
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(a) Unconst. ∆H. (b) Unconst. KL. (c) Unconst. χ2.
(d) Marginal. ∆H. (e) Marginal. KL. (f) Marginal. χ2.
(g) Pairwise. ∆H. (h) Pairwise. KL. (i) Pairwise. χ2.
(j) Threewise. ∆H. (k) Threewise. KL. (l) Threewise. χ2.
Figure C.12: Effects of including new constraints in a truth set T. The data is taken
for a set that considers 7 binary variables. The unconstraint set uses 1 constraint. The
Marginal set uses 8 constraints. The pairwise set uses 29 constraints. The three-wise
set uses 64 constraints.
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C.4 Raw Statistics in Symm. Marginal Constrained Sets.
Symmetric Sets With Marginal Constraints Part One
Table C.5: Accuracy measure statistics for 3 binary variables marginally constrained
Three Variables With Marginals of p = 0.5.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.13483 0.54622 0.22541 0.33667 0.33667 0.44817
S.D. 0.04779 0.17924 0.07220 0.19426 0.19426 0.29461
Min 0.00734 0.02525 0.01077 0.00067 0.00067 0.00093
Max 0.34945 1.39468 0.56951 1.63090 1.63090 2.59473
AC
Mean 0.13483 0.54622 0.22541 0.33667 0.33667 0.44817
S.D. 0.04779 0.17924 0.07220 0.19426 0.19426 0.29461
Min 0.00734 0.02525 0.01077 0.00067 0.00067 0.00093
Max 0.34945 1.39468 0.56951 1.63090 1.63090 2.59473
ChSC
Mean 0.13483 0.54622 0.22541 0.33667 0.33667 0.44817
S.D. 0.04779 0.17924 0.07220 0.19426 0.19426 0.29461
Min 0.00734 0.02525 0.01077 0.00067 0.00067 0.00093
Max 0.34945 1.39468 0.56951 1.63090 1.63090 2.59473
MVIE
Mean 0.13483 0.54622 0.22541 0.33667 0.33667 0.44817
S.D. 0.04779 0.17924 0.07220 0.19426 0.19426 0.29461
Min 0.00734 0.02525 0.01077 0.00067 0.00067 0.00093
Max 0.34945 1.39468 0.56951 1.63090 1.63090 2.59473
DAC
Mean 0.13480 0.54613 0.22537 0.33657 0.33657 0.44799
S.D. 0.04777 0.17918 0.07218 0.19426 0.19419 0.29445
Min 0.00805 0.02849 0.01258 0.00057 0.00090 0.00126
Max 0.34912 1.39332 0.56891 1.63080 1.62687 2.58491
Three Variables With Marginals of p = 0.6.
L∞ L1 L2 ∆H KL χ2
0.12738 0.50316 0.20922 0.29811 0.29811 0.39538
0.04543 0.16290 0.06721 0.16995 0.16995 0.24961
0.00725 0.03087 0.01248 0.00094 0.00094 0.00130
0.35072 1.31034 0.53902 1.50194 1.50194 2.61487
0.12559 0.49615 0.20616 0.29499 0.29071 0.38225
0.04472 0.15940 0.06581 0.16995 0.16310 0.23167
0.00725 0.03439 0.01335 -0.00218 0.00098 0.00135
0.33314 1.25589 0.51567 1.49882 1.36666 2.22531
0.13183 0.51845 0.21546 0.23169 0.31829 0.44194
0.05435 0.18934 0.07926 0.16995 0.19661 0.29790
0.00787 0.02922 0.01237 -0.06547 0.00101 0.00141
0.29999 1.17996 0.48191 1.43553 1.32450 2.01231
0.12510 0.49491 0.20550 0.28541 0.29012 0.38280
0.04556 0.16206 0.06697 0.16995 0.16417 0.23263
0.00898 0.03303 0.01430 -0.01175 0.00139 0.00195
0.31410 1.20511 0.49342 1.48924 1.26180 1.97555
0.12524 0.49442 0.20540 0.28927 0.28927 0.38056
0.04511 0.15969 0.06605 0.16995 0.16226 0.22914
0.00943 0.03375 0.01429 -0.00789 0.00154 0.00210
0.32135 1.21755 0.49948 1.49310 1.27818 1.99151
Three Variables With Marginals of p = 0.7.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.11841 0.45497 0.19176 0.27638 0.27638 0.39948
S.D. 0.04906 0.16893 0.07221 0.17522 0.17522 0.30382
Min 0.00412 0.01899 0.00822 0.00064 0.00064 0.00089
Max 0.33851 1.19043 0.49967 1.50838 1.50838 3.33831
AC
Mean 0.10019 0.39209 0.16339 0.24444 0.21748 0.28755
S.D. 0.03777 0.13361 0.05555 0.17522 0.12592 0.18069
Min 0.00423 0.02414 0.00879 -0.03130 0.00063 0.00087
Max 0.28170 1.03479 0.42755 1.47644 1.12765 1.84165
ChSC
Mean 0.10528 0.41035 0.17075 0.10456 0.24041 0.34964
S.D. 0.04799 0.16491 0.06930 0.17522 0.15122 0.25595
Min 0.00625 0.02766 0.01118 -0.17118 0.00088 0.00123
Max 0.34283 1.22946 0.51185 1.33657 1.25716 2.17363
MVIE
Mean 0.09826 0.38654 0.16058 0.18547 0.21464 0.29003
S.D. 0.03973 0.13938 0.05791 0.17522 0.12447 0.18762
Min 0.00542 0.02134 0.00974 -0.09027 0.00065 0.00090
Max 0.30729 1.11731 0.46295 1.41748 1.00457 1.55146
DAC
Mean 0.09795 0.38437 0.15984 0.21180 0.21180 0.28152
S.D. 0.03785 0.13276 0.05513 0.17522 0.12072 0.17556
Min 0.00676 0.02589 0.01090 -0.06394 0.00064 0.00089
Max 0.29181 1.06080 0.43958 1.44380 1.00053 1.50361
Three Variables With Marginals of p = 0.8.
L∞ L1 L2 ∆H KL χ2
0.11112 0.41058 0.17683 0.27846 0.27846 0.51535
0.04543 0.14965 0.06575 0.16593 0.16593 0.44133
0.00304 0.01187 0.00497 0.00027 0.00027 0.00037
0.26780 0.88085 0.38391 1.16598 1.16598 4.28048
0.06838 0.26737 0.11154 0.19430 0.14538 0.19284
0.02612 0.09221 0.03850 0.16593 0.08475 0.12253
0.00403 0.01412 0.00602 -0.08389 0.00046 0.00065
0.18764 0.67637 0.28114 1.08183 0.66254 1.11941
0.07051 0.27477 0.11435 0.02931 0.15598 0.22869
0.03170 0.10894 0.04582 0.16593 0.09374 0.16270
0.00461 0.01712 0.00715 -0.24888 0.00066 0.00092
0.22176 0.79568 0.33189 0.91684 0.72048 1.29518
0.06566 0.25864 0.10740 0.10852 0.13995 0.18991
0.02641 0.09254 0.03847 0.16593 0.07906 0.12078
0.00109 0.00626 0.00228 -0.16967 0.00007 0.00009
0.19806 0.72090 0.29937 0.99604 0.58323 0.90601
0.06538 0.25712 0.10685 0.13819 0.13819 0.18417
0.02521 0.08847 0.03671 0.16593 0.07754 0.11387
0.00215 0.00871 0.00366 -0.14000 0.00017 0.00024
0.18753 0.68297 0.28368 1.02572 0.58507 0.85818
Three Variables With Marginals of p = 0.9.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.08041 0.28984 0.12572 0.24121 0.24121 0.87143
S.D. 0.02641 0.08625 0.03730 0.11861 0.11861 0.89689
Min 0.00132 0.00485 0.00206 0.00017 0.00017 0.00023
Max 0.16178 0.50381 0.22901 0.79239 0.79239 8.63525
AC
Mean 0.03504 0.13635 0.05698 0.12395 0.07314 0.09699
S.D. 0.01344 0.04709 0.01975 0.11861 0.04263 0.06161
Min 0.00187 0.00723 0.00332 -0.11710 0.00030 0.00041
Max 0.09671 0.34655 0.14364 0.67513 0.33245 0.58519
ChSC
Mean 0.03479 0.13588 0.05650 -0.00548 0.07530 0.11001
S.D. 0.01567 0.05395 0.02265 0.11861 0.04472 0.07805
Min 0.00102 0.00403 0.00168 -0.24652 0.00006 0.00008
Max 0.12062 0.43518 0.18078 0.54571 0.39968 0.74299
MVIE
Mean 0.03269 0.12876 0.05347 0.05024 0.06838 0.09239
S.D. 0.01300 0.04561 0.01893 0.11861 0.03823 0.05826
Min 0.00104 0.00587 0.00214 -0.19080 0.00009 0.00013
Max 0.10877 0.39779 0.16453 0.60142 0.32094 0.52403
DAC
Mean 0.03266 0.12833 0.05333 0.06778 0.06778 0.09018
S.D. 0.01252 0.04383 0.01818 0.11861 0.03771 0.05550
Min 0.00169 0.00823 0.00311 -0.17326 0.00022 0.00031
Max 0.10460 0.38203 0.15807 0.61897 0.29222 0.45628
254
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Table C.6: Accuracy measure statistics for 4 binary variables marginally constrained
Four Variables With Marginals of p = 0.5.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.10326 0.60959 0.18628 0.41504 0.41504 0.57825
S.D. 0.03320 0.11748 0.03796 0.14290 0.14290 0.24024
Min 0.02564 0.18192 0.05369 0.03251 0.03251 0.04613
Max 0.27133 1.13834 0.36311 1.11297 1.11297 2.10960
AC
Mean 0.10326 0.60959 0.18628 0.41504 0.41504 0.57825
S.D. 0.03320 0.11748 0.03796 0.14290 0.14290 0.24024
Min 0.02564 0.18192 0.05369 0.03251 0.03251 0.04613
Max 0.27133 1.13834 0.36311 1.11297 1.11297 2.10960
ChSC
Mean 0.10326 0.60959 0.18628 0.41504 0.41504 0.57825
S.D. 0.03320 0.11748 0.03796 0.14290 0.14290 0.24024
Min 0.02564 0.18192 0.05369 0.03251 0.03251 0.04613
Max 0.27133 1.13834 0.36311 1.11297 1.11297 2.10960
MVIE
Mean 0.10326 0.60959 0.18628 0.41504 0.41504 0.57825
S.D. 0.03320 0.11748 0.03795 0.14290 0.14290 0.24023
Min 0.02563 0.18192 0.05369 0.03251 0.03250 0.04612
Max 0.27133 1.13834 0.36311 1.11297 1.11300 2.10951
DAC
Mean 0.10321 0.60946 0.18624 0.41484 0.41484 0.57780
S.D. 0.03314 0.11740 0.03792 0.14290 0.14267 0.23945
Min 0.02634 0.18733 0.05549 0.03231 0.03476 0.04958
Max 0.26849 1.14126 0.36053 1.11277 1.11528 2.07109
Four Variables With Marginals of p = 0.6.
L∞ L1 L2 ∆H KL χ2
0.10264 0.58030 0.18156 0.38441 0.38441 0.53261
0.03316 0.11695 0.03900 0.13305 0.13305 0.21531
0.02275 0.15870 0.04871 0.03082 0.03082 0.04150
0.27012 1.02570 0.33817 1.01482 1.01482 1.93592
0.10030 0.57066 0.17806 0.37726 0.37448 0.51588
0.03173 0.11448 0.03850 0.13305 0.12888 0.20506
0.01912 0.14367 0.04460 0.02367 0.03166 0.04094
0.24591 1.04104 0.32618 1.00767 0.97732 1.86197
0.12235 0.63007 0.20385 0.24205 0.45119 0.68666
0.04838 0.15687 0.06012 0.13305 0.19018 0.33597
0.02335 0.17406 0.05367 -0.11154 0.03801 0.05346
0.27519 1.18928 0.39988 0.87247 1.31573 2.31231
0.10024 0.57028 0.17793 0.37590 0.37425 0.51583
0.03179 0.11467 0.03866 0.13305 0.12909 0.20557
0.01943 0.14634 0.04487 0.02231 0.03181 0.04105
0.24592 1.04496 0.32582 1.00631 0.97572 1.86197
0.10021 0.56976 0.17778 0.37390 0.37390 0.51559
0.03185 0.11492 0.03885 0.13305 0.12930 0.20578
0.01977 0.14350 0.04355 0.02032 0.02990 0.03840
0.24747 1.04305 0.32895 1.00432 0.96946 1.81231
Four Variables With Marginals of p = 0.7.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.12285 0.56422 0.19120 0.38323 0.38323 0.58030
S.D. 0.04959 0.14099 0.05479 0.15392 0.15392 0.29392
Min 0.02042 0.13858 0.04234 0.02595 0.02595 0.03673
Max 0.31862 1.03304 0.39418 1.12777 1.12777 3.13612
AC
Mean 0.08373 0.45758 0.14555 0.30688 0.28485 0.39501
S.D. 0.02852 0.09891 0.03494 0.15392 0.09985 0.16213
Min 0.01890 0.13020 0.04114 -0.05040 0.02200 0.03041
Max 0.22538 0.87573 0.31235 1.05142 0.76385 1.33524
ChSC
Mean 0.10944 0.52264 0.17431 0.04439 0.36269 0.60063
S.D. 0.05067 0.15055 0.06130 0.15392 0.15858 0.33156
Min 0.01252 0.07112 0.02206 -0.31288 0.00905 0.01257
Max 0.31323 1.10271 0.41105 0.78893 1.21351 2.62028
MVIE
Mean 0.08416 0.45638 0.14527 0.24313 0.28669 0.40842
S.D. 0.03223 0.10714 0.04000 0.15392 0.10352 0.17874
Min 0.01565 0.11441 0.03354 -0.11414 0.01988 0.02617
Max 0.24349 0.95023 0.34354 0.98768 0.87986 1.56655
DAC
Mean 0.08283 0.45380 0.14408 0.28254 0.28254 0.39452
S.D. 0.02909 0.09964 0.03585 0.15392 0.09862 0.16287
Min 0.01699 0.11625 0.03354 -0.07473 0.01896 0.02500
Max 0.22342 0.90599 0.32557 1.02708 0.81423 1.41610
Four Variables With Marginals of p = 0.8.
L∞ L1 L2 ∆H KL χ2
0.15280 0.55942 0.21054 0.41817 0.41817 0.85751
0.04560 0.12770 0.05204 0.15377 0.15377 0.51238
0.01402 0.09787 0.03042 0.02746 0.02746 0.03936
0.28293 0.91134 0.35281 1.02725 1.02725 6.75968
0.05818 0.31256 0.10020 0.22998 0.19251 0.27006
0.01992 0.06996 0.02496 0.15377 0.06980 0.11781
0.01147 0.07936 0.02456 -0.16073 0.01242 0.01680
0.14473 0.58690 0.21005 0.83906 0.50069 1.11569
0.07607 0.35761 0.12032 -0.05002 0.24409 0.41692
0.03585 0.10641 0.04382 0.15377 0.10624 0.23807
0.01328 0.07723 0.02511 -0.44073 0.01903 0.02436
0.22040 0.75574 0.29146 0.55906 0.73509 1.70095
0.05823 0.31065 0.09966 0.13670 0.19394 0.28200
0.02336 0.07767 0.02970 0.15377 0.07249 0.13189
0.00424 0.02858 0.00895 -0.25400 0.00223 0.00307
0.17390 0.64902 0.24212 0.74579 0.53727 1.11615
0.05691 0.30794 0.09840 0.19022 0.19022 0.26938
0.02041 0.07073 0.02587 0.15377 0.06887 0.11896
0.01377 0.06485 0.02339 -0.20049 0.00564 0.00774
0.15706 0.61936 0.22435 0.79930 0.49018 1.03395
Four Variables With Marginals of p = 0.9.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.12894 0.43116 0.17169 0.39360 0.39360 2.17852
S.D. 0.02261 0.06652 0.02696 0.10901 0.10901 2.18992
Min 0.04537 0.16572 0.06414 0.05390 0.05390 0.09628
Max 0.19940 0.60674 0.24897 0.81392 0.81392 33.95045
AC
Mean 0.02950 0.15764 0.05058 0.14921 0.09580 0.13215
S.D. 0.01036 0.03526 0.01250 0.10901 0.03472 0.05607
Min 0.00484 0.03681 0.01062 -0.19050 0.00615 0.00806
Max 0.08339 0.31611 0.10863 0.56953 0.31329 0.55574
ChSC
Mean 0.03503 0.17016 0.05640 -0.05363 0.11173 0.18677
S.D. 0.01633 0.04899 0.01998 0.10901 0.04603 0.10397
Min 0.00641 0.03889 0.01246 -0.39333 0.00951 0.01239
Max 0.11103 0.38005 0.14342 0.36669 0.40457 1.01582
MVIE
Mean 0.02769 0.15132 0.04802 0.07259 0.09292 0.13252
S.D. 0.01053 0.03535 0.01319 0.10901 0.03347 0.05956
Min 0.00489 0.03073 0.01034 -0.26712 0.00508 0.00686
Max 0.08778 0.34125 0.12033 0.49291 0.32413 0.66874
DAC
Mean 0.02752 0.15119 0.04792 0.09241 0.09241 0.12994
S.D. 0.00993 0.03393 0.01237 0.10901 0.03295 0.05671
Min 0.00429 0.02788 0.00892 -0.24729 0.00452 0.00616
Max 0.08358 0.33270 0.11647 0.51273 0.30616 0.60998
255
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Table C.7: Accuracy measure statistics for 5 binary variables marginally constrained
Five Variables With Marginals of p = 0.5.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.07249 0.66240 0.14713 0.48525 0.48525 0.70644
S.D. 0.01947 0.08348 0.02070 0.10928 0.10928 0.20087
Min 0.02516 0.25184 0.05570 0.09122 0.09122 0.09929
Max 0.16416 0.96684 0.23241 0.91726 0.91726 1.72842
AC
Mean 0.07249 0.66240 0.14713 0.48525 0.48525 0.70644
S.D. 0.01947 0.08348 0.02070 0.10928 0.10928 0.20087
Min 0.02516 0.25184 0.05570 0.09122 0.09122 0.09929
Max 0.16416 0.96684 0.23241 0.91726 0.91726 1.72842
ChSC
Mean 0.07249 0.66240 0.14713 0.48525 0.48525 0.70644
S.D. 0.01947 0.08348 0.02070 0.10928 0.10928 0.20087
Min 0.02516 0.25184 0.05570 0.09122 0.09122 0.09929
Max 0.16416 0.96684 0.23241 0.91726 0.91726 1.72842
MVIE
Mean 0.07249 0.66240 0.14713 0.48525 0.48525 0.70644
S.D. 0.01947 0.08348 0.02070 0.10928 0.10928 0.20086
Min 0.02518 0.25184 0.05570 0.09122 0.09121 0.09928
Max 0.16418 0.96683 0.23242 0.91726 0.91731 1.72923
DAC
Mean 0.07228 0.66179 0.14696 0.48391 0.48391 0.70309
S.D. 0.01935 0.08295 0.02055 0.10928 0.10823 0.19814
Min 0.02517 0.25499 0.05574 0.08987 0.09137 0.09989
Max 0.16704 0.97397 0.23449 0.91591 0.92660 1.84935
Five Variables With Marginals of p = 0.6.
L∞ L1 L2 ∆H KL χ2
0.08041 0.64619 0.15163 0.46674 0.46674 0.68139
0.02645 0.09058 0.02583 0.11322 0.11322 0.20532
0.01706 0.12344 0.02926 0.01940 0.01940 0.02792
0.20866 0.94929 0.25827 0.90145 0.90145 1.69515
0.07552 0.63180 0.14720 0.45264 0.45049 0.65250
0.02237 0.08913 0.02518 0.11322 0.10877 0.19156
0.00984 0.10135 0.02216 0.00530 0.01075 0.01513
0.17833 0.96252 0.24888 0.88735 0.92705 1.60752
0.12193 0.72370 0.19043 0.22068 0.58280 0.96947
0.04725 0.12872 0.04940 0.11322 0.18391 0.36972
0.02130 0.31008 0.06622 -0.22666 0.13105 0.17368
0.22499 1.13007 0.33192 0.65539 1.33549 2.64987
0.07593 0.63345 0.14763 0.45703 0.45152 0.65299
0.02279 0.08866 0.02488 0.11322 0.10834 0.19035
0.00792 0.08748 0.01899 0.00970 0.00954 0.01349
0.18541 0.95624 0.24515 0.89175 0.90895 1.58001
0.07535 0.63096 0.14704 0.44957 0.44957 0.65069
0.02223 0.08917 0.02531 0.11322 0.10863 0.19080
0.01252 0.10928 0.02441 0.00223 0.01218 0.01720
0.17565 0.97235 0.25037 0.88428 0.95195 1.63698
Five Variables With Marginals of p = 0.7.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.13679 0.66002 0.18925 0.49407 0.49407 0.79982
S.D. 0.05064 0.11488 0.04595 0.14134 0.14134 0.30512
Min 0.02558 0.26735 0.06421 0.11989 0.11989 0.17261
Max 0.28651 1.04497 0.33080 1.06028 1.06028 4.25448
AC
Mean 0.06389 0.49480 0.11895 0.34166 0.33348 0.48548
S.D. 0.02265 0.07682 0.02433 0.14134 0.08364 0.15562
Min 0.01792 0.15705 0.04110 -0.03251 0.02704 0.03667
Max 0.16643 0.83775 0.22026 0.90787 0.71798 1.35700
ChSC
Mean 0.11883 0.60551 0.17037 -0.05189 0.46677 0.86156
S.D. 0.04928 0.12492 0.05191 0.14134 0.15319 0.38549
Min 0.01845 0.21014 0.04501 -0.42607 0.07799 0.10688
Max 0.28625 1.01156 0.34235 0.51432 1.13269 2.70873
MVIE
Mean 0.06547 0.49801 0.12062 0.27779 0.33786 0.50370
S.D. 0.02578 0.08507 0.02922 0.14134 0.08832 0.17196
Min 0.00782 0.09959 0.02167 -0.09639 0.01785 0.02396
Max 0.19326 0.87609 0.24433 0.84400 0.78185 1.40224
DAC
Mean 0.06350 0.49314 0.11848 0.33157 0.33157 0.48229
S.D. 0.02258 0.07707 0.02457 0.14134 0.08254 0.15229
Min 0.01803 0.15028 0.03886 -0.04261 0.02597 0.03461
Max 0.17051 0.83547 0.22191 0.89778 0.71126 1.24376
Five Variables With Marginals of p = 0.8.
L∞ L1 L2 ∆H KL χ2
0.19528 0.68752 0.23914 0.56455 0.56455 1.29941
0.04490 0.11661 0.04754 0.15420 0.15420 0.65939
0.08365 0.36192 0.12207 0.16648 0.16648 0.26760
0.31119 1.01488 0.36051 1.07385 1.07385 7.99695
0.04903 0.35220 0.08769 0.22136 0.23525 0.34888
0.01851 0.06080 0.02090 0.15420 0.06324 0.12595
0.01256 0.14568 0.03729 -0.17671 0.04528 0.06389
0.11549 0.58902 0.17506 0.73065 0.54580 1.06904
0.09136 0.43556 0.12764 -0.16217 0.34056 0.68140
0.04227 0.10665 0.04532 0.15420 0.12646 0.35450
0.01173 0.15145 0.03450 -0.56024 0.06644 0.08562
0.20117 0.74322 0.25038 0.34712 0.82576 2.24795
0.05282 0.35809 0.09110 0.13399 0.24344 0.37703
0.02500 0.07535 0.02861 0.15420 0.07146 0.15229
0.01058 0.13100 0.02703 -0.26407 0.03981 0.05541
0.13917 0.62503 0.19416 0.64329 0.59408 1.22019
0.04896 0.35167 0.08749 0.23318 0.23318 0.34267
0.01797 0.05852 0.01984 0.15420 0.06019 0.11566
0.01283 0.15320 0.03659 -0.16489 0.05116 0.07297
0.11591 0.56933 0.16871 0.74248 0.50387 0.92948
Five Variables With Marginals of p = 0.9.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.17942 0.56225 0.21692 0.56907 0.56907 5.41303
S.D. 0.02100 0.05761 0.02370 0.10586 0.10586 4.55807
Min 0.09323 0.32094 0.11946 0.20882 0.20882 0.56803
Max 0.23446 0.69635 0.27593 0.87649 0.87649 49.73910
AC
Mean 0.02409 0.17333 0.04267 0.15359 0.11518 0.16675
S.D. 0.00964 0.02851 0.00996 0.10586 0.02890 0.05326
Min 0.00685 0.03806 0.01515 -0.20665 0.00336 0.00439
Max 0.07848 0.31661 0.10406 0.46102 0.22713 0.40875
ChSC
Mean 0.03772 0.19919 0.05572 -0.10679 0.14802 0.28483
S.D. 0.01936 0.04799 0.02059 0.10586 0.05358 0.15725
Min 0.00568 0.07737 0.01737 -0.46703 0.02454 0.04115
Max 0.12253 0.40756 0.14995 0.20064 0.43390 1.22346
MVIE
Mean 0.02318 0.16966 0.04163 0.08607 0.11489 0.17293
S.D. 0.01089 0.03242 0.01229 0.10586 0.03126 0.06443
Min 0.00010 0.00095 0.00021 -0.27418 0.00000 0.00001
Max 0.09152 0.34344 0.11788 0.39349 0.26993 0.53751
DAC
Mean 0.02295 0.16961 0.04144 0.11365 0.11365 0.16747
S.D. 0.00996 0.02974 0.01087 0.10586 0.02919 0.05642
Min 0.00430 0.01982 0.00694 -0.24660 0.00118 0.00157
Max 0.08618 0.33218 0.11164 0.42107 0.24141 0.44604
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Table C.8: Accuracy measure statistics for 6 binary variables marginally constrained
Six Variables With Marginals of p = 0.5.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.04767 0.69098 0.11142 0.52996 0.52996 0.80305
S.D. 0.01161 0.06077 0.01158 0.08365 0.08365 0.16834
Min 0.01106 0.24529 0.03835 0.06961 0.06961 0.09415
Max 0.09678 0.90657 0.15131 0.83298 0.83298 1.46521
AC
Mean 0.04767 0.69098 0.11142 0.52996 0.52996 0.80305
S.D. 0.01161 0.06077 0.01158 0.08365 0.08365 0.16834
Min 0.01106 0.24529 0.03835 0.06961 0.06961 0.09415
Max 0.09678 0.90657 0.15131 0.83298 0.83298 1.46521
ChSC
Mean 0.04767 0.69098 0.11142 0.52996 0.52996 0.80305
S.D. 0.01161 0.06077 0.01158 0.08365 0.08365 0.16834
Min 0.01106 0.24529 0.03835 0.06961 0.06961 0.09415
Max 0.09678 0.90657 0.15131 0.83298 0.83298 1.46521
MVIE
Mean 0.04767 0.69098 0.11141 0.52996 0.52996 0.80303
S.D. 0.01161 0.06077 0.01158 0.08365 0.08365 0.16834
Min 0.01105 0.24540 0.03837 0.06961 0.06966 0.09421
Max 0.09678 0.90664 0.15131 0.83298 0.83287 1.46530
DAC
Mean 0.04700 0.68696 0.11066 0.52187 0.52187 0.78255
S.D. 0.01146 0.05903 0.01123 0.08365 0.07992 0.15716
Min 0.01330 0.25260 0.04094 0.06152 0.07942 0.10810
Max 0.09462 0.88391 0.14966 0.82489 0.79832 1.41012
Six Variables With Marginals of p = 0.6.
L∞ L1 L2 ∆H KL χ2
0.06693 0.69707 0.12522 0.54271 0.54271 0.83689
0.02309 0.06840 0.01803 0.09435 0.09435 0.19012
0.02048 0.15115 0.03414 0.03094 0.03094 0.04639
0.14172 0.92423 0.18072 0.86145 0.86145 1.48379
0.05632 0.67235 0.11758 0.51658 0.51002 0.77374
0.01517 0.06239 0.01545 0.09435 0.08556 0.16897
0.00740 0.10273 0.01657 0.00481 0.01121 0.01549
0.10825 0.87593 0.18182 0.83532 0.88124 1.55349
0.12387 0.77780 0.17259 0.17035 0.67547 1.22151
0.04305 0.09898 0.04042 0.09435 0.16422 0.38154
0.03395 0.42251 0.08567 -0.34142 0.22115 0.33244
0.21250 1.05012 0.27717 0.48909 1.30197 2.75889
0.05778 0.67575 0.11862 0.52468 0.51293 0.77582
0.01608 0.06295 0.01523 0.09435 0.08499 0.16597
0.00428 0.09266 0.01427 0.01291 0.01031 0.01425
0.11488 0.86609 0.17752 0.84342 0.86304 1.51869
0.05532 0.66825 0.11661 0.50178 0.50178 0.75118
0.01492 0.06066 0.01563 0.09435 0.08217 0.15638
0.01368 0.14252 0.02624 -0.00999 0.02360 0.03290
0.10499 0.86382 0.18197 0.82052 0.85196 1.41162
Six Variables With Marginals of p = 0.7.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.13396 0.70590 0.17014 0.57215 0.57215 1.00699
S.D. 0.04427 0.10019 0.03943 0.12892 0.12892 0.28350
Min 0.03528 0.46667 0.09199 0.28110 0.28110 0.42166
Max 0.23209 0.98617 0.25935 0.99871 0.99871 2.18777
AC
Mean 0.06046 0.55104 0.10641 0.30221 0.39355 0.60515
S.D. 0.02446 0.06930 0.02436 0.12892 0.06985 0.13456
Min 0.01580 0.22599 0.03931 0.01116 0.07852 0.10103
Max 0.16509 0.79719 0.20786 0.72877 0.63988 1.08699
ChSC
Mean 0.15813 0.72277 0.19467 -0.20909 0.65235 1.44350
S.D. 0.04501 0.10364 0.04523 0.12892 0.15518 0.46676
Min 0.05964 0.39619 0.08806 -0.50014 0.18956 0.31094
Max 0.28852 1.05776 0.32965 0.21746 1.20192 2.99290
MVIE
Mean 0.07045 0.56737 0.11485 0.24349 0.41155 0.65145
S.D. 0.02999 0.07966 0.02997 0.12892 0.07721 0.15436
Min 0.01012 0.21047 0.03210 -0.04756 0.07551 0.09649
Max 0.18427 0.83844 0.22663 0.67005 0.68557 1.17962
DAC
Mean 0.04914 0.52217 0.09689 0.36140 0.36140 0.53010
S.D. 0.01701 0.05697 0.01634 0.12892 0.06033 0.10141
Min 0.01423 0.32305 0.05190 0.07035 0.12955 0.16761
Max 0.13041 0.71499 0.16606 0.78795 0.60765 0.91809
Six Variables With Marginals of p = 0.8.
L∞ L1 L2 ∆H KL χ2
0.26820 0.88013 0.30045 0.83350 0.83350 2.34267
0.02789 0.07664 0.02954 0.13912 0.13912 0.88765
0.21474 0.67943 0.24045 0.51544 0.51544 0.89400
0.34526 1.10852 0.38220 1.28131 1.28131 11.90230
0.03205 0.34262 0.06168 0.28470 0.24246 0.35886
0.01441 0.03779 0.01116 0.13912 0.03869 0.06861
0.01037 0.08459 0.01972 -0.03336 0.01042 0.01439
0.08691 0.48689 0.10639 0.73251 0.38456 0.59871
0.07638 0.41541 0.09915 -0.17734 0.32363 0.63663
0.02690 0.05763 0.02489 0.13912 0.06100 0.17681
0.01442 0.22201 0.03962 -0.49540 0.07655 0.13258
0.12936 0.54808 0.14759 0.27047 0.50609 1.28914
0.03134 0.34249 0.06152 0.21248 0.24197 0.36555
0.01023 0.03334 0.00886 0.13912 0.03597 0.06793
0.00220 0.05183 0.00808 -0.10557 0.00749 0.01029
0.07066 0.45298 0.09082 0.66030 0.36212 0.62365
0.03047 0.33792 0.06043 0.23611 0.23611 0.34950
0.01149 0.03474 0.00937 0.13912 0.03604 0.06452
0.00518 0.08948 0.01457 -0.08195 0.01443 0.01995
0.07706 0.46084 0.09642 0.68392 0.38121 0.65347
Six Variables With Marginals of p = 0.9.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.23114 0.68981 0.26353 0.76366 0.76366 12.71220
S.D. 0.01694 0.04519 0.01815 0.10347 0.10347 12.66190
Min 0.18707 0.58192 0.21877 0.50138 0.50138 1.46620
Max 0.26269 0.79719 0.29936 0.97538 0.97538 172.77814
AC
Mean 0.01747 0.17579 0.03240 0.14023 0.12240 0.18357
S.D. 0.00713 0.01979 0.00645 0.10347 0.02177 0.04161
Min 0.00605 0.03781 0.01016 -0.12205 0.00388 0.00522
Max 0.04105 0.23261 0.05465 0.35196 0.19367 0.32780
ChSC
Mean 0.04055 0.21418 0.05209 -0.15790 0.16668 0.33972
S.D. 0.01693 0.03629 0.01650 0.10347 0.04097 0.13072
Min 0.01067 0.10933 0.02141 -0.42018 0.03519 0.06220
Max 0.08461 0.31799 0.09584 0.05382 0.29850 0.82176
MVIE
Mean 0.01761 0.17419 0.03238 0.08770 0.12313 0.18914
S.D. 0.00937 0.02274 0.00870 0.10347 0.02199 0.04508
Min 0.00102 0.02016 0.00327 -0.17458 0.00231 0.00312
Max 0.04987 0.24706 0.06242 0.29942 0.19928 0.36704
DAC
Mean 0.01699 0.17325 0.03186 0.11988 0.11988 0.17823
S.D. 0.00765 0.02049 0.00708 0.10347 0.02023 0.03769
Min 0.00456 0.03983 0.00840 -0.14240 0.00572 0.00779
Max 0.04407 0.23889 0.05709 0.33160 0.19406 0.32009
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Table C.9: Accuracy measure statistics for 7 binary variables marginally constrained
Seven Variables With Marginals of p = 0.5.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.02884 0.70191 0.08137 0.55125 0.55125 0.85358
S.D. 0.00595 0.04470 0.00690 0.06748 0.06748 0.14537
Min 0.00477 0.17046 0.01943 0.03576 0.03576 0.04833
Max 0.04634 0.85980 0.10186 0.79736 0.79736 1.32808
AC
Mean 0.02884 0.70191 0.08137 0.55125 0.55125 0.85358
S.D. 0.00595 0.04470 0.00690 0.06748 0.06748 0.14537
Min 0.00477 0.17046 0.01943 0.03576 0.03576 0.04833
Max 0.04634 0.85980 0.10186 0.79736 0.79736 1.32808
ChSC
Mean 0.02884 0.70191 0.08137 0.55125 0.55125 0.85358
S.D. 0.00595 0.04470 0.00690 0.06748 0.06748 0.14537
Min 0.00477 0.17046 0.01943 0.03576 0.03576 0.04833
Max 0.04634 0.85980 0.10186 0.79736 0.79736 1.32808
MVIE
Mean - - - - - -
S.D. - - - - - -
Min - - - - - -
Max - - - - - -
DAC
Mean 0.02677 0.68778 0.07926 0.52047 0.52047 0.76865
S.D. 0.00554 0.04127 0.00600 0.06748 0.05510 0.10298
Min 0.00794 0.22950 0.02575 0.00497 0.05989 0.08278
Max 0.04396 0.83553 0.09685 0.76658 0.71510 1.06711
Seven Variables With Marginals of p = 0.6.
L∞ L1 L2 ∆H KL χ2
0.10436 0.75909 0.13144 0.68065 0.68065 1.24306
0.03803 0.06260 0.02990 0.11600 0.11600 0.32442
0.02907 0.57139 0.07443 0.37263 0.37263 0.57255
0.17855 0.90374 0.19159 0.93252 0.93252 2.06727
0.06607 0.68886 0.10107 0.63267 0.52752 0.80150
0.03263 0.05570 0.02222 0.11600 0.06357 0.11269
0.01355 0.42755 0.05833 0.32465 0.23660 0.39687
0.13625 0.80753 0.15080 0.88455 0.68767 1.09872
0.07466 0.68378 0.10679 0.16552 0.53831 0.90817
0.03691 0.08307 0.03119 0.11600 0.09932 0.22368
0.00199 0.06448 0.00721 -0.14250 0.00608 0.00830
0.14997 0.89815 0.17759 0.41739 0.85039 1.57445
- - - - - -
- - - - - -
- - - - - -
- - - - - -
0.03710 0.62100 0.07824 0.44789 0.44789 0.65547
0.01488 0.03884 0.00964 0.11600 0.04428 0.08481
0.01416 0.29349 0.05773 0.13987 0.09290 0.12902
0.07606 0.75749 0.11333 0.69977 0.61224 1.03324
Seven Variables With Marginals of p = 0.7.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.25710 0.97591 0.27539 1.03916 1.03916 2.16212
S.D. 0.02790 0.07475 0.02789 0.14241 0.14241 0.46032
Min 0.22025 0.84829 0.23728 0.80271 0.80271 1.43226
Max 0.32519 1.18000 0.34240 1.41301 1.41301 3.93052
AC
Mean 0.05361 0.54866 0.08270 0.60587 0.40258 0.59908
S.D. 0.02762 0.04477 0.02003 0.14241 0.04560 0.08114
Min 0.01772 0.42840 0.05710 0.36941 0.21138 0.26965
Max 0.12140 0.69524 0.13512 0.97972 0.54866 0.88104
ChSC
Mean 0.06651 0.53827 0.09040 0.00420 0.42377 0.77956
S.D. 0.02530 0.05601 0.02139 0.14241 0.05694 0.16203
Min 0.00599 0.19360 0.02220 -0.23225 0.08056 0.10508
Max 0.10208 0.65307 0.12083 0.37805 0.57451 1.18127
MVIE
Mean - - - - - -
S.D. - - - - - -
Min - - - - - -
Max - - - - - -
DAC
Mean 0.02816 0.48123 0.06142 0.34794 0.34794 0.51042
S.D. 0.01199 0.03058 0.00770 0.14241 0.03446 0.05728
Min 0.01193 0.32626 0.04533 0.11148 0.14491 0.18804
Max 0.06809 0.58132 0.08716 0.72179 0.46036 0.72335
Seven Variables With Marginals of p = 0.8.
L∞ L1 L2 ∆H KL χ2
0.37009 1.13990 0.39482 1.38460 1.38460 6.04322
0.01117 0.02786 0.01153 0.06762 0.06762 1.83122
0.34327 1.02198 0.36705 1.19326 1.19326 3.37788
0.39706 1.22090 0.42299 1.53707 1.53707 15.24914
0.05747 0.39063 0.07010 0.58656 0.27749 0.41092
0.01117 0.02288 0.00890 0.06762 0.03079 0.06267
0.03065 0.24665 0.04736 0.39523 0.08053 0.09462
0.08445 0.46241 0.09300 0.73903 0.36637 0.60441
0.02394 0.32371 0.04377 0.07383 0.25091 0.42495
0.01043 0.03172 0.00880 0.06762 0.03960 0.10178
0.00059 0.01942 0.00221 -0.11751 0.00111 0.00155
0.05014 0.41908 0.06591 0.22630 0.37662 0.75875
- - - - - -
- - - - - -
- - - - - -
- - - - - -
0.01290 0.29935 0.03562 0.21815 0.21815 0.31759
0.00344 0.02267 0.00365 0.06762 0.02559 0.04594
0.00658 0.12600 0.02691 0.02681 0.03014 0.03865
0.02698 0.38135 0.04823 0.37061 0.30603 0.46909
Seven Variables With Marginals of p = 0.9.
ME L∞ L1 L2 ∆H KL χ2
Mean 0.28588 0.82324 0.31385 1.01351 1.01351 40.40720
S.D. 0.01609 0.04252 0.01688 0.10881 0.10881 32.29872
Min 0.26624 0.75888 0.29286 0.86241 0.86241 7.70305
Max 0.32363 0.92438 0.35240 1.27309 1.27309 253.61681
AC
Mean 0.01456 0.18087 0.02604 0.15437 0.13034 0.19665
S.D. 0.00880 0.01547 0.00621 0.10881 0.01541 0.03008
Min 0.00521 0.12968 0.01809 0.00326 0.04381 0.05012
Max 0.04110 0.22276 0.04371 0.41395 0.17813 0.29940
ChSC
Mean 0.03746 0.21181 0.04480 -0.16385 0.17274 0.37196
S.D. 0.01594 0.03470 0.01509 0.10881 0.04077 0.14362
Min 0.00098 0.03313 0.00365 -0.31495 0.00640 0.00854
Max 0.05703 0.26895 0.06574 0.09573 0.25917 0.71067
MVIE
Mean - - - - - -
S.D. - - - - - -
Min - - - - - -
Max - - - - - -
DAC
Mean 0.01431 0.17299 0.02484 0.11716 0.11716 0.16830
S.D. 0.00774 0.01682 0.00582 0.10881 0.01519 0.02431
Min 0.00497 0.13004 0.01704 -0.03395 0.04894 0.05580
Max 0.03775 0.21385 0.04097 0.37674 0.16437 0.25561
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC



















































































































(xvii) KL, p̂ = 0.5
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(xx) KL, p̂ = 0.6
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(xxiii) KL, p̂ = 0.7
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(xxx) χ2, p̂ = 0.9
Figure C.13: Standard Deviation estimates for accuracy measures (Columns) for truth
sets with 3 binary random variables (part two). The truth set shows rank correlation
constrains changes (x-axes) and marginal constrains changes p̂ (rows).
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xxx) χ2, p̂ = 0.9
Figure C.14: Standard Deviation estimates for accuracy measures (Columns) for truth
sets with 4 binary random variables (part two). The truth set shows rank correlation
constrains changes (x-axes) and marginal constrains changes p̂ (rows).
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(viii) L1, p̂ = 0.7
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xxix) KL, p̂ = 0.9
ò
ò






(xxx) χ2, p̂ = 0.9
Figure C.15: Standard Deviation estimates for accuracy measures (Columns) for truth
sets with 5 binary random variables (part two). The truth set shows rank correlation
constrains changes (x-axes) and marginal constrains changes p̂ (rows).
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
Figure C.16: Standard Dev. for T with 6 binary random variables (part one).
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(xxx) χ2, p̂ = 0.9
Figure C.16: Standard Deviation estimates for accuracy measures (Columns) for truth
sets with 6 binary random variables (part two). The truth set shows rank correlation
constrains changes (x-axes) and marginal constrains changes p̂ (rows).
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(xv) L2, p̂ = 0.9
ò UE. æ ME. à AC ì ChSC * MVIE ë DAC
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(xviii) χ2, p̂ = 0.5
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(xxx) χ2, p̂ = 0.9
Figure C.17: Standard Deviation estimates for accuracy measures (Columns) for truth
sets with 7 binary random variables (part two). The truth set shows rank correlation
constrains changes (x-axes) and marginal constrains changes p̂ (rows).
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C.6 Percentage Of Accuracy Marginal, and Correlation Information.
Percentage Of Accuracy. Sets With Three Random Variables, Marginal, and Correlation Information
Table C.10: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 3 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.5 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 0% 0% 0% 48% 52% 54%
0.5 L1 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50%
ρ L2 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50%
0 KL 50% 50% 50% 50% 50% 50% 50% 41% 50% 50% 50% 50% 50% 50% 50% 100% 100% 100% 64% 31% 26%
χ2 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 50% 90% 90% 90% 50% 50% 50%
p̂ L∞ 50% 50% 50% 50% 53% 100% 50% 50% 50% 53% 100% 50% 50% 53% 100% 0% 53% 100% 53% 100% 100%
0.5 L1 50% 50% 50% 50% 53% 73% 50% 50% 50% 53% 73% 50% 50% 53% 73% 50% 53% 73% 53% 73% 55%
ρ L2 50% 50% 50% 50% 53% 100% 50% 50% 50% 53% 100% 50% 50% 53% 100% 50% 53% 100% 53% 100% 60%
0.1 KL 50% 50% 50% 50% 53% 100% 50% 50% 50% 53% 100% 50% 50% 53% 100% 67% 53% 100% 53% 100% 58%
χ2 50% 50% 50% 50% 53% 100% 50% 50% 50% 53% 100% 50% 50% 53% 100% 82% 53% 100% 53% 100% 59%
p̂ L∞ 50% 50% 50% 50% 57% 100% 50% 50% 50% 57% 100% 50% 50% 57% 100% 0% 57% 100% 57% 100% 100%
0.5 L1 50% 50% 50% 50% 57% 100% 50% 50% 50% 57% 100% 50% 50% 57% 100% 50% 57% 100% 57% 100% 64%
ρ L2 50% 50% 50% 50% 57% 100% 50% 50% 50% 57% 100% 50% 50% 57% 100% 50% 57% 100% 57% 100% 80%
0.2 KL 50% 50% 50% 50% 57% 100% 50% 50% 50% 57% 100% 50% 50% 57% 100% 83% 57% 100% 57% 100% 71%
χ2 50% 50% 50% 50% 57% 100% 50% 50% 50% 57% 100% 50% 50% 57% 100% 90% 57% 100% 57% 100% 70%
p̂ L∞ 50% 50% 50% 50% 60% 100% 50% 50% 50% 60% 100% 50% 50% 60% 100% 0% 60% 100% 60% 100% 100%
0.5 L1 50% 50% 50% 50% 60% 100% 50% 50% 50% 60% 100% 50% 50% 60% 100% 50% 60% 100% 60% 100% 80%
ρ L2 50% 50% 50% 50% 60% 100% 50% 50% 50% 60% 100% 50% 50% 60% 100% 50% 60% 100% 60% 100% 100%
0.3 KL 50% 50% 50% 50% 60% 100% 50% 50% 50% 60% 100% 50% 50% 60% 100% 100% 60% 100% 60% 100% 89%
χ2 50% 50% 50% 50% 60% 100% 50% 50% 50% 60% 100% 50% 50% 60% 100% 94% 60% 100% 60% 100% 82%
p̂ L∞ 50% 50% 50% 50% 63% 100% 50% 50% 50% 63% 100% 50% 50% 63% 100% 0% 63% 100% 63% 100% 100%
0.5 L1 50% 50% 50% 50% 63% 100% 50% 50% 50% 63% 100% 50% 50% 63% 100% 50% 63% 100% 63% 100% 100%
ρ L2 50% 50% 50% 50% 63% 100% 50% 50% 50% 63% 100% 50% 50% 63% 100% 50% 63% 100% 63% 100% 100%
0.4 KL 50% 50% 50% 50% 64% 100% 50% 50% 50% 64% 100% 50% 50% 64% 100% 100% 64% 100% 64% 100% 100%
χ2 50% 50% 50% 50% 64% 100% 50% 50% 50% 64% 100% 50% 50% 64% 100% 96% 64% 100% 64% 100% 94%
p̂ L∞ 50% 50% 50% 50% 66% 100% 50% 50% 50% 66% 100% 50% 50% 66% 100% 0% 66% 100% 66% 100% 100%
0.5 L1 50% 50% 50% 50% 66% 100% 50% 50% 50% 66% 100% 50% 50% 66% 100% 50% 66% 100% 66% 100% 100%
ρ L2 50% 50% 50% 50% 66% 100% 50% 50% 50% 66% 100% 50% 50% 66% 100% 50% 66% 100% 66% 100% 100%
0.5 KL 50% 50% 50% 50% 68% 100% 50% 50% 50% 68% 100% 50% 50% 68% 100% 100% 68% 100% 68% 100% 100%
χ2 50% 50% 50% 50% 69% 100% 50% 50% 50% 69% 100% 50% 50% 69% 100% 98% 69% 100% 69% 100% 100%
p̂ L∞ 50% 50% 50% 50% 70% 100% 50% 50% 50% 70% 100% 50% 50% 70% 100% 0% 70% 100% 70% 100% 100%
0.5 L1 50% 50% 50% 50% 70% 100% 50% 50% 50% 70% 100% 50% 50% 70% 100% 50% 70% 100% 70% 100% 100%
ρ L2 50% 50% 50% 50% 70% 100% 50% 50% 50% 70% 100% 50% 50% 70% 100% 50% 70% 100% 70% 100% 100%
0.6 KL 50% 50% 50% 50% 73% 100% 50% 50% 50% 73% 100% 50% 50% 73% 100% 100% 73% 100% 73% 100% 100%
χ2 50% 50% 50% 50% 75% 100% 50% 50% 50% 75% 100% 50% 50% 75% 100% 99% 75% 100% 75% 100% 100%
p̂ L∞ 50% 50% 50% 50% 73% 100% 50% 50% 50% 73% 100% 50% 50% 73% 100% 100% 73% 100% 73% 100% 100%
0.5 L1 50% 50% 50% 50% 73% 100% 50% 50% 50% 73% 100% 50% 50% 73% 100% 50% 73% 100% 73% 100% 100%
ρ L2 50% 50% 50% 50% 73% 100% 50% 50% 50% 73% 100% 50% 50% 73% 100% 50% 73% 100% 73% 100% 100%
0.7 KL 50% 50% 50% 50% 80% 100% 50% 50% 52% 80% 100% 50% 52% 80% 100% 100% 80% 100% 80% 100% 100%
χ2 50% 50% 50% 50% 84% 100% 50% 50% 50% 84% 100% 50% 50% 84% 100% 100% 84% 100% 84% 100% 100%
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Table C.11: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 3 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.6 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 50% 55% 50% 55% 55% 55% 55% 50% 55% 55% 55% 45% 60% 60% 60% 55% 55% 55% 50% 50% 50%
0.6 L1 50% 55% 50% 55% 55% 55% 55% 50% 55% 55% 55% 45% 60% 60% 60% 55% 55% 55% 50% 50% 50%
ρ L2 50% 55% 50% 55% 55% 55% 55% 50% 55% 55% 55% 45% 60% 60% 60% 55% 55% 55% 50% 50% 50%
0 KL 50% 55% 50% 55% 55% 55% 55% 50% 55% 55% 55% 45% 60% 60% 60% 55% 55% 55% 40% 64% 68%
χ2 50% 55% 50% 55% 55% 55% 55% 50% 55% 55% 55% 45% 60% 60% 60% 55% 55% 55% 50% 50% 50%
p̂ L∞ 50% 51% 50% 53% 57% 100% 51% 50% 53% 57% 100% 49% 54% 58% 100% 53% 57% 100% 59% 100% 100%
0.6 L1 50% 51% 50% 53% 57% 63% 51% 50% 53% 57% 63% 49% 54% 58% 65% 53% 57% 63% 59% 69% 50%
ρ L2 50% 51% 50% 53% 57% 67% 51% 50% 53% 57% 67% 49% 54% 58% 73% 53% 57% 67% 59% 85% 66%
0.1 KL 50% 51% 50% 53% 57% 72% 51% 50% 53% 57% 73% 49% 54% 58% 91% 53% 57% 73% 59% 100% 52%
χ2 50% 51% 50% 53% 57% 80% 51% 50% 53% 57% 81% 49% 54% 58% 100% 53% 57% 81% 59% 100% 52%
p̂ L∞ 50% 52% 50% 53% 61% 100% 52% 50% 53% 61% 100% 48% 55% 62% 100% 53% 61% 100% 64% 100% 100%
0.6 L1 50% 52% 50% 53% 61% 79% 52% 50% 53% 61% 79% 48% 55% 62% 82% 53% 61% 79% 64% 92% 65%
ρ L2 50% 52% 50% 53% 61% 97% 52% 50% 53% 61% 97% 48% 55% 62% 100% 53% 61% 97% 64% 100% 100%
0.2 KL 50% 52% 50% 53% 61% 100% 52% 50% 53% 61% 100% 48% 55% 62% 100% 53% 61% 100% 64% 100% 63%
χ2 50% 52% 50% 53% 61% 100% 52% 50% 53% 61% 100% 48% 55% 62% 100% 53% 61% 100% 64% 100% 59%
p̂ L∞ 50% 51% 50% 53% 63% 100% 51% 50% 53% 63% 100% 49% 54% 64% 100% 53% 63% 100% 66% 100% 100%
0.6 L1 50% 51% 50% 53% 63% 100% 51% 50% 53% 63% 100% 49% 54% 64% 100% 53% 63% 100% 66% 100% 100%
ρ L2 50% 51% 50% 53% 63% 100% 51% 50% 53% 63% 100% 49% 54% 64% 100% 53% 63% 100% 66% 100% 100%
0.3 KL 50% 51% 50% 53% 64% 100% 51% 50% 53% 64% 100% 49% 54% 65% 100% 53% 64% 100% 67% 100% 83%
χ2 50% 51% 50% 53% 64% 100% 51% 50% 53% 64% 100% 49% 54% 65% 100% 53% 64% 100% 67% 100% 71%
p̂ L∞ 50% 50% 50% 52% 66% 100% 50% 50% 52% 66% 100% 50% 53% 66% 100% 52% 66% 100% 68% 100% 100%
0.6 L1 50% 50% 50% 52% 66% 100% 50% 50% 52% 66% 100% 50% 53% 66% 100% 52% 66% 100% 68% 100% 100%
ρ L2 50% 50% 50% 52% 66% 100% 50% 50% 52% 66% 100% 50% 53% 66% 100% 52% 66% 100% 68% 100% 100%
0.4 KL 50% 50% 50% 52% 67% 100% 50% 50% 52% 67% 100% 50% 53% 68% 100% 52% 67% 100% 70% 100% 100%
χ2 50% 50% 50% 52% 68% 100% 50% 50% 52% 68% 100% 50% 53% 69% 100% 52% 68% 100% 70% 100% 83%
p̂ L∞ 50% 50% 50% 52% 69% 100% 50% 50% 52% 69% 100% 50% 52% 69% 100% 52% 69% 100% 71% 100% 100%
0.6 L1 50% 50% 50% 52% 69% 100% 50% 50% 52% 69% 100% 50% 52% 69% 100% 52% 69% 100% 71% 100% 100%
ρ L2 50% 50% 50% 52% 69% 100% 50% 50% 52% 69% 100% 50% 52% 69% 100% 52% 69% 100% 71% 100% 100%
0.5 KL 50% 50% 50% 52% 71% 100% 50% 50% 52% 71% 100% 50% 52% 71% 100% 52% 71% 100% 73% 100% 100%
χ2 50% 50% 50% 52% 73% 100% 50% 50% 52% 73% 100% 50% 52% 73% 100% 52% 73% 100% 74% 100% 96%
p̂ L∞ 50% 50% 50% 52% 72% 100% 50% 50% 52% 72% 100% 50% 52% 72% 100% 52% 72% 100% 74% 100% 100%
0.6 L1 50% 50% 50% 52% 72% 100% 50% 50% 52% 72% 100% 50% 52% 72% 100% 52% 72% 100% 74% 100% 100%
ρ L2 50% 50% 50% 52% 72% 100% 50% 50% 52% 72% 100% 50% 52% 72% 100% 52% 72% 100% 74% 100% 100%
0.6 KL 50% 50% 50% 52% 76% 100% 50% 50% 52% 76% 100% 50% 52% 76% 100% 52% 76% 100% 78% 100% 100%
χ2 50% 50% 50% 52% 79% 100% 50% 50% 52% 79% 100% 50% 52% 79% 100% 52% 79% 100% 80% 100% 100%
p̂ L∞ 50% 50% 50% 52% 75% 100% 50% 50% 52% 75% 100% 50% 52% 75% 100% 52% 75% 100% 76% 100% 100%
0.6 L1 50% 50% 50% 52% 75% 100% 50% 50% 52% 75% 100% 50% 52% 75% 100% 52% 75% 100% 76% 100% 100%
ρ L2 50% 50% 50% 52% 75% 100% 50% 50% 52% 75% 100% 50% 52% 75% 100% 52% 75% 100% 76% 100% 100%
0.7 KL 50% 50% 50% 52% 85% 100% 50% 50% 52% 85% 100% 50% 52% 85% 100% 52% 85% 100% 86% 100% 100%
χ2 50% 50% 50% 52% 90% 100% 50% 50% 52% 90% 100% 50% 52% 90% 100% 52% 90% 100% 91% 100% 100%
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Table C.12: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 3 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.7 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 50% 58% 50% 60% 60% 60% 58% 50% 60% 60% 60% 42% 68% 68% 68% 60% 60% 60% 51% 52% 51%
0.7 L1 50% 58% 50% 60% 60% 60% 58% 50% 60% 60% 60% 42% 68% 68% 68% 60% 60% 60% 50% 50% 50%
ρ L2 50% 58% 50% 60% 60% 60% 58% 50% 60% 60% 60% 42% 68% 68% 68% 60% 60% 60% 50% 50% 50%
0 KL 50% 58% 50% 60% 60% 60% 58% 50% 60% 60% 60% 42% 68% 68% 68% 60% 60% 60% 68% 24% 19%
χ2 50% 58% 50% 60% 60% 60% 58% 50% 60% 60% 60% 42% 68% 68% 68% 60% 60% 60% 50% 50% 50%
p̂ L∞ 50% 53% 50% 50% 57% 100% 53% 50% 50% 57% 100% 47% 47% 54% 100% 50% 57% 100% 57% 100% 100%
0.7 L1 50% 53% 50% 50% 57% 70% 53% 50% 50% 57% 70% 47% 47% 54% 65% 50% 57% 70% 57% 70% 72%
ρ L2 50% 53% 50% 50% 57% 78% 53% 50% 50% 57% 78% 47% 47% 54% 69% 50% 57% 78% 57% 78% 100%
0.1 KL 50% 53% 50% 50% 57% 100% 53% 50% 50% 57% 100% 47% 47% 54% 88% 50% 57% 100% 57% 100% 59%
χ2 50% 53% 50% 50% 57% 100% 53% 50% 50% 57% 100% 47% 47% 54% 100% 50% 57% 100% 57% 100% 58%
p̂ L∞ 50% 53% 50% 56% 65% 100% 52% 50% 56% 65% 100% 48% 59% 67% 100% 56% 65% 100% 71% 100% 100%
0.7 L1 50% 53% 50% 56% 65% 85% 52% 50% 56% 65% 85% 48% 59% 67% 90% 56% 65% 85% 71% 97% 90%
ρ L2 50% 53% 50% 56% 65% 92% 52% 50% 56% 65% 92% 48% 59% 67% 100% 56% 65% 92% 71% 100% 100%
0.2 KL 50% 53% 50% 56% 65% 100% 52% 50% 56% 65% 100% 48% 59% 68% 100% 56% 65% 100% 71% 100% 59%
χ2 50% 53% 50% 56% 66% 100% 52% 50% 56% 66% 100% 48% 59% 68% 100% 56% 66% 100% 71% 100% 53%
p̂ L∞ 50% 51% 50% 55% 67% 100% 51% 50% 55% 67% 100% 49% 57% 68% 100% 55% 67% 100% 72% 100% 100%
0.7 L1 50% 51% 50% 55% 67% 100% 51% 50% 55% 67% 100% 49% 57% 68% 100% 55% 67% 100% 72% 100% 100%
ρ L2 50% 51% 50% 55% 67% 100% 51% 50% 55% 67% 100% 49% 57% 68% 100% 55% 67% 100% 72% 100% 100%
0.3 KL 50% 51% 50% 55% 69% 100% 51% 50% 55% 69% 100% 49% 57% 70% 100% 55% 69% 100% 73% 100% 86%
χ2 50% 51% 50% 55% 70% 100% 51% 50% 55% 70% 100% 49% 57% 71% 100% 55% 70% 100% 74% 100% 67%
p̂ L∞ 50% 51% 50% 54% 69% 100% 51% 50% 54% 69% 100% 49% 55% 70% 100% 54% 69% 100% 74% 100% 100%
0.7 L1 50% 51% 50% 54% 69% 100% 51% 50% 54% 69% 100% 49% 55% 70% 100% 54% 69% 100% 74% 100% 100%
ρ L2 50% 51% 50% 54% 69% 100% 51% 50% 54% 69% 100% 49% 55% 70% 100% 54% 69% 100% 74% 100% 100%
0.4 KL 50% 51% 50% 55% 72% 100% 51% 50% 54% 72% 100% 49% 55% 73% 100% 54% 72% 100% 76% 100% 100%
χ2 50% 51% 50% 55% 74% 100% 51% 50% 54% 74% 100% 49% 55% 74% 100% 54% 74% 100% 77% 100% 82%
p̂ L∞ 50% 50% 50% 54% 72% 100% 50% 50% 54% 72% 100% 50% 54% 72% 100% 54% 72% 100% 76% 100% 100%
0.7 L1 50% 50% 50% 54% 72% 100% 50% 50% 54% 72% 100% 50% 54% 72% 100% 54% 72% 100% 76% 100% 100%
ρ L2 50% 50% 50% 54% 72% 100% 50% 50% 54% 72% 100% 50% 54% 72% 100% 54% 72% 100% 76% 100% 100%
0.5 KL 50% 50% 50% 54% 0% 100% 50% 50% 54% 0% 100% 50% 54% 0% 100% 54% 0% 100% 0% 100% 100%
χ2 50% 50% 50% 54% 80% 100% 50% 50% 54% 80% 100% 50% 54% 80% 100% 54% 80% 100% 82% 100% 100%
p̂ L∞ 50% 50% 50% 54% 74% 100% 50% 50% 54% 74% 100% 50% 54% 74% 100% 54% 74% 100% 78% 100% 100%
0.7 L1 50% 50% 50% 54% 74% 100% 50% 50% 54% 74% 100% 50% 54% 74% 100% 54% 74% 100% 78% 100% 100%
ρ L2 50% 50% 50% 54% 74% 100% 50% 50% 54% 74% 100% 50% 54% 74% 100% 54% 74% 100% 78% 100% 100%
0.6 KL 50% 50% 50% 54% 84% 100% 50% 50% 54% 84% 100% 50% 54% 84% 100% 54% 84% 100% 86% 100% 100%
χ2 50% 50% 50% 54% 89% 100% 50% 50% 54% 89% 100% 50% 54% 89% 100% 54% 89% 100% 91% 100% 100%
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Table C.13: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 3 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.8, 0.9 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 50% 60% 50% 65% 65% 65% 60% 50% 65% 65% 65% 40% 75% 75% 75% 65% 65% 65% 44% 55% 56%
0.8 L1 50% 60% 50% 65% 65% 65% 60% 50% 65% 65% 65% 40% 75% 75% 75% 65% 65% 65% 50% 50% 50%
ρ L2 50% 60% 50% 65% 65% 65% 60% 50% 65% 65% 65% 40% 75% 75% 75% 65% 65% 65% 50% 50% 50%
0 KL 50% 60% 50% 65% 65% 65% 60% 50% 65% 65% 65% 40% 75% 75% 75% 65% 65% 65% 5% 87% 100%
χ2 50% 60% 50% 65% 65% 65% 60% 50% 65% 65% 65% 40% 75% 75% 75% 65% 65% 65% 20% 49% 80%
p̂ L∞ 50% 55% 50% 51% 62% 100% 55% 50% 51% 62% 100% 45% 46% 57% 100% 51% 62% 100% 62% 100% 100%
0.8 L1 50% 55% 50% 51% 62% 84% 55% 50% 51% 62% 84% 45% 46% 57% 74% 51% 62% 84% 62% 85% 100%
ρ L2 50% 55% 50% 51% 62% 91% 55% 50% 51% 62% 91% 45% 46% 57% 80% 51% 62% 91% 62% 92% 100%
0.1 KL 50% 55% 50% 51% 62% 100% 55% 50% 51% 62% 100% 45% 46% 58% 100% 51% 62% 100% 63% 100% 64%
χ2 50% 55% 50% 51% 63% 100% 55% 50% 51% 63% 100% 45% 46% 58% 100% 51% 63% 100% 63% 100% 62%
p̂ L∞ 50% 53% 50% 59% 69% 100% 53% 50% 59% 69% 100% 47% 61% 72% 100% 59% 69% 100% 78% 100% 100%
0.8 L1 50% 53% 50% 59% 69% 100% 53% 50% 59% 69% 100% 47% 61% 72% 100% 59% 69% 100% 78% 100% 100%
ρ L2 50% 53% 50% 59% 69% 100% 53% 50% 59% 69% 100% 47% 61% 72% 100% 59% 69% 100% 78% 100% 100%
0.2 KL 50% 53% 50% 59% 72% 100% 53% 50% 59% 72% 100% 47% 61% 74% 100% 59% 72% 100% 79% 100% 67%
χ2 50% 53% 50% 59% 73% 100% 53% 50% 59% 73% 100% 47% 61% 75% 100% 59% 73% 100% 80% 100% 55%
p̂ L∞ 50% 51% 50% 57% 71% 100% 51% 50% 57% 71% 100% 49% 58% 72% 100% 57% 71% 100% 79% 100% 100%
0.8 L1 50% 51% 50% 57% 71% 100% 51% 50% 57% 71% 100% 49% 58% 72% 100% 57% 71% 100% 79% 100% 100%
ρ L2 50% 51% 50% 57% 71% 100% 51% 50% 57% 71% 100% 49% 58% 72% 100% 57% 71% 100% 79% 100% 100%
0.3 KL 50% 51% 50% 57% 76% 100% 51% 50% 57% 75% 100% 49% 58% 76% 100% 57% 75% 100% 81% 100% 100%
χ2 50% 51% 50% 57% 78% 100% 51% 50% 57% 78% 100% 49% 58% 78% 100% 57% 78% 100% 82% 100% 79%
p̂ L∞ 50% 50% 50% 56% 74% 100% 50% 50% 56% 74% 100% 50% 56% 74% 100% 56% 74% 100% 80% 100% 100%
0.8 L1 50% 50% 50% 56% 74% 100% 50% 50% 56% 74% 100% 50% 56% 74% 100% 56% 74% 100% 80% 100% 100%
ρ L2 50% 50% 50% 56% 74% 100% 50% 50% 56% 74% 100% 50% 56% 74% 100% 56% 74% 100% 80% 100% 100%
0.4 KL 50% 50% 50% 56% 80% 100% 50% 50% 56% 80% 100% 50% 57% 81% 100% 56% 80% 100% 85% 100% 100%
χ2 50% 50% 50% 56% 84% 100% 50% 50% 56% 84% 100% 50% 57% 85% 100% 56% 84% 100% 87% 100% 100%
p̂ L∞ 50% 62% 50% 70% 70% 70% 62% 50% 70% 70% 70% 38% 82% 82% 82% 70% 70% 70% 82% 84% 51%
0.9 L1 50% 62% 50% 70% 70% 70% 62% 50% 70% 70% 70% 38% 82% 82% 82% 70% 70% 70% 90% 66% 28%
ρ L2 50% 62% 50% 70% 70% 70% 62% 50% 70% 70% 70% 38% 82% 82% 82% 70% 70% 70% 90% 66% 28%
0 KL 50% 62% 50% 71% 71% 71% 62% 50% 71% 71% 71% 38% 82% 82% 82% 71% 71% 71% 85% 0% 0%
χ2 50% 62% 50% 73% 73% 73% 62% 50% 73% 73% 73% 38% 83% 83% 83% 73% 73% 73% 50% 50% 50%
p̂ L∞ 50% 51% 50% 59% 71% 100% 51% 50% 59% 71% 100% 49% 58% 70% 100% 59% 71% 100% 80% 100% 100%
0.9 L1 50% 51% 50% 59% 71% 100% 51% 50% 59% 71% 100% 49% 58% 70% 100% 59% 71% 100% 80% 100% 100%
ρ L2 50% 51% 50% 59% 71% 100% 51% 50% 59% 71% 100% 49% 58% 70% 100% 59% 71% 100% 80% 100% 100%
0.1 KL 50% 51% 50% 59% 75% 100% 51% 50% 59% 75% 100% 49% 58% 74% 100% 59% 75% 100% 82% 100% 68%
χ2 50% 51% 50% 59% 77% 100% 51% 50% 59% 77% 100% 49% 58% 77% 100% 59% 77% 100% 83% 100% 60%
p̂ L∞ 50% 51% 50% 60% 74% 100% 51% 50% 60% 74% 100% 49% 60% 74% 100% 60% 74% 100% 84% 100% 100%
0.9 L1 50% 51% 50% 60% 74% 100% 51% 50% 60% 74% 100% 49% 60% 74% 100% 60% 74% 100% 84% 100% 100%
ρ L2 50% 51% 50% 60% 74% 100% 51% 50% 60% 74% 100% 49% 60% 74% 100% 60% 74% 100% 84% 100% 100%
0.2 KL 50% 51% 50% 60% 81% 100% 51% 50% 60% 81% 100% 49% 61% 82% 100% 60% 81% 100% 88% 100% 100%
χ2 50% 51% 50% 60% 86% 100% 51% 50% 60% 86% 100% 49% 61% 86% 100% 60% 86% 100% 90% 100% 100%
272
Percentage Of Accuracy. Sets With Four Random Variables, Marginal, and Correlation Information
Table C.14: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 4 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.5 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 54% 54% 54% 54% 54% 54% 48% 50% 50% 50% 50% 55% 55% 55% 55% 54% 54% 54% 50% 50% 50%
0.5 L1 51% 51% 51% 51% 51% 51% 49% 50% 50% 50% 50% 51% 51% 51% 51% 52% 52% 52% 50% 50% 50%
ρ L2 51% 51% 51% 51% 51% 51% 50% 50% 50% 50% 50% 51% 51% 51% 51% 50% 50% 50% 50% 50% 50%
0 KL 51% 51% 51% 51% 51% 51% 50% 50% 50% 50% 50% 51% 51% 51% 51% 100% 100% 100% 50% 44% 39%
χ2 51% 51% 51% 51% 51% 51% 50% 50% 50% 50% 50% 51% 51% 51% 51% 95% 95% 95% 50% 50% 50%
p̂ L∞ 45% 46% 57% 52% 60% 97% 48% 58% 51% 60% 97% 57% 52% 60% 97% 46% 65% 95% 58% 98% 86%
0.5 L1 48% 48% 56% 54% 61% 97% 48% 57% 50% 61% 98% 57% 51% 60% 98% 46% 62% 94% 59% 98% 62%
ρ L2 47% 48% 56% 55% 62% 100% 48% 58% 51% 62% 100% 57% 52% 61% 100% 46% 63% 96% 60% 100% 67%
0.1 KL 48% 48% 56% 54% 61% 100% 48% 58% 51% 61% 100% 57% 52% 61% 100% 46% 63% 98% 59% 100% 66%
χ2 48% 47% 58% 53% 62% 100% 47% 60% 50% 62% 100% 59% 51% 61% 100% 44% 65% 96% 59% 100% 64%
p̂ L∞ 53% 50% 58% 56% 75% 100% 47% 61% 53% 76% 100% 58% 56% 75% 100% 48% 76% 100% 73% 100% 100%
0.5 L1 53% 46% 58% 55% 73% 100% 46% 61% 52% 74% 100% 58% 54% 73% 100% 47% 73% 100% 71% 100% 72%
ρ L2 53% 45% 58% 56% 74% 100% 47% 61% 53% 74% 100% 58% 56% 74% 100% 48% 74% 100% 73% 100% 86%
0.2 KL 53% 47% 58% 56% 74% 100% 47% 61% 53% 75% 100% 58% 56% 74% 100% 48% 75% 100% 71% 100% 80%
χ2 54% 47% 60% 56% 77% 100% 45% 63% 52% 78% 100% 60% 55% 77% 100% 47% 78% 100% 73% 100% 79%
p̂ L∞ 53% 56% 58% 61% 83% 100% 48% 61% 58% 83% 100% 57% 62% 83% 100% 53% 82% 100% 82% 100% 100%
0.5 L1 52% 55% 57% 59% 82% 100% 47% 61% 56% 81% 100% 57% 60% 81% 100% 52% 81% 100% 81% 100% 96%
ρ L2 52% 57% 57% 61% 82% 100% 48% 61% 58% 82% 100% 57% 62% 82% 100% 53% 82% 100% 81% 100% 100%
0.3 KL 53% 54% 58% 61% 84% 100% 48% 61% 58% 83% 100% 57% 62% 83% 100% 53% 83% 100% 81% 100% 94%
χ2 54% 54% 60% 61% 87% 100% 47% 63% 58% 87% 100% 59% 62% 87% 100% 53% 86% 100% 85% 100% 89%
p̂ L∞ 53% 52% 57% 65% 89% 100% 49% 61% 62% 89% 100% 56% 66% 89% 100% 58% 88% 100% 89% 100% 100%
0.5 L1 53% 54% 58% 63% 88% 100% 48% 61% 61% 88% 100% 57% 65% 88% 100% 57% 88% 100% 88% 100% 100%
ρ L2 52% 56% 57% 65% 88% 100% 49% 61% 62% 88% 100% 56% 66% 89% 100% 58% 88% 100% 88% 100% 100%
0.4 KL 53% 53% 57% 65% 90% 100% 49% 61% 62% 90% 100% 56% 66% 91% 100% 58% 90% 100% 90% 100% 99%
χ2 54% 52% 60% 65% 94% 100% 47% 64% 62% 93% 100% 58% 66% 94% 100% 58% 93% 100% 94% 100% 92%
p̂ L∞ 53% 52% 58% 69% 93% 100% 48% 62% 66% 92% 100% 57% 70% 93% 100% 62% 92% 100% 93% 100% 100%
0.5 L1 54% 52% 58% 68% 92% 100% 47% 62% 64% 92% 100% 57% 68% 93% 100% 60% 92% 100% 93% 100% 100%
ρ L2 53% 53% 58% 69% 93% 100% 48% 62% 66% 92% 100% 57% 70% 93% 100% 62% 92% 100% 93% 100% 100%
0.5 KL 53% 52% 58% 69% 95% 100% 48% 62% 66% 95% 100% 57% 70% 95% 100% 62% 94% 100% 95% 100% 100%
χ2 55% 51% 60% 70% 97% 100% 47% 65% 66% 97% 100% 59% 70% 98% 100% 62% 97% 100% 98% 100% 93%
p̂ L∞ 53% 52% 58% 75% 96% 100% 49% 61% 72% 96% 100% 56% 77% 96% 100% 68% 96% 100% 96% 100% 100%
0.5 L1 52% 54% 57% 74% 96% 100% 48% 61% 71% 96% 100% 56% 75% 96% 100% 67% 95% 100% 96% 100% 100%
ρ L2 51% 58% 57% 75% 96% 100% 49% 61% 72% 96% 100% 56% 77% 96% 100% 68% 96% 100% 96% 100% 100%
0.6 KL 53% 54% 58% 76% 98% 100% 49% 61% 73% 98% 100% 56% 77% 98% 100% 69% 98% 100% 98% 100% 100%
χ2 54% 53% 60% 76% 100% 100% 48% 64% 73% 99% 100% 58% 77% 100% 100% 69% 99% 100% 100% 100% 91%
p̂ L∞ 53% 53% 57% 82% 98% 100% 49% 61% 79% 98% 100% 55% 83% 98% 100% 76% 98% 100% 99% 100% 100%
0.5 L1 53% 53% 57% 81% 98% 100% 48% 61% 79% 98% 100% 56% 82% 98% 100% 75% 98% 100% 98% 100% 100%
ρ L2 52% 54% 57% 82% 98% 100% 49% 61% 79% 98% 100% 55% 83% 98% 100% 76% 98% 100% 98% 100% 100%
0.7 KL 53% 53% 57% 83% 100% 100% 49% 61% 81% 100% 100% 55% 84% 100% 100% 78% 100% 100% 100% 100% 100%
χ2 54% 52% 59% 84% 100% 100% 48% 64% 82% 100% 100% 57% 85% 100% 100% 79% 100% 100% 100% 100% 62%
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Table C.15: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 4 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.6 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 53% 46% 69% 47% 47% 47% 48% 71% 49% 49% 49% 68% 48% 48% 48% 32% 32% 32% 50% 50% 50%
0.6 L1 53% 50% 68% 51% 51% 51% 48% 70% 49% 49% 49% 67% 51% 51% 51% 34% 34% 34% 50% 50% 50%
ρ L2 53% 49% 69% 49% 49% 49% 48% 71% 48% 48% 48% 68% 51% 51% 51% 33% 33% 33% 50% 50% 50%
0 KL 52% 48% 69% 49% 49% 49% 48% 71% 48% 48% 48% 68% 49% 49% 49% 33% 33% 33% 50% 47% 45%
χ2 53% 46% 71% 46% 46% 46% 47% 73% 47% 47% 47% 70% 47% 47% 47% 30% 30% 30% 50% 50% 50%
p̂ L∞ 45% 61% 47% 66% 78% 90% 56% 48% 63% 75% 86% 41% 67% 79% 92% 65% 76% 88% 82% 97% 96%
0.6 L1 48% 57% 48% 62% 75% 83% 53% 48% 58% 71% 77% 46% 63% 76% 84% 60% 73% 80% 80% 93% 46%
ρ L2 48% 57% 46% 64% 76% 86% 53% 49% 60% 73% 81% 45% 65% 77% 87% 62% 74% 83% 81% 95% 71%
0.1 KL 48% 57% 48% 64% 77% 94% 53% 48% 60% 74% 86% 45% 65% 78% 96% 62% 75% 90% 82% 100% 44%
χ2 46% 59% 47% 67% 81% 99% 55% 49% 62% 78% 90% 43% 68% 81% 99% 64% 79% 95% 85% 100% 38%
p̂ L∞ 43% 56% 58% 69% 84% 100% 58% 61% 67% 83% 100% 47% 70% 85% 100% 66% 82% 100% 89% 100% 100%
0.6 L1 47% 55% 52% 65% 82% 96% 55% 60% 63% 81% 94% 48% 67% 83% 97% 62% 80% 93% 87% 100% 70%
ρ L2 45% 54% 52% 67% 83% 98% 55% 61% 65% 82% 97% 47% 68% 84% 99% 63% 81% 97% 88% 100% 98%
0.2 KL 46% 53% 55% 67% 84% 100% 56% 61% 65% 83% 100% 49% 69% 85% 100% 63% 83% 100% 89% 100% 64%
χ2 44% 54% 58% 70% 88% 100% 58% 63% 68% 87% 100% 49% 72% 89% 100% 65% 86% 100% 92% 100% 56%
p̂ L∞ 53% 54% 58% 69% 88% 100% 56% 62% 68% 88% 100% 58% 70% 89% 100% 66% 87% 100% 92% 100% 100%
0.6 L1 52% 53% 58% 66% 87% 100% 53% 61% 65% 87% 100% 54% 67% 88% 100% 63% 86% 100% 91% 100% 100%
ρ L2 51% 52% 58% 68% 88% 100% 55% 62% 67% 87% 100% 54% 69% 88% 100% 65% 87% 100% 92% 100% 100%
0.3 KL 53% 53% 58% 69% 90% 100% 52% 62% 66% 89% 100% 57% 70% 90% 100% 62% 89% 100% 93% 100% 87%
χ2 54% 54% 60% 73% 93% 100% 52% 65% 70% 93% 100% 59% 73% 93% 100% 63% 92% 100% 96% 100% 73%
p̂ L∞ 53% 59% 58% 72% 92% 100% 48% 62% 71% 91% 100% 57% 73% 92% 100% 68% 91% 100% 94% 100% 100%
0.6 L1 54% 56% 58% 69% 92% 100% 50% 62% 68% 91% 100% 56% 70% 92% 100% 66% 91% 100% 94% 100% 100%
ρ L2 53% 58% 58% 71% 92% 100% 51% 62% 70% 91% 100% 56% 72% 92% 100% 67% 91% 100% 94% 100% 100%
0.4 KL 53% 58% 58% 72% 94% 100% 49% 62% 69% 94% 100% 57% 73% 94% 100% 64% 93% 100% 96% 100% 99%
χ2 55% 61% 60% 75% 97% 100% 47% 65% 69% 96% 100% 59% 75% 97% 100% 63% 96% 100% 98% 100% 81%
p̂ L∞ 53% 52% 58% 74% 95% 100% 48% 62% 72% 94% 100% 57% 75% 95% 100% 66% 94% 100% 97% 100% 100%
0.6 L1 51% 54% 57% 71% 95% 100% 47% 61% 69% 94% 100% 57% 71% 95% 100% 66% 94% 100% 96% 100% 100%
ρ L2 50% 57% 57% 74% 95% 100% 48% 62% 71% 94% 100% 57% 74% 95% 100% 69% 94% 100% 97% 100% 100%
0.5 KL 52% 54% 58% 73% 97% 100% 48% 62% 70% 97% 100% 57% 75% 97% 100% 66% 97% 100% 98% 100% 100%
χ2 54% 53% 60% 74% 99% 100% 47% 64% 71% 99% 100% 59% 76% 99% 100% 66% 99% 100% 100% 100% 85%
p̂ L∞ 53% 60% 58% 77% 98% 100% 49% 62% 75% 97% 100% 56% 79% 98% 100% 72% 97% 100% 99% 100% 100%
0.6 L1 52% 56% 57% 76% 98% 100% 48% 61% 74% 97% 100% 56% 77% 98% 100% 71% 97% 100% 99% 100% 100%
ρ L2 52% 58% 58% 78% 98% 100% 49% 62% 77% 97% 100% 56% 80% 98% 100% 74% 97% 100% 99% 100% 100%
0.6 KL 53% 54% 58% 79% 99% 100% 49% 62% 76% 99% 100% 56% 80% 99% 100% 72% 99% 100% 100% 100% 100%
χ2 54% 53% 60% 79% 100% 100% 48% 64% 76% 100% 100% 58% 80% 100% 100% 73% 100% 100% 100% 100% 78%
p̂ L∞ 53% 53% 58% 85% 99% 100% 49% 62% 83% 99% 100% 56% 86% 99% 100% 81% 99% 100% 99% 100% 100%
0.6 L1 54% 52% 58% 84% 99% 100% 48% 61% 82% 99% 100% 56% 84% 99% 100% 80% 98% 100% 99% 100% 100%
ρ L2 53% 53% 58% 86% 99% 100% 49% 62% 84% 99% 100% 56% 86% 99% 100% 82% 99% 100% 99% 100% 100%
0.7 KL 53% 52% 58% 88% 100% 100% 49% 62% 87% 100% 100% 56% 89% 100% 100% 84% 100% 100% 100% 100% 100%
χ2 55% 51% 60% 89% 100% 100% 48% 64% 88% 100% 100% 58% 90% 100% 100% 85% 100% 100% 100% 100% 18%
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Table C.16: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 4 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.7 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 54% 61% 69% 66% 66% 66% 56% 73% 61% 61% 61% 59% 78% 78% 78% 47% 47% 47% 50% 50% 50%
0.7 L1 54% 63% 68% 69% 69% 69% 58% 72% 65% 65% 65% 57% 79% 79% 79% 50% 50% 50% 50% 50% 50%
ρ L2 54% 62% 68% 68% 68% 68% 57% 73% 64% 64% 64% 57% 78% 78% 78% 50% 50% 50% 50% 50% 50%
0 KL 54% 62% 68% 68% 68% 68% 57% 73% 64% 64% 64% 58% 78% 78% 78% 49% 49% 49% 41% 65% 82%
χ2 56% 60% 72% 66% 66% 66% 55% 77% 61% 61% 61% 62% 76% 76% 76% 45% 45% 45% 41% 50% 59%
p̂ L∞ 45% 53% 66% 66% 82% 92% 56% 65% 65% 81% 92% 67% 68% 83% 93% 27% 90% 98% 89% 97% 100%
0.7 L1 49% 54% 66% 64% 80% 86% 52% 64% 63% 79% 85% 67% 66% 81% 87% 30% 89% 96% 88% 95% 60%
ρ L2 47% 54% 66% 65% 81% 89% 53% 65% 64% 80% 88% 68% 66% 82% 90% 28% 90% 97% 89% 96% 100%
0.1 KL 45% 53% 66% 66% 86% 96% 54% 65% 64% 84% 93% 67% 67% 87% 97% 31% 90% 100% 92% 100% 30%
χ2 41% 54% 69% 69% 90% 100% 58% 68% 68% 88% 100% 70% 71% 90% 100% 29% 93% 97% 94% 100% 24%
p̂ L∞ 46% 62% 47% 76% 90% 100% 57% 58% 72% 89% 100% 44% 77% 91% 100% 71% 88% 99% 96% 100% 100%
0.7 L1 50% 58% 51% 73% 90% 98% 53% 58% 69% 88% 97% 49% 74% 91% 98% 67% 87% 97% 95% 100% 95%
ρ L2 49% 59% 50% 74% 90% 99% 53% 58% 70% 88% 99% 48% 76% 91% 99% 69% 88% 98% 96% 100% 100%
0.2 KL 50% 59% 51% 74% 92% 100% 53% 58% 69% 90% 100% 48% 75% 93% 100% 68% 90% 100% 97% 100% 53%
χ2 48% 61% 49% 77% 95% 100% 55% 60% 72% 94% 100% 46% 79% 96% 100% 71% 93% 100% 98% 100% 39%
p̂ L∞ 53% 59% 58% 76% 94% 100% 59% 62% 76% 93% 100% 46% 78% 94% 100% 75% 93% 100% 98% 100% 100%
0.7 L1 54% 55% 58% 73% 94% 100% 55% 61% 73% 93% 100% 48% 75% 94% 100% 72% 93% 100% 98% 100% 100%
ρ L2 53% 54% 58% 75% 94% 100% 57% 62% 74% 93% 100% 49% 77% 94% 100% 73% 93% 100% 98% 100% 100%
0.3 KL 53% 55% 58% 75% 96% 100% 56% 61% 74% 96% 100% 54% 77% 96% 100% 72% 95% 100% 99% 100% 87%
χ2 54% 57% 60% 79% 98% 100% 59% 64% 77% 98% 100% 56% 81% 98% 100% 75% 98% 100% 99% 100% 61%
p̂ L∞ 53% 59% 58% 76% 95% 100% 48% 62% 76% 95% 100% 57% 77% 95% 100% 74% 95% 100% 98% 100% 100%
0.7 L1 52% 56% 58% 74% 95% 100% 51% 61% 73% 95% 100% 56% 75% 95% 100% 72% 95% 100% 98% 100% 100%
ρ L2 51% 58% 57% 76% 95% 100% 52% 62% 75% 95% 100% 55% 76% 95% 100% 73% 95% 100% 98% 100% 100%
0.4 KL 53% 58% 58% 77% 97% 100% 49% 62% 75% 97% 100% 56% 78% 98% 100% 72% 97% 100% 99% 100% 100%
χ2 54% 61% 60% 81% 99% 100% 48% 64% 78% 99% 100% 58% 81% 99% 100% 75% 99% 100% 100% 100% 75%
p̂ L∞ 53% 52% 58% 79% 97% 100% 49% 62% 78% 97% 100% 56% 79% 97% 100% 77% 97% 100% 99% 100% 100%
0.7 L1 54% 52% 58% 77% 97% 100% 48% 62% 76% 97% 100% 57% 78% 97% 100% 75% 97% 100% 99% 100% 100%
ρ L2 53% 53% 58% 79% 97% 100% 49% 62% 78% 97% 100% 56% 79% 97% 100% 76% 97% 100% 99% 100% 100%
0.5 KL 53% 52% 58% 81% 99% 100% 49% 62% 79% 99% 100% 56% 81% 99% 100% 75% 99% 100% 100% 100% 100%
χ2 55% 51% 60% 84% 100% 100% 47% 64% 81% 100% 100% 58% 84% 100% 100% 76% 100% 100% 100% 100% 77%
p̂ L∞ 53% 53% 58% 83% 98% 100% 49% 61% 82% 98% 100% 56% 83% 98% 100% 81% 98% 100% 100% 100% 100%
0.7 L1 53% 54% 58% 83% 98% 100% 48% 61% 82% 98% 100% 56% 83% 98% 100% 81% 98% 100% 99% 100% 100%
ρ L2 52% 56% 58% 84% 98% 100% 49% 61% 83% 98% 100% 56% 84% 98% 100% 82% 98% 100% 99% 100% 100%
0.6 KL 53% 53% 58% 87% 100% 100% 49% 61% 86% 100% 100% 56% 88% 100% 100% 83% 100% 100% 100% 100% 100%
χ2 55% 52% 60% 89% 100% 100% 48% 64% 87% 100% 100% 58% 90% 100% 100% 84% 100% 100% 100% 100% 34%
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Table C.17: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 4 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.8, 0.9 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 54% 67% 69% 81% 81% 81% 62% 73% 78% 78% 78% 53% 92% 92% 92% 66% 66% 66% 61% 59% 48%
0.8 L1 54% 70% 68% 85% 85% 85% 65% 72% 81% 81% 81% 50% 93% 93% 93% 69% 69% 69% 50% 50% 50%
ρ L2 54% 69% 68% 85% 85% 85% 64% 73% 81% 81% 81% 50% 93% 93% 93% 70% 70% 70% 50% 50% 50%
0 KL 54% 69% 68% 84% 84% 84% 64% 73% 81% 81% 81% 51% 93% 93% 93% 68% 68% 68% 59% 3% 1%
χ2 57% 67% 73% 85% 85% 85% 62% 78% 80% 80% 80% 56% 94% 94% 94% 65% 65% 65% 50% 50% 50%
p̂ L∞ 53% 46% 68% 67% 87% 99% 48% 71% 72% 89% 99% 67% 66% 87% 99% 24% 94% 100% 94% 100% 100%
0.8 L1 53% 51% 67% 66% 86% 95% 47% 70% 70% 88% 96% 66% 65% 86% 95% 29% 94% 99% 93% 99% 100%
ρ L2 53% 49% 68% 67% 87% 97% 47% 71% 70% 88% 97% 67% 66% 86% 96% 26% 94% 99% 93% 99% 100%
0.1 KL 53% 48% 67% 68% 92% 100% 48% 71% 72% 93% 100% 66% 67% 92% 100% 32% 96% 100% 97% 100% 29%
χ2 54% 43% 70% 72% 96% 100% 46% 74% 77% 96% 100% 70% 71% 95% 100% 29% 98% 99% 98% 100% 25%
p̂ L∞ 45% 63% 49% 82% 95% 100% 59% 58% 80% 94% 100% 42% 84% 96% 100% 79% 94% 100% 99% 100% 100%
0.8 L1 49% 59% 50% 80% 95% 100% 55% 57% 78% 94% 100% 46% 82% 96% 100% 77% 94% 100% 99% 100% 100%
ρ L2 49% 60% 49% 81% 95% 100% 56% 58% 79% 94% 100% 45% 83% 96% 100% 78% 94% 100% 99% 100% 100%
0.2 KL 49% 60% 50% 81% 97% 100% 55% 57% 78% 96% 100% 45% 83% 98% 100% 77% 96% 100% 99% 100% 62%
χ2 47% 63% 49% 83% 99% 100% 58% 60% 81% 99% 100% 43% 85% 99% 100% 80% 99% 100% 100% 100% 39%
p̂ L∞ 45% 59% 58% 81% 96% 100% 56% 62% 80% 96% 100% 57% 82% 96% 100% 79% 96% 100% 99% 100% 100%
0.8 L1 47% 56% 56% 79% 96% 100% 54% 61% 78% 96% 100% 53% 80% 96% 100% 77% 96% 100% 99% 100% 100%
ρ L2 47% 58% 56% 80% 96% 100% 55% 62% 79% 96% 100% 53% 81% 96% 100% 78% 96% 100% 99% 100% 100%
0.3 KL 51% 58% 58% 81% 98% 100% 52% 62% 79% 98% 100% 56% 81% 98% 100% 77% 98% 100% 100% 100% 99%
χ2 53% 61% 60% 84% 100% 100% 51% 64% 82% 100% 100% 58% 84% 100% 100% 80% 100% 100% 100% 100% 72%
p̂ L∞ 53% 60% 58% 83% 98% 100% 49% 61% 83% 98% 100% 56% 83% 98% 100% 82% 98% 100% 100% 100% 100%
0.8 L1 54% 57% 58% 82% 98% 100% 49% 61% 82% 98% 100% 56% 82% 98% 100% 81% 98% 100% 100% 100% 100%
ρ L2 53% 58% 58% 83% 98% 100% 50% 61% 82% 98% 100% 56% 83% 98% 100% 82% 98% 100% 100% 100% 100%
0.4 KL 53% 54% 58% 85% 100% 100% 49% 61% 84% 99% 100% 56% 86% 100% 100% 82% 99% 100% 100% 100% 100%
χ2 55% 53% 60% 88% 100% 100% 47% 64% 87% 100% 100% 58% 89% 100% 100% 85% 100% 100% 100% 100% 78%
p̂ L∞ 54% 71% 69% 92% 92% 92% 66% 73% 91% 91% 91% 49% 98% 98% 98% 83% 83% 83% 57% 13% 12%
0.9 L1 54% 74% 68% 94% 94% 94% 69% 72% 92% 92% 92% 46% 98% 98% 98% 87% 87% 87% 52% 50% 48%
ρ L2 55% 73% 69% 94% 94% 94% 68% 73% 93% 93% 93% 46% 98% 98% 98% 87% 87% 87% 51% 46% 24%
0 KL 54% 73% 68% 94% 94% 94% 68% 73% 93% 93% 93% 47% 99% 99% 99% 86% 86% 86% 0% 100% 100%
χ2 58% 72% 74% 96% 96% 96% 66% 78% 95% 95% 95% 54% 99% 99% 99% 89% 89% 89% 3% 24% 96%
p̂ L∞ 48% 59% 64% 87% 97% 100% 56% 62% 84% 96% 100% 67% 88% 98% 100% 91% 98% 100% 100% 100% 100%
0.9 L1 51% 58% 64% 85% 97% 100% 53% 60% 83% 96% 100% 67% 87% 97% 100% 90% 98% 100% 100% 100% 100%
ρ L2 50% 58% 65% 86% 97% 100% 54% 61% 83% 96% 100% 68% 88% 98% 100% 91% 98% 100% 100% 100% 100%
0.1 KL 49% 58% 64% 85% 99% 100% 54% 60% 82% 98% 100% 68% 87% 99% 100% 90% 99% 100% 100% 100% 39%
χ2 47% 60% 67% 88% 100% 100% 56% 63% 85% 100% 100% 70% 90% 100% 100% 92% 100% 100% 100% 100% 28%
p̂ L∞ 53% 59% 58% 88% 98% 100% 48% 62% 88% 98% 100% 57% 89% 98% 100% 87% 98% 100% 100% 100% 100%
0.9 L1 54% 56% 58% 87% 98% 100% 52% 61% 87% 98% 100% 55% 88% 98% 100% 86% 98% 100% 100% 100% 100%
ρ L2 53% 58% 58% 88% 98% 100% 53% 62% 87% 98% 100% 55% 88% 98% 100% 87% 98% 100% 100% 100% 100%
0.2 KL 53% 58% 58% 88% 100% 100% 50% 62% 87% 100% 100% 56% 89% 100% 100% 86% 100% 100% 100% 100% 100%
χ2 55% 62% 60% 91% 100% 100% 48% 65% 90% 100% 100% 58% 91% 100% 100% 89% 100% 100% 100% 100% 88%
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Percentage Of Accuracy. Sets With Six Random Variables, Marginal, and Correlation Information
Table C.18: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 6 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.5 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 57% 57% 57% 57% 57% 57% 55% 57% 57% 57% 57% 43% 43% 43% 43% 80% 80% 80% 49% 50% 51%
0.5 L1 58% 58% 58% 58% 58% 58% 53% 53% 53% 53% 53% 50% 50% 50% 50% 45% 45% 45% 50% 50% 50%
ρ L2 58% 58% 58% 58% 58% 58% 54% 54% 54% 54% 54% 52% 52% 52% 52% 50% 50% 50% 50% 50% 50%
0 KL 59% 59% 59% 59% 59% 59% 54% 54% 54% 54% 54% 52% 52% 52% 52% 100% 100% 100% 50% 50% 56%
χ2 58% 58% 58% 58% 58% 58% 55% 55% 55% 55% 55% 55% 55% 55% 55% 64% 64% 64% 48% 50% 53%
p̂ L∞ 55% 57% 68% 58% 89% 99% 57% 65% 64% 91% 99% 64% 66% 91% 99% 45% 89% 92% 90% 100% 52%
0.5 L1 59% 58% 70% 66% 89% 100% 50% 70% 62% 91% 100% 69% 64% 91% 100% 45% 88% 98% 88% 100% 41%
ρ L2 58% 57% 72% 67% 90% 100% 48% 75% 63% 91% 100% 73% 65% 91% 100% 43% 89% 94% 90% 100% 38%
0.1 KL 59% 59% 73% 68% 91% 100% 48% 76% 62% 92% 100% 74% 64% 92% 100% 41% 90% 99% 90% 100% 51%
χ2 60% 59% 78% 67% 92% 100% 45% 81% 61% 94% 100% 79% 64% 94% 100% 37% 92% 97% 92% 100% 52%
p̂ L∞ 57% 57% 71% 84% 99% 100% 61% 62% 84% 99% 100% 59% 87% 99% 100% 70% 98% 100% 96% 100% 98%
0.5 L1 56% 60% 68% 86% 98% 100% 54% 70% 84% 98% 100% 64% 88% 98% 100% 71% 98% 100% 96% 100% 70%
ρ L2 56% 60% 73% 89% 99% 100% 53% 74% 87% 99% 100% 68% 90% 99% 100% 72% 99% 100% 98% 100% 90%
0.2 KL 58% 61% 74% 88% 99% 100% 53% 75% 85% 99% 100% 69% 90% 99% 100% 67% 99% 100% 97% 100% 93%
χ2 61% 59% 80% 86% 99% 100% 48% 81% 83% 99% 100% 75% 89% 99% 100% 61% 99% 100% 99% 100% 92%
p̂ L∞ 59% 55% 70% 94% 100% 100% 57% 68% 92% 100% 100% 64% 95% 100% 100% 85% 100% 100% 100% 100% 100%
0.5 L1 56% 62% 69% 93% 100% 100% 55% 71% 91% 100% 100% 64% 94% 100% 100% 84% 100% 100% 99% 100% 95%
ρ L2 54% 61% 73% 95% 100% 100% 54% 78% 93% 100% 100% 69% 96% 100% 100% 86% 100% 100% 100% 100% 100%
0.3 KL 58% 60% 74% 94% 100% 100% 54% 78% 92% 100% 100% 71% 95% 100% 100% 82% 100% 100% 100% 100% 100%
χ2 61% 56% 80% 93% 100% 100% 48% 83% 91% 100% 100% 77% 95% 100% 100% 77% 100% 100% 100% 100% 97%
p̂ L∞ 60% 56% 71% 99% 100% 100% 58% 66% 99% 100% 100% 62% 99% 100% 100% 97% 100% 100% 100% 100% 100%
0.5 L1 53% 61% 65% 99% 100% 100% 58% 67% 99% 100% 100% 60% 99% 100% 100% 96% 100% 100% 100% 100% 100%
ρ L2 54% 61% 70% 99% 100% 100% 54% 74% 99% 100% 100% 65% 99% 100% 100% 98% 100% 100% 100% 100% 100%
0.4 KL 57% 61% 71% 99% 100% 100% 54% 75% 99% 100% 100% 66% 99% 100% 100% 94% 100% 100% 100% 100% 100%
χ2 61% 58% 77% 99% 100% 100% 49% 80% 98% 100% 100% 73% 99% 100% 100% 91% 100% 100% 100% 100% 96%
p̂ L∞ 64% 62% 76% 99% 100% 100% 42% 78% 100% 100% 100% 75% 100% 100% 100% 98% 100% 100% 100% 100% 100%
0.5 L1 61% 59% 73% 99% 100% 100% 41% 80% 99% 100% 100% 73% 99% 100% 100% 97% 100% 100% 100% 100% 100%
ρ L2 61% 59% 74% 99% 100% 100% 38% 86% 100% 100% 100% 79% 100% 100% 100% 98% 100% 100% 100% 100% 100%
0.5 KL 66% 61% 79% 99% 100% 100% 38% 86% 99% 100% 100% 80% 100% 100% 100% 94% 100% 100% 100% 100% 100%
χ2 67% 61% 83% 99% 100% 100% 32% 90% 99% 100% 100% 86% 100% 100% 100% 91% 100% 100% 100% 100% 83%
p̂ L∞ 50% 56% 66% 100% 100% 100% 66% 59% 100% 100% 100% 54% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 57% 66% 65% 100% 100% 100% 65% 63% 100% 100% 100% 54% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 54% 66% 70% 100% 100% 100% 64% 68% 100% 100% 100% 57% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 KL 57% 65% 71% 100% 100% 100% 64% 69% 100% 100% 100% 59% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 54% 59% 78% 100% 100% 100% 58% 77% 100% 100% 100% 67% 100% 100% 100% 100% 100% 100% 100% 100% 14%
p̂ L∞ 54% 58% 68% 100% 100% 100% 68% 59% 100% 100% 100% 53% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 59% 67% 67% 100% 100% 100% 66% 63% 100% 100% 100% 53% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 57% 67% 71% 100% 100% 100% 65% 70% 100% 100% 100% 58% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 KL 60% 67% 71% 100% 100% 100% 65% 71% 100% 100% 100% 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 59% 62% 78% 100% 100% 100% 58% 78% 100% 100% 100% 69% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table C.19: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 6 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.6 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 59% 53% 63% 60% 60% 60% 31% 58% 71% 71% 71% 61% 70% 70% 70% 43% 43% 43% 27% 46% 63%
0.6 L1 61% 60% 82% 62% 62% 62% 38% 74% 68% 68% 68% 77% 63% 63% 63% 27% 27% 27% 54% 32% 46%
ρ L2 59% 59% 86% 60% 60% 60% 40% 75% 69% 69% 69% 79% 63% 63% 63% 26% 26% 26% 35% 29% 43%
0 KL 62% 61% 90% 63% 63% 63% 38% 85% 67% 67% 67% 87% 65% 65% 65% 16% 16% 16% 43% 100% 100%
χ2 61% 60% 94% 62% 62% 62% 36% 90% 64% 64% 64% 92% 66% 66% 66% 11% 11% 11% 62% 99% 47%
p̂ L∞ 54% 60% 68% 88% 100% 100% 54% 68% 88% 100% 100% 63% 91% 100% 100% 91% 100% 100% 100% 100% 99%
0.6 L1 60% 68% 72% 89% 100% 100% 67% 71% 89% 100% 100% 64% 93% 100% 100% 93% 100% 100% 100% 100% 2%
ρ L2 60% 68% 73% 90% 100% 100% 67% 73% 90% 100% 100% 74% 94% 100% 100% 94% 100% 100% 100% 100% 21%
0.1 KL 59% 68% 74% 90% 100% 100% 67% 72% 90% 100% 100% 67% 94% 100% 100% 91% 100% 100% 100% 100% 5%
χ2 56% 64% 74% 89% 100% 100% 63% 72% 89% 100% 100% 67% 94% 100% 100% 89% 100% 100% 100% 100% 7%
p̂ L∞ 60% 59% 73% 94% 100% 100% 56% 74% 94% 100% 100% 69% 96% 100% 100% 90% 100% 100% 100% 100% 100%
0.6 L1 60% 62% 72% 93% 100% 100% 59% 77% 93% 100% 100% 62% 96% 100% 100% 88% 100% 100% 100% 100% 13%
ρ L2 59% 62% 75% 94% 100% 100% 61% 82% 95% 100% 100% 67% 97% 100% 100% 90% 100% 100% 100% 100% 90%
0.2 KL 60% 61% 76% 94% 100% 100% 57% 83% 93% 100% 100% 77% 96% 100% 100% 80% 100% 100% 100% 100% 28%
χ2 62% 61% 80% 93% 100% 100% 55% 87% 92% 100% 100% 82% 96% 100% 100% 74% 100% 100% 100% 100% 21%
p̂ L∞ 60% 51% 74% 90% 100% 100% 46% 75% 85% 100% 100% 73% 88% 100% 100% 82% 100% 100% 100% 100% 100%
0.6 L1 54% 52% 72% 92% 100% 100% 42% 81% 88% 100% 100% 76% 90% 100% 100% 84% 100% 100% 100% 100% 98%
ρ L2 54% 51% 74% 92% 100% 100% 40% 86% 88% 100% 100% 79% 90% 100% 100% 85% 100% 100% 100% 100% 100%
0.3 KL 59% 57% 80% 95% 100% 100% 39% 86% 91% 100% 100% 81% 94% 100% 100% 81% 100% 100% 100% 100% 95%
χ2 62% 56% 84% 96% 100% 100% 36% 89% 91% 100% 100% 85% 94% 100% 100% 77% 100% 100% 100% 100% 62%
p̂ L∞ 60% 56% 73% 95% 100% 100% 54% 72% 94% 100% 100% 67% 95% 100% 100% 91% 100% 100% 100% 100% 100%
0.6 L1 54% 58% 67% 96% 100% 100% 51% 73% 96% 100% 100% 66% 96% 100% 100% 94% 100% 100% 100% 100% 100%
ρ L2 54% 57% 71% 96% 100% 100% 50% 80% 96% 100% 100% 71% 96% 100% 100% 95% 100% 100% 100% 100% 100%
0.4 KL 60% 62% 76% 96% 100% 100% 51% 81% 95% 100% 100% 72% 96% 100% 100% 92% 100% 100% 100% 100% 100%
χ2 64% 60% 84% 96% 100% 100% 44% 87% 95% 100% 100% 80% 96% 100% 100% 90% 100% 100% 100% 100% 66%
p̂ L∞ 62% 55% 72% 98% 100% 100% 46% 73% 97% 100% 100% 70% 98% 100% 100% 96% 100% 100% 100% 100% 100%
0.6 L1 55% 58% 69% 99% 100% 100% 48% 75% 99% 100% 100% 69% 99% 100% 100% 98% 100% 100% 100% 100% 100%
ρ L2 56% 58% 73% 99% 100% 100% 44% 79% 99% 100% 100% 72% 99% 100% 100% 98% 100% 100% 100% 100% 100%
0.5 KL 58% 60% 74% 99% 100% 100% 44% 80% 99% 100% 100% 73% 99% 100% 100% 96% 100% 100% 100% 100% 100%
χ2 61% 59% 79% 99% 100% 100% 39% 85% 99% 100% 100% 79% 99% 100% 100% 95% 100% 100% 100% 100% 30%
p̂ L∞ 58% 56% 70% 100% 100% 100% 60% 65% 100% 100% 100% 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 L1 58% 61% 69% 100% 100% 100% 56% 68% 100% 100% 100% 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 59% 62% 72% 100% 100% 100% 56% 74% 100% 100% 100% 64% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 KL 63% 64% 75% 100% 100% 100% 56% 75% 100% 100% 100% 66% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 65% 60% 81% 100% 100% 100% 51% 81% 100% 100% 100% 74% 100% 100% 100% 100% 100% 100% 100% 100% 3%
p̂ L∞ 53% 56% 69% 100% 100% 100% 48% 62% 100% 100% 100% 61% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 L1 62% 62% 65% 100% 100% 100% 48% 62% 100% 100% 100% 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 58% 62% 69% 100% 100% 100% 52% 67% 100% 100% 100% 64% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 KL 50% 64% 70% 100% 100% 100% 59% 75% 100% 100% 100% 66% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 45% 62% 76% 100% 100% 100% 59% 83% 100% 100% 100% 73% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table C.20: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 6 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.7 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 81% 61% 97% 93% 93% 93% 30% 98% 77% 77% 77% 92% 95% 95% 95% 38% 38% 38% 50% 50% 50%
0.7 L1 82% 72% 95% 96% 96% 96% 37% 98% 80% 80% 80% 90% 97% 97% 97% 49% 49% 49% 50% 50% 50%
ρ L2 84% 72% 96% 95% 95% 95% 33% 99% 78% 78% 78% 92% 97% 97% 97% 45% 45% 45% 50% 50% 50%
0 KL 85% 70% 99% 95% 95% 95% 30% 99% 74% 74% 74% 97% 97% 97% 97% 12% 12% 12% 50% 24% 10%
χ2 89% 63% 100% 92% 92% 92% 18% 99% 65% 65% 65% 99% 96% 96% 96% 3% 3% 3% 50% 50% 50%
p̂ L∞ 56% 60% 96% 90% 100% 100% 58% 94% 88% 99% 100% 97% 91% 100% 100% 0% 100% 100% 100% 100% 100%
0.7 L1 56% 59% 96% 88% 100% 100% 51% 93% 86% 99% 100% 97% 89% 100% 100% 0% 95% 78% 100% 100% 4%
ρ L2 56% 61% 96% 89% 100% 100% 52% 94% 87% 100% 100% 98% 90% 100% 100% 0% 100% 100% 100% 100% 100%
0.1 KL 60% 62% 96% 89% 100% 100% 52% 93% 86% 100% 100% 97% 91% 100% 100% 1% 99% 91% 100% 100% 1%
χ2 64% 61% 98% 91% 100% 100% 51% 95% 87% 100% 100% 99% 93% 100% 100% 0% 100% 98% 100% 100% 2%
p̂ L∞ 60% 63% 66% 100% 100% 100% 61% 66% 100% 100% 100% 56% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.7 L1 56% 63% 63% 100% 100% 100% 62% 62% 100% 100% 100% 51% 100% 100% 100% 99% 100% 100% 100% 100% 77%
ρ L2 56% 63% 67% 100% 100% 100% 62% 66% 100% 100% 100% 52% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.2 KL 57% 65% 71% 99% 100% 100% 62% 71% 99% 100% 100% 57% 100% 100% 100% 98% 100% 100% 100% 100% 8%
χ2 57% 62% 77% 100% 100% 100% 59% 76% 100% 100% 100% 65% 100% 100% 100% 96% 100% 100% 100% 100% 4%
p̂ L∞ 59% 55% 72% 100% 100% 100% 49% 70% 99% 100% 100% 68% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.7 L1 54% 59% 71% 99% 100% 100% 47% 75% 99% 100% 100% 70% 99% 100% 100% 98% 100% 100% 100% 100% 100%
ρ L2 53% 58% 74% 100% 100% 100% 46% 81% 99% 100% 100% 74% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.3 KL 59% 59% 76% 100% 100% 100% 44% 82% 98% 100% 100% 76% 99% 100% 100% 94% 100% 100% 100% 100% 92%
χ2 62% 58% 82% 100% 100% 100% 39% 87% 99% 100% 100% 81% 100% 100% 100% 92% 100% 100% 100% 100% 39%
p̂ L∞ 58% 58% 72% 100% 100% 100% 62% 64% 100% 100% 100% 59% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 56% 64% 67% 100% 100% 100% 62% 68% 100% 100% 100% 58% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 55% 65% 72% 100% 100% 100% 61% 74% 100% 100% 100% 62% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.4 KL 58% 65% 74% 100% 100% 100% 59% 75% 100% 100% 100% 65% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 58% 61% 81% 100% 100% 100% 53% 82% 100% 100% 100% 73% 100% 100% 100% 100% 100% 100% 100% 100% 33%
p̂ L∞ 59% 55% 70% 100% 100% 100% 59% 64% 100% 100% 100% 60% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.7 L1 56% 62% 70% 100% 100% 100% 53% 72% 100% 100% 100% 64% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 55% 61% 73% 100% 100% 100% 54% 77% 100% 100% 100% 67% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 KL 62% 61% 76% 100% 100% 100% 54% 77% 100% 100% 100% 69% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 64% 58% 81% 100% 100% 100% 49% 83% 100% 100% 100% 76% 100% 100% 100% 100% 100% 100% 100% 100% 4%
p̂ L∞ 57% 54% 73% 100% 100% 100% 62% 63% 100% 100% 100% 59% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 60% 63% 66% 100% 100% 100% 58% 63% 100% 100% 100% 57% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 57% 61% 71% 100% 100% 100% 60% 69% 100% 100% 100% 62% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 KL 57% 64% 73% 100% 100% 100% 60% 72% 100% 100% 100% 63% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 55% 59% 79% 100% 100% 100% 58% 79% 100% 100% 100% 71% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table C.21: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 6 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.8, 0.9 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ 70% 57% 98% 100% 100% 100% 41% 100% 100% 100% 100% 94% 100% 100% 100% 59% 59% 59% 50% 50% 50%
0.8 L1 69% 64% 98% 100% 100% 100% 46% 100% 100% 100% 100% 92% 100% 100% 100% 65% 65% 65% 50% 50% 50%
ρ L2 69% 62% 98% 100% 100% 100% 44% 100% 100% 100% 100% 94% 100% 100% 100% 61% 61% 61% 50% 50% 50%
0 KL 69% 73% 99% 100% 100% 100% 42% 100% 100% 100% 100% 97% 100% 100% 100% 46% 46% 46% 50% 50% 50%
χ2 77% 65% 100% 100% 100% 100% 35% 100% 99% 99% 99% 100% 100% 100% 100% 32% 32% 32% 50% 50% 50%
p̂ L∞ 58% 43% 88% 87% 100% 100% 32% 86% 81% 96% 100% 87% 85% 99% 100% 1% 100% 100% 100% 100% 100%
0.8 L1 70% 50% 88% 86% 100% 100% 16% 86% 76% 94% 100% 88% 83% 98% 100% 2% 100% 100% 100% 100% 100%
ρ L2 64% 47% 89% 87% 100% 100% 18% 87% 79% 95% 100% 88% 84% 98% 100% 1% 100% 100% 100% 100% 100%
0.1 KL 70% 57% 89% 87% 100% 100% 17% 86% 77% 100% 100% 88% 84% 100% 100% 7% 100% 100% 100% 100% 0%
χ2 65% 51% 93% 89% 100% 100% 23% 88% 81% 100% 100% 90% 86% 100% 100% 5% 100% 100% 100% 100% 1%
p̂ L∞ 62% 55% 74% 100% 100% 100% 48% 71% 100% 100% 100% 72% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.8 L1 57% 59% 69% 100% 100% 100% 48% 75% 100% 100% 100% 66% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 56% 60% 71% 100% 100% 100% 49% 81% 100% 100% 100% 68% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.2 KL 61% 61% 78% 100% 100% 100% 49% 79% 100% 100% 100% 75% 100% 100% 100% 99% 100% 100% 100% 100% 22%
χ2 64% 59% 82% 100% 100% 100% 46% 83% 100% 100% 100% 80% 100% 100% 100% 98% 100% 100% 100% 100% 11%
p̂ L∞ 58% 59% 69% 100% 100% 100% 57% 66% 100% 100% 100% 62% 100% 100% 100% 99% 100% 100% 100% 100% 100%
0.8 L1 57% 61% 68% 100% 100% 100% 47% 72% 100% 100% 100% 65% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 57% 60% 69% 100% 100% 100% 49% 76% 100% 100% 100% 68% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.3 KL 58% 64% 74% 100% 100% 100% 52% 76% 100% 100% 100% 68% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 59% 61% 80% 100% 100% 100% 47% 83% 100% 100% 100% 75% 100% 100% 100% 100% 100% 100% 100% 100% 48%
p̂ L∞ 59% 59% 72% 100% 100% 100% 61% 67% 100% 100% 100% 61% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.8 L1 55% 63% 66% 100% 100% 100% 59% 68% 100% 100% 100% 59% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 56% 62% 71% 100% 100% 100% 57% 73% 100% 100% 100% 63% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.4 KL 59% 64% 73% 100% 100% 100% 57% 74% 100% 100% 100% 65% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 62% 59% 81% 100% 100% 100% 52% 82% 100% 100% 100% 73% 100% 100% 100% 100% 100% 100% 100% 100% 4%
p̂ L∞ 49% 78% 94% 100% 100% 100% 76% 96% 100% 100% 100% 69% 100% 100% 100% 96% 96% 96% 100% 100% 50%
0.9 L1 48% 80% 91% 100% 100% 100% 77% 95% 100% 100% 100% 63% 100% 100% 100% 100% 100% 100% 72% 50% 48%
ρ L2 48% 79% 93% 100% 100% 100% 77% 96% 100% 100% 100% 66% 100% 100% 100% 100% 100% 100% 100% 100% 0%
0 KL 54% 79% 95% 100% 100% 100% 75% 98% 100% 100% 100% 74% 100% 100% 100% 85% 85% 85% 99% 0% 0%
χ2 61% 74% 100% 100% 100% 100% 67% 100% 100% 100% 100% 95% 100% 100% 100% 88% 88% 88% 100% 99% 0%
p̂ L∞ 57% 70% 99% 100% 100% 100% 76% 99% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.9 L1 57% 66% 98% 100% 100% 100% 66% 98% 100% 100% 100% 99% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 58% 67% 99% 100% 100% 100% 67% 99% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.1 KL 58% 68% 99% 100% 100% 100% 66% 99% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 0%
χ2 56% 67% 99% 100% 100% 100% 66% 99% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 1%
p̂ L∞ 61% 53% 69% 100% 100% 100% 59% 66% 100% 100% 100% 61% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.9 L1 51% 61% 66% 100% 100% 100% 56% 68% 100% 100% 100% 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 50% 61% 70% 100% 100% 100% 55% 75% 100% 100% 100% 65% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.2 KL 57% 62% 73% 100% 100% 100% 55% 75% 100% 100% 100% 66% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 61% 57% 79% 100% 100% 100% 49% 81% 100% 100% 100% 74% 100% 100% 100% 100% 100% 100% 100% 100% 45%
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Percentage Of Accuracy. Sets With Seven Random Variables, Marginal, and Correlation Information
Table C.22: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 7 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.5 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ - 74% 74% 74% 74% 74% - - - - - 44% 68% 54% 44% 71% 58% 0% 44% 21% 27%
0.5 L1 - 79% 79% 79% 79% 79% - - - - - 51% 54% 60% 64% 60% 63% 100% 63% 90% 37%
ρ L2 - 81% 81% 81% 81% 81% - - - - - 52% 52% 61% 52% 88% 63% 52% 63% 0% 37%
0 KL - 82% 82% 82% 82% 82% - - - - - 52% 39% 61% 1% 0% 63% 0% 72% 0% 3%
χ2 - 83% 83% 83% 83% 83% - - - - - 51% 49% 62% 32% 30% 71% 0% 72% 0% 18%
p̂ L∞ - 75% 78% 71% 100% 100% - - - - - 74% 64% 100% 100% 44% 98% 95% 100% 100% 40%
0.5 L1 - 79% 79% 81% 100% 100% - - - - - 72% 78% 100% 100% 47% 98% 99% 96% 98% 39%
ρ L2 - 75% 78% 80% 100% 100% - - - - - 76% 79% 100% 100% 45% 98% 95% 100% 100% 31%
0.1 KL - 85% 84% 87% 100% 100% - - - - - 76% 79% 100% 100% 42% 98% 100% 100% 100% 71%
χ2 - 84% 90% 84% 100% 100% - - - - - 78% 77% 100% 100% 35% 99% 100% 100% 100% 82%
p̂ L∞ - 62% 86% 100% 100% 100% - - - - - 80% 100% 100% 100% 98% 100% 100% 97% 100% 100%
0.5 L1 - 68% 71% 100% 100% 100% - - - - - 67% 100% 100% 100% 95% 100% 100% 96% 100% 74%
ρ L2 - 62% 73% 100% 100% 100% - - - - - 79% 100% 100% 100% 98% 100% 100% 100% 100% 97%
0.2 KL - 75% 89% 100% 100% 100% - - - - - 82% 100% 100% 100% 87% 100% 100% 100% 100% 100%
χ2 - 73% 94% 100% 100% 100% - - - - - 89% 100% 100% 100% 76% 100% 100% 100% 100% 100%
p̂ L∞ - 71% 81% 100% 100% 100% - - - - - 70% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 - 82% 80% 100% 100% 100% - - - - - 56% 100% 100% 100% 100% 100% 100% 100% 100% 99%
ρ L2 - 79% 82% 100% 100% 100% - - - - - 63% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.3 KL - 85% 86% 100% 100% 100% - - - - - 66% 100% 100% 100% 99% 100% 100% 100% 100% 100%
χ2 - 81% 89% 100% 100% 100% - - - - - 81% 100% 100% 100% 96% 100% 100% 100% 100% 100%
p̂ L∞ - 78% 81% 100% 100% 100% - - - - - 73% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 - 86% 82% 100% 100% 100% - - - - - 64% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 84% 83% 100% 100% 100% - - - - - 73% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.4 KL - 85% 83% 100% 100% 100% - - - - - 75% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 84% 89% 100% 100% 100% - - - - - 84% 100% 100% 100% 95% 100% 100% 100% 100% 100%
p̂ L∞ - 64% 86% 100% 100% 100% - - - - - 73% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 - 84% 86% 100% 100% 100% - - - - - 68% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 84% 89% 100% 100% 100% - - - - - 73% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 KL - 85% 91% 100% 100% 100% - - - - - 78% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 81% 95% 100% 100% 100% - - - - - 88% 100% 100% 100% 100% 100% 100% 100% 100% 78%
p̂ L∞ - 67% 80% 100% 100% 100% - - - - - 59% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 - 78% 80% 100% 100% 100% - - - - - 53% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 72% 86% 100% 100% 100% - - - - - 56% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 KL - 86% 86% 100% 100% 100% - - - - - 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 83% 92% 100% 100% 100% - - - - - 72% 100% 100% 100% 100% 100% 100% 100% 100% 0%
p̂ L∞ - 64% 79% 100% 100% 100% - - - - - 77% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 L1 - 74% 71% 100% 100% 100% - - - - - 61% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 72% 72% 100% 100% 100% - - - - - 74% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 KL - 81% 85% 100% 100% 100% - - - - - 75% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 79% 90% 100% 100% 100% - - - - - 85% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table C.23: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 7 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.6 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ - 91% 90% 93% 93% 93% - - - - - 87% 71% 71% 71% 15% 15% 15% 47% 54% 88%
0.6 L1 - 83% 98% 86% 86% 86% - - - - - 99% 69% 69% 69% 2% 2% 2% 56% 21% 44%
ρ L2 - 86% 99% 89% 89% 89% - - - - - 99% 68% 68% 68% 1% 1% 1% 28% 25% 38%
0 KL - 88% 99% 91% 91% 91% - - - - - 99% 68% 68% 68% 1% 1% 1% 47% 100% 100%
χ2 - 89% 99% 90% 90% 90% - - - - - 99% 69% 69% 69% 1% 1% 1% 66% 100% 46%
p̂ L∞ - 68% 80% 97% 100% 100% - - - - - 70% 97% 100% 100% 99% 100% 100% 100% 100% 100%
0.6 L1 - 75% 92% 97% 100% 100% - - - - - 85% 97% 100% 100% 97% 100% 100% 100% 100% 1%
ρ L2 - 76% 92% 97% 100% 100% - - - - - 86% 97% 100% 100% 99% 100% 100% 100% 100% 5%
0.1 KL - 78% 94% 99% 100% 100% - - - - - 92% 97% 100% 100% 85% 100% 100% 100% 100% 5%
χ2 - 77% 92% 100% 100% 100% - - - - - 94% 95% 100% 100% 81% 100% 100% 100% 100% 7%
p̂ L∞ - 61% 84% 99% 100% 100% - - - - - 81% 99% 100% 100% 97% 100% 100% 100% 100% 100%
0.6 L1 - 73% 79% 100% 100% 100% - - - - - 72% 100% 100% 100% 96% 100% 100% 100% 100% 2%
ρ L2 - 75% 80% 100% 100% 100% - - - - - 77% 100% 100% 100% 97% 100% 100% 100% 100% 91%
0.2 KL - 79% 86% 100% 100% 100% - - - - - 79% 100% 100% 100% 93% 100% 100% 100% 100% 45%
χ2 - 78% 91% 100% 100% 100% - - - - - 89% 98% 100% 100% 86% 100% 100% 100% 100% 44%
p̂ L∞ - 63% 78% 100% 100% 100% - - - - - 86% 100% 100% 100% 98% 100% 100% 100% 100% 100%
0.6 L1 - 67% 79% 100% 100% 100% - - - - - 81% 100% 100% 100% 100% 100% 100% 100% 100% 98%
ρ L2 - 60% 77% 100% 100% 100% - - - - - 82% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.3 KL - 85% 90% 100% 100% 100% - - - - - 83% 100% 100% 100% 98% 100% 100% 100% 100% 100%
χ2 - 83% 95% 100% 100% 100% - - - - - 88% 100% 100% 100% 93% 100% 100% 100% 100% 96%
p̂ L∞ - 68% 85% 100% 100% 100% - - - - - 76% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 L1 - 82% 83% 100% 100% 100% - - - - - 69% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 81% 82% 100% 100% 100% - - - - - 74% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.4 KL - 85% 92% 100% 100% 100% - - - - - 76% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 80% 95% 100% 100% 100% - - - - - 83% 100% 100% 100% 100% 100% 100% 100% 100% 55%
p̂ L∞ - 62% 79% 100% 100% 100% - - - - - 65% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 L1 - 82% 81% 100% 100% 100% - - - - - 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 81% 81% 100% 100% 100% - - - - - 65% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 KL - 86% 88% 100% 100% 100% - - - - - 69% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 85% 92% 100% 100% 100% - - - - - 81% 100% 100% 100% 100% 100% 100% 100% 100% 14%
p̂ L∞ - 72% 83% 100% 100% 100% - - - - - 68% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 L1 - 77% 81% 100% 100% 100% - - - - - 61% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 77% 85% 100% 100% 100% - - - - - 68% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 KL - 82% 88% 100% 100% 100% - - - - - 72% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 82% 92% 100% 100% 100% - - - - - 82% 100% 100% 100% 100% 100% 100% 100% 100% 0%
p̂ L∞ - 61% 76% 100% 100% 100% - - - - - 71% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 L1 - 73% 78% 100% 100% 100% - - - - - 66% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 71% 79% 100% 100% 100% - - - - - 67% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 KL - 75% 83% 100% 100% 100% - - - - - 70% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 72% 89% 100% 100% 100% - - - - - 82% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table C.24: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 7 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.7 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ - 85% 92% 100% 100% 100% - - - - - 80% 100% 100% 100% 100% 100% 100% 100% 100% 0%
0.7 L1 - 90% 90% 100% 100% 100% - - - - - 91% 100% 100% 100% 85% 85% 85% 81% 80% 63%
ρ L2 - 89% 90% 100% 100% 100% - - - - - 94% 100% 100% 100% 99% 99% 99% 100% 100% 0%
0 KL - 90% 94% 100% 100% 100% - - - - - 97% 100% 100% 100% 24% 24% 24% 0% 100% 100%
χ2 - 91% 96% 100% 100% 100% - - - - - 97% 100% 100% 100% 8% 8% 8% 0% 0% 100%
p̂ L∞ - 100% 85% 93% 100% 100% - - - - - 0% 0% 0% 7% 85% 100% 100% 98% 94% 86%
0.7 L1 - 100% 82% 95% 100% 100% - - - - - 0% 0% 3% 8% 90% 100% 100% 100% 100% 100%
ρ L2 - 100% 89% 93% 100% 100% - - - - - 0% 0% 0% 2% 86% 100% 100% 98% 99% 100%
0.1 KL - 100% 93% 99% 100% 100% - - - - - 0% 0% 100% 94% 82% 100% 100% 100% 100% 2%
χ2 - 100% 99% 94% 100% 100% - - - - - 0% 0% 100% 100% 60% 100% 100% 100% 100% 5%
p̂ L∞ - 68% 78% 100% 100% 100% - - - - - 74% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 - 81% 74% 100% 100% 100% - - - - - 69% 100% 100% 100% 100% 100% 100% 100% 100% 32%
ρ L2 - 75% 74% 100% 100% 100% - - - - - 71% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.2 KL - 87% 80% 100% 100% 100% - - - - - 70% 100% 100% 100% 100% 100% 100% 100% 100% 4%
χ2 - 85% 87% 100% 100% 100% - - - - - 81% 100% 100% 100% 97% 100% 100% 100% 100% 3%
p̂ L∞ - 74% 87% 100% 100% 100% - - - - - 79% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 - 85% 84% 100% 100% 100% - - - - - 64% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 84% 84% 100% 100% 100% - - - - - 71% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.3 KL - 85% 92% 100% 100% 100% - - - - - 76% 100% 100% 100% 100% 100% 100% 100% 100% 96%
χ2 - 83% 97% 100% 100% 100% - - - - - 86% 100% 100% 100% 100% 100% 100% 100% 100% 20%
p̂ L∞ - 67% 86% 100% 100% 100% - - - - - 87% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 - 75% 84% 100% 100% 100% - - - - - 81% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 71% 86% 100% 100% 100% - - - - - 85% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.4 KL - 82% 91% 100% 100% 100% - - - - - 87% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 82% 96% 100% 100% 100% - - - - - 95% 100% 100% 100% 100% 100% 100% 100% 100% 27%
p̂ L∞ - 72% 82% 100% 100% 100% - - - - - 88% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 - 74% 83% 100% 100% 100% - - - - - 85% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 69% 81% 100% 100% 100% - - - - - 89% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.5 KL - 82% 88% 100% 100% 100% - - - - - 90% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 82% 94% 100% 100% 100% - - - - - 93% 100% 100% 100% 100% 100% 100% 100% 100% 0%
p̂ L∞ - 74% 82% 100% 100% 100% - - - - - 78% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.7 L1 - 82% 79% 100% 100% 100% - - - - - 70% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 77% 78% 100% 100% 100% - - - - - 76% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.6 KL - 86% 88% 100% 100% 100% - - - - - 79% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 83% 96% 100% 100% 100% - - - - - 88% 100% 100% 100% 100% 100% 100% 100% 100% 0%
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Table C.25: Percentage of accuracy for sets with marginal and rank correlation information. We present results for
symmetric constraints using 7 binary random variables, for all distribution approximations and accuracy measures,
while changing the values of p̂ = 0.8, 0.9 and respective ρr1,2.
% Of times DAC DAC DAC DAC DAC DAC MVIE MVIE MVIE MVIE MVIE AC AC AC AC ChSC ChSC ChSC ME ME UE
is better than MVIE AC ChSC ME UE IA AC ChSC ME UE IA ChSC ME UE IA ME UE IA UE IA IA
p̂ L∞ - 100% 79% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 100% 100% 50%
0.8 L1 - 100% 79% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 38% 100% 100%
ρ L2 - 100% 81% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 100% 100% 0%
0 KL - 100% 93% 100% 100% 100% - - - - - 3% 100% 100% 100% 100% 100% 100% 100% 0% 0%
χ2 - 100% 96% 100% 100% 100% - - - - - 55% 100% 100% 100% 100% 100% 100% 25% 3% 0%
p̂ L∞ - 100% 79% 67% 100% 100% - - - - - 6% 0% 47% 100% 21% 100% 100% 100% 100% 100%
0.8 L1 - 100% 82% 96% 100% 100% - - - - - 1% 0% 44% 74% 34% 100% 100% 100% 100% 100%
ρ L2 - 100% 80% 95% 100% 100% - - - - - 3% 0% 42% 89% 22% 100% 100% 100% 100% 100%
0.1 KL - 100% 88% 100% 100% 100% - - - - - 0% 0% 100% 100% 50% 100% 100% 100% 100% 0%
χ2 - 100% 95% 99% 100% 100% - - - - - 13% 1% 100% 100% 31% 100% 100% 100% 100% 3%
p̂ L∞ - 82% 89% 100% 100% 100% - - - - - 45% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.8 L1 - 83% 86% 100% 100% 100% - - - - - 40% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 82% 88% 100% 100% 100% - - - - - 42% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.2 KL - 87% 91% 100% 100% 100% - - - - - 70% 100% 100% 100% 100% 100% 100% 100% 100% 0%
χ2 - 85% 95% 100% 100% 100% - - - - - 80% 100% 100% 100% 100% 100% 100% 100% 100% 0%
p̂ L∞ - 71% 87% 100% 100% 100% - - - - - 58% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.8 L1 - 86% 83% 100% 100% 100% - - - - - 53% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 87% 86% 100% 100% 100% - - - - - 58% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.3 KL - 91% 89% 100% 100% 100% - - - - - 62% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 87% 93% 100% 100% 100% - - - - - 75% 100% 100% 100% 100% 100% 100% 100% 100% 47%
p̂ L∞ - 72% 83% 100% 100% 100% - - - - - 75% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.8 L1 - 76% 81% 100% 100% 100% - - - - - 74% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 79% 82% 100% 100% 100% - - - - - 76% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.4 KL - 80% 88% 100% 100% 100% - - - - - 80% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 81% 95% 100% 100% 100% - - - - - 88% 100% 100% 100% 100% 100% 100% 100% 100% 0%
p̂ L∞ - 100% 72% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 100% 100% 50%
0.9 L1 - 100% 75% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 100% 100% 0%
ρ L2 - 100% 75% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 100% 100% 0%
0 KL - 100% 87% 100% 100% 100% - - - - - 0% 100% 100% 100% 100% 100% 100% 100% 0% 0%
χ2 - 100% 98% 100% 100% 100% - - - - - 7% 100% 100% 100% 100% 100% 100% 10% 4% 0%
p̂ L∞ - 67% 81% 100% 100% 100% - - - - - 77% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.9 L1 - 83% 81% 100% 100% 100% - - - - - 77% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 74% 81% 100% 100% 100% - - - - - 77% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.1 KL - 98% 81% 100% 100% 100% - - - - - 77% 100% 100% 100% 100% 100% 100% 100% 100% 0%
χ2 - 98% 84% 100% 100% 100% - - - - - 79% 100% 100% 100% 100% 100% 100% 100% 100% 3%
p̂ L∞ - 78% 89% 100% 100% 100% - - - - - 60% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.9 L1 - 80% 78% 100% 100% 100% - - - - - 44% 100% 100% 100% 100% 100% 100% 100% 100% 100%
ρ L2 - 80% 82% 100% 100% 100% - - - - - 52% 100% 100% 100% 100% 100% 100% 100% 100% 100%
0.2 KL - 88% 91% 100% 100% 100% - - - - - 56% 100% 100% 100% 100% 100% 100% 100% 100% 100%
χ2 - 85% 96% 100% 100% 100% - - - - - 79% 100% 100% 100% 100% 100% 100% 100% 100% 43%
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Appendix D
A New Approach to DA
D.1 Moment Matching Discretization Procedure
CR’s procedure uses EPT to discretize their continuous joint distri-
bution. Specifically, CR fixed probabilities and then solved for conditional
fractiles. This approach is difficult to compare to the JDSIM procedure,
which fixes values and solves for probabilities. To facilitate comparison,
we use a different discretization based on moment matching. We start
by discretizing the marginal distributions using EPT and fix the values of
the 0.05, 0.50, and 0.95 fractiles for all uncertainties. After discretizing
the marginals, we proceed to discretize the conditional distributions using
moment matching to find the respective probabilities (Smith, 1993; Bickel
et al., 2011).
The joint probability distribution can be decomposed using Equation
(D.1).
P (PL,H,C,O) = P (PL) · P (H|PL) · P (C|PL,H) · P (O|PL,H,C) (D.1)
We start by discretizing P (PL) using EPT and the values of the
0.05, 0.50, and 0.95 fractiles with outcomes $93.47, $100.00, and $110.05,
285
respectively. For these values, we define the probabilities pPLl , p
PL
b , and
pPLh as 0.185, 0.63, and 0.185, respectively. Next, we discretize P (H|PL =
$100.00) using the fixed values {432.92, 800, 1053.60} for H and use moment











h|b = 1 (D.2a)
432.92 · pHl|b + 800.00 · pHb|b + 1053.60 · pHh|b = E[H|PL] (D.2b)
(432.92)2 · pHl|b + (800.00)2 · pHb|b + (1053.60)2 · pHh|b = E[H2|PL] (D.2c)
We discretize P (C|PL,H) using equivalent equations matching E[C|PL,H]
and E[C2|PL,H] and equivalent coefficients based on the fixed values for




h|... The complete discretization of P (C|PL,H) re-
quires solving a total of nine moment matching problems, one for each joint
outcome of {PL,H}. Finally, a similar procedure is applied to P (O|PL,H,C),
solving a total of 27 moment matching problems. After discretizing all 39
conditional distributions we apply Equation (D.3) as follows.
P (PL = l, H = b, C = h,O = b) = pPLl · pHb|l · pCh|l,b · pOb|l,b,h (D.3)
This alternative discretization fixes the values of the variables and
models the probabilistic dependence using the probabilities of the joint
events, which enables comparison our approach with CR. As shown in
Figure 6.12, the two discretizations are very close.
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D.2 Rank Correlation Range in Discrete Distributions
Typically, the rank correlation ρX,Y between two random variables
X, Y is perceived to be −1 ≤ ρX,Y ≤ 1, where the correlation between
a variable and itself is defined with the maximum degree of association
ρX,X = 1. However, the same concept only applies to discrete distributions
when the number of discrete points tends to infinity. For most discrete
distributions ρX,Y is bounded by a scalar |am̂| < 1. For example, when X and
Y have each m̂ equally likely realizations, Mackenzie (1994) proved that
am̂ = 1− 1m̂2 . Then, the rank correlation is bounded by −1+
1
m̂2
≤ ρX,Y ≤ 1− 1m̂2
and as the number of realizations increases the limm̂→∞ |am̂| = 1.
Unfortunately, the bound presented by Mackenzie is only valid for
distributions with equally likely realizations. In more general scenarios
there is not a simple formula to define the bounds of ρX,Y . However, we
know that the maximum association dictates that P (Y = yi|X = xi) = 1
for every i. For example, in §6.2.4.2 we calculate the maximum ρPL,H by
assigning joint probabilities such that P (PL = l|H = l) = P (PL = b|H = b) =
P (PL = h|H = h) = 1 which results in p
l,l,·,· = 0.185, pb,b,·,· = 0.63, ph,h,·,· = 0.185,
with all other probabilities equal to zero. Then, using Equation 3.9 and
as shown in §6.2.4.2, we can calculate ρPL,H = 0.74.
Moreover, since we choose the random variable Y arbitrarily, by
setting Y = X we can calculate ρX,X in the same way we calculate ρX,Y .
An example of this is provided in §6.2.3 Table 6.11. Finally, given that
the rank correlation uses P (X) instead of X. For any variables X, Y , if
P (X = xi) = P (Y = yi) for each i, then ρX,X = sup ρX,Y .
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D.3 Absolute Bounds for Risk Profiles
The characterization of the truth set can be described as a system
of linear equations Ap = b ∀ p ≥ 0, where A is the matrix of coefficients of
Equations (3.1), (3.2a), and (3.9) and b represents the expert assessments.
The decision variable p has 81 elements, one for each joint outcome of the
cdf, and each joint outcome has a corresponding profit v = {v1, v2, . . . , v81}.
Then, for an arbitrary profit u, the LB and UB of the cdf at u can be cal-
culated using the indicator function 1≤u(vi) = 1 if vi ≤ u and zero otherwise.
The objective function cup, where cu = {1≤u(v1),1≤u(v2), . . . ,1≤u(v81)}
is used to find the cdf with the min (max) cumulative probability of the
random profit V being less than a value u, min (max) P (V ≤ u). Then, for
any u, the lower (upper) bound can be calculated with Equation D.4:
min (max) cup (D.4a)
s.t. Ap = b (D.4b)
∀ p ≥ 0 (D.4c)
To produce a complete risk profile LB (UB), we need to solve Equa-
tion D.4 for u = v1 to u = v81. The value of the objective function for each
of the 81 LPs produces the min (max) absolute bound. By selecting cu = v,
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