The Hyers-Ulam-Rassias stability of the conditional quadratic functional equation of Pexider type f (x+y)+f (x−y) = 2g(x)+2h(y), x ⊥ y is proved where ⊥ is the orthogonality in the sense of Rätz. * 2000 Mathematics Subject Classification. Primary 39B52, secondary 39B82.
Let us denote the sets of real and nonnegative real numbers by R and R + , respectively.
Suppose that X is a real vector space with dim X ≥ 2 and ⊥ is a binary relation on X with the following properties:
(O1) totality of ⊥ for zero: x ⊥ 0, 0 ⊥ x for all x ∈ X; (O2) independence: if x, y ∈ X −{0}, x ⊥ y, then x, y are linearly independent; (O3) homogeneity: if x, y ∈ X, x ⊥ y, then αx ⊥ βy for all α, β ∈ R; (O4) the Thalesian property: if P is a 2-dimensional subspace of X, x ∈ P and λ ∈ R + , then there exists y 0 ∈ P such that x ⊥ y 0 and x + y 0 ⊥ λx − y 0 .
The pair (X, ⊥) is called an orthogonality space. By an orthogonality normed space we mean an orthogonality space equipped with a norm.
Some examples of special interest are (i) The trivial orthogonality on a vector space X defined by (O1), and for non-zero elements x, y ∈ X, x ⊥ y if and only if x, y are linearly independent.
(ii) The ordinary orthogonality on an inner product space (X, ., . ) given by x ⊥ y if and only if x, y = 0.
(iii) The Birkhoff-James orthogonality on a normed space (X, . ) defined by x ⊥ y if and only if x + λy ≥ x for all λ ∈ R.
The relation ⊥ is called symmetric if x ⊥ y implies that y ⊥ x for all x, y ∈ X. Clearly examples (i) and (ii) are symmetric but example (iii) is not. It is remarkable to note, however, that a real normed space of dimension greater than or equal to 3 is an inner product space if and only if the BirkhoffJames orthogonality is symmetric.
Let X be a vector space (an orthogonality space) and (Y, +) be an abelian group. A mapping f : X → Y is called (orthogonally) semi-additive if it satisfies the so-called (orthogonal) semi-additive functional equation f (x+y)+ f (x−y) = 2f (x) for all x, y ∈ X (with x ⊥ y). A mapping f : X → Y is said to be (orthogonally) quadratic if it satisfies the so-called (orthogonally) Jordan-
for all x, y ∈ X (with x ⊥ y). For example, a function f : X → Y between real vector spaces is quadratic if and only if there exists a (unique) symmetric bi-additive mapping B : X × X → Y such that f (x) = B(x, x) for all x ∈ X.
In fact, B(x, y) = 1 4 (f (x + y) − f (x − y)), cf. [2] .
In the recent decades, stability of functional equations have been investigated by many mathematicians. They have so many applications in Information Theory, Economic Theory and Social and Behaviour Sciences; cf. [1] .
The first author treating the stability of the quadratic equation was F.
Skof [17] by proving that if f is a maping from a normed space X into a
. P. W. Cholewa [3] extended Skofs theorem by replacing X by an abelian group G. Skof's result was later generalized by S. Czerwik [4] in the spirit of Hyers-Ulam-Rassias. K.W. Jun and Y. H. Lee [12] proved the stability of quadratic equation of Pexider type. The stability problem of the quadratic equation has been extensively investigated by some mathematicians [15] , [5] , [6] .
The orthogonal quadratic equation
was first investigated by F. Vajzović [19] when X is a Hilbert space, Y is the scalar field, f is continuous and ⊥ means the Hilbert space orthogonality.
Later H. Drljević [7] , M. Fochi [8] and G. Szabó [18] generalized this result.
One of the significant conditional equations is the so-called orthogonally quadratic functional equation of Pexider type f (x + y) + f (x − y) = 2g(x) − 2h(y), x ⊥ y. In the present paper, our main aim is to establish the stability of this equation in the spirit of Hyers-Ulam-Rassias under a regularity condition.
Orthogonal Stability.
In this section, applying some ideas from [9] and [13] , we deal with the conditional stability problem for
We also use sequences of Hyers' type [10] which is a useful tool in the theory of stability of equations. (See also [14] )
Throughout this section, (X, ⊥) denote an orthogonality normed space and (Y, . ) a real Banach space.
1. Theorem. Suppose p < 1 and f, g, h : X → Y are mappings fulfilling
for some ǫ and for all x, y ∈ X with x ⊥ y. Assume that lim
for each x 1 , x 2 ∈ X. Then there exist an orthogonally quadratic even mapping Q : X → Y and an orthogonally semi-additive odd mapping A :
and denote the even and odd parts of F, G and
Putting x = y = 0 in (1) and subtracting the argument of the norm of the resulting inequality from that of inequality (1) we get
If x ⊥ y then, by (O3), −x ⊥ −y, whence we can repalce x by −x and y by −y in (2) to obtain
Applying triangular inequality and (2) and (3) we have
for all x, y ∈ X with x ⊥ y.
Claim 1.
There is an orthogonally quadratic map Q satisfying
To prove this, set y = 0 in (4). We can do this bacause of (O2). Hence
for all x ∈ X. Similarly one can put x = 0 in (4) to get
for all y ∈ X. By (4), (6) and (7) and by virtue of triangular inequality,
Let x ∈ X be fixed. By (O4) there exists y 0 ∈ X such that x ⊥ y 0 and
By (O2), x ⊥ 2 −n y 0 , so
Due to lim n→∞ f (x 1 + 2 −n x 2 ) = 0 for each x 1 , x 2 ∈ X, we obtain
It is not hard by using induction on n to show the following inequalities
for all n and
for m < n. Hence {4 −n F e (2 n x)} is a Cauchy sequence in the Banach space Y and so is convergent. Set Q(x) := lim n→∞ 4 −n F e (2 n x). Inequality (9) yields
For each x, y ∈ X with x ⊥ y, by applying inequality (8), we get
Taking the limit, we deduce from p < 1 that Q(x + y) + Q(x − y) − 2Q(x) − 2Q(y) = 0 for all x, y ∈ X with x ⊥ y. Hence Q is an even orthogonally quadratic mapping.
Using (6) and (10) we conclude that
and similarly, one can infer from (7) and (10) that
Claim 2. There is an orthogonally semi-additive map A satisfying
For show this, put x = 0 in (5). Then
for all y ∈ X. Similarly, by putting y = 0 in (5) we get
for all x ∈ X. Hence
and so
Fix x ∈ X. By (O2), there exists y 0 ∈ X such that x ⊥ y 0 and x + y 0 ⊥ x − y 0 . Inequality (15) yields
By (O2), x ⊥ 2 −n y 0 . So that
Since lim n→∞ f (x 1 + 2 −n x 2 ) = 0 for each x 1 , x 2 ∈ X, we get
It is not hard to see that for all n, 
For all x, y ∈ X with x ⊥ y, by inequality (15), we obtain
If n → ∞ then we deduce, by noticing to p < 1, that A(x + y) + A(x − y) − 2A(x) = 0 for all x, y ∈ X with x ⊥ y. Hence A is an odd ortogonally semi-additive mapping.
Using (14) and (16) we infer that for all x ∈ X,
Now we are ready to complete the proof of our theorem:
Applying (10) and (16), we get
and using (11) and (17) we have
for all x ∈ X. Finally, applying (12) and (13), we conclude that
for all x ∈ X2.
Remark. (i)
If g = λf for some number λ = 1, then inequality (6)
Similarly, we can infer from (14) that A is identically zero.
(ii) If h = λf for some number λ = 1, then it follows from identity (7) that Q is zero mapping. If h = f , we conclude from (7) that A(x) = 0 for all 
for each x 1 , x 2 ∈ X. Then there exist an orthogonally quadratic mapping Q : X → Y , exactly an additive mapping T : X → Y and exactly a quadratic
Proof. By the proof of Theorem 1,
follows from Lemma that A is linear. By Corollary 7 of [16] , A therefore is of the form T + P with T quadratic and P additive.
If A ′ = T ′ + P ′ , with with T ′ quadratic and P ′ additive, is another orthogonally additive mapping satisfying the related inequalities in theorem 2 then
Repalcing x by −x in the last inequality and by applying triangular inequality we obtain
Now for all x ∈ X, we have
Tending n to ∞ we infer that A o = A ′o . Similarly,
for all x ∈ X. Taking the limit, we conclude that A e = A ′e .
Thus A = A ′ .2 In the case that we deal with ordinary orthogonality in Hilbert spaces one can easily prove the following theorem in such a way as proof of Theorem 2
and by using a result of M. Fochi stating A-orthogonally quadratic functionals are exactly the quadratic ones [8] . (See [18] for a generalization of this fact.)
7. Theorem. Suppose p < 1, X is a Hilbert space of dim X ≥ 3 and f, g, h : X → R are mappings fulfilling
for some ǫ and for all x, y ∈ X with < x, y >= 0. Assume that lim 
