This paper addresses the problem of simultaneously migrating a group of co-located and live virtual machines (VMs), i.e, VMs executing on the same physical machine. We refer to such a mass simultaneous migration of active VMs as live gang migration. Cluster administrators may often need to perform live gang migration for load balancing, system maintenance, or power savings. Application performance requirements may dictate that the total migration time, network traffic overhead, and service downtime, be kept minimal when migrating multiple VMs. State-of-the-art live migration techniques optimize the migration of a single VM. In this paper, we optimize the simultaneous live migration of multiple co-located VMs. We present the design, implementation, and evaluation of a de-duplication based approach to perform concurrent live migration of co-located VMs. Our approach transmits memory content that is identical across VMs only once during migration to significantly reduce both the total migration time and network traffic. Using the QEMU/KVM platform, we detail a proof-of-concept prototype implementation of two types of de-duplication strategies (at page level and sub-page level) and a differential compression approach to exploit content similarity across VMs. Evaluations over Gigabit Ethernet with various types of VM workloads demonstrate that our prototype for live gang migration can achieve significant reductions in both network traffic and total migration time.
INTRODUCTION
Live migration refers to the act of migrating a virtual machine (VM) from one physical host to another even as the VM continues to execute. Live migration helps to decouple the applications executing within the VM from the hardware on which they execute. Consequently, live migration has become a key ingredient behind a number of cluster management activities such as load balancing, failure recovery, and system maintenance.
In a cluster, VMs that communicate with each other or complement each others' services may be co-located on the same physical host to reduce communication costs [27, 10, 12, 31] and improve consolidation [29] . Co-located VMs may need to be migrated simultaneously for a number of reasons, such as when the physical host needs to be shut down for maintenance, to save energy by consolidating VMs to fewer number of hosts, or to perform rapid load balancing to accommodate sudden spikes in load and meet Service Level Agreements (SLAs) [4, 25, 21] . We refer to the simultaneous migration of multiple active VMs from one physical host to another as live gang migration.
The cost of live gang migration should be minimized to reduce its performance impact on the applications within VMs as well as on the network interconnect. This cost can be quantified by metrics such as total migration time, VM downtime, network traffic overhead, application degradation, and CPU/memory overhead.
State-of-the-art VM migration techniques [5, 9, 8] optimize the migration of a single VM. However these techniques alone are insufficient when tens of VMs need to be migrated simultaneously, possibly at a moment's notice. For example, migrating even one 16GB active VM (in the QEMU/KVM [13] platform) over an uncongested Gigabit network can take more than 2 minutes without any optimizations, and up to half a minute with simple optimizations such as compressing pages that have uniform data before transmission. Needless to say that migrating multiple VMs simultaneously can take several minutes of critical time during which the network becomes overloaded and the applications within VMs suffer from degraded performance.
In this paper, we present the design, implementation, and evaluation of a new approach for live gang migration that uses de-duplication to reduce the overhead of concurrently migrating multiple co-located VMs. The key observation is that co-located VMs may often have significant common content, such as the same operating system, applications, libraries, etc, resulting in significant amount of identical mem-ory content across VMs. Traditional techniques for single VM migration, such as the pre-copy approach [5] , would independently transfer each copy of the identical content in each VM. In contrast, live gang migration pro-actively tracks identical content across co-located VMs and transmits such content only once. De-duplication is performed using content-hashing at the granularity of both page and sub-page levels. We also apply differential compression to exploit content similarity across nearly-identical pages.
We implement and compare various optimizations in live gang migration; these include offline and online deduplication at the page and sub-page granularities, rehashing of dirtied pages during memory transfer, differential compression for nearly identical memory content, and offline and online compression of uniform pages (online being the standard optimization in QEMU/KVM). We implemented live gang migration by modifying an existing implementation of the pre-copy single-VM migration [18, 5, 13] in the QEMU/KVM environment. Our evaluations show that the offline de-duplication mode at page granularity provides the best reduction in total migration time and network overhead, followed by incremental improvements due to other optimizations.
The rest of this paper is organized as follows. Section 2 presents the design of our approach for live gang migration of VMs. Section 3 presents implementation-specific details in the QEMU/KVM environment. Section 4 presents a detailed performance evaluation. Section 5 surveys existing work related to VM migration and memory de-duplication. Section 6 concludes the paper.
DESIGN
The key observation behind live gang migration is that VMs having the same operating system, applications, or libraries can contain a significant amount of identical memory content. Hence the basic idea is to identify and track all the identical memory pages across co-located VMs, and transfer only a single copy of such identical pages. By extension, we can also identify those pages having largely similar content and transfer only the delta difference in content among pages. Figure 1 shows the high-level architecture of live gang migration. A migration controller at the source node identifies and tracks the identical or similar pages among co-located VMs. When it is time to migrate the VMs, the controller at the source node initiates the concurrent migration of all co-located VMs to the target host. Similarly, the controller at the target host prepares the host for the reception of all VMs.
Note that the existing implementation of single VM live migration in the QEMU/KVM platform [13] transmits a compressed version of pages that contain uniform data. We refer to such pages as uniform pages. For example, if a page contains all zeros, then a single zero byte is transmitted instead of the entire page to reduce the amount of data sent over the network. We found that most of these uniform pages have duplicate instances in a VM and also that most uniform pages contain all zeros. While the above simple compression can reduce network traffic, repeatedly identifying and compressing multiple instances of uniform pages can consume significant amount of CPU cycles during live migration. In contrast, our approach of de-duplicating identical content across VMs obviates the need for compression.
Performance Metrics
Total Migration Time is the time taken from the start of the first VM's migration at the source to the end of the last VM's migration at the destination. Note that live gang migration migrates all VMs concurrently, not one after another. Hence the total migration time of live gang migration may be smaller than the sum of individual VMs' total migration times.
Percent Network Traffic reduction is the amount of data transfer saved by either compressing or de-duplicating pages during migration.
Downtime is defined as the duration for which a VM's CPU execution is fully suspended during live migration. During downtime, the VM's CPU execution state and its pages in the Writable Working Set (WWS) are transferred to the target host.
Application Degradation is the extent to which the operation of live migration slows down the applications running within the migrating VMs.
Phases of Live Gang Migration
Live gang migration has two phases, namely preparation and migration.
Preparation: In this phase, the controller periodically scans the memory of co-located VMs to identify identical memory pages using content hashing [26] . A hash table is used to store a copy of each identical page discovered across VMs during scans. The first scan examines every memory page in each VM and the subsequent scans examine only the pages that are dirtied (or written to) since the last scan. For each page examined, the controller computes a hash value over the contents of the page. If the hash value matches that of a page already in the hash table, then the controller performs a byte-by-byte comparison to rule out the possibility of hash collisions.
Migration: During the migration phase all co-located VMs at the source are concurrently migrated to the destination over independent connections. The entire content of an identical page is sent the first time that the page is transmitted with any VM. For subsequent transfers of the identical page, only an identifier is transmitted to locate the page contents at the destination. Pages received at the des-N is the total number of pages in a VM; page [N] tination, either entirely or via identifiers, are copied into the memory space of the corresponding VM. Figure 2 shows a simplified algorithm of actions taken at the source and the destination nodes. The source node executes the Migrate routine for each VM and the destination node executes the Receive routine for each VM. Transfer of each page consists of a page identifier optionally followed by the page content. The identifier could be either the page offset alone in the case of unique pages, or the page offset plus the content hash in the case of identical pages.
Re-hashing of Dirtied Pages
Once scanned, a page can be subsequently dirtied (or written to) by the VM. Dirtying changes the page contents and can either invalidate earlier identical matches or create new matching opportunities. As an example of the latter case, a memory scrubber might zero out de-allocated pages. The controller, with the help of the hypervisor, tracks all pages that are dirtied since the last scan of identical pages. Dirtied pages can be re-hashed at two different times -during the periodic memory scans and during the migration of a VM. We refer to the former as periodic re-hashing and the latter as online re-hashing. If no re-hashing mode is enabled then the dirty pages are transmitted in their entirety to the target during the migration phase. 
Page Similarity Detection
Co-located VMs that run heterogeneous applications may have fewer pages with identical content. However, even unique pages from different VMs can contain partially similar data. We exploit this similarity to reduce the transfer of redundant data by calculating the difference between similar pages. To calculate similarity we use the HashSimilarityDetector(k, s, c) [7] . This algorithm calculates hashes from (k * s) randomly chosen 64-byte blocks of a page. These hashes are divided into k groups, each with s hashes. Each such page is indexed into a hash table at k locations. Each hash bucket can contain a maximum of c candidates for a reference page, against which the difference can be calculated. This difference is referred to as the delta. The reference page yielding a smaller delta is chosen for de-duplication. The hash table used for finding similar pages is distinct from the one used for tracking the identical pages, and we refer to it as the similarity hash table.
We empirically observed that the HashSimilarityDetector(2, 1, 1) provides the best de-duplication performance, but results in a significant increase in total migration time due to more expensive hash calculation. On the other hand, the HashSimilarityDetector(1, 1, 1) gives a moderate deduplication performance at the cost of a slight increase in the total migration time. Table 1 shows the comparison of various modes of HashSimilarityDetector when accompanied with offline de-duplication and re-hashing for the migration of 4 VMs running mixed workloads.
To populate the similarity hash table, we choose the reference pages from the collection of identical pages contained in the hash table. During the migration of a VM, unique pages are compared against the reference pages from the similarity hash table to calculate the delta. At the target, deltas are applied to the reference page to reconstruct the original page.
Only the deltas of size less than 75% of a page are transferred to the destination, otherwise the entire page is transferred. This reduces the processing overhead incurred due to the decoding of the large deltas at the target.
IMPLEMENTATION
We implemented a prototype of offline de-duplication based gang migration in QEMU/KVM [13] environment, using Linux 2.6.32 and qemu-kvm-0.12.3 on source and target machines. The offline de-duplication implementation consists of around 2800 lines of code. It is completely transparent to the users of VMs and doesn't require any changes to the host kernel. Our implementation only modifies the QEMU/KVM code, which is a modified form of QEMU [3] to support KVM. QEMU/KVM runs as a combination of a per-VM user process and a kernel module on the host machine. The per-VM user process exports the part of its virtual memory to the VM, which the VM sees as its physical memory. As mentioned earlier, live migration in QEMU/KVM also performs a rudimentary compression of pages that have uniform content. Our implementation of the migration phase in live gang migration replaces this compression phase with the code to eliminate duplicate transfers. The following paragraphs discuss the implementation of the various components of offline de-duplication mode of live gang migration.
Controller
The controller coordinates the memory scan and the migration of co-located VMs. It is set up on the source and the target before the VMs are started. The controller sets up a shared memory region to track identical pages and commands the QEMU process associated with each VM to initiate the memory scans for the VM. A separate thread is initiated within each QEMU process to scan each VM's memory. In order to reduce the performance impact of memory scans on the VMs themselves, each thread runs with a lower priority than the regular processes in order to use idle CPU cycles.
Hash Table
We implement the hash table in the shared memory set up at the source and the target. Figure 3 shows the shared memory mapped in the virtual address space of the process qemu-kvm. We use SuperFastHash [1] to calculate a hash for every page during the VM's memory scan. This hash value is used as a key to insert the page into the hash table. A byteby-byte comparison is performed between the scanned page and every other page in the same hash bucket. The reference count of the existing page is increased on a match, otherwise, a new entry containing the data from the scanned pages is created. The position of the page in the hash bucket is called as its index. (hash, index) pairs identify unique pages in the hash table. Figure 4 shows a page in hash bucket number two representing two pages from two different VMs. The hash table contains 2 million buckets protected by a set of 200 semaphores to allow simultaneous insertion and lookup of pages from multiple processes without compromising its consistency.
Source End
At the source, each VM page is categorized into one of four types before being transmitted. This page category information page is sent to the target along with the page.
(1) Unique Pages: These pages are not identical to any other page and their contents must be transferred during migration. (2) Dirtied Identical Pages: These pages were identified as identical to others during the preparation phase, but have been dirtied by the VM since then. The controller could choose to either re-hash the contents of the dirtied page or avoid the re-hashing overhead by treating all dirtied pages as unique and transfer the entire contents of such pages. We evaluate both options in Section 4. (3) Unsent Identical Pages: These are identical pages have not been dirtied since last scan and not yet been transferred to the target. Again, the entire page content is transferred and accompanied by the (hash, index) identifier so that the page can be uniquely identified and stored by the controller at the target. (4) Sent Identical Pages: These are identical non-dirtied pages that have already been transferred to the target. For such pages we transfer only the (hash, index) identifier to locate the corresponding page at the target and omit transferring the page content.
Target End
Upon initiating gang migration, the source host lets the target side know the size of the VM. The target side allocates a memory region of the same size, and copies the received pages to the allocated memory according to their address. However, for offline de-duplication based gang migration each received page is treated differently according to its page category described above. Unique Pages are received by the target and copied to the memory allocated to the migrated VM. Pages classified as Unsent Identical Pages on the source are also copied to the shared memory set up at the target, in addition to being copied to VM's memory. Sent Identical Pages are accompanied with an identifier, which is used to locate the corresponding page content from the hash table in the shared memory. Before resuming the VM, the target end ensures that all the VM memory pages are received and mapped into its address space.
Cache
Since the shared memory is simultaneously accessed by multiple VMs, its access is protected by semaphores to maintain the consistency of the hash table. However, the processes visiting the same bucket of the hash table must wait until the first process has released the semaphore. To avoid this resource contention at the bucket level, we implement a cache containing pointers to recently accessed pages. The qemu-kvm process corresponding to each VM accesses hash table for (1) marking a page as sent on the source side (2) adding a page to the hash table while scanning VMs' memory (3) removing unique pages having no other matching page (4) copying a page from the hash table to the VM's memory region at the target side. The cache for the hash table contains the data structures corresponding to recently accessed pages, consequently avoiding the need to visit the shared memory to copy a page, or to check if it has already been sent. However, a semaphore needs to be acquired to add, or remove the pages from the hash table. The Least Recently Used (LRU) cache replacement algorithm is used to replace entries when the cache is full. We observed that at any point in time, irrespective of VM workloads, a VM's memory contains significant number of zero pages. Hence we consider the zero page as a permanent member of the cache, and do not replace it by any other page even if the cache is full. The cache allows live gang migration to scale to tens of VMs without a significant performance penalty.
Delayed Pages
Since de-duplicated pages are transferred over independent concurrent connections, their sequence cannot be guaranteed. Therefore, an identifier indicating the location of the sent page can reach the target before the page itself is available. These pages are referred to as delayed pages. In such a scenario, a lookup for a page in the target hash table with its identifier can fail. To handle this problem, we implement a waiting list at the target to contain addresses and identifiers of pages not yet received by the target at the time of the hash table lookup. We traverse the waiting list periodically during a VMs' migration to locate the delayed pages from the target hash table and copy them into the VMs' memory. Since a VM cannot be resumed before locating all of its pages, waiting list traversal may add to the downtime of a VM in case the waiting list is non-empty at the end of pre-copy phase. However, out of sequence reception of an identifier and the corresponding page is a rare event. Consequently, the waiting list traversal overhead is observed to be not more than 1-5 milliseconds.
Finally, while traversing the waiting list, one cannot simply copy all delayed pages from the target hash table into the VM's address space. If a VM receives a new modified copy of the delayed page, then the corresponding page from the hash table becomes obsolete. Hence, upon reception of the latest copy of the delayed page, the corresponding entry in the waiting list pointing to the delayed page is deleted.
Re-hashing of Dirtied Pages
To perform re-hashing, dirtied pages need to be identified. The KVM hypervisor provides a facility for tracking dirtied pages through a dirty bitmap maintained in the host kernel, which is essentially one bit per page indicating whether the page was modified since the last scan. Before each rehashing round (either periodic or online) the VM's dirty bitmap is retrieved and the hypervisor is instructed restart logging the dirtied pages (for the next re-hashing round). For every dirtied page, we recalculate the hash value and re-inserts the page into the hash table. Online re-hashing is performed by the VM's main migration thread during VM's migration whereas periodic re-hashing is performed by the low-priority scanning thread. Tracking dirty pages could be expensive because the hypervisor essentially needs to first temporarily mark all the pages of VM as read-only, trap the first write access to each page, mark the page in the dirty bitmap, and finally reset the page access permissions to the original permissions. If the workload within the VM is write-intensive, then frequent re-hashing can result in application slowdown. Alternatively, one could choose not to re-hash dirtied pages and simply transmit them as unique pages during the migration phase, thus potentially foregoing any potential savings from de-duplicating dirtied pages.
Sub-page Level De-duplication
The intuition behind the implementation of sub-page level de-duplication is that, even if an entire 4KB page doesn't have an identical counterpart, its sub-part can match with the sub-parts of other pages. Sub-page level de-duplication is implemented by dividing each page into a fixed number of parts and calculating a hash for each part separately. Subpages are treated in the same way as full pages during the migration. However, if a page is detected as dirty, then all of its sub-parts are re-sent to the destination, because the current dirty logging mechanism doesn't provide a facility of detecting dirty sub-parts of a page. Since the hash is calculated for every sub-part of the page, reduction in the size of the sub-page has negative impact on the time required to complete the preparation phase.
Delta Transfer
Before initiating the migration, we populate the similarity hash table by traversing the hash table containing identical pages. To minimize the storage overhead, instead of storing a complete page, we only store the hash identifier of a page into the similarity hash table. Each hash bucket contains an identifier of only one reference page. During the migration, every unique page is hashed using the SuperFastHash [1], and a page from the similarity hash table having the same hash fingerprint is chosen as its reference page. We use Xdelta [14] , a tool for differential compression, to calculate the difference between the unique and the reference page. This delta is transferred to the target machine along with the hash identifier of its reference page. At the target, the decode routine of Xdelta reconstructs the original page by applying the delta to the reference page. Even though the delta is transferred to the target after the ref-erence page, their reception sequence at the target cannot be guaranteed. Since the reference page and the delta can possibly be transferred on independent connections, target machine might receive the delta before its reference page arrives. In such a scenario, the reference page is treated as a delayed page, and its deltas are inserted into the waiting list setup at the target. During the traversal of the waiting list, all the deltas are applied to the reference pages to reconstruct the original pages.
Online De-duplication
This mode of gang migration de-duplicates pages while the VM migration is in progress. Therefore, its preparation phase is much shorter than the offline mode and just involves setting up the shared memory and the hash table. Before sending each page over the network, it is checked against the hash table to test if an identical page has already been sent. The rest of the migration takes place as explained in section 3.3. Since online de-duplication incurs the cost of calculating the hash and byte-by-byte comparison of pages, performance of VM migration with online de-duplication is unacceptably low. Therefore we do not consider it for further evaluation.
Scalability
Scalability of live gang migration can be defined as its ability to migrate increasing number of VMs without degrading its performance, while keeping the hash table memory space requirement as low as possible. Current implementation of gang migration allows it to scale to tens of VMs with minimal impact on its performance. The semaphore protected hash table becomes a point of contention when the number of VMs is increased. Our implementation of live gang migration obviates the need to access the hash table for most of the read operations by maintaining a per VM cache for the hash table data structure. As far as the hash table memory space requirement is concerned, currently gang migration requires memory size enough to contain a single copy of the pages having multiple instances across the VMs. For migrating 24, 1GB memory idle VMs, offline de-duplication uses approximately 256MB of memory.
Security
Our current implementation of gang migration assumes that the VMs are run in a data center environment, where the host environment on the physical machine is trusted and under the control of the cluster administrator. Since, the shared memory region containing the hash table is separate from the physical memory region of the guest operating system, the VM's kernel and applications cannot access it. The shared memory is only accessible from the protected QEMU mode of the host machine. Hence the possibility of one VM maliciously accessing/inferring another VM's memory contents does not exist in our prototype.
EVALUATION
Here we compare the performance of different modes of gang migration against the original QEMU/KVM live migration mechanism. The key performance metrics are total migration time (TMT), the amount of network traffic reduction, and downtime. Our experimental setup consists of two machines with dual quad core Intel Xeon processors and 70GB DRAM, running Ubuntu 9.10. We use the same OS distribution for the VMs.
We carry out the evaluation of live gang migration for the following four modes.
Without Optimizations: This configuration is the simple pre-copy migration of VMs without any type of compression or de-duplication of pages.
Online Compression: This is the default mode of VM migration currently used by QEMU/KVM. This mode compresses pages having uniform content, such as zero pages, during a VM's migration.
Offline Compression: This mode is a variant of online compression in which compression is carried out before initiating the VM migration. A bitmap is used to mark the compressed pages. The qemu-kvm process refers to this bitmap during a VMs' migration to decide if the page is already compressed or if it needs to send the entire page.
Offline De-duplication (DD): This mode de-duplicates the pages across co-located VMs before initiating their migration. For evaluation, we use online re-hashing in conjunction with offline de-duplication as an optimization. In the rest of this section, we simply refer to online re-hashing as re-hashing.
We now describe the various evaluations performed by migrating VMs between two hosts connected by a Gigabit Ethernet. We demonstrate through the migration of single and multiple VMs that offline de-duplication provides an additional 15% to 18% network traffic reduction over the online compression mode, which is the default mode used by QEMU/KVM. We show that the preparation phase imposes less than 6% overhead on the applications running inside the VMs. We also show that de-duplication also reduces the amount of data transferred during the downtime, effectively shortening its duration. Figure 5 shows the network bandwidth utilization of the four modes of gang migration. The graph demonstrates the network bandwidth measured with tcpdump [23] on the source side during the migration of a single 8GB idle VM over Ethernet interconnect. Note that, the line representing bandwidth for the "without optimization" mode has been truncated to save space. The VM migration with no optimizations continues for more than 70 seconds. The bandwidth drop during migration in the other three modes can be attributed to the following factors. In online compression, the compression and de-compression of zero pages is CPU-intensive. In offline compression, de-compression of zero pages, can be CPU intensive. In offline de-duplication, checking the sent flags of pages at the source and insertion and copying of pages at the destination introduces additional overhead. The following discussion further examines the implications of these overheads.
Network Bandwidth Utilization

Single VM Migration
For a single VM migration, we migrate an idle VM between two physical hosts to measure the total migration time and the network traffic reduction as a function of the VM's memory footprint. Figure 6 compares the four modes of gang migration in terms of their total migration times. Observe that any kind of compression or de-duplication significantly improves the performance of migration. In offline modes, compression is slightly faster than de-duplication due to the overhead of hash table lookup associated with deduplication. In spite of its associated overhead, for an 8GB VM, 17.7% reduction in the total migration time is observed with offline de-duplication compared to the default migration mode, i.e. online compression. Furthermore, when migrating multiple VMs, we can amortize this small penalty of de-duplication and achieve a much higher reduction in the total migration time when compared to offline compression. From Figure 7 , the network traffic reduction achieved by compression and de-duplication is almost same for a single VM migration. This is because the VM's memory is mostly filled with zero pages, and for each zero page de-duplication or compression transmit small amounts of data over the network. For compression one byte is transferred to indicate the existence of a zero page, whereas for de-duplication an eight byte identifier pointing to the already transferred zero page is sent to the destination. For an idle VM, network traffic reduction due to de-duplication of non-zero pages is insignificant. The negative network traffic reduction with the nonoptimized mode is due to the extra information sent along with the page, such as its address, other control messages, etc. 
Live Gang Migration of VMs
In this section we evaluate the migration of multiple idle VMs between two hosts to measure the total migration time and the percent network traffic reduction. We keep the physical memory size of all VMs constant at 1GB, while increasing the number of VMs. Figure 8 compares the four modes of gang migration by measuring their total migration time. Compression of uniform pages doesn't prove as helpful as de-duplication to reduce total migration time of VMs. Offline de-duplication of pages shows an improvement of almost 45% for 24 VMs over online compression, which is the default mode used by QEMU/KVM. Online and offline mode of compression perform almost equally in terms of total migration time because the speed of migration for multiple VMs is limited by the bandwidth of the network, hence directly proportional to the amount of data sent. Figure 9 compares the network traffic reduction of the four modes of gang migration. It can be observed that deduplication achieves almost 75% of traffic reduction against 60% to 65% with page compression. The difference between de-duplication and compression modes can be attributed to de-duplication of non-zero pages. 
Sub-page Level De-duplication
In this section, we measure the effect of sub-page level de-duplication on the performance of live gang migration of VMs. We load the memories of 8 VMs, each of size 1.25GB, with the various application datasets and migrate them simultaneously in offline de-duplication mode while varying the size of the sub-pages. Figure 10 compares the de-duplication ratio across the applications for the various sizes of sub-page. This is a ratio of the number of page instances de-duplicated to the number actual pages representing those instances. It can be seen that for decreasing sub-page size, at each step, we can get approximately 2 units of increase in the de-duplication ratio. However, same trend is not observed in the network traffic reduction. This is due to the fact that for every deduplicated sub-page, an 8 byte hash identifier and an 8 bytes address is sent to the target. From Figure 11 , we can state that 2KB is the best size of a sub-page that delivers the highest network traffic reduction.
Application Evaluation
This section evaluates the performance of live gang migration on VMs executing either a database workload or mixed workloads.
Database Benchmarks
For the database benchmarks, we use the MySQLCluster [17] that allows us to generate a distributed database across multiple machines that are referred to as data nodes. We use 8 co-located VMs, each with a memory of size 1.25GB to serve as data nodes that store the in-memory database. Then, we query the database from a remote machine, in parallel to the migration of VMs containing the database, to measure the impact of the migration on the performance of the query. Such a test scenario can occur in data centers during off-hours when the VMs hosting the databases might be migrated to fewer physical machines.
The following two database benchmarks are used to evaluate the application degradation. (1) Sysbench [22] is an online transaction processing benchmark. We run it with the MySQL-Cluster set on top of co-located VMs. Sysbench database consists of a table containing 4 million entries. We perform 1000 transactions on the sysbench database during VMs' migration to measure the performance in terms of the number of transaction per second. (2) The TPC Benchmark H (TPC-H) [24] is a decision support benchmark. It consists of a suite of business oriented ad-hoc queries. We set up 2GB TPC-H database with the help of MySQL-Cluster with VMs as data nodes. Then we run a query against the database during the migration of data nodes, to measure the time to complete the query.
Mixed Workload
To evaluate the gain from the differential compression technique in addition to the regular de-duplication optimization, we use the mixed workloads proposed in VMmark [15] . We migrate four 1GB memory VMs running the following four workloads to observe the total migration time and the network traffic reduction. (1) httperf running on a separate machine to request static pages from the VM running the Apache server. (2) Sysbench OLTP benchmark issuing 1000 request to sysbench database located in the VM. (3) A VM running Dbench [6] with 10 clients. (4) A VM carrying out sparse matrix multiplication of two matrices of size 5000 x 5000 to generate the output matrix in the VM's memory.
For these applications, the major part of their memory is filled with non-zero data pages, containing either a database or a writable working set of the applications, and the VMs are migrated while modifications to the parts of their memory are being carried out. Figure 12 shows the network traffic reduction with the applications described above. Any type of de-duplication mode yields more network traffic reduction than compression modes due to the absence of uniform data pages. Further, re-hashing accompanied with offline de-duplication has a clear benefit when it comes to slightly write intensive applications, such as the ones included in the mixed workloads. Combining re-hashing with sub-page level de-duplication at size 2KB proves beneficial because, for minor modifications to a page, only the modified half of the page retransmitted. From Figure 13 , the lowest total migration time is achieved with a combination of similarity de-duplication and re-hashing at the 4KB page size. Even though the highest network traffic reduction is possible at the 2KB sub-page level de-duplication, the overhead of delta calculation and reference page lookup results in relatively higher total migration time than for 4KB page size. Table 3 shows the comparison of downtime for the various modes of gang migration recorded for the migration of 24 1GB memory idle VMs. For fair comparison of all modes, we fix the number of pages sent during the downtime equal to the number of pages sent by the default migration mode, i.e. online compression. De-duplication of pages during the downtime allows offline de-duplication to migrate the VMs with lower downtime compared to all other modes of gang migration. High variation in the downtime of VMs is due to their parallel migration. As the first few VMs complete their migration, VMs completing towards the end of gang migration can use an additional share of network bandwidth, resulting in lower downtime for the latter. Figure 14 shows the cumulative moving average of the response time of queries against the progress of 1000 transactions on Sysbench database. Each transaction consists of multiple read/write queries. Migration is initiated after the completion of 500 queries. It can be seen that the Sysbench query response time suffers with both modes of compression. Higher response time is observed for longer duration of time. Even though VM migration in the offline compression mode doesn't involve CPU-bound operations at the source host, it decompresses a large number of pages in a short duration of time at the target. On the other hand, with offline deduplication, degraded performance is observed for a shorter duration of time. Consequently, offline de-duplication provides the lowest average response time over the period of VM migration. This improvement can be attributed to the de-duplication of pages containing the Sysbench database.
Modes of GM
Downtime
Responsiveness of VMs during Migration
Worst case VM workload evaluation
To evaluate the performance of the various modes of live gang migration for the worst-case VM workload, we use a write-intensive benchmark. This benchmark allocates 400MB of memory, and performs random write operations to fill the memory with random values. We vary the number of VMs to observe the effect of the workload on the total migration time. Such a write intensive application results in large number of dirty pages resulting in higher total migration time compared to the same number of idle VMs. From Figure 15 , it can be noticed that for smaller number of VMs all the techniques except "W/o optimization" perform equally well. However, for a larger number of VMs, a slight improvement is observed with offline de-duplication over the compression techniques. This improvement can be attributed to the higher de-duplication ratio for the non-zero pages due to more number of VMs.
Evaluation of Preparation Phase
The preparation phase of each mode of gang migration incurs the following overheads compared to the normal operation of a VM. Online compression mode doesn't have a preparation phase as the compression is performed during the migration of VMs. In offline compression, uniform pages are compressed and dirty logging is enabled to track any page modifications. In offline de-duplication, hash is calculated for each page and inserted into the hash table. Dirty logging is enabled to track any page modifications. To measure the effect of the aforementioned overheads on the execution of VMs, we start eight 1GB VMs and run CPU and write-intensive benchmarks inside the VMs while the preparation phase is in progress. Table 4 shows the comparison of overheads from the preparation phases of the various gang migration modes on CPU and write-intensive applications running inside the VMs compared to their normal operation. We use a Fibonacci series calculation as a CPU-intensive benchmark, whereas for the write-intensive workload we allocate 600MB of memory and write to it at random locations. We execute these benchmarks during the preparation phase of gang migration to measure the percent increase in the execution time when compared against their run without the preparation phase. Overall, we find that the overhead experienced by the two benchmarks is less than 6% in all cases. This is because the preparation phase is carried out by a low-priority thread using idle CPU cycles.
RELATED WORK
In this section, we review related research under three categories: (1) content-independent VM migration, (2) contentdependent VM migration, and (3) page-sharing and deduplication approaches.
Content Independent VM Migration: These approaches reduce the number of pages sent during VM's migration without peeking into their contents. Post-copy [9] improves upon the pre-copy [18, 5] VM migration technique to transfer every page only once to the destination host. It also uses Dynamic Self Ballooning (DSB) to reduce the memory footprint of a VM before its migration. Live gang migration operates without modifying the core VM migration algorithm. Hence, it can be used in conjunction with pre-copy, post-copy, or any optimization of VM migration.
Content Dependent VM Migration: These approaches reduce the amount of data transferred during migration by either compressing pages or transferring a single copy of pages having identical content. These techniques optimize either live or non-live migration of a single VM and do not address the simultaneous live migration of multiple VMs. Sapuntzakis [20] et. al. propose the use of content hashing to avoid transfer of the data blocks already present at the target host as an optimization for non-live migration of a single VM and its disk image over a wide-area low bandwidth network. Similarly, Shrinker [19] optimizes VM migration over a WAN by avoiding the transmission of pages already present at the target machine. MDD [30] and CloudNet [28] also optimize the live migration of a single VM through the use of de-duplication and the transfer of differences between modified and original pages (as opposed to the transfer of the entire dirtied page). MECOM [11] compresses VM's pages during its migration. It varies the compression algorithm for every page according its cost of compression.
Page Sharing for Consolidation: Consolidation refers to maximizing the number of VMs on a physical host by reducing their resource requirements. Page sharing has been studied in the context of reducing the memory footprint of VMs to achieve consolidation [26, 7, 16, 2] . Difference Engine [7] discusses a way of sharing the memory across the VMs residing on the same machine. It also achieves memory saving by compressing and patching the pages. Satori [16] implements memory sharing mechanisms in the Xen environment by detecting opportunities for page sharing while reading data from a block device. Kernel Samepage Merging (KSM) [2] also allows Linux kernel to compare the memory of two already running programs. If any memory regions are exactly identical, the kernel can merge the two regions into one. KSM can be used in conjunction with QEMU/KVM to share identical regions of memory between multiple colocated VMs. Our proposal for live gang migration is the first to exploit page-sharing to improve the simultaneous migration of multiple VMs. For ease of evaluation, we implemented our own de-duplication mechanism, which enables us to selectively combine the de-duplication and compression optimizations for specific VMs. However, live gang migration can potentially be implemented to use any of the above mentioned de-duplication mechanisms.
CONCLUSIONS
We presented the design, implementation, and evaluation of live gang migration of virtual machines on the QEMU/KVM Linux platform. Our approach relies on deduplication of identical memory content and differential compression of nearly identical content across VMs during migration. Offline de-duplication yields the maximum reduction in total migration time and network traffic overhead. Re-hashing further improves the performance by processing the pages that are dirtied during live migration. Subpage level de-duplication further improves performance by exploiting the identical sub-parts of pages. We also track nearly-identical pages across co-located VMs and transfer only the difference between them during the migration. Detailed evaluations show that our techniques for live gang migration significantly reduce the total migration time required for simultaneous migration of co-located VMs and the amount of data transferred during their migration. The memory de-duplication techniques proposed in this paper can also be adapted to address simultaneous inter-rack migration of VMs for evacuating an entire rack of machines. This would require mechanisms to exchange the content hash of pages across the physical machines located on the same rack to keep track of identical pages.
