We study super-replication of European contingent claims in an illiquid market with insider information. Illiquidity is captured by quadratic transaction costs and insider information is modeled by an investor who can peek into the future. Our main result describes the scaling limit of the superreplication prices when the number of trading periods increases to infinity. Moreover, the scaling limit gives us the asymptotic value of being an insider.
Introduction
This paper deals with super-replication of European options with insider information and quadratic transaction costs. We model insider information by assuming that the investor is allowed to peek ǫ into the future. This can be viewed as a progressive enlargement of filtrations. Although the impact of insider information on utility maximization was largely studied (see, for instance [1, 2, 3, 15, 18] ), to the best of our knowledge the impact of insider information on super-replication was not studied at all.
In setups with quadratic transaction costs, continuous-time models are known to produce no liquidity effect at all, see [4] and [7] . The intuition behind this result is that due to density arguments the investor can restrict himself to continuous and bounded variation trading strategies, and for this type of strategies the quadratic transaction costs are zero. Hence, in the continuous time models a prophet investor can create an arbitrage.
In order to avoid arbitrage we consider the discrete-time version of the quadratic transaction costs model. Our sole assumption on the price dynamics is that the absolute value of the returns is bounded from below and above. This can be viewed as the discrete-time Bachelier version of the widely studied uncertain volatility models, (see, e.g., [10, 16, 17, 19, 22] ). We study the scaling limit of the corresponding super-replication prices when the number of trading periods goes to infinity and the time step goes to zero (continuous-time limit). Moreover, we assume that the future time interval that the investor can predict tends to zero linearly in the time step.
Our main result (Theorem 2.1) is the characterization of the scaling limit as a stochastic volatility control problem defined on the Wiener space. The main result provides a non trivial conclusion (Corollary 2.3) which gives the asymptotic value of insider information.
We divide the proof of Theorem 2.1 into two main steps, namely proving the lower bound and proving the upper bound. For the lower bound, we identify the correct dual representation for the super-replication prices, and study the limit of the dual terms and its dependence on the insider information.
For the second step, namely, the upper bound, our main idea is to identify, in the presence of insider information, a "good" subclass of trading strategies. Good subclass is understood in the sense that from one hand it does not change the asymptotic behavior of the super-replication prices and on the other hand gives a comfortable dual representation, which allows to obtain tightness of the corresponding consistent price systems. This idea can be seen as the extension of the technique recently developed in [5] , for the setup of insider trading and model uncertainty.
Our main result is not only a generalization of Theorem 2.7 in [6] for the setup of insider information, but also an improvement of this theorem. In [6] , in order to get tightness of the consistent price systems (needed for the proof of the upper bound), one had to impose linear growth constraints on transaction costs and only allowed quadratic costs in an ever smaller region around zero. In this paper we overcome this technical assumption by identifying a "good" subclass of constrained trading strategies. So Theorem 2.1 contains a contribution for the "usual" (i.e. no insider information) case as well.
The rest of the paper is organized as follows. In the next section we introduce the setup and formulate the main results. In Section 3 we prove the lower bound. In Section 4 we prove the upper bound.
Preliminaries and Main Results
Let 0 < σ ≤ σ < ∞ be two given constants which represent the volatility bounds. Consider the sample space
with the Borel σ-algebra and the canonical process
For any n ∈ N consider a financial market with a riskless savings account and a risky stock. The savings account will be used as a numeraire and thus we normalize its value to ≡ 1. The stock price evolution S n = {S n k } n k=0 is given by a Bachelier's type of model
We do not impose a particular probabilistic model and our sole assumption on the stock price dynamics is that the absolute values of the increments lie in the interval [σ/ √ n, σ/ √ n].
We fix N ∈ N and consider an investor who can peek N trading periods into the future. Namely, the filtration of the investor is given by G k := σ{X 1 , ..., X k+N }, k ∈ Z + .
Next, let Λ > 0 be a constant and consider a quadratic cost function β → Λβ 2 where β is the number of traded stocks. Thus, for the n-step model a trading strategy is a map γ : {0, 1, ..., n − 1} × Ω → R such that γ k := γ(k, ω) is G k measurable function which is specifying the number of shares held at any period k = 0, 1..., n − 1.
The evolution of the mark-to-market value {Y γ k } n k=0 resulting from a trading strategy γ is given by
where we set γ −1 ≡ 0. Hence, we start with zero stocks in our portfolio and trading to the new position γ i to be held after time i incurs the transaction costs Λ(γ i − γ i−1 ) 2 which is the only friction in our model. The value Y γ k represents the portfolios mark-to-market value at time k. Note that, focussing on the mark-tomarket value rather than the liquidation value, we disregard in particular the costs of unwinding any non-zero position for simplicity.
The main result of this paper is a scaling limit theorem for the super-replication costs, letting the number of trading periods n over the time span [0, 1] tend to infinity while re-scaling the time between trades as 1/n. 
where the infimum is over all strictly increasing continuous time changes χ : [0, 1] → [0, 1] with χ(0) = 0 and χ(1) = 1.
For any n ∈ N consider a European option in the n-step model with the payoff
is viewed as a measurable map from Ω to D[0, 1]. The super-replication price π n (Z n ) is then defined as
We emphasize that we require the construction of a robust super-replication strategy which leads to a terminal value that dominates the payoff in any conceivable scenario ω ∈ Ω.
The following theorem which is the main result of the paper establishes the asymptotic behavior of the super-replication prices π n (Z n ), n ∈ N.
Then,
where the supremum is taken over all bounded, nonnegative progressively measurable processes ν = {ν t } 1 t=0 on the Wiener space (Ω W , F W , (F W t ) 0≤t≤1 , P W ) with Wiener process W and its generated filtration (F W t ) 0≤t≤1 , and where
Remark 2.2. For the case N = 0 (no insider information) our results are improvement of Theorem 2.7 in [6] in the sense that we do not impose linear growth constraints on the transaction costs. Moreover, we observe that (see Remark 3.5 and Remark 4.7) that Theorem 2.1 can be easily extended to payoffs of the from
where H is as above (nonnegative and Lipschitz continuous) and α > 0 is a positive constant. This observation is important for the following corollary.
Corollary 2.3. Theorem 2.1 says that asymptotically the super-replication price of the European claim H(S) for an insider who can peek N trading periods into the future equals to the super-replication price for an "usual" investor of the claim H(S)− N 4Λ |S 1 −s| 2 . In other words, for super-replication with quadratic transaction costs, the asymptotic value of peeking N trading periods into the future equals to holding (for zero costs) a European option with payoff N 4Λ |S 1 − s| 2 . The proof of Theorem 2.1 will be divided into two parts. In Section 3 we prove the lower bound
and in Section 4 we prove the upper bound lim sup
Proof of the lower bound
We start with the following lemma.
Lemma 3.1. For any n,
where P is the set of all Borel probability measures on Ω.
Proof. Let y ∈ R be an initial capital and γ be a trading strategy such that
Then, for any P ∈ P
where the last inequality follows from the simple inequality βα − Λβ 2 ≤ α 2 4Λ , α, β ∈ R. Thus,
Since P ∈ P was arbitrary we complete the proof.
Remark 3.2. In fact, there is an equality in (3.1). Namely, for the case where the payoff Z n is a continuous function of S n 1 , ..., S n n (since H is continuous, this holds true in our setup) we have
The proof can be done by following the discretization technique from [6] (see Theorem 2.2 there) or the approach from [8] which is based on representation results for increasing convex functionals. We omit the proof, and provide only the lower bound (this is Lemma 3.1) which is essential for proving Theorem 2.1.
Next, let C[0, 1] be the space of all continuous functions p : [0, 1] → R equipped with the supremum norm ||p|| := sup 0≤t≤1 |p(t)|.
We arrive to the following result.
There exists a sequence of Borel probability measures {Q n } n∈N on Ω such that we have the weak convergence
Namely, the distribution of {S n [nt] } 1 t=0 under Q n converge weakly to the distribution of the process {S ν t } 1 t=0 given by (2.2). Moreover,
Proof. For n ∈ N and a sequence A = (A 0 , ..., A n ) ∈ R n+1 we denote by A the continuous linear interpolation in C[0, 1] of the points A 0 , ..., A n . Formally,
by the following recursion:
where recall, X 1 , X 2 , .... is the canonical process on Ω. From properties (ii)-(iii) in Definition 3.3 it follows that σ n and 1 + 2κ n , are bounded away from 0. Hence, B n k − B n k−1 = O(n −1/2 ) (unless we state otherwise, the O term is uniform in space and time). Moreover, the progressive measurability of f (property (i) in Definition 3.3) ensures that its valuation in the definition of σ n k and κ n k depends on B n only via its already constructed values B n 0 , ..., B n k−1 . Next, we define the probability measure Q n on Ω such that under Q n the random variables ξ n 1 , ..., ξ n n = ±1 and (3.4) Q n ξ n k = ±1|ξ n 1 , ..., ξ n k−1 :=
, k = 1, ..., n.
From property (v) in Definition 3.3, the estimate B n k − B n k−1 = O(n −1/2 ) and the fact that σ n and 1 + 2κ n are bounded away from zero it follows that for sufficiently large n the right hand side of (3.4) is in [0, 1]. Thus, (for sufficiently large n) the probability measure Q n is well defined. Now consider the stochastic process {M n k } n k=0 given by
Observe that (3.4) yields that {B n k } n k=0 and {M n k } n k=0 are Q n martingales. From the definition of Q n and the regularity properties of the function f we have
This together with the Martingale Central Limit theorem: Proposition 1 in [20] gives
.., n. Thus, by combining the stability result Theorem 5.4 in [11] together with (3.5), the regularity of f and the simple estimate M n − S n = O(n −1/2 ) we obtain
and (3.2) follows. Next, we show (3.3). From property (iv) in Definition 3.3 it follows that for sufficiently large n, S n n = M n n . Hence,
This together with the equality
From the continuity and boundedness of f we get the weak convergence (on R)
Next, we fix j and estimate I n j . Writing I n j as a telescopic sum we have 
Hence, for any j = 1, ..., N
This together with (3.7)-(3.9) and the uniform boundedness of σ n , κ n gives (3.3).
We now have all the pieces in place that we need for the completion of the proof of the lower bound.
Proof. From the Fatou Lemma (H ≥ 0) and Lemmas 3.1, 3.4 it follows that
Using similar arguments as in Lemma 7.3 in [13] gives that the supremum in (2.1) coincides with the one taken over the class Γ 0 . This completes the proof.
Remark 3.5. We want to argue that the lower bound holds for payoffs of the form given by (2.3). Recall the probability measures Q n , n ∈ N from Lemma 3.4 and the corresponding martingales {M n k } n k=0 , n ∈ N. Observe that M n k − M n k−1 = O(n −1/2 ) and so from the Burkholder-Davis-Gundy inequality we get that for any
We conclude that the random variablesĤ {S n
[nt] } 1 t=0 , n ∈ N are uniformly integrable and so we get (3.10) without applying Fatou's lemma.
We end this section with the following corollary which will be used in the proof of the upper bound.
Proof. Follows from choosing ν ≡ 0 in the right hand side of (2.1).
Proof of the upper bound
We start with a discretization of the set Ω. For any k ∈ N let Ω k be the set of all sequences (x 1 , x 2 , ....) ∈ Ω such that for any i ∈ N we have
For any k, n ∈ N consider the n-step financial market supported on the set Ω k ⊂ Ω. Observe that this is a (finite) multinomial model. For any map Z : Ω k → R we define the corresponding super-replication price π k n (Z) = inf y ∈ R : ∃γ with y + Y γ n (ω) ≥ Z(ω) ∀ω ∈ Ω k where the definition of the trading strategy γ and the corresponding wealth process Y γ are the same as in Section 2. Proof. Fix n. Clearly π k n (Z n ) ≤ π n (Z n ) for all k. Thus, we need to show that lim inf k→∞ π k n (Z n ) ≥ π n (Z n ). Since H : D[0, 1] → R is continuous then there exists a continuous function F n : R n → R + such that Z n = F n (S n 1 , ..., S n n ). Hence, we can mimic the proof of Lemma 3.3 in [6] . The only difference is that, since in the present setup we have insider information, we need to provide a different argument to the fact that without loss of generality we can assume that for any k the corresponding trading strategy γ k is uniformly bounded in k.
To that end choose k ∈ N. Let y be an initial capital and γ k be a trading strategy such that
Thus, without loss of generality we assume that y ≤ ||Z n || ∞ . This together with (4.1) and the fact that Z n ≥ 0 gives
From Lemma 4.1 it follows that for any n ∈ N there exists k = k(n) such that π k(n) n (Z n ) > π n (Z n ) − 1 n . For simplicity we denote Ω n := Ω k(n) n andπ n (·) := π k(n) n , i.e.
(4.2)π n (Z n ) > π n (Z n ) − 1 n .
Thus, in order to prove the upper bound we need to establish the inequality
The fact that the super-replication priceπ n (·) is defined in the multinomial model setup will be used in our duality analysis in Proposition 4.5. Our preliminary step in the asymptotic analysis of the super-replication priceŝ π n (Z n ), n ∈ N is the space-time discretizations of the price processes. Specifically, for any ǫ ∈ (0, 1) and n ∈ N define (on Ω n ) a sequence of stopping times by the following recursive relations: τ n,ǫ As usual I denotes the indicator function.
Observe that since H is Lipschitz in the Skorohod metric then H(p) has a linear growth in ||p − p 0 ||. Thus, for any λ > 0 there exists c(λ) > 0 such that
Without loss of generality we assume that c(λ) > 2. Set,
There exists λ 0 ∈ (0, 1) such that for any ǫ ∈ (0, 1) and λ < λ 0 ,
Proof. Choose ǫ, λ ∈ (0, 1). From the fact that H is Lipschitz in the Skorohod metric we obtain that for sufficiently large n Next, choose n ∈ N sufficiently large such that (4.6) holds true. Set,
From the definition of τ n,ǫ k , k ∈ N it follows that (4.7)
This together with (4.5)-(4.6) gives Z n ≤ Z n,ǫ,K + λ 2 Q n,ǫ + O(ǫ).
Convexity of the wealth dynamics implies convexity of the super-replication price. Hence, (4.8)π n (Z n ) ≤ (1 − λ)π n (Z n,ǫ,K /(1 − λ)) + λπ n (λQ n,ǫ ) + O(ǫ).
Following the arguments of Lemma 3.6 in [5] (replace σ with σ) we get that there exists λ 0 > 0 such that for any λ < λ 0 we haveπ n (λQ n,ǫ ) ≤ λ(1 + 36σ 2 ). This together with (4.8) completes the proof.
Remark 4.3. Although Lemma 3.6 in [5] deals with binomial models, it is straightforward to check that the same arguments will work in our setup, if we replace σ with σ. Clearly, insider information can not increase the super-replication price.
The main step in the proof of the upper bound is to understand how to superreplicate the claims Z n,ǫ,K /(1 − λ) in the present of insider information. Notice that these claims depend on the values of their underlying at only a fixed number K of sampling times. Such claims turn out to allow for a particularly convenient duality estimate for their super-replication prices. The ides is that rather than looking on all trading strategies for a cost-effective super-hedge, we will consider a suitably constraint class.
Fix n ∈ N and ǫ > 0. Let [S n ] k := 1 n k i=1 X 2 i , k = 0, 1..., n be the quadratic variation of S n and let (F n,ǫ k ) k∈Z+ be the filtration given by ..,m -adapted processes {α k } m k=0 such that |α k | ≤ log n for k = 0, . . . , m. Then, for any φ, ψ ∈ A m there exists a trading strategy γ (in the sense that given in Section 2) such that 
number of shares. Namely,
Recall, that N is the number of steps that the investor can peek into the future. Finally, on the last interval [c k , a k+1 − 1) we liquidate our portfolio in a constant speed. Let us estimate the portfolio wealth of such strategy. Observe that S n is uniformly bounded (in n) on the time interval [0, a m ], and so, from (4.9) we conclude that γ is of size O(log n). Thus, the transaction costs on the (small) time intervals [a k , b k ) and [b k , c k ) are of order O(log 2 n/n 1/3 ). Next, we notice that on the intervals [a k , b k ) and [c k , a k+1 − 1) the stock price fluctuation is of order O(n 1/3 n −1/2 ) = O(n −1/6 ). Therefore, by the summation by parts formula, (also recall the non trading time interval [n − 2n 1/3 , n])
From (4.9), the fact that S n is uniformly bounded on [0, a m ] and the stock price fluctuation on the small intervals is of order O(n −1/6 ) we get
a k ≤i<j≤a k+1 X i X j + O(log n/n 1/6 ). Next, applying (4.9) again we obtain
a k ≤i≤a k+1 X i X i+p + O(log n/n 1/6 ) and
). The result follows by combining (4.10)-(4.13).
To get a convenient upper bound forπ n (Z n,ǫ,K /(1 − λ)) it will be useful to consider processes on a slightly expanded time horizon, namely on [0, 1 + λ] rather than [0, 1]. For that purpose we extend the function H to H 1+λ : D[0, 1 + λ] → R + simply by letting, for p ∈ D[0, 1 + λ], H 1+λ (p) := H ([0, 1] ∋ t → p (t(1 + λ))) .
Fix ǫ, λ ∈ (0, 1) and let K = K(ǫ, λ) as before. Let D ǫ,λ be the set of stochastic processes D = {D t } 1+λ t=0 defined on some filtered probability space (Ω D , G D , {G D t } 1+λ t=0 , P D ) (we assume that the filtration is right continuous and completed), have the form
where θ k , k = 0, 1..., K are stopping times (with respect to {G D t } 1+λ t=0 ) and
Moreover, W is a Brownian motion independent of G D θK . As usual {[D] t } 1+λ t=0 denotes the quadratic variation of D which is given by
We also define the process {ζ D t } 1+λ t=0 (4.18)
We remark that the filtration G D can be larger than the usual filtration generated by D.
Proposition 4.5. We have the following upper bound
Proof. Choose n ∈ N. Recall the set Ω n defined after Lemma 4.1, the filtration (F n,ǫ k ) k∈Z+ introduced before Lemma 4.4 and the set A m introduced in Lemma 4.4. We take m = K − 1 and denote A := A K−1 .
Denote byP n the set of all probability measures on (Ω n , σ{X 1 , ..., X n }). Introduce the function Γ :P n × A → R by
. From Lemma 4.4 (for m = K − 1) we obtain that for sufficiently large n π n (Z n,ǫ,K /(1 − λ)) < ǫ + inf ψ∈A inf y : ∃φ ∈ A : y +
where the last equality follows from classical linear super-replication duality with convexly constrained strategy sets (cf. [14] , Theorem 4.1 in connection with Example 2.3). Let us notice that since the probability space (Ω n , σ{X 1 , ..., X n }) is finite, then we can define a probability measure which gives to every event a positive weight. Hence, path wise super-replication is equivalent to almost surely super-replication, and so, we can apply the result from [14] .
Next, we argue that we can switch the above inf and sup. It is readily checked that for any P ∈P n the map ψ → Γ(ψ, P) is convex and that the map P → Γ(ψ, P) is concave for any ψ fixed. Observing that the setsP n , A can easily be identified with convex and compact subsets in Euclidean space, we can thus invoke the Minimax Theorem (e.g. Theorem 45.8 in [21] ) to obtain From (4.19) we conclude that (for sufficiently large n) there exists a probability measure P n ∈P n for which (4.20)π n (Z n,ǫ,K /(1 − λ)) < ǫ + inf ψ∈A Γ(P n , ψ).
By combining Corollary 3.6, (4.2) and Lemma 4.2 we get lim inf n→∞πn (Z n,ǫ,K ) > −∞. On the other hand, it is straight forward to see that sup n∈N ||Z n,ǫ,K || ∞ < ∞.
These observations together with (4.20) for ψ ≡ 0 give that for sufficiently large n (4.21)
E Pn
Next, for k = 0, 1, ..., K set
and introduce the stochastic processes
t=0 be given by (4.14) and let G D t be the filtration generated by the
where W is a standard Brownian motion independent of S n .
Let us verify that (4.15)-(4.17) hold true. Indeed, from the definitions we have τ n,ǫ k+1 −τ n,ǫ k ≤ ǫ 2 and (for sufficiently large n) |S n [nτ n,ǫ i+1 ] −S n [nτ n,ǫ i ] | ≤ 2ǫ, this gives (4.15) and (4.16) respectively. The equality (4.17) follows from the simple observation that G D θ k = F n,ǫ k , k = 0, 1..., K. We wish to apply (4.20) and estimate inf ψ∈A Γ(P n , ψ). Recall the process S n,ǫ given by (4.4) . It is easy to check that This together with (4.21) and the fact that H is non negative and Lipschitz continuous in the Skorohod metric yields that for sufficiently large n
Next, we treat the term
. From (4.7), on the event {τ n,ǫ K < 1} we have (recall that c(λ) > 2)
On the other hand, on the event {τ n,ǫ K = 1} we have θ K = 1+λ and so, on this event 
We arrive to the final step in the estimation inf ψ∈A Γ(P n , ψ). Fix k = 0, 1, ..., K − 1 and set
From the inequality |X i | ≥ σ, i ∈ N, it follows that for sufficiently large n we have
Hence,
The above expression is a quadratic pattern in ψ k which take maximum for
Clearly, for sufficiently large n, |ψ * k | ≤ ln n. Recall the definition of ζ D given in (4.18) . We obtain, The first inequality follows from the above analysis. The second inequality follows from the fact that for sufficiently large n, Φ k ∈ [σ 2 , σ 2 ], k = 0, 1, ..., K − 1 and the relation G(z) = min y∈[σ 2 ,σ 2 ] (z−y) 2 y , z ∈ R. We also used the law of total expectation. The third inequality is due to (4.21)-(4.22) and the fact that Υ k , S n [nτ n,ǫ k ] , k = 0, 1..., K are uniformly bounded (in n). The last equality is trivial.
The proof follows from combining (4.20) , and (4.23)-(4.25).
In view of Lemma 4.2 and Proposition 4.5, in order to prove (4.3) it remains to establish the following limit theorem. Lemma 4.6.
Proof. Fix λ > 0. For any m ∈ N let ǫ m := 1 m and choose D m ∈ D ǫm,λ such that
Following the same arguments as in Lemma 3.9 in [5] gives that there exists a subsequence (which still denoted by m) and a continuous martingale
t=0 such that we have the weak convergence
As usual M λ denotes the quadratic variation of the continuous martingale M λ . From the Skorohod representation theorem (see [9] ) it follows that we can construct a probability space (the corresponding probability measure will be denoted by P) such that Thus, by Lemma A1.1 in [12] we construct a sequence α m ∈ conv(ζ D m , ζ D m+1 , ...), m ∈ N such that α m converge P ⊗ dt almost surely to a stochastic process α. From By combining (4.28)-(4.30) we arrive to lim λ→0 lim ǫ→0 sup D∈D ǫ,λ E P D H 1+λ (D)
Finally, it remains to establish the inequality
Clearly, the right hand side of (4.31) is bigger than − σ 2 16Λ (just take ν ≡ 0). Thus, without loss of generality we can assume that for sufficiently small λ > 0 we have (4.32)
Otherwise, (4.31) is trivial. From the Burkholder-David-Gundy inequality and the linear Growth of H it follows that there exists a constant C 1 > 0 such that
On the other hand it is straight forward to see that there exists a constant C 2 > 0 such that G(z) ≥ z 2 C2 − 1, ∀z ≥ 0. From (4.32) we conclude that Finally, for any λ ∈ (0, 1) define the continuous martingaleM λ on the time interval [0, 1] byM λ t := M λ (1+λ)t , t ∈ [0, 1]. Observe thatM λ 1 = M λ 1+λ . From the Cauchy-Schwarz inequality, the Ito Isometry and (4.33) we obtain
where the last inequality follows by using the same arguments (based on the randomization technique) as in Lemma 7.2 in [13] . This completes the proof.
Remark 4.7. We finish with claiming that the upper bound holds for payoffs of the from given by (2.3). Clearly, Theorem 2.1 remains true for claims which are bounded from below and Lipschitz continuous with respect to the Skorohod metric. Thus, for any m ∈ N we have
whereĤ m is given bŷ for all n, m ∈ N. Thus, by using same arguments as in the proof of the inequality (4.31) above, we obtain
