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A Perron type theorem about the existence of the strict Lyapunov exponents of the solutions of
retarded functional differential equations is established.
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1. Introduction
Given r > 0, let C = C([−r,0],Cn) denote the Banach space of continuous functions
from [−r,0] into Cn with the supremum norm |φ| = sup−rθ0 |φ(θ)| for φ ∈ C.
Consider the nonlinear retarded functional differential equation
x′(t) = Lxt + f (t, xt ) (1.1)
as a perturbation of the linear autonomous equation
x′(t) = Lxt , (1.2)
where L :C → Cn is a linear bounded functional and f : [σ0,∞)×C → Cn is a continuous
function. As usual, the symbol xt ∈ C is defined by xt (θ) = x(t + θ) for −r  θ  0.
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solutions of (1.1) have similar asymptotic properties as the solutions of the unperturbed
Eq. (1.2). In the special case of ordinary differential equations, a variety of asymptotic re-
sults of this type is available (see [3,5,7,9]). The following Perron type theorem, presented
in a form given by Coppel [5], is of particular importance.
Theorem 1.1 [5, Chapter IV, Theorem 5]. Consider the ordinary differential equation
x′ = Bx + g(t, x), (1.3)
where B ∈ Cn×n is an n × n constant matrix and g : [σ0,∞) × Cn → Cn is a continuous
function. Let x be a solution of (1.3) on [σ0,∞) such that∣∣g(t, x(t))∣∣ γ (t)∣∣x(t)∣∣, t  σ0, (1.4)
where γ : [σ0,∞) → [0,∞) is a continuous function satisfying
t+1∫
t
γ (s) ds → 0 as t → ∞. (1.5)
Then either
(i) the limit
µ = lim
t→∞
log |x(t)|
t
(1.6)
exists and is equal to the real part of one of the eigenvalues of the matrix B , or
(ii) x(t) = 0 for all large t .
Clearly, condition (1.5) on γ holds if γ (t) → 0 as t → ∞, or ∫∞
σ
γ p(s) ds < ∞ for some
p ∈ [1,∞).
The quantity µ defined by the limit (1.6) (if it exists) is sometimes called the strict
Lyapunov exponent of the solution x.
A weaker form of Theorem 1.1 was obtained by Perron [15]. Perron’s result was im-
proved by Lettenmeyer [13] and later by Hartman and Wintner [10]. For other variants and
proofs of Theorem 1.1, see [3, Chapter 13, Theorem 4.3] or [9, Chapter X, Theorem 11.2].
Our aim in this paper is to extend Theorem 1.1 to Eq. (1.1). The paper is organized
as follows. After introducing the notations and preliminaries in Section 2, in Section 3,
we study the existence of the strict Lyapunov exponents of those solutions of (1.1) which
satisfy the hypothesis∣∣f (t, xt )∣∣ γ (t)|xt |, t  σ0 (1.7)
(the analogue of hypothesis (1.4) of Theorem 1.1), where γ : [σ0,∞) → [0,∞) is a con-
tinuous function with property (1.5). It should be mentioned that there is an important
difference between Eqs. (1.1) and (1.3) which is a consequence of the fact that the phase
space C for (1.1) is infinite-dimensional. Namely, in contrast to the ordinary differential
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(known as small solutions) which are not identically zero on any interval [σ,∞). In Theo-
rem 3.1, we prove that with the possible exception of the small solutions the strict Lyapunov
exponents
µ = µ(x) = lim
t→∞
log |xt |
t
(1.8)
exist and are equal to the real parts of the eigenvalues of Eq. (1.2). By an eigenvalue
of (1.2), we mean a root of the characteristic equation
det∆(λ) = 0, ∆(λ) = λI −
0∫
−r
eλθ dη(θ), (1.9)
where η : [−r,0] → Cn×n is the matrix function of bounded variation from the Riesz rep-
resentation of L,
Lφ =
0∫
−r
d
[
η(θ)
]
φ(θ), φ ∈ C, (1.10)
normalized so that η is left continuous on (−r,0) and η(0) = 0.
Besides the extension of Theorem 1.1 to Eq. (1.1), we establish the following two prop-
erties of the solutions of (1.1) with a given finite strict Lyapunov exponent µ(x) = µ. First,
for t → ∞, these solutions are tangential to the generalized eigenspace associated with the
eigenvalues of (1.2) having real part µ (see Theorem 3.4 below). Second, for the above
solutions, the ratio |xt+r |/|xt | is uniformly positive for t → ∞ (see Proposition 3.5). The
latter two properties will play an important role in the cognate paper [16], where we shall
discuss some corollaries and further related results concerning the asymptotic behavior and
the oscillation of the solutions of (1.1).
2. Notations and preliminaries
In this section, we introduce the notations and recall some facts from the theory of linear
autonomous functional differential equations and perturbed linear systems which will be
used in our proofs. For more details and proofs, see [8, Chapters 6 and 7].
The linear autonomous equation (1.2) generates in C a strongly continuous semigroup
(T (t))t0, where the solution operator T (t) is defined by T (t)φ = xt (φ) for t  0 and
φ ∈ C, xt (φ) being the unique solution of (1.2) with initial value φ at zero. The domain of
the infinitesimal generator A of this semigroup given by D(A) = {φ ∈ C | φ′ ∈ C, φ′(0) =
Lφ} is dense in C and Aφ = φ′ for φ ∈ D(A). The spectrum of the operator A :D(A) → C
is a point spectrum and consists of the eigenvalues of (1.2). In each strip |Re z|  M ,
M > 0, do not lie more than finitely many eigenvalues of (1.2). The stability modulus d
of (1.2) defined by
d = sup{Reλ | det∆(λ) = 0} (2.1)
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Associated with (1.2) is the transposed equation
y′(t) = −
0∫
−r
y(t − θ) d[η(θ)], (2.3)
where y(t) is an n-dimensional row vector. The phase space for (2.3) is C′ = C([0, r],Cn∗),
where Cn∗ is the space of row n-vectors. For ψ ∈ C′, φ ∈ C, we define the bilinear form
(ψ,φ) = ψ(0)φ(0) −
0∫
−r
θ∫
0
ψ(θ − τ) d[η(τ)]φ(θ) dθ. (2.4)
If Λ is a finite set of eigenvalues of (1.2), then C is decomposed by Λ into a direct sum
C = PΛ ⊕ QΛ, (2.5)
where PΛ is the generalized eigenspace associated with Λ (see [8, Section 7.5] for the
definition) and QΛ is the complementary subspace of C such that T (t)QΛ ⊂ QΛ for t  0.
If ΦΛ is the basis for PΛ, then there exists a square matrix BΛ such that AΦΛ = ΦΛBΛ
and the spectrum of BΛ coincides with Λ. The solutions on PΛ can be extended to all t ∈ R
by
T (t)ΦΛa = ΦΛeBΛta, (2.6)
where a is a vector of the same dimension as ΦΛ. Further, if
φ = φPΛ + φQΛ, φPΛ ∈ PΛ, φQΛ ∈ QΛ (2.7)
is the decomposition of φ ∈ C in PΛ ⊕ QΛ, then
φPΛ = ΦΛ(ΨΛ,φ), φQΛ = φ − φPΛ,
where ΨΛ is the basis for the generalized eigenspace PTΛ of the transposed Eq. (2.3) asso-
ciated with Λ (see [8, Section 7.5] for the definition) normalized so that (ΨΛ,ΦΛ) = I .
Let x be a solution of (1.1) on [σ − r,∞), σ  σ0 with initial value xσ = φ ∈ C. If we
consider the term f (t, xt ) in (1.1) as a nonhomogeneity, then, according to the variation of
constants formula (see [8, Section 6.2]), we obtain
xt = T (t − σ)φ +
t∫
σ
d
[
K(t, s)
]
f (s, xs), t  σ, (2.8)
where the kernel K(t, ·) [σ, t] → C is given by
K(t, s)(θ) =
s∫
X(t + θ − α)dα, −r  θ  0,σ
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values X0(0) = I and X0(θ) = 0 for −r  θ < 0. If we make the decomposition (2.5)
in (2.8), we obtain an equivalent system
xt = xPΛt + xQΛt , (2.9)
x
PΛ
t = T (t − σ)φPΛ +
t∫
σ
T (t − s)XPΛ0 f (s, xs) ds, (2.10)
x
QΛ
t = T (t − σ)φQΛ +
t∫
σ
d
[
K(t, s)QΛ
]
f (s, xs) (2.11)
for t  σ , where
X
PΛ
0 = ΦΛΨΛ(0) and K(t, s)QΛ = K(t, s) − ΦΛ
(
ΨΛ,K(t, s)
)
. (2.12)
Suppose that Λ has the form
Λ = Λ(c) = {λ ∈ C | det∆(λ) = 0, Reλ c}, (2.13)
where c is a given real number. Then for every sufficiently small ε > 0 there exists M2 =
M2(ε) > 0 such that∣∣T (t)φQΛ ∣∣M2e(c−ε)t ∣∣φQΛ ∣∣, t  0, φ ∈ C, (2.14)∣∣T (t)φPΛ ∣∣M2e(c−ε)t ∣∣φPΛ ∣∣, t  0, φ ∈ C, (2.15)
and ∣∣T (t)XPΛ0 ∣∣M2e(c−ε)t , t  0. (2.16)
If, in addition, we assume that (1.2) has no eigenvalue on the vertical line Reλ = c, then
Eq. (1.2) has an exponential dichotomy with respect to c, that is, (2.15) can be replaced
with the stronger condition∣∣T (t)φPΛ ∣∣M2e(c+ε)t ∣∣φPΛ ∣∣, t  0, φ ∈ C, (2.17)
provided ε > 0 is sufficiently small.
In order to estimate the norm of the solution xt of (1.1) and its projections onto PΛ
and QΛ, we shall frequently use the following estimates for the integrals in (2.8), (2.10)
and (2.11) holding for t  σ  σ0:∣∣∣∣∣
t∫
σ
d
[
K(t, s)
]
f (s, xs)
∣∣∣∣∣M3
t∫
σ
e(d+ε)(t−s)
∣∣f (s, xs)∣∣ds, (2.18)
∣∣∣∣∣
t∫
σ
T (t − s)XPΛ0 f (s, xs) ds
∣∣∣∣∣M3
t∫
σ
e(d+ε)(t−s)
∣∣f (s, xs)∣∣ds, (2.19)
∣∣∣∣∣
t∫
d
[
K(t, s)QΛ
]
f (s, xs)
∣∣∣∣∣M3
t∫
e(c−ε)(t−s)
∣∣f (s, xs)∣∣ds, (2.20)
σ σ
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M3(ε) is a positive constant independent of the solution x. The above estimates follow
from (2.2), (2.14) and the representations of K(t, s) and K(t, s)QΛ .
3. Main results
The following theorem is the analogue of Theorem 1.1 for Eq. (1.1).
Theorem 3.1. Let x be a solution of (1.1) on [σ0 − r,∞) such that (1.7) holds with a
continuous function γ : [σ0,∞) → [0,∞) satisfying (1.5). Then either
(i) the limit (1.8) exists and is equal to the real part of one of the eigenvalues of (1.2), or
(ii) for each b ∈ R, we have that limt→∞ ebtx(t) = 0.
We shall call the quantity µ = µ(x) defined by the limit (1.8) (if it exists) the strict
Lyapunov exponent of the solution x. Solutions x which satisfy conclusion (ii) of the above
theorem are known as small solutions.
Remark. Evidently, any solution x which satisfies conclusion (ii) of Theorem 1.1 is a
small solution. However, as noted in Section 1, in contrast to the ordinary differential equa-
tion (1.3), Eq. (1.1) may have small solutions which are not identically zero on any interval
[σ,∞). An example of such solutions is the solution x(t) = e−t2 of the scalar equation
x′(t) = −2te1−2t x(t − 1) (3.1)
on the interval [−1,∞) (see [8, p. 97]).
Remark. In conclusion (i) of Theorem 3.1 it is important that the solution x is interpreted
in C in the sense that xt in (1.8) cannot be replaced with x(t). This is shown by the follow-
ing simple example. Consider the scalar equation
x′(t) = −x
(
t − 5π
2
)
, (3.2)
a special case of (1.1) when n = 1, r = 5π/2, Lφ = −φ(−5π/2) and f (t,φ) ≡ 0. For the
solution x(t) = cos t of (3.2) the strict Lyapunov exponent µ(x) equals zero, the real part
of the eigenvalue λ = i of (3.2). However, the limit limt→∞ t−1 log |x(t)| does not exist.
Remark. It is easily seen that if the strict Lyapunov exponent µ(x) exists, then
µ(x) = lim sup
t→∞
log |x(t)|
t
.
Remark. In the geometric theory of functional differential equations, qualitative results
similar to Theorem 3.1 are widely used. It can be shown that under certain additional as-
sumptions alternative (ii) of Theorem 3.1 cannot occur, i.e., there are no nontrivial small
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tions of the linear variational equation at the equilibrium (see [1,2,4,11,12,14]) for details).
Before we present the proof of Theorem 3.1, we establish two lemmas. The first lemma
is a simple consequence of Gronwall’s inequality.
Lemma 3.2. Let x be a solution of (1.1) satisfying the hypotheses of Theorem 3.1. Then
for every ε > 0 there exist constants C1, C2 > 0 such that for all t  σ1  σ0,
|xt | C1|xσ1 |e(d+ε)(t−σ1) exp
(
C2
t∫
σ1
γ (s) ds
)
, (3.3)
where d is the stability modulus of (1.2) given by (2.1). In particular, there exists C3 > 0
such that for all integers k  σ0/r , we have that
C−13 |x(k+1)r | |xt |C3|xkr |, kr  t  (k + 1)r. (3.4)
Proof. By the variation of constants formula (2.8), we have for t  σ1  σ0,
xt = T (t − σ1)xσ1 +
t∫
σ1
d
[
K(t, s)
]
f (s, xs).
By virtue of (1.7), (2.2) and (2.18), we have for t  σ1  σ0,
|xt |M1e(d+ε)(t−σ1)|xσ1 | + M3
t∫
σ1
e(d+ε)(t−s)γ (s)|xs |ds
and hence
e−(d+ε)t |xt |M1e−(d+ε)σ1 |xσ1 | + M3
t∫
σ1
γ (s)e−(d+ε)s |xs |ds.
By Gronwall’s lemma, the last inequality implies that (3.3) holds with C1 = M1 and
C2 = M3. By virtue of (1.5), we have that
S = sup
tσ0
t+r∫
t
γ (s) ds < ∞.
Consequently, (3.3) implies that (3.4) holds with
C3 = C1 exp(C2S) max
0τr
e(d+ε)τ . 
The following lemma will play a key role in the proof of Theorem 3.1.
Lemma 3.3. Let x be a solution of (1.1) satisfying the hypotheses of Theorem 3.1 and
such that |xt | > 0 for t  σ0. Let C = PΛ ⊕ QΛ be the decomposition of C by the set of
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eigenvalue on the vertical line Reλ = c. Then either
lim sup
t→∞
log |xt |
t
< c (3.5)
and
x
PΛ
kr = o
(∣∣xQΛkr ∣∣) as k → ∞, (3.6)
or
lim inf
t→∞
log |xt |
t
> c (3.7)
and
x
QΛ
kr = o
(∣∣xPΛkr ∣∣) as k → ∞, (3.8)
where k in the asymptotic relations (3.6) and (3.8) is an integer.
Proof. Under the hypotheses of the lemma, the semigroup (T (t))t0 generated by
Eq. (1.2) has an exponential dichotomy with respect to c. That is, estimates (2.14)
and (2.17) hold with suitable positive constants ε and M2. Write PΛ = P and QΛ = Q
for brevity. Define
‖φ‖ = sup
t0
e−(c−ε)t
∣∣T (t)φQ∣∣+ sup
t0
e−(c+ε)t
∣∣T (t)φP ∣∣, φ ∈ C. (3.9)
It is easily verified (see also [6, Chapter VIII, Exercises 5.2 and 5.3]) that ‖ · ‖ is a norm
on C which is equivalent to the original norm and for which estimates (2.14) and (2.17)
hold with M2 = 1. More precisely, there exists q > 1 such that
|φ| ‖φ‖ q|φ|, φ ∈ C, (3.10)
and, for all φ ∈ C, we have that
‖φ‖ = ∥∥φP ∥∥+ ∥∥φQ∥∥, (3.11)∥∥T (t)φP ∥∥ e(c+ε)t∥∥φP ∥∥, t  0, (3.12)∥∥T (t)φQ∥∥ e(c−ε)t∥∥φQ∥∥, t  0. (3.13)
The group property of T (t) on P and (3.12) yield for t  0 and φ ∈ C,∥∥φP ∥∥= ∥∥T (−t)T (t)φP ∥∥ e−(c+ε)t∥∥T (t)φP ∥∥.
Hence∥∥T (t)φP ∥∥ e(c+ε)t∥∥φP ∥∥, t  0, φ ∈ C. (3.14)
Let k  σ0/r be a fixed integer. By the variation of constants formula, we have for t  kr ,
xPt = T (t − kr)xPkr +
t∫
kr
T (t − s)XP0 f (s, xs) ds, (3.15)
x
Q
t = T (t − kr)xQkr +
t∫
d
[
K(t, s)Q
]
f (s, xs). (3.16)kr
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∥∥xPt ∥∥ ∥∥T (t − kr)xPkr∥∥−
∥∥∥∥∥
t∫
kr
T (t − s)XP0 f (s, xs) ds
∥∥∥∥∥
 e(c+ε)(t−kr)
∥∥xPkr∥∥− q
∣∣∣∣∣
t∫
kr
T (t − s)XP0 f (s, xs) ds
∣∣∣∣∣
and hence (by (1.7) and (2.19))
∥∥xPt ∥∥ e(c+ε)(t−kr)∥∥xPkr∥∥− qM3
t∫
kr
e(d+ε)(t−s)γ (s)|xs |ds. (3.17)
From (3.16), it follows by similar estimates (using (2.20) and (3.13) instead of (2.19)
and (3.14), respectively) for t  kr ,
∥∥xQt ∥∥ e(c−ε)(t−kr)∥∥xQkr∥∥+ qM3
t∫
kr
e(c−ε)(t−s)γ (s)|xs |ds. (3.18)
From (3.17) and conclusion (3.4) of Lemma 3.2, we obtain for kr  t  (k + 1)r ,∥∥xPt ∥∥ e(c+ε)(t−kr)∥∥xPkr∥∥− qM3C3|xkr |γk max0τr e(d+ε)τ ,
where
γk =
(k+1)r∫
kr
γ (s) ds.
From this, (3.10) and (3.11), we find for kr  t  (k + 1)r ,∥∥xPt ∥∥ e(c+ε)(t−kr)∥∥xPkr∥∥− D1γk(∥∥xPkr∥∥+ ∥∥xQkr∥∥), (3.19)
where D1 = qM3C3 max0τr e(d+ε)τ . From (3.18), we obtain by similar estimates for
kr  t  (k + 1)r ,∥∥xQt ∥∥ e(c−ε)(t−kr)∥∥xQkr∥∥+ D2γk(∥∥xPkr∥∥+ ∥∥xQkr∥∥), (3.20)
where D2 = qM3C3 max0τr e(c−ε)τ . Inequalities (3.19) and (3.20) imply for all integers
k  σ0/r ,∥∥xP(k+1)r∥∥ α∥∥xPkr∥∥− Dγk(∥∥xPkr∥∥+ ∥∥xQkr∥∥), (3.21)∥∥xQ
(k+1)r
∥∥ β∥∥xQkr∥∥+ Dγk(∥∥xPkr∥∥+ ∥∥xQkr∥∥), (3.22)
where D = D1 + D2,
α = e(c+ε)r and β = e(c−ε)r ; 0 < β < α. (3.23)
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γk → 0 as k → ∞. (3.24)
We claim that either∥∥xPkr∥∥ ∥∥xQkr∥∥ for all large k, (3.25)
or ∥∥xQkr∥∥< ∥∥xPkr∥∥ for all large k. (3.26)
We shall prove the above claim by showing that if (3.25) fails, then (3.26) must hold.
Suppose that (3.25) does not hold. Then∥∥xQkr∥∥< ∥∥xPkr∥∥ for infinitely many k. (3.27)
Choose δ > 0 such that δ < α/(2D) and δ < (α − β)/(4D). In view of (3.23) such a δ
certainly exists. By virtue of (3.24), there exists k1 such that γk < δ for k  k1. From this,
(3.21) and (3.22), we find for k  k1,∥∥xP(k+1)r∥∥ (α − Dδ)∥∥xPkr∥∥− Dδ∥∥xQkr∥∥, (3.28)∥∥xQ
(k+1)r
∥∥ (β + Dδ)∥∥xQkr∥∥+ Dδ∥∥xPkr∥∥. (3.29)
By virtue of (3.27), there exists k2  k1 such that ‖xQk2r‖ < ‖xPk2r‖. We shall show by
induction on k that ‖xQkr‖ < ‖xPkr‖ holds for all k  k2. Suppose for induction that ‖xQkr‖ <
‖xPkr‖ for some k  k2. The last inequality, together with (3.28) and (3.29), implies that∥∥xP(k+1)r∥∥ (α − 2Dδ)∥∥xPkr∥∥> 0 and ∥∥xQ(k+1)r∥∥ (β + 2Dδ)∥∥xPkr∥∥.
Hence∥∥xQ(k+1)r∥∥ β + 2Dδα − 2Dδ
∥∥xP(k+1)r∥∥< ∥∥xP(k+1)r∥∥
by the choice of δ. This proves that ‖xQkr‖ < ‖xPkr‖ for all k  k2. Thus, we have shown
that if (3.25) fails, then (3.26) holds. As a consequence, we have the following two possible
cases corresponding to alternatives (3.25) and (3.26), respectively.
Case 1. Suppose that (3.25) holds. We shall show that in this case conclusions (3.5)
and (3.6) hold. Let η > 0 be given. Choose k0 so large that both γk < η and ‖xPkr‖ ‖xQkr‖
hold for k  k0. Using the last two inequalities in (3.22), we find for k  k0,∥∥xQ(k+1)r∥∥ (β + 2Dη)∥∥xQkr∥∥
which implies by easy induction on k that∥∥xQkr∥∥K1(β + 2Dη)k, k  k0,
where K1 = (β + 2Dη)−k0‖xQk0r‖. This, together with conclusion (3.4) of Lemma 3.2,(3.10) and (3.11), yields for k  k0 and kr  t  (k + 1)r ,
|xt | C3|xkr | C3‖xkr‖ = C3
(∥∥xP ∥∥+ ∥∥xQ∥∥) 2C3∥∥xQ∥∥ 2C3K1(β + 2Dη)k.kr kr kr
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|xt | 2C3K1(β + 2Dη)t/r , t  k0r,
while, in case β + 2Dη < 1, we have
|xt | 2C3K1(β + 2Dη)(t−r)/r , t  k0r.
In both cases, we have that
lim sup
t→∞
log |xt |
t
 log(β + 2Dη)
r
.
Since η > 0 was arbitrary, we obtain
lim sup
t→∞
log |xt |
t
 logβ
r
= c − ε < c.
Thus, (3.5) holds. We now prove (3.6). In view of (3.10), it is enough to show (3.6) for the
norm defined by (3.9). Note that ‖xQkr‖ > 0 for all large k. (Otherwise, (3.11) and (3.25)
lead to ‖xkr‖ = ‖xPkr‖ + ‖xQkr‖  2‖xQkr‖ = 0 for infinitely many k, contradicting the hy-
pothesis that ‖xt‖ |xt | > 0 for t  σ0.) Define
S = lim sup
k→∞
‖xPkr‖
‖xQkr‖
.
By virtue of (3.25), 0 S  1. Using (3.25) in (3.22), we obtain for all large k,∥∥xQ
(k+1)r
∥∥ (β + 2Dγk)∥∥xQkr∥∥.
This, together with (3.21), yields for all large k,
‖xP(k+1)r‖
‖xQ(k+1)r‖
 α − Dγk
β + 2Dγk
‖xPkr‖
‖xQkr‖
− Dγk
β + 2Dγk
and hence
‖xPkr‖
‖xQkr‖
 β + 2Dγk
α − Dγk
[‖xP(k+1)r‖
‖xQ(k+1)r‖
+ Dγk
β + 2Dγk
]
.
Taking the limsup on both sides and using (3.24), we obtain S  (β/α)S. Since β/α < 1
(see (3.23)), this implies that S = 0. Thus, (3.6) holds.
Case 2. Suppose now that (3.26) holds. We shall show that in this case conclusions (3.7)
and (3.8) hold. Choose η such that 0 < η < α/(2D). Find k0 such that both γk < η and
‖xQkr‖ < ‖xPkr‖ hold for k  k0. Using the last two inequalities in (3.21), we find for k  k0,∥∥xP(k+1)r∥∥ (α − 2Dη)∥∥xPkr∥∥
and hence∥∥xP ∥∥K2(α − 2Dη)k,kr
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and (3.11), yields for k  k0 and kr  t  (k + 1)r ,
|xt | C−13 |x(k+1)r | C−13 q−1‖x(k+1)r‖ = C−13 q−1
(∥∥xP(k+1)r∥∥+ ∥∥xQ(k+1)r∥∥)
 C−13 q
−1∥∥xP(k+1)r∥∥ C−13 q−1K2(α − 2Dη)k+1.
Consequently, if α − 2Dη 1, then
|xt | C−13 q−1K2(α − 2Dη)t/r , t  k0r,
while, in case α − 2Dη < 1, we have that
|xt | C−13 q−1K2(α − 2Dη)(t+r)/r , t  k0r.
In both cases, we have that
lim inf
t→∞
log |xt |
t
 log(α − 2Dη)
r
.
From this, letting η → 0, we obtain
lim inf
t→∞
log |xt |
t
 logα
r
= c + ε > c.
Thus, (3.7) holds. We now prove (3.8). As noted before, it is enough to show (3.8) for the
equivalent norm given by (3.9). Define
R = lim sup
k→∞
‖xQkr‖
‖xPkr‖
.
In view of (3.26), 0R  1. Using (3.26) in (3.21), we find for all large k,∥∥xP(k+1)r∥∥ (α − 2Dγk)∥∥xPkr∥∥.
This, together with (3.22), yields for all large k,
‖xQ(k+1)r‖
‖xP
(k+1)r‖
 β + Dγk
α − 2Dγk
‖xQkr‖
‖xPkr‖
+ Dγk
α − 2Dγk .
Taking the limsup on both sides and using (3.24), we obtain that R  (β/α)R. In view
of (3.23), this implies that R = 0. Thus, (3.8) holds. 
We are now in a position to give the proof of Theorem 3.1.
Proof of Theorem 3.1. Let x be a solution of (1.1) satisfying the hypotheses of the the-
orem. If |xσ1 | = 0 for some σ1  σ0, then conclusion (3.3) of Lemma 3.2 implies that
x(t) = 0 for all t  σ1 and hence conclusion (ii) of the theorem holds. We exclude this
case from now on. Suppose that |xt | > 0 for all t  σ0. Let {µj }Nj=1, 1  N  ∞ be
the sequence of all distinct real parts of the eigenvalues of (1.2) ordered so that µ1 >
µ2 > µ3 > · · · . Choose a sequence of real numbers {cj }Nj=1 such that µj+1 < cj < µj
for 1 j < N and cN < µN if N < ∞. Applying Lemma 3.3 to each of the spectral sets
Λ(cj ) defined by (2.13) with c = cj , we conclude that one of the two cases below may
occur.
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lim sup
t→∞
log |xt |
t
< cj . (3.30)
Case 2. There exists an index j such that
lim inf
t→∞
log |xt |
t
> cj . (3.31)
Since Λ(cj ) = Λ(µj ) for each j , the corresponding subspaces PΛ(cj ) and QΛ(cj ) from
Lemma 3.3 and hence conditions (3.30) and (3.31) are independent of the choice of cj in
the open interval (µj+1,µj ).
Consider Case 1. As noted in Section 2, the eigenvalues of (1.2) have no finite accumu-
lation points. Consequently, if N = ∞, then µj and hence cj tend to −∞ as j → ∞.
Letting j → ∞ in (3.30), we conclude that x satisfies conclusion (ii) of the theorem.
If N < ∞, then taking into account that cN < µN can be chosen arbitrarily and letting
cN → −∞ in (3.30), we obtain again that conclusion (ii) holds.
Consider now Case 2. Let m be the least index with the property
lim inf
t→∞
log |xt |
t
> cm.
As noted before, cm can be chosen arbitrarily in the interval (µm+1,µm). Letting cm →
µm, we find that
lim inf
t→∞
log |xt |
t
 µm. (3.32)
We now show that
lim sup
t→∞
log |xt |
t
 µm. (3.33)
If m = 1, then conclusion (3.3) of Lemma 3.2 yields for t  σ0,
log |xt |
t
 log(C1|xσ0 |)
t
+ (d + ε)(t − σ0)
t
+ C2
t
t∫
σ0
γ (s) ds.
Letting t → ∞, we obtain
lim sup
t→∞
log |xt |
t
 d + ε,
since t−1
∫ t
σ0
γ (s) ds → 0 as t → ∞ by (1.5). Since ε > 0 is arbitrary (see Lemma 3.2) and
d = µ1, (3.33) holds with m = 1. Consider now the case when m > 1. From Lemma 3.3
and the minimality of m, it follows that
lim sup
t→∞
log |xt |
t
< cm−1,
where cm−1 ∈ (µm,µm−1) is arbitrary. Letting cm−1 → µm in the last inequality, we ob-
tain (3.33). Finally, (3.32) and (3.33) imply that (1.8) holds with µ = µm. 
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where γ : [σ0,∞) → [0,∞) is a continuous function satisfying (1.5). In particular, it ap-
plies to all solutions of the asymptotically autonomous linear equation
x′(t) = Lxt + M(t)xt , (3.35)
where each M(t) :C → Cn, t  σ0 is a bounded linear functional such that∥∥M(t)∥∥→ 0 as t → ∞, (3.36)
or, more generally,
t+1∫
t
∥∥M(s)∥∥ds → 0 as t → ∞, (3.37)
‖ · ‖ being the operator norm. If
f (t,φ) = o(|φ|) as t → ∞ and |φ| → 0, (3.38)
then Theorem 3.1 applies to all solutions of (1.1) which tend to zero as t → ∞.
Suppose that at least one eigenvalue of (1.2) has real part µ. Let
Λ = Λ(µ) = {λ | det∆(λ) = 0, Reλ µ} (3.39)
and consider the decomposition of C by Λ, C = P ⊕Q, where P = PΛ and Q = QΛ. The
subspace P can be further decomposed as P = P0 ⊕ P1, where P0 = PΛ0 and P1 = PΛ1
are the generalized eigenspaces associated with the sets of eigenvalues
Λ0 = Λ0(µ) =
{
λ | det∆(λ) = 0, Reλ = µ} (3.40)
and
Λ1 = Λ1(µ) =
{
λ | det∆(λ) = 0, Reλ > µ}, (3.41)
respectively. The following theorem shows that those solutions xt of (1.1) which satisfy
conclusion (i) of Theorem 3.1 are tangential to the subspace P0 as t → ∞.
Theorem 3.4. Let x be a solution of (1.1) satisfying the hypotheses of Theorem 3.1 with a
finite strict Lyapunov exponent µ(x) = µ. With the above notation, we have that
xt = xP0t + xP1t + xQt , t  σ0, (3.42)
x
P1
t = o
(∣∣xP0t ∣∣) as t → ∞ (3.43)
and
x
Q
t = o
(∣∣xP0t ∣∣) as t → ∞. (3.44)
Proof. We shall use some facts from the proof of Lemma 3.3. Choose c < µ such that
Eq. (1.2) has no eigenvalues in the strip c Re z < µ. In this case Λ(c) = Λ(µ) = Λ (with
Λ(c) as in (2.13)). Since
µ = lim log |xt | = lim inf log |xt | > c,
t→∞ t t→∞ t
38 M. Pituk / J. Math. Anal. Appl. 316 (2006) 24–41according to Lemma 3.3, we have that
x
Q
kr = o
(∣∣xPkr ∣∣) as k → ∞, (3.45)
where k is an integer. First we prove that
x
Q
t = o
(∣∣xPt ∣∣) as t → ∞. (3.46)
In view of (3.10), it is enough to show (3.46) for the norm given by (3.9). Clearly, (3.45)
implies (3.26). Using (3.26) in (3.19) and (3.20), we obtain for all large k and kr  t 
(k + 1)r ,∥∥xPt ∥∥ (m1 − 2D1γk)∥∥xPkr∥∥
and ∥∥xQt ∥∥m2∥∥xQkr∥∥+ 2D2γk∥∥xPkr∥∥,
where m1 = min0τr e(c+ε)τ and m2 = max0τr e(c−ε)τ . From the last two inequalities,
we obtain for all large k and kr  t  (k + 1)r ,
‖xQt ‖
‖xPt ‖
 m2
m1 − 2D1γk
‖xQkr‖
‖xPkr‖
+ 2D2γk
m1 − 2D1γk .
Letting k → ∞ and using (3.24) and (3.45), we conclude that (3.46) holds.
Our next aim is to show that
x
P1
kr = o
(∣∣xP0kr ∣∣) as k → ∞, (3.47)
where k is an integer. Consider the decomposition of C by Λ1. Choose c > µ such that
Eq. (1.2) has no eigenvalue in the strip µ < Re z c. In this case Λ(c) = Λ1(µ) = Λ1 and
hence PΛ(c) = P1, QΛ(c) = QΛ1 def= Q1. Since
µ = lim
t→∞
log |xt |
t
= lim sup
t→∞
log |xt |
t
< c,
Lemma 3.3 implies that
x
P1
kr = o
(∣∣xQ1kr ∣∣) as k → ∞, (3.48)
where k is an integer. Let δ > 0 be given. Find η ∈ (0,1) such that η(1+η)(1−η2)−1 < δ.
By virtue of (3.48), we have for all large k,∣∣xP1kr ∣∣ η∣∣xQ1kr ∣∣= η∣∣xP0kr + xQkr ∣∣ η∣∣xP0kr ∣∣+ η∣∣xQkr ∣∣. (3.49)
Further, (3.46) implies for all large k,∣∣xQkr ∣∣ η∣∣xPkr ∣∣= η∣∣xP0kr + xP1kr ∣∣ η∣∣xP0kr ∣∣+ η∣∣xP1kr ∣∣.
Using the last inequality in (3.49), we find for all large k,∣∣xP1kr ∣∣ η(1 + η)∣∣xP0kr ∣∣+ η2∣∣xP1kr ∣∣
and hence∣∣xP1 ∣∣ η(1 + η)(1 − η2)−1∣∣xP0 ∣∣ δ∣∣xP0 ∣∣.kr kr kr
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Now, using (3.47), we prove (3.43). Applying the projection onto P1 in the variation of
constants formula, we obtain for k  σ0/r and t  kr ,
x
P1
t = T (t − kr)xP1kr +
t∫
kr
T (t − s)XP10 f (s, xs) ds (3.50)
and hence (see (2.2) and (2.19))
∣∣xP1t ∣∣M1e(d+ε)(t−kr)∣∣xP1kr ∣∣+ M3
t∫
kr
e(d+ε)(t−s)γ (s)|xs |ds. (3.51)
From this, using estimate (3.4) of Lemma 3.2, we find for k  σ0/r and kr  t  (k + 1)r ,∣∣xP1t ∣∣K1∣∣xP1kr ∣∣+ K2γk|xkr |, (3.52)
where K1 = M1 max0τr e(d+ε)τ and K2 = M3C3 max0τr e(d+ε)τ . By virtue of (3.47),
we have that
xPkr = xP0kr + xP1kr = O
(∣∣xP0kr ∣∣) as k → ∞.
This and (3.46) yield
xkr = xQkr + xPkr = O
(∣∣xPkr ∣∣)= O(∣∣xP0kr ∣∣) as k → ∞.
Using the last asymptotic relation in (3.52), we obtain the existence of a positive constant
K3 such that for all large k and kr  t  (k + 1)r ,∣∣xP1t ∣∣K1∣∣xP1kr ∣∣+ K3γk∣∣xP0kr ∣∣. (3.53)
It follows by a similar argument as in the proof of (3.14) that if ε > 0 is sufficiently small,
then ∣∣T (t)φP0 ∣∣K4e(µ−ε)t ∣∣φP0 ∣∣, t  0, φ ∈ C
with a suitable positive constant K4 = K4(ε). By replacing P1 with P0 in formula (3.50),
applying the last estimate to the resulting integral equation for xP0t and using a similar
argument as in the proof of (3.53), we obtain for all large k and kr  t  (k + 1)r ,∣∣xP0t ∣∣K5∣∣xP0kr ∣∣− K6γk∣∣xP0kr ∣∣, (3.54)
where K5 = K4 min0τr e(µ−ε)τ and K6 is a suitable positive constant. From (3.53)
and (3.54), we find for all large k and kr  t  (k + 1)r ,
|xP1t |
|xP0t |
 K1
K5 − K6γk
|xP1kr |
|xP0kr |
+ K3γk
K5 − K6γk .
Letting k → ∞ in the last inequality and using (3.24) and (3.47), we conclude that (3.43)
holds.
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virtue of (3.43) and (3.46), we have that |xQt | η|xPt | and |xP1t | η|xP0t | for all sufficiently
large t . Consequently, for all large t ,∣∣xQt ∣∣ η∣∣xPt ∣∣= η∣∣xP0t + xP1t ∣∣ η∣∣xP0t ∣∣+ η∣∣xP1t ∣∣ η∣∣xP0t ∣∣+ η2∣∣xP0t ∣∣ δ∣∣xP0t ∣∣
by the choice of δ. Since δ > 0 was arbitrary, this implies (3.44). 
We conclude this section with one more useful property of the solutions of (1.1) with
finite Lyapunov exponents.
Proposition 3.5. Let x be a solution of (1.1) satisfying the hypotheses of Theorem 3.1 with
a finite strict Lyapunov exponent µ(x) = µ. Then there exists δ > 0 such that
|xt+r |
|xt |  δ, t  σ0. (3.55)
Proof. As shown in the proof of Theorem 3.1, |xt | > 0 for t  σ0. Choose c < µ such
that (1.2) has no eigenvalue on the vertical line Reλ = c. Then
µ = µ(x) = lim inf
t→∞
log |xt |
t
> c.
By Lemma 3.3, the asymptotic relation (3.8) and hence (3.26) holds for the (equivalent)
norm defined by (3.9). (We use the notation P = PΛ(c) and Q = QΛ(c) from Lemma 3.3.)
Using (3.26) in (3.21), we find for all large k,∥∥xP(k+1)r∥∥ (α − 2Dγk)∥∥xPkr∥∥. (3.56)
By virtue of (3.8) and (3.11), we have for all large k,
‖xkr‖
‖xPkr‖
= ‖x
Q
kr‖ + ‖xPkr‖
‖xPkr‖
= ‖x
Q
kr‖
‖xPkr‖
+ 1 → 1 as k → ∞.
From this, (3.24) and (3.56), we obtain
lim inf
t→∞
‖x(k+1)r‖
‖xkr‖ = lim inft→∞
‖xP(k+1)r‖
‖xPkr‖
 α, (3.57)
which, together with (3.10), implies that
lim inf
t→∞
|x(k+1)r |
|xkr |  q
−1α.
Consequently, if ρ ∈ (0, q−1α), there exists an integer k0 such that
|x(k+1)r |
|xkr |  ρ, k  k0. (3.58)
If t  k0r and k  k0 is the unique integer such that kr  t < (k + 1)r , then by the appli-
cation of Lemma 3.2, we conclude that
|xt+r |  C
−1
3 |x(k+2)r | = C−23
|x(k+2)r | |x(k+1)r |  C−23 ρ2,|xt | C3|xkr | |x(k+1)r | |xkr |
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δ = min
{
C−23 ρ
2, min
σ0tk0r
|xt+r |
|xt |
}
. 
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