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Abstract. We introduce some symmetric homogeneous means, and then show unitarily
invariant norm inequalities for them, applying the method established by Hiai and Kosaki. Our
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1 Introduction
In the previous paper, we derived the tight bounds for logarithmic mean in the case of Frobenius
norm, inspired by the work of Zou in [1].
Theorem 1.1 ([2]) For any matrices S, T,X with S, T ≥ 0, m1 ≥ 1, m2 ≥ 2 and Frobenius
norm ‖·‖F , the following inequalities hold.
1
m1
∥∥∥
m1∑
k=1
Sk/(m1+1)XT (m1+1−k)/(m1+1)
∥∥∥
F
≤ 1
m1
∥∥∥
m1∑
k=1
S(2k−1)/2m1XT (2m1−(2k−1))/2m1
∥∥∥
F
≤
∥∥∥∥
∫ 1
0
SνXT 1−νdν
∥∥∥∥
F
≤ 1
m2
∥∥∥
m2∑
k=0
Sk/m2XT (m2−k)/m2 − 1
2
(SX +XT )
∥∥∥
F
≤ 1
m2
∥∥∥
m2−1∑
k=0
Sk/(m2−1)XT (m2−1−k)/(m2−1)
∥∥∥
F
.
Our bounds for the logarithmic mean have improved the famous results by Hiai and Kosaki
[3, 4] in the special case, since Frobenius norm is one of unitarily invariant norms.
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Theorem 1.2 ([3, 4]) For any bounded linear operators S, T,X with S, T ≥ 0, m1 ≥ 1, m2 ≥ 2
and any unitarily invariant norm |||·|||, the following inequalities hold.
|||S1/2XT 1/2||| ≤ 1
m1
∣∣∣
∣∣∣
∣∣∣
m1∑
k=1
Sk/(m1+1)XT (m1+1−k)/(m1+1)
∣∣∣
∣∣∣
∣∣∣ ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
∫ 1
0
SνXT 1−νdν
∣∣∣∣
∣∣∣∣
∣∣∣∣
≤ 1
m2
∣∣∣
∣∣∣
∣∣∣
m2−1∑
k=0
Sk/(m2−1)XT (m2−1−k)/(m2−1)
∣∣∣
∣∣∣
∣∣∣ ≤ 1
2
|||SX +XT |||.
In this paper, we give the tighter bounds for the logarithmic mean than those by Hiai and Kosaki
[3, 4] for every unitarily invariant norm. That is, we give the generalized results of Theorem 1.1
for the unitarily invariant norm. For this purpose, we firstly introduce two quantities.
Definition 1.3 For α ∈ R and x, y > 0, we set
Pα(x, y) ≡


αxα(x− y)
xα − yα , (x 6= y)
x, (x = y)
and Qα(x, y) ≡


αyα(x− y)
xα − yα , (x 6= y)
x, (x = y).
We note that we have the following bounds of logarithmic mean with the above two means
(See Appendix in the paper [2]):
{
Q1/m(x, y) < LM(x, y) < P1/m(x, y), (if x > y),
P1/m(x, y) < LM(x, y) < Q1/m(x, y), (if x < y),
where the logarithmic mean is defined by
LM(x, y) ≡


x− y
log x− log y , (x 6= y)
x, (x = y).
(1)
We here define a few symmetric homogeneous means using Pα(x, y) and Qα(x, y) in the following
way.
Definition 1.4 (i) For |α| ≤ 1 and x 6= y, we define,
Aα(x, y) ≡ 1
2
Pα(x, y) +
1
2
Qα(x, y) =
α(xα + yα)(x− y)
2(xα − yα) ,
(ii) For α ∈ R and x 6= y, we define,
Lα(x, y) ≡ Pα
(x, y)−Qα(x, y)
log Pα(x, y)− logQα(x, y)
= LM(x, y),
(iii) For |α| ≤ 2 and x 6= y, we define,
Gα(x, y) ≡
√
Pα(x, y)Qα(x, y) =
α(xy)α/2(x− y)
xα − yα ,
(iv) For |α| ≤ 1 and x 6= y, we define,
Hα(x, y) ≡ 2Pα
(x, y)Qα(x, y)
Pα(x, y) +Qα(x, y)
=
2α(xy)α
xα + yα
(x− y)
xα − yα ,
and we also set Aα(x, y) = Lα(x, y) = Gα(x, y) = Hα(x, y) = x for x = y.
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We have the following relations for the above means:
A1(x, y) = AM(x, y) ≡ 12 (x+ y), A0(x, y) = limα→0Aα(x, y) = LM(x, y),
G0(x, y) = lim
α→0
Gα(x, y) = LM(x, y), G1(x, y) = GM(x, y) ≡
√
xy ,
G2(x, y) = HM(x, y) ≡ 2xy
x+ y
, H0(x, y) = lim
α→0
Hα(x, y) = LM(x, y),
H1/2(x, y) = GM(x, y), H1(x, y) = HM(x, y)
and Hα(x, y) = G2α(x, y). In addition, the above means are written as the following geometric
bridges:
Aα(x, y) = [Bα(x, y)]
α[Sα(x, y)]
1−α, Lα(x, y) = [Eα(x, y)]
α[Sα(x, y)]
1−α,
Gα(x, y) = [GM(x, y)]
α[Sα(x, y)]
1−α, Hα(x, y) = [Dα(x, y)]
α[Sα(x, y)]
1−α,
where
Sα(x, y) ≡
(
α(x− y)
xα − yα
)
1/(1−α)
, Bα(x, y) ≡
(
xα + yα
2
)
1/α
and
Dα(x, y) ≡
(
2xαyα
xα + yα
)
1/α
, Eα(x, y) ≡
(
xα − yα
α(log x− log y)
)
1/α
.
Sα(x, y) and Bα(x, y) are called Stolarsky mean and binomial mean, respectively.
In the previous paper [2], as tight bounds of logarithmic mean, the scalar inequalities were
shown
G1/m(x, y) ≤ LM(x, y), (m ≥ 1), LM(x, y) ≤ A1/m(x, y), (m ≥ 2)
which equivalently implied Frobenius norm inequalities (Theorem 1.1). See Theorem 2.2 and
Theorem 3.2 in [2] for details. In this paper, we give unitarily invariant norm inequalities which
are general results including Frobenius norm inequalities as a special case.
2 Unitarily invariant norm inequalities
To obtain unitarily invariant norm inequalities, we apply the method established by Hiai and
Kosaki [4, 6, 7, 8].
Definition 2.1 A continuous positive real function M(x, y) for x, y > 0 is called a symmetric
homogeneous mean if the function M satisfies the following properties:
(a) M(x, y) =M(y, x).
(b) M(cx, cy) = cM(x, y) for c > 0.
(c) M(x, y) is non-decreasing in x, y.
(d) min{x, y} ≤M(x, y) ≤ max{x, y}.
The functions Aα(x, y), Lα(x, y), Gα(x, y),Hα(x, y) defined in Definition 1.4 are symmetric ho-
mogeneous means. We give powerful theorem to obtain unitarily invariant norm inequalities. In
the references [4, 6, 7, 8], another equivalent conditions were given. However here we give mini-
mum conditions to obtain our results in this paper. Throughout this paper, we use the symbol
B(H) as the set of all bounded linear operators on a separable Hilbert space H. We also use
the notation K ≥ 0 if K ∈ B(H) satisfies 〈Kx, x〉 ≥ 0 for all x ∈ H (then K is called a positive
operator).
3
Theorem 2.2 ([4, 6, 7, 8]) For two symmetric homogeneous means M and N , the following
conditions are equivalent:
(i) |||M(S, T )X||| ≤ |||N(S, T )X||| for any S, T,X ∈ B(H) with S, T ≥ 0 and for any unitarily
invariant norm |||·|||.
(ii) The function M(et, 1)/N(et, 1) is positive definite function on R (then we denote M  N),
where the positive definiteness of a real continuous function φ on R means that [φ(ti −
tj)]i,j=1,···,n is positive definite for any t1, · · · , tn ∈ R with any n ∈ N.
Thanks to Theorem 2.2, our task to obtain unitarily invariant norm inequalities in this paper
is to show the relation M  N which is stronger than the usual scalar inequalities M ≤ N .
That is, M(s, t)  N(s, t) implies M(s, t) ≤ N(s, t).
We firstly give monotonicity of three meansHα(x, y), Gα(x, y) and Aα(x, y) for the parameter
α ∈ R. Since we have H−α(x, y) = Hα(x, y), G−α(x, y) = Gα(x, y) and A−α(x, y) = Aα(x, y),
we consider the case α ≥ 0. Then we have the following proposition.
Proposition 2.3 (i) If 0 ≤ α < β ≤ 1, then Hβ  Hα.
(ii) If 0 ≤ α < β ≤ 2, then Gβ  Gα.
(iii) If 0 ≤ α < β ≤ 1, then Aα  Aβ .
Proof:
(i) We calculate
Hβ(e
t, 1)
Hα(e
t, 1)
=
2βeβt(et − 1)
e2βt − 1 ·
e2αt − 1
2αeαt(et − 1) =
β
α
· e
βt(e2αt − 1)
eαt(e2βt − 1) =
β
α
sinhαt
sinhβt
.
This is a positive definite function for the case α < β, so that we have Hβ  Hα.
(ii) The similar calculation
Gβ(e
2t, 1)
Gα(e
2t, 1)
=
2βeβt(e2t − 1)
e2βt − 1 ·
e2αt − 1
2αeαt(e2t − 1) =
β
α
· e
βt(e2αt − 1)
eαt(e2βt − 1) =
β
α
· sinhαt
sinh βt
implies Gβ  Gα.
(iii) Since we have
Aα(e
2t, 1)
Aβ(e
2t, 1)
=
α
β
· sinh βt coshαt
cosh βt sinhαt
,
we calculate by the formula sinh(x) = 2 cosh(x/2) sinh(x/2) repeatedly
sinhβt coshαt
cosh βt sinhαt
− 1 = sinh(β − α)t
cosh βt sinhαt
=
2cosh
(
β − α
2
t
)
sinh
(
β − α
2
t
)
cosh βt sinhαt
= lim
n→∞
2n
n∏
k=1
cos
(
β − α
2k
t
)
sinh
(
β − α
2n
t
)
cosh βt sinhαt
.
From Proposition 4 in [5], the sufficient condition that the function (
∏n
k=1 cosh(((β −
α)/2k)t))/cosh βt is positive definite, is
∑n
k=1((β−α)/β2k) ≤ 1, i.e., (β−α)(1−2−n) ≤ β.
The sufficient condition that the function (sinh(((β−α)/2n)t))/sinhαt is positive definite,
is (β − α)/2n ≤ α. When n → ∞, both conditions become to 0 ≤ α, which satisfies the
assumption of this proposition. Thus we conclude Aα  Aβ.
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It may be notable that (iii) of the above proposition can be proven by the similar argument
in Theorem 2.1 of the paper [4].
Next we give the relation among four means Hα(x, y), Gα(x, y), Lα(x, y), and Aα(x, y).
Proposition 2.4 For any S, T,X ∈ B(H) with S, T ≥ 0, |α| ≤ 1 and any unitarily invariant
norm |||·|||, we have
|||Hα(S, T )X||| ≤ |||Gα(S, T )X||| ≤ |||Lα(S, T )X||| ≤ |||Aα(S, T )X|||.
Proof: We firstly calculate
Hα(e
t, 1)
Gα(e
t, 1)
=
2αeαt
eαt + 1
(et − 1)
eαt − 1
eαt − 1
αeαt/2(et − 1) =
2eαt/2
eαt + 1
=
2
eαt/2 + e−αt/2
=
1
cosh
αt
2
,
which is a positive definite function. Thus we have Hα  Gα so that the first inequality of this
proposition thanks to Theorem 2.2.
The calculation
Gα(e
t, 1)
Lα(e
t, 1)
=
αeαt/2(et − 1)
eαt − 1 ·
t
et − 1 =
αt
eαt/2 − e−αt/2 =
αt
2
sinh
αt
2
implies Gα  Lα. Thus we have the second inequality of this proposition.
Finally the calculation
Lα(e
t, 1)
Aα(e
t, 1)
=
et − 1
t
· 2(e
αt − 1)
α(eαt + 1)(et − 1) =
2
αt
· e
αt/2 − e−αt/2
eαt/2 + e−αt/2
=
tanh
αt
2
αt
2
implies Lα  Aα. Thus we have the third inequality of this proposition.
In the papers [3, 4], the unitarily invariant norm inequalities of the power difference mean
(or A-L-G interpolating mean) Mα(x, y) was systematically studied. We give the relation our
means with the power difference mean:
Mα(x, y) ≡


α− 1
α
· x
α − yα
xα−1 − yα−1 , (x 6= y)
x, (x = y).
Theorem 2.5 For any S, T,X ∈ B(H) with S, T ≥ 0, m ∈ N and any unitarily invariant norm
|||·|||, we have
|||Mm/(m+1)(S, T )X||| ≤ |||G1/m(S, T )X||| ≤ |||L(S, T )X||| ≤ |||A1/m(S, T )X||| ≤ |||M(m+1)/m(S, T )X|||
Proof: The second inequality and the third inequality have already been proven in Proposition
2.4.
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To prove the first inequality, for 0 < α, β < 1 we calculate
Mβ(e
2t, 1)
Gα(e
2t, 1)
=
β − 1
β
· e
2βt − 1
e2(β−1)t − 1 ·
e2αt − 1
αeαt(e2t − 1) =
1− β
αβ
· sinh βt
sinh t
· sinhαt
sinh(1− β)t
=
2(1− β)
αβ
·
sinh βt cosh
αt
2
sinh t
·
sinh
αt
2
sinh(1− β)t .
By Proposition 5 in [5], the function (sinhβt coshαt/2)/sinh t is positive definite, if β+α/2 ≤ 1
and α/2 ≤ 12 . The function (sinhαt/2)/sinh(1− β)t is also positive definite, if α/2 ≤ 1−β. The
case α = 1/m and β = m/(m+1) satisfies the above conditions. Thus we haveMm/(m+1)  G1/m
which leads to the first inequality of this proposition.
To prove the last inequality, for 0 < α < 1 and β > 1, we also calculate
Aα(e
2t, 1)
Mβ(e
2t, 1)
=
αβ
2(β − 1) ·
sinh t sinh(β − 1)t
tanhαt sinh βt
=
αβ
2(β − 1) ·
sinh t coshαt sinh(β − 1)t
sinh βt sinhαt
=
αβ
2(β − 1) ·
sinh
1
β
(βt) cosh
α
β
(βt)
sinhβt
· sinh(β − 1)t
sinhαt
.
By Proposition 5 in [5], the function (sinh 1/β(βt) coshα/β(βt))/sinh βt is positive definite, if
1/β + α/β ≤ 1 and α/β ≤ 12 . The function (sinh(β − 1)t)/sinhαt is also positive definite, if
β − 1 ≤ α. From these conditions, we have β = α + 1 and α ≤ 1. The case α = 1/m and
β = (m+ 1)/m satisfies the above conditions. Thus we have A1/m  M(m+1)/m which leads to
the last inequality.
Remark 2.6 Since (m + 1)/m < m/(m − 1), by Theorem 2.1 in [4], we have M(m+1)/m 
Mm/(m−1). Thus we have
|||M(m+1)/m(S, T )X||| ≤ |||Mm/(m−1)(S, T )X|||,
which means Theorem 2.5 gives a general result for Theorem 1.1. At the same time, the second
inequality and the third one give tighter bounds than the results given in Theorem 1.2.
Proposition 2.7 For any S, T,X ∈ B(H) with S, T ≥ 0, m = 1, 2 and any unitarily invariant
norm |||·|||, we have
|||H1/m(S, T )X||| ≤ |||Mm/(m+1)(S, T )X|||.
Proof: For 0 < α, β < 1 we calculate,
Hα(e
2t, 1)
Mβ(e
2t, 1)
=
αβ
β − 1
sinh t
coshαt sinhαt
sinh(β − 1)t
sinhβt
=
αβ
1− β
sinh t sinh(1− β)t
coshαt sinhαt sinh βt
=
2αβ
1− β
sinh t sinh(1− β)t
sinh 2αt sinh βt
.
The function (sinh t)/sinh 2αt is positive definite, if 1 ≤ 2α. The function (sinh(1− β)t)/sinhβt
is also positive definite, if 1−β ≤ β. Thus Hα(e2t, 1)/Mβ(e2t, 1) is positive definite, if 12 ≤ α, β <
1. The case α = 1/m and β = m/(m + 1) for m = 1, 2 satisfies the condition 12 ≤ α, β < 1 so
that we have this proposition.
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Remark 2.8 We do not have the scalar inequality H1/3(t, 1) ≤M3/4(t, 1) for t > 0 in general, so
that Proposition 2.7 is not true for m = 3. We also do not have the scalar inequality H1/3(t, 1) ≥
M3/4(t, 1) for t > 0, in general.
3 Norm continuity in parameter
In this section, we consider the norm continuity argument with respect to the parameter on our
introduced means. Since we have the relation Hα(x, y) = G2α(x, y), we firstly consider the norm
continuity in parameter on Gα(S, T ).
Proposition 3.1 Let S, T,X ∈ B(H) with S, T ≥ 0. If 0 ≤ α < β ≤ 2 and |||Gα(S, T )X||| <∞,
then we have for any unitarily invariant norm |||·|||,
lim
β→β′
|||Gβ(S, T )X −Gβ′(S, T )X||| = 0.
Proof: From the following equality (See Eq.(1.4) in [4] for example.)
Gβ(e
2t, 1)
Gα(e
2t, 1)
=
β
α
· sinhαt
sinh βt
=
β
α
∫
∞
−∞
eits
sin
(
piα
β
)
2β
{
cosh
(
pis
β
)
+ cos
(
piα
β
)}ds,
we have for 0 ≤ α < β ≤ 2,
Gβ(S, T )X =
∫
∞
−∞
(SsuppS)
ix(Gα(S, T )X)(TsuppT )
−ix
sin
(
piα
β
)
2α
{
cosh
(
pis
β
)
+ cos
(
piα
β
)}dx,
applying Theorem 3.4 in [6] with Gβ(1, 0) = 0. Where SsuppS represents the support projection
of S. Thus we have
|||Gβ(S, T )X −Gβ′(S, T )X||| ≤
∥∥∥∥∥∥∥∥
sin
(
piα
β
)
2α
{
cosh
(
pis
β
)
+ cos
(
piα
β
)} −
sin
(
piα
β′
)
2α
{
cosh
(
pis
β′
)
+ cos
(
piα
β′
)}
∥∥∥∥∥∥∥∥
1
×|||Gα(S, T )X||| → 0 (β → β′),
by the Lebesgue dominated convergence theorem.
We secondly consider the norm continuity in parameter on Aα(S, T ).
Proposition 3.2 Let S, T,X ∈ B(H) with S, T ≥ 0. If 0 < α < β ≤ 1, then we have for any
unitarily invariant norm |||·|||,
|||Aα(S, T )X||| ≤ |||Aβ(S, T )X||| ≤ 2β − α
α
|||Aα(S, T )X||| (2)
and
|||Aα(S, T )X −Aβ(S, T )X||| ≤ 2
(β − α)
α
|||Aα(S, T )X|||. (3)
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Proof: The first inequality of (2) has been proved in (iii) of Proposition 2.3. Since 1/coshαt
and (sinh(β − α)t)/sinh βt are positive definite functions,
1− α
β
· Aβ(e
2t, 1)
Aα(e
2t, 1)
=
coshαt sinh βt− cosh βt sinhαt
coshαt sinhβt
=
1
coshαt
· sinh(β − α)t
sinhβt
is positive definite. If we set
A(s, t) ≡ β
β − αAα(s, t)−
α
β − αAβ(s, t),
then we have A(et, 1)/Aα(e
t, 1) = β/(β−α) · 1/(cosh(αt/2)) · ((sinh((β−α)t/2))/(sinh(βt/2))),
which is a positive definite function. Thus we have
∣∣∣∣
∣∣∣∣
∣∣∣∣ ββ − αAα(S, T )X −
α
β − αAβ(S, T )X
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ |||Aα(S, T )X||| (4)
by Theorem 2.4 in [8]. (Actually, A(s, t) may not be a symmetric homogeneous mean. However
we easily find that it satisfies A(s, t) = A(t, s) and A(s, s) = s. Then Theorem 2.4 in [8] assures
that the inequality (4) is valid.) Therefore we have
α
β − α |||Aβ(S, T )X||| ≤
β
β − α |||Aα(S, T )X|||+
∣∣∣∣
∣∣∣∣
∣∣∣∣ ββ − αAα(S, T )X −
α
β − αAβ(S, T )X
∣∣∣∣
∣∣∣∣
∣∣∣∣
≤
(
β
β − α + 1
)
|||Aα(S, T )X||| = 2β − α
β − α |||Aα(S, T )X|||,
which is the second inequality of (2).
We prove the inequality (3).
|||Aα(S, T )X −Aβ(S, T )X||| =
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
1− β
α
)
Aα(S, T )X +
β
α
Aα(S, T )X −Aβ(S, T )X
∣∣∣∣
∣∣∣∣
∣∣∣∣
≤
(
β − α
α
)
|||Aα(S, T )X|||+
∣∣∣∣
∣∣∣∣
∣∣∣∣βαAα(S, T )X −Aβ(S, T )X
∣∣∣∣
∣∣∣∣
∣∣∣∣. (5)
From the inequality (4), we have
∣∣∣∣
∣∣∣∣
∣∣∣∣βαAα(S, T )X −Aβ(S, T )X
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ β − αα |||Aα(S, T )X|||.
Thus the right hand side of the inequality (5) is bounded from the above:
(
β − α
α
)
|||Aα(S, T )X|||+
∣∣∣∣
∣∣∣∣
∣∣∣∣βαAα(S, T )X −Aβ(S, T )X
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ 2(β − α)α |||Aα(S, T )X|||.
Thus we have the inequality (3).
We also have the following proposition.
Proposition 3.3 Let S, T,X ∈ B(H) with S, T ≥ 0. If 0 ≤ α < β ≤ 1 and |||Aβ(S, T )X||| <∞,
then we have for any unitarily invariant norm |||·|||,
lim
α→α′
|||Aα(S, T )X −Aα′(S, T )X||| = 0. (6)
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Proof: We firstly prove Eq.(6) for the case 0 < α < β ≤ 1. For α′ ∈ [α, β), we have
|||Aα(S, T )X −Aα′(S, T )X||| ≤
2(α′ − α)
α
|||Aα(S, T )X||| ≤ 2
(α′ − α)
α
|||Aβ(S, T )X|||.
by Proposition 3.2. For α′ ∈ [α/2, α], we similarly have
|||Aα(S, T )X −Aα′(S, T )X||| ≤
2(α− α′)
α′
|||Aα′(S, T )X||| ≤
4(α′ − α)
α
|||Aβ(S, T )X|||.
We thus obtain for α′ ∈ [α/2, β),
|||Aα(S, T )X −Aα′(S, T )X||| ≤
4|α′ − α|
α
|||Aβ(S, T )X|||
which implies Eq.(6) for the case 0 < α < β ≤ 1.
We secondly show Eq.(6) for the case α = 0. When 0 < α < β ≤ 1, we have
Aα(e
2t, 1)
Aβ(e
2t, 1)
=
α
β
· sinh(βt) cosh(αt)
cosh(βt) sinh(αt)
=
α
β
+
α
β
· sinh((β − α)t)
cosh(βt) sinh(αt)
.
If we put B(s, t) ≡ Aα(s, t)− (α/β)Aβ(s, t), then we have
B(e2t, 1)
Aβ(e
2t, 1)
=
α
β
· sinh((β − α)t)
cosh(βt) sinh(αt)
which is a positive definite function as shown in (iii) of Proposition 2.3. We also find that
A0(e
2t, 1)
Aβ(e
2t, 1)
=
1
βt
· sinh(βt)
cosh(βt)
in the limit α → 0. Then we put the Fourier transforms φˆα,β(t) and φˆ0,β(t) of two functions
φα,β(s) and φ0,β(s) in the following:
∫
∞
−∞
eistφα,β(s)ds = φˆα,β(t) ≡ α
β
· sinh((β − α)t)
cosh(βt) sinh(αt)
,
∫
∞
−∞
eistφ0,β(s)ds = φˆ0,β(t) ≡ 1
βt
· sinh(βt)
cosh(βt)
.
Since we have B(1, 0) = 0 and A0(1, 0) = 0, we have
Aα(S, T )X − α
β
Aβ(S, T )X =
∫
∞
−∞
(SsuppS)
is(Aβ(S, T )X)(TsuppT )
−isφα,β(s)ds
A0(S, T )X =
∫
∞
−∞
(SsuppS)
is(Aβ(S, T )X)(TsuppT )
−isφ0,β(s)ds
from Theorem 3.4 in [6]. Then we have
|||Aα(S, T )X −A0(S, T )X||| ≤
(
α
β
+ ‖φα,β − φ0,β‖1
)
|||Aβ(S, T )X|||.
To prove limα→0+ ‖φα,β−φ0,β‖1 = 0, we have only to prove limα→0+ ‖φˆα,β−φˆ0,β‖2 = 0 thanks to
Lemma 5.8 in [6]. Since we have
∫
∞
−∞
φα,β(s)ds = φˆα,β(0) = (β−α)/β, we have
∫
∞
−∞
φ0,β(s)ds =
φˆ0,β(0) = 1 in the limit α → 0. From the fact sinhx ≥ x for x ≥ 0, we also have 0 ≤
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φˆα,β(t), φˆ0,β(t) ≤ 1/(β|t|). Since φˆα,β(t) and φˆ0,β(t) are positive definite functions, we have
φˆα,β(t) ≤ φˆα,β(0) = (β − α)/β ≤ 1 and φˆ0,β(t) ≤ φˆ0,β(0) = 1. (See Chapter 5 in [9] for basic
properties of the positive definite function.) We thus obtain φˆα,β(t), φˆ0,β(t) ≤ min(1, 1/(β|t|))
for two L2-functions φˆα,β and φˆ0,β. We finally obtain |φˆα,β(t)− φˆ0,β(t)|2 ≤ 4min(1, 1/βt2). Since
min(1, 1/βt2) is integrable and limα→0 φˆα,β(t) = φˆ0,β(t), we obtain limα→0+ ‖φˆα,β − φˆ0,β‖2 = 0
by the Lebesgue dominated convergence theorem.
We note that the assumption |||Aβ(S, T )X||| <∞ for some β ∈ (0, 1] is equivalent to |||SX +
XT ||| <∞, since we have |||Aβ(S, T )X||| ≤ |||A1(S, T )X||| ≤ ((2− β)/β)|||Aβ(S, T )X||| using the
inequality (2).
4 Conclusion
We obtained new and tight bounds for the logarithmic mean for untarily invariant norm. Our
results improved the famous inequalities by Hiai and Kosaki [3, 4]. Concluding this paper, we
summarize Theorem 2.5 by the familiar form. From the calculations
G1/m1(s, t) =
1
m1
m1∑
k=1
s(2k−1)/2m1t(2m1−(2k−1))/2m1
and
A1/m2(s, t) =
1
m2
(m2∑
k=0
sk/m2t(m2−k)/m2 − 1
2
(s+ t)
)
,
we have
G1/m1(S, T )X =
1
m1
m1∑
k=1
S(2k−1)/2m1XT (2m1−(2k−1))/2m1
and
A1/m2(S, T )X =
1
m2
(m2∑
k=0
Sk/m2XT (m2−k)/m2 − 1
2
(SX +XT )
)
.
In addition, from the paper [4], we know that
Mm1/(m1+1)(S, T )X =
1
m1
m1∑
k=1
Sk/(m1+1)XT (m1+1−k)/(m1+1)
and
Mm2/(m2−1)(S, T )X =
1
m2
m2−1∑
k=0
Sk/(m2−1)XT (m2−1−k)/(m2−1).
10
Thus Theorem 2.5 can be rewitten as the following inequalities which are our main result of the
present paper.
1
m1
∣∣∣∣∣∣∣∣∣
m1∑
k=1
Sk/(m1+1)XT (m1+1−k)/(m1+1)
∣∣∣∣∣∣∣∣∣ ≤ 1
m1
∣∣∣∣∣∣∣∣∣
m1∑
k=1
S(2k−1)/2m1XT (2m1−(2k−1))/2m1
∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
∫ 1
0
SνXT 1−νdν
∣∣∣∣
∣∣∣∣
∣∣∣∣
≤ 1
m2
∣∣∣∣∣∣∣∣∣
m∑
k=0
Sk/m2XT (m2−k)/m2 − 1
2
(SX +XT )
∣∣∣∣∣∣∣∣∣
≤ 1
m2
∣∣∣∣∣∣∣∣∣
m2−1∑
k=0
Sk/(m2−1)XT (m2−1−k)/(m2−1)
∣∣∣∣∣∣∣∣∣, (7)
for S, T,X ∈ B(H) with S, T ≥ 0, m1 ≥ 1, m2 ≥ 2, and any unitarily invariant norm |||·|||.
We have also shown some properties for our means such as monotonicities and norm conti-
nuities in parameter.
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