The human visual system is developed by viewing natural scenes. In controlled experiments, natural stimuli therefore provide a realistic framework with which to study the underlying information processing steps involved in human vision. Studying the properties of natural images and their effects on the visual processing can help us to understand underlying mechanisms of visual system. In this study, we used a rapid animal vs. non-animal categorization task to assess the relationship between the reaction times of human subjects and the statistical properties of images. We demonstrated that statistical measures, such as the beta and gamma parameters of a Weibull, fitted to the edge histogram of an image, and the image entropy, are effective predictors of subject reaction times. Using these three parameters, we proposed a computational model capable of predicting the reaction times of human subjects.
Introduction
The temporal processing sequence of the human visual cortex in natural scene categorization is not completely understood yet. This sequence varies depending on the type of stimulus, possibly due to various bypass routes in the ventral visual pathway (Kirchner & Thorpe, 2006) or an effect of parallel distributed processing (PDP; Macé et al., 2009) .
Visual processing in humans and primates begins at the retina; the visual information is then conveyed to the lateral geniculate nucleus (LGN) and the primary visual cortex, V1 (Hubel & Wiesel, 1968) . Following the ventral stream, the information is then projected to extrastriate cortical areas, such as V2 and V4, followed by the inferotemporal cortex (IT; Perrett & Oram, 1993; Schwartz et al., 1983; Tanaka, 1996) and prefrontal cortex (PFC; Miller, 2000) , in which the final stages of high-level visual information processing occur.
Humans and monkeys are able to categorize natural scenes rapidly and accurately (Fabre- Thorpe, Richard, & Thorpe, 1998) . It has been shown that a feed-forward mechanism is capable of performing rapid categorization (Thorpe & Imbert, 1989) . In rapid categorization tasks, we first perceive a fully segmented scene in which the relationships between all objects can be identified (Fabre- Thorpe et al., 2001) . Discriminative features in animal images, such as eyes, mouths, beaks, and limbs, are critical to both categorization accuracy and reaction time (Delorme, Richard, & FabreThorpe, 2010) .
The visual signals evoked by the natural environment are highly redundant, and the representational patterns of the input stimuli in the retina are therefore assumed to be inefficient (Atick & Redlich, 1992) . The early stages of visual processing play an important role in the efficient coding of input visual signals (Dan, Atick, & Reid, 1996) . It has been suggested that visual sensory information is rendered efficient via an entropy reduction mechanism between the input stimuli and V1 (Daugman, 1989) . The information per receptor in the retina and correlation between adjacent receptors may also be associated with the entropy of the input stimuli (Ruderman, 1994) .
Statistically, natural scenes are located between homogenous images (low entropy images) and white noise images (high entropy images, in which all of the adjacent pixels are uncorrelated with each other; Ruderman, 1994) . One question addressed in this study is whether the entropy of natural scenes is an effective parameter for estimating the reaction time of human subjects to natural stimuli. Computing the actual entropy of natural stimuli is costly and intractable; however, Kersten (1987) proposed a method for upper bound estimation of the entropy based on the ability of human observers to predict the missing pixels of an image (Kersten, 1987) . Chandler and Field proposed an alternative entropy estimation method based on proximity distribution (Chandler & Field, 2007) and argued that their method provides a precise estimate of the entropy of a natural scene. In this study, we estimated the entropy using the method of Chandler and Field. It has been shown that the edge histogram of a given natural scene follows the Weibull distribution (Geusebroek & Smeulders, 2005; Scholte et al., 2009; Simoncelli, 1999) . Two of the parameters of this distribution are beta (b) and gamma (c) Scholte et al., 2009) . Scholte et al. (2009) have demonstrated that the edge histograms of natural scenes, filtered by a biologically plausible Gaussian filter, can be fitted to a Weibull distribution, and their results suggested that the b and c parameters of the Weibull distribution increase when the images are cluttered.
Images with lower b and c are simpler; therefore, these images can be perceived faster. To estimate the b and c parameters, we fitted a Weibull distribution to the edge histograms of filtered images. Following , we used biologically plausible first-order directional Gaussian derivative filters (Eqs. (5) and (6)) for edge detection.
Based on the statistical properties of natural images, such as the entropy and Weibull b and c parameters, we have proposed a biologically inspired model capable of predicting the reaction times of human subjects in a rapid animal vs. non-animal categorization task. We designed a task in which subjects were asked to categorize a set of images as quickly and accurately as possible and then analyzed the reaction times of the human subjects. We found a strong correlation between the subjects' reaction times and the entropy and b and c parameters of the images. To model the reaction times of the subjects, we defined a feature vector consisting of the entropy, beta and gamma parameters for each image and formulated a linear equation mapping the feature vectors to the subjects' reaction times. Our model maps the feature vector space and the corresponding reaction times. Thus, we propose a computational model for predicting human reaction times in a rapid categorization task using the statistical properties of natural images. Our results illustrate that the reaction times of subjects can be accurately predicted using the proposed model.
Methods

Psychophysical experiment
We employed 40 human subjects (19-35 years old, 18 females and 22 males) in our psychophysical experiment. All subjects had normal or corrected-to-normal vision and were unfamiliar with the images presented. Subjects sat on a chair fixed to the ground having a fixed distance from a computer screen. To ensure that subject eyes have exactly 50 cm distance from the screen, authors measured the distance after the subject comfortably sat on the chair. We assessed subjects' vision status based on their own reports. The stimulus database consisted of 1200 natural images, of which 600 contained animals and 600 did not (Serre, Oliva, & Poggio, 2007) . The database is freely available at http://cbcl.mit.edu/ softwaredatasets/serre/SerreOlivaPoggioPNAS07/index.htm.
All images were converted to 256 Â 256 pixel grayscale and divided into eight different blocks. Each block contained 150 images (75 animal and 75 non-animal images). The images in each block were selected to be as diverse as possible. Each subject responded to two different blocks of images (40 subjects Â 2 blocks = 80 responded blocks), and we obtained ten different reaction times per image. It required approximately 5 min for each subject to complete the experiment for a block of images. The subjects were allowed to rest for a few minutes after completing each block.
The experiment was performed in a dark room. The participants were seated 0.5 m away from a computer screen (Intel core 2 duo processor (2.66 GHz), 4 GB RAM, 80 Hz monitor refresh rate), and the MATLAB psychophysics toolbox was used (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997) . To familiarize the subjects with the experiment, each subject performed the same task using different images before participating in the main experiment; this preparation required approximately 5 min per subject.
In all of the experiments, the images were presented at the center of a computer screen for 12.5 ms ($7°Â 7°of visual angle) and were then followed by a blank screen for 12.5 ± 0.6 ms as an interstimulus interval (ISI). A noisy mask (1/f noise image of duration 100 ms, see Fig. 1 ) appeared at the end of the ISI. It is important to note that the ISI was randomly varied by approximately ±0.6 ms to avoid adaptation of the subjects. The stimulus onset asynchrony (SOA) was approximately 25 ms (12.5 ms for the image presentation, followed by an ISI of 12.5 ± 0.6 ms). The subjects were instructed to respond as quickly and accurately as possible regarding whether the image contained an animal or a distractor by pressing the ''YES'' or ''NO'' key on the computer keyboard. The subjects were randomly asked to use their left and right hands for their ''YES'' and ''NO'' responses.
Outlier filtering
As mentioned previously, we obtained ten different reaction times for each image. Correct responses with times far above or below the usual reaction time were not accepted. For this purpose, first, reaction times greater than 1000 ms were omitted from further analysis. To detect outliers, we used the boxplot method. Those images with more than six accepted correct reaction times were retained for further analysis. The reaction time assigned to each image was computed as the median of the accepted reaction times. Following the above procedure, 513/600 animal images and 542/600 non-animal images were retained.
Entropy estimation method
To estimate the entropy of each input image, we used the method proposed by Chandler and Field (2007) , which is based on the proximity distribution technique. In their study, a group of 16 diverse images (group N) was selected from the same category as the image in which the entropy was desired. All of the images were then converted to grayscale and resized to 1024 Â 1024 pixels, and each image was partitioned into non-overlapping patches of 8 Â 8 pixels. Patches were extracted from the top-left to the bottom-right of each image, as shown in Fig. 2 . For each image, a total of 16,384 non-overlapping patches were extracted. There were a total of 16,384 Â 16 = 2 18 extracted patches from all 16 images in group N and 16,384 patches from the image (I) in which the entropy was being calculated.
To estimate the entropy of image I, we extracted 16,384 patches from I. 2 K patches were then selected from group N, with K varying from 0 to 18. For each value of K, an exhaustive search was performed to find the patch in group N with the minimum Euclidian distance for each of the 16,384 patches extracted from I. We therefore had 16,384 minimum Euclidian distances for each value of K. For example, 2 3 patches from group N were selected for K = 3. We therefore computed 16,384 minimum Euclidian distances. The next step was to calculate the average log nearest neighbor distance among all 16,384 minimum Euclidian distances. The average log nearest neighbor (ALNN) distance is given by:
where T is the total number of patches extracted from each image (16,384), and D Ã N;t represents the minimum Euclidian distance between each patch and those patches extracted from group N (this ALNN distance is calculated for each value of K). Chandler and Field (2007) employed the Nelder-Mead simplex method (Nelder & Mead, 1965) to fit a function to the average log of the nearest neighbor distance. For a given image, the fitted function is given by:
where N varies from 2 0 to 2 18 . The optimal a 0 , b 0 , c 0 and d 0 were obtained using a genetic algorithm (GA). Fig. 3 displays four example images and their fitted average log nearest neighbor functions. It is important to note that 2 18 patches may be an insufficient number for precise estimation of the entropy (Chandler & Field, 2007) . The average log nearest neighbor distance was therefore estimated by extrapolating Eq. (2) to N = 2 300 (Chandler & Field, 2007) . Using this method, the actual value of the entropy is calculated as:
where the term 1=M P M m¼1 log 2 D Ã N;m is replaced by the result of the extrapolation. The parameter q has a value 64 (with our 8 Â 8 patch size), A q ¼ qp q=2
Cðq=2þ1Þ , and q is the Euler constant. Finally, by applying Eq. (3), the estimated entropies were divided by 64 to provide entropy values in units of bits per pixel (bits/pixel). The entropy of each image in the dataset was estimated using this method.
Estimating the parameters of the Weibull distribution
To estimate the main parameters of the Weibull distribution (b and c), we employed the method proposed by Scholte et al. (2009) , who argued that the edge histograms of most natural images follow Weibull distributions. To estimate the b and c parameters of the Weibull distribution for a given image, we first convolved the images with filter windows for edge detection. Next, a Weibull distribution was fitted to the histogram of each filtered image using WBLFIT function of MATLAB with 95% confidence interval. The Weibull distribution is given by:
where c is the normalization constant, and l denotes the location parameter. b and c represent the scale and shape parameters, respectively. Gaussian filters (Eqs. (5) and (6)) were applied to each image for edge detection. For illumination invariance, each contrast value was normalized by subtracting the lowest contrast value as in Scholte et al. (2009) . This normalization renders the Weibull distribution independent of the location parameter, l, and reveals b and c as free parameters for a given image 
The standard deviation of the Gaussian filters was set to 2 pixels (0.03°) to estimate b and 5 pixels (0.075°) to estimate c ). Finally, two Weibull parameters (b and c) were extracted for each image in the dataset; see Fig. 4 for the estimation procedure.
Proposed model
As described previously, a visual psychophysical experiment was performed using animal vs. non-animal images (Serre, Oliva, & Poggio, 2007) . To obtain reliable reaction times for each image, we used 40 human subjects in our experiment. We employed eight distinct blocks of images, and each subject responded to two different blocks. Ten different reaction times were thereby obtained for each image. The reaction times obtained for correct responses were carefully analyzed, and unreliable reaction times were filtered out (see Section 2.2), resulting in a total of 1055 reliable reaction times (1055 reaction times for 1055 different images: 513 animal and 542 non-animal images). In this study, recent biological evidence relating to natural image statistics was used to propose a model for predicting reaction times. Note that behavioral studies have indicated that the subject reaction time includes the time required for both visual processing and response accomplishment (Fabre- Thorpe et al., 2001; Thorpe et al., 1996) . We identified several statistical measures of natural images that are influential in determining the reaction times of subjects.
To train our model, we randomly selected 2/3 of the 1,055 images (703 images, both animal and non-animal) and their reaction times, R 703Â1 . The remaining 1/3 of the reaction times were considered to be estimated reaction times, R t 352Â1 . Each image was represented by a feature vector of the three parameters (entropy, b and c). The training subset was therefore described by the 703 Â 3 data matrix X = [e 1 b 1 c 1 ; . . .; e 703 b 703 c 703 ], in which each row represents the entropy, beta, and gamma of a given image. The parameters of the test subset were similarly represented by the 352 Â 3 data matrix Y. The matrices X and R are related by the linear equation
To determine the optimal weight vector, W, we applied the least square error (LSE) approach (Hayes, 1996) . In this approach, the weight vector providing the optimal mapping between X and R is given by:
After obtaining the best weight vector matrix, the reaction times to the images belonging to Y were predicted. As mentioned, the data of 352 images were used to evaluate the model. The model estimates of the reaction times to the images in the test subset are given by:
whereR (352 Â 1) denotes the estimated reaction times. It is evident thatR must provide a precise estimation of R t (see Fig. 5 ).
We compared the estimated reaction times (R) with the subject reaction time matrix (R t ) at various tolerance levels ranging from 1% to 5%. At a tolerance level of 1%, for instance, the maximum acceptable deviation of each element ofR from the corresponding element of R t was ±1% (see Section 3).
Bootstrap resampling method
To statistically compare the Weibull parameters with Fourier intercept and slope, we used bootstrap resampling method with replacement (see Section 3). In 1000 iterations, we randomly selected 2/3 of images, and the statistic (i.e. correlation with reaction times) was recalculated in each iteration. This gives us the bootstrap confidence intervals from the standard deviation of the statistics. Eventually, if we get two non-overlapping bootstrap confidence intervals, we could say one of the parameters is statistically more correlated to the reaction times. We can also estimate the p-value by counting number of iterations in which one of the statistical models (e.g. Weibull parameters) is more correlated to the reaction times comparing to the other one (e.g. Fourier intercept and slope) and then diving that number by total number of iterations.
Results
We found strong correlations between the reaction times to The correlation matrix also (Fig. 7) shows little correlation between the entropy and Weibull parameters. Together with the high correlation between these parameters and the reaction times, this observation demonstrates that the entropy, b and c parameters are complementary parameters for determining the reaction times. We have argued that statistical properties, such as the entropy and Weibull b and c parameters, of a natural image are influential in determining the reaction times of subjects in an animal vs. nonanimal rapid categorization task. For each image in the dataset, a 3 Â 1 feature vector was extracted and used to predict the reaction time for that image. The predicted reaction times (R) were compared with the subjects' responses (R t ) for the same subset of images with various tolerance levels ranging from 1% to 5%. Reaction times falling inside the tolerance bounds were labeled as acceptable predictions, and the prediction performance was evaluated based on the fraction of acceptable predictions. The accuracy of the proposed model in predicting reaction times as a function of the tolerance for 40 runs (using 2/3 of images as training images Fig. 3 . Fitted average log nearest neighbor function for four different images. As an image becomes more cluttered, the fitted ALNN function converges to a higher value. Fig. 4 . Estimation of the Weibull distribution parameters (beta and gamma). The input image is filtered using a Gaussian filter (Eqs. (5) and (6)). The standard deviations of the Gaussian filters used to estimate beta and gamma are r = 2 and r = 5, respectively. A contrast normalization was performed to avoid illumination dependence. To estimate beta and gamma, a Weibull distribution was then fitted to the edge histogram. This procedure determines the two main parameters of the Weibull distribution (beta and gamma) for each image. . The structure of the proposed model. The full set of 1064 images (animal images and non-animal images) was randomly divided into two subsets: a training set and test set (X train and Y test). The entropy, Weibull beta, and Weibull gamma parameters of each image (both training and testing images) were then calculated. Using an LSE approach, we first found the optimal weight vector (w1, w2, w3) mapping the feature vector space of training images (entropy, beta, and gamma) to the reaction times. Then, using the best estimated weight vector, the reaction times were predicted for the test images. and 1/3 of images as testing images) is shown in Fig. 8 . Approximately 64/352 of the reaction times were predicted to within a tolerance level of 1%. When the tolerance level was raised to 2%, the fraction of correctly predicted reaction times increased to 117/352. The fraction of acceptable predictions rose sharply as the tolerance level was increased. Approximately 240/352 of the subjects' reaction times were correctly predicted at the 5% tolerance level.
All three parameters (the entropy, b and c) are necessary to provide a reliable, high-accuracy model. As shown in Fig. 8 , the fraction of correctly predicted reaction times in the models considering entropy and c only and entropy and b only (neglecting one of the Weibull distribution parameters) were 72/352 and 62/ 352, respectively, at 5% tolerance. A higher accuracy was obtained in the entropy-gamma model than in the entropy-beta model, most likely due to the higher correlation of c (compared with b)
with the subjects' reaction times (see Figs. 7 and 8) . Furthermore, the low accuracy of the model that does not consider the entropy (gamma-beta) is consistent with the high correlation between the entropy and reaction times of the subjects. As mentioned above, only those images with six or more correct reliable reaction times were included in this study (see Section 2.2). For each image, we calculated the mean and standard deviation of the reaction times (after rejecting reaction times longer than 1000 ms). The relative standard deviation (RSD; or STD/mean) is plotted vs. the number of images in Fig. 9 . The maximum RSD was 8%. In other words, the variation in the reaction time to a given image was less than the 8% of the mean reaction time. Note that the RSDs for the majority of images (759/1055) were 4-6%, supporting our acceptable tolerance level of 5%.
To show how far the predicted RTs are from the obtained RTs, we considered 10 ms time bins (from 0 ms to 70 ms), as deviations between predicted and obtained RTs. Then, within each time bin (for 40 different runs; see Fig. 10 ), we counted number of images that their predicted RTs were deviated from obtained RTs. Maximum deviation between the predicted and obtained reaction times was 70 ms. Groen, Ghebreab, Lamme, and Scholte (2012) , have argued that Weibull parameters explain more amount of ERP variance to natural images comparing with Fourier intercept and slope (specifically at occipital channel Oz). We compared the variance to reaction times explained by Weibull parameters with the variance explained by Fourier intercept and slope. Our results also show that Weibull statistics explain more variance than Fourier intercept and slope. Based on our results Weibull parameters are significantly more correlated with reaction times than Fourier intercept and slope (p-value = 0.0321, obtained by bootstrap resampling of images). Fig. 7 . Correlation matrix. The entropy, beta and gamma parameters were correlated with the reaction times (with correlation coefficients of 0.7168, 0.5615, and 0.6521, respectively). However, the correlations between the entropy and Weibull distribution parameters were weak. Based on these two observations, we concluded that the entropy is an effective complementary parameter for determining reaction times. For further analysis and model comparison, we used Akaike's Information Criterion (AIC) to show which combination of the parameters (Entropy, Beta, and Gamma, Fourier intercept, and Fourier slope) is the best predictor (Maxwell & Delaney, 2004) . To compute the AIC value, we used:
and e i are the estimated residuals from the fitted model. Also, n is the sample size (here 352) and K is the number of estimated parameters included in the model. Maxwell and Delaney (2004) argued that the best model is a model with minimum value of AIC. With notion to Table 1 , the minimum AIC value was obtained when we used the Entropy, Beta, and Gamma as the parameters of our model (average of 40 different runs). It should be noticed that we used the same observations for each analysis.
Discussion
We demonstrated that the reaction times of subjects in a rapid animal vs. non-animal categorization task can be predicted using the statistical properties of images. The entropy, Weibull c and Weibull b parameters were introduced as effective predictors of the subjects' reaction times.
Although other related studies have investigated the relationship between the temporal processing sequence of the visual cortex and properties of the input stimuli (Delorme, Richard, & Fabre-Thorpe, 2010; George et al., 1997; Mouchetant-Rostaing et al., 2000; Seeck et al., 1997) , this is the first paper to report a model predicting the reaction times based on the relationship between reaction times and statistical parameters of the input. Our results are consistent with previous studies (e.g., Scholte et al., 2009 ) and demonstrate that the perception latency depends on the beta and gamma parameters of the Weibull distribution.
We have shown in Fig. 3 that the entropy serves as a proxy for the degree of simplicity of an image. Images with uniform backgrounds and uniform objects, which can typically be categorized more easily, have lower entropies. Increases in the entropy and reaction time are evident as the images become more complicated. The entropy parameter was introduced by Kirchner and Thorpe (2006) as an effective parameter for determining reaction times. They argued that the reaction times are correlated with the statistical properties of images, such as the entropy parameter. However, their reported correlation (r = 0.58) was lower than ours (r = 0.7091). Three possible reasons for this discrepancy are as follows: (i) their reaction times were based on a saccadic detection of the target, whereas our reaction times were based on pressing a key on a keyboard; (ii) we used an outlier filtering algorithm in assigning a reaction time to each image (see Section 2.2), whereas they employed no such outlier filtering process; and (iii) we used the entropy estimation method introduced by Chandler and Field (2007) , yielding a precise estimate of the entropy of each image. The results of Kirchner and Thorpe (2006) are consistent with our reported results regarding the correlation between the entropy and reaction times. They also noted that certain combinations of image statistics may be more efficient determinants of the reaction time latencies than others, but they did not specify which combinations of parameters were most efficient.
The reaction times of different subjects to a given image vary. However, the reaction times to a given image fall between an upper and lower bound, and the majority of images have RSDs of 4-6% on their assigned reaction times (Fig. 9) . Our 5% tolerance criterion for assessing the accuracy of the proposed model is motivated by the observed RSDs.
In this paper, we demonstrated that the human reaction times to a variety of images in a rapid animal vs. non-animal categorization task can be predicted (after an outlier filtering process) based on the statistical properties of the images. We introduced an ensemble of three parameters (the entropy, Weibull c and Weibull b parameters) that were effective for predicting the reaction times. An interesting direction for future work is to further improve the accuracy of the proposed model by incorporating other statistical properties of images that may complement those employed in this paper. In addition, the results may be improved by using nonlinear methods in the function approximation and model fitting.
