In the era of big data, reduced models capable of reducing big data graph to estimate personalized PageRank are limited. Personalized PageRank is a page rank calculation where random jumps are only allowed to a subset of start nodes. The resources of current process of calculation of personalized PageRank are highly prohibitive, thus in this paper we propose a novel fast accurate and less resource intensive algorithm to the personalized PageRank problem. FAST Personalized PageRank is utilized to find the target node set. Using the mentioned target set, the algorithm gives an estimation of the closeness of any pair of nodes in the graph. As the time taken by the estimation of personalized PageRank is directly proportional to the network size, in this paper a node reduction method is used to prune the graph. In this pruning model, most popular nodes also known as hubs are found using personalized page vector. To decrease the entropy and reduce the number of alternate paths to the target nodes, popular nodes are identified and flagged. The flagged nodes are, then, given a lower priority in the computation. This way the redundant path will being ignored in the computation process. After pruning the graph, estimation results achieve an improved time complexity. In our experiment, we compare our result with the benchmark FAST personalized PageRank approach. Our algorithm significantly reduces the computation time and outperforms the benchmark FAST personalized PageRank algorithm in highly dense graphs.
I. INTRODUCTION
Graphs are ubiquitous in the real-world, such as the Web and on-line social networks [1] - [6] . The simplicity in representing any set of unique objects, where some objects contain links or connections to others in the form of a network graph and the invention of swift and efficient processing algorithms led to the application of graph theory in multiple disciplines. Graph theory applications are at the core of advancements made in evolving disciplines such as Social networks, E-commerce, and Web page rankings. In on-line social networks such as Facebook, Twitter, Instagram, and Google+, the interactions between the users are studied by representing social network users as nodes and their interactions as edges of a network graph. By studying these interaction patterns, friendship recommendations are made. In E-commerce, users and their purchasing patterns are represented using network graphs to help deduce new product recommendations, recommending frequently purchased items etc. This can be observed on e-commerce platforms such as Amazon, eBay, Yelp etc. Search engines like Google and Bing use graph theory for calculating the overall influence of each web page in the network of web pages and ranking as per their influence score.
One drawback of PageRank is, as an iterative algorithm, its application to larger networks can take weeks to yield results [7] . This has led to the development of algorithms that use less iteration to approximate PageRank. One strategy, notable for taking as few as one to two iterations, is known as the Monte Carlo method [8] , [9] . In this strategy, it is assumed that a surfer starting from a random node will eventually stop traveling the graph. The probability that the surfer will stop on a particular node is calculated and used as an approximation for the PageRank of that node [8] , [9] . In certain applications, such as movie recommendations, the nodes that the user can randomly teleport to is restricted to a set of starting nodes [10] . Consider the movie recommendation example, where recommendations are mode based the movie(s) a user has previously consumed. A user may travel deeper down a tree of recommendations by following viewers who watched this also watched this links but the starting points and thus random jumps will always be the movie(s) the user has already seen. The dampening factor is biased to only those that include these specific nodes and we, therefore, say the PageRank is personalized for this subset of nodes.
The main motivation of this work is based on the lack of a reduction model capable of reducing big data graphs and to estimate the personalized value between pair of nodes without changing the hierarchy of the graph and closeness values of nodes. This work introduces three different approaches attempting to reduce the graph density to reduce time and computational complexity for the Optimized Relativity Search (ORS) method [11] . From the methods introduced, node reduction and level adjustment outperformed existing benchmarks and the other two novel methods were successful on most datasets.
Personalized PageRank (PPR) estimation is resourceintensive due to being an on-line query-based application [7] . In this paper, we proposed an algorithm for node reduction, which aids in the reduction of the number of resources required for PPR estimation. The motivation behind this study is rooted in the fact that it is possible to decrease the estimation time of search in social media using a complexity estimation function by applying node-reduction models. According to Lofgren et al. [12] , if a user is looking for some nodes in Twitter, and a node of particular interest has many followers, then it will take more time to estimate the chances of getting the right result than if the user is looking for a node having fewer followers [11] . There exist various map reduction methods to reduce the density of networks [13] . But there is no such a reduction in which the pattern of networks is not impacted. Changing patterns of the network have direct impacts on the estimation value for distance between a pair of nodes.
The rest of this paper is organized as follows. The Preliminaries section provides an overview of the definitions required for understanding the concepts of PageRank and Personalized PageRank. The proposed algorithm and its characteristics and descriptions are outlined in the Hub-Less PPR Approach section. The Experimental Results section discusses the experimental results. The Related Work section summarizes the research that has been carried out on the topics of PageRank and Personalized PageRank. Concluding remarks and future research are made in the Conclusion and Future Work section.
II. PRELIMINARIES
The advent and exponential growth of large and sophisticated networks, such as the web and social networks necessitate the development of new algorithms to keep it convenient for users to explore these networks and access the information contained within [12] . One such algorithm is PageRank (PR) named after its creator, Larry Page. PageRank assigns a value to each node in a network that ranks the importance of that node in relation to the other nodes in that network [14] . The most notable application of this approach is the search engine Google, which uses PageRank in its proprietary algorithm to quantify the quality and determine the display order of the web pages returned by a search [15] . A close method to PageRank is simple citation analysis. In simple citation analysis, a web page with more number of incoming links is given importance and ranked high. However, this approach of ranking a web page based on the incoming links count does not work for ranking the web pages on the Internet as anyone can write a simple program to create multiple fake web pages and point to a particular web page, thus improvising the rank of a web page. Moreover, this approach gives equal importance to all the web pages with a fixed number of incoming links. For example, all the web pages with one incoming link are given equal importance. PageRank addresses these flaws and it ranks a web page based on the importance of the source pages from which the links are coming to it. A web page with one incoming link, from a more important web page, is ranked relatively higher than those with incoming links from a less importance web pages. PageRank is an attempt to see how good an approximation to ''importance'' can be obtained just from the link structure [14] . Effective measure and efficient computation are the main reasons for the success of PageRank.
A personalization of PR was proposed by Page et al, which was different in terms of attributes used to weigh the node [16] . In PageRank, pages are considered as nodes, and a linear formula calculates the relation between a page and every other related page in the network. However, Personalized PageRank computes base connection values and the weight of nodes based on such attributes as the inter-node relationship, the related title of search that connects them, and the current connection types between them. This feature makes Personalized PageRank more accurate than PageRank, and returns a result according to neighboring nodes rather than every existing node of the network [11] .
A. PAGE RANK
Let u be a web page, F u be the set of pages that u points to, N u =| F u | be the number of links from web page u, B u be the set of pages that point to u, and c is the normalization factor such that the total rank of all web pages is constant. Then the PageRank of the web page u is obtained using:
where PR(u) is the PageRank of u, PR(v) is the PageRank value of web page v ∀B v , and N v is the number of forwarding links of each web page v ∀ B v . From Figure 1 , it can be observed that the rank of any web page is obtained from its incoming pages, and the rank of any web page is distributed evenly among its outgoing links. This is the initial formula proposed by Page et al. [14] . In the VOLUME 5, 2017 Page C is pointing to page A. Then, during iteration, rank is accumulated in this loop only, and is never distributed to other pages as there are no outbound edges to other pages. Such a loop is a trap called as a rank sink. To overcome the problem of rank sink, Page et al proposed a modified formula for calculating PageRank values as [14] :
such that c is is maximized and In equation (2), E(u) is a vector over the Web pages that corresponds to a source of rank (main node being ranked at the time).
B. POWER ITERATION
The PageRank values of all the web pages in a network graph can be calculated using Power Iteration approach. In this iterative approach Figure 2 , if edge (u, v) exists, where N u is the out-degree of node u. Let E denote the initial distribution of PageRank values. As mentioned earlier, a uniform distribution is applied to the initial values, say from any web page i on the Internet and continues the walk by randomly choosing one of the outbound links and so on. A random surfer may choose to start from any arbitrary point. All the nodes in the graph are given equal probabilities of getting selected for beginning a random walk. The initial PageRank vector E (0)T captures the uniform distribution of a node getting selected for starting random walk, the matrix A gives the probability of moving from one node to another node in the network. The PageRank values can be computed using Power Iteration method. The obtained PageRank values E (k)T [u] correspond to the probability of a random walker terminating the walk at each node u in the network. It is possible that a random surfer may get stuck at some node without any outbound links Figure 3 . Such nodes without any outbound links are termed as Dangling nodes. For instance, consider Figure 4 where the random surfer opts to start the walk from node 1. From node 1, the surfer moved to node 2, and then to node 3, and then to node 4. At node 4, the surfer is stuck as there are no outbound edges for node 4. To address this problem, the transition matrix is modified as:
where d is the dangling vector (a column vector) such that d i = 1, if node i is a dangling node, else d i = 0. w is a row vector of length | V |, containing uniform transition probabilities from node i to all the nodes in the network. However, in real time, a user might not follow the random surfer approach and the user does not keep on clicking from one link to another. Users in real time may choose to move to any page on the Internet by entering the URL of that page. In order to capture this real time user behavior equation (7) is modified as:
where 0 ≤ α ≤ 1 is a scalar, 1 is a column vector of ones, v is known as personalization vector (row vector) and it contains the probability distribution of a random surfer teleporting to any random page without clicking links, the matrix G is called as Google matrix, α is the probability of moving from one page to another by clicking links, and 1-α is the probability with which the random surfer teleports to a random page without clicking links. α and 1-α are interchangeably used. Larry and Brin performed extensive experiments, in which they used α = 0.85 and v = (
Assigning a uniform probability distribution means that the web surfer can choose any of the web pages randomly, when not selecting the outbound links of a node. This matrix G, is used in power iteration method, along with the initial distribution of PageRank values to obtain steady values for PageRanks of all the nodes in the network. The results obtained using equation (2) are same as that of the results obtained using equation (8).
III. HUB-LESS PPR APPROACH
The proposed method aims at reducing the computational resources used in estimating the PPR values between any two nodes. The proposed model consists of two stages. In the first stage, the number of nodes in the network is reduced and in the second stage, PPR estimate is computed for the given source and target nodes based on the reduced network graph.
Tow separate testing have been done in this study. First, all the hub nodes were found in the network and removed from the graph. Then, the estimation was applied in order to find the distance between two nodes. The second method was applied by flagging the hub nodes instead of removing them. And finally, getting the estimate value of the flagged node and dividing it to all the parents of the node. It should be noted that all the reduction is happening in the second part of the algorithm to find the frontier node.
A. NODE REDUCTION
As the computation of an exact PPV is infeasible, even on a moderately large graph due to the prohibitive time or space cost [1] , [9] , [17] and partial personalization is not a feasible solution, we aim to reduce the nodes which contribute significantly less to the estimate value. Zhu et al. [1] highlighted the same point in their work. In their methods, first the random walks are partitioned based on the number of hub nodes contained in each random walk and prioritizing the random walks in the increasing order of the number of hub nodes present. Random walks are performed in this order and it has been proven that the initial random walks contribute maximum part of the estimate value. Partitions containing random walks with many hub nodes have a much lower impact on the estimate, as nodes with high out-neighbors have the tendency to decay the influence carried through them. Thus, they contribute very less value to the estimate. To classify a node as a hub, the following equation was used:
where P(u) is the PageRank value of node u, U(u) is the outdegree value of node u, and EU(u) is the expected utility of node u. For the purpose of hub node classification, their algorithm first computes the PageRank and out-degree values of all the nodes in the network. Lofgren et al. [12] proposed a bidirectional algorithm for estimating the PPR between any two nodes in the network. They also elaborated on problems with hub nodes with an example scenario of a user searching for some nodes in Twitter. If a node of is popular, estimation takes more time. In this method, the probability to hit the target is 1/n as there are n nodes in each step that can be hit. So, reducing nodes to k nodes will give a probability of 1 K =n−m , where m is the number of nodes removed from the graph [11] . Works in [12] and [1] motivated us to work the node reduction problem in large graphs in order to improve the efficiency of PPR estimate. The proposed method also identifies the hub nodes using the expected utility values (obtained using equation 9).
For the computation of PPR estimate, we use the FAST PPR approach proposed in [12] . Given source node i and target node e, FAST-PPR estimates the Personalized PageRank E s (e) up to a small relative error. FAST-PPR is a bidirectional estimator for PPR: given a PPR-estimation query with parameters (i, e, µ), the algorithm works backward from e to find a suitably large set of ''targets'', and then do random walks from i to test for hitting the ''targets''.
In the bidirectional shortest path algorithm, to find a path of length l from node i to node e, we find all nodes within distance of l 2 of e, find all within the distance of l 2 of i, and check if these sets intersect. Similarly, to test if E i (e) > µ, find all w with E u (e) > √ µ (called as target set), take O ( 1 √ µ ) walks from the start node, and see if these two sets intersect. It turns out that these sets might not intersect even if E i (e) > µ, but the random walks are likely to hit the frontier set nodes outside the target set which have an edge into the target set. It can be also be proved that if E i (e) > µ then random walks are likely to hit the frontier set. E i (e) is the probability that a single walk from i ends at e and at some point it must enter the frontier. Basing upon this premise, probability of the walk reaching e is decomposed into the product of two probabilities: the probability that it reaches some node u in the frontier, and the probability that it reaches e starting from u.
Target Set: The target set N e ( r ) for a target node t is given by: N e ( r ) := w ∈ V : E −1 e (w) > r Frontier set: The frontier set F e ( r ) for a target node e is defined as:
B. PERSONALIZED PAGERANK
Personalized PageRank is used to compute the reachability of all nodes in network with respect to a node. Mathematically the difference between PageRank and Personalized PageRank is that the vector v in PageRank is populated with equal probability of moving to any random node by some means other than clicking the outgoing links. Whereas in Personalized PageRank, the vector v can be manipulated in way that, the random surfer always moves to one node or a set of nodes of our interest, rather than moving to any node from all the nodes in the network. If we want the random surfer to move to a particular node, say node i, then v[i] = 1 and rest all are assigned as zero. The initial probabilities of a random surfer beginning the random walk at a node can also be customized to begin the random walk from a particular node i. The values obtained using power iteration are the Personalized PageRank values of all nodes with respect to node i.
C. HUB-LESS PPR ALGORITHM
The proposed method consists of two stages. This reduced set of node graph, G is fed as input to the FAST-PPR algorithm in [12] and PPR estimates are computed.
In the following we will provide mathematical proof that our approach provides better performance. Let α represents the probability of a random teleportation, µ is a detection threshold, and ε inv is a parameter that creates the frontier set.
Theorem 1: Let K = {r 1 , . . . , r k } denote the set of removed nodes, and define
Then the average number of steps required to complete FAST-PPR after the HUB pruning process is given by
Proof: It was shown in [18] that the average time required to calculated the frontier set(the reverse portion) is bound above by O( 1 αε inv m n ) and the average time required to calculate the random walks is bounded by O( ε inv αµ ). After the pruning process, the number of edges that are removed from the network is given by D, which follows by the inclusion exclusion principal, and the number of nodes removed is given by k. From the above we see the average time required to run FAST-PPR after the pruning process is given by Equation 10.
The upper bound of the average run time for FAST-PPR after the pruning is lower then the upper bound without the pruning process if
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and any upper bound before the pruning process is also an upper bound for the algorithm after the pruning process.
The FAST-PPR will have average faster running time if the pruning parameter x is greater than the average degree of the network.
Proof: Recall that the pruning process deletes any node
Notice that by our assumptions we
n , by corollary 2 we can expect an average lower number of steps.
In the following corollary, we only consider the frontier finding algorithm of FAST-PPR. This is justified since removing edges and nodes does not effect the running time of the random walks. Corollary 2: In the worst case the amount of work required for the frontier finding algorithm is at least (m − D)
Proof: The worst case run time occurs when a node in the network as a large in degree; the worst case of which is when a single node has in degree equal to the number of edges. Hence the least amount of work required is
IV. EXPERIMENTS A. SETUP
The experimental environment includes, Python 3.7 and NetworkX. The processor used to run the estimation and the proposed algorithm was Intel(R) Xeon(R) CPU E5-1630 v4 @ 3.70GHz with a RAM of 64.00 GB on a Windows 10 pro 64-bit Operating System.
B. DATA SETS
Data sets used for experiments are shown in Table 2 . Three benchmark datasets are mainly used for the experiments in this work. Slashdot is a technology-related news website know for its specific user community. The website features user-submitted and editor-evaluated current primarily technology oriented news. In 2002 Slashdot introduced the Slashdot Zoo feature which allows users to tag each other as friends or foes. The network contains friend/foe links between the users of Slashdot [19] . Enron email communication network covers all the email communications within a dataset of around half million emails. This data was originally made public, and posted to the web, by the Federal Energy Regulatory Commission during its investigation. Nodes of the network are email addresses and if an address i sent at least one email to address j, the graph contains an undirected edge from i to j. Note that non-Enron email addresses act as sinks and sources in the network as we only observe their communication with the Enron email addresses [20] . Mathoverflow is a temporal network of interactions on the stack exchange web site Math Overflow. There are three different types of interactions represented by a directed edge (u, v, t):
• user u answered user v's question at time t • user u commented on user v's question at time t • user u commented on user v's answer at time t VOLUME 5, 2017 The graph dataset used here contains the union of graphs. These graphs were constructed from the Stack Exchange Data Dump. Node ID numbers correspond to the ''OwnerUserId'' tag in that data dump [21] .
C. EXPERIMENTAL RESULTS
When Hub-Less PPR runs on the reduced graph G , Figures 7b , 8b , 9b, present the distance between,randomly chosen, pairs of nodes. for the original and pruned graphs whereas Figures 7a,8a, 9a , shows the estimation time in milliseconds on 15% reduction on Enron email network and Slashdot social network and 10% reduction on Mathoverflow network. As shown in Figure 9 , it has been observed that the Hub-Less PPR reduces the computational time. In addition, this approach significantly reduces the average computational time. This method can be applied to large networks in real time to estimate the PPR values between any two nodes. The time to compute the estimate will be reduced using a reduced graph G , rather than the complete graph. The results for Slashdot social network is better than the Enron email network, as the Slashdot social network has a denser graph. In Figure 5 , the correlation of saved time versus accuracy loss is demonstrated on Slashdot social and Mathoverflow networks. The horizontal axis shows the percentages of reduction in range of 1% to 15% on and the vertical axis shows the percentage of time saved on positive side versus percentage of accuracy loss on negative side. Figure 6 shows 26370 VOLUME 5, 2017 
D. DISCUSSION
The Hub-Less PPR algorithm is developed mainly from two parts. Given the start node and target nodes, Hub-Less will compute the frontier set based on the target node. In case, the start node is in the frontier set of the target node, the value of inverse estimate is returned as PPR estimate. Otherwise, HubLess algorithm performs random walks from the start node with the aim to identify the any nodes it hits in the frontier set. Hub-Less returns a non-zero estimate value based on these first nodes. The estimate value will be 1 n if no nodes were touched/hit from the frontier set during the random walk process (This is possible as we test on complete dataset instead of largest connected component. The results shown in this work are on raw network dataset (unmodified). Previously, Lofgren et al. [12] have worked on this subject. However, they only used the largest complete component from every dataset which resulted in non-zero estimates. In contrast, to get the full topology, we work with the raw dataset and do not leave any part out. This resulted in showing an estimate of 1 n . Which shows that there is no root from start node to the target node within the given threshold. In fact, the later estimate shows there is no direct connection between the start and target node, there is always a chance of a teleport move which does not need a root within the threshold to connect the start and target nodes. As shown in Table 9 part e, the computational time is faster in cases tested after 10% of reduction was applied. Another notable fact is that in cases where there is no close connection between the start and the target node, it takes a longer time in both reduced and original graph, but still the reduced graph is slightly faster. The estimated values tend to increase in most of the cases after reduction is applied. To determine whether a node is a hub or not, we compute the product of global page rank and the number of immediate outbound neighbors. This product is termed as Utility. Nodes with High Page Rank score and a large number of outbound neighbors will have high utility scores. In our approach, we first compute the utility scores of all the nodes in the network and sort them in the descending order of their utility values. Basing upon a user defined value k (For k=5% of the number of nodes in network) nodes with top-k utility scores are retrieved to form hub node set.
We have followed two different approaches in this study. The above-mentioned part is common for both the approaches. The first method is called ''Flag-based.'' In Flagbased approach, we track the top-K hub nodes using a flag dictionary for all the nodes in network. If a node is in the hub node set then its flag value is set to zero (0). For all other nodes, flag value is set to one (1). As mentioned above, the FAST PPR algorithm starts from the target node by computing the frontier set. We initialize estimate-vector (E −1 e inverse ppr estimates) and residual-vector (r e ) with target node and its value as teleport probability(α) and for the rest of the nodes, we will initiate with a value of zero (0). In the next step (step 2), we will look out for nodes (u), which satisfy condition E −1 (P) < α inv For each such node w, we will consider all its predecessors (P ∈ N in (u) ) and calculate the delta ( ) value as = (1 − α · r(e) d out ) and update estimate vector (inverse ppr estimates) and residual-vector accordingly for the nodes in P(u). After that the r e (u) value is updated to zero (0). Step 2 is an iterative one and it is repeated for all nodes u, which satisfy the condition r e (u) < µ. In the process of updating estimate vector, we also see that for any node P, where P ∈ N in (u), if E −1 e (u) < µ −1 , we then include node u into the Target-set. This is an iterative process and for each iteration, we will consider the predecessors of node w, and calculate delta values and check for the condition to include a node u into the target set or not. We will use the Target set constructed in step-2 for creating Frontier set. The above-mentioned procedure is the original one. For flag based approach, instead of processing all the nodes w for computing target set, we only consider those nodes with flag value as 1. In short, we simply bypass the hub nodes while computing the frontier. Though this have an impact on the size of frontier set obtained (size of the frontier set will be reduced), but through experimental results it has been proven that it reduces the time for frontier computation. The reason for bypassing hub nodes (nodes with flag value zero (0)) while computing the frontier set is Hub nodes will have many immediate outbound neighbors and the probability of a hub node in frontier leading to the target node is very lo. Therefore, we eliminate the hub nodes based on this hypothesis.
Random Walk from Start node to Frontier set: A calculated number of Random walks are performed from start node with the aim of identifying the set of first nodes that belong to the frontier set, that were hit by the random walks. In this step, we are considering all the nodes without eliminating the Hub nodes. The reason for this is: Hub nodes will have high connectivity and the probability of them leading to a node from the frontier set will be high. Basing on the above hypothesis, we perform random walks and obtain the set of nodes that are part of the frontier set and first nodes that were hit by the random walk. We then compute the PPR estimate based on this set.
Firstly, node reduction method was implemented. In Approach II, instead of tracking hub nodes with flag dictionary, the hub nodes are removed from the graph. This gives to a new graph, which is a kind of sub-graph to the original network. After getting the sub-graph, we will compute the frontier set using the original approach (which is mentioned in Approach I). As the hub nodes are removed, the frontier set obtained in this process may or may not be less than the size of frontier set computed using FAST-PPR on original graph. This is because calculation is inversely proportional to the number of out-bound nodes d out (u). As we are completely removing hub nodes from the network topology, there is a chance for values of some nodes satisfying the condition E −1 (P) < µ and they get into Target set. This will in-turn affect the Frontier set nodes and ultimately, we may get a new frontier set other than the original one on un-reduced network graph.
Random Walk from Start node to Frontier set: In this approach, as we are completely removing hub nodes from the network topology we will not be considering them for random walk process. Instead, all the random walks from the start node are performed on the reduced network (sub-graph) and all the first nodes that belong to the frontier set, that were hit by the random walks were identified and used for PPR computation.
The difference is clear when the test are run on an entire graph instead of only the strongest component. On the strong component, the graph is man-made so we run the complete version of the graph.
E. APPLICATIONS OF PPR
Graph theory has also contributed to the advancement of classical disciplines such as biological sciences, social sciences, etc. In Biology, molecule interactions are studied by realizing molecule-molecule connections as a network graph. In Social sciences, the real-time interactions between two entities are modeled as a network graph and their interaction patterns are analyzed. In Academia, citation/co-authorships networks are realized as network graph for identifying interesting patterns. Problems such as finding the most influencing actor in a network, top-K influential nodes in a network, topic/aspect level influence detection, categorizing users sharing similar interests, information flow chains, product recommendations, most frequently purchased product recommendations, friendship recommendations etc., are addressed using network theory.
F. PERSONALIZED SEARCH RESULTS
Let us consider the scenario of social search where a user ''A,'' who is interested in computer technologies, searches for another user named ''Steve''. If PageRank is applied to rank all the users in Facebook network, then the top users with name ''Steve'' are retrieved. These are the users with ''Steve'' as their name and have a high global influence on other nodes, irrespective of their fields. If Personalized PageRank is used, instead of PageRank, then all the user with ''Adam'' as their name and who are most influential in the field of Computer technology will be retrieved.
V. RELATED WORK
Personalized PageRank is a variation of page rank calculation. The main difference is random jumps are only allowed to those nodes in the starter node set. The result is a new PageRank distribution called a Personalized Page Rank Vector(PPV) [10] . The process of calculating the PageRank is iterative. Thus, calculating the PPV for all possible subsets is resource prohibitive. However, it is becoming more evident that calculating PPV is important for developing many algorithms, especially those to make high quality product and friend recommendations. Therefore, finding ways to quickly and accurately approximate PPV has become a priority. Various methods have been introduced to calculate the Personalized PageRank values of all nodes with respect to a node [1] , Personalized PageRank of one node with respect to a node etc [12] . In [1] , an incremental and accuracy-aware approach through scheduled approximation wad proposed. Whereas in [12] a bi-directional search algorithm based on Frontier set was proposed. Other works on Personalized PageRank include [18] , [22] - [26] . PPR estimations are generally categorized as either linear algebraic based [27] or probabilistic based [28] . The former has been improved by accelerated matrix inversion or power iteration of [27] , for instance the technique proposed by [29] . Similarly, using lemmas such as matrix inversion, structural assumptions of the graph can be utilized to decompose and rewrite P [27] with less costly inversion operations. For instance, Tong et al. [30] proposed a decomposition of P into a block diagonal matrix P1 and P2 = P − P1; where communities are the diagonal blocks of P1, defined as the subsets of nodes densely connected amongst themselves and P2 as the inter-community connections. Shin et al. [31] extended this method by further decomposing P2 into sparse and dense matrices. In graphs with few nodes of extremely high degree such as twitter celebrity accounts, the dense rows and columns of P2 may be only a tiny fraction of all rows and columns. [28] ) and the number of visits along the entire walk. The basic Monte Carlo approaches of [33] has also been extended by other works. For example, Fogaras et al. preprocess and store a database of random walk samples [9] , with O(n) storage required for fixed PPR estimation error instead of O(n 2 ) storage required to store the PPR vectors for all nodes. In another work, Sarma et al. [34] develop algorithms to estimate PPR by sampling random walks. They present the graph as a data stream. Lofgren et al. [24] improved the PPR estimation by combining dynamic programming with the probabilistic viewpoint. In this study, they proposed the bidirectional-PPR. There are several solutions, such as HubRank, developed by adapting the Monte Carlo method [33] , [35] - [37] . As before, the probability of a random walk ending on a node is used as an approximation of rank. To personalize this approximation, the random walks are modified to restrict the nodes they can begin with to the personalization subset [7] . The strength of this approach is that it can be scaled for better accuracy or speed by changing the number of simulated walks [35] , [38] - [41] . Another way of approximating PPV is using the concept of Inverse P-Distance. It has been shown that if you find all the paths between a node and the personalization set and then, calculate the sigma for the probabilities of these paths, the result is the PPR for that node [17] . However, some paths contribute much more to this result than others [1] , [42] . Thus, by bypassing the less meaningful paths, the calculation can be accelerated with little loss to accuracy [1] .
VI. CONCLUSION AND FUTURE WORK
In this paper we proposed a new utilized Hub-Less PPR calculation based on existing methods. The experimental results demonstrate that time to compute for the PPR estimate can be reduced using the pruned graph G , instead of the complete graph G, expected utility is computed for each node based on their PageRank values and Out-degree values. The nodes are then sorted in the decreasing order of the expected utility values. Top | H | number of hubs are retrieved and removed from the network graph to achieve a pruned graph. There are several parameters which could be tuned to get applicationspecific results and they depend on the skewness of the network. As a future study, we propose to study the network properties using neural network models, in order to predict the parameters required as a part of FAST-PPR algorithm. In addition, we plan to develop a metric to show the trade off between accuracy and speed.
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