Abstract-In order to more accurately predict an individual's health status, in clinical applications it is often important to perform analysis of high-dimensional gene expression data that varies with time. A major challenge in predicting from such temporal microarray data is that the number of biomarkers used as features is typically much larger than the number of labeled subjects. One way to address this challenge is to perform feature selection as a preprocessing step and then apply a classification method on selected features. However, traditional feature selection methods cannot handle multivariate temporal data without applying techniques that flatten temporal data into a single matrix in advance. In this study, a feature selection filter that can directly select informative features from temporal gene expression data is proposed. In our approach we measure the distance between multivariate temporal data from two subjects. Based on this distance, we define the objective function of temporal margin based feature selection to maximize each subject's temporal margin in its own relevant subspace. The experimental results on two real flu data sets provide evidence that our method outperforms the alternatives, which flatten the temporal data in advance.
INTRODUCTION
Microarray technology has the ability to simultaneously measure expression levels of thousands of genes for a given biological sample. There is often interest in the analysis of dynamic biological processes with data from DNA gene expression microarray chips. In order to predict an individual's health status, it is very helpful to analyze such high dimensional gene expression data that varies with time. There are two major challenges in prediction from such temporal microarray data. One is dealing with small-sample high-dimensional data where the number of biomarkers used as features is typically much larger than the number of labeled subjects. A common way to address this problem is to perform feature selection methods as a preprocessing step, followed by a classification method on selected features to predict the health status of an individual.
Another challenge of analyzing dynamic biological processes is that the data gathered is temporal. For example, in the two real flu data sets we used in experiments section, the data records for each individual are multivariate time series. The whole data set consists of many such multivariate time series from different individuals. However, traditional feature selection methods cannot handle such multivariate time series data. The most straightforward method of handling this is to apply some techniques to flatten the temporal data, and then perform traditional feature selection methods in the flattened data. Obviously, the flattening process may result in loss of some information among temporal data. Such straightforward methods tend to select features that are not informative enough.
In this study, we proposed a feature selection filter that can directly select informative features from temporal highdimensional biomarkers. We defined a temporal margin for each subject based on a measure of distance between two multivariate time series data from two different subjects. The objective function of the proposed selection method is to maximize each subject's temporal margin in its own relevant subspace. We applied stochastic gradient ascent to solve the optimization problem and get the optimal weight for each feature. Features with large weights are selected to build the prediction model to predict the health status of each individual. The experimental results show that our method outperforms the alternatives, which apply traditional feature selection methods after flattening the temporal multivariate gene expression data.
II. RELATED WORK
Feature selection methods can be broadly categorized into filtering models [1] and wrapper models [2] . Filtering methods separate the feature selection from the learning process, whereas wrapper methods combine them. The main drawback of wrapper methods is their computational inefficiency.
There are three widely used kinds of filtering methods. In [3, 5] a margin-based method is proposed as a featureweighting algorithm that is a new interpretation of a RELIEF-based method [4] . The method in [5] is an online algorithm that solves a convex optimization problem with a margin-based objective function. Markov Blanket-based methods [1, 6, 7] perform feature selection by searching an optimal set of features using Markov Blanket approximation. Dependence estimation-based methods use the HilbertSchmide Independence Criterion as a measure of dependence between the features and the labels [8] . However, all these methods assume that the data is static without varying on time. They cannot be applied in temporal gene expression data that is the main problem of this study.
Several feature learning methods [9, 10] have recently been proposed to handle the temporal gene expression data, without flatting the data in advance. However, those two methods are different from the proposed method in this study. First, those methods treat the records for an individual at different time steps independently, which will result in loss of temporal information among the data. Secondly, all those works project the data to another space and learn features from the new space (factors or principal component). Those methods are actually methods for dimension reduction, rather than feature selection. Due to this, we will not compare our method with them in this study.
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A. Measure Distance Among Multivairte Time Series
Given X i , X j corresponding to the observed biomarkers measured at different time steps for individual i and individual j, respectively, the distance (we call Temporal distance, represented as Tdist) between two multivariate time series X i and X j is defined as: 
B. Maximize Temporal Margin
Given an instance, the margin of a hypothesis is the distance between the hypothesis and the closest hypothesis that assigns an alternative label. For a given instance X i , we find two nearest neighbors for X i , one with the same class label (called nearhit), and the other with different class label (called nearmiss). The hypothesis-margin of a given instance X i in data set D is defined as:
In margin-based feature selection, we scale the feature by assigning a non-negative weight vector w, and then choose the features with large weights that maximize the margin. One idea is to then calculate the margin in weighted feature space rather than the original feature space, since the nearest neighbor in the original feature space can be completely different from the one in the weighted feature space. Therefore, we define the instance margin for each instance X i from D in a weighted feature space as: 
We already define the instance margin for each subject X i . Therefore, we can define the temporal margin of the entire data D that has I subjects as the sum of all instance margins, which can be written as:
The feature weights can be learned by solving an optimization problem that maximizes the temporal margin of entire data D. Therefore the most informative features can be chosen based on the feature weights learned. The bigger weight a feature has, the more important the feature is. This optimization problem can be represented as: 
C. Feature Selection Algorithm
In this section we will introduce our feature selection method, which solves the optimization problem introduced in previous section.
The proposed algorithm for Feature Selection in Temporal microarray data (we call it FST) is shown in Table 1 . The FST algorithm starts with initializing the values of w to be 1. With such initialization we can estimate the instance margin for each instance X i . Then, in each iteration, the weights vector w is updated by solving the optimization problem introduced in previous section. We repeat the iteration until convergence or using all instances to update the weights. 
IV. EXPREIMENTS
To characterize the proposed algorithm, we conducted large-scale experiments on 2 real flu data sets [9, 10] . In summary, H3N2 data consists of records of 17 subjects collected at 16 different time steps. H1N1 data consists of records of 24 subjects collected at 16 different time steps. For H3N2 and H1N1 gene expression data, the same 12,023 genes are considered for analysis for each subject at each time step.
All experiments of this study were performed on a PC with 3 GB of memory. We compared our proposed FST algorithm in temporal gene expression data with three traditional feature selection methods (the method proposed in [1] that we call FCBF, HSMB [6] and Relief [11] ) after flattening temporal multivariate data into one single matrix. For the prediction method, we apply a Nearest Neighbor classifier on all features and select features by different feature selection methods.
Since we don't know in advance which genes among these two datasets are deciding an individual's health status, we evaluate our method and three alternatives in a different way than that applied to Synthetic data. We apply all methods on both data sets, and build the prediction model on selected genes. We compare the accuracy of the prediction models built from different methods. We believe that the selected features tend to be more correct if the prediction model built on these features is more accurate.
For the feature selection and learning-prediction process, we apply leave-one-out schema because of the low number of subjects in both two data set. To avoid overfitting, in each iteration of leave-one-out schema, the training set is used to perform feature selection and learn the prediction model, and the one test subject is only touched in prediction process. We applied a Nearest Neighbor classifier to build the prediction model because it is easy to perform on multivariate temporal gene expression data sets.
The results on H3N3 and H1N1 data sets are listed in Table II and Table III . Since H1N1 data set is imbalanced data (8 negative subjects and 16 positive subjects). We report sensitivity, specificity, and balanced accuracy to evaluate the results from all methods.
The classification results on H3N3 and H1N1 are shown at the top sub-table of Table II and Table III . The number of selected features from different methods are shown at the bottom sub -table of Table II and Table III . FCBF and HSMB can automatically select the optimal set of features, whereas Relief and FST are feature ranking features. For comparison, we let Relief and FST selects the same number of features as the bigger one among the number of features FCBF and HSMB returns automatically. We repeat experiments 20 times and report the mean ± std values for classification results (sensitivity, specificity, and balanced accuracy). Table II shows the results on H3N3 data. We can see there that the accuracy of predictor built on the features selected by out proposed FST method outperforms all alternatives including the predictor built on all features. This proves that our FST method selects more accurate features. The bottom sub table of Table II shows that FCBF selects the smallest number of features among all methods, which is consistent to the one of widely know drawbacks of FCBF: FCBF tend to remove features too aggressively.
We got similar results, shown in Table III , on H1N1 to the results on H3N2. Moreover, H1N1 is an unbalanced dataset (with large fraction of positive subjects). We can see from Table III that if we build a predictor on all features, we will tend to predict most negative subjects as positive subjects. The specificity results from FCBF, HSMB and Relief are also small, because they didn't select most informative features. The predictors built on these selected features suffered from imbalanced data, and treated most negative subjects as positive subjects.
V. CONCLUSION
There are two major challenges in predicting an individual's health status from multivariate temporal gene expression data. One is small-sample high-dimensional microarray data where the number of biomarkers used as features is typically much larger than the number of labeled subjects, and the other is the temporal property of the data, from which traditional feature selection cannot be applied directly. To address these two challenges, in this study, we proposed a feature selection filter that can directly select informative genes from temporal high-dimensional biomarkers. For each subject , we defined a temporal margin based on a measure of distance between two multivariate time series data from two different subjects. The objective function of the proposed selection method is to maximize each subject's temporal margin in its own relevant subspace.
To solve the optimization problem and get the optimal weight for each feature, the stochastic gradient ascent is applied. Informative features are those with large weights after optimizing the objective function. The prediction model is build on selected informative genes to predict the health status of each individual. The experimental results show that our method outperforms the alternatives, which apply traditional feature selection methods after flattening the temporal multivariate gene expression data.
