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COMPATIBLE ASSOCIATIVE BIALGEBRAS
SEBASTIA´N MA´RQUEZ
Abstract. We introduce a non-symmetric operad N , whose dimension
in degree n is given by the Catalan number cn−1. It arises naturally in
the study of coalgebra structures defined on compatible associative al-
gebras. We prove that any free compatible associative algebra admits
a compatible infinitesimal bialgebra structure, whose subspace of prim-
itive elements is a N -algebra. The data (As,As2,N ) is a good triple of
operads, in J.-L. Loday’s sense. Our construction induces another triple
of operads (As,As2,As), where As2 is the operad of matching dialgebras.
Motivated by A. Goncharov’s Hopf algebra of paths P (S), we in-
troduce the notion of bi-matching dialgebras and show that the Hopf
algebra P (S) is a bi-matching dialgebras.
Introduction
In the present work, we study the existence of coalgebra structures on
compatible associative algebras. A compatible associative algebra over a
field K is a vector space A equipped with two associative products, · and ◦,
satisfying that the sum
(1) x ∗ y := x · y + x ◦ y,
is an associative product.
In [17], H. Strohmayer developed the general notion of compatible alge-
braic structures, and denotes the operad of compatible associative algebras
by As2. He computed the Koszul dual of As2, denoted by 2As, which is a
set theoretical operad, by arising an operadic partition poset (see [18]). The
same author showed, using B. Valette’s results, that 2As is a Koszul operad,
and therefore As2 is Koszul operad, too.
Applying H. Strohmayer’s work, V. Dotsenko obtained in [3] the dimen-
sions of the operad As2 and computed the characters of As2(n), both as an
Sn-module and as an Sn×SL2-module. The dimension of As2(n) is n! times
the Catalan number cn.
The Catalan numbers are sequence of natural numbers, named after the
Belgian mathematician Euge`ne Charles Catalan (1814-1894). There exist
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many counting problems in combinatorics whose solution is given by them, a
large description of the combinatorial objects described by Catalan numbers
may be found in [16]. In particular, the nth Catalan number describes the
number of plane rooted trees.
We look for coalgebra structures which are compatible with condition (1),
and therefore may be defined on any free compatible associative algebra. In
[12], J.-L. Loday and M. Ronco introduced the notion of unital infinites-
imal bialgebra, as an associative unital algebra (C, ∗, u) equipped with a
coassociative coproduct ∆ : C −→ C ⊗ C satisfying that :
∆(x ∗ y) =
∑
x(1) ⊗ (x(2) ∗ y) + (x ∗ y(1))⊗ y(2) − x⊗ y,
for x, y ∈ C, where ∆(x) = ∑x(1) ⊗ x(2) and ∆(y) = ∑ y(1) ⊗ y(2).
A compatible infinitesimal bialgebra is a compatible algebra (A, ·, ◦) equipped
with a coassociative coproduct ∆, satisfying the unital infinitesimal relation
with both associative products.
We give an explicit construction of free objects in the category of As2-
algebras, easier to work with than the one described in [3]. Using it, we
describe a canonical coproduct ∆ on any free As2-algebra, which satisfies
the unital infinitesimal condition with both products.
Following J.-L. Loday (see [11]) and R. Holtkamp (see [8]), we know that
there exists an algebraic operad which describes the subspace of primitive
elements of a compatible associative bialgebra, we call this new structure
a N -algebra. The operad N is non-symmetric, and the dimension of the
K-vector space Nn is the Catalan number cn−1. We prove that:
(1) there exists an operad homomorphism from N to the operad of com-
patible associative algebras,
(2) the subspace of primitive elements of any compatible associative bial-
gebra has a natural structure of N algebra,
(3) the free compatible associative algebra over a vector space V is iso-
morphic, as a coalgebra, to the cofree conilpotent coalgebra spanned
by the free N algebra over V .
As a consequence of the previous results, we prove that the category of
conilpotent compatible associative algebras is equivalent to the category of
N algebras, which gives a good triple of operads (As,As2,N ) as defined by
J.-L. Loday in [11].
A matching dialgebra, previously studied by C. Bai, L. Guo and Y.Zhang
in [19], is a compatible associative algebra (A, ·, ◦) satisfying that:
(x · y) ◦ z = x · (y ◦ z) and (x ◦ y) · z = x ◦ (y · z),
for all the elements x, y, z ∈ A.
Motivated by the path algebra introduced by A. Goncharov in [6], we
define the notion of bi-matching dialgebras ,and show that the path alge-
bra is a example of a bi-matching dialgebra, which is obtained from semi-
homomorphism of algebras. Finally, studying the subcategory of compatible
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associative bialgebras satisfying that their underlying compatible associa-
tive algebra is a matching dialgebra, we obtain another triple of operads
(As,As2,As).
The manuscript is organized as follows: Section 1 we construct the free
compatible associative algebra over a vector space V .
In Section 2 we develop the notion of compatible infinitesimal bialgebra,
while in Section 3 we introduce the notion of N -algebra and prove the struc-
ture theorem for compatible infinitesimal bialgebras.
Matching dialgebras are defined in Section 4, where we describe A. Gon-
charov’s path Hopf algebra as the main example of this type of structure.
Acknowledgment. I would like to express my thanks to Prof. M. Ronco
for motivating me to work on this problem and for her constant contributions
to it, and to Prof. A. Labra for many useful comments and for encouraging
me to continue my research work. My special thanks to the University of
Talca for the support provided during this period.
Notations
All vector spaces and algebras considered in the manuscript are over a
field K. Given a set X, we denote by K[X] the vector space spanned by X.
For any vector space V , we denote by V ⊗n the tensor product of V ⊗· · ·⊗V ,
n times, over K. In order to simplify notation, we shall denote an element
of V ⊗n by x1 · · ·xn.
If n is a positive integer, we denote by [n] the set {1, . . . , n}. The sym-
metric group of permutations of [n] is denoted by Sn. Given a permutation
σ ∈ Sn, we write σ = (σ(1), . . . , σ(n)), identifying σ with its image.
1. The free compatible associative algebra
In [4], V. Dotsenko and A. Khoroshkin computed the dimensions of the
components for the operad of the compatible Lie algebras and for the bi-
Hamiltonian operad.
A compatible Lie algebra is a K-vector space A, equipped with two Lie
brackets [, ] and {, } , satisfying that their sum is also a Lie bracket.
When the compatible Lie algebra A is equipped with a commutative and
associative product · such that the brackets are both derivations for the
product ·, we say that A is a bi-Hamiltonian algebra. In particular, a bi-
Hamiltonian algebra is an analogue of a double structure of Poisson algebra,
which appears naturally in certain examples of integrable systems.
As in the classical case, there exists a functor from the category of As2-
algebras over K to the category of compatible Lie algebras over the same
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field. If (A, ·, ◦) is a compatible associative algebra, then the Lie brackets
given by
[x, y] = x · y − y · x,
{x, y} = x ◦ y − y ◦ x,
define a structure of compatible Lie algebra on the underlying vector space
of A.
In this section, we construct the free compatible associative algebra on a
vector space V by means of planar rooted trees. We recall the definition of
compatible associative algebra, already described in Introduction.
1.1. Definition. A compatible associative algebra is a vector space A to-
gether with two associative products · : A ⊗ A → A and ◦ : A ⊗ A → A,
satisfying that their sum ∗ := ·+ ◦ is an associative product, too.
Note that the if the product ∗ = · + ◦ is associative, then all linear
combinations λ · + µ ◦ are associative products, for any coefficients λ and
µ in K.
1.2. Remark. The condition · + ◦ is an associative product, is equivalent
to:
x ◦ (y · z) + x · (y ◦ z) = (x ◦ y) · z + (x · y) ◦ z,
for all elements x, y, z ∈ A.
V. Dotsenko in [3] constructed associative products on vector spaces
spanned by trees using R. Grossman and R.G. Larson’s constructions (see
[7]), but the associative products are compatible only in certain cases and
quite difficult to deal with.
We give a different construction of the free associative compatible algebra,
applying Dotsenko’s results on its dimensions, by means of planar rooted
trees.
1.3. The vector space As2(V ). Let V be a vector space with basis X =
{ai}i∈I . Denote by TXn the set of planar rooted trees with (n+ 1) vertices,
whose vertices different from the root are colored by the elements of X. For
instance:
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b
a
: a ∈ X}
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b
a b ,
b
a
b
: a, b ∈ X}
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bc
b ca , a c
b
bc
, b c
bc
a
, c
b
bc
a
,
a
c
bc
b
: a, b, c ∈ X}.
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Consider the vector space As2(V ) = K[
⋃
n≥1 T
X
n ] =
⊕
n≥1K[TXn ], whose
basis is the set
⋃
n≥1 T
X
n of all planar rooted colored trees.
1.4. Remark. For any tree t in TXn , we say that t has degree n and we write
|t| = n. We consider the tree t oriented from bottom to top.
Given a vertex v ∈ t, we say that a vertex v′ ∈ t is a child of v if v′ is
directly connected to the vertex v.
1.5. Notation. Given a tree t, the set of vertices of t is denoted by Vert(t)
and the root of t by root(t). The subset Vert(t) \ {root(t)} of Vert(t) is
denoted by Vert∗(t).
We define two associative products in As2(V ).
1.6. Definition. Let t, w be trees in As2(V ). Define t·w as the tree obtained
by identifying the roots of t and w. Extending this binary operation by
linearity, we get an associative product
· : As2(V )⊗As2(V )→ As2(V ).
1.7. Remark. Note that any tree t in As2(V ) may be written in a unique
way as t = t1 · . . . · tr, where r ≥ 1 and the root of each ti has only one child,
for each i ∈ {1, . . . , r}. Clearly, we have that |t| =
r∑
i=1
|ti|.
When the root of a tree t ∈ TXn has a unique child, we say that t is
irreducible. We identify the elements of the basis X with the trees of degree
one (which are irreducible).
Denoting by Irr the vector space spanned by the set of all irreducible trees
in As2(V ), we have that (As2(V ), ·) is free over Irr as an associative algebra.
The set of irreducible trees of degree n is denoted by Irrn.
1.8. Second product. Let t and w be trees in As2(V ), with t = t1 · . . . · tr
as described in Remark 1.7. A second product t ◦ w is defined proceeding
by induction on the degree n of w.
If n = 1, then w = a, for some a ∈ X. In this case, the element t ◦ w is
the tree obtained by replacing the root of t by the vertex, colored with a,
and adding a new root.
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and adding a new root.
t ◦ w =
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t1 t2 tr
a
.
Assume now that n > 1, and that the product t ◦ w has been defined for
any |w| < n.
Let w = w1 · . . . · wm be the unique decomposition of w as a product of
irreducible trees.
If m = 1, then w = w1 = u ◦ a, where u is a tree such that |u| = n − 1
and a is an element of the basis X. Applying a recursive argument, we may
Assume now that n > 1, and that the product t ◦ w has been defined for
any |w| < n.
Let w = w1 · . . . · wm be the unique decomposition of w as a product of
irreducible trees.
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If m = 1, then w = w1 = u ◦ a, where u is a tree such that |u| = n − 1
and a is an element of the basis X. Applying a recursive argument, we may
suppose that t ◦ u is already defined. The product t ◦ w is the element
t ◦ w := t ◦ (u ◦ a) = (t ◦ u) ◦ a.
For m > 1, the element t ◦ w is defined by the following formula:
t ◦ w =
m∑
i=1
((t · w1 · . . . · wi−1) ◦ wi) · . . . · wm
−
m∑
i=2
t · ((w1 · . . . · wi−1) ◦ wi) · wi+1 · . . . · wm
Note that the recursive hypothesis states that each term of the previous
formula is well defined.
1.9. Example. Let a1, . . . , an be elements of the basis X, with n ≥ 2.
Consider the tree w given by
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i=1
t a1 ai−1
ai an
b
. . .
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i=2
a1
ai an
b
. . .
ai−1. . .
t .
1.10. Proposition. The vector space As2(V ), equipped with the products ·
and ◦ defined in 1.6 and 1.8, is the free associative compatible algebra on V .
Proof. Note that the definition of the product ◦ implies that the products ·
and ◦ satisfy the compatibility condition.
Let us prove that the product ◦ is associative. Let t1, t2, t3 be trees in
As2(V ). To see that t1 ◦ (t2 ◦ t3) = (t1 ◦ t2) ◦ t3, we proceed by induction on
the degree of the third term t3.
If n = 2, then we have that
t ◦ w = t ◦ (a1 · a2) = (t ◦ a1) · a2 − t · (a1 ◦ a2) + (t · a1) ◦ a2,
therefore we get
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1.8.
Suppose that n = |t3| > 1. If t3 is an irreducible tree, then t3 = w ◦ a,
where w is a tree with |w| = n − 1, and a is an element of the basis X.
Applying a recursive argument, we get the following identities:
t1 ◦ (t2 ◦ t3) = t1 ◦ (t2 ◦ (w ◦ a))
= t1 ◦ ((t2 ◦ w) ◦ a)
= (t1 ◦ (t2 ◦ w)) ◦ a
= ((t1 ◦ t2) ◦ w) ◦ a
= (t1 ◦ t2) ◦ (w ◦ a)
= (t1 ◦ t2) ◦ t3,
which imply the result.
Suppose now that t3 = w · z, where w and z are trees of degree smaller
than |t3|.
By the compatibility condition and a recursive argument, we get that:
t1 ◦ (t2 ◦ t3) = t1 ◦ (t2 ◦ (w · z))
= t1 ◦ ((t2 ◦ w) · z − t2 · (w ◦ z) + (t2 · w) ◦ z)
= (t1 ◦ (t2 ◦ w)) · z − t1 · ((t2 ◦ w) ◦ z) + (t1 · (t2 ◦ w)) ◦ z
−(t1 ◦ t2) · (w ◦ z) + t1 · (t2 ◦ (w ◦ z))− (t1 · t2) ◦ (w ◦ z)
+t1 ◦ ((t2 · w) ◦ z)
= ((t1 ◦ t2) ◦ w) · z − (t1 ◦ t2) · (w ◦ z)
+(t1 ◦ (t2 · w)− (t1 · t2) ◦ w + t1 · (t2 ◦ w)) ◦ z.
As (t1 ◦ t2) ·w = t1 ◦ (t2 ·w)− (t1 · t2) ◦w+ t1 · (t2 ◦w), we conclude that
t1 ◦ (t2 ◦ t3) = ((t1 ◦ t2) ◦ w) · z − (t1 ◦ t2) · (w ◦ z) + ((t1 ◦ t2) · w) ◦ z
= (t1 ◦ t2) ◦ (w · z)
= (t1 ◦ t2) ◦ t3.
To end the proof, we need to see that As2(V ) is free as associative compat-
ible algebra. Let A be an associative compatible algebra and let f : V → A
be a linear map. The homomorphism f˜ : As2(V ) → A is defined in a
recursive way.
Let t be a tree in As2(V ). If |t| = 1 then t = a with a ∈ X and therefore
f˜(t) = f(a).
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Suppose that |t| > 1. If t = t′ ◦a, for some a ∈ X, is irreducible, we define
f˜(t) = f˜(t′) ◦ f(a),
which is well defined by a recursive argument.
If t = t1 · . . . · tr for some r > 1, then we can assume that f˜(ti) is defined,
for 1 ≤ i ≤ r, and set f˜(t) = f˜(t1) · . . . · f˜(tr).
To see that f˜ is unique, consider g : As2(V ) → A, a homomorphism of
compatible associative algebras such that g(a) = f(a), for a ∈ V . Let t be
a tree in As2(V ). If |t| = 1, then t = a, with a ∈ X. So, by definition of f˜ ,
g(t) = f˜(t). Suppose that |t| > 1. We have that t = t′ ◦ a, for some a ∈ X,
or t = t1 · . . . · tr, for some r > 1. Applying a recursive argument, we have
that g(t) = f˜(t). This show that f˜ is unique, which ends the proof.

2. Compatible infinitesimal bialgebras
In this section, we introduce compatible infinitesimal bialgebras, which
uses the notion of unital infinitesimal bialgebra introduced by J.-L Loday
and M. Ronco in [12]. To work in the more general context, we do not assume
the existence of unity. So, an infinitesimal bialgebra is an associative algebra
(H, ·) equipped with a coassociative coproduct ∆ : H −→ H ⊗H satisfying
∆(x · y) = x(1) ⊗ (x(2) · y) + (x · y(1))⊗ y(2) + x⊗ y,
for x, y ∈ H, with ∆(x) = x(1) ⊗ x(2) and ∆(y) = y(1) ⊗ y(2) for x, y ∈ H.
An element x ∈ H is called primitive when ∆(x) = 0.
2.1. Definition. A compatible infinitesimal bialgebra over K is an associative
compatible algebra (H, ·, ◦) equipped with a coassociative coproduct ∆ :
H −→ H ⊗H such that (H, ·,∆) and (H, ◦,∆) are both unital infinitesimal
bialgebras.
2.2. Lemma. The notion of compatible infinitesimal bialgebra is well-defined.
Proof. A direct computation shows that:
(1) ∆((x · y) ◦ z) = x(1) ⊗ (x(2) · y) ◦ z + x · y(1) ⊗ y(2) ◦ z + x⊗ (y ◦ z)
+(x · y) ◦ z(1) ⊗ z(2) + (x · y)⊗ z,
(2) ∆((x ◦ y) · z) = x(1) ⊗ (x(2) ◦ y) · z + x ◦ y(1) ⊗ y(2) · z + x⊗ (y · z)
+(x ◦ y) · z(1) ⊗ z(2) + (x ◦ y)⊗ z,
(3) ∆(x · (y ◦ z)) = x(1) ⊗ x(2) · (y ◦ z) + x · y(1) ⊗ y(2) ◦ z + x⊗ (y ◦ z)
+x · (y ◦ z(1))⊗ z(2) + (x · y)⊗ z,
(4) ∆(x ◦ (y · z)) = x(1) ⊗ x(2) ◦ (y · z) + x ◦ y(1) ⊗ y(2) · z + x⊗ (y · z)
+x ◦ (y · z(1))⊗ z(2) + (x ◦ y)⊗ z.
Using the compatibility condition between the products · and ◦, we get that:
(1) x(1)⊗(x(2)·y)◦z+x(1)⊗(x(2)◦y)·z = x(1)⊗x(2)·(y◦z)+x(1)⊗x(2)◦(y·z),
(2) (x·y)◦z(1)⊗z(2)+(x◦y)·z(1)⊗z(2) = x·(y◦z(1))⊗z(2)+x◦(y·z(1))⊗z(2),
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which implies that
∆((x · y) ◦ z + (x ◦ y) · z) = ∆(x · (y ◦ z) + x ◦ (y · z)).

2.3. Proposition. Let V be a vector space, the free associative compatible
algebra As2(V) has a natural structure of compatible infinitesimal bialgebra.
Proof. The coproduct ∆ : As2(V ) → As2(V )⊗ As2(V ) is defined by induc-
tion on the degree of a tree t in As2(V ).
For t = a ∈ X, its image is ∆(t) = 0. When |t| > 1, we consider two
cases:
(1) for t = t′ ◦ a, with a ∈ X, we define
∆(t) = t′(1) ⊗ t′(1) ◦ a+ t′ ⊗ a.
(2) for t = t′ · t′′ with |t′| < |t| and |t′′| < |t|, we have that
∆(t) = t′(1) ⊗ t′(2) · t′′ + t′ · t′′(1) ⊗ t′′(2) + t′ ⊗ t′′.
Lemma 2.2 and the inductive hypothesis, state that ∆ is well defined.
Note that if ∆(t) = t(1) ⊗ t(2) then |t(1)| < |t| and |t(2)| < |t|.
To see that ∆ is coassociative, we proceed by induction on degree of t.
Let t be a tree. For |t| = 1 the result is immediate.
For |t| > 1, we consider two case:
First, if t is an irreducible tree, then t = t′ ◦ a, with a ∈ X. So, we have
that:
(∆⊗ Id)∆(t) = (∆⊗ Id)(t′(1) ⊗ t′(2) ◦ a+ t′ ⊗ a)
= ∆(t′(1))⊗ t′(2) ◦ a+ ∆(t′)⊗ a
= t′(1)(1) ⊗ t′(1)(2) ⊗ t′(2) ◦ a+ t′(1) ⊗ t′(2) ⊗ a.
Applying the recursive hypothesis to t′, we write
(∆⊗ Id)∆(t) = t′(1) ⊗ t′(2) ⊗ t′(3) ◦ a+ t′(1) ⊗ t′(2) ⊗ a.
On the other hand, using a similar argument to computer (Id⊗∆)∆(t),
we have that
(Id⊗∆)∆(t) = (Id⊗∆)(t′(1) ⊗ t′(2) ◦ a+ t′ ⊗ a
= t′(1) ⊗∆(t′(2) ◦ a) + t′ ⊗∆(a)
= t′(1) ⊗ t′(2)(1) ⊗ t′(2)(2) ◦ a+ t′(1) ⊗ t′(2) ⊗ a
= t′(1) ⊗ t′(2) ⊗ t′(3) ◦ a+ t′(1) ⊗ t′(2) ⊗ a,
which gives the expected result.
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Second, if t is reducible tree, then t = t′ · t′′, with |t′| < |t| and |t′′| < |t|.
Applying the recursive hypothesis to t′ and t′′, we have that
(∆⊗ Id)∆(t) = (∆⊗ Id)(t′(1) ⊗ t′(2) · t′′ + t′ · t′′(1) ⊗ t′′(2) + t′ ⊗ t′′)
= t′(1)(1) ⊗ t′(1)(2) ⊗ t′(2) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′ · t′′(1)(1) ⊗ t′′(1)(2) ⊗ t′′(2) + t′ ⊗ t′′(1) ⊗ t′′(2) + t′(1) ⊗ t′(2) ⊗ t′′
= t′(1) ⊗ t′(2) ⊗ t′(3) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′ · t′′(1) ⊗ t′′(2) ⊗ t′′(3) + t′ ⊗ t′′(1) ⊗ t′′(2) + t′(1) ⊗ t′(2) ⊗ t′′
and,
(Id⊗∆)∆(t) = (Id⊗∆)(t′(1) ⊗ t′(2) · t′′ + t′ · t′′(1) ⊗ t′′(2) + t′ ⊗ t′′)
= t′(1) ⊗ t′(2)(1) ⊗ t′(2)(2) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′(1) ⊗ t′(2) ⊗ t′′ + t′ · t′′(1) ⊗ t′′(2)(1) ⊗ t′′(2)(2) + t′ ⊗ t′′(2) ⊗ t′′(2)
= t′(1) ⊗ t′(2) ⊗ t′(3) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′(1) ⊗ t′(2) ⊗ t′′ + t′ · t′′(1) ⊗ t′′(2) ⊗ t′′(3) + t′ ⊗ t′′(2) ⊗ t′′(2).
So, we conclude that
(∆⊗ Id)∆(t) = (Id⊗∆)∆(t),
which ends the proof.

2.4. Formula for the coproduct ∆. We want to give an explicit formula
for the coproduct ∆, for which we previously describe an order on the ver-
tices of a tree.
Given a tree t, we consider the set Vert(t) ordered by the level order, that
is, the vertices of t are ordered by reading the vertices of t from left to right
and from top to bottom. For instance, if t is the tree
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and,
(Id⊗∆)∆(t) = (Id⊗∆)(t′(1) ⊗ t′(2) · t′′ + t′ · t′′(1) ⊗ t′′(2) + t′ ⊗ t′′)
= t′(1) ⊗ t′(2)(1) ⊗ t′(2)(2) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′(1) ⊗ t′(2) ⊗ t′′ + t′ · t′′(1) ⊗ t′′(2)(1) ⊗ t′′(2)(2) + t′ ⊗ t′′(2) ⊗ t′′(2)
= t′(1) ⊗ t′(2) ⊗ t′(3) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′(1) ⊗ t′(2) ⊗ t′′ + t′ · t′′(1) ⊗ t′′(2) ⊗ t′′(3) + t′ ⊗ t′′(2) ⊗ t′′(2).
So, we conclude that
(∆⊗ Id)∆(t) = (Id⊗∆)∆(t),
which ends the proof.

2.4. Formula for the coproduct ∆. We want to give an explicit formula
for the coproduct ∆, for which we previously describe an order on the ver-
tices of a tree.
Given a tree t, we consider the set Vert(t) ordered by the level order, that
is, the vertices of t are ordered by reading the vertices of t from left to right
and from top to bottom. For instance, if t is the tree
t =
c
d e
a
b
,
then Vert(t) is ordered by a < b < c < d < e < root(t).
2.5. Notation. Given a tree t and a vertex v ∈ Vert∗(t), we denote by ev
the edge ev =
v
w
of t, with initial vertex w and final vertex v.
2.6. Definition. Let A = {v1, . . . , vl} be a ordered subset of Vert∗(t) with
v1 < · · · < vl respect to the level order.
We define tA as the tree of the degree l such that Vert
∗(tA) = A, which
is obtained from t by deletions of the vertices that are not in A and by
successive contractions of the edges of which these are the final vertex.
2.7. Example. When t is the tree
t =
a d
eb
c
f
, t{a,b,c} =
a
b c .
2.8. Proposition. Let t be a tree of degree n, with Vert∗(t) given by the
ordered vertices a1 < · · · < an. The coproduct ∆(t) is given by the formula
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an}.
then Vert(t) is ordered by a < b < c < d < e < root(t).
2.5. Notation. Given a tree t and a vertex v ∈ Vert∗(t), we denote by ev
the edge of t with final vertex v.
2.6. Definition. Let A = {v1, . . . , vl} be a ordered subset of Vert∗(t) with
v1 < · · · < vl respect to the level order.
We define tA as the tre of the degree l such that Vert
∗(tA) = A, which
is obtained from t by deletions of th vertices that are not in A and by
successive contractions of the edges of which these are the final vertex.
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2.7. Example. When t is the tree
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and,
(Id⊗∆)∆(t) = (Id⊗∆)(t′(1) ⊗ t′(2) · t′′ + t′ · t′′(1) ⊗ t′′(2) + t′ ⊗ t′′)
= t′(1) ⊗ t′(2)(1) ⊗ t′(2)(2) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′(1) ⊗ t′(2) ⊗ t′′ + t′ · t′′(1) ⊗ t′′(2)(1) ⊗ t′′(2)(2) + t′ ⊗ t′′(2) ⊗ t′′(2)
= t′(1) ⊗ t′(2) ⊗ t′(3) · t′′ + t′(1) ⊗ t′(2) · t′′(1) ⊗ t′′(2)
+t′(1) ⊗ t′(2) ⊗ t′′ + t′ · t′′(1) ⊗ t′′(2) ⊗ t′′(3) + t′ ⊗ t′′(2) ⊗ t′′(2).
So, we conclude that
(∆⊗ Id)∆(t) = (Id⊗∆)∆(t),
which ends the proof.

2.4. Formula for the coproduct ∆. We want to give an explicit formula
for the coproduct ∆, for which we previously describe an order on the ver-
tices of a tree.
Given a tree t, we consider the set Vert(t) ordered by the level order, that
is, the vertices of t are ordered by reading the vertices of t from left to right
and from top to bottom. For instance, if t is the tree
t =
c
d e
a
b
,
then Vert(t) is ordered by a < b < c < d < e < root(t).
2.5. Notation. Given a tree t and a vertex v ∈ Vert∗(t), we denote by ev
the edge ev =
v
w
of t, with initial vertex w and final vertex v.
2.6. Definition. Let A = {v1, . . . , vl} be a ordered subset of Vert∗(t) with
v1 < · · · < vl respect to the level order.
We define tA as the tree of the degree l such that Vert
∗(tA) = A, which
is obtained from t by deletions of the vertices that are not in A and by
successive contractions of the edges of which these are the final vertex.
2.7. Example. When t is the tree
t =
a d
eb
c
f
, t{a,b,c} =
a
b c .
2.8. Proposition. Let t be a tree of degree n, with Vert∗(t) given by the
ordered vertices a1 < · · · < an. The coproduct ∆(t) is given by the formula
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an}.
2.8. Proposition. Let t be a tree of degree n, with Vert∗(t) given by the
ordered vertices a1 < · · · < an. The coproduct ∆(t) is given by the formula
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an}.
Proof. Let t be a tree of degree n and a1 < · · · < an its vertices, different of
the root, ordered by the level order.
We prove the assertion by induction on n. For n = 1, t = a ∈ V . So,
∆(a) = 0 and the assertion is true.
For n > 1, we consider two cases. First, if t is an irreducible, then
t = t′ ◦ an, where t′ is a tree of degree (n− 1), with vertices a1, . . . , an−1. In
this case, note that t′ = t{a1,...,an−1} and the vertices a1, . . . , an−1 preserve
the order that they originally had in t. Moreover, if 1 ≤ k ≤ l ≤ n− 1, then
t′{ak,ak+1,...,al} = t{ak,ak+1,...,al}.
By definition of coproduct ∆ and by a recursive argument, we have that
∆(t) = ∆(t′ ◦ an)
= ∆(t′) ◦ an + t′ ◦∆(an) + t′ ⊗ an
=
n−2∑
i=1
t′{a1,...,ai} ⊗ t′{ai+1,...,an−1} ◦ an + t′ ⊗ an
=
n−2∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an−1} ◦ an + t{a1,...,an−1} ⊗ an
=
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
because t{ai+1,...,an−1} ◦ an = t{ai+1,...,an}, for i = 1, . . . , n− 2.
If t is a reducible tree, then we may write t = t′ · t′′, where t′ and t′′ are
trees of degree smaller than n. If t′ is of degree l, then Ver(t′) = {a1, . . . , al}
and Ver(t′′) = {al+1, . . . , al+m}, where n = l +m. Note that the vertices of
t′ and t′′ preserve the order that they had in t. Moreover, t′ = t{a1,...,al} and
t′′ = t{al+1,...,al+m}.
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By definition of the coproduct ∆ and by a recursive argument, we obtain
that:
∆(t) = ∆(t′ · t′′)
= ∆(t′) · t′′ + t′ ·∆(t′′) + t′ ⊗ t′′
=
l−1∑
i=1
t′{a1,...,ai} ⊗ t′{ai+1,...,al} · t′′
+
m−1∑
j=1
t′ · t′′{al+1,...,al+j} ⊗ t′′{al+j+1,...,al+m} + t′ ⊗ t′′
=
l−1∑
i=1
t{a1,...,ai} ⊗ t′{ai+1,...,al} · t′′
+
m−1∑
j=1
t′ · t′′{al+1,...,al+j} ⊗ t{al+j+1,...,al+m} + t′ ⊗ t′′.
As t′{ai+1,...,al} · t′′ = t{ai+1,...,an}, for i = 1, . . . , l − 1, and
t′ · t′′{al+1,...,al+j} = t{a1,...,al+j}, for j = 1, . . . ,m− 1, we get
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
which ends the proof. 
2.9. Example. When t is the tree
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As t′{ai+1,...,al} · t′′ = t{ai+1,...,an}, for i = 1, . . . , l − 1, and
t′ · t′′{al+1,...,al+j} = t{a1,...,al+j}, for j = 1, . . . ,m− 1, we get
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
whic ends the proof.
2.9. Example. When t is the tree
t =
a
b
c d
e ,
the coproduct ∆(t) is given by
∆(t) = a ⊗ b
c d
e +
a
b
⊗
c d
e
+
a
b c
⊗
e
d
+
a
b c d ⊗ e .
2.10. Remark. Consider HV = As
2(V ) with the coproduct ∆ as in Propo-
sition 2.3. The triples (HV , ·,∆) and (HV , ◦,∆) are graded infinitesimal
bialgebras, with the natural graduation of HV . In particular, the vector
space V is the component of degree one. By definition, ∆(v) = 0, for all
v ∈ V . So, (H, ·,∆) and (H, ◦,∆) are conilpotent infinitesimal bialgebras.
Applying the result obtained by J.-L. Loday and M. Ronco in [12], The-
orem 2.6 , we obtain that H is isomorphism to T (PrimH).
In particular, the associative algebras (As2(V ), ·) and (As2(V ), ◦) are free
as associative algebras. This result is an alternative proof to that obtained
by Dotsenko in [3], using operad theory .
3. Structure theorem for compatible infinitesimal bialgebras
Our aim is to prove that any conilpotent compatible infinitesimal bialge-
bra can be reconstructed from the subspace of its primitive elements.
We introduce the notion ofN -algebra, which describes the algebraic struc-
ture of the subspace of primitive elements of any compatible infinitesimal
bialgebra.
the coproduct ∆(t) is given by
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As t′{ai+1,...,al} · t′′ = t{ai+1,...,an}, for i = 1, . . . , l − 1, and
t′ · t′′{al+1,...,al+j} = t{a1,...,al+j}, for j = 1, . . . ,m− 1, we get
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
which ends the proof. 
2.9. Example. When t is the tree
t =
a
b
c d
e ,
the coproduct ∆(t) is given by
∆(t) = a ⊗ b
c d
e +
a
b
⊗
c d
e
+
a
b c
⊗
e
d
+
a
b c d ⊗ e .
2.10. Remark. Consider HV = As
2(V ) with the coproduct ∆ as in Propo-
sition 2.3. The triples (HV , ·,∆) and (HV , ◦,∆) are graded infinitesimal
bialgebras, with the natural graduation of HV . In particular, the vector
space V is the component of degree one. By definition, ∆(v) = 0, for all
v ∈ V . So, (H, ·,∆) and (H, ◦,∆) are conilpotent infinitesimal bialgebras.
Applying the result obtained by J.-L. Loday and M. Ronco in [12], The-
orem 2.6 , we obtain that H is isomorphism to T (PrimH).
In particular, the associative algebras (As2(V ), ·) and (As2(V ), ◦) are free
as associative algebras. This result is an alternative proof to that obtained
by Dotsenko in [3], using operad theory .
3. Structure theorem for compatible infinitesimal bialgebras
Our aim is to prove that any conilpotent compatible infinitesimal bialge-
bra can be reconstructed from the subspace of its primitive elements.
We introduce the notion ofN -algebra, which describes the algebraic struc-
ture of the subspace of primitive elements of any compatible infinitesimal
bialgebra.
2.10. Rema k. Conside HV = As
2(V ) with the coprodu t ∆ as in Prop -
sition 2.3. The triples (HV , ·,∆) and (HV , ◦,∆) are graded infinitesimal
bialgebras, with the natural graduation of HV . In particular, the vector
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space V is the component of degree one. By definition, ∆(v) = 0, for all
v ∈ V . So, (H, ·,∆) and (H, ◦,∆) are conilpotent infinitesimal bialgebras.
Applying the result obtained by J.-L. Loday and M. Ronco in [12], The-
orem 2.6 , we obtain that H is isomorphism to T (PrimH).
In particular, the associative algebras (As2(V ), ·) and (As2(V ), ◦) are free
as associative algebras. This result is an alternative proof to that obtained
by Dotsenko in [3], using operad theory .
3. Structure theorem for compatible infinitesimal bialgebras
Our aim is to prove that any conilpotent compatible infinitesimal bialge-
bra can be reconstructed from the subspace of its primitive elements.
We introduce the notion ofN -algebra, which describes the algebraic struc-
ture of the subspace of primitive elements of any compatible infinitesimal
bialgebra.
3.1. Definition. A N -algebra is a vector space V equipped with n-ary op-
erations Nn : V
⊗n −→ V , for n ≥ 2, which satisfy the following conditions:
(1)Nn(x1, . . . , N2(xn, xn+1)) =
n−1∑
i=1
Ni+1(x1, . . . , Nn−i+1(xi, . . . , xn), xn+1),
(2) for n ≥ 3
N2(x1, Nn(x2, . . . , xn+1)) = Nn(N2(x1, x2), x3, . . . , xn+1)
−
n∑
i=3
Ni(x1, Nn+2−i(x2, . . . , xn+3−i), xn+3−i+1, . . . , xn+1),
(3) for r, n ≥ 3
Nn(x, y1 . . . , yn−2, Nr(z, t1, . . . , tr−2, w)) =
Nr(Nn(x, y1, . . . , yn−2, z), t1, . . . , tr−2, w)
+
n−2∑
i=1
Nr+i(x, y1, . . . , yi−1, Nn−i(yi, . . . , yn−2, z), t1, . . . , tr−2, w)
−
r−2∑
i=1
Nn+r−i−1(x, y1, . . . , yn−2, Ni+1(z, t1, . . . , ti), ti+1, . . . , tr−2, w),
For instance, the relations in low degrees give:
(1) N2 is an associative product.
(2) N3(x, y,N2(z, t)) = N2(N3(x, y, z), t) +N3(x,N2(y, z), t).
(3) N2(x,N3(y, z, t)) = N3(N2(x, y), z, t)−N3(x,N2(y, z), t).
(4) N3(x, y,N3(z, t, w)) = N3(N3(x, y, z), t, w) + N4(x,N2(y, z), t, w) −
N4(x, y,N2(z, t), w).
3.2. Remark. Let N be the algebraic operad of the N -algebras. It is clear
that the operad N is regular. So, the Sn-module N (n) is of the form
N (n) = Nn ⊗ K[Sn] for some vector space Nn, where K[Sn] is the regu-
lar representation of Sn.
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3.3. Proposition. The dimension of the vector space Nn is equal to the
Catalan number cn−1.
Proof. Denote by |Nn| the dimension of Nn, as a K-vector space. We know
that |Nn| is the dimension of the subspace of homogeneous elements of degree
n of the free N algebra on one generator x. From the Definition 3.1, it is
clear that the vector space Nn has a basis formed by all the elements of
type:
Nr(M1(. . .), . . . ,Mr−1(. . .), x),
where each Mi is an element in the basis of Nmi and m1 +· · ·+mr−1 = n−1.
So, we get that
|Nn| =
∑
|Nm1 | · . . . · |Nmr−1 |
where the sum is taken over all the families {mi}1≤i≤r−1 such that m1 +
· · ·+mr−1 = n− 1.
In particular, |N1| = 1 and, for n > 1, we have that:
|Nn| =
∑
cm1 · . . . · cmr−1
= cn−1,
by a recursive hypothesis, which implies that |N1| = c0 and that the integers
|Nn| are defined by same equation than the Catalan numbers. We may
conclude that |Nn| = cn−1, for n ≥ 1. 
3.4. Definition. Given a compatible associative algebra (A, ·, ◦) , the n-ary
operations Nn : A
⊗n −→ A on A are defined as follows:
Nn(x1, . . . , xn) = (x1 · . . . · xn−1) ◦ xn − x1 · ((x2 · . . . · xn−1) ◦ xn)
3.5. Remark. The operations Nn satisfy the following relations:
(1) N2(x, y) = x ◦ y − x · y.
(2) Nn(x1, . . . , xn) = N3(x1, x2 · . . . · xn−1, xn), for any n ≥ 4.
3.6. Proposition. Let (A, ·, ◦) be a compatible associative algebra. For any
family of elements x1, x2, x3, x4, x5 ∈ A we have that:
(1) N2(N2(x1, x2), x3) = N2(x1, N2(x2, x3)),
(2) N3(x1, x2, N2(x3, x4)) = N2(N3(x1, x2, x3), x4) +N3(x1, N2(x2, x3), x4),
(3) N3(x1, x2, N3(x3, x4, x5)) = N3(N3(x1, x2, x3), x4, x5)
+N4(x1, N2(x2, x3), x4, x5)−N4(x1, x2, N2(x3, x4), x5)
Proof. The first relation states that N2 is an associative product, which is
true because N2 is linear combination of the products · and ◦.
Let us prove the second statement. The proof of the other ones is obtained
in an analogous way.
Let us denote the element N2(x, y) as x ∗ y = x ◦ y− x · y. We have that,
N3(x1, x2, N2(x3, x4) = (x1 · x2) ◦ (x3 ∗ x4)− x1 · (x2 ◦ (x3 ∗ x4))
= (x1 · x2) ◦ x3 ◦ x4 − (x1 · x2) ◦ (x3 · x4)
−x1 · (x2 ◦ x3 ◦ x4) + x1 · (x2 ◦ (x3 · x4)).
Applying the compatibility condition between · and ◦, we get:
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(1) (x1 ·x3)◦(x3 ·x4) = ((x1 ·x2)◦x3)·x4−x1 ·x2 ·(x3◦x4)+(x1 ·x2 ·x3)◦x4,
(2) x1 ·(x2◦(x3 ·x4)) = x1 ·(x2◦x3)·x4−x1 ·x2 ·(x3◦x4)+x1 ·((x2 ·x3)◦x4).
So, we obtain that
N3(x1, x2, N2(x3, x4) = (x1 · x2) ◦ x3 ◦ x4 − ((x1 · x2) ◦ x3) · x4
−(x1 · x2 · x3) ◦ x4 − x1 · (x2 ◦ x3 ◦ x4)
+x1 · (x2 ◦ x3) · x4 + x1 · ((x2 · x3) ◦ x4).
Regrouping the terms, we get:
N3(x1, x2, N2(x3, x4) = N3(x1, x2, x3) ◦ x4 −N(x1, x2, x2) · x4
+(x1 · (x2 ∗ x3)) ◦ x4 − x1 · ((x2 ∗ x3) ◦ x4
= N2(N3(x1, x2, x3), x4) +N3(x1, N2(x2, x3), x4),
which proves the equality. 
3.7. Lemma. Let (A, ·, ◦) be an compatible associative algebra and let {Nn}n≥2
be the family of products introduced in Definition 3.4. For elements x, y, z ∈
A, we have that:
(1) N2(x · y, z) = N3(x, y, z) + x ·N2(y, z).
(2) N2(x, y · z) = N3(x, y, z) +N2(x, y) · z.
Proof. The formulas are obtained by a straightforward computation, using
the definition of the operations Nns. 
The following result is immediate to prove.
3.8. Proposition. Let A be a compatible associative algebra A. For any
family of elements x1, . . . , xn ∈ A, we have that:
(1) N2(x1 · . . . ·xn−1, xn) = Nn(x1, . . . , xn)+x1 ·Nn−1(x2, . . . , xn)+ . . .+
x1 · . . . · xn−2 ·N2(xn−1, xn),
(2) N2(x1, x2 · . . . ·xn) = Nn(x1, . . . , xn)+Nn−1(x1, . . . , xn−1) ·xn+ . . .+
N2(x1, x2) · x3 · . . . · xn,
3.9. Theorem. Let (A, ·, ◦) be a compatible associative algebra with n-ary
operations Nn introduced in Definition 3.4. The data (A, {Nn}) is a N -
algebra.
Proof. We apply Remark 3.5 together with Proposition 3.6 and Proposition
3.8.
Let us prove the relation (1) of Definition 3.1. The proofs of the remaining
relations follow by similar arguments.
Let A be a compatible associative algebra and consider x1, . . . , xn, xn+1 ∈
A, with n ≥ 3. The equality was proved in Proposition 3.6 for n = 3. Let
n > 3, by Remark 3.5, we have that :
Nn(x1, x2, . . . , xn−1, N2(xn, xn+1)) = N3(x1, x2 · . . . · xn−1, N2(xn, xn+1)).
So, from Proposition 3.6, we obtain that
N3(x1, x2 · . . . · xn−1, N2(xn, xn+1)) = N2(N3(x1, x2 · . . . · xn−1, xn), xn+1)
+N3(x1, N2(x2 · . . . · xn−1, xn), xn+1).
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Applying Proposition 3.6 and Remark 3.5 to the second term, we get:
N3(x1, N2(x2 · . . . · xn−1, xn), xn+1)
=
n−1∑
i=2
N3(x1, x2 · . . . · xi−1 ·Nn−i+1(xi, . . . , xn), xn+1)
=
n−1∑
i=2
Ni+1(x1, x2, . . . , xi−1, Nn−i+1(xi, . . . , xn), xn+1).
To end the proof it suffices to apply Remark 3.5 to first term, which
implies that
Nn(x1, . . . , N2(xn, xn+1)) =
n−1∑
i=1
Ni+1(x1, . . . , Nn−i+1(xi, . . . , xn), xn+1).

3.10. Theorem. Let H be a compatible infinitesimal bialgebra with coprod-
uct ∆. If the elements x1, . . . , xn in H are primitive, then Nn(x1, . . . , xn)
is primitive, too. Therefore, we have that Prim(H) is a N -subalgebra of
(H, {Nn}).
Proof. The cases n = 2 and n = 3 are obvious.
Suppose that n ≥ 4 and that the elements x1, . . . , xn are primitive ele-
ments in H. Recall that
(∗) Nn(x1, . . . , xn) = N3(x1, x2 · . . . · xn−1, xn)
= (x1 · x2 · . . . · xn−1) ◦ xn − x1 · ((x2 · . . . · xn−1) ◦ xn).
Applying a recursive argument on n ≥ 2, it is immediate to verify that
∆(x1 · . . . · xn) =
n−1∑
i=1
(x1 · . . . · xi)⊗ (xi+1 · . . . · xn).
Applying the formula above to (∗) we obtain that :
∆((x1 · . . . · xn−1) ◦ xn) =
n−2∑
i=1
(x1 · . . . · xi)⊗ ((xi+1 · . . . · xn−1) ◦ xn)
+ (x1 · . . . · xn−1)⊗ xn,
and
∆((x2 · . . . · xr−1) ◦ xr) =
n−2∑
i=1
(x2 · . . . · xi)⊗ ((xi+1 · . . . · xn−1) ◦ xn)
+ (x2 · . . . · xn−1)⊗ xn,
for n ≥ 3.
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Therefore, we may conclude that
∆(x1 · ((x2 · . . . · xr−1) ◦ xr)) =
n−2∑
i=2
(x1 · . . . · xi)⊗ ((xi+1 · . . . · xn−1) ◦ xn)
+(x1 · . . . · xn−1)⊗ xn + x1 ⊗ ((x2 · . . . · xn−1) ◦ xn),
and thus ∆(Nn(x1, . . . , xn)) = 0, which ends the proof. 
3.11. Remark. Let V be a vector space. Denote by HV the free compat-
ible associative algebra As2(V ) with the compatible infinitesimal bialgebra
structure given in Proposition 2.3. By remark 2.10, (HV ,∆, ·) is isomorphic
as bialgebra to T (Prim(HV ). By identifying the product · with the concate-
nation product in T (Prim(HV ), we have tha any element x ∈ HV is written
in a unique way as a linear combination of elements of the type x1 · . . . · xr,
where xi ∈ Prim(HV ), for each 1 ≤ i ≤ r.
3.12. Lemma. Let V be a vector space and HV the compatible infinitesimal
algebra as in Remark 3.11. As N -algebra, Prim(HV ) is generated by V
Proof. Let NV be the sub-N -algebra of HV generated by V . Since any
element x ∈ V is a primitive element, NV ⊆ Prim(HV ).
Let us see that any element x ∈ HV can written as a linear combination
of elements of the type x1 · . . . · xr, where xi ∈ NV , for each 1 ≤ i ≤ r.
It is sufficient to verify the assertion for any tree t ∈ HV . We prove the
statement by induction on degree of t.
If |t| = 1, then t = a, for some element a in the basis X of HV . Suppose
|t| = n, with n > 1.
If t is a reducible tree, then t = t1 · . . . · tr, where r > 1 and ti is a tree
of degree smaller than n, for each 1 ≤ i ≤ r. By a recursive argument, the
assertion is true for each ti, which implies the result for t.
Now, if t is an irreducible tree, then t = t′ ◦ a, where t′ is a tree of
degree (n − 1) and a is an element in the basis X. Applying a recursive
argument, t′ is a linear combination of elements of the type x1 · . . . · xr,
where x1, . . . , xr ∈ NV , with 1 ≤ r ≤ n − 1. So, t = t′ ◦ a is a linear
combination of elements of the type (x1 · . . . ·xr) ◦a, where x1, . . . , xr ∈ NV ,
with 1 ≤ r ≤ n− 1 and a an element of the basis X.
Now, consider the operation
Nr+1(x1, . . . , xr, a) = (x1 · . . . · xr) ◦ a− x1 · ((x2 · . . . · xr) ◦ a),
applied on the elements x1, . . . , xr, a. We have that
(x1 · . . . · xr) ◦ a = Nr+1(x1, . . . , xr, a) + x1 · ((x2 · . . . · xr) ◦ a).
Applying a recursive argument to x1 and (x2 · . . . ·xr)◦a, in the right side
of the previous equality, we get the result.
By Remark 3.11, this implies that Prim(HV ) is generated, as N -algebra
by NV , which implies that it is generated by V . This ends the proof.

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3.13. Proposition. Let V be vector space and let HV be the free associative
compatible algebra As2(V ), spanned by V . The N -algebra Prim(HV ), of
primitive elements of HV , is the free N -algebra on V .
Proof. Note that, by Lemma 3.12, as N -algebra, Prim(HV ) is graded and
generated by V . Denote by Prim(HV )n the subspace of homogeneous ele-
ments of degree n of Prim(HV ).
By Proposition 3.3, to see that Prim(HV ) is the free N -algebra on V it
suffices to show that the dimension of Prim(HV )n is equal to (dimV )
ncn−1.
Let us compute the dimension of Prim(HV )n. Recall from [12] the linear
operator e. Since (HV , ·,∆) is a conilpotent infinitesimal bialgebra, we can
define e : H → H given by
e(x) = x− x(1) · x(2) − x(2) · x(2) · x(3) + · · · ,
where ∆(x) = x(1) ⊗ · · · ⊗ x(n), for all x ∈ HV . Consider the set
Bn = {e(t)|t is an irreducible tree of degree n in HV }.
Let us prove that the set Bn is a basis of Prim(HV )n.
From [12], Proposition 2.5, we have that Bn ⊆ e(HV ) = Prim(HV ) and
for any reducible tree t = t1 · . . . · tr,
e(t) = e(t1 · . . . · tr) = 0.
So, e(Irr) = e(HV ) = Prim(HV ), because all element x ∈ HV can be
written as a linear combination of elements in
⋃
n≥1 Irrn.
On the other hand, the same result asserts that, if t is a irreducible tree
of degree n, then
e(t) = t− t(1) · e(t(2)).
So, if t1 and t2 are different irreducible trees in HV , then e(t1) 6= e(t2).
In particular, since the number of irreducible trees of degree n is equal to
(dimV )ncn−1, we have that |Bn| = (dimV )ncn−1.
Let us see that the set Bn is linearly independent. Note that in par-
ticular |Bn| = cn−1. To simplify the notation, denote l = |Bn| and let
{t1, . . . , tl} be the set irreducible trees of degree n in HV . We have that
Bn = {e(t1), . . . , e(tl)}.
Let {α1, . . . , αl} be a family of elements in the field K and suppose that
α1e(t
1) + . . .+ αle(t
l) = 0.
Since e(ti) = ti − ti(1) · e(ti(2)), for any 1 ≤ i ≤ l, we have that
α1t
1 + . . .+ αlt
l =
l∑
i=1
αi(t
i
(1) · e(ti(2))).
But this is possible only if αi = 0, for all 1 ≤ i ≤ l, because the right
side is linear combination of reducible trees. So, Bn is linearly independent
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and we may conclude that it is a basis of Prim(HV )n. The dimension of
Prim(HV )n is equal to (dimV )
ncn−1, which ends the proof.

Proposition 3.13 and Proposition 2.10 imply the following structure the-
orem.
3.14. Theorem. Let V be vector space and let N (V ) be the free N -algebra
generated by V . The free associative compatible algebra As2(V ) is isomor-
phic to T c(N (V )).
3.15. Remark. Let (A, ·, ◦,∆) be a compatible infinitesimal bialgebra. Con-
sider x ∗ y = α(x · y) + β(x ◦ y) a linear combination of the products · and
◦, where α and β are elements in the field K.
A direct compute shows that
∆(x ∗ y) = x(1) ⊗ x(2) ∗ y + x ∗ y(1) ⊗ y(2) + (α+ β)x⊗ y.
In particular, when x∗y = x·y−x◦y, (A, ·, ∗,∆) is a compatible associative
algebra with coalgebra structure satisfying:
(1) ∆(x · y) = x(1) ⊗ x(2) · y + x · y(1) ⊗ y(2) + x⊗ y,
(2) ∆(x ∗ y) = x(1) ⊗ x(2) ∗ y + x ∗ y(1) ⊗ y(2).
So, ∆ is infinitesimal unitary with respect to the product ·, in the Loday-
Ronco’s sense, and infinitesimal with respect to the product ∗, in the Joni-
Rota’s sense.
This notion of bialgebras is equivalent to the notion of bialgebras that we
have given in Definition 2.1.
4. Matching Dialgebras
In this section, we consider a particular case of compatible associative
algebras, the matching dialgebras. In [19], Y. Zhang, Ch. Bai and L. Guo
studied the operad of matching dialgebras. They constructed the free match-
ing dialgebras on a vector space V by defining a matching dialgebra structure
on the double tensor space T (T (V )).
In the same work, the authors proved that the operad of matching dialge-
bras is Koszul and compute the complex which gives the homology groups.
The aim of the present section is to study the notion of bialgebras in
matching dialgebras.
Motivated by the path Hopf algebra P (S) described by A.B. Goncharov
in [6], we introduced bi-matching dialgebras. We show that the Goncharov’s
Hopf algebras is part of a family of bi-matching dialgebras, which can be
constructed from a bialgebra (H, ·,∆)(in the usual sense) and a right semi-
homomorphism R : H → H, which is a coderivation with respect to the
coproduct ∆.
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We also develop the notion of compatible infinitesimal bialgebra in a
matching dialgebras. In particular, a free matching dialgebra is a compat-
ible infinitesimal bialgebra, which we obtain another example of a Loday’s
good triple of operads (see [11]).
4.1. Definition. A matching dialgebra is a vector space A with two associa-
tive products · and ◦ such that
(x · y) ◦ z = x · (y ◦ z), (x ◦ y) · z = x ◦ (y · z)
for all x, y, z ∈ A.
We recall from [19] the notion of right semi-homomorphism of algebra.
This type of linear map gives an interesting family of examples of matching
dialgebras.
4.2. Definition. Let (A, ·) be an associative algebra. A K-linear map R :
A→ A is a right semi-homomorphism if it satisfies the condition
R(x · y) = R(x) · y, for all x, y ∈ A.
4.3. Remark. Note that if (A, ·) is an associative algebra and R : A→ A is
a right semi-homomorphism, then (A, ·, ◦) is a matching dialgebra with the
product ◦ : A⊗A→ A given by x ◦ y := x ·R(y) (see [19]).
4.4. Example. If (A, ·) is an associative algebra and a is an element in A,
then the map R : A → A defined as R(x) := a · x, for x ∈ A, is a right
semi-homomorphism.
In particular, when (A, ·) is a unital associative algebra with unit e ∈ A
and R : A → A is a right semi-homomorphism, then the linear map R is
completely determined by the action of R on the unit e. Indeed, if x ∈ A,
then R(x) = R(e ·x) = R(e) ·x. So, for the case of unital associative algebra
A, any right semi-homomorphism R : A→ A is given by R(x) := a ·x, where
a is some element in A.
4.5. The free matching dialgebra. The free matching dialgebra over
a vector space V is a quotient of the free compatible associative algebra
As2(V ). In particular, we may define an explicit compatible infinitesimal
bialgebra structure on the free objects of the category of the matching dial-
gebras.
Given a vector space V , with basis X, let TXn be the set of planar rooted
trees with (n + 1) vertices, whose non-root vertices are colored by the ele-
ments of X.
In the Subsection 1, we define a compatible associative algebra structure
on the vector space spanned
⋃
n≥1
TXn of colored planar rooted trees, where
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X is a basis of V , and proved that As2(V ) is the free compatible associative
algebra over V .
The free matching dialgebra over V may be obtained as the quotient
As2(V ), by the ideal spanned by the elements (x · y) ◦ z = x · (y ◦ z) and
(x ◦ y) · z = x ◦ (y · z) , for x, y and z in V .
We want to find a set of trees which gives a set of representatives of the
classes of As2(V ) modulo these relations.
4.6. Examples. In low degree, we identify the trees:
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The free matching dialgebra over V may be obtained as the quotient
As2(V ), by the ideal spanned by the elements (x · y) ◦ z = x · (y ◦ z) and
(x ◦ y) · z = x ◦ (y · z) , for x, y and z in V .
We want to find a set of trees which gives a set of representatives of the
classes of As2(V ) modulo these relations.
4.6. Examples. In low degree, we identify the trees:
a c
b
bc
≡ c
b
bc
a
because a · (b ◦ c) = (a · b) ◦ c. In degree four, we have that
a b
c
d
b
≡ a
b c
d
b
≡
a b c
d
b
.
In the general case, we have the following result.
because a · (b ◦ c) = (a · b) ◦ c. In degree four, we have that
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In the general case, we have the following result.
4.7. Proposition. Any tree t ∈ TXn , for n ≥ 1, is equivalent to a tree of the
type
t = t1 · . . . · tr,
where each tk is a tree of the form tk = ak1 ◦ . . . ◦ aknk , with 1 ≤ k ≤ r and
n1 + . . .+ nr = n.
Proof. For n = 3, the result was proved in 4.6. For n > 3, suppose that
the assertion is true for any tree of degree strictly less than n. If t is an
irreducible tree, then t = t′ ◦ a, with |t′| = n− 1 and a an element of degree
one. Applying a recursive argument to t′, we get
t = (t′1 · . . . · t′r) ◦ a = t′1 · . . . · (t′r ◦ a).
If t is a reducible tree, then t = t′ · t′′, where t′ and t′′ are trees of degree
strictly less than n. So, applying the inductive hypothesis to t′ and t′′, we
obtain the assertion for t, which ends the proof. 
4.8. Notation. We denote by DXn the set of all trees of degree n, described
in Proposition 4.7 and by DX the set
⋃
n≥1D
X
n .
For instance, in degree three, we have that:
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4.8. Notation. We denote by DXn the set of all trees of degree n, described
in Proposition 4.7 and by DX the set
⋃
n≥1D
X
n .
For instance, in degr e t we have that:
DX3 = {
bc
b ca , a c
b
bc
, b c
bc
a
,
a
c
bc
b
: a, b, c ∈ X}.
The free matching dialgebras is the vector space As2(V ) =
⊕
n≥1K[DXn ],
whose basis is the set DX .
Given two elements t = t1 · . . . · tr and w = w1 · . . . ·ws in DX of degree n
and m, respectively, we have that t ·w is the tree in DXn+m that is obtained
by identifying the roots of t and w, while that t ◦ w is the tree
t ◦ w = t1 · . . . · tr−1(tr ◦ w1) · w2 . . . · ws,
where tr ◦ w1 is the tree that is obtained by identify the root of tr with the
only leaf of the tree w1.
For instance,
a b
c
d
b
◦ e g
f
bc
=
b
a b
c
d
e
f
g .
4.9. Remark. In [19], Y. Zhang, C. Bai and L. Guo defined the free match-
ing dialgebra over the vector space V as the double tensor space T (T (V )).
For a vector space W , T ∗(W ) =
⊕
n≥1
W⊗n denotes the non-unitary tensor
algebra, where the tensor product is denoted by ⊗∗.
Under this notation, the double tensor space is T ∗1(T ∗2(V )). The prod-
ucts · and · are defined as follows:
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4.7. Proposition. Any tree t ∈ TXn , for n ≥ 1, is equivalent to a tree of the
type
t = t1 · . . . · tr,
where each tk is a tree of the form tk = ak1 ◦ . . . ◦ aknk , with 1 ≤ k ≤ r and
n1 + . . .+ nr = n.
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Under this notation, the double tensor space is T ∗1(T ∗2(V )). The prod-
ucts · and · are defined as follows:
For u = u1 ⊗∗1 · · · ⊗∗1 um and v = v1 ⊗∗1 · · · ⊗∗1 vn in T ∗1(T ∗2(V )) with
ui, vj ∈ T ∗2(V ), for 1 ≤ i ≤ m, 1 ≤ j ≤ n, define:
(1) u ·v = u1⊗∗1 · · ·⊗∗1 um⊗∗1 v1⊗∗1 · · ·⊗∗1 vn, the tensor product ⊗∗1 .
(2) u ◦ v = u1 ⊗∗1 · · · ⊗∗1 (um ⊗∗2 v1)⊗∗1 · · · ⊗∗1 vn.
In [19], it is showed that (T ∗1(T ∗2(V )), ·, ◦) is a matching dialgebra, which
is free on the vector space V . The identification between both versions of
the free matching dialgebras is clear. In our description, the tensors of first
type are the trees of the type:
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For u = u1 ⊗∗1 · · · ⊗∗1 um and v = v1 ⊗∗1 · · · ⊗∗1 vn in T ∗1(T ∗2(V )) with
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(2) u ◦ v = u1 ⊗∗1 · · · ⊗∗1 (um ⊗∗2 v1)⊗∗1 · · · ⊗∗1 vn.
In [19], it is showed that (T ∗1(T ∗2(V )), ·, ◦) is a matching dialgebra, which
is free on the vector space V .
The identification between both versions of the free matching dialgebras
is clear. In our description, the tensors of first type are the trees of the type:
t =
b
an
a1
a2
,
where ai ∈ X, for 1 ≤ i ≤ n, are element in the basis X. In this context, we
will call irreducible tree to the trees of this type.
4.10. Remark. For V = K, we identify the free matching dialgebra As2(K)
with the partition algebra
C =
⊕
n≥1
Cn,
where Cn is vector space generated by all the ordered partition of a positive
integer n. We denote by c(n1,...,nl) the ordered partition n = n1 + · · ·+ nl of
n. The products · and ◦ are given respectively by
c(n1,...,nl) · c(m1,...,mk) := c(n1,...,nl,m1,...,mk)
and
c(n1,...,nl) ◦ c(m1,...,mk) := c(n1,...,nl+m1,...,mk).
Since the non-symmetric operad As2 is completely described by the free
matching algebra on V = K, we have that (As2)n = Cn. In particular, the
dimension of (As2)n is 2
n.
4.11. Bi-matching dialgebras. We introduce the notion bi-matching di-
algebras. For this, we requires the following proposition, which shows that
the operad of matching dialgebras is a Hopf operad.
4.12. Proposition. If (A, ·, ◦) is a matching dialgebras, then A ⊗ A is a
matching dialgebras with the products defined by:
(1) (a1 ⊗ a2) · (b1 ⊗ b2) = a1 · b1 ⊗ a2 · b2 and
(2) (a1 ⊗ a2) ∗ (b1 ⊗ b2) = a1 · b1 ⊗ a2 ◦ b2 + a1 ◦ b1 ⊗ a2 · b2.
Proof. The proof follows by direct computation. 
where ai ∈ X, for 1 ≤ i ≤ n, are element in the basis X. In this context, we
will call irreducible tree to the trees of this type.
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n.
4.11. Bi-matching dialgebras. We introduce the notion bi-matching di-
algebras. For this, we requires the following proposition, which shows that
the operad of matching dialgebras is a Hopf operad.
4.12. Proposition. If (A, ·, ◦) is a matching dialgebras, then A ⊗ A is a
matching dialgebras with the products defined by:
(1) (a1 ⊗ a2) · (b1 ⊗ b2) = a1 · b1 ⊗ a2 · b2 and
(2) (a1 ⊗ a2) ∗ (b1 ⊗ b2) = a1 · b1 ⊗ a2 ◦ b2 + a1 ◦ b1 ⊗ a2 · b2.
Proof. The proof follows by direct computation. 
4.13. Remark. Note that in Proposition 4.12, the associativity of the prod-
uct ∗ requires the compatibility condition between the products · and ◦.
The following notion of bialgebra was originally introduced by A.B. Gon-
charov in [6].
4.14. Definition. A bi-matching dialgebra is a matching dialgebra (H, ·, ◦)
equipped with a coassociative coproduct ∆ : H → H ⊗ H such that ∆ is
morphism of matching dialgebras with respect to the matching dialgebra
structure of H ⊗H defined in Proposition 4.12.
4.15. Proposition. Let (H, ·,∆) be a bialgebra and let R : H → H be a
right semi-homomorphism. If R is a coderivation for the product ·, then
∆(x ◦ y) = ∆(x) ∗∆(y),
for any x, y ∈ H, where x ◦ y = x · R(y) is the product defined in Remark
4.3.
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Proof. By a straightforward calculation, we get:
∆(x ◦ y) = ∆(x ·R(y))
= ∆(x) ·∆(R(y))
= x(1) ⊗ x(2) · (R(y(1))⊗ y(2) + y(1) ⊗R(y(2)))
= x(1) ·R(y(1))⊗ x(2) · y(2) + x(1) · y(1) ⊗ x(2) ·R(y(2))
= x(1) ◦ y(1) ⊗ x(2) · y(2) + x(1) · y(1) ⊗ x(2) ◦ y(2)
= ∆(x) ∗∆(y),
which proves the formula. 
4.16. Example. Consider the Grossman-Larson’s Hopf algebra H = K[T ]
with basis the set of all non-planar rooted trees T described in [7]. Recall
that the tree e with one vertex is the unit for the product defined in H.
Consider the linear map R : H → H such that, for any rooted tree t, R(t)
is the sum of trees obtained from t by attaching one more outgoing edge
and vertex to each vertex of t, which is originally defined on the Connes-
Kreimer’s Hopf algebra in [2].
In [15], Proposition 2.2, F. Panaite showed the linear map R is a right
semi-homomorphism for H. In fact, R(x) = R(e) · x, for all x ∈ H. In
his work F. Panaite showed that R is a coderivation for the coproduct ∆
defined in H. Indeed, since R(e) is a primitive element, we have that
∆(R(x)) = ∆(R(e) · x)
= ∆(R(e)) ·∆(x)
= (R(e)⊗ e+ e⊗R(e)) · x(1) ⊗ x(2)
= R(e) · x(1) ⊗ x(2) + x(1) ⊗R(e) · x(2)
= R(x(1))⊗ x(2) + x(1) ⊗R(x(2)),
and R is a coderivation. So, (H, ·, ◦,∆) is a bialgebra, where ◦ is the asso-
ciative product induced by R and the compatibility condition between the
products · and ◦ with the coproduct ∆ is as in Remark 4.13.
4.17. Remark. The previous result obtained by F. Panaite may be gener-
alized to any bialgebra (H, ·,∆) with unit e ∈ H, that is, if R : H → H is a
right semi-homomorphism and R(e) is a primitive element of H, then R is
a coderivation. The proof is similar to that given in the Example 4.16.
4.18. Example. Let H = K[X] be the K-algebra of polynomial in one
variable, with the usual product and the coproduct given by:
∆(Xn) :=
n∑
i=0
(
n
i
)
Xn−i ⊗Xi,
with the homomorphism R defined by R(Xn) = Xn+1. As R(1) = X is a
primitive element, we get that R is a coderivation.
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4.19. The Goncharov’s Hopf algebra. Let us describe the path algebra
P (S), introduced by A. B. Goncharov in [6], which motivates our notion of
bialgebra, described in Remark 4.13.
Let S be a finite set. Denote by P (S) the K-vector space with basis
ps0,...,sn , for n ≥ 1, and sk ∈ S, for k = 0, . . . , n.
The associative product · : P (S)⊗ P (S)→ P (S) is defined as follows:
pa,X,b · pc,Y,d =
{
pa,X,Y,d , for b = c,
0 , for b 6= c,
where the letters a, b, c, d denote elements, and X and Y denote sequences,
possibly empty, of elements of the set S. In particular, pa,b = pa,x · px,b, for
x ∈ S, and the unit for this product is the element e = ∑i∈S pi,i.
The coproduct ∆ : P (S)→ P (S)⊗ P (S) is given by:
∆(pa,x1,...,xn,b) =
n∑
k=0
∑
σ∈Sh(k,n−k)
pa,xσ(1),...,xσ(k),b ⊗ pa,xσ(k+1),...,xσ(n),b.
For instance, ∆(pa,b) = pa,b ⊗ pa,b, for a, b ∈ S, and
∆(e) =
∑
i∈S
pi,i ⊗ pi,i 6= e⊗ e.
The linear map R : P (S)→ P (S), given by:
R(e) =
∑
i∈S
pi,i,i
is a right semi-homomorphism.
With the definition above, we get thatR(pa,X,b) = pa,a,X,b, for any element
pa,X,b of the basis. So, R induces a new associative product ◦ : P (S) ⊗
P (S)→ P (S) by setting x ◦ y = x ·R(y), that is:
pX,b ◦ pc,Y =
{
pX,b,Y , for b = c,
0, for b 6= c,
where b, c ∈ S, and X and Y are sequences of elements of S.
4.20. Proposition. The right semi-homomorphism R : P (S) → P (S) is a
coderivation.
Proof. Note that for any element i ∈ S, we have that ∆(pi,i,i) = pi,i,i⊗pi,i+
pi,i ⊗ pi,i,i, therefore:
∆(R(e)) =
∑
i∈S
pi,i,i ⊗ pi,i + pi,i ⊗ pi,i,i.
Let x = pa,X,b be an element of the basis of P (S). By definition of the
coproduct ∆, we have that the element ∆(x) is a sum of tensors of type
pa,X′,b ⊗ pa,X′′,b,
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where X ′ and X ′′ are (possibly empty) ordered subsequences of X.
Using the Sweedler’ notation, we write
∆(x) = x(1) ⊗ x(2) = pa,X(1),b ⊗ pa,X(2),b.
Computing ∆(R(x)), we obtain that:
∆(R(x)) = ∆(R(e) · x)
= (
∑
i∈S pi,i,i ⊗ pi,i + pi,i ⊗ pi,i,i) · x(1) ⊗ x(2)
= (
∑
i∈S pi,i,i ⊗ pi,i + pi,i ⊗ pi,i,i) · pa,X(1),b ⊗ pa,X(2),b
= pa,a,a · pa,X(1),b ⊗ pa,a · pa,X(2),b + pa,a · pa,X(1),b ⊗ pa,a,a · pa,X(2),b
= pa,a,X(1),b ⊗ pa,X(2),b + pa,X(1),b ⊗ pa,a,X(2),b
= R(x(1))⊗ x(2) + x(1) ⊗R(x(2)),
which ends the proof. 
4.21. Notion of compatible infinitesimal bialgebra in matching di-
algebras. We consider the notion of compatible infinitesimal bialgebra in
matching dialgebras. A direct compute shows that this notion of bialgebra
is well-defined in a matching dialgebra.
Let (A, ◦,∆) be an infinitesimal bialgebra. The product ◦ and the co-
product ∆ may be extended to T (A) =
⊕
n≥1A
⊗n as follows:
(1) (a1 . . . an) ◦ (b1 . . . bm) = a1 . . . an−1(an ◦ b1)b2 . . . bm and
(2) ∆(a1 . . . an) =
n−1∑
i=1
a1 . . . ai−1∆(ai)ai+1 . . . an+
n−1∑
i=1
a1 . . . ai⊗ai+1 . . . an
If we denoted by · the concatenation product in T (A), then (T (A), ·, ◦) is a
matching dialgebra, and ∆ is infinitesimal for both products.
In particular, consider the free matching dialgebra As2(V ) = T (T (V )).
In this case, A = T (V ) is an infinitesimal bialgebra with the concatenation
product and the deconcatenation coproduct. Identifying the tree a1 ◦ . . .◦an
with a tensor in T (V ) and the product ◦ with the concatenation product,
we get:
∆(a1 ◦ . . . ◦ an) :=
n−1∑
i=1
(a1 ◦ . . . ◦ ai)⊗ (ai+1 ◦ . . . ◦ an).
Thus, extending ∆ to T (T (V )), we have that As2(V ) is a compatible
infinitesimal bialgebra.
The explicit formula for the coproduct ∆ is given by:
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
described in Proposition 2.8, which extends the deconcatenation coproduct
of T (V ).
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4.22. Example. When t is the tree
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The explicit formula for the coproduct ∆ is given by:
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
described in Proposition 2.8, which extends the deconcatenation coproduct
of T (V ).
4.22. Example. When t is the tree
t =
b
a
b
c
d
e
f ,
the coproduct ∆(t) is given by:
∆(t) =
b
a ⊗
b
b
c
d
e
f +
b
a b ⊗
b
c
d
e
f +
b
a
b
c ⊗
b
d
e
f
+
b
a
b
c
d ⊗
b
e
f +
b
a
b
c
d e ⊗
b
f .
4.23. Remark. The primitive part of the compatible infinitesimal bialgebra
As2(V ) is generated by the associative product ∗ given by x∗y = x◦y−x ·y
together with theN -operations of superior degree. By the compatibility con-
ditions defining a matching dialgebras, the N -algebra structure of As2(V )
is reduced only associative product ∗. Thus, we get a good triple of operads
(As,As2,As), in the Loday’s sense (see [11]).
the coproduct ∆(t) is given by:
26 S. MA´RQUEZ
If we denoted by · the concatenation product in T (A), then (T (A), ·, ◦) is a
matching dialgebra, and ∆ is infinitesimal for both products.
In particular, consider the free matching dialgebra As2(V ) = T (T (V )).
In this case, A = T (V ) is an infinitesimal bialgebra with the concatenation
product and the deconcatenation coproduct. Identifying the tree a1 ◦ . . .◦an
with a tensor in T (V ) and the product ◦ with the concatenation product,
we get:
∆(a1 ◦ . . . ◦ an) :=
n−1∑
i=1
(a1 ◦ . . . ◦ ai)⊗ (ai+1 ◦ . . . ◦ an).
Thus, extending ∆ to T (T (V )), we have that As2(V ) is a compatible
infinitesimal bialgebra.
The explicit formula for the coproduct ∆ is given by:
∆(t) =
n−1∑
i=1
t{a1,...,ai} ⊗ t{ai+1,...,an},
described in Proposi ion 2.8, which extends the deconcatenation coproduct
of T (V ).
4.22. Example. When t is the tree
t =
b
a
b
c
d
e
f ,
the coproduct ∆(t) is given by:
∆(t) =
b
a ⊗
b
b
c
d
e
f +
b
a b ⊗
b
c
d
e
f +
b
a
b
c ⊗
b
d
e
f
+
b
a
b
c
d ⊗
b
e
f +
b
a
b
c
d e ⊗
b
f .
4.23. Remark. The primitive part of the compatible infinitesimal bialgebra
As2(V ) is generated by the associative product ∗ given by x∗y = x◦y−x ·y
together with theN -operations of superior degree. By the compatibility con-
ditions defining a matching dialgebras, the N -algebra structure of As2(V )
is reduced only associative product ∗. Thus, we get a good triple of operads
(As,As2,As), in the Loday’s sense (see [11]).
4.23. Remark. The primitive part of the compatible infinitesimal bialgebra
As2(V ) is generated by the associative product ∗ given by x∗y = x◦y−x·y to-
gether with theN -operations of superior degree. By the compatibility condi-
tions defining a matching dialgebras, the N -algebra structure of rmAs2(V )
is reduced only associative product ∗. Thus, we get a good triple of operads
(As,As2,As), in the Loday’s sense (see [11]).
References
[1] Carinena, J. F., Grabowski, J., & Marmo, G. (2000). Quantum bi-Hamiltonian sys-
tems. International Journal of Modern Physics A, 15(30), 4797-4810.
[2] Connes, A., & Kreimer, D. (1999). Hopf algebras, renormalization and noncommu-
tative geometry. In Quantum field theory: perspective and prospective (pp. 59-109).
Springer Netherlands.
[3] Dotsenko, V. (2009). Compatible associative products and trees. Algebra & Number
Theory, 3(5), 567-586.
[4] Dotsenko, V. V., & Khoroshkin, A. S. (2007). Character formulas for the operad of
two compatible brackets and for the bi-Hamiltonian operad. Functional Analysis and
Its Applications, 41(1), 1-17.
[5] Ginzburg, V., & Kapranov, M. (1994). Koszul duality for operads. Duke mathematical
journal, 76(1), 203-272.
[6] Goncharov, A. B. (2005). Galois symmetries of fundamental groupoids and noncom-
mutative geometry. Duke Mathematical Journal, 128(2), 209-284.
[7] Grossman, R., & Larson, R. G. (1989). Hopf-algebraic structure of families of trees.
Journal of Algebra, 126(1), 184-210.
[8] R. Holtkamp, On Hopf algebra structures over free operads, Advances in Mathematics
207 (2006), 544-565.
28 S. MA´RQUEZ
[9] Joni, S. A., & Rota, G. C. (1979). Coalgebras and bialgebras in combinatorics. Studies
in Applied Mathematics, 61(2), 93-139.
[10] Loday, J. L., & Vallette, B. (2012). Algebraic operads (Vol. 346). Springer Science &
Business Media.
[11] Loday, J. L. (2006). Generalized bialgebras and triples of operads. arXiv preprint
math/0611885.
[12] Loday, J. L., & Ronco, M. (2006). On the structure of cofree Hopf algebras. Journal
fur die reine und angewandte Mathematik (Crelles Journal) 592, 123-155.
[13] Milnor, J. W., & Moore, J. C. (1965). On the structure of Hopf algebras. Annals of
Mathematics, 211-264.
[14] Odesskii, A., & Sokolov, V. (2006). Algebraic structures connected with pairs of
compatible associative algebras. International Mathematics Research Notices, 2006,
43734.
[15] Panaite, F. (2000). Relating the Connes–Kreimer and Grossman–Larson Hopf alge-
bras built on rooted trees. Letters in Mathematical Physics, 51(3), 211-219.
[16] R. Stanley, Catalan numbers, Cambridge University Press (2015).
[17] Strohmayer, H. (2008). Operads of compatible structures and weighted partitions.
Journal of Pure and Applied Algebra, 212(11), 2522-2534.
[18] Vallette, B. (2007). Homology of generalized partition posets. Journal of Pure and
Applied Algebra, 208(2), 699-725.
[19] Zhang, Y., Bai, C., & Guo, L. (2013). The category and operad of matching dialge-
bras. Applied Categorical Structures, 21(6), 851-865.
Instituto de Matema´ticas y F´ısica, Universidad de Talca, Avda. Lircay s/n,
Talca, Chile
E-mail address: semarquez@utalca.cl
