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ABSTRACT
We study the problem of randomized information dissemination in
networks. We compare the now standard push-pull protocol, with
agent-based alternatives where information is disseminated by a
collection of agents performing independent random walks. In the
visit-exchange protocol, both nodes and agents store information,
and each time an agent visits a node, the two exchange all the
information they have. In the meet-exchange protocol, only the
agents store information, and exchange their information with each
agent they meet.
We consider the broadcast time of a single piece of information
in an n-node graph for the above three protocols, assuming a linear
number of agents that start from the stationary distribution. We ob-
serve that there are graphs on which the agent-based protocols are
significantly faster than push-pull, and graphs where the converse
is true. We attribute the good performance of agent-based algo-
rithms to their inherently fair bandwidth utilization, and conclude
that, in certain settings, agent-based information dissemination,
separately or in combination with push-pull, can significantly
improve the broadcast time.
The graphs considered above are highly non-regular. Our main
technical result is that on any regular graph of at least logarithmic
degree, push-pull and visit-exchange have the same asymptotic
broadcast time. The proof uses a novel coupling argument which
relates the random choices of vertices in push-pullwith the random
walks in visit-exchange. Further, we show that the broadcast time
of meet-exchange is asymptotically at least as large as the other
two’s on all regular graphs, and strictly larger on some regular
graphs.
As far as we know, this is the first systematic and thorough
comparison of the running times of these very natural information
dissemination protocols.
CCS CONCEPTS
• Computing methodologies→ Distributed algorithms; •Math-
ematics of computing→ Stochastic processes.
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1 INTRODUCTION
We investigate the problem of spreading information (or rumors)
in a distributed network using randomized communication. The
archetypal paradigm solution is the so-called, randomized rumor
spreading protocol, where each informed node samples a random
neighbor in each round, and sends the information to it. This is the
push version of rumor spreading, introduced by Demers et al. in
the 80’s [14], as a robust and lightweight protocol for distributed
maintenance of replicated databases [14, 21].
The push-pull variant of rumor spreading, popularized by Karp
et al. in 2000 [27], allows for bidirectional communication: In each
round, every node calls a random neighbor and the two nodes
exchange all information they have. push-pull was initially pro-
posed as a way to reduce the message complexity of push on the
complete graph [27]. It was subsequently observed that it is sig-
nificantly faster than push in several families of graphs, including
graph models of social networks [11, 16].
The above two protocols have been studied extensively over
the past 15 years, and have also found several applications, includ-
ing data aggregation [7, 28, 31], resource discovery [24], failure
detection [35], and even efficient simulation of arbitrary distributed
computations [9].
We compare the abovewell-established protocols for information
spreading, with agent-based alternatives that have received almost
no attention so far, even though they have very attractive proper-
ties, as we will see. These alternative protocols use a collection of
agents performing independent random walks to disseminate in-
formation. In the visit-exchange protocol, both nodes and agents
store information, and each time an agent visits a node, the two
exchange all the information they have. In the meet-exchange
protocol, only the agents store information, and exchange their
information with each agent they meet.
Independent parallel random walks have been studied since
the late 70s [1], mainly as a way to speed-up cover and hitting
times and related graph problems [2, 8, 19, 20]. As far as we know,
visit-exchange has not been studied before. For meet-exchange
there is some limited previous work. It was studied for specific
graph families, namely grids [29, 32] and random graphs [13]. Also,
general bounds on the broadcast time of meet-exchange with
respect to the meeting time were shown [15].
In this paper, we restrict our attention to the case where the
number of agents in the network is linear in the number of nodes n,
and we assume that all agents start from the stationary distribution.
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Figure 1 (a) Star Sn , on which E
[
Tpush
]
= Ω(n logn) and all other processes take O(logn) time w.h.p. (b) Double-star S2n , on
which E
[
Tppull
]
= Ω(n), andTvisitx,Tmeetx = O(logn) w.h.p. (c) Heavy binary tree Bn (leaves are connected to a clique), on which
Tpush = O(logn) w.h.p., E [Tvisitx ] = Ω(n), and, for a leaf source, Tmeetx = O(logn) w.h.p. (d) Siamese heavy binary tree Dn , on
whichTpush = O(logn)w.h.p., and E [Tvisitx ] ,E [Tmeetx ] = Ω(n). (e) Cycle-of-stars-of-cliques (n1/3 stars, n1/3 nodes per clique), on
which E [Tvisitx ] = O(n2/3) and E [Tmeetx ] = Ω(n2/3 logn).
Under the assumption that there is a linear number of agents,
the agent-based protocols have similar amount of communication
as the rumor spreading protocols, both in terms of the (maximum)
total number of messages sent per round, which is linear, and the
total number of bits. One can think of the agents simply as tokens
passed between nodes, along with the actual information (if there
is any). Agents need not be labeled, so each node only needs to
send a counter of the number of agents in each message.
The assumption that agents start from the stationary distribution
makes sense in a setting where several pieces of information (or ru-
mors) are generated frequently and distributed in parallel over time
by the same set of agents, which execute perpetual independent
random walks. As discussed later, our results for regular graphs
hold also in the case where there is exactly one agent starting from
each node.
One distinct advantage of the agent-based protocols is their lo-
cally fair use of bandwidth, i.e., all edges are used with the same
frequency, since the random walks are independent and start from
stationarity. Interestingly, the superiority of push-pull over push
is commonly attributed to a similar fairness property: that nodes of
larger degree contribute more to the dissemination — except that
push-pull satisfies this property only for some graph topologies,
and approximately, as we will see below. In the agent-based proto-
cols, on the other hand, this property is satisfied in a very precise
and exact way.
We will see that this fairness property results in a significant
performance advantage of visit-exchange and meet-exchange
over push and push-pull in certain families of graphs, on which
the first two processes need only logarithmic time to spread an
information, whereas the other two need polynomial time.
Contribution. We compare the broadcast times of a single piece
of information, originated at an arbitrary node s of an n-node graph
G = (V , E), when push (or push-pull), visit-exchange, and meet-
exchange are used. In the first three, the broadcast time is the time
until all vertices are informed, while in meet-exchange it is the
time until all agents are informed. Also, for meet-exchange, we
assume that the first agent to visit the source s becomes informed,
and from that point on, information is exchanged only between
agents.1 As mentioned before, we assume a linear number of agents,
each starting from the stationary distribution.
We observe that in general graphs, the broadcast times of the
above protocols are incomparable: For any pair of protocols, there
are examples of graphs where the first protocol is significantly
faster than the other, by a polynomial factor in most cases. The
examples we use, depicted in Fig. 1, are fairly simple, mainly trees
or superpositions of trees with cliques.
The star graph in Fig. 1(a) is an example where push is known
to take Ω(n logn) rounds, as the center must contact all leaves.
visit-exchange and meet-exchange, on the other hand, take only
logarithmic time, as roughly half of the walks visit the center in
each round, and a constant number visits each leaf on average.
In the star, push-pull is also (extremely) fast. The next example,
the double-star in Fig. 1(b), is a graph where push-pull (and thus
also push) is slow, whereas visit-exchange and meet-exchange
are still fast. This demonstrates the advantages of the local fairness
property we pointed out earlier, and the impact it can have on the
broadcast time: Here push-pull selects the edge between the two
stars only with probability O(1/n), which results in an expected
broadcast time of Ω(n). In visit-exchange and meet-exchange,
on the other hand, the probability that some agent crosses the edge
in a round is constant, resulting in a logarithmic broadcast time.
Fig. 1(c) and Fig. 1(d) illustrate examples where rumor spreading
protocols have an advantage over agent-based protocols. In both
examples push (and thus push-pull) has logarithmic broadcast time.
For visit-exchange, at least linear time is needed: Since almost all
the volume of the graph is concentrated on the leaves, it is likely
that all agents are on the leaves at time zero, and then it takes linear
time before the first walk reaches the root. For meet-exchange, we
have that it is fast in the first example, as all walks meet quickly in
the clique induced by the leaves. However, in the second example,
where agents are roughly split between the two induced cliques,
the broadcast times of both meet-exchange and visit-exchange
is Ω(n).
1This is a technicality used to allow for direct comparison between the protocols, and
has limited effect on our results.
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The above results suggest that in certain settings, agent-based
information dissemination, separately or in combination with push-
pull, can significantly improve the broadcast time. We stress that,
even though the examples presented may seem contrived, they
are intentionally simple to demonstrate the principle reasons that
make the protocols perform differently, and we expect that similar
result can be observed in a wide range of networks. In particular,
we believe that the observations for the double-star example of
Fig. 1(b), extend to more general tree-like topologies with high-
degree internal nodes.
All exampleswe have discussed so far, involve highly non-regular
graphs. Our main technical result concerns regular graphs, and can
be stated somewhat informally as follows. (For the formal, stronger
statements see Sect. 4 and 5.)
Theorem 1. For any d-regular graph on n vertices, where d =
Ω(logn), and any source vertex, the broadcast times of push and
visit-exchange are asymptotically the same both in expectation and
w.h.p.,2 modulo constant multiplicative factors.
Recall that push and push-pull have asymptotically the same
broadcast times on regular graphs [23]. Note also that the broadcast
times of push and push-pull on d-regular graphs can vary from
logarithmic, e.g., in random d-regular graphs, to polynomial, e.g.,
in a path of d-cliques where the broadcast time is Ω(n).
The proof of Theorem 1 uses a novel coupling argument which
relates the random choices of vertices in push, with the random
walks in visit-exchange. Roughly speaking, for each node u, we
consider the list of neighbors that u samples in push, and the list of
neighbors to which informed agents move to in their next step after
visiting u in visit-exchange. Our coupling just sets the two lists to
be identical for eachu. Even though the coupling is straightforward,
its analysis is not. On the one direction of the proof, showing that
the broadcast time of push is dominated by the broadcast time of
visit-exchange, the main step is to bound the congestion, i.e., the
number of agents encountered along a path, for all possible paths
through which information travels. On the reverse direction, we
focus only on the fastest path through which information reaches
each node in push, and show that an equally fast path exists in visit-
exchange. A useful trick we devise, to consider only every other
round of visit-exchange in the coupling, simplifies the proof of
this second direction. We expect that our proof ideas will be useful
in other applications of multiple random walks as well.
In addition to Theorem 1, we observe that the broadcast time
of meet-exchange is asymptotically at least as large as visit-
exchange’s on any regular graph of at least logarithmic degree. The
idea is that once all agents are informed it takes at most logarithmic
time to cover the graph.
It is probably surprising that the converse direction is not true,
i.e., there are regular graphs where meet-exchange is strictly
slower than visit-exchange. Fig. 1(e) presents one such example of
a d-regular graph, where d = n1/3, for which a logarithmic-factor
gap exists between the broadcast times of the two protocols.
2By with high probability (w.h.p.) we mean with probability at least 1 − n−c , with
some constant c > 0 that can be made arbitrary large, by adjusting the constants in
the statement.
Road-map. In Sect. 2, we survey additional related work. In
Sect. 3, we provide a formal description of the protocols we study.
The first direction of Theorem 1, that push is at least as fast as
visit-exchange, is proved in Sect. 4; the other direction is proved
in Sect. 5. The result that visit-exchange is at least as fast as meet-
exchange on regular graphs is provided in Sect. 6. Finally, some
open problems are discussed in Sect. 7.
Due to space limitations, several proofs, including the analysis
of the broadcast times of the example graphs in Fig. 1, are only
available in the full version of the paper.
2 RELATEDWORK
The push variant of rumor spreading was first considered in [14].
It was subsequently analyzed on various graphs in [21], where
also bounds with the degree and diameter were shown for general
graphs. The push-pull variant was introduced in [27], andwas stud-
ied initially on the complete graph. More recently, there has been a
lot of work on showing that in several settings O(logn) rounds of
rumor spreading suffice w.h.p. to broadcast information [4, 17, 18].
In addition, general bounds in terms of expansion parameters of
the graph have been studied extensively, e.g., in [10, 22].
Another line of work compares synchronous and asynchronous
versions of rumor spreading, where in the latter each node takes
steps at the arrival times of an independent unit-rate Poisson pro-
cess. In [34], it is shown that the asynchronous version of push
has the same broadcast time as standard push on regular graphs.
In [3, 23], tight bounds are given for the relation between the broad-
cast times of synchronous and asynchronous push-pull.
On the random walk literature, there has been some previous
work on models related to meet-exchange, motivated mainly by
the study of the spread of infectious diseases. The earliest work
considering a process equivalent to meet-exchange is [15], which
studies general graphs. It shows that the broadcast time of meet-
exchange is at most O(logn) times larger than the meeting time
of two random walks in the graph, and that this upper bound is
tight. Later, the authors of [13] studied meet-exchange for the
case of random regular graphs and k ⩽ nε random walks. They
showed that the expected broadcast time isO(n logk/k). In [32], the
2-dimensional grid was studied and a broadcast time of Θ˜(n/√k)
was shown for k random walks. This work was extended to d-
dimensional grids in [29], where a tight lower bound up to a poly-
logarithmic factor was also shown.
A random process related to meet-exchange is the frog model,
where only one of the agents is active initially while the remaining
agents are inactive. When an inactive agent is hit by an active
one, it is activated and starts its own independent random walk.
The model has been considered mostly on the infinite grid, where
questions about the asymptotic shape of the set of active agents
have been studied [25, 33].
Other superficially related processes include coalescing random
walks [5, 26], and coalescing branching walks [6, 30]. See also [12]
for a survey on multiple random walks.
3 PROTOCOL DESCRIPTIONS
We compare four information spreading protocols. The first two,
push and push-pull, are standard versions of randomized rumor
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spreading. The other two, visit-exchange and meet-exchange,
use a system of interacting agents performing independent random
walks, and are less standardized. In push and push-pull, infor-
mation is communicated between adjacent vertices, whereas in
visit-exchange and meet-exchange information is passed be-
tween an agent and a vertex it visits, or between two agents when
their random walks meet. All protocols proceed in a sequence of
synchronous rounds. They are applied on a connected undirected
graph G = (V , E) with |V | = n vertices, and the information origi-
nates from an arbitrary source vertex s ∈ V .
Push. In round zero, vertex s becomes informed. In each round
t ⩾ 1, every vertexu that was informed in a previous round samples
a random neighbor v to send the information to, and if v is not
already informed, it becomes informed in this round. We denote by
Tpush(G, s) the number of rounds before all vertices are informed.
Push-Pull. Similar to push, vertex s is informed in round zero.
In each round t ⩾ 1, every vertex u ∈ V (informed or not) samples
a random neighbor v to exchange information with, and if exactly
one of u and v was informed before round t , then the other vertex
becomes informed as well. The number of rounds before all vertices
are informed is denoted Tppull(G, s).
Visit-Exchange. Let A be a set of agents. Every agent д ∈ A
performs an independent simple random walk onG , starting from a
vertex sampled independently from the stationary distribution (i.e.,
each vertex v is sampled with probability deg(v)/(2|E |)). In round
zero, vertex s becomes informed, and every agent that is on vertex
s becomes informed as well. In each subsequent round t ⩾ 1, all
agents do a single step of their random walk in parallel. If an agent
д, which was informed in an earlier round, visits vertex v that is
not yet informed, then v becomes informed in this round. If, on the
other hand, some not yet informed agent д visits vertex v which
was informed either in an earlier round or the current one (by some
other informed agent), then д becomes informed. We denote by
Tvisitx(G, s) the number of rounds before all vertices (and thus all
agents) are informed.
Meet-Exchange. Similar to visit-exchange, we have a set A of
agents that perform independent random walks starting from the
stationary distribution. In round zero, all agents that are on vertex
s become informed. If there is no agent on s in round zero, then
the first agent to visit s after round zero becomes informed (if more
than one agents visit s simultaneously, they all get informed). Af-
ter this point, vertex s does not inform agents visiting it. In each
subsequent round t , whenever two agent д,д′ meet and exactly
one of them was informed in a previous round, the other agent
becomes informed as well. We denote by Tmeetx(G, s) the number
of rounds before all agents are informed. Note that if G is a bi-
partite graph, then Tmeetx(G, s) can be infinite, and, in particular,
we have E [Tmeetx(G, s)] = ∞. To avoid this complication we will
sometimes assume that the random walks of the agents are lazy,
i.e., a walk stays put in a round with probability 1/2. This ensures
that E [Tmeetx(G, s)] < ∞.
We will collectively refer to Tpush(G, s), Tppull(G, s), Tvisitx(G, s),
andTmeetx(G, s) as the broadcast time of the corresponding protocol.
Wewill sometimes omit graphG and source vertex s in this notation,
when they are clear from the context.
4 BOUNDING Tpush BY Tvisitx ON REGULAR
GRAPHS
In this section, we prove the following theorem, which upper
bounds the broadcast time of push in a regular graph by the broad-
cast time of visit-exchange.
Theorem 2. For any constants ε,γ , λ > 0, there is a constant
c > 0, such that for any d-regular graphG = (V , E) with |V | = n and
d ⩾ ε logn, and for any source vertex s ∈ V , the broadcast times of
push and visit-exchange, with |A| ⩽ γn agents, satisfy
P
[
Tpush ⩽ ck
]
⩾ P [Tvisitx ⩽ k] − n−λ,
for any k ⩾ 0.
From Theorem 2, it is immediate that if Tvisitx ⩽ T w.h.p., then
Tpush = O(T ) w.h.p. Moreover, using Theorem 2 and the known
O(n logn) upper bound on Tpush which holds w.h.p. [21], one can
easily show that E
[
Tpush
]
= O(E [Tvisitx ]).
Proof Overview of Theorem 2. The proof uses the following cou-
pling of processes push and visit-exchange: For each vertex u,
let ⟨πu (1), πu (2), . . .⟩ be the sequence of neighbors that u samples
in push. Similarly, for visit-exchange, consider all transitions of
informed agents from u to neighbor vertices in chronological order
(ordering transitions in the same round by, say, agent ID), and let
⟨pu (1),pu (2), . . .⟩ be the destination vertices in those transitions.
We couple the two processes by setting πu (i) = pu (i), for all u, i .
The intuition behind this coupling is that in visit-exchange, at
most a constant number of agents in expectation visits each vertex
u in a round (since the graph is regular and |A| = O(n)), and thus
the same number of agents leaves u per round in expectation. The
coupling ensures that for each informed agent that moves fromu to
a neighbor v , vertex u samples the same neighbor v in push. Thus,
if we had a constant upper bound c on the actual number (rather
than the expected number) of visits to each vertex on each round,
then the coupling would immediately yieldTpush ⩽ c ·Tvisitx for the
coupled processes. In reality, however, a super-constant number of
agents may visit a vertex in a round, and, moreover, the number of
visits depends on the past history of the process.
An idea we use to tackle dependencies is to consider a tweaked
version of visit-exchange, called t-visit-exchange. The only
difference between this process and visit-exchange, is that it
arbitrarily removes some agents after each round to ensure that
the neighborhood of any vertex contains at most O(d) agents. For
d = Ω(logn) and |A| = O(n), we have that in the first poly(n)
rounds the two processes are identical w.h.p. Therefore, we can
consider t-visit-exchange in our proofs. The benefit of that is
that since the neighborhood of any vertex u contains O(d) agents
in round t , at round t + 1 the number of agents that visit u will be
bounded by binomial distribution Bin(Θ(d), 1/d), independently of
the past.
To prove the theorem is suffices to show that under our coupling,
we have w.h.p. (precisely, with probability at least 1 − n−λ ) that if
Tvisitx ⩽ k then Tpush ⩽ ck . Further, it suffices to assume that k is
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at least Ω(logn); for k = o(logn) the theorem follows by showing
that Tvisitx = Ω(logn) w.h.p.
To show that w.h.p. Tvisitx ⩽ k implies Tpush ⩽ ck , we consider
all possible paths of length k through which information travels in
visit-exchange, and for each path we count the total number of
(non-distinct) agents encountered along this path, called the con-
gestion of the path. Formally, we use the notion of a canonical walk
θ , which is represented by a sequence of vertices (θ0, θ1, . . . , θk )
starting from θ0 = s : In each round 1 ⩽ t ⩽ k , the walk either stays
put and θt = θt−1, or it follows one of the agents д that leave θt−1
in round t , and, in that case, θt is the new vertex that д moves to.
For any round t , we count the agents that are in θt . The sum of
these counts, for 0 ⩽ t < k is the congestion Q(θ ) of the walk.
The congestion of a canonical walk is used to bound the time
needed for information to travel along the same path in push. Intu-
itively, larger congestion implies longer travel time for push, for the
following reason. Suppose there arem agents in u at some round
after it is informed by visit-exchange. The coupled push process,
using the same random decisions for the choice of neighbors as
visit-exchange, will takem rounds to “go through” them.
To relate the congestion of canonical walks with the time it takes
for information to spread in push, we introduce C-counters: For
each vertex u, we maintain a counter Cu . The counter is initialized
in the round tu in which u becomes informed in visit-exchange.
Its initial value is the value of the C-counter of the neighbor from
which the first informed agent arrived to u. In each subsequent
round t > tu , Cu increases by the number of agents that visited
u in round t − 1. C-counters have the following two properties: If
τu is the round when u gets informed in push then τu ⩽ Cu (tu );
and for any t ⩾ tu , there is a canonical walk θ of length t such that
Cu (t) = Q(θ ). Therefore, to show that w.h.p. Tvisitx ⩽ k implies
Tpush ⩽ ck , it suffices to show that the maximum congestion of all
canonical walks of length k is at most ck w.h.p.
We can bound the congestion of a single canonical walk of length
k using the property of t-visit-exchange, that the number of
agents at a node is bounded by a binomial distribution with constant
mean. This results in the desired bound of ck for a single walk with
probability at least 1−a−k , for some constant a > 1. We would like
to take a union bound over all canonical walks, which would give
the desired result. For this to work, however, we should also bound
the total number of canonical walks of length k by at most ak/nλ .
We bound the number of canonical walks of length k by in-
troducing a set of descriptors for these walks. A descriptor is rep-
resented by a matrix, which, together with a given execution of
visit-exchange, uniquely defines a walk. Additionally, the set of
descriptors suffices to encode all canonical walks, and therefore, it
is at least as large as the set of all walks. Thus, we can use a bound
on the number of descriptors that can be computed by a simple
combinatorial argument involving the number of elements used in
the matrix, and the values they can take. A naive construction of
descriptors, however, is too wasteful giving us a much larger bound
than the ak/nλ we need. A key idea here is that the majority of the
descriptors represent walks only in executions that happen with
low probability. So, we construct a set of concise descriptors that can
describe all canonical walks in a random execution w.h.p. We show
that the size of the set of concise descriptors can be bounded by
ak/nλ , as desired. Next we give the detailed proof.
4.1 Notation and Coupling Description
For each vertex u ∈ V , we denote by τu the round when u gets
informed in push. By πu (i), for i ⩾ 1, we denote the ith vertex
that u samples, i.e., the vertex it samples in round τu + i . Note that
πu (i) gets informed in round τu + i , if it is not already informed.
In visit-exchange, we denote by tu the round when vertex u gets
informed. For any agent д ∈ A and t ⩾ 0, we denote by xд(t), the
vertex that д visits in round t . Thus, {xд(t)}t⩾0 is a random walk
on G. Let Zu (t) be the set of all agents that visit u in round t , i.e.,
Zu (t) = {д ∈ A : xд(t) = u}.
Equivalently, Zu (t) is the set of agents that depart from u in round
t + 1. Consider all visits to u in rounds t ⩾ tu , in chronological
order, ordering visits in the same round with respect to a predefined
total order over all agents. For each i ⩾ 1, consider the agent д that
does the ith one of those visits, and let pu (i) be the vertex that д
visits next. Formally, let Xu = {(t,д) : t ⩾ tu , xд(t) = u}, and order
its elements such that (t,д) < (t ′,д′) if t < t ′, or t = t ′ and д < д′.
If (t,д) is the ith smallest element in Xu , then pu (i) = xд(t + 1).
Coupling. We couple processes push and visit-exchange by
setting πu (i) = pu (i). Formally, let {wu (i)}u ∈V ,i⩾1, be a collection
of independent random variables, wherewu (i) takes a uniformly
random value from the set Γ(u) of u’s neighbors. Then, for every
u ∈ V and i ⩾ 1, we set πu (i) = pu (i) = wu (i).
4.2 Upper Bound on Agents and Tweaked
Visit-Exchange
Wewill use the next simple bound on the number of agents that visit
a given set S of vertices in some round t of visit-exchange. The
proof is by a simple Chernoff bound, and relies on the assumption
that agents execute independent walks starting from stationarity.
Lemma 3. For any S ⊆ V , t ⩾ 0, and β ⩾ 2e · |A|/n,
P
[∑
v ∈S
|Zv (t)| ⩽ β · |S |
]
⩾ 1 − 2−β |S | .
We remark that the same bound holds also in the case where
|A| = n, and exactly one walk starts from each vertex. This implies
that Theorem 2 holds for that initial setting as well (the rest of the
proof does not need any modifications).
In parts of the analysis, we will use a tweaked variant of visit-
exchange, called t-visit-exchange, defined as follows. Let
α ⩾ 2e · |A|/n (1)
be a (sufficiently large) constant to be specified later. If in some
round t ⩾ 0, there is a vertex u ∈ V for which the following
condition is not true: ∑
v ∈Γ(u)
|Zv (t)| ⩽ α · d, (2)
then before round t +1, we remove a minimal set of agents from the
system in such a way that the above condition holds for all vertices
u, when counting just the remaining agents.
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It is an immediate corollary of Lemma 3 that the modified process
is identical to the original one in the first polynomial number of
rounds, if constant α is large enough, and d = Ω(logn).
Lemma 4. The probability that no agent is removed in any of the
first k rounds of t-visit-exchange is at least 1 − kn · 2−αd .
Proof. The claim follows by applying Lemma 3, for each 0 ⩽
t < k and each pair u, S , where u ∈ V and S = Γ(u), and then
combining the results using a union bound. □
We will use the same definitions and notations for both visit-
exchange and t-visit-exchange.
4.3 C-Counters
For each u ∈ V , let Su be the set of neighbors v of u such that v
was informed before u in visit-exchange, and some (informed)
agent moved from v to u in round tu , i.e.,
Su = {v ∈ Γ(u) : tv < tu , Zv (tu − 1) ∩ Zu (tu ) , ∅}.
Thus, Su contains those neighbors that “informed”u. For eachu ∈ V
and t ⩾ 0, let
Cu (t) =

0, if t < tu or t = tu = 0;
minv ∈Su Cv (t), if t = tu > 0;
Cu (t − 1) + |Zu (t − 1)|, if t > tu .
(3)
That is,Cu is initialized in round tu to theminimum counter value of
the neighbors that informedu (or to zero ifu = s), andCu (t)−Cu (tu )
is the number of visits of agents to u from round tu until round
t − 1, or equivalently, the number of departures of agents from u in
rounds tu + 1 up to t .
Lemma 5. For any u ∈ V , τu ⩽ Cu (tu ).
Proof. Consider the following path through which information
reaches u in visit-exchange. The path is (v0,v1, . . . ,vk ), where
v0 = s , vk = u, and for 0 < j ⩽ k , vj−1 ∈ Svj and Cvj (tvj ) =
Cvj−1 (tvj ). It is easy to verify that such a path exists. In the following,
we prove by induction on 0 ⩽ j ⩽ k that
τvj ⩽ Cvj (tvj ). (4)
This holds for j = 0, because v0 = s , ts = 0, and τs = 0 = Cs (0). Let
0 < j ⩽ k , and suppose that τvj−1 ⩽ Cvj−1 (tvj−1 ); we will show that
τvj ⩽ Cvj (tvj ). We have that
Cvj (tvj ) = Cvj−1 (tvj ), by the path property
= Cvj−1 (tvj−1 ) +
∑
tvj−1⩽t<tvj
|Zvj−1 (t)|,
by recursive application of (3)
⩾ τvj−1 +
∑
tvj−1⩽t<tvj
|Zvj−1 (t)|, by induct. hypothesis.
Let ℓ = min{i : pvj−1 (i) = vj }, let д be the agent that does the ℓth
visit tovj−1 since round tvj−1 , and let r be the round when that visit
takes place, thus xд(r ) = vj−1 and xд(r +1) = vj . By the minimality
of ℓ, r + 1 is the first round when some informed agent moves to
vj from vj−1. Since vj−1 ∈ Svj , it follows that r + 1 = tvj . Then
ℓ ⩽
∑
tvj−1⩽t⩽r
|Zvj−1 (t)| =
∑
tvj−1⩽t<tvj
|Zvj−1 (t)|.
Also, from the coupling, πvj−1 (ℓ) = pvj−1 (ℓ) = vj , which implies
τvj ⩽ τvj−1 + ℓ.
Combining all the above we obtain Cvj (tvj ) ⩾ τvj−1 + ℓ ⩾ τvj ,
completing the inductive proof of (4). Applying (4) for j = k we
obtain τu ⩽ Cu (tu ). □
4.4 Canonical Walks and Congestion
Let θ = (θ0, θ1, . . . , θk ) be a walk on G, where θ0 = s , and θi ∈
Γ(θi−1) ∪ {θi−1}, for 1 ⩽ i ⩽ k . We construct θ from visit-
exchange as follows.We start from vertex θ0 = s in round zero, and
in each round 1 ⩽ t ⩽ k , we either stay put, in which case θt = θt−1,
or we choose one of the agents д ∈ Zθi−1 (t − 1), which visited θi−1
in the previous round, and move to the same vertex as д in round
t , i.e., θt = xt (д). We call θ a canonical walk of length k . A labeled
canonical walk is a canonical walk that specifies also the agent дt
that the walk follows in each step t , if θt , θt−1. Formally, a labeled
canonical walk corresponding to θ is η = (θ0,д1, θ1,д2, . . . ,дk , θk ),
whereдt ∈ Zθt−1 (t−1)∩Zθt (t) if θt , θt−1, andдt = ⊥ if θt = θt−1.
Note that different labeled canonical walks may correspond to the
same (unlabeled) canonical walk. We define the congestion Q(θ )
of a canonical walk θ as the total number of (non-distinct) agents
encountered along the walk, not counting the last step, i.e.,
Q(θ ) =
∑
0⩽t<k
|Zθt (t)|.
The congestion of a labeled canonical walk is the same as the con-
gestion of the corresponding unlabeled walk. We have the following
simple connection between canonical walks and C-counters.
Lemma 6. For any u ∈ V and t ⩾ tu , there is a canonical walk θ
of length t with Q(θ ) = Cu (t).
Proof. We consider the same path (v0,v1, . . . ,vk ) as in the
proof of Lemma 5, where v0 = s , vk = u, and for 0 < j ⩽ k ,
vj−1 ∈ Svj and Cvj (tvj ) = Cvj−1 (tvj ). Consider the canonical walk
θ obtained from this path by adding between each pair of consec-
utive vertices vj−1 and vj , tvj − tvj−1 − 1 copies of vj−1, and also
appending after vk a number of t − tvk copies of vk . It is then easy
to show by induction that Q(θ ) = Cu (t). □
4.5 Concise Descriptors of Canonical Walks
In this section, we bound the number of distinct labeled canonical
walks of a given length k . For that, we present a concise description
for such walks, and bound the total number of the walks by the
total number of different possible descriptions.
We start with a rather wasteful way to describe labeled canonical
walks of length k , which we then refine in two steps. LetAk denote
the set of all n × k matrices Ak = [ai , j ], where ai , j ∈ {0, . . . , i}.
Let us fix the first k rounds of visit-exchange, and consider a
labeled canonical walk η = (θ0 = s,д1, θ1,д2, . . . ,дk , θk ). For each
1 ⩽ t ⩽ k , let
δt = |Zθt−1 (t − 1)|
be the number of agents that visit θt−1 in round t − 1, and thus
also the number of agents that depart from θt−1 in round t . Let
ρt = 0 if дt = ⊥, otherwise, ρt is equal to the rank of дt in set
Zθt−1 (t − 1). We describe walk η by a matrix Ak ∈ Ak with the
following entries: For each 1 ⩽ t ⩽ k , if δt > 0, then aδt , j = ρt , for
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j = |{t ′ ⩽ t : δt ′ = δt }|; i.e., value ρt is stored in the first unused
entry of row Ak [δt , ·]. At most k of the entries of Ak are specified
that way; the remaining entries can have arbitrary values. We call
Ak a non-concise descriptor of η.
For any realization of visit-exchange, each Ak ∈ Ak describes
exactly one labeled canonical walk of length k , and any labeled
canonical walk of length k has at least one non-concise descriptor
Ak ∈ Ak (in fact, several ones). The total number of different non-
concise descriptors is |Ak | =
∏
1⩽i⩽n (i + 1)k , which is too large
for our purposes.
A simple improvement is to use only entries in rows Ak [i, ·] for
which i is a power of 2 (we assume w.l.o.g. that n is also a power of
2). Roughly speaking, if δt is between 2ℓ−1 and 2ℓ then ρt is stored
in raw Ak [2ℓ, ·]. Formally, let b be a large enough constant (to be
specified later) that is a power of 2. The matrix Ak ∈ Ak we use to
describes η has the following entries. For each 1 ⩽ t ⩽ k :
(1) If 2ℓ−1 < δt ⩽ 2ℓ , where ℓ ∈ {1 + logb, . . . , logn}, and
|{t ′ ⩽ t : 2ℓ−1 < δt ′ ⩽ 2ℓ}| = j, then
(a) if ρt , 0, a2ℓ , j = ρt ;
(b) if ρt = 0, a2ℓ , j can take any value in {0}∪{δt +1, . . . , 2ℓ};
(2) If 0 ⩽ δt ⩽ b and |{t ′ ⩽ t : 0 < δt ′ ⩽ b}| = j, then
(a) if ρt , 0, ab , j = ρt ;
(b) if ρt = 0, ab , j can take any value in {0} ∪ {δt + 1, . . . ,b}.
The purpose of subcases (b) is to maintain the convenient property
that every Ak describes a labeled canonical walk, which would not
be the case if we just set a2ℓ , j = 0 or ab , j = 0, since values greater
than δt would not correspond to a walk. We call the above Ak a
semi-concise descriptor of η.
A second modification we make is based on the observation that,
in the logn rows of Ak used in the above scheme, most entries are
very unlikely to be actually used. So, for each i = 2ℓ , we specify
a threshold index ki ⩽ k , such that the first ki entries in each
row Ak [i, ·] suffice w.h.p. to describe all labeled canonical walks of
length k . Let Bk be a subset of Ak defined as follows. Let
ki = b · k/i,
and recall that b is a constant power of 2. The set Bk consists then
of all Ak = [ai , j ] ∈ Ak for which
ai , j ∈ {0, . . . , i}, if i ∈ {2ℓ : logb ⩽ ℓ ⩽ logn}, and j ⩽ ki ;
ai , j = 0, otherwise.
A concise descriptor of a labeled canonical walk η of length k is any
semi-concise descriptor Ak of η that belongs to set Bk .
Next we establish the following upper bound on the number of
all possible concise descriptors of length k .
Lemma 7. |Bk | ⩽ (4b)2k .
Proof. From the definition of Bk , we have
|Bk | ⩽
∏
logb⩽ℓ⩽logn
(2ℓ + 1)bk/2ℓ
=
∏
logb⩽ℓ⩽logn
2ℓbk/2ℓ ·
∏
logb⩽ℓ⩽logn
(1 + 2−ℓ)bk/2ℓ
⩽
∏
ℓ⩾1 2ℓbk/2
ℓ∏
ℓ⩽logb−1 2ℓbk/2
ℓ
·
∏
ℓ⩾logb
ebk/4ℓ
=
22bk
2(2(b−logb−1)k
· e(4/3)k/b
⩽ 22(logb+2)k ,
where in the second-last line we used
∑
ℓ⩾1 ℓ/2ℓ = 2,
∑
ℓ⩽y ℓ/2ℓ =
2−y (2y+1 − y − 2), and ∑ℓ⩾0 1/4ℓ = 4/3; and in the last line we
used that e(4/3) < 4. □
For any realization of visit-exchange, eachAk ∈ Bk is a concise
descriptor of some labeled canonical walk of length k . However
it is not always the case that a labeled canonical walk of length
k has a concise descriptor. The next lemma shows that w.h.p. all
labeled canonical walks of length k have concise descriptors for an
appropriate choice of constant parameter b. Note that the lemma
assumes the t-visit-exchange process.
Lemma 8. If b ⩾ max{2αe2, 64} then, with probability at least
1 − 2−bk/4 logn, all labeled canonical walks of length k in a random
realization of t-visit-exchange have concise descriptors.
4.6 Proof of Lemma 8
First, we bound the number of steps t in which more than i agents
are encountered in a canonical walk of length k .
Lemma 9. Fix anyAk ∈ Ak , and letη = (θ0,д1, θ1,д2, . . . ,дk , θk )
be the labeled canonical walk in t-visit-exchange that has non-
concise (or semi-concise) descriptorAk . For any i ⩾ e2α and β ⩾ e2α ,
P [|{t ∈ {1, . . . ,k} : δt > i}| ⩾ βk/i] ⩽ 2−βk .
Proof. Recall that δt = |Zθt−1 (t − 1)| is the number of agents
that visit vertex θt−1 in round t − 1, and thus also the number of
agents that depart from θt−1 in round t . We argue that for any t ⩾ 1,
conditioned on δ1, . . . , δt , variable δt+1 is stochastically dominated
by the binomial variable Bin(αd − 1, 1/d) + 1: From (2), applied for
vertex θt and round t − 1, we get∑
v ∈Γ(θt )
|Zv (t − 1)| ⩽ α · d,
thus, there are at most αd agents in the neighborhood of θt at the
beginning of round t . If дt = ⊥ (thus θt = θt−1), then each one of
those at most αd agents will visit θt in round t independently with
probability 1/d . If дt , ⊥ (thus θt , θt−1 and дt ∈ Zθt−1 (t − 1) ∩
Zθt (t)), then each of the at most αd agents will visit θt in round t
independently with probability 1/d , except for agent дt who visits
θt with probability 1. In both cases, the number δt+1 of agents that
visit θt is dominated by Bin(αd − 1, 1/d) + 1. It follows that, for
t > 1 and i ⩾ 1,
P [δt > i | δ1, . . . , δt−1] ⩽ P [Bin(αd − 1, 1/d) > i − 1]
⩽ P [Bin(αd, 1/d) ⩾ i]
⩽
(
αd
i
)
· 1
di
⩽
(
eαd
i
)i
· 1
di
=
(eα
i
)i
.
For the case of t = 1, since |A| ⩽ αn/(2e) < αn by (1), we similarly
have
P [δ1 ⩾ i] ⩽ P [Bin(αn, 1/n) ⩾ i] ⩽
(eα
i
)i
.
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Let pi =
( eα
i
)i
. It follows from the above that, for any ℓ ⩾ 1,
P [|{t ∈ {1, . . . ,k} : δt > i}| ⩾ ℓ] ⩽ P [Bin(k,pi ) ⩾ ℓ]
⩽
(
k
ℓ
)
· pℓi ⩽
(
ekpi
ℓ
)ℓ
. (5)
For ℓ ⩾ βk/i and i ⩾ e2α ,(
ekpi
ℓ
)ℓ
⩽
(
ek(eα/i)i
βk/i
)ℓ
, by pi =
(eα
i
)i
and ℓ ⩾ βk/i
=
(
e2α
β
·
(eα
i
)i−1)ℓ
⩽
(eα
i
)(i−1)ℓ
, by β ⩾ e2α
⩽
(eα
i
)(1−1/i)βk
, by ℓ ⩾ βk/i
⩽
(
1
e
)(1−1/e2)βk
, by i ⩾ e2α ⩾ e2
⩽ 2−βk .
Substituting that to (5) completes the proof of Lemma 9. □
We proceed now to the proof of the main lemma. For any Ak ∈
Ak , and for η = (θ0,д1, θ1,д2, . . . , θk ) the labeled canonical walk
with semi-concise descriptor Ak , let EAk denote the event:
|{t ∈ {1, . . . ,k} : 2ℓ−1 < δt ⩽ 2ℓ}| ⩽ k2ℓ , ∀ ℓ ∈ {logb+1, . . . , logn}.
Applying Lemma 9, for i = 2ℓ−1, β = b/2, and each ℓ ∈ {logb +
1, . . . , logn}, and then using a union bound, we obtain
P
[EAk ] ⩾ 1 − 2−bk/2 logn.
By Lemma 7 and another union bound,
P

⋂
Ak ∈Bk
EAk
 ⩾ 1 − |Bk | · 2−bk/2 logn
⩾ 1 − (4b)2k · 2−bk/2 logn
⩾ 1 − 2−bk/4 logn, (6)
where the last inequality holds when b ⩾ 64. Next we show that
event
⋂
Ak ∈Bk EAk implies that every labeled canonical walk η has
a concise descriptorAk ∈ Bk . From this and (6), the lemma follows.
Fix a realization of t-visit-exchange conditioned on the event⋂
Ak ∈Bk EAk . Suppose, for contradiction, that there is some la-
beled canonical walk η′ = (θ ′0,д′1, θ ′1, . . . ,д′k , θk ) that does not have
a concise descriptor. Let η = (θ0,д1, θ1, . . . ,дk , θk ) be a labeled
canonical walk that does have a concise descriptor Ak ∈ Bk , and
shares amaximal common prefix with η′. Consider the first element
where η′ and η are different. We argue that this element is not a
vertex: Suppose, for contradiction, that (θ ′0, . . . ,д′i ) = (θ0, . . . ,дi )
and θ ′i , θi , for some 0 ⩽ i ⩽ k . Then i , 0, as θ ′0 = s = θ0.
Moreover, if i > 0, then by definition, (θ ′0, . . . ,д′i ) = (θ0, . . . ,дi )
implies θ ′i = θi , contradicting our assumption. Thus, the first el-
ement where η′ and η are different must be an agent. Suppose
(θ ′0,д′1, . . . , θ ′i−1) = (θ0,д1, . . . , θi−1) and д′i , дi , for some 1 ⩽ i ⩽
k . Then, by the maximal prefix assumption, the labeled canonical
walk (θ0, . . . , θi−1,д′i , θ ′i ,⊥, θ ′i ,⊥, . . . ,⊥, θ ′i ), which stays at vertex
θ ′i in rounds i + 1 up to k , has no concise descriptor. This can only
be true if |{t ∈ {1, . . . , i − 1} : 2ℓ−1 < δt ⩽ 2ℓ}| > k2ℓ , for some
ℓ ∈ {logb+1, . . . , logn}. But this contradicts event EAk . Therefore,
there exists no labeled canonical walk η′ of length k such that η′
has no concise descriptor.
4.7 Bound on Congestion
The next lemma gives un upper bound on the congestion of a single
canonical walk of length k .
Lemma 10. Fix any Ak ∈ Bk , and let η be the labeled canonical
walk in t-visit-exchange that has concise descriptor Ak . Then for
any β ⩾ 2eα + 1, P [Q(η) ⩽ βk] ⩾ 1 − 2−(β−1)k .
Proof. Let η = (θ0,д1, θ1, . . . ,дk , θk ). ThenQ(η) =
∑
1⩽t⩽k δt ,
where δt = |Zθt−1 (t − 1)|. From the same reasoning as in the proof
of Lemma 9, we have that Q(η) is stochastically dominated by k +∑
1⩽t⩽k Bt , where B1, . . . ,Bk are mutually independent binomial
random variables, such that B1 ∼ Bin(αn, 1/n) and, for t > 1,
Bt ∼ Bin(αd, 1/d). Then E [Q(η) − k ] ⩽ ∑1⩽t⩽k E [Bt ] = kα,
and
P [Q(η) ⩾ βk] = P [Q(η) − k ⩾ (β − 1)k] ⩽ 2−(β−1)k ,
where the last inequality follows from a standard Chernoff bound,
using that (β − 1)k ⩾ 2e · E [Q(η) − k ]. □
4.8 Putting the Pieces Together (Proof of
Theorem 2)
We consider first the case where k is at most logarithmic. It is
not hard to show that Tvisitx = Ω(logn) w.h.p., by arguing that
some vertices are not visited by any agent (informed or not) during
the first logarithmic number of rounds (see the full version of the
paper). Thus, there is some constant ϵ > 0 such that if k ⩽ ϵ logn,
P [Tvisitx ⩽ k] ⩽ n−λ . From this, the theorem’s statement follows
for k ⩽ ϵ logn. In the rest of the proof, we assume k ⩾ ϵ logn.
We have Tpush = maxu ∈V τu , and from Lemma 5,
Tpush ⩽ max
u ∈V Cu (tu ).
Since for any fixed realization of visit-exchange and any u ∈ V ,
Cu (t) is a non-decreasing function of t , and since tu ⩽ Tvisitx, it
follows
Tpush ⩽ max
u ∈V Cu (Tvisitx).
By Lemma 6, for any u ∈ V , there is a canonical walk θ of length
t = Tvisitx with congestion Q(θ ) = Cu (Tvisitx). Thus, there is also
a labeled canonical walk η of length Tvisitx with Q(η) = Q(θ ) =
Cu (Tvisitx). It follows
Tpush ⩽ max
η∈H(Tvisitx)
Q(η), (7)
whereH(t) denotes the set of all labeled canonical walks of length
t in visit-exchange.
Next we bound maxη∈H(k )Q(η). Consider t-visit-exchange,
and for any Ak ∈ Bk , let ηAk be the labeled canonical walk in
t-visit-exchange with concise descriptor Ak . From Lemma 10, for
any Ak ∈ Bk and β ⩾ 2eα + 1, P
[
Q(ηAk ) ⩽ βk
]
⩾ 1 − 2−(β−1)k .
Then
P
[
max
Ak ∈Bk
Q(ηAk ) ⩽ βk
]
⩾ 1 − 2−(β−1)k · |Bk |
⩾ 1 − 2−(β−1)k · (4b)2k ,
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by Lemma 7. Choosing constant β large enough so that (β − 1)/2 ⩾
2 log(4b), yields
P
[
max
Ak ∈Bk
Q(ηAk ) ⩽ βk
]
⩾ 1 − 2−(β−1)k/2.
From Lemma 8, the probability that all labeled canonical walks
of length k have concise descriptors is at least 1 − 2−bk/4 logn, if
b ⩾ max{2αe2, 64}. It follows
P
[
max
Ak ∈Bk
Q(ηAk ) = maxη∈H∗(k )Q(η)
]
⩾ 1 − 2−bk/4 logn,
whereH∗(t) is the set of all labeled canonical walks of length t in
t-visit-exchange. By Lemma 4, however, visit-exchange and the
coupled t-visit-exchange, which use the same random walks, are
identical until round k , with probability at least 1 − kn · 2−ad , thus
P
[H(k) = H∗(k)] ⩾ 1 − kn · 2−αd .
Combining the last three inequalities above, we obtain
P
[
max
η∈H(k )
Q(η) ⩽ βk
]
⩾ 1− 2−(β−1)k/2 − 2−bk/4 logn −kn · e−αd .
Since k ⩾ ϵ logn and d ⩾ ε logn, for any given constant λ > 0 we
can choose constants β,b,α large enough such that
P
[
max
η∈H(k )
Q(η) ⩽ βk
]
⩾ 1 − n−λ . (8)
From (7) and (8), we obtain
P
[
Tpush ⩽ βk
]
⩾ P
[
max
η∈H(Tvisitx)
Q(η) ⩽ βk
]
, by (7)
⩾ P
[
Tvisitx ⩽ k ∩ max
η∈H(k )
Q(η) ⩽ βk
]
⩾ P [Tvisitx ⩽ k] − P
[
max
η∈H(k)
Q(η) > βk
]
⩾ P [Tvisitx ⩽ k] − n−λ, by (8).
This completes the proof of Theorem 2.
5 BOUNDING Tvisitx BY Tpush ON REGULAR
GRAPHS
The following theorem upper bounds the broadcast time of visit-
exchange in a regular graph by the broadcast time of push.
Theorem 11. For any constants α, β, λ > 0 with α · β sufficiently
large, there is a constant c > 0, such that for any d-regular graph
G = (V , E) with |V | = n and d ⩾ β logn, and for any source s ∈ V ,
the broadcast times of push and visit-exchange, with |A| ⩾ αn
agents, satisfy
P [Tvisitx ⩽ ck] ⩾ P
[
Tpush ⩽ k
] − n−λ,
for any k ⩾ 0.
From Theorem 11, it is immediate that if Tpush ⩽ T w.h.p., then
Tvisitx = O(T ) w.h.p., as well. Moreover, using Theorem 11 and the
well-known O(n2 logn) upper bound w.h.p. on the cover time for a
single random walk on a regular graph, which also applies toTvisitx,
it is easy to show that E [Tvisitx ] = O(E
[
Tpush
]).
Proof OverviewOf Theorem 11. Weuse a couplingwhich is similar
to that in the proof of the converse result, stated in Theorem 2, but
with a twist (which we describe momentarily). Unlike in the proof of
Theorem 2, were we essentially consider all possible paths through
which information travels, here we focus on the first path by which
information reaches each vertex. Let P = (u0 = s,u1, . . . ,uk = u)
be such a path for vertex u in push, where each vertex ui in the
path learns the information from ui−1. Let δi be the number of
rounds it takes for ui−1 to sample (and inform) ui in push. We
consider the same path in visit-exchange, and compare δi with
the number Di of rounds until some informed agent moves from
ui−1 to ui , counting from the round when ui−1 becomes informed.
Note that
∑
i δi is precisely the round when u is informed in push,
while
∑
i Di is an upper bound on the round when u is informed in
visit-exchange.
The coupling we used in Sect. 4 seems suitable for this setup.
Recall, in that coupling we let the list of neighbors that a vertex u
samples in push, be identical to the list of neighbors that informed
agents visit in their next step after visiting u, in visit-exchange.
The same intuition applies, namely, that on average each vertex is
visited by |A|/n = Ω(1) agents per round, which suggests that Di
should be close to δi . We can even apply a similar trick as in Sect. 4
to avoid some dependencies: In each round, the number of agents in
the neighborhood of a vertex is bounded below by d · |A|/n = Ω(d),
w.h.p. This should imply that the number of agents that visit a
vertex in a round is bounded below by a geometric distribution
with constant expectation. Let E denote the event that the above
Ω(d) bound holds for all u, for polynomially many rounds.
There is, however, a problem with this proof plan. By fixing path
P in advance, to be the first path to inform u in push, we introduce
dependencies from the future. So, when we analyse Di and δi , we
must condition on the event that the i-prefix of the path we have
considered so far will indeed be a prefix of the first path to reach u.
These kind of dependencies seem hard to deal with.
We use the following neat idea to overcome this problem. We
only consider the odd rounds of visit-exchange in the coupling, i.e.,
we match the list of neighbors that a vertexv samples in push (in all
rounds), to the list of neighbors that informed agents visit in round
2k + 1 after visiting u in round 2k , for all k ⩾ 0. In even rounds,
agents take steps independently of the coupled push process.
Under this coupling, we proceed as follows. We condition on
the high probability event E defined earlier (formally, we modify
visit-exchange to ensure E holds). We then fix all random choices
in push, and thus the information path P to u. For each even round
of visit-exchange, we have that vertex ui in P is visited by at least
one agent with constant probability, independently of the past and
of the fixed choices in future odd rounds. If indeed some vertex
visits ui in an even round, then in the next round it will visit a
vertex dictated by the coupling. This allows us to show that under
this coupling,
∑
i Di ⩽ c(
∑
i δi + logn), w.h.p. We get rid of the
logn term in the final bound, by using that Tpush = Ω(logn) w.h.p.
The detailed proof can be found in the full version of the paper.
6 BOUNDINGTvisitx BYTmeetx ON REG. GRAPHS
The next theorem bounds the broadcast time of visit-exchange in
a regular graph by the broadcast time of meet-exchange.
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Theorem 12. For any constants α, β, λ > 0 with α · β sufficiently
large, there is a constant c > 0, such that for any d-regular graph
G = (V , E) with |V | = n and d ⩾ β lnn, and for any source s ∈ V ,
the broadcast times of visit-exchange and meet-exchange, both
with |A| ⩾ αn agents, satisfy
P [Tvisitx ⩽ k + c lnn] ⩾ P [Tmeetx ⩽ k] − n−λ,
for any k ⩾ 0.
The proof of the theorem shows that once all agents are informed,
it takes an additional O(logn) rounds w.h.p. before each vertex is
visited at least once by some agent.
7 OPEN PROBLEMS
This work is the first systematic and thorough comparison of the
running times of the standard push and push-pull rumor spreading
protocols with some very natural agent-based alternatives. Several
open problems remain. The most obvious question to ask is whether
our results for regular graphs hold also when the graph degree is
sub-logarithmic. Another question is whether there are graphs
where meet-exchange is slower than visit-exchange by more
than logarithmic factors. In this paper we assumed a linear number
of agents. It would be interesting to study the performance of the
protocols when a sub-linear number of agents is available.
The main attractive properties of standard rumor spreading pro-
tocols are simplicity, scalability, and robustness to failures [21].
Arguably, visit-exchange and meet-exchange share the first two
properties, but probably not the robustness property. In particular,
it seems that faulty nodes or links can result in agents getting lost.
It would be interesting to explore fault tolerant variants of these
protocols. For example, it seems likely that the protocols could
tolerate some number of lost agents, if a dynamic set of agents were
used, where agents age with time and die, while new agents are
born at a proportional rate.
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