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Abstract
This work shows how exponential concentration inequalities for time averages of
stochastic processes over a finite time interval can be obtained from a martingale
representation formula. The approach relies on mixing properties of the underlying
process, applies to a wide range of initial conditions and makes no assumptions on
stationarity or time-homogeneity. A direct method is presented for diffusion pro-
cesses and discrete-time Markov processes. For general square-integrable processes
the constants in the concentration inequalities can be expressed in terms of the
quadratic variation of a family of auxiliary martingale. For continuous-time Markov
processes they admit a natural expression in terms of the squared field operator
applied to the semigroup. The paper concludes with two examples: the squared
Ornstein-Uhlenbeck process and the M/M/∞ queue.
1 Introduction
1.1 Problem and Setting
Let (Xt)t≥0 be a real-valued stochastic process and St be an additive functional defined
by
St =
∫ t
0
Xu du.
A typical example is Xu = f(u, Yu) for some Markov process Y and f in an appropriate
class of functions. The main goal of the present work is to obtain for any T > 0
fixed exponential concentration inequalities for ST − EST with explicit constants. Our
approach is entirely probabilistic, makes no assumptions about stationary measures and
naturally deals with cases such as time-inhomogeneous Markov processes and periodic
Markov chains.
∗bobpepin@gmail.com. The present work was partially supported by the National Research Fund,
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The essential ingredient is a martingale representation of ST − EST for fixed T . By
controlling the predictable quadratic variation and jumps of the martingale in this repre-
sentation using a mixing condition on X, we can then deduce concentration inequalities
for ST from standard concentration inequalities for martingales, yielding for example
Hoeffding, Bennett and Bernstein-type inequalities. The martingale representation also
opens the door to the use of inequalities on self-normalized martingales to show results
of the form
P

 |ST − EST |√
2
3(V
2
T + EV
2
T )
≥ R

 ≤ min{21/3, (2/3)2/3R−2/3} exp(−R2
2
)
for an appropriate normalizing process VT . The prefactor R
−2/3 improves upon known
results for additive functionals. We will also see how the self-normalized form leads to a
new probabilistic approach to obtaining Bernstein-type concentration inequalities for the
classical examples of the squared Ornstein-Uhlenbeck process and the M/M/∞ queue.
Moreover, for a continuous Markov process Y with semigroup Pt,u and squared field
operator Γ, we also obtain the equality, for ST f =
∫ T
0 f(u, Yu)du,
E exp
[
λ (ST f − ESTf)− λ2
∫ T
0
∫ T
t
∫ T
t
Γ(Pt,uf, Pt,vf)(t, Yt) du dv dt
]
= 1, λ ∈ R
which seems to be new.
Organization of the paper. The paper is structured as follows. In Section 2 we will
treat the examples of an elliptic SDE and a discrete-time Markov process using a direct
approach. Besides providing concise proofs for those particular cases, it also serves to
highlight the main steps of our method and to motivate the objects introduced in the
next section. Section 3 first introduces the general continuous-time setting, recalls some
martingale inequalities and presents concentration inequalities for ST − EST involving
the quadratic variations and jumps of an auxiliary martingale. We then proceed to show
how to estimate these quantities in a number of concrete cases such as martingales and
Markov processes. The Markov case involves in particular the squared field operator Γ.
Section 4 provides some concrete examples by applying the results from Section 3 to the
squared Ornstein-Uhlenbeck process and the M/M/∞ queue.
About the literature. In the Markovian setting, our approach is closely related to the
work of Joulin [Jou09], and we recover and extend the results from that work. The
main innovation compared to that work is that we replace their tensorization argument
by a martingale representation. In the discrete-time setting, the technique used to
obtain the martingale representation using a so-called Doob martingale is well-known
and commonly used to prove concentration inequalities.
Most previous results on concentration inequalities for functionals of the form St have
been obtained for time-homogeneous Markov processes using functional inequalities, see
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for example [WGD04; CG08; Gui+09; GGW14]. The results require the existence of a
stationary measure and an initial distribution that has an integrable density with respect
to the stationary measure.The same holds true for the combinatorial and perturbation
arguments in the classic paper [Lez01]. Some concentration inequalities for inhomo-
geneous functionals have previously been established in [Gui01]. A different approach
using renewal processes has been used in the work [LL12] to establish concentration
inequalities for functionals with bounded integrands.
For Markov processes, the mixing conditions in this work are most naturally formu-
lated in terms of bounds on either the Lipschitz seminorm, gradient or squared field
(carre´ du champs) operator of the semigroup. Bounds on the Lipschitz seminorm are
closely related to contractivity in the L1 transportation distance and can for instance
be found in [Ebe15; Ass+17] for elliptic diffusions, in [Wu09] for the Riemannian case,
in [EGZ17] for Langevin dynamics or in [HMS11] for stochastic delay equations. See
also [Oll09; JO10] for the discrete-time case and a large number of examples in both
discrete and continous time. Gradient estimates for semigroups can be obtained using
Bismut-type formulas, see for example [EL94; Tha97; CO16], the work [CT18] for the
non-autonomous case as well as the textbook [Wan14]. Finally, in terms of the squared
field operator, our mixing conditions are a relaxation of the Bakry-Emery curvature-
dimension condition [BGL14] since we allow for a prefactor strictly greater than 1.
Notation. For a right-continuous process (Xt)t≥0 with left limits we write Xt− =
limε→0+ Xt−ε and ∆Xt = Xt − Xt−. For a σ-field F and a random variable X, we
denote EFX the conditional expectation of X with respect to F .
2 Direct Approach
2.1 Diffusion Processes on Rn
First, we consider the case of an elliptic SDE on Rn. Here, the martingale representation
follows directly from the Itoˆ formula and the mixing condition is naturally expressed as an
assumption on the exponential decay of the gradient of the associated Markov semigroup.
We will also see that the martingale representation naturally leads to the appearance of
a function that solves a parabolic analogue of the Poisson equation, thereby establishing
a link to spectral methods.
Consider a solution X to the following elliptic SDE on Rn:
dXt = b(t,Xt)dt+ σ(t,Xt)dBt, X0 = x0
for x0 ∈ Rn, b : [0,∞)×Rn → Rn locally bounded, once differentiable in its first argument
and twice differentiable in the second with bounded first derivative, σ : [0,∞) × Rn →
R
n×n taking values in the real n×n matrices such that σ(t, x)σ⊤(t, x) is positive definite
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for every (t, x) and a standard n-dimensional Brownian motion B. Fix a bounded
function f on Rn, twice continuously differentiable. For t > 0 let
St =
∫ t
0
f(u,Xu)du.
Denote Pt,uf the two-parameter semigroup
Pt,uf(x) = E[f(u,Xu)|Xt = x].
Proposition 2.1. If there exist constants σ¯, κ > 0 such that
|σ⊤(t, x)∇Pt,uf(x)| ≤ σ¯e−κ(u−t) x ∈ Rn, 0 ≤ t ≤ u
then we have the following Gaussian concentration inequality:
Px0
(
1
T (ST − Ex0ST ) ≥ R
)
≤ exp
(
−κ
2R2T
2σ¯2
)
for all R > 0, T > 0.
Proof. Fix T > 0 and define a martingale MT by
MTt = E
FtST
where Ft = σ({Xs}s≤t) is the natural filtration of X. Using the fact that f(u,Xu) is
Ft-measurable for all u ≤ t and the Markov property we get
MTt = E
FtST =
∫ t
0
f(u,Xu)du+
∫ T
t
E
Ftf(u,Xu)du =
∫ t
0
f(u,Xu)du+R
T
t (Xt) (2.1)
with
RTt (x) =
∫ T
t
Pt,uf(x)du.
Denoting Lt the infinitesimal generator of X, we have by the Kolmogorov backward
equation (∂t + Lt)Pt,uf = 0 that
(∂t+Lt)R
T
t (x) = −Pt,tf(x)+
∫ T
t
(∂t+Lt)Pt,uf(x)du = −f(t, x), t > 0, x ∈ Rn. (2.2)
Using the Itoˆ formula we can now identify MT from (2.1) and (2.2):
dMTt = d
(∫ t
0
f(u,Xu)du
)
+ dRTt (Xt)
= f(t,Xt) dt+ (∂t + Lt)R
T
t f(Xt) dt+∇RTt f(Xt) · σ(t,Xt) dBt
= ∇RTt f(Xt) · σ(t,Xt) dBt. (2.3)
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From our assumption on Pt,uf we can estimate for all x ∈ Rn
|σ(t, x)⊤∇RTt f(x)| ≤
∫ T
t
|σ(t, x)⊤∇Pt,uf(x)|du ≤ σ¯
∫ T
t
e−κ(t−u)du ≤ σ¯
κ
so that by (2.3)
d〈MT 〉t = |σ(t, x)⊤∇RTt f(x)|2 dt ≤
σ¯2
κ2
dt.
It is well known that for any continuous square-integrable martingale M with M0 = 0
and constants x, y the following inequality holds:
P(Mt ≥ x, 〈M〉t ≤ y) ≤ exp
(
−x
2
2y
)
.
Since by the definition of MT , ST − Ex0ST =MTT −MT0 and by our previous result
〈MT 〉T ≤ σ¯
2
κ2
T
we conclude that
Px0
(
1
T (ST − Ex0ST ) ≥ R
)
= P
(
MTT −MT0 ≥ RT, 〈MT 〉T ≤
σ¯2
κ2
T
)
≤ exp
(
−κ
2R2T
2σ¯2
)
.
2.2 Discrete Time Markov Process
For the second example, we consider the case of a discrete-time Markov chain in order
to build some probabilistic intuition for our assumptions and to highlight the issues that
appear in the presence of jumps.
Consider a discrete-time Markov Process (Xt)t∈N taking values in R with X0 = x0 ∈ R.
Fix a measurable function f : N × R → R and define the associated two-parameter
semigroup Pt,uf by
Pt,uf(x) = E[f(u,Xu)|Xt = x].
Let
St =
t∑
u=1
f(u,Xu), t ≥ 1.
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Proposition 2.2. Assume that the jumps of X are bounded by a constant a,
|Xt −Xt−1| ≤ a, t ≥ 1,
and that there exist positive constants σ and κ such that
Pt,uf(x)− Pt,uf(y) ≤ σ(1− κ)u−t|x− y|, 0 ≤ t ≤ u, x ∈ R, y ∈ R.
Then for all T > 0 we have the following Gaussian concentration inequality:
Px0
(
1
T (ST − Ex0ST ) > R
)
≤ exp
(
−κ
2R2T
8a2σ2
)
.
Proof. Fix T > 0 and define a martingale MT by
MTt = E
FtST =
t∑
u=1
f(u,Xu) +
T∑
u=t+1
E
Ftf(u,Xu).
By a direct calculation and the Markov property
MTt −MTt−1 =
T∑
u=t
E
Ftf(u,Xu)− EFt−1f(u,Xu) =
T∑
u=t
Pt,uf(Xt)− Pt−1,uf(Xt−1).
We now use our assumptions on Pt,uf and the jumps of Xt to show that the terms in
the sum on the right-hand side decay exponentially fast:
Pt,uf(Xt)− Pt−1,uf(Xt−1) =
∫
Pt,uf(Xt)− Pt,uf(y)Pt−1,t(Xt−1, dy)
≤ σ(1− κ)u−t
∫
|Xt − y|Pt−1,t(Xt−1, dy)
= σ(1− κ)u−t(EFt−1 |Xt−1 + δ − (Xt−1 +∆Xt)|)|δ=∆Xt
≤ 2 a σ (1− κ)u−t.
This shows that the increments of the martingale MTt are uniformly bounded by a
constant independent of t and T :
MTt −MTt−1 ≤ 2 a σ
T∑
u=t
(1− κ)u−t ≤ 2 a σ
κ
.
Since MTT −MT0 = ST − EF0ST we get directly from the Azuma-Hoeffding inequality
that
Px0
(
1
T (ST − Ex0ST ) > R
)
= Px0(M
T
T −MT0 > RT ) ≤ exp
(
−κ
2R2T
8a2σ2
)
.
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3 Martingale and concentration inequalities
Consider a filtered probability space (Ω,F ,P, (Ft)t≥0) satisfying the usual conditions
from the general theory of semimartingales, meaning that F is P-complete, F0 contains
all P-null sets in F and Ft is right-continuous. In this section (Xt)t≥0 will denote
a real-valued stochastic process adapted to Ft, bounded in L2(Ω) in the sense that
supt≥0 E|Xt|2 <∞ and such that X0 is Lebesgue-measurable.
Define an adapted continuous finite-variation process (St)t≥0 by
St =
∫ t
0
Xudu.
Fix T > 0 and define a martingale (MTt )t≥0 by
MTt = E
FtST .
By the boundedness and adaptedness assumptions on X, MT is a square integrable
martingale (by Doob’s maximal inequality) which we can and will choose to be right-
continuous with left limits so that the predictable quadratic variation 〈MT 〉 and the
jumps (∆MTt )t≥0 are well-defined.
3.1 Martingale inequalities
Our key observation is that ST −EF0ST =MTT −MT0 . Concentration inequalities for ST
then follow from concentration inequalities for martingales. The goal of this section is
to recall some well-known martingale inequalities together with conditions allowing us
to pass from EF0ST to E[ST ].
For a real-valued random variable Y , denote ΨY (λ) the logarithm of the moment-
generating function of Y and Ψ∗Y (x) its associated Crame´r transform:
ΨY (λ) = logEe
λY , Ψ∗Y (x) = sup
λ≥0
(λx−ΨY (λ)).
Denote Λ(λ) the logarithm of the moment-generating function of the centered random
variable EF0ST − EST and I its domain:
Λ(λ) = Ψ
EF0ST−EST
= logE [expλ (E[ST |X0]− E[ST ])] ,
I = {λ : Λ(λ) <∞}.
In particular if X0 = x ∈ R is a deterministic constant then EF0ST = EST and Λ(λ) = 0.
Define
ϕ(x) = ex − 1− x, ϕa(x) = ϕ(ax)/a2, a ≥ 0
7
and note that we have ϕ0(x) = x
2/2.
Let
Hat =
∑
s≤t
(∆MTs )
2
1{|∆MTs |>a}
+ 〈MT 〉t.
After recalling some martingale inequalities involving Ha, the rest of the paper will be
dedicated to estimating the terms ∆MT and 〈MT 〉 in the expression of Ha.
Lemma 3.1. For a ≥ 0, λ ∈ I
E exp
(
λ(ST − EST )− ϕa(|λ|)HaT − Λ(λ))
)
≤ 1.
Proof. In [DZ01] Corollary 3.1 it is shown that for any square integrable martingale M
and for all a ≥ 0, λ ≥ 0 the process
exp (λMt − ϕa(|λ|)Hat )
is a supermartingale. Applying this toMT and −MT together with the supermartingale
property yields that for a ≥ 0, λ ∈ R
E
F0 exp
(
λ(MTt −MT0 )− ϕa(|λ|)Hat
)
≤ 1.
By definition we have furthermore that for λ ∈ I
E exp(λ(MT0 − EMT0 )) = expΛ(λ).
Therefore for λ ∈ I and all t ∈ [0, T ]
E exp
(
λ(MTt − EMTt )− ϕa(|λ|)Hat − Λ(λ)
)
= E
{
E
F0
[
exp
(
λ(MTt −MT0 )− ϕa(|λ|)Hat
)]
exp
(
λ(MT0 − EMT0 )− Λ(λ)
)}
≤ E exp (λ(MT0 − EMT0 )− Λ(λ)) = 1.
We conclude by taking the inequality at t = T and noting that MTT = ST ,EM
T
T =
EST .
From Markov’s inequality applied to eλY we immediately get Chernoff’s inequality
P{Y ≥ x} ≤ exp(−Ψ∗Y (x)).
By combining this with Lemma 3.1 and bounds on Λ we can immediately deduce the
following Hoeffding, Bennett and Bernstein-type inequalities. The approach is classical
and we follow [BLM13].
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Corollary 3.2. If Λ(λ) ≤ λ22 ρ2 for some ρ ≥ 0 then
P
(
ST − EST > R,H0T ≤ σ2
) ≤ exp(− R2
2(ρ2 + σ2)
)
.
Proof. On the set {H0T ≤ σ2}, using ϕ0(λ) = λ
2
2 , ΨST−EST is upper bounded by
the logarithmic MGF of a centered Gaussian random variable with variance ρ2 + σ2:
ΨST−EST (λ) ≤ (ρ
2+σ2)λ2
2 . This implies that Ψ
∗
ST−EST
is lower bounded by the corre-
sponding Crame´r transform, Ψ∗ST−EST (x) ≥ x
2
2(ρ2+σ2)
, and the result follows immediately
from Chernoff’s inequality.
Corollary 3.3. If Λ(λ) ≤ νϕa(λ) for some a, ν ≥ 0 then
P (ST − EST > R,HaT ≤ µ) ≤ exp
(
−µ+ ν
a2
h
(
aR
µ+ ν
))
with
h(x) = (1 + x) log(1 + x)− x, x ≥ −1.
Proof. On the set {HaT ≤ µ}, ΨST−EST (·/a) is upper bounded by the logarithmic
MGF of a centered Poisson random variable with parameter µ+νa2 : ΨST−EST (λ/a) ≤
(µ+ν)ϕ(λ)
a2
. This implies that Ψ∗ST−EST (ax) = supλ≥0(λax−ΨST−EST (λ)) = supλ≥0(λx−
ΨST−EST (λ/a)) is lower bounded by the corresponding Crame´r transform, Ψ
∗
ST−EST
(ax) ≥
µ+ν
a2
h
(
a2x
µ+ν
)
, and the result follows from Chernoff’s inequality after rescaling by a.
Corollary 3.4. If Λ(λ) ≤ λ2ν2(1−bλ) for some b, ν ≥ 0 and all λ < 1/b then
P
(
ST − EST > R,H0T ≤ µ
) ≤ exp(−µ+ ν
b2
h1
(
bR
µ+ ν
))
with
h1(x) = 1 + x−
√
1 + 2x.
Proof. On the set {H0T ≤ µ} using ϕ0(λ) = λ
2
2 ≤ λ
2
2(1−λb) , ΨST−EST is upper bounded
by the (rescaled) logarithmic MGF of a sub-Gamma random variable (using the ter-
minology of [BLM13]) with parameter (µ + ν, b): ΨST−EST (λ) ≤ (µ+ν)λ
2
2(1−bλ) . This implies
that Ψ∗ST−EST is lower bounded by the corresponding Crame´r transform, Ψ
∗
ST−EST
(x) ≥
µ+ν
b2
h1
(
bx
µ+ν
)
, and the result follows as before from Chernoff’s inequality.
Going beyond the Chernoff inequality, we have for example the following result which
follows directly from Lemma 3.1 and an inequality on self-normalized processes in [PP09]
Theorem 2.1.
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Corollary 3.5. If Λ(λ) ≤ λ22 ρ2 for some ρ ≥ 0 and all λ ∈ R then
P

 |ST − EST |√
3
2(H
0
T + EH
0
T + 2ρ
2)
≥ R

 ≤ (2/3)2/3R−2/3 exp(−R2
2
)
.
3.2 General processes bounded in L2(Ω)
Recall that X is a right-continuous processes bounded in L2(Ω) adapted to a filtration
(Ft)t≥0. Define a family of auxiliary martingales (Zu)u∈R+ by
Zut = E
FtXu
which will be chosen right-continuous with left limits. Each Zu is square integrable so
that the predictable quadratic covariation 〈Zu, Zv〉 is well-defined.
Formally the next result is just a consequence of the (bi)linearity of the integral and
(predictable) quadratic variation. The proof shows that the formal calculation is justified
under our assumption that (Xt)t≥0 is bounded in L
2(Ω). The main interest of the result
lies in the fact that we can often find explicit expressions for 〈Zu, Zv〉.
Theorem 3.6. For any T > 0 we have
MTt =
∫ T
0
Zut du, (3.1)
∆MTt =
∫ T
0
∆Zut du, (3.2)
[MT ]t =
∫ T
0
∫ T
0
[Zu, Zv]t du dv, (3.3)
〈MT 〉t =
∫ T
0
∫ T
0
〈Zu, Zv〉t du dv. (3.4)
Proof. We start by showing (3.1). For the sequence of stopping times τn = inf{t ≥ 0 :
|Xt| ≥ n} we have ∫ T∧τn
0
E
Ft |Xu|du < nT
so that Fubini’s theorem applies and
MT∧τnt = E
Ft
∫ T∧τn
0
Xudu =
∫ T∧τn
0
E
FtXu =
∫ T∧τn
0
Zut du.
Now we let n→∞ so that τn →∞ by the ca`dla`g property and (3.1) follows by monotone
convergence.
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Next we show (3.2). Let L1 be the space of real-valued Ft-adapted stochastic processes
equipped with the norm ξ 7→ ‖ξ‖1 = E supt≥0|ξt|. For each u ≥ 0 we have by Doob’s
maximal inequality and the observation that Zut = Xu for t ≥ u that
‖Zu‖21 ≤ E sup
t
|Zut |2 ≤ 4 lim
t
E|Zut |2 = 4E|Xu|2 ≤ 4 sup
t
E|Xt|2 <∞.
This shows that the family of martingales {Zu}u≥0 is bounded in L1. For ξ ∈ L1 and
h > 0 define ∆hξ ∈ L1 by
(∆hξ)t = 1{t≥h}(ξt − ξt−h)
and note that ‖∆hξ‖1 ≤ 2‖ξ‖1.
Since MT and Zu have left limits we have ∆hM
T → ∆MT and ∆hZu → ∆Zu a.s. as
h→ 0+.
By dominated convergence
∆hM
T =
∫ T
0
∆hZ
udu→
∫ T
0
∆Zudu in L1
as h → 0+. Since we already saw that the left-hand side converges almost surely to
∆MT this proves (3.2).
Finally we show (3.3) and (3.4). Since the argument is identical in both cases we present
it only for (3.3). We are going to use the characterisation of [MT ] as the unique process
such that (MT )2 is a martingale and ∆[MT ] = (∆MT )2. First, by stopping and Fubini
as above, we see that for 0 ≤ s ≤ t
E
Fs(MTt )
2 =
∫ T
0
∫ T
0
E
Fs(Zut Z
v
t ) du dv.
Since ZuZv − [Zu, Zv] is a martingale
E
Fs
[
(MTt )
2 −
∫ T
0
∫ T
0
[Zu, Zv]t du dv
]
=
∫ T
0
∫ T
0
E
Fs [Zut Z
v
t − [Zu, Zv]t] du dv
= (MTs )
2 −
∫ T
0
∫ T
0
[Zu, Zv]s du dv.
We have shown the martingale part of the characterisation. To show the jump part, we
will proceed to show that [Zu, Zv] is bounded in L1. Since [Zu, Zv]t = [Zu, Zv]t∧u∧v we
have
‖[Zu, Zv]‖1 = E sup
t
[Zu, Zv]t ≤ E[Zu, Zv]u∧v ≤ (EX2u)1/2(EX2v )1/2 ≤ sup
t
E|Xt|2 <∞.
Since [Zu, Zv] has left limits this shows as above that ∆ commutes with all the time
integrals involved and so
∆
∫ T
0
∫ T
0
[Zu, Zv] du dv =
∫ T
0
∫ T
0
∆Zu∆Zv du dv
=
(∫ T
0
∆Zudu
)2
= (∆MT )2.
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This concludes the proof of (3.3).
Proposition 3.7. If there exist real-valued processes σt, Jt and a constant κ ≥ 0 such
that for all 0 ≤ t ≤ u ≤ T
d〈Zu〉t ≤ σ2t e−2κ(u−t)dt,
|∆Zut | ≤ |∆Jt|e−κ(u−t)
then
〈MT 〉t ≤
∫ t
0
σ2s
κ2
(
1− e−κ(T−s)
)2
ds,
|∆MTt | ≤
|∆Jt|
κ
(
1− e−κ(T−t)
)
where the case κ = 0 is to be understood in the sense of the limit as κ→ 0.
Proof. The second inequality is immediate from Lemma 3.6 and the observation that
∆Zut = 0 for t > u. We now proceed to prove the first one. For t ≤ u ∧ v we have
〈Zu〉td〈Zv〉t ≤ e−2κu
∫ t
0
σ2se
2κsds e−2κvσ2t e
2κt =
1
2
d
(∫ t
0
σ2se
−κ(u−s)e−κ(v−s)ds
)2
which is symmetric in u and v. Using Cauchy-Schwarz for the predictable quadratic
variation, the fact that Zut is constant for t ≥ u and integration by parts together with
the previous inequality we get
〈Zu, Zv〉t ≤ (〈Zu〉〈Zv〉)1/2t∧u∧v =
(∫ t∧u∧v
0
〈Zu〉sd〈Zv〉s +
∫ t∧u∧v
0
〈Zv〉sd〈Zu〉s
)1/2
≤
∫ t
0
1{s≤u∧v}σ
2
se
−κ(u−s)e−κ(v−s)ds.
Therefore by Fubini, for any 0 ≤ t ≤ T
〈MT 〉t =
∫ T
0
∫ T
0
〈Zu, Zv〉tdudv
≤
∫ T
0
∫ T
0
∫ t
0
1{s≤u∧v}σ
2
se
−κ(u−s)e−κ(v−s)ds du dv
=
∫ t
0
σ2s
(∫ T
s
e−κ(u−s)du
)2
ds.
which is the result.
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3.3 Martingales
Proposition 3.8. If X is a square integrable real-valued martingale then
〈MT 〉T = 2
∫ T
0
(T − u)〈X〉u du,
∆MTt =
∫ T
0
∆Zut du =
∫ t
0
∆Xudu.
Proof. Since
Zut = E
FtXu = Xt∧u
we have by the properties of predictable quadratic variation under stopping
〈Zu, Zv〉t = 〈X〉t∧u∧v
so that by (3.4)
〈MT 〉T =
∫ T
0
∫ T
0
〈X〉T∧u∧v dv du = 2
∫ T
0
∫ T
u
〈X〉T∧u∧v dv du
= 2
∫ T
0
∫ T
u
dv 〈X〉u du = 2
∫ T
0
(T − u)〈X〉u du
and by (3.2)
∆MTt =
∫ T
0
∆Zut du =
∫ t
0
∆Xudu.
3.4 Markov Processes
Consider a continuous-time Markov process (Yt)t≥0 with natural filtration (Ft)t≥0, taking
values in a Polish space E and with trajectories that are right-continuous with left limits.
Denote B the set of Borel functions on R+ × E.
Fix a function f ∈ B such that supt Ef(t, Yt)2 < ∞ so that we are in the setting of
Section 3.2 with Xt = f(t, Yt), ST =
∫ T
0 f(u,Xu)du and M
T
t = E
FtST . Define the
two-parameter semigroup (Pt,uf)0≤t≤u on E by
Pt,uf(y) = E[f(u, Yu)|Yt = y].
Suppose that there is a set D(Γ) ⊂ B × B and a map Γ : D(Γ) → B such that for each
(f, g) ∈ D(Γ) there is a local martingale Mfg with
f(t, Yt)g(t, Yt)− f(0, Y0)g(0, Y0)− 2
∫ t
0
Γ(f, g)(s, Ys)ds =M
fg
t , t ≥ 0. (3.5)
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Proposition 3.9. If (P·,uf, P·,vf)0≤u,v≤T ∈ D(Γ) we have for 0 ≤ t ≤ T
d〈MT 〉t = 2
∫ T
t
∫ T
t
Γ(Pt,uf, Pt,vf)(t, Yt) du dv dt, (3.6)
∆MTt =
∫ T
t
Pt,uf(Yt)− Pt,uf(Yt−) du. (3.7)
Proof. For all 0 ≤ t ≤ u ≤ T we have
Zut = E
Ftf(u, Yu) = Pt,uf(Yt).
Since f can depend on u we can always consider f(u, y) − P0,uf(y) instead of f and
therefore without loss of generality suppose that Zu0 = P0,uf(Y0) = 0. By (3.5) for
0 ≤ t ≤ u ∧ v ≤ T
Zut Z
v
t = Pt,uf(Yt)Pt,vf(Yt) = 2
∫ t
0
Γ(Ps,uf, Ps,vf)(s, Ys)ds+ loc. mart.
and since Zu, Zv are martingales we can identify
d〈Zu, Zv〉t = 2Γ(Pt,uf, Pt,vf)(t, Yt)dt, 0 ≤ t ≤ u ∧ v ≤ T.
For t ≥ v ∧ u either Zut or Zvt is constant so that
d〈Zu, Zv〉t = 0, u ∧ v ≤ t ≤ T,
and thus
〈Zu, Zv〉t =
∫ t
0
1{s≤u∧v}2Γ(Ps,uf, Ps,vf)(s, Ys)ds.
By (3.4) and Fubini’s theorem
〈MT 〉t =
∫ T
0
∫ T
0
∫ t
0
1{s≤u∧v}2Γ(Ps,uf, Ps,vf)(s, Ys) ds du dv
=
∫ t
0
∫ T
s
∫ T
s
2Γ(Ps,uf, Ps,vf)(s, Ys) du dv ds.
This proves the first equality (3.6). Equality (3.7) follows directly from (3.2) together
with the observation that Zut is constant for t ≥ u and the fact that Pt,uf is continuous
in t.
Remark 3.10. When Y is a Markov process with infinitesimal generator (L,D(L) ⊂ B)
then Γ in (3.6) corresponds to the usual squared field operator whenever the latter is
well-defined,
Γ(f, g) =
1
2
(Lfg − fLg − gLf), f ∈ D(L), g ∈ D(L), fg ∈ D(L).
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Indeed, suppose that for f ∈ D(L)
f(t, Yt)− f(0, Y0)−
∫ t
0
(∂sf + Lf(s, ·))(s, Ys) ds (3.8)
is a local martingale. As before we can assume P0,uf(Y0) = 0. Now if Pt,uf , Pt,vf and
their product Pt,ufPt,vf are in D(L) then
Pt,uf(Yt)Pt,vf(Yt)−
∫ t
0
(∂s(Ps,ufPs,vf) + L(Ps,ufPs,vf))(s, Ys) ds (3.9)
is a local martingale. Since we assumed Pt,uf to be in D(L) it solves the Kolmogorov
backward equation
∂tPt,uf(y) = −LPt,u(t, y), y ∈ E, 0 ≤ t ≤ u
and the same holds true for Pt,vf . Thus
∂t(Pt,ufPt,vf) = Pt,uf∂tPt,vf + Pt,vf∂tPt,uf = −Pt,ufLPt,vf − Pt,vfLPt,uf.
Substituting this into the integral in (3.9) shows that indeed
Pt,uf(Yt)Pt,vf(Yt)− 2
∫ t
0
1
2
(L(Ps,ufPs,vf)− Ps,ufLPs,vf − Ps,vfLPs,uf)(s, Ys) ds
is a local martingale.
Corollary 3.11. If Y has continuous trajectories and Y0 is constant then we have the
following equality for all λ ∈ R, T > 0:
E exp
[
λ (ST f − EST f)− λ2
∫ T
0
∫ T
t
∫ T
t
Γ(Pt,uf, Pt,vf)(t, Yt) du dv dt
]
= 1.
Proof. Since Y0 is constant we have
ST f − EST = ST f − EF0ST =MTT −MT0
and the result follows from the fact that the Dole´ans-Dade exponential
exp
[
λ2
(
MTt −MT0
)− λ2
2
〈MT 〉t
]
is a local martingale.
Remark 3.12. If we set RTt (x) =
∫ T
t Pt,uf(x) du we can rewrite (3.6) as
d〈MT 〉t = 2Γ(RTt )(Yt)
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using the bilinearity of Γ (assuming everything is sufficiently regular). In particular RTt
solves the PDE
−(∂t + L)RTt = f.
Whereas the use of RTt in this context seems to be new, many well-known results on
concentration inequalities involve an expression of the form Γ(R) where the resolvent
R(x) =
∫∞
0 P0,uf(x) du solves the Poisson equation
−LR = f.
See for example Section 5 in [GGW14]. The approaches based on the Poisson equation
require the semigroup to be time-homogeneous and f to be centered with respect to a
stationary measure of the process, whereas our method has no need for stationarity and
only imposes mixing conditions up to time T .
4 Examples
4.1 Squared Ornstein-Uhlenbeck Process
Let X be the Ornstein-Uhlenbeck process, solution to the following SDE on R:
dXt = −θXtdt+ dBt
for θ > 0 and B a standard Brownian motion on R. Let f(x) = x2 and
ST =
∫ T
0
f(Xt)dt =
∫ T
0
X2t dt.
Let Λ(λ) = logE expλ
(
E
F0ST − EST
)
. Using the method of self-normalized martin-
gales, we find the following Bernstein-type concentration inequality.
Proposition 4.1. If Λ(λ) ≤ ρ2λ2/2 for some ρ > 0 then
P
(
1
T (ST − EST ) > R
) ≤ I(R,T )−1/3e−(3/2)I(R,T )
with
I(R,T ) =
θ2R2T
2
(
R+ 1θ +
EX2
0
− 1
2θ
θT +
2θ2ρ2
T
) .
Remark 4.2. If X0 = x ∈ R we can always take ρ = 0. If we consider the stationary case
X0 ∼ µ = N
(
0, 12θ
)
then we have
Λ(λ) = log
∫
R
expλ
(∫ T
0
ExX
2
t −
1
2θ
dt
)
µ(dx)
= log
∫
R
exp
(
λ(x2 − 12θ )(1− e−2θT )
2θ
)
µ(dx)
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which is finite only for λ < λ0 :=
2
1−e−2θT
. This case would require a generalization of
the inequality for self-normalized martingales used in Corollary 3.5 to the case where
Λ(λ) <∞ only for λ ≤ λ0. See [LKP04] for some work in that direction.
Remark 4.3. According to results obtained using spectral methods and large deviation
estimates (see [Lez01; GGW14] and references therein), the best constants in the ex-
ponential on the right-hand side of (4.1) would be achieved by replacing (3/2)I(R,T )
by
J(R,T ) =
θ2R2T
2
(
R+ 12θ +
EX2
0
− 1
2θ
θT +
2θ2ρ2
T
) .
The factor 2/3 and the extra term 12θ in the denominator of (3/2)I can be traced back
to the corresponding factor 2/3 and term E〈M〉T in the martingale inequality used to
obtain Corollary 3.5.
Proof. Since the SDE for X is linear we can find an explicit solution which reads
Xt = X0e
−θt +
∫ t
0
e−θ(t−s)dBs.
For each t, Xt is normally distributed with mean EX0e
−θt and variance 1−e
−2θt
2θ . In
particular supt EX
4
t < ∞ so that the results from Section 3 apply to X2t . We also get
an explicit expression for the semigroup
Ptf(x) = E[f(Xt)|X0 = x] = Ef
(
xe−θt +
∫ t
0
e−θ(t−s)dBs
)
and by differentiating under the expectation, still with f(x) = x2,
∂xPtf(x) = Ef
′
(
xe−θt +
∫ t
0
e−θ(t−s)dBs
)
e−θt = 2xe−2θt.
The squared field operator is Γ(f, g) = 12 ∂xf ∂xg and the semi-group is time-homogeneous:
Pt,uf = Pu−tf . If we let
MTt = E
FtST
for the natural filtration (Ft)t≥0 associated with X then we have by Proposition 3.9
d〈MT 〉t =
∫ T
t
∫ T
t
2Γ(Pt,uf, Pt,vf)(Xt)dudv
=
(∫ T−t
0
∇Puf(Xt)du
)2
= 4X2t
(∫ T−t
0
e−2θudu
)2
=
X2t
θ2
(
1− e−2θ(T−t)
)2
.
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The key observation is that
〈MT 〉T = 1
θ2
∫ T
0
X2t
(
1− e−2θ(T−t)
)2
dt ≤ 1
θ2
ST . (4.1)
By monotonicity of x 7→ xx+1 , inequality (4.1) and Corollary 3.5
P (ST − EST ≥ RT ) ≤ P

 ST − EST√
2
3
(
ST
θ2
+ E〈MT 〉T + 2ρ2
) ≥ φ(R,T )


≤ P

 ST − EST√
2
3 (〈MT 〉T + E〈MT 〉T + 2ρ2)
≥ φ(R,T )


≤ (2/3)2/3φ(R,T )−2/3e−φ(R,T )2/2
with
φ(R,T ) =
RT√
2
3
(
RT+EST
θ2 + E〈MT 〉T + 2ρ2
) .
Since EX2t = (EX
2
0 − 12θ )e−2θt + 12θ and by (4.1) we have
E〈MT 〉T ≤ 1
θ2
EST ≤ 1
θ2
EX20 − 12θ + T
2θ
so that
φ(R,T ) ≥ θR
√
T√
2
3
(
R+ 1θ +
EX2
0
− 1
2θ
θT +
2θ2ρ2
T
)
which is the result.
4.2 M/M/∞ queue
TheM/M/∞ queue with parameter λ is a space-inhomogeneous birth and death Markov
process on N with infinitesimal generator given for any function f : N → R and x ∈ N
by
Lf(x) = λ
(
f(x+ 1)− f(x))+ x(f(x− 1)− f(x)).
Denote X a realization of the M/M/∞ queue and for simplicity of exposition suppose
that X0 = x0 ∈ N. The situation for other initial measures is similar to that in the
previous section.
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Proposition 4.4. For any functions f : N → R such that supx≥1|f(x)− f(x− 1)| ≤ 1
we have for ST =
∫ T
0 f(Xu)du that
P

 |ST − EST |√
3
2
(∑
t≤T |∆Xt|+ 2λT + x0 − λ
) > R

 ≤ (2/3)2/3R−2/3 exp
(
−R
2
2
)
.
Proof. Denote Pt,u = Pu−t the semigroup associated to L. We have from [Oll09] that
for all 1-Lipschitz functions f and x, y ∈ N
|Ptf(x)− Ptf(y)| ≤ e−t|x− y|.
As before let ST =
∫ T
0 f(Xs)ds and M
T
t = E
FtST for the natural filtration Ft associated
to X. By Theorem 3.6
∆MTt =
∫ T−t
0
Puf(Xt)− Puf(Xt−)du ≤ |∆Xt|
∫ T−t
0
e−udu ≤ |∆Xt|
so that, noting that |∆Xt| is either 0 or 1,
[MT ]T =
∑
t≤T
|∆MTt |2 ≤
∑
t≤T
|∆Xt|.
In particular, there exists a Poisson process N (see for example Theorem 4.1 in [EK09])
such that ∑
t≤T
|∆Xt| = N
(∫ T
0
Xt + λdt
)
so that
E[MT ]T ≤
∫ T
0
EXt + λdt =
∫ T
0
2λ+ (EX0 − λ)e−tdt ≤ 2λT + EX0 − λ
where we used EXt − λ = (EX0 − λ)e−t which follows from the fact that x 7→ x− λ is
an eigenfunction of −L with eigenvalue 1.
The result now follows directly by applying Corollary 3.5 with H0 = [MT ] and ρ = 0
(since we assumed X0 ∼ δx0).
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