Introduction
Early in 1966, a pioneering paper by E. L. Lehmann [1] which gave numerous useful results in both statistical theory and application started the study of concepts of dependence for random vectors. Applications of these concepts in actuarial science have recently received increased interest. Scholars have proposed many concepts to formalize the notation of dependence existing between risks. Early sources include Lehmann [1] , Esary, Proschan and Walkup [2] , Esary and Proschan [3] and Kimeldorf and Sampson [4] . We are grateful that Mari and Kotz [5] pointed out the concept of correlation introduced by Galton in 1885 dominated statistics until the 1970s serving as practically the only measure of dependence. This often resulted in somewhat misleading conclusions, for reasons becomes clear in the later literatures.
The following problem which can't be avoided is how to measure a dependent random vector in practice. A risk measure is defined as a mapping from a set of random variables or vectors representing the risks at hand to the real numbers. Scarsini [6] defined certain desirable properties for a measure of association between two random variables (see also Definition 5.1.7 and Theorem 5.1.8 in Nelsen [7] ) and coined the name concordance measures for those satisfying these conditions. There are a lots of ways to discuss and to measure dependence. First and foremost is Pearson's correlation coefficient [8] which captures the linear dependence between couples of random variables, but which is not invariant under monotone transformations of coordinate axes. Then, Kendall's tau and Spearman's rho are proposed to measure a form of dependence known as concordance, which are scale-invariant. The rank correlation coefficients fulfill all the desirable properties provided X 1 and X 2 are continuous. After that, Kaas et al. [9] and Dhaene et al. [10] defined bounds in convex order sense for the multivariate dependence measure, calculated by means of comonotonic vectors. Recently Koch and Schepper [11] proposed a comonotonicity coefficient for arbitrary m-dimensional vectors to measure the degree of comonotonicity, they also explained why in the case of cash flows the convex bounds reveal such effective approximations in Kaas et al. [9] and Dhaene et al. [10] .
The impetus for writing this paper came while reading Dhaene et al. [12] , which defined a multivariate dependence measure for aggregating risks as follows.
provided the covariances exist. In this definition, without any doubt, the calculation is largely simplified. However, the dependence between each pair of components is consid-ered while ignoring the dependence among all the components. Especially in the case that all pairs of components are uncorrelated, the dependence measures are always 0. So in this paper we introduce a new multivariate dependence measure ρ that takes all aspects into account. Then, we also find the new dependence measure is surprisingly similar to Koch and Schepper's comonotonicity coefficient κ in [11] when it comes to non-negative random vectors. However, the new one focus on the tail distribution function rather than on the distribution function. Of course, the new measure is also different from other multivariate dependence measures in e.g. [11] - [17] when the dimension m ≥ 3. When m = 2
we can relate our new dependence measure to the classical ones.
The paper is organised as follows. In Section 2 we recall some definitions and notions on distributions and copulas, and we repeat the most common dependence measures.
Section 3 is the most important part, we introduce our new dependence measure and discuss its major properties. Special attentions are given to the relationships between the new dependence measure and Koch and Schepper's comonotonicity coefficient [11] and Dhaene et al.'s dependence measure [12] in Section 4. Afterwards in Section 5 we give some comments on the estimation.
Preliminaries
First of all, we briefly review the Fréchet space in this section, which is an essential concept when investigating the dependence structure in multivariate vectors. 
Define the Fréchet upper bound as
and the Fréchet lower bound as
Then the inequality
holds for all x ∈ R m and X ∈ m (F 1 , F 2 , ..., F m ).
An important concept of positive dependence in a multivariate context is positive orthant dependence.
Definition 2.2. (POD)
The random vector X = (X 1 , X 2 , ..., X m ) is said to be positively lower orthant dependence (PLOD) if
and it is said to be positively upper orthant dependence (PUOD) if
The random vector X = (X 1 , X 2 , ..., X m ) is said to be positively orthant dependence (POD) when it's both PLOD and PUOD.
Comonotonic vector and independent vector are two important and at the same time extreme elements of a Fréchet space. 
In Kaas et al. [18] (Section 10.6), an alternative characterization for comonotonic random vector is discussed. A random vector X is comontonic if and only if there exist an rv Z and non-decreasing functions t 1 , t 2 , ..., t m such that
Note that with the inverse function defined as F
, the comonotonic vector can be easily constructed as
In order to construct the equivalent expression of our new dependence measure, we also need to introduce the concept of copula. A copula is a joint distribution function with uniform margins. One of the most fundamental results about copulas is summarized in the following lemma.
can be represented as
in terms of a copula C. If the marginals F 1 , F 2 , ..., F m are continuous then the copula involved in (2.4) is unique and explicitly given by
In order to compare our new dependence measure with the common ones, we recall them here; see e.g. [11, 12, 16, 17, 19] .
(ii) Kendall's rank correlation coefficient
(vi) Koch and Schepper's comonotonicity coefficient
(vii) Dhaene et al.'s multivariate dependence measure for aggregating risks
.
A new dependence measure
Definition 3.1. The dependence measure ρ(X) of a random vector X with non-degenerate margins is defined as
provided the expectations exist.
When it comes to non-negative random vectors, the new dependence measure has a equivalent form of the ratio of two hypervolumes. with joint tail distributionF X , the dependence measure ρ(X) can be defined as:
where the integrations are performed over the whole domain of X.
Proof. As we all know, the product moment of the components of an m-dimensional non-negative random vector X can be written as
which concludes the proof.
Remark 3.1. In the case of continuous distribution functions, there exists a unique survival copulaC X for which
Inserting this into the formula for ρ(X) in (3.2) results in the following equivalent expression for the new dependence measure:
Actually, the multivariate distributionsC
Our new dependence measure has several interesting properties. For instance, it satisfies the axioms of normalization, monotonicity, permutation invariance and duality in Taylor 
and
ρ has the following properities.
(i) (normalization) If X has comonotonic components, then ρ(X) = 1; if X has independent components, then ρ(X) = 0.
(ii) (monotonicity) If X is smaller than Y in the concordance order, then ρ(X) ≤ ρ(Y) .
(iii) (permutation invariance) For any permutation (i 1 , i 2 , ..., i m ) of (1, 2, ..., m), we have
Proof. The proofs of (i) and (iii) are straightforward.
(ii) Any random vectors that are ordered in concordance order obviously have the same marginal distributions. Consequently, x 2 , ..., x m ), which concludes the proof.
For the comonontic vector we find
Hence,
which concludes the proof. 
Proof. From the fact that
The reverse implication for ρ(X) = 0 does not hold in general. Indeed, one can easily construct several non-independent random vectors for which ρ(X) = 0. Then,
so that X 1 and X 2 are uncorrelated but not independent since the relation X , the joint tail distribution functionF X C (x), x ∈ R m has the following expression:
Proof. From (2.3), for any comonotonic random vector
Proof. From the definition of PUOD we know thatF
, so the integrands in Proposition 3.1 are non-negative, which concludes the proof.
4
The relationships between the new dependence measure and the classical ones
For m = 2 we can relate ρ to Pearson correlation coefficient γ, the comonotonicity coefficient κ in Koch and Schepper [11] and ρ c defined in Dhaene et al. [12] . Proof. The couples (X, Y ) and (X C , Y C ) have the same marginals, so Proof. The proof is obvious. Proposition 4.3. For any random non-negative random vector X = (X 1 , X 2 , ..., X m ), we have ρ(X) = κ(−X). Especially, when m = 2, ρ(X) = κ(X).
Proof. For any non-negative random vector X,
When m = 2, for any non-negative random couple (X 1 , X 2 ),
Therefore,
Remark From last formula we can write
So ρ depends not only on the copula, but also on the marginals.
Example 4.1. In order to illustrate the phenomenon mentioned above, let us consider the F arlie-Gumbel-M orgenstern copula which is given by
It can be shown that ρ = α.
However, the new dependence measure is different from κ in [11] and ρ c in [12] for m ≥ 3. The following examples can clarify it.
Example 4.2. Let's consider the multivariate Eyraud-Gumbel-M orgenstern function [20] for n-dimension
where the coefficients α s are real constants. For the marginals are U (0, 1), after complicated calculation we can get the following results for n = 3
However,
(α 12 + α 23 + α 13 ) + Example 4.3. Suppose non-negative random vector X obeys a multivariate Pareto distribution of the second kind introduced by Alexandru et al. [21] . If X ∼ P ar m (II)(µ, σ, α, α 0 ), then the decumulative distribution function is
where µ j are real and σ j , α j , α 0 are positive constants. The marginal distribution is
which is a heavy tail distribution. In addition, setting α 0 = 0 yields a probabilistic model having independent Pareto distributed marginals. In order to simplify our calculation, we set X ∼ P ar m (II)(0, 1, α, α 0 ), where α = (α, ..., α), i.e. the marginal distributions are same.
After complicated calculation, we can get the results when m = 3, α > 3 as follows.
Therefore, we have
For the covariances, we get the following results.
, i, j = 1, 2, 3.
. 
We can give the figure of ρ and ρ C in Figure 1 . From the figure, it's not difficult to know that this multivariate Pareto distribution can't be used to describe the comonotonic case no matter what α 0 and α are.
Example 4.4. Suppose that risks
where σ ij = ρ ij σ i σ j , i, j = 1, 2, ..., m.
In order to calculate the product moments easily, we can refer to the characteristic function ϕ X (t) = e it µ− 1 2
t Σt for X ∼ N or(µ, Σ) and t ∈ R m .
As is well known, for any random vector X, the characteristic function ϕ X (t) always exists. So suppose that for a random vector X the expectation E[
exists for some set of non-negative integers r 1 , r 2 , ..., r m . Then this expectation can be found from the relation
where 0 = (0, 0, ..., 0) .
In this example we can get the following characteristic functions for X and X
Differentiate the characteristic function with respect to t and let t = 0, we can get the following product moments:
and S(m,k) means the sum of S(m,k) cases; see [22] .
Remark 4.1. It's obvious that ρ(X) not only depends on σ ij but also on µ j while ρ C (X) only relys on σ ij , i, j = 1, 2, ..., m. Especially, when m = 3 and
Estimation
In this section we give some comments on the estimation of ρ from a sample of X.
Inference on ρ(X) in Definition 3.1 boils down to inference on the expectations E[
. These can be estimated by moments estimation. This is of great significance in a real-life data set when the product moment is difficult to find.
Suppose we want to estimate the new dependence measure for m variables, for which we have n coupled observations, not necessarily independent, summarized in a data matrix Y (dimension n × m). Summarizing, we find the following estimator for ρ :
When the random vectors are non-negative, the estimation has another form. Actually, the empirical tail distribution can be written aŝ If we replace the tail distribution functions in Proposition 3.1 by their empirical versions, we get the estimator for ρ :
