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ALMOST RIGIDITY OF THE POSITIVE MASS THEOREM
FOR ASYMPTOTICALLY HYPERBOLIC MANIFOLDS
WITH SPHERICAL SYMMETRY
ANNA SAKOVICH AND CHRISTINA SORMANI
Abstract. We use the notion of intrinsic flat distance to address the almost rigid-
ity of the positive mass theorem for asymptotically hyperbolic manifolds. In par-
ticular, we prove that a sequence of spherically symmetric asymptotically hyper-
bolic manifolds satisfying the conditions of the positive mass theorem converges
to hyperbolic space in the intrinsic flat sense, if the limit of the mass along the
sequence is zero.
1. Introduction
Broadly speaking, an asymptotically hyperbolic manifold is a non-compact Rie-
mannian manifold having an end such that its geometry approaches that of hyper-
bolic space. Such manifolds naturally arise when studying isolated systems in
General Relativity. When one assumes the dominant energy condition they are
endowed with scalar curvature greater than or equal to −m(m − 1).
The notion of mass for this class of manifolds was first defined mathematically
by Wang in [32] and Chrus´ciel-Herzlich in [9]. Earlier exploration of a possi-
ble notion of mass was completed by physicists Abbott-Deser, Ashtekar-Magnon
and Gibbons-Hawking-Horowitz-Perry [1][5][15]. For the family of anti-de Sitter-
Schwarzschild metrics (also called Kottler metrics) the mass coincides with the
mass parameter. This notion of mass is similar to the concept of ADM mass of
asymptotically Euclidean manifolds in the sense that it is a coordinate invariant
which is computed in a fixed asymptotically hyperbolic end and which measures
the leading order deviation of the geometry from the background hyperbolic metric
in the end.
Recall that the Euclidean Positive Mass Theorem, proven by Schoen and Yau
[27] [29], states that asymptotically Euclidean manifolds with nonnegative scalar
curvature have nonnegative mass and the mass is 0 iff the manifold is isometric to
Euclidean space. The Hyperbolic Positive Mass Theorem states that an asymptot-
ically hyperbolic manifold with scalar curvature R ≥ −m(m − 1) has nonnegative
mass and the mass is 0 iff the manifold is isometric to hyperbolic space. Wang
and Chrus´ciel-Herzlich prove this theorem in the Spin setting following techniques
similar to Witten’s proof of the Euclidean Positive Mass Theorem [9][32][34].
The authors began this research while in residence at the Mathematical Sciences Research In-
stitute (MSRI) funded by NSF Grant No. 0932078000. The research was also funded in part by
Sormani’s NSF grant DMS-1612409.
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Andersson-Cai-Galloway prove it without spin assumption but with assumptions
on the dimension and on the geometry at infinity [4]. The first author has proven the
Hyperbolic Positive Mass Theorem for general asymptotics in dimensions m = 3
using an adaptation of Schoen and Yau’s Jang equation reduction technique [28].
With the rigidity statement of the positive mass theorem in mind, it is natural to
ask the following question concerning the almost rigidity of the statement.
What happens if the mass of an asymptotically hyperbolic manifold is close to
zero and the scalar curvature is at least −m(m − 1). Must the manifold then be
close to hyperbolic space in some appropriate sense?
The same question of stability has been addressed in relation to the rigidity part
of the Euclidean Positive Mass Theorem: an asymptotically Euclidean manifold
with small mass and non-negative scalar curvature should be close to Euclidean
space in some appropriate sense. Asymptotically Euclidean spin manifolds with
small mass have been studied by Finster with Bray and Kath, see [6][13][12]. From
estimates on the spinor field in Witten’s argument they find that the L2-norm of
the curvature tensor (over the manifold minus an exceptional set) is bounded in
terms of the mass. Lee [20] studies asymptotically Euclidean manifolds which
are conformally flat outside a compact set K. For such manifolds he proves that
the conformal factor can be controlled by the mass, so that the conformal factor
tends uniformly to one outside any ball containing K as the mass tends to zero.
The argument by Lee relies on the variational argument used by Schoen and Yau
in [27] to prove the rigidity part of the positive mass theorem for asymptotically
Euclidean manifolds, and does not require the manifold to be spin.
Asymptotically hyperbolic manifolds have rich geometry at infinity which of-
ten prevents the application of techniques designed to deal with asymptotically
Euclidean manifolds. For instance, it is not clear whether an argument similar to
that used by Bray, Finster and Kath in [6][13][12] could work to prove stability of
the positive mass theorem for asymptotically hyperbolic manifolds. The difficulty
comes from the fact that the spinor field in the proof of positive mass theorem in the
work of Chrus´ciel-Herzlich and Wang has more complicated behavior near infinity
than the spinor field in Witten’s original argument [9][32][34]. Still, the argument
of Lee in [20] can be adapted to the asymptotically hyperbolic setting, although
this adaptation is not straightforward, see the work of Dahl, Gicquaud and the first
author in [10] for further details. Using this result, one may draw conclusions on
convergence to hyperbolic space outside some compact set.
The current paper focuses on the much harder problem of understanding what
happens inside the compact set. When studying the almost rigidity of a positive
mass theorem in either setting one serious concern is that even if the mass is small,
there still can be arbitrarily deep “gravity wells” and ”bubbles”. One avoids bub-
bles by restricting to the class of manifolds with no closed interior minimal sur-
faces. However, even in the spherically symmetric setting, Lee and the second
author have constructed sequences of manifolds which develop increasingly deep
gravity wells which do not converge in the smooth, Lipschitz or Gromov-Hausdorff
sense to Euclidean space [22]. However they prove intrinsic flat convergence of the
sequences. The intrinsic flat distance between Riemannian manifolds measures the
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filling volume between the spaces and will be described within. It was first in-
troduced by the second author and Wenger in [31] applying sophisticated ideas
of Ambrosio-Kirchheim [3] extending earlier work of Federer-Fleming [11] and
Whitney [33].
Lee and the second author proposed the Intrinsic Flat Almost Rigidity of the
Euclidean Positive Mass Theorem Conjecture: a sequence of asymptotically flat
manifolds with nonnegative scalar curvature and no closed interior minimal sur-
faces whose ADM mass converges to 0 converges in the pointed intrinsic flat sense
to Euclidean space. They stated and then proved this conjecture in the spherically
symmetric setting [22]. It was proven in the graph setting by Huang, Lee, and
the second author in [18] applying prior work of Huang-Lee [17]. It was proven
in the geometrostatic case by the second author with Stavrov in [30]. See also
related work [21] of Lee and the second author, where the almost rigidity of the
Penrose inequality for spherically symmetric asymptotically Euclidean manifolds
was studied, and a recent work [2] of Allen which addresses stability of positive
mass theorem and Penrose inequality with respect to L2 metric convergence under
the assumption that a smooth uniformly controlled solution of the inverse mean
curvature flow exists.
Here we propose the Intrinsic Flat Almost Rigidity of the Hyperbolic Positive
Mass Conjecture: a sequence of asymptotically hyperbolic manifolds with R ≥
−m(m − 1) and no closed interior minimal surfaces whose mass converges to 0
converges in the pointed intrinsic flat sense to hyperbolic space. To make this
conjecture more precise we must identify where the points are located as we cannot
allow them to diverge to infinity or descend into a gravity well. Thus we imitate one
of the precise conjectures in [22], locating the points on constant mean curvature
surfaces although it is possible we could locate them on other canonically defined
surfaces.
Conjecture 1.1. Let Mmj be a sequence of asymptotically hyperbolic Riemannian
manifolds with R ≥ −m(m−1) whose mass approaches 0. Assume that Mmj contains
no closed interior minimal surfaces and that either Mmj has no boundary or the
boundary is a closed minimal surface. Fix A0 > 0 and take any D > 0. Suppose
that Σ j ⊂ M j are constant mean curvature (CMC) surfaces of fixed area A0. Then
the intrinsic flat distance between the tubular neighborhoods converges to 0:
(1) lim
j→∞ dF
(
TD(Σ j) ⊂ Mmj , TD(Σ∞) ⊂ Hm
)
= 0
and
(2) lim
j→∞Vol
(
TD(Σ j) ⊂ Mmj
)
= Vol
(
TD(Σ∞) ⊂ Hm) .
Here Σ∞ is a sphere with Volm−1(Σ∞) = A0 about any point p∞ in hyperbolic space,
Hm, and TD(Σ) is the tubular neighborhood of radius D around Σ. Thus if p j ∈ Σ j
then (M j, p j) converges in the pointed intrinsic flat sense to (Hm, p∞).
Note that for a sufficiently large given area the choice of a constant mean cur-
vature (CMC) surface with that given area is unique. There is in fact a canoni-
cal CMC foliation of asymptotically hyperbolic manifolds with R ≥ −m(m − 1)
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just as Huisken-Yau and others proved in the asymptotically Euclidean case [19].
Indeed in 2004, Rigger used Huisken-Yau’s method to prove the existence and
uniqueness of such a foliation for manifolds asymptotic to the spatial anti-de Sitter-
Schwarzschild solution [26]. This result was generalized by Neves-Tian and Cho-
dosh, [24][25][8]. Cederbaum, Cortier, and the first author proved that the CMC-
foliation characterizes the center of mass in the hyperbolic setting [7]. Their work
has been further generalized by Nerz in [23] which surveys the prior work in this
direction thoroughly.
Here we test the validity of our new conjecture by proving it in the spherically
symmetric case (see Theorem 1.3 and Definition 1.2 within). This class of spaces
includes anti-de Sitter-Schwarzschild manifolds (see Remark 3.4) and the asymp-
totically hyperbolic spherically symmetric gravity wells:
Definition 1.2. Given m ≥ 3, let SphSymm be the class of complete m-dimensional
S O(m)-spherically symmetric smooth Riemannian manifolds with scalar curvature
R ≥ −m(m − 1) which have no closed interior minimal hypersurfaces and either
have no boundary or have a boundary which is a stable minimal hypersurface.
These spaces are warped products with metrics as in (22) satisfying (26) and (32).
Our main result is the following theorem.
Theorem 1.3. Given any  > 0, D > 0, A0 > 0 and m ∈ N, there exists a δ =
δ(,D, A0,m) > 0 such that if Mm ∈ SphSymm has mass, mAH(M) < δ, and Hm is
hyperbolic space of the same dimension, then
(3) dF ( TD(Σ0) ⊂ Mm , TD(Σ0) ⊂ Hm ) < ,
and
(4) |Vol(TD(Σ0) ⊂ Mmj ) − Vol(TD(Σ0) ⊂ Hm)| < 
where Σ0 is the symmetric sphere of area Volm−1(Σ0) = A0, and TD(Σ0) is the tubu-
lar neighborhood of radius D around Σ0. Precise estimates on δ = δ(, A0,D,m)
are provided within the proof.
The paper is organized as follows. In Section 2 we review the key results and
theorems about intrinsic flat convergence needed to prove our theorem. In Section 3
we summarize the properties of the spherically symmetric manifolds in SphSymm,
provide the background material on the positive mass theorem and discuss some
immediate consequences of having small mass in the spherically symmetric setting.
These results are applied in Section 4, where we prove Theorem 1.3.
Acknowledgments: The authors would like to thank the organizers of the Mathe-
matical General Relativity Program at MSRI and especially James Isenberg, Piotr
Chrus´ciel, Greg Galloway, and Richard Schoen for encouraging everyone to work
together so actively. We would also like to thank He´le`ne Barcelo and David Eisen-
bud for everything they do to make MSRI such an amazing place work. The time
we spent there was invaluable to our careers. We would also like to thank Hubert
Bray, Otis Chodosh, Greg Galloway, and Pengzi Miao for organizing the AMS
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Special Session at Charleston where we completed this first paper in our inter-
national collaboration. We hope to have many more delightful interactions with
everyone for years to come.
2. Estimating the Intrinsic Flat Distance
In this section we review the definition of the intrinsic flat distance and the the-
orems we will apply to prove our main theorem. The notion was defined by the
second author and Wenger in [31] as a distance, dF (Mm1 ,M
m
2 ), between oriented
compact Riemannian manifolds with boundary, Mmj , and other more general spaces
called integral current spaces. It was proven to satisfy symmetry, the triangle in-
equality, and most importantly, dF (Mm1 ,M
m
2 ) = 0 if and only if there is an orien-
tation preserving isometry between the spaces. In order to rigorously define the
intrinsic flat distance and integral current spaces, and prove this theorem one needs
the work of Ambrosio-Kirchheim [3] which builds upon the Geometric Measure
Theory developed by Federer-Fleming [11].
2.1. Filling Manifolds and Excess Boundaries. In this paper we need only esti-
mate the intrinsic flat distance between Riemannian manifolds with boundary and
so we do not need the full definition which requires Geometric Measure Theory.
Instead we apply the following:
(5) dF (Mm1 ,M
m
2 ) ≤ infA,B⊂Z
{
Volm+1(Bm+1) + Volm(Am)
}
where we are taking an infimum over all piecewise smooth Riemannian manifolds,
Zm+1, such that there are distance preserving embeddings, ψi : Mmi → Zm+1, and
over all oriented submanifolds Bm+1 ⊂ Zm+1 and Am ⊂ Zm+1 such that
(6)
∫
ψ1(M1)
ω −
∫
ψ2(M2)
ω =
∫
∂B
ω +
∫
A
ω
for any differential m-form ω on Zm+1. In this case, Bm+1 is called a filling manifold
between M1 and M2 and Am is called the excess boundary and each might have
more than one component.
2.2. Distance Preserving Embeddings vs Riemannian Isometric Embeddings.
Note that a distance preserving embedding, ψ : M → Z is a map such that
(7) dZ(ψ(x), ψ(y)) = dM(x, y) ∀x, y ∈ M.
This is significantly stronger than a Riemannian isometric embedding which pre-
serves only the Riemannian structure and thus lengths of curves but not distances
between points as in (7). For example ψ : S1 → S2 mapping the circle to the equa-
tor of a sphere is both a distance preserving embedding and a Riemannian isometric
embedding. However ψ : S1 → D2, mapping a circle to the boundary of a flat disk
is a Riemannian isometric embedding but not a distance preserving embedding.
If one were to use Riemannian isometric embeddings in the definition of intrin-
sic flat distance then any manifold would lie arbitrarily close to any other manifold,
as one could create a warped product through a point between them of arbitrarily
small volume. For example, take ψ : S1 → Z2 mapping to the  level set of
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Z2 = [0, ] × f S1 where f increases from f (0) = 0 to f () = 1. This is a Rie-
mannian isometric embedding and the Vol(Z2) < . The reader should be warned
that distance preserving embeddings as in (7) are called ”isometric embeddings”
by metric geometers like Gromov, Ambrosio, Kirchheim and the second author in
some of her papers.
In many settings it is far easier to construct a Riemannian isometric embedding
than it is to find a distance preserving embedding. In fact we will be constructing
Riemannian isometric embeddings in this paper from the regions in our spherically
symmetric asymptotically hyperbolic manifolds intoHm×Rwith the standard prod-
uct metric. Once we have constructed those Riemannanian isometric embeddings
we will need to construct filling spaces Z and distance preserving embeddings of
our regions into Z. The following collection of theorems proven by Lee and the
second author in [22] will enable us to complete these constructions.
We begin with a definition which quantifies how far a Riemannian isometric
embedding is from a distance preserving embedding:
Definition 2.1. Let ϕ : M → N be a Riemannian isometric embedding. Then the
embedding constant may be defined:
(8) CM := sup
p,q∈M
(dM(p, q) − dN(ϕ(p), ϕ(q))) .
In [22] Lee and the second author prove the following theorem:
Theorem 2.2. Let Mm be a compact Riemannian manifold with boundary defined
by the graph
(9) Mm = {(x, z) : z = F(x), x ∈ W} ⊂ W × R
where F : W → R is differentiable and W is a Riemannian manifold with boundary.
Viewed as a Riemannian isometric embedding into W ×R, the embedding constant
satisfies
(10) CM ≤ 2 diam(W) sup {|∇Fx| : x ∈ W} .
Note that a better estimate for CM is available, see [22, Remark 3.7]. However,
the estimate (10) suffices for the purposes of the current paper.
2.3. Constructing Filling Manifolds. We now present a few theorems from the
work of Lee and the second author [22] which start with a pair of manifolds that
have Riemannian isometric embeddings into a common manifold, and then con-
struct a new space Z into which they have distance preserving embeddings. These
theorems allow us to estimate the intrinsic flat distances between these manifolds.
We begin with the basic construction:
Theorem 2.3. Let ϕ : M → N be a Riemannian isometric embedding and let
(11) CM := sup
p,q∈M
(dM(p, q) − dN(ϕ(p), ϕ(q))) .
Taking
(12) S M =
√
CM(diam(M) + CM),
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we may construct a piecewise smooth Riemannian manifold, Z, by attaching a strip
of width S M to the manifold N as follows:
(13) Z = {(x, s) : x ∈ ϕ(M), s ∈ [0, S M]} ∪ {(x, 0) : x ∈ N} ⊂ N × [0, S M]
so that we have a distance preserving embedding, ψ : M → Z, from M into the far
side of the strip given by
(14) ψ(x) = (ϕ(x), S M).
Here the distances in Z, denoted dZ , are found by taking the infimum of lengths of
curves in Z just as in any Riemannian manifold.
As a consequence of Theorem 2.3, the following bound on the intrinsic flat
distance was obtained in [22]. We start with two manifolds isometrically embedded
into a third, and then Z is constructed by applying Theorem 2.3 twice, building a
strip for each Mi. The intrinsic flat distance between the Mi is then the sum of the
volumes of the strips and their boundaries and the volume between the Riemannian
isometric embeddings and the last piece of excess boundary.
Theorem 2.4. If ϕi : Mmi → Nm+1 are Riemannian isometric embeddings with
embedding constants CMi as in (11), and if they are disjoint and lie in the boundary
of a region W ⊂ N then
dF (M1,M2) ≤ S M1 (Volm(M1) + Volm−1(∂M1))(15)
+S M2 (Volm(M2) + Volm−1(∂M2))(16)
+ Volm+1(W) + Volm(V)(17)
where V = ∂W \ (ϕ1(M1) ∪ ϕ2(M2)), and S Mi are defined in (12).
In a more general case when a pair of manifolds does not have global Riemann-
ian isometric embeddings into a common manifold Nm+1 the following result from
[22] can be applied. Here we have only regions Ui ⊂ Mi which embed into a
common Nm+1 so the regions are used to construct the strips and the extra parts of
Mi \ Ui are just extra pieces of excess boundary.
Theorem 2.5. If Mmi are Riemannian manifolds and U
m
i ⊂ Mmi are submanifolds
that have Riemannian isometric embeddings ϕi : Umi → Nm+1 with embedding
constants CUi as in (11), and if their images are disjoint and lie in the boundary of
a region W ⊂ N then
dF (M1,M2) ≤ S U1 (Volm(U1) + Volm−1(∂U1))(18)
+S U2 (Volm(U2) + Volm−1(∂U2))(19)
+ Volm+1(W) + Volm(V)(20)
+ Volm(M1 \ U1) + Volm(M2 \ U2)(21)
where V = ∂W \ (ϕ1(U1) ∪ ϕ2(U2)) where S Ui are defined in (12).
It should be noted that there are many other ways of estimating intrinsic flat dis-
tances and indeed such methods are applied in papers exploring the almost rigidity
of the positive mass theorem in settings without rotational symmetry.
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3. Scalar Curvature and Mass in Asymptotically Hyperbolic Setting
This section is organized as follows. In the first subsection we briefly review the
properties of spherically symmetric manifolds and the key formulas defining their
mass. In the next subsection we embed a manifold in this class into Hm × R as a
graph and review the positive mass theorem and the monotonicity of the Hawking
mass. In the third subsection we explore geometric implications of having a small
mass and prove key lemmas which will be applied later for proving the stability of
the positive mass theorem. We are deliberately imitating the methods used by Lee
and the second author in [22] to make this easier to read for those who know that
work.
3.1. Understanding Mass in our Setting. We consider a spherically symmetric
manifold, (Mm, g) ∈ SphSymm, as described in Definition 1.2. We can write its
metric in geodesic coordinates as
(22) g = ds2 + f (s)2g0
where f : [0,∞) → [0,∞) and where g0 is the standard metric on the (m − 1)-
sphere. Let fmin = f (0).
When ∂M = ∅ then f (0) = fmin = 0 and f (s) ≥ f (0) by smoothness at the pole,
p0, where s is the distance from the pole. When ∂M , ∅ the definition of SphSym
states that ∂M is a stable minimal surface so f (0) = fmin > 0 and f ′(0) = 0 and
f (s) ≥ f (0) in that case as well. In this case s is the distance from ∂M.
Let Σ′s be a level set of this distance function at a distance s from the pole or
boundary. We then have the following formulae for the “area” and mean curvature
of Σ′s:
(23) A(s) = Volm−1(Σ′s) = ωm−1 f m−1(s),
(24) H(s) =
(m − 1) f ′(s)
f (s)
.
Thus Σ′s provide a constant mean curvature foliation of the manifold.
The definition of SphSym also requires that Mm has no interior minimal sur-
faces, so by (24), we have
(25) f ′(s) , 0 ∀s ∈ (0,∞].
By the mean value theorem, we see that
(26) f ′(s) > 0 ∀s ∈ (0,∞].
Thus A(s) is increasing and we can uniquely define our rotationally symmetric
constant mean curvature spheres
(27) Σα0 = Σ
′
s0 such that Volm−1(Σ
′
s0) = α0.
Recall that if Σ is a connected surface of spherical topology in a three dimen-
sional asymptotically hyperbolic manifold then its Hawking mass may be defined
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as
(28) mH(Σ) =
1
2
√
A
ω2
(
1 − 1
4pi
∫
Σ
((H
2
)2
− 1
)
dσ
)
,
see e.g. [14]. Thus
(29) mH(Σ′s) =
f (s)
2
(
1 − ( f ′(s))2 + f 2(s)
)
.
We extend this to define a higher dimensional Hawking mass function, mH(s),
for Mm ∈ SphSym:
(30) mH(s) =
(
f m−2(s)
2
) (
1 − ( f ′(s))2 + f 2(s)
)
.
We obtain the monotonicity of the Hawking Mass a la Geroch,
(31) m′H(s) =
(
f m−1(s) f ′(s)
2(m − 1)
)
(R + m(m − 1)) ≥ 0
because f ′(s) > 0 for s ∈ (0,∞) and the scalar curvature at any point in Σ′s satisfies
(32) R =
(m − 1)
(
(m − 2)(1 − ( f ′(s))2) − 2 f (s) f ′′(s)
)
f 2(s)
≥ −m(m − 1).
Observe that when ∂M , ∅, we have
(33) mH(0) = 12 ( f
m−2
min + f
m
min) > 0.
When ∂M = ∅, we have mH(0) = 0.
We define the mass of Mm as the limit of the Hawking masses:
(34) mAH(Mm) = lim
s→∞mH(s) ∈ [0,∞].
Thus we have
(35) 0 ≤ mH(0) ≤ mH(s) ≤ mAH.
Remark 3.1. A computation shows that for this limit to be finite it is necessary
that
(36) f (s) = sinh s(1 + O(e−ms)).
As a consequence of these asymptotics and spherical symmetry, one can check that
the limit in (34) coincides with the notion of mass by Wang [32] and Chrus´ciel and
Herzlich [9]. More specifically, this limit equals the first component of the mass
vector (see e.g. [16, Definition 3.1]), whereas the remaining components vanish,
so the Minkowskian length of the mass vector is precisely (34). In other words,
in the setting of the current paper (34) agrees with the standard definition of mass
in arbitrary dimensions. See also Remark 2.9 on the equivalence of these different
definitions of mass in [23].
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3.2. Finding a Riemannian Isometric Embedding. Since our manifolds are spher-
ically symmetric and asymptotically hyperbolic we can embed them into Hm × R
with the standard product metric as follows:
Lemma 3.2. Given Mm ∈ SphSymm, we can find a spherically symmetric Rie-
mannian isometric embedding of Mm into Hm × R as the graph of some radial
function z = z(r) satisfying z′(r) ≥ 0. In graphical coordinates, we have
(37) g = (1 + [z′(r)]2)dr2 + sinh2 r g0,
with r ≥ rmin = arcsinh fmin. Furthermore, we have the following formulae for the
scalar curvature, area, mean curvature, Hawking mass and its derivative in terms
of the radial coordinate r:
R(r) =
m − 1
1 + (z′)2
(
−m + (m − 2)(z
′)2
sinh2 r
+
z′z′′ sinh 2r
(1 + (z′)2) sinh2 r
)
,(38)
A(r) = ωm−1 sinhm−1 r,(39)
H(r) =
(m − 1) coth r√
1 + (z′)2
,(40)
mH(r) =
sinhm−2 r cosh2 r
2
(
(z′)2
1 + (z′)2
)
,(41)
m′H(r) =
sinhm−1 r cosh r
2(m − 1) (R + m(m − 1)) .(42)
The isometric embedding is unique up to a choice of zmin = z(rmin).
Proof. Since Hawking mass is nonnegative (30) and there are no closed interior
minimal surfaces (26), we have
(43) 0 < f ′(s) ≤
√
1 + f 2(s) < ∞.
We first define our radial function
(44) r(s) = arcsinh( f (s)),
so rmin = arcsinh( fmin) and
(45)
dr
ds
=
f ′(s)√
1 + f 2(s)
≤ 1.
Since s is a distance function, we need to define z(r) so that
(46) s′(r) =
√
1 + (z′(r))2.
This is solvable because s′(r) ≥ 1. We choose
(47) z′(r) =
√
(s′(r))2 − 1 ≥ 0,
and so we choose an arbitrary zmin and obtain
(48) z(r) =
∫ r
rmin
√
(s′(r))2 − 1 dr + zmin.
ALMOST RIGIDITY OF THE AH POSITIVE MASS THEOREM 11
The formulae for scalar curvature, area, mean curvature, Hawking mass and its
derivative in r follow from the corresponding equations in s (see Section 3.1). 
3.3. Reviewing Rigidity when the Mass is Zero. We now review the proof of
the Hyperbolic Positive Mass Theorem and Penrose Inequality in the spherically
symmetric setting, as this helps convey what to expect when proving our main
theorem. It is the quantitative nature of the proof of these theorems in this setting
that makes it possible to prove our conjecture. There is no quantitative proof of the
Hyperbolic Positive Mass Theorem without such strong symmetry. The key here
is the monotonicity of Hawking mass:
Theorem 3.3. Given Mm ∈ SphSymm isometrically embedded into Hm × R as
above, we have
(49) mH(rmin) ≤ mH(r) ≤ mAH
and if there is an equality then Mm is hyperbolic space (when mAH = 0) or a
Riemannian anti-de Sitter-Schwarzschild manifold of mass mAH > 0,
(50) g =
(
1 +
−2mAH
2mAH − sinhm−2 r cosh2 r
)
dr2 + sinh2 r g0.
Remark 3.4. If we set ρ = sinh r in (50) we recover the more standard form of the
metric of a Riemannian anti-de Sitter-Schwarzschild manifold:
(51) g =
dρ2
1 + ρ2 − 2mAHρ2−m + ρ
2 g0.
Proof. The monotonicity of the Hawking mass follows from (31). When there is
an equality we apply Lemma 3.2 to see that
(52) mAH =
sinhm−2 r cosh2 r
2
(
(z′)2
1 + (z′)2
)
.
It follows that
(53) (z′)2 =
−2mAH
2mAH − sinhm−2 r cosh2 r
,
which implies (50).
When mAH = 0, we have z′(r) = 0 so z ≡ zmin and Mm is the hyperbolic space.
Observe that in this case rmin must be 0 because rmin > 0 forces the existence
of a minimal surface at the boundary, and coordinate spheres are not minimal in
hyperbolic space. 
Note that in the above proof we not only proved that when the mass is 0 our
manifold is isometric to Hyperbolic space, but in fact it embeds naturally with
z′(r) = 0. When the mass is almost 0 one might hope that we would have z′(r)
close to 0 but that is not true. There can be a deep well or horizon where z′(r)
is arbitrarily large for small values of r. Examples of this sort are constructed
explicitly in [22] and could easily be done in this setting as well.
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3.4. Preparing for Deep Apparent Horizons. The following lemma will be use-
ful for dealing with “deep apparent horizons” that may occur in sequences satisfy-
ing the hypothesis of Theorem 1.3:
Lemma 3.5. When ∂M , ∅, we have
(54) g = (1 + [r′(z)]2)dz2 + sinh2 r(z) g0,
and the following formulae for scalar curvature, area, mean curvature, Hawking
mass, and derivative of the Hawking mass in terms of the height coordinate z hold
on M:
R(z) = −m(m − 1) + m − 1
(1 + (r′)2) sinh2 r
(
m cosh2 r − 2 − r
′′ sinh 2r
1 + (r′)2
)
,(55)
A(z) = ωm−1 sinhm−1 r,(56)
H(z) =
(m − 1)r′ coth r√
1 + (r′)2
,(57)
mH(z) =
sinhm−2 r cosh2 r
2(1 + (r′)2)
,(58)
m′H(z) =
r′ sinhm−1 r cosh r
2(m − 1) (R + m(m − 1)) .(59)
When ∂M = ∅ these formulae hold for r ≥ rdisk for some rdisk ∈ [0,∞), unless
(M, g) is hyperbolic space.
There is a similar lemma in [22] but here things are a little more complicated as
they are throughout.
Proof. It is clear from the proof of the Lemma 3.2 that z′(r) > 0 unless mH(r) = 0.
If ∂M , ∅ then by (33) and monotonicity of Hawking mass we have mH(r) > 0,
and hence z′(r) > 0, for all r ≥ rmin. Replacing dr = (z′(r))−1dz yields the stated
formula for g, and the rest of the formulae follow from the respective equations of
Lemma 3.2.
Assume now that ∂M = ∅. If mH(r) > 0 for r > 0 the same argument applies,
and the formulae hold on M. Otherwise, if the Hawking mass is not strictly positive
for r > 0, define rdisk by
(60) rdisk = sup{r : mH(r) = 0} ∈ (0,∞].
If rdisk , ∞ then all the equations will hold for r > rdisk. If rdisk = ∞, then by (34)
we have mAH = 0. Applying Theorem 3.3 we conclude that (M, g) is hyperbolic
space. 
3.5. Bounding the Diameter of the Boundary. In this subsection we use the
mass mAH to bound the diameter of the boundary of the manifold:
Lemma 3.6. If Mm ∈ SphSym then
(61) rmin ≤ r∞
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where r∞ is the unique nonnegative root of the equation
(62) 2mAH = sinhm−2 r∞ cosh2 r∞.
So diam(∂Mm) ≤ pi sinh r∞.
Proof. Note that when rmin = 0 the inequality rmin ≤ r∞ holds trivially. Assuming
rmin > 0, we know by Lemma 3.5 with zmin = z(rmin) that
(63) 0 =
(m − 1)r′(zmin) coth rmin√
1 + (r′(zmin))2
because the boundary is a minimal surface. So r′(zmin) = 0 and the Hawking mass
is
(64) mH(zmin) = 12 sinh
m−2 rmin cosh2 rmin.
By the monotonicity of Hawking mass (31) we have mH(zmin) ≤ mAH, so if r∞ is
defined as above then
(65) sinhm−2 rmin cosh2 rmin ≤ sinhm−2 r∞ coshm r∞,
and rmin ≤ r∞ follows, since the function h(r) = sinhm−2 r cosh2 r is strictly in-
creasing. 
3.6. Lipschitz Control Away from the Center. Here we see that if we avoid
small values of r, where there might be a deep well or a deep horizon, we obtain
Lipschitz controls on z = F(r) where we have embedded as in Lemma 3.2. These
controls will allow us to estimate the embedding constants of annular regions in
our embedded manifolds.
Lemma 3.7. If z = F(r) then
(66) F′(r) ≥
√
2m1
sinhm−2 r cosh2 r − 2m1
∀r > r1
for any r1 ≥ rmin, where m1 = mH(r1), and
(67) F′(r) ≤
√
2mAH
sinhm−2 r cosh2 r − 2mAH
∀r ≥ max {r1, r∞}
where mAH = mAH(Mm), and r∞ is as in Lemma 3.6.
Proof. By the monotonicity of Hawking mass (31) for r > r1 we have
(68) mH(r1) ≤ mH(r) ≤ mAH,
hence
(69) m1 ≤ sinh
m−2 r cosh2 r
2
(
(z′)2
1 + (z′)2
)
≤ mAH
by Lemma 3.2. Solving this inequality for z′ yields
(70) z′ ≥
√
2m1
sinhm−2 r cosh2 r − 2m1
∀r > r1
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and
(71) z′ ≤
√
2mAH
sinhm−2 r cosh2 r − 2mAH
∀r ≥ r∞.

4. Almost Rigidity of the Positive Mass Theorem
In this section we will prove Theorem 1.3 following a method very similar to
that used in [22], which can be briefly described as follows. We wish to estimate the
intrinsic flat distance between the two tubular neighborhoods, TD(Σα0) ⊂ Mm and
TD(Σα0) ⊂ Hm by constructing an explicit filling between them. By Lemma 3.2,
both Mm and Hm have Riemannian isometric embeddings into Nm+1 = Hm × R.
In fact the isometric embedding of Hm is distance preserving. We will then use
Theorem 2.3 to construct a filling space Z from Nm+1 by adding a strip for Mm.
This will allow to explicitly estimate the intrinsic flat distance by adding up the
appropriate volumes of the strips and the regions between the embeddings in Nm+1.
The difficulty arises when we note that we only have a small embedding con-
stant for annular regions in our manifold that avoid possible deep wells and deep
horizons. Without a small embedding constant, the volumes in the strips will be
too large. Thus we will cut off the deep wells at a carefully chosen radius r , and
only embed the annular regions beyond r into Nm+1. We will then estimate the
intrinsic flat distance using Theorem 2.5.
4.1. Constructing Z. We will use the same notation that was used by Lee and
the second author in [22] to label all the relevant regions that will be used in the
construction of the filling space. See Figure 1. These are regions whose volumes
will later need to be estimated to compute the intrinsic flat distance.
Recall that given α > 0 we denote by Σα the constant mean curvature sphere
with Volm−1 Σα = α and we define its “area radius” r(Σα) by
(72) r(Σα) = sinh−1((α/ωm−1)1/(m−1)).
Now fix α0 > 0 and set the following notations for the various key radii:
rmin = inf{r(p) : p ∈ Mm},(73)
rD− = inf{r(p) : p ∈ TD(Σα0) ⊂ Mm},(74)
r0 = r(Σα0) = sinh
−1((α0/ωm−1)1/(m−1)),(75)
rD+ = sup{r(p) : p ∈ TD(Σα0) ⊂ Mm}.(76)
Note that rmin ≤ rD− ≤ rD+ all depend on the manifold while r0 is uniquely deter-
mined by α0. Since r is a distance function, we have
(77) r0 − D ≤ rD− ≤ r0 ≤ rD+ ≤ r0 + D and 0 ≤ rmin
and the tubular neighborhood TD(Σα0) ⊂ Mm embeds into
(78) r−1(rD−, rD+) ⊂ Hm × R.
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Figure 1. The horizontal line represents TD(Σα0) ⊂ Hm and the
curved line with a dip down on the left represents TD(Σα0) ⊂ Mm.
This is adapted from the corresponding figure in [22].
We will now explicitly define a filling between the two tubular neighborhood.
All the regions we define starting here are depicted in Figure 1. A part of our excess
boundary will be formed by the region
(79) A0 = Ann0(rD+, r0 + D) ⊂ TD(Σα0) ⊂ Hm
whose volume will be estimated in Lemma 4.4.
In Lemma 4.2 below, we will choose a certain number r′ ∈ (0, r0) and for
(80) r = max{r′ , rD−}
we cut off the well
(81) A1 = r−1(rD−, r) ⊂ TD(Σα0) ⊂ Mm.
Note that A1 = ∅ when r′ ≤ rD− which occurs when our tubular neighborhood is
not intersecting with a deep well.
In the case when A1 is non-empty, we also cut off the corresponding annulus in
hyperbolic space:
(82) A2 = A2,1 = Ann0(r0 − D, r) ⊂ TD(Σα0) ⊂ Hm.
Note that when r0 − D ≤ 0, we have A2 = B0(r). The volumes of A1 and A2 are
uniformly controlled in Lemma 4.2.
When A1 is empty, we set
(83) A2 = A2,2 = Ann0(r0 − D, rD−) ⊂ TD(Σα0) ⊂ Hm.
The volume of A2 is then bounded uniformly by Lemma 4.5.
Recall that Lemma 3.2 determines the embedding of (84) up to a vertical shift.
So we choose our Riemannian isometric embeddings of
(84) r−1(r , rD+) = TD(Σα0) \ A1 ⊂ Mm
and
(85) r−1(r , rD+) = TD(Σα0) \ (A0 ∪ A2) ⊂ Hm
into r−1(r , rD+) ⊂ Hm × R such that Σα ⊂ Mm and Σα ⊂ Hm coincide.
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We define the region between the described isometric embeddings:
(86) B1 = {(x1, . . . , xm, z) : z ∈ [0, F(r)], r ∈ (r , rD+)} ⊂ r−1(r , rD+) ⊂ Hm × R
where F = F(r) is the embedding function.
Recall that the region B1 is not a filling manifold: while the embedding of (85)
is distance preserving, the embedding of (84) is not. So we add a strip
(87) B2 = [0, S M] × r−1[r , rD+] ⊂ [0, S M] × M
of width S M determined by Lemma 4.6, then Theorem 2.3 gives us a distance
preserving isometric embedding of (84) and (85) into B1 ∪ B2.
Applying Theorem 2.5 we have the following proposition. See Figure 1.
Proposition 4.1. The intrinsic flat distance is bounded by the volumes:
(88) dF ( TD(Σα0) ⊂ Mm , TD(Σα0) ⊂ Hm ) ≤ Volm+1(B) + Volm(A)
where B = B1 ∪ B2 is the filling manifold and
(89) A = A0 + A1 + A2 + A3,1 + A3,2 + A3,3
is the excess boundary with
(90) A3,1 = [0, S M] × r−1{rD+} ⊂ [0, S M] × M,
(91) A3,2 = [0, S M] × r−1{r} ⊂ [0, S M] × M,
(92) A3,3 = r−1{rD+} ⊂ ∂B1 ⊂ Hm × R.
The proof of Theorem 1.3 will be completed by estimating the volumes of these
regions.
4.2. Cutting off the Deep Wells. In this section we carefully determine where to
cut off a possibly deep well.
Lemma 4.2. Given  > 0, D > 0, α0 > 0 and Mm ∈ SphSym, let Σα0 ∈ Mm be a
symmetric sphere of area α0. Set
(93) α = min
{
/(16D), 1/4, ωm−1 sinhm−1(/4), α0
}
and choose
(94) r′ = r(Σα ) = sinh
−1((α/ωm−1)1/(m−1))
so that
(95) α = ωm−1 sinhm−1 r′ .
If the sets A1 and A2,1 are defined by (81) and (82) respectively, we have
(96) Volm(B0(r′) ⊂ Hm), Volm(A1), Volm(A2,1) ≤ /8.
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Proof. We have
(97)
Volm(B0(r′) ⊂ Hm) ≤ r′α = α sinh−1((α/ωm−1)1/(m−1)) < (1/4)(/4) = /16.
Note that A2,1 and A1 are empty unless r = r′ , so for the rest of the proof we
may assume that r = r′ . Then
(98) Volm(A2,1 ⊂ B0(r)) < /16
is a direct consequence of (97).
In order to estimate Volm A1, we let z = z(Σα ) and zD− = min{z(p) : p ∈
TD(Σα0) ⊂ Mm}. Observe that z − zD− < D because we chose α < α0 and areas
are monotone in SphSymm and r
−1(rD−, rD+) is a tubular neighborhood of radius D
about Σ0. Observe that the cylinder
(99) Cm = ∂B0(r) × [zD−, z]
has volume
(100) Volm(Cm) ≤ α(z − zD−) ≤ αD ≤ /16.
By Lemma 3.7 we have F′(z) ≥ 0 so we can project the well, A1 ⊂ Mm, radially
outwards to Cm and vertically downwards to B0(r) to estimate the volume:
(101) Volm(A1) ≤ Volm(Cm) + Volm(B0(r)) < /8.

4.3. Initial Restriction on δ for Theorem 1.3. Recall that in Theorem 1.3 we are
given any  > 0, D > 0, A0 > 0 and m ∈ N, and must choose δ = δ(,D, A0,m) >
0 depending only on these parameters such that if Mm ∈ SphSymm has mass,
mAH(M) < δ we will have our estimate on the intrinsic flat distance. Here we will
start choosing a number δ > 0 which will give us strong enough control to bound
|F′| which will then bound the embedding constant and the width of the strip.
Lemma 4.3. Given fixed r > 0 and m ∈ N, choose
(102) δ < δ(r) = 12 sinh
m−2 r cosh2 r .
If Mm ∈ SphSymm has mAH < δ then Mm has an isometric embedding into
(103) {z = F(r)} ⊂ Hm × R
where F : [rmin,∞)→ R is an increasing function, and
(104) rmin ≤ rδ < r ,
where rδ is the unique positive root of the equation
(105) 2δ = sinhm−2 rδ cosh2 rδ.
Furthermore, we have
(106) |F′(r)| ≤ Q(δ, r) ∀r ≥ r ,
where
(107) Q(δ, r) :=
√
2δ/(sinhm−2 r cosh2 r − 2δ)
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is such that
(108) lim
δ→0 Q(δ, r) = 0
when r is fixed.
Proof. Lemma 3.2 provides the Riemannian isometric embedding. By Lemma 3.6
we have rmin ≤ r∞, where r∞ satisfies
sinhm−2 r∞ cosh2 r∞ = 2mAH < 2δ < 2δ(r).
This together with (102) and (105) provides (104). Lemma 3.7 and the fact that
mAH(M) < δ then implies that
(109) |F′(r)| ≤ Q(δ, r) :=
√
2δ/(sinhm−2 r cosh2 r − 2δ) ∀r ≥ rδ.
By our choice of δwe have r > rδ, so we get (106) by applying the fact that Q(δ, r)
decreases in r. 
Note that the results of Section 4.2 allow us to control all regions with r < r .
Lemma 4.3 will enable us to controll the remaining regions of interest by taking δ
small enough.
4.4. Estimating the Regions in Hyperbolic space. In this section we estimate
the volumes of the regions A0 and A2 proving Lemma 4.4 and Lemma 4.5.
Lemma 4.4. Given D > 0, α0 > 0, m ∈ N, we choose δ > 0 as in Lemma 4.3. If
Mm ∈ SphSymm has mAH < δ then
(110) Volm(A0) ≤ DQ(δ, r0)ωm−1 sinhm−1(r0 + D)
where Q(δ, r0) is defined in (107).
Proof. By our choice of δ as in Lemma 4.3, we have
(111) |F′(r)| ≤ Q(δ, r0) ∀r ≥ r0.
As a consequence, by the formula for arclength we obtain
r0 + D − rD+ = r0 − rD+ +
∫ rD+
r0
√
1 + F′(r)2 dr(112)
≤ r0 − rD+ + (rD+ − r0)(1 + Q(δ, r0))(113)
≤ (rD+ − r0)Q(δ, r0) ≤ DQ(δ, r0).(114)
(115)
Thus
Vol(A0) ≤ Vol(r−1(rD+, r0 + D) ⊂ Hm)(116)
≤ (r0 + D − rD+)ωm−1 sinhm−1(r0 + D)(117)
≤ DQ(δ, r0)ωm−1 sinhm−1(r0 + D)(118)
and the lemma follows. 
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Recall that the region A2,2 in (83) is only defined when r′ ≤ rD−, in which case
r = rD−. This condition is assumed in the following lemma estimating the volume
of A2,2.
Lemma 4.5. Given r > 0, D > 0, α0 > 0, m ∈ N, we choose δ as in Lemma 4.3.
If Mm ∈ SphSymm has mAH < δ then the region A2 defined in (83) satisfies
(119) Volm(A2) ≤ DQ(δ, r)ωm−1 sinhm−1(r0).
Proof. By our choice of δ we know that
(120) |F′(r)| ≤ Q(δ, r) ∀r ≥ rD− = r ,
so by the formula for arclength we have
rD− − (r0 − D) = rD− − r0 +
∫ r0
rD−
√
1 + F′(r)2 dr(121)
≤ rD− − r0 + (r0 − rD−)(1 + Q(δ, r))(122)
≤ (r0 − rD−)Q(δ, r) ≤ DQ(δ, r).(123)
Thus
Vol(A2) = Vol(r−1(r0 − D, rD−) ⊂ Hm)(124)
≤ (rD− − (r0 − D))ωm−1 sinhm−1(rD−)(125)
≤ DQ(δ, r)ωm−1 sinhm−1(r0).(126)

4.5. Controlling the Width of the Strip.
Lemma 4.6. Given r > 0, D > 0, α0 > 0, m ∈ N, we choose δ as in Lemma 4.3.
If Mm ∈ SphSymm and mAH(Mm) < δ, then the region r−1(r , rD+) isometrically
embeds into the filling manifold B1 ∪ B2 of (86) and (87) where
(127) S M = S (δ, r ,D, r0) =
√
C(2D + pi sinh r0 + C)
with
(128) C = C(δ, r ,D, r0) = (4D + 2pi sinh r0)Q(δ, r),
where Q(δ, r) is defined as in Lemma 4.3.
Proof. We begin by applying Theorem 2.3 to the isometric embedding of
(129) r−1(r , rD+) ⊂ Mm
into
(130) Nm+1 = W × R ⊂ Hm × R
where W = Ann0(r , rD+) ⊂ Hm.
Since r−1(r , rD+) ⊂ TD(Σα0), we have
(131) diam(W) ≤ diam(r−1(r , rD+)) ≤ 2D + diam(Σα0) = 2D + pi sinh r0.
By Lemma 4.3 we have a bound, |F′(r)| ≤ Q(δ, r), for any r ≥ r . Then Theo-
rem 2.2 gives us the embedding constant CM ≤ C as in (128). By Theorem 2.3, the
strip must have width S M as in (127). 
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4.6. Volume Estimates and the Proof of Theorem 1.3. In this section we com-
plete the proof of Theorem 1.3 by estimating the volumes of the filling manifold
B1∪B2 and the excess boundary A and applying (88) as required in Proposition 4.1.
Proof. Given any  > 0, D > 0, α0 > 0, m ∈ N we set r0 > 0 so that
(132) α0 = ωm−1 sinhm−1 r0
and choose
(133) r′ = r′(,D, α0,m) > 0
exactly as in Lemma 4.2. Further, we define
(134) r = max{r′ , rD−}
as in (80) and choose
(135) δ < δ(r)
as in Lemma 4.3. This will be subsequently refined to obtain the value of δ which
suffices for Theorem 1.3 to hold. From now on it will be assumed that Mm ∈
SphSymm has mass mAH < δ.
When r′ ≥ rD− we apply Lemma 4.2, (81) and (82) to see that
(136) Volm(A1) + Volm(A2) ≤ /8 + /8 = /4.
If r′ < rD− then A1 = ∅ and by Lemma 4.5, we obtain the same estimate as long as
δ > 0 is chosen small enough so that
(137) DQ(δ, r)ωm−1 sinhm−1(r0 + D) < /8
holds. This second restriction on δ also suffices to obtain
(138) Volm(A0) < /8,
see Lemma 4.4.
By Lemma 3.2 we have an isometric embedding of r−1(r , rD+) into the graph,
{z = F(r)} ⊂ Hm × R, and may define B1 as in (86). We then have
Volm+1(B1) =
∫ rD+
r
(F(r) − F(r))ωm−1 sinhm−1 r dr(139)
≤ (rD+ − r)ωm−1 sinhm−1 rD+(F(rD+) − F(r))(140)
≤ 2Dωm−1 sinhm−1(r0 + D)
∫ rD+
r
F′(r) dr < /8(141)
as long as δ is chosen small enough so that
(142) 4D2ωm−1 sinhm−1(r0 + D)Q(r , δ) < /8
holds.
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Next we apply Lemma 4.6 to create region B2 as in (87). Again, by choosing δ
to be sufficiently small, we can ensure that
Volm+1(B2) = S M Vol(r−1(r , rD+) ⊂ Mm)(143)
= S M
∫ rD+
r
√
1 + F′(r)2 ωm−1 sinhm−1 r dr(144)
= S M
∫ rD+
r
(
1 + F′(r)
)
ωm−1 sinhm−1 r dr(145)
≤ S (δ, r ,D, r0)2Dωm−1 sinhm−1(r0 + D)(1 + Q(δ, r)) < /8(146)
since
(147) lim
δ→0 S (δ, r ,D, r0) = 0
by (127), (128), and (107).
Further, by (90) and (91) we have
Volm(A3,1) = S M ωm−1 sinhm−1 rD+ ≤ S Mωm−1 sinhm−1(r0 + D) < /12(148)
Volm(A3,2) = S M ωm−1 sinhm−1 r ≤ S Mωm−1 sinhm−1 r0 < /12(149)
as long as δ is chosen small enough so that
(150) S (δ, r ,D, r0)ωm−1 sinhm−1(r0 + D) < /12
holds. Finally, by (92) and the mean value theorem we have
Volm(A3,3) = ωm−1 sinhm−1(rD+)(F(rD+) − F(r))(151)
≤ 2Dωm−1 sinhm−1(r0 + D)Q(δ, r) < /12(152)
as long as δ is chosen small enough so that
(153) 2Dωm−1 sinhm−1(r0 + D)Q(δ, r) < /12.
The estimate on the intrinsic flat distance then follows from (88), adding all the
estimated volumes.
Applying (136)-(138) again, we obtain the volume estimate because
Vol( TD(Σ0) ⊂ Mm )
= Vol(A1) + Vol( r−1(r , rD+) ⊂ Mm )
= Vol(A1) +
∫ rD+
r
√
1 + F′(r)2 ωm−1 sinhm−1 r dr
≤ Vol(A1) +
√
1 + Q(δ, r)2
∫ rD+
r
ωm−1 sinhm−1 r dr
= Vol(A1) +
√
1 + Q(δ, r)2 Vol(r−1(r , rD+) ⊂ Hm)
= Vol(A1) +
√
1 + Q(δ, r)2
(
Vol(TD(Σα0) ⊂ Hm) − Vol(A0) − Vol(A2)
)
and the fact that Q(δ, r) can be taken small as δ→ 0. 
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