In this study the management of a water supply system under uncertainty is addressed.
Introduction
Planning and management of real-life water resources projects are always conducted under uncertainty, such as uncertain demands, flows, yields, costs and benefits. A common approach is to neglect the uncertainty and replace it with a deterministic estimator. Philbrick and Kitanidis (1999) have already shown the limitation of this approach for water resources systems. They present three models for reservoir management and demonstrate that the deterministic formulation does not perform as well as a stochastic formulation. Recently, consideration of uncertainties is becoming a standard step in water resources modeling. Numerous models have been developed in the past for management optimization of reservoirs, where inflows, net evaporation, hydrologic, and economic parameters and system demands are considered as random variables (Labadie, 2004) .
In Stochastic Programming (SP) (Birge and Louveaux, 1997) the uncertain parameters are modeled as random variables with prescribed probability density functions (PDFs). Generally, there are two types of stochastic programming: implicit and explicit stochastic programming, ISP and ESP, respectively.
To understand the concepts of the ISP and the ESP consider first the unconstrained optimization problem: ( , ) min f x R  where x is the vector of decision variables and R is the stochastic process. A common tool to present the stochastic process is that of scenarios (Dupacova, 2000) that are particular representations of how the process might be realized. The stochastic process R is approximated by a finite number f  , the optimal values set and x  , the optimal solution set are treated as stochastic elements and their probabilistic behavior is used to derive decision rules for implementation.
ISP solves multiple deterministic problems hence an efficient deterministic module is required. Hiew et al. (1989) and Crawley and Dandy (1993) ESP incorporates the PDF of the stochastic process into the optimization problem.
Hence, in an ESP formulation each possible decision results in a stochastic objective function ( , ) f x R with a given PDF. Since it is not possible to minimize a PDF of ( , ) f x R one must apply a statistical operator to the PDF (e.g. expectation, variance or quantile) before the optimization is performed.
Implicit Mean-Variance (IMV) Motivation
The main advantage of the ISP over the ESP is the ability to solve each scenario separately, as opposed to the ESP in which all scenarios are optimized simultaneously.
One of the more common approaches is to optimize the expected value of the objective (e.g., Vasiliadis and Karamouz, 1994; Seifi and Hipel, 2001; Kracman et al., 2006) . However, optimizing the expected value does not hedge against risk. Decision makers are and should be interested in optimizing risk measures jointly with or sometimes instead of the expected value. M a n u s c r i p t
Following the scenario based Robust Optimization (RO) , Watkins and McKinney (1997) incorporated the cost variance as a measure of risk within an ESP framework. In this framework the objective function is defined as a weighted sum of the expected value and standard deviation of the cost (meanvariance). In financial applications this approach is considered traditional, where the variance of the outcomes serves as a measure of risk (Markowitz, 1959) . Watkins and McKinney (1997) demonstrated the advantages of using the mean-variance framework as measures of risk in the optimization model.
When other objectives than the expected value are optimized (e.g. mean-variance), one cannot solve the ISP formulation by solving each scenario separately (section 3.2). Hence, the main advantage of the ISP over the ESP is lost. Creating the meanvariance tradeoff using the classical ISP requires solving many large-scale optimization problems, which makes this approach impractical.
In the current study the Implicit Mean-Variance (IMV) approach is developed and demonstrated. In the IMV the ISP advantage (the ability to solve each scenario separately) is utilized to formulate a small size convex external optimization problem to create the mean-variance tradeoff without the need to solve large-scale optimization problems.
The primary disadvantage of the implicit methods (classical ISP and IMV) is that the resulting optimal operational policies are unique to each scenario. Since the solution is different for each scenario and the true scenario is not known, one cannot decide which solution to implement. On the other hand, the ESP solution is not scenario dependent, i.e., the optimal solution is inherently implementable. However, computational difficulties in ESPs (especially when optimizing a nonlinear model) have led modelers of large systems to rely on ISP techniques (Labadie 2004) . Despite the drawback above ISPs remain applicable tools to the analysis of complex systems.
The solution obtained from the ISPs can be used to derive an implementable decision (not scenario dependent decision). Developing implementable decision from the ISP output has been the subject of several studies. Hiew et al., (1989) used multiple regression analysis to derive implementable decision for a multi-reservoir operation problem from an ISP solution. Raman and Chandramouli (1996) used artificial neural M a n u s c r i p t N o t C o p y e d i t e d 5 networks and Saad et al. (1992) employed principal component analysis to derive the implantable decision from the ISP solution.
On the mean-variance tradeoff created by the classical ISP or by the proposed IMV method each point is comprise of a set of optimal decision vector (one for each scenario). These decision vectors serve as intermediate information towards deriving an implementable decision as discussed above.
Noteworthy property of the IMV is that it can elucidate the shape of the entire tradeoff curve (useful in itself and is required to settle on a preferred tradeoff) by utilizing the minimum expected cost solution and a small size convex external optimization problem. Since most of the ISP studies considered the minimum expected cost solution (see examples above), this means that with adding a little computation (solving the external problems) these studies could be extended by the IMV approach to produce the entire mean-variance tradeoff for decision maker.
The mean-variance tradeoff comprised of all non-inferior solutions, i.e. the solutions with the least value of the variance for the specified value of the expectation. Each point so generated has its corresponding decision vectors. The decision maker is faced with selecting a point (or, even better, a range, for sensitivity analysis) that has his preferred balance between the two objectives, while, at the same time, examining the corresponding decision vectors and the implantable decision derived from them to ascertain that he is willing to accept them or requires further analysis.
The rest of this paper is organized as follows: The next section contains the formulation of a deterministic model for optimizing the operation of a Water Supply System (WSS) with its objective function and constraints. Next, the ISP to the deterministic WSS is developed, followed by presentation of the IMV approach. In the last section the IMV is applied to the stochastic version of the WSS model.
Deterministic formulation of the WSS management model
In this section the deterministic formulation of a seasonal multi-year model for management of water flow and salinity in water supply systems is presented. Figure 1 depicts a small hypothetical WSS (2 source nodes, 4 junction nodes, 2 demand nodes M a n u s c r i p t N o t C o p y e d i t e d 6 and 9 links) that we have used in developing and testing the model, while the system shown in Figure 2 is the central part of the Israeli National Water Supply System to which the method has also been applied.
Water is taken from sources (aquifers, reservoirs and desalination plants) and conveyed through a distribution system to consumers The operation is subject to constraints on water levels and water qualities in the aquifers, capacities of the pumping and distribution system, production capacity of the desalination plants, and a limit on their salinity removal ratio. The objective is to minimize the total present value of the operation cost that includes the cost of desalination, pumping, delivery and an extraction levy from the aquifers. The objective function and some of the constraints are nonlinear, leading to a nonlinear optimization problem.
The model does not include detailed hydraulics (i.e. the energy equations, Kirchoff's 2 d law); it is implicitly assumed that the short-term hydraulic operation within the season is feasible with the seasonal quantities that are prescribed by the model. Still, the cost of conveyance is related to the hydraulic characteristics of the network links.
The network representation in the model can be classified according to the physical laws that are considered explicitly in the model constraints (Ostfeld and Shamir, 1993; Cohen et al., 2000) . Ostfeld and Shamir (1993) define flow-quality models as those that consider the balance of the flows and mass of quality parameters, but without explicit inclusion of the hydraulics. According to this definition the developed model is a flow-quality model. Several flow-quality models have been developed in the last decade, (e.g. Tu et al., 2005; Yates et al., 2005; Zaide, 2006) . The model presented here differs by the spatial and the temporal resolution as well as the inclusion of more hydraulic characteristics of the network. See Housh et al. (2012) for full details.
In the model detailed below , , , , , p d a z S Y denote pipe, desalination plant, aquifer, demand zone, season, and year, respectively.
Objective function
The objective of the multi-year model is to minimize the present value of the total cost: M a n u s c r i p t
where cost is the total operation cost ( $); i is the annual discount rate ( dimensionless ).
The desalination cost CD is comprised of a constant price per unit of desalinated water plus a variable cost that depends on the salinity removal ratio: 
Constraints
For the natural sources, aquifers and reservoirs 1 , the water and salinity mass balance constraints are: 
The salinity of the desalinated water is:
, , 100 100
RR is removal ratio (%).
1 For reservoirs the storativity is set equal to 1, i.e. 
Operation bounds
Bounds are listed in Equation (14) on flow, salinity, and state variables, reflecting both physical and operational limits: 
where water quantities are in ( The above deterministic model was developed in Housh (2011) . Sensitivity analysis was performed to check its performance and behavior under various conditions. The sensitivity analysis results show rational behavior of the model under changes of parameters and initial conditions. The reader is referred to Housh (2011) for more details on the deterministic model.
Implicit Stochastic Programming (ISP)
This section presents the classical ISP and its application for the model in the previous section.
Efficient Deterministic Module (EDM)
The deterministic model described in the previous sections results in a general nonlinear optimization problem of the form: M a n u s c r i p t The general nonlinear optimization problem as defined in formulation (15) can be solved with one of the existing general nonlinear programming solvers, such as SQP (Fletcher, 1985) or an interior point algorithm (Waltz et al., 2006; Byrd et al., 2000) .
A set of mathematical strategies was developed to increase the computational 
Incorporation of Uncertainty
There is considerable uncertainty in the recharge vector R due to its dependency upon climate variability (Ajami et al., 2008) , seasonal effects, and climate change (Grantz et al., 2007) . In this study the uncertainty in the recharge is considered, though the authors recognize there is often significant uncertainty in other variables, such as demands and desalination cost. Once the recharge is modeled as a stochastic process, scenario based stochastic programming can be applied for the WSS model.
The scenario based stochastic programming assumes that the distribution of the stochastic process R is a finite discrete probability space, that is the particular representation of how the process may materialize. The stochastic process R is approximated by a finite set of scenarios k R  k  with associated probability An important aspect of solving stochastic models is the sequence of alternating decisions and observations. The ISP seeks an optimal solution for each scenario separately. Hence, the ISP assumes that the decision maker waits until the uncertainty is revealed before making a decision, i.e. delaying all decisions until the last possible moment, after all uncertainties have been revealed. The optimal solution relies upon the entire information about the future for each scenario; therefore this approach provides a set of scenario solutions. Because of this assumption the approach cannot be implemented directly and is therefore a "passive" approach.
The optimal solution (solution for each scenario) of the ISP constructs the objective values set F  that contains the optimal objective value for each scenario and the optimal solutions set x  that holds the optimal decisions for each scenario individually. These sets can be analyzed probabilistically and a decision rule is then used to aggregate these solutions to a single outcome for implementation (Hiew et al., M a n u s c r i p t
In the ISP one must solve multiple deterministic problems (one deterministic problem for each scenario), hence the EDM of section 3.1 constitutes an efficient buildingblock for the ISP for solving multiple deterministic problems. The ISP formulation is:
Subject to:
Formulation (16) Subject to:
The EDM cannot be utilized to solve (17), since all the decisions of all scenarios are in the same optimization problem. However, if both (16) and (17) 
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14 cannot be obtained by each scenario individually; rather, the following optimization problem has to be solved:
Subject to: 
Mean-Variance approach

Mean-Variance by classical ISP
The ISP can be used within a multi-objective approach to produce the Pareto front between the variance and the expectation, i.e., the assembly of feasible points from which one cannot move to improve the expectation without worsening (increasing) the value of the variance. This tradeoff covers the interval from the point of minimum expectation to the point of zero variance. The expectation associated with variance zero is equal to the minimum cost of the most severe scenario as elaborated previously.
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The bounds of the tradeoff interval are obtained from the solution of (16), which requires solving each scenario separately. This is because the mean of the objective values results in the minimum expectation ( min E , left point on the tradeoff) while the maximum of the objective values results in the severe scenario cost ( max E , right point on the tradeoff). For each point i E in this tradeoff interval the following optimization problem is solved to obtain one point on the tradeoff curve. In this formulation the epsilon-constraint approach for multi-objective optimization is utilized (Miettinen, 1999 ) that converts the multi-objective optimization problem into a one-dimensional one by re-formulating some of the objectives as constraints.
min ( , )
To obtain a point on the tradeoff curve, one has to solve (19), where all the decisions corresponding to each scenario are determined in a single optimization problem, and the EDM cannot be utilized (note that (19) is obtained from (18) by adding one constraint to the first objective, i.e. the minimum expectation).
Implicit Mean-Variance (IMV)
Deriving the optimal mean-variance tradeoff curve by the classical ISP requires solving the large scale optimization problem (19) for each point on the tradeoff curve.
In (19) all the decisions corresponding to each scenario are determined in the same optimization problem; solving each scenario individually would not result in the optimal solution of problem (19) as explained in section 3.2.
The Implicit Mean-Variance (IMV) approach developed in this study formulates a small size convex external problem to create the mean-variance tradeoff without the need to solve a large-scale problem of the form defined in (19).
The IMV is assisted by formulation (16) (where each scenario is solved individually)
to formulate a convex external problem that can be solved efficiently.
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IMV framework
The IMV framework is comprised of the following steps:
Step 1: The Efficient Deterministic Module (EDM, Section 3.1) is utilized to solve formulation (16) for each scenario, and the results are stored as follows:
Step 2: The tradeoff covers the interval from the point of minimum expectation to the point with variance zero. The expectation with variance zero is equal to the minimum cost of the most severe scenario. Thus:
Step 3 Subject to:
where k opt F is the optimal solution of problem (21).
Application IMV vs. classical ISP
A water system with 9 demand zones, 3 aquifers, 5 desalination plants and 49 pipes (Figure 2 ) is solved herein; the structure of this system mimics the central part of the Israeli National Water System. The year is divided into two seasons that are labeled "winter" -265 days with low demands and stochastic recharge given by a scenario tree, and "summer" -100 days with high demands and zero recharge. The full parameter set appears in Appendix I.
The aquifer recharge is considered stochastic, given by a finite number of scenarios.
For water resources management models we are often able to generate a large number of scenarios, obtained by simulation with stochastic models using historical data and expert forecasting of more extreme scenarios. However, to demonstrate the method developed in this study, it is assumed that the annual aquifer recharge is given by a Probability Mass Function (PMF) of an independent random variable (no serial correlation). Hence, the scenarios set for the multi-year recharge vector and its corresponding probabilities are obtained by using multiplication, i.e. multiplying the probabilities of the independent random variable.
The Probability Mass Function (PMF) is given in M a n u s c r i p t
For a three year horizon, the scenario tree has eight scenarios (i.e. paths in the tree), where each of the nodes 2 15 receives the values of the low recharge if the node index is odd, and high recharge, otherwise.
In the classical ISP, to obtain a point on the tradeoff curve one solves (19) where the decisions corresponding to all scenarios are determined by one optimization problem.
For the WSS in Figure 2 In the application we chose to run the model for 3 years, so the number of decision variables in the ISP is not large. In general, the time horizon should be extended to more years. It is tractable to solve the IMV with an extended horizon while in the classical ISP it is not, because the optimization problem size increases exponentially with the time periods. For the demonstration in this paper we chose a horizon of only 3 years so the ISP formulation can still be solved and compared with the IMV.
The IMV formulates an equivalent external optimization problem that yields the optimal Pareto front without the need to solve the optimization problem as described above. The external problem (21) is quadratic having eight decision variables (one corresponding to each scenario) and nine linear constraints. It is thus much easier to solve than the ISP. The steps involved for solving the IMV are:
Step 1: Solve formulation (16) linear constraints and bounds. The optimal objective value for each scenario is described in Figure 3 .
The results in Figure 3 show, for example, that scenario 4 with High-Low-Low recharge costs less than scenario 5 which is a Low-High-High recharge scenario, despite the fact that scenario 5 has overall more water in the aquifers. This is because the high recharge value in scenario 4 in the first year is larger than the required demand and the aquifers can store some water for future years. On the other hand, in scenario 5 the low recharge is in the first year, hence despite knowing that the future M a n u s c r i p t
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19 holds high recharge, more water from the desalination plant in the first year need to be used that leads to a high cost in the first year and consequently to a higher total cost.
Step 2 Step 3 To obtain a point on the tradeoff by the classical ISP an optimization problem with 1488 decision variables is solved. Hence, to obtain the tradeoff in Figure 4 , 10 optimization problems with 1488 decision variables each are solved. In the IMV we solve 8 problems with 186 decision variables and then an external problem with 8 decision variables is solved for each point in the tradeoff. A particularly noteworthy feature is that the 8 optimization problems in the IMV are solved only once and there is no need to solve these problems for each point in the tradeoff curve.
Furthermore, it is well-known that solving a number of sub-problems obtained by decomposition is computationally superior to solving large-scale optimization problem (Rockafellar and Wets, 1991; Mulvey and Ruszczynsk, 1995) . Hence, M a n u s c r i p t 
Tradeoff analysis
Since water from the aquifers costs less than from desalination, the tradeoff between the expected value of the cost and its variability (standard deviation) shows that as the cost rises (corresponding to less water taken from the stochastic sources and more from desalination) the variability decreases. It may be possible to identify an implementable decision that is a near optimal solution for a wide range of possible realizations (Labadie, 2004) . Moving to the right along the tradeoff range makes the solution more implementable, i.e., the values obtained from different scenarios are closer. Thus, deriving a heuristic decision rule for implementation would be made easier by moving along the tradeoff curve.
Discussion
The Mean-variance approach can be attributed to the scenario based robust optimization suggested by . A robust solution is defined as one that results in low variability. Robustness (less variability) was projected in the WSS application as smaller amounts of aquifer withdrawal, resulting in less reliance on the uncertain water source and greater reliability.
Still, choosing the variance as a measure of robustness will not always be correct.
Consider for example the case where there is a high levy on extraction from the aquifers. In case seeking a solution with less variability results in more water withdrawal from the stochastic sources, resulting in less reliability and less robustness.
The variability is not always a good measure of reliability and robustness; this could depend on the problem parameters (e.g. extraction levy). In fact, a similar conclusion was proposed by Watkins and McKinney (1997) 4. The inability of the Mean-Variance tradeoff to provide decisions for implementation is well documented in the literature; see, for example, Labadie (2004) and the references therein. Still, as demonstrated in the example herein, moving along the tradeoff towards solutions with less variability produces solutions from which an implementable decision is easier to derive. This is due to the proximity of scenario solutions when the variability is small.
5. Robustness (implying less variability, resulted in the WSS application as smaller amounts of aquifer water are withdrawn, reducing reliance on the uncertain water source.
6. A conclusion to be drawn from the discussion section is that understanding the considerations of cost variability solutions in making decisions is essential. Selecting the variance or standard deviation as a measure of robustness may lead to decision errors in cases where less variability requirement artificially/inefficiently increases the M a n u s c r i p t Table 3 Accepted Manuscript Not Copyedited
