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suﬃciently small or suﬃciently large.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider the equation
ut − u = |u|αu, (1.1)
in RN with α > 0, and in particular ﬁnite-time blowup of solutions. Recall that for every u0 ∈ C0(RN ),
the Banach space of continuous functions on RN that vanish at inﬁnity, there exists a unique solution
of (1.1) with the initial condition u(0) = u0, which is deﬁned on a maximal time interval [0, Tmax)
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time, i.e. ‖u(t)‖L∞ → ∞ as t ↑ Tmax.
Over the past 25 years, an extremely vast literature has been developed around the question of
ﬁnite time blowup. The great majority of articles are devoted to the study of the asymptotic form
of solutions at, or near, the blowup time. Relatively few of them deal with the question of which
initial values lead to blowup and which lead to global existence. Of these, almost all are concerned
with nonnegative initial values. Indeed, the only criteria we know which can be used to prove that a
sign-changing initial value on RN results in a nonglobal solution are due to Levine [7], Mizoguchi and
Yanagida [8–10] and Dickstein [2].
The sorry state of affairs is that we do not really understand why some solutions blow up in ﬁnite
time and others do not. For example, if ψ satisﬁes the negative energy criteria of [7], thus producing a
solution that blows up in ﬁnite time, then so does λψ for all λ > 1. It would be therefore reasonable
to conjecture, more generally, that if the initial value ψ gives rise to a solution of (1.1) that blows
up in ﬁnite time, then so does λψ with λ > 1. An equivalent formulation is to say that if the initial
value ψ gives rise to a global solution of (1.1), then so does λψ for 0< λ < 1.
The purpose of this paper is to prove that the above conjecture is false. More precisely, we prove
the following theorems.
Theorem 1.1. If
0<α <
2
N
, (1.2)
then there exists ψ ∈ C0(RN ) ∩ L1(RN ) with the following properties.
(i) The solution of (1.1) with initial value ψ is global.
(ii) If λ > 0 is either suﬃciently small or suﬃciently large, then the solution of (1.1) with initial value λψ
blows up in ﬁnite time.
In addition, ψ has exponential decay in the sense that ψ ∈ L2(RN , e |x|
2
4 dx).
Theorem 1.2. There exists 0 < α0 < 2/N such that for all α0 < α < 2/N there exists ψ ∈ C0(RN ) ∩ L1(RN )
with the following properties.
(i) The solution of (1.1) with initial value ψ is global.
(ii) If λ > 0 is either suﬃciently small or suﬃciently large, then the solution of (1.1) with initial value λψ
blows up in ﬁnite time.
In addition, ψ is the proﬁle of a forward self-similar solution of (1.1) and |x| 2α ψ(x) has a nonzero limit as
|x| → ∞.
Note that the initial value ψ of Theorem 1.1 decays exponentially, therefore more rapidly than
the initial value ψ constructed in Theorem 1.2, which has power decay. Moreover, as our proofs will
show, the resulting global solutions of (1.1) have different decay rates as t → ∞. More precisely,
if ψ is the initial value we construct in the proof of Theorem 1.1, then the resulting solution u
of (1.1) satisﬁes (1 + t) 1α ‖u(t)‖L∞ → 0 as t → ∞. (See (2.17).) On the other hand, since the initial
value ψ in Theorem 1.2 is a nontrivial self-similar proﬁle, the corresponding solution u of (1.1) sat-
isﬁes (1 + t) 1α ‖u(t)‖L∞ ≡ a > 0. Also, the power α0 in Theorem 1.2 is a consequence of our method
of proof rather than being intrinsic to the problem. We expect that the conclusion of Theorem 1.2 is
true for all 0<α < 2/N .
Theorems 1.1 and 1.2 suggest that blowup is the generic situation for solutions of (1.1) in RN with
α < 2/N and that global solutions are exceptional. Fujita’s classical result [4] says this very clearly
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mediately from Fujita’s result after applying the comparison principle and the elementary inequality
|v|αv − |u|αu  2−α(v − u)α+1 valid for all −∞ < u  v < ∞.
Proposition 1.3. Assume α < 2/N and let u0 ∈ C0(RN ) be such that the corresponding solution of (1.1) is
global. If v0 ∈ C0(RN ), v0 
≡ u0 , satisﬁes either v0  u0 or v0  u0 , then the corresponding solution of (1.1)
blows up in ﬁnite time.
In view of Theorems 1.1 and 1.2 and Proposition 1.3, one might guess that, given a sign-changing
ψ ∈ C0(RN ), there are at most ﬁnitely many values of λ > 0 for which the solution of (1.1) with initial
value λψ is global. This statement is in general false. Indeed, suppose N = 1 and α > 1. There exists
a rapidly decaying, self-similar solution of (1.1) whose proﬁle ψ is odd and ψ > 0 on R+ (see [6,13]).
It follows by comparison on R+ that the solution of (1.1) with the initial value λψ is global for all
0< λ < 1. Note that, since ψ is odd, its integral on R vanishes. This property is not insigniﬁcant.
The condition
∫
RN
ψ(x)dx 
= 0 (1.3)
is crucial to our proofs of Theorems 1.1 and 1.2, in the form of the following result.
Theorem 1.4. (See Dickstein [2].) Suppose (1.2) and let ψ ∈ C0(RN ) ∩ L1(RN ) satisfy (1.3). It follows that the
solution of (1.1) with the initial value λψ blows up in ﬁnite time for all suﬃciently small λ > 0.
Combining Theorem 1.4 with Levine’s classical energy criteria for blowup [7], we obtain the fol-
lowing proposition.
Proposition 1.5. Suppose (1.2). If ψ ∈ C0(RN ) ∩ L1(RN ) ∩ H1(RN ) satisﬁes (1.3), then Tmax(λψ) < ∞ if
λ > 0 is either suﬃciently small or suﬃciently large.
Thus, to establish conditions (i) and (ii) in both Theorems 1.1 and 1.2, it suﬃces to prove the
existence of ψ ∈ C0(RN ) ∩ L1(RN ) ∩ H1(RN ) which satisﬁes (1.3) and Tmax(ψ) = ∞. To accomplish
this, we use two different strategies, leading to the two theorems, which we now describe.
To prove Theorem 1.1, we use forward self-similar variables. More precisely, let u ∈ C([0,∞),
C0(RN )) be a solution of (1.1) and set
v(s, y) = (1+ t) 1α u(t, x), (1.4)
where
s = log(1+ t), y = x√
1+ t , (1.5)
i.e.
v(s, y) = e sα u(es − 1, ye s2 ). (1.6)
It follows that v ∈ C([0,∞),C0(RN )), v(0) = u(0) and that v solves the following equation
vs = v + 1 y · ∇v + 1 v + |v|αv. (1.7)
2 α
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θ(y) = exp
( |y|2
4
)
, (1.8)
and let Lpθ and H
1
θ be the weighted Lebesgue and Sobolev spaces given by
Lpθ = Lp
(
R
N , θ(y)dy
)
(1.9)
and
H1θ =
{
u ∈ L2θ ; ∇u ∈ L2θ
}
, (1.10)
with the natural norms. Let L be deﬁned by
⎧⎨
⎩
D(L) = {u ∈ H1θ ; ∇u ∈ H1θ},
Lu = −u − 1
2
y · ∇u, u ∈ D(L).
(1.11)
We note that
Lu = −1
θ
∇ · [θ∇u],
for all u ∈ D(L).
Our proof of Theorem 1.1 uses the local stable manifold M in H1θ of the zero solution. The well-
known spectral properties of L (see Kavian [6]) yield an explicit description of the tangent space W
toM at 0 (as observed by Mizoguchi and Yanagida [8]). To prove there exists ψ ∈M satisfying (1.3),
we argue by contradiction. If
∫
RN
v(s)dx = 0 for all s > 0 and all trajectories v on M, then also
0 = dds
∫
RN
v(s)dx = ∫
RN
|v(s)|αv(s)dx. This implies that ∫
RN
|ψ |αψ = 0 for all ψ ∈M, thus for all
ψ ∈ W . This is ruled out by the linear structure of W , see Lemma 2.5.
The proof of Theorem 1.2 is based on well-known properties of the asymptotic behavior of proﬁles
of forward, radially symmetric self-similar solutions of (1.1). See [5,11,14]. Such proﬁles are radially
symmetric stationary solutions ψ of (1.7), but not necessarily in H1θ . Indeed, the proﬁles are either
slowly decaying or rapidly decaying and only the rapidly decaying ones are in H1θ . If α < 2/N , there is
an explicit relationship between
∫
RN
ψ and
∫
RN
|ψ |αψ . If α = 2/N , then ∫
RN
|ψ |αψ 
= 0 for all slowly
decaying proﬁles. By continuous dependence, we conclude that for α < 2/N , but close, there exist
(slowly decaying) proﬁles ψ for which
∫
RN
ψ 
= 0.
Finally we remark that an alternate proof to Theorem 1.1 could be based on the invariance prin-
ciple using the energy associated with Eq. (1.7) in H1θ and the fact that global solutions in H
1
θ are
bounded. To carry out such a proof one would need to exhibit ψ ∈M such that λψ /∈M for all
small λ. If one then shows that there is an energy gap between 0 and all other stationary solutions
of (1.7), it follows that λψ produces blowup if λ is suﬃciently small. Our proof, using Theorem 1.4,
is technically simpler. The condition (1.3) shows that λψ /∈M for λ small and obviates the need for
energy arguments. Furthermore, Theorem 1.4 also applies in the context of Theorem 1.2, where the
solutions of (1.7) under consideration do not have ﬁnite energy.
The rest of the paper is organized as follows. In the following two sections we prove respectively
Theorems 1.1 and 1.2. In the last section, we give results analogous to Theorem 1.1 for Eq. (1.1) on a
bounded domain with Neumann boundary conditions, and on R with periodic boundary conditions.
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Throughout this section, we assume (1.2).
Remark 2.1. We recall some properties of the operator L on the spaces H1θ and L
p
θ . See Escobedo and
Kavian [3] and Kavian [6] for the proofs.
(i) We have the embedding
H1θ ↪→ Lpθ , (2.1)
whenever 2 p < ∞ if N = 1,2 or 2 p  2N/(N − 2) if N  3.
(ii) The embedding H1θ ↪→ L2θ is compact.
(iii) The operator L is a positive self-adjoint operator on L2θ with compact inverse. The ﬁrst eigen-
value of L is λ1 = N/2 and a corresponding eigenvector is ϕ1(x) = 1/θ(x) = e− |x|
2
4 . In fact, the
eigenvalues of L are
λ j(L) = N + j − 12 , (2.2)
and the eigenvectors corresponding to the eigenvalue λ j are spanned by the functions Dβϕ1
where |β| = j − 1.
(iv) −L is the generator of an analytic semigroup of compact operators (e−tL)t0 on L2θ .
(v) Note that
∫
RN
w =
∫
RN
wϕ1θ = (w,ϕ1)L2θ , (2.3)
for all w ∈ L2θ .
Remark 2.2. It is not diﬃcult to show using the analytic character of the semigroup and the em-
bedding (2.1) that the Cauchy problem for (1.7) is well-posed in L2θ when α < 2/N . Since (1.7) is
equivalent to (1.1) it is not diﬃcult to show that if ϕ ∈ L2θ ∩ C0(RN ), then the corresponding solution
of (1.7) remains in C0(RN ) as long as it exists as an L2θ solution.
Deﬁnition 2.3. Let J be the unique positive integer such that
N + J − 1
2
 1
α
<
N + J
2
. (2.4)
(The existence of J follows from the assumption (1.2).) We denote by W the (inﬁnite dimensional)
subspace of L2θ spanned by {Dβϕ1; |β| J } and by Z the (ﬁnite dimensional) subspace of L2θ spanned
by {Dβϕ1; |β| J − 1}.
Remark 2.4. Here are some consequences of Deﬁnition 2.3.
(i) L2θ = W ⊕ Z .
(ii) Setting
K = L − 1 , (2.5)
α
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λ j(K ) = N + j − 12 −
1
α
, (2.6)
so that the eigenvalues of e−tK = e tα e−tL are
λ j
(
e−tK
)= exp
(
−t
[
N + j − 1
2
− 1
α
])
. (2.7)
Thus we see that e−tK has J eigenvalues in [1,∞), the other eigenvalues being in the interval
(0,exp(−t[ N+ J2 − 1α ])) ⊂ (0,1).
Lemma 2.5. There exists ϕ ∈ W ∩ (⋂n1 D(Ln)) such that
∫
RN
|ϕ|αϕ 
= 0. (2.8)
Proof. Let β be a multi-index such that |β| J and set u = Dβϕ1. In particular, u is an eigenvector
of L. We claim that there exists a multi-index γ with |γ | J and η > 0 such that
∫
RN
∣∣u + ηDγ ϕ1∣∣α(u + ηDγ ϕ1) 
= 0. (2.9)
Indeed, otherwise we obtain by taking the derivative at 0 with respect to η that
∫
RN
|u|αDγ ϕ1 = 0, (2.10)
for all γ such that |γ | J . By (2.3), we may rewrite the above identity in the form
(|u|αϕ1, Dγ ϕ1)L2θ = 0, (2.11)
for all γ such that |γ | J . This means that |u|αϕ1 ∈ Z . This is impossible since every element of Z
is the product of a polynomial by ϕ1. This proves the claim (2.9). We now choose γ and η > 0 such
that (2.9) holds and we let ϕ = u + ηDγ ϕ1. It follows that ϕ satisﬁes (2.8). Finally, ϕ being a linear
combination of two eigenvectors of L, we see that ϕ ∈⋂n1 D(Ln). 
Proof of Theorem 1.1. Let U(s) be the semiﬂow on L2θ of Eq. (1.7). If B is the ball of radius 1 in L2θ ,
then there exists S > 0 such that U(s) : B → L2θ is a C1 map for all 0  s  S . Its derivative at 0
is e−sK (with the notation of Remark 2.4(ii)). It follows (see [1]) that the stationary solution 0 has a
local stable manifoldM which is tangent at 0 to W . In particular, there exists a neighborhood N of 0
in L2θ , a neighborhood V of 0 in W and a function g ∈ C1(V , Z) with g(0) = 0 and g(ϕ) = o(‖ϕ‖L2θ )
such thatM∩ N = {ϕ + g(ϕ); ϕ ∈ V }. Since D(L) and C0(RN ) are invariant under the semiﬂow (and
Z is ﬁnite dimensional), we have in fact
M∩ N ∩ D(L) ∩ C0
(
R
N)= {ϕ + g(ϕ); ϕ ∈ V ∩ D(L) ∩ C0(RN)}. (2.12)
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there exists ψ ∈M∩ N ∩ D(L) ∩ C0
(
R
N
)
such that
∫
RN
ψ 
= 0. (2.13)
Suppose no such ψ exists. Then, for all η ∈M∩ N ∩ D(L) ∩ C0(RN ), it follows from (1.7) that
0 = d
ds
∫
RN
U(s)η|s=0 =
∫
RN
|η|αη. (2.14)
By (2.12), it follows that
∫
RN
∣∣ϕ + g(ϕ)∣∣α(ϕ + g(ϕ))= 0, (2.15)
for all ϕ ∈ V ∩ D(L) ∩ C0(RN ). Replacing ϕ by εϕ and letting ε ↓ 0, we see that
∫
RN
|ϕ|αϕ = 0, (2.16)
for all ϕ ∈ V ∩ D(L) ∩ C0(RN ). Since V is a neighborhood of 0 in W , this contradicts Lemma 2.5 and
proves (2.13).
Let ψ be as in (2.13) and let v be the solution of (1.7) with initial value ψ . Since ψ ∈M, we see
that v is global and ‖v(t)‖H1θ → 0 as t → ∞, which implies that ‖v(t)‖L∞ → 0. Let u be the solution
of (1.1) given by (1.6). It follows that u(0) = ψ , u is global and
(1+ t) 1α ∥∥u(t)∥∥L∞ −→t→∞0. (2.17)
Finally, property (ii) is a consequence of Proposition 1.5. 
3. Proof of Theorem 1.2
Recall that a forward self-similar solution of (1.1) is a solution of the form
u(t, x) = (1+ t)− 1α f
(
x√
1+ t
)
, (3.1)
for some f ∈ C0(RN ). The function f = u(0) is called the proﬁle of u. It suﬃces to prove the existence
of a proﬁle f satisfying the conditions in Proposition 1.5.
We recall that a function u of the form (3.1) is a solution of (1.1) if and only f is a stationary
solution of (1.7), i.e.
− f − 1
2
y · ∇ f − 1
α
f = | f |α f . (3.2)
In this section, we consider radially symmetric forward self-similar solutions of (3.2), and so the
proﬁle f satisﬁes the ODE
f ′′ + N − 1 f ′ + r f ′ + 1 f + | f |α f = 0, (3.3)
r 2 α
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f ′(0) = 0. (3.4)
In [5], the following basic facts about the problem (3.3)–(3.4) were established. Given α > 0 and γ ∈R
there is a unique C2 solution f = fγ ,α : [0,∞) →R of (3.3)–(3.4) such that fγ ,α(0) = γ . Furthermore
there exist constants C = Cγ ,α and  = γ ,α such that
(1+ r) 2α ∣∣ fγ ,α(r)∣∣+ (1+ r) α+2α ∣∣ f ′γ ,α(r)∣∣ Cγ ,α (3.5)
and
lim
r→∞ r
2
α fγ ,α(r) = γ ,α. (3.6)
Recall that the proﬁle fγ ,α is slowly decaying if γ ,α 
= 0 and rapidly decaying if γ ,α = 0. In the
latter case, fγ ,α ∈ H1θ , see [11]. While it is not explicitly stated in [5], the proofs show that Cγ ,α can
be chosen uniformly for (γ ,α) in a compact subset of R× (0,∞) and that γ ,α depends continuously
on α > 0. It follows that the mapping
(γ ,α) →
∞∫
0
rN−1| fγ ,α |α fγ ,α dr (3.7)
is continuous R × (0, 2N−2 ) → R. Furthermore, multiplying (3.3) by rN−1 and integrating gives [5,
Proposition 3.6]
RN−1 f ′(R) + RN f (R) =
R∫
0
rN−1 f (r)
[
N
2
− 1
α
− ∣∣ f (r)∣∣α
]
dr, (3.8)
for all R > 0. Letting R → ∞ and using (3.5)–(3.6), we obtain the following lemma.
Lemma 3.1. The following properties hold.
(i) If α = 2/N, then γ ,α = −
∫∞
0 r
N−1| fγ ,α |α fγ ,α dr.
(ii) If α < 2/N, then ( 1α − N2 )
∫∞
0 r
N−1 fγ ,α dr = −
∫∞
0 r
N−1| fγ ,α |α fγ ,α dr.
Yanagida [14] proved that if (N − 2)α  2 (and in particular if α = 2/N) then γ ,α 
= 0 for all but
a countable family of γ . Fix γ > 0 such that γ , 2N

= 0, so that by Lemma 3.1(i)
∞∫
0
rN−1| fγ , 2N |
2
N fγ , 2N
dr 
= 0. (3.9)
By continuous dependence on α, there exists 0<α0 < 2/N such that if α0 <α < 2/N then
γ ,α 
= 0 (3.10)
and
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0
rN−1| fγ ,α |α fγ ,α dr 
= 0. (3.11)
By Lemma 3.1(ii), Eq. (3.11) implies that
∞∫
0
rN−1 fγ ,α dr 
= 0. (3.12)
It follows from (3.12) and the estimate (3.5) that ψ = fγ ,α (considered now as a function deﬁned
on RN ) satisﬁes the hypotheses of Proposition 1.5. This establishes statement (ii). Statement (i) follows
since u given by (3.1) with f = ψ is a self-similar, and therefore global, solution of (1.1). Finally, the
proﬁle ψ is slowly decaying because of (3.10). This completes the proof.
4. The case of a bounded domain with Neumann boundary condition
In this section, we show that the arguments of Section 2 apply to the case of the nonlinear heat
equation in a bounded domain with Neumann boundary condition. More precisely, let Ω ⊂ RN be a
smooth, bounded domain and consider the equation
⎧⎨
⎩
ut − u = |u|αu,
∂u
∂n = 0 on ∂Ω,
(4.1)
where α > 0. It is well known that the initial value problem for (4.1) is locally well-posed in C(Ω)
and, more generally, in Lq(Ω) for q > Nα/2, q  1. (See Theorem 3 in [12].) More precisely, given
u0 ∈ Lq(Ω) there exists a unique solution of (4.1) with the initial condition u(0) = u0, which is
deﬁned on a maximal time interval [0, Tmax) with Tmax = Tmax(u0), i.e. u ∈ C([0, Tmax), Lq(Ω)) ∩
C((0, Tmax),C(Ω)). If Tmax < ∞, then the solution blows up in ﬁnite time, i.e. ‖u(t)‖L∞ → ∞ as
t ↑ Tmax.
Given ψ ∈ H1(Ω)∩ C(Ω), Levine’s result [7] implies that Tmax(λψ) < ∞ for all suﬃciently large λ.
In addition, if u0(x) ≡ c, then (4.1) reduces to an ODE and the solution blows up in ﬁnite time if c 
= 0.
By comparison, it follows that if u0 > 0 on Ω , then Tmax(u0) < ∞. In this regard, problem (4.1) for
any α > 0 resembles problem (1.1) in the Fujita subcritical case α < 2/N . Furthermore, we have the
following analogue of Theorem 1.1.
Theorem 4.1. Let α > 0. There exists ψ ∈ C(Ω) with the following properties.
(i) The solution of (4.1) with initial value ψ is global.
(ii) If λ > 0 is either suﬃciently small or suﬃciently large, then the solution of (4.1) with initial value λψ
blows up in ﬁnite time.
Remark 4.2. Consider the problem (4.1) in one space dimension on the interval (0,1) but with pe-
riodic boundary conditions rather than Neumann boundary conditions. The analogue of Theorem 4.1,
but where C(S1) replaces C(Ω), is equally true. The proof is essentially word for word the same as
the proof of Theorem 4.1. One could even consider a periodic domain in RN .
Our proof of Theorem 4.1 makes use of the following analogue of Theorem 1.4.
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∫
Ω
ψ(x)dx 
= 0. (4.2)
It follows that the solution of (4.1) with the initial value λψ blows up in ﬁnite time for all suﬃciently small
λ > 0.
Remark 4.4. As with Theorem 1.4, Proposition 4.3, as well as its analogue in the periodic case, is false
without the hypothesis (4.2). Indeed, let Ω = (0,π) and ψ(x) = cos x. By symmetry, the solution of
Eq. (1.1) with initial value λψ is the same whether we consider Neumann boundary conditions on Ω ,
periodic boundary conditions on R, or Dirichlet conditions on (−π/2,π/2). Since the zero solution
is stable under Dirichlet boundary conditions, it follows that Tmax(λψ) = ∞ for all suﬃciently small
λ > 0.
Proof of Proposition 4.3. Consider the solution w of
⎧⎪⎪⎨
⎪⎪⎩
wt = w in Ω,
∂w
∂n
= 0 on ∂Ω,
w(0) = ψ in Ω.
It follows that w(t) → |Ω|−1 ∫
Ω
ψ in L∞(Ω) as t → ∞. Assuming for example ∫
Ω
ψ > 0, we see that
there exists τ > 0 such that w(τ ) > 0 in Ω . Given λ > 0, let uλ be the solution of (4.1) with the
initial value λψ and set vλ = λ−1uλ . It follows that
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vλt = vλ + λα |vλ|αvλ,
∂vλ
∂n
= 0,
vλ(0) = ψ.
By continuous dependence, we deduce that for λ small vλ exists up till the time τ and that vλ(τ ) →
w(τ ) in L∞(Ω). In particular, vλ(τ ) > 0 in Ω for all suﬃciently small λ > 0 so that vλ blows up in
ﬁnite time. 
Lemma 4.5. There exists ϕ ∈ C∞(Ω) such that
∫
Ω
ϕ = 0 and
∫
Ω
|ϕ|αϕ 
= 0. (4.3)
Proof. We denote by (λ j) j1 the eigenvalues of − on L2(Ω) with Neumann boundary condition
and (ϕ j) j1 a corresponding orthonormal family of eigenvectors. In particular, λ1 = 0 and ϕ1 is con-
stant. Fix j  2. We claim that there exist k 2 and η > 0 such that
∫
Ω
|ϕ j + ηϕk|α(ϕ j + ηϕk) 
= 0. (4.4)
Indeed, otherwise we obtain by taking the derivative at 0 with respect to η that
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Ω
|ϕ j|αϕk = 0, (4.5)
for all k  2. This implies that |ϕ j|α is proportional to ϕ1, i.e. there exists a constant c ∈ R such that
|ϕ j |α = c. Since ϕ j is smooth, it must be constant, which is absurd. This proves the claim (4.4). We
now choose k 2 and η > 0 such that (4.4) holds and we let ϕ = ϕ j + ηϕk . 
Proof of Theorem 4.1. In view of Proposition 4.3 and [7], it suﬃces to prove the existence of ψ ∈
C(Ω) ∩ H1(Ω) which satisﬁes (4.2) and Tmax(ψ) = ∞. To accomplish this, as in Section 2, we use a
stable manifold argument. We ﬁx
min
{
1,
Nα
2
}
< q < ∞,
so that the initial value problem for (4.1) is locally well-posed in Lq(Ω). The operator − on Lq(Ω)
with Neumann boundary condition has the ﬁrst eigenvalue 0 (with ϕ1 ≡ 1) and the other eigenvalues
are > 0.
Let U(t) be the semiﬂow on Lq(Ω) of Eq. (4.1). If B is the ball of radius 1 in Lq(Ω), then there
exists T > 0 such that U(t) : B → Lq(Ω) is a C1 map for all 0 t  T . Its derivative at 0 is et . We
set
W =
{
ϕ ∈ Lq(Ω);
∫
Ω
ϕ = 0
}
,
so that
Lq(Ω) = {R1Ω } ⊕ W .
It follows (see [1]) that the stationary solution 0 has a local stable manifold M which is tangent
at 0 to W . (We work in Lq(Ω) rather than C(Ω) so that assumption (S.3) in [1, p. 404] is easily
veriﬁed.) In particular, there exists a neighborhood N of 0 in Lq(Ω), a neighborhood V of 0 in W and
a function g ∈ C1(V ,R) with g(0) = 0 and g(ϕ) = o(‖ϕ‖Lq ) such that M ∩ N = {ϕ + g(ϕ); ϕ ∈ V }.
Since H1(Ω) ∩ C(Ω) is invariant under the semiﬂow, we have in fact
M∩ N ∩ H1(Ω) ∩ C(Ω) = {ϕ + g(ϕ); ϕ ∈ V ∩ H1(Ω) ∩ C(Ω)}. (4.6)
It now suﬃces to prove the existence of ψ ∈M∩ N ∩ H1(Ω) ∩ C(Ω) such that
∫
Ω
ψ 
= 0. (4.7)
Suppose no such ψ exists. It follows from (4.1) that for all η ∈M∩ N ∩ H1(Ω) ∩ C(Ω),
0 = d
dt
∫
Ω
U(t)η|t=0 =
∫
Ω
|η|αη.
By (4.6), it follows that
∫ ∣∣ϕ + g(ϕ)∣∣α(ϕ + g(ϕ))= 0,
Ω
2680 T. Cazenave et al. / J. Differential Equations 246 (2009) 2669–2680for all ϕ ∈ V ∩ H1(Ω) ∩ C(Ω). Replacing ϕ by εϕ and letting ε ↓ 0, we see that
∫
Ω
|ϕ|αϕ = 0,
for all ϕ ∈ V ∩ H1(Ω) ∩ C(Ω). Since V is a neighborhood of 0 in W , this contradicts Lemma 4.5 and
completes the proof. 
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