Abstract. In this paper we deal with lanar piecewise linear differential systems defined in two zones. We consider the case when the two linear zones are angular sectors of angles α and 2π − α, respectively, for α ∈ (0, π). We study the problem of determining lower bounds for the number of isolated periodic orbits in such systems using Melnikov functions. These limit cycles appear studying higher order piecewise linear perturbations of a linear center. It is proved that the maximum number of limit cycles that can appear up to a sixth order perturbation is five. Moreover, for these values of α, we prove the existence of systems with four limit cycles up to fifth order and, for α = π/2, we provide an explicit example with five up to sixth order. In general, the nonregular separation line increases the number of periodic orbits in comparison with the case where the two zones are separated by a straight line.
Introduction
Many systems of relevance to applications are modeled using piecewise linear differential systems. The study of such systems goes back to Andronov and coworkers [1] and nowadays still continues receiving attention by many researchers. For more details about piecewise linear (and piecewise smooth in general) differential systems see for instance the books of Filippov [10] and di Bernardo et al. [8] and the references quoted therein.
In the classical theory for smooth systems an important topic is the weak 16th Hilbert's problem. The question is: Which is the maximum number of isolated periodic orbits, also called limit cycles, that bifurcate perturbing a center? This problem for piecewise differential systems defined in two zones have been studied recently, among other papers, in [5, 7, 17, 18, 19, 22, 25, 26, 32] . Usually the separation line between the two zones is a straight line. Here we study the case when the separation line is nonregular. In fact we consider two angular regions, i.e. the separation line is formed by two semi-straight lines that coincide at the origin forming an angle α, with α ∈ (0, π). In particular we provide lower bounds for the number of limit cycles of the linear center under perturbation, with piecewise linear vector fields, up to order six. After a linear transformation, if it is necessary, it is not restrictive to assume that the center is the classic harmonic oscillator. More precisely, for each N ∈ N, we consider the following piecewise linear perturbation of the linear center           ẋ
defined in the angular regions separated by the line Σ α . In fact the separation line Σ α is defined as follows. For α ∈ (0, π) and α = π/2, then Σ α = {(x, y) : x ≥ 0, y = 0}∪{(x, y) : x = (tan α) −1 y, y ≥ 0}. For α = π/2, we have Σ π 2 x = 0, y ≥ 0}. Finally, Σ π denotes the straight line {(x, y) : y = 0}. The notations Σ ± α indicate the angular sectors of angles α and 2π − α separated by Σ α , respectively. We denote the vector fields associated to system (1), defined in Σ ± α , by X ± , respectively. The point (0, 0) where the separation line Σ α loses its regularity will be referred to as the breaking point.
It is worth to emphasize that, with the perturbations that we have considered, the perturbed systems do not escape from the class of piecewise linear system, but we consider the period annulus of the center instead of a neighborhood of the origin. This is the aim of the higher order Poincaré-Pontryagin-Melnikov theory instead of degenerated Hopf bifurcation. This theory provides the same results, in the plane, than the averaging one. In this paper, N denotes the degree in the perturbation parameter ε, or the order of perturbation in ε.
The number of limit cycles close to the origin for piecewise families, using Lyapunov constants, is studied in [6, 32] . All the families introduced in both works have the origin as a critical point for the systems defined in Σ ± π , respectively. In fact, the perturbations are of higher order in the variables. In our case the perturbations are linear in the variables but nonlinear in the parameter ε. Moreover, we do not preserve the origin as a critical point in Σ ± α , then the technique used in those papers, based on a change to polar coordinates, is more difficult to apply. Consequently these two problems are not equivalent.
In the case when the separation line is a straight line, Han and Zhang in [18] conjectured that the maximum number of limit cycles for planar discontinuous piecewise linear systems should be at most two. However, Huan and Yang in [19] provided strong numerical evidence that three limit cycles should exist. A computer-assisted proof of the existence of such limit cycles was given in [25] . The existence of other examples with three limit cycles, via bifurcation techniques, can be found in [5, 13] . The example given in [5] uses a piecewise linear perturbation of a linear center and it is proved that three is the maximum number of limit cycles that can appear up to a seventh order perturbation. Moreover, as was observed in [5] , when the order of the perturbation increases, the number of limit cycles seems to stabilize in three. However, it is still an open question to determine whether three is the maximum number of limit cycles for planar discontinuous piecewise linear differential systems when the separation line is a straight line. In this case, Euzébio and Llibre in [9] proved that if one of the linear differential systems has its equilibrium point on the straight line of separation, then the maximum number is less or equal than four. This upper bound is decreased by two in the same cases in [23, 24] . For this special class, the complete study is done in [28] , where it is shown that the maximum number of limit cycles is two. Moreover, this upper bound is reached.
When the separation line is no longer a straight line, it is possible to obtain more than three limit cycles. Braga and Mello in [3] showed the importance of the separation boundary in the number of bifurcated limit cycles. They proved the existence of piecewise linear differential systems with two zones in the plane with four, five, six and seven limit cycles, and conjectured that, given n ∈ N, there is a piecewise linear system with two zones in the plane with exactly n limit cycles. Promptly, Novaes and Ponce in [29] gave a positive answer to this conjecture. Braga and Mello in [4] also showed the existence of a class of discontinuous piecewise linear differential systems with two zones in the plane having exactly n hyperbolic limit cycles. As it was pointed out in [4] , in the obtained examples in [29] , the limit cycles can be nonhyperbolic.
In this article, we highlight once again the importance of the separation line and the number of breaking points in the number of limit cycles that can appear by perturbation in piecewise linear vector fields. We study the bifurcation of limit cycles by studying higher order piecewise linear perturbations of a linear center. We follow the procedure described in [5] to study the Σ α -piecewise linear vector field and we get four limit cycles for every α ∈ (0, π) and five for α = π/2. This shows that, in general, one can obtain more limit cycles in comparison with the case of Σ π -piecewise linear vector fields. Clearly, the functions to be studied, which ensure the existence of all these limit cycles, can not be well defined when α goes to π nor to 0. We will come back to this question later.
In the works [3, 29] as well as in the present paper, all the considered limit cycles are nested and they intersect Σ α only at crossing points. That is, the limit cycles intersecting the sliding region are not considered. Below we give the precise definitions. Besides the method used, the main qualitative difference with [3] is that we have only one breaking point which define the nonregular set in Σ α , and not one between two consecutive limit cycles. Moreover all our limit cycles have this breaking point in its interior. With respect to [29] we observe that the separation line is analytic.
For analytic vector fields the number of limit cycles usually increases when higher order perturbations are considered. It is well known that, up to a first order analysis in ε, perturbing the linear center with arbitrary polynomials of degree n, we can only obtain [(n−1)/2] limit cycles for the perturbed system, where [·] denotes the integer part function, see [16] . On the other hand but in the same class of systems, in [20] it is proved that the maximum number of limit cycles is lower or equal than [N (n − 1)/2]. This upper bound, in general, is reached when n is large enough and N = 2. In many classes of polynomial systems, when N increases, the number of limit cycles usually stabilizes. The stabilization process depends on the considered family. In [14] this phenomenon is studied for some families. For example, a concrete class is presented such that the maximum number of limit cycles is 0, 0, 1, 1, 1, 2, 2, 2, 2, 2 when N = 1, . . . , 10. In [20] , considering perturbations of a linear center by quadratic polynomials, it is shown that when N = 1, . . . , 6, the maximum number of limit cycles is 0, 1, 1, 2, 2, 3, respectively. A higher order study is not necessary because Bautin in [2] , for quadratic systems, proves that at most three limit cycles can appear near a focus or a center. This stabilization phenomenon also appears in piecewise linear systems. In [5] it is proved that for system (1), with separation line Σ π , the maximum number of limit cycles is 1, 1, 2, 3, 3, 3, 3 when N = 1, 2, 3, 4, 5, 6, 7, respectively. In this paper we have not showed if the stabilization procedure also appear in general piecewise linear systems with nonregular separation line because of the computations. But we think that this phenomenon will appear for every family of systems, as we show in Section 5 for some classes of Σ α -piecewise linear Liénard systems.
Before the presentation of our main results we introduce some definitions and notation. In our approach, Filippov convention [10] is considered. Let X = (X + , X − ) be a general piecewise vector field with nonregular boundary Σ α . We assume that (0, 0) is the only breaking point. The points on Σ * α = Σ α \ {(0, 0)} where both vector fields X + and X − simultaneously point outward or inward for Σ * α define the escaping and sliding regions. The complement of these regions in Σ * α , excluding the tangency points of X ± with Σ α , defines the crossing (or sewing) region. See these situations in Figure 1 . If the boundary between the two zones is regular (i.e. Σ α is a smooth curve), the definitions of crossing, escaping and sliding regions make sense for any p ∈ Σ α .
Any segment S contained in an escaping or a sliding region is called usually a sliding segment. A periodic orbit that intersects Σ α but not the escaping nor sliding region is called Σ α -crossing periodic orbit. When this periodic orbit is isolated, we call it Σ α -crossing limit cycle, or simply crossing limit cycle. In this paper we only study this type of periodic orbits bifurcating from the linear center. In the case when the separation line is the straight line Σ π , for ε small enough, the sliding segment of system (1) is an open interval that contains the origin. However, if the separation line is no longer a straight line, system (1) can have more than one sliding segment separated by the breaking point. Examples of this situation can be seen in Figure 2 . Additionally, for ε small enough in (1), the critical point of X + and X − is a focus or a center. Figure 2 . Possible perturbed phase portraits for system (1) . The color segments mean noncrossing segments (escaping in red and sliding in blue).
This work is an application of a generalization of Françoise's method for smooth systems, see [11] . More specifically, the method used in this work, see [15] , is a generalization to piecewise linear systems of the extension to higher order perturbations, see [21] , of the method of Françoise. The main application in [15] is the computation of the Lyapunov constants for piecewise systems and their use in the center-focus problem. Other applications of this method can be found in [30, 31] . This procedure is useful not only to discuss the weak 16th Hilbert's problem, but also to study related problems such that the persistence of centers under small perturbations, and the study of the period function for centers, see [5] .
The method described in [15] is based on a decomposition of certain one-forms associated to the expression of the vector field in polar coordinates. The decomposition, see Section 2, is done in such a way that it simplifies the computations of the first nonzero term, M N (ρ), of the expansion in ε of the return map associated to the vector field defined on the positive x-axis, so that
In this case the function M N (ρ) is called the first nonvanishing Poincaré-PontryaginMelnikov function. As in smooth systems, for each simple zero ρ 0 of M N (ρ), there exists a hyperbolic limit cycle γ ε of the perturbed system (1), such that γ ε goes to γ 0 when ε goes to 0, where γ 0 is the level curve {x 2 + y 2 = ρ 2 0 } of the unperturbed system. When M i = 0 for i = 1, . . . , N − 1, then the number of zeros of M N (ρ) determines the upper bound of the number of limit cycles bifurcating from the center of the unperturbed system up to order N . Our main result is the following. N ≤ 5, there exist perturbation parameters such that system (1), for ε small enough, exhibits Z N hyperbolic limit cycles for every α ∈ (0, π). In addition, when α = π/2, for some concrete perturbation parameters and for ε small enough, system (1) has five limit cycles.
We recall that, in [5] , the authors proved that system (1), when the separation line is Σ π , has three limit cycles. In order to compare with this regular case, a natural question appears: What happens with the extra limit cycles, when they exist, that appear in Theorem 1.1 when α goes to π? Analyzing the functions M N (ρ) in Section 3, it is possible to show that the radius of at least one of the limit cycles goes to infinity. Consequently at least one limit cycle goes to infinity when α goes to π. Moreover, if α goes to 0 the system becomes linear so there are no limit cycles. In this case all the limit cycles go to origin. See Remark 3.3.
This paper is organized as follows. In Section 2 we provide the main tools to prove the results of this work. In Section 3 we study the maximum number of limit cycles that appears from Σ α -piecewise linear perturbations of a linear center up to a sixth order perturbation. In addition, we prove the existence of a piecewise linear system with four Σ α -crossing limit cycles. For α = π/2, see Section 4, we give an explicit example with five limit cycles, together with the numerical simulation for small values of ε. Moreover we also get the values of ε where some of these limit cycles disappear in a semistable limit cycle bifurcation. In Section 5 we show some piecewise linear Liénard systems where the stabilization process, commented previously, appears. We finish with a concluding section. Although the computations of this work can be done analytically, due to the size of the expressions that appear in some of the proofs, almost all have been done with a Computer Algebra System 1 .
Difference map for Σ α -piecewise linear systems
This section is devoted to present the main tools that we need to state and prove the results of this paper. We extend to Σ α -piecewise linear vector fields the presentation given in [5] for the Σ π case. The method described uses the decomposition of a one-form given in [11, 12] but for higher order perturbations, in polar coordinates, as was introduced in [15] .
Consider a system
where P ± i (x, y) and Q ± i (x, y) are analytic functions, defined in the regions Σ ± α , see (1). The above vector field X ± , in polar coordinates (x, y) = (r cos θ, r sin θ), writes as
where
are analytic functions in r, sin θ, and cos θ. Then it can also be expressed as
where H(r) = (x 2 + y 2 )/2 = r 2 /2, and ω
are analytic one-forms, 2π-periodic in θ and polynomial in r.
Let r + (θ, ρ, ε) (resp. r − (θ, ρ, ε)) be the solution of X ± such that r + (0, ρ, ε) = ρ (resp. r − (0, ρ, ε) = ρ and reversing the angle θ). Observe that, for ε small enough, it is well defined in an annular region that does not contain the origin. The periodic orbits are the zeros of the difference map ∆ α (ρ, ε) = r + (α, ρ, ε) − r − (−2π + α, ρ, ε), see Figure 3 . Figure 3 . Difference of the half-return maps of system (1) We write the solution r ± (θ, ρ, ε) in power series of ε as r
Next proposition provides the first nonvanishing term of the difference map ∆ α (ρ, ε) in series of ε and the relation between its simple zeros with the limit cycles of (2).
, the Poincaré-Pontryagin-Melnikov functions of order N for system (2) are given by
Moreover, if ρ is a simple zero of M N , then a limit cycle of system (2) exists and it converges to the level curve x 2 + y 2 = ρ 2 when ε goes to zero.
The functions M N (ρ) depend on the coefficients of the perturbations. But they only coincides with the Poincaré-Pontryagin-Melnikov functions when the previous ones vanish identically. In the sequel we describe how these functions can be computed. The explicit expressions of r i (θ, ρ) are given recursively in Theorem 2.3 and explicitly in Corollary 2.4. The functions F, S, and h that appear in those statements are obtained from the decomposition defined in Lemma 2.2. In particular, Propositions 2.5 and 2.6 and Corollary 2.7 give how these functions can be written for piecewise linear systems. Finally, a concrete example, for which we show the procedure to obtain the first nonvanishing terms of its return map, is given in Proposition 2.8.
Consider now initial the value problem
where H(r) = r 2 /2 and ω i = ω i (r, θ) are smooth one-forms 2π-periodic in θ. The solution r(θ, ρ, ε) of (3) writes as r(θ, ρ, ε) = N i=0 r i (θ, ρ)ε i and it can be checked easily that r(θ, ρ, 0) = r 0 (θ, ρ) ≡ ρ.
Lemma 2.2 ([15]).
Let Ω = α(r, θ)dr + β(r, θ)dθ be an arbitrary analytic one-form, 2π-periodic in θ, and H(r) = r 2 /2. Then there exist functions h(r, θ), S(r, θ) and F (r) also 2π-periodic in θ and defined by F (r) =
and
Theorem 2.3 ([15]
). Let r(θ, ρ, ε) be the solution of (3). Then for any n ∈ N, r(θ, ρ, ε) satisfies the following implicit equation
where the one-forms Ω i and the functions F i (r), h i (r, θ) and S i (r, θ) are defined inductively as following:
for i = 2, . . . , n using the decomposition given in Lemma 2.2 for the one-forms −Ω i .
From the above theorem we can obtain recursively the expressions of r n (θ, ρ). Next result provides their explicit expressions up to sixth order.
i be the solution of (3). Assume that the functions r 0 (θ, ρ) = ρ, r 1 (θ, ρ), r 2 (θ, ρ), . . . , r n−1 (θ, ρ) are known. Then r n (θ, ρ) can be obtained equating the terms of order ε n in both sides of equation (4) . In fact, this equality writes
where F n depends on the one-forms ω 1 , ω 2 , . . . , ω n , through the corresponding F i , S i and r i = r i (θ, ρ) for i = 1, 2, . . . , n. In particular, 
3 I(r Here
, and
We remark that in general, from (5), we cannot extend the return map to the origin. More precisely the functions M i (ρ), in Proposition 2.1, can have a singularity at the origin. This fact is showed in the example described in Proposition 2.8. Next two propositions, proved in [5] , provide the expressions for F i , h i , and S i for piecewise linear systems.
For any n ∈ N, the functions F i (r), S i (r, θ) and h i (r, θ), for i = 1, . . . , n, provided by Theorem 2.3, can be rewritten in the following form:
and h i (r, θ) = g i , for i = 1, . . . , n, with f i and g i real numbers and p k,i homogeneous trigonometric polynomials of degree k.
Proposition 2.6. For any n ∈ N, given the functions
2 and h i (r, θ) = g i , for i = 1, . . . , n, obtained in Proposition 2.5 and the functions r i (θ, ρ), for i = 1, . . . , n − 1, we have
We can use Propositions 2.5 and 2.6 to obtain, recursively, the explicit expressions for r i (α, ρ) and r i (−2π + α, ρ). Due to the size of them, next corollary provides only the first two.
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Corollary 2.7. Let r(θ, ρ, ε) = N i=1 r i (θ, ρ)ε i be the solution of system (6), written in polar coordinates. Then, 
Proof. The expressions of r 1 (θ, ρ) and r 2 (θ, ρ) can be obtained using Corollary 2.4 or Proposition 2.6. The statement follows evaluating r 1 (θ, ρ) and r 2 (θ, ρ) in θ = α and θ = −2π + α.
Finally, we exemplify the algorithm of this section with the following proposition. Result below gives an example of a piecewise linear perturbation of the linear center that exhibits two limit cycles when α = π/2.
, the system
with β 1 = (3π 2 + 8π − 48)/(3π 2 ) and β 2 = (3π 2 + 10π − 8)/π. It has two hyperbolic limit cycles Γ ε 1 and Γ ε 2 , for ε small enough. Moreover, when ε goes to 0, the limit cycles Γ Proof. We will prove that the first two Poincaré-Pontryagin-Melnikov functions vanish identically and the third one has exactly two simple zeros. The statement follows using Proposition 2.1. Firstly, we write system (7) in the polar form. The vector fields X ± write as
System (8) can also be expressed as
The analytic one-forms ω ± i , defined in system (2), for system (8) 
Thus, after some direct calculations, we obtain the following expressions: 
In order to obtain r ± 2 (θ, ρ), again from Corollary 2.4, we need to solve the equations ρ r ± 2 (θ, ρ) = F ± 2 (θ, ρ, r 1 ), where
From these equations we obtain the following expressions for the functions r 
y be the polynomials defined in (1) . By Propositions 2.5 and 2.6 and Corollary 2.7, substituting the parameters a 0i , a 1i , a 2i , b 0i , b 1i and b 2i by the respective a 
where C j,i (λ) are polynomials of degree i in the variables 
has 4 hyperbolic limit cycles, for ε small enough.
Proof. From the procedure described in Section 2, Proposition 2.6, and Corollary 2.7 we get r ). We start with a short scheme of the proof. We prove that, for every α, there are parameters
where G i for i = 0, . . . , 3 are arbitrary constants. Therefore, M 5 (ρ) can have 4 simple zeros. For that we consider a sequence of systems of equations, E k , k = 1, . . . , 7, involving the coefficients of M 1 , . . . , M 5 with respect to ρ, which are denoted by C j,i (λ). The systems E k are linear with respect to a specific collection of variables, λ k , that are a subset of the full parameter λ. More precisely we follow the next steps. First we start considering the system of equations, E 1 (α), defined by the coefficients of the function M 1 (ρ). Solving E 1 (α) with respect to λ 1 we vanish identically M 1 (ρ). The second system, E 2 , is defined by the coefficient of lower degree of M 2 . As in the proof of Proposition 3.1, when this coefficient vanishes all the coefficients of lower degree of M 3 , M 4 , and M 5 also vanish. For each k = 3, . . . , 7, we consider the system E k (α) formed by the polynomials C j,i (λ) such that j + i = k − 1.
Step by step, we show that there are variables λ k such that, with respect to them, the system E k (α) is linear and it can be uniquely solved. The determinant of the corresponding matrix A k (α) of the coefficients of E k (α) with respect to λ k is nonzero, for all α ∈ (0, π), so that there exists a unique solution such that M 5 has indeterminate coefficients. Now we continue with the full proof. For the vector fields X + and X − , using the method of Section 2 the functions F 2 )r(1 − 2 cos 2 θ) r sin θ cos θ .
The first step starts defining E 1 (α) and λ 1 . We have that the coefficients C 0,1 and C 1,1 of the function M 1 (ρ) are linear with respect to variables a 
Let A 1 (α) be the matrix of the coefficients of E 1 (α) with respect to λ 1 . We have that det A 1 (α) = sin α(cos α sin α − 2π + α)/2 = 0, for all α ∈ (0, π), so that there exists a unique solution of system E 1 (α). That is
Then we obtain that M 1 (ρ) ≡ 0. The second step continues considering the coefficients of M 2 (ρ) :
where U 2 and V 2 are polynomials of degree two in the respective parameters. Note that C −1,2 is linear with respect to the variable a + 01 . Consequently E 2 (α) = {C −1,2 = 0} and λ 2 = (a + 01 ). If we denote by A 2 the matrix of the coefficients of U 2 with respect to λ 2 , in fact A 2 is a real number, we see that det A 2 (α) = − sin α = 0, for all α ∈ (0, π). So the solution of E 2 (α) with respect to λ 2 is a + 01 = 2 cos α − 1 sin α .
As we have mentioned before, this implies that the coefficients C −2,3 , C −3,4 , and C −4,5 also vanish.
For the last steps we omit, due to the size of them, the explicit expression of the polynomials C j,i (λ), for i = 3, 4, 5. In what follows we only explicit the systems E k and the variables λ k aforementioned:
). The determinants of the respective matrices A k (α), for k = 3, . . . , 7 are det A 3 (α) = 8(cos α − 1) 3 (7 cos 2 α − 24π sin α + 15α sin α + 16 cos α − 23) 9(cos α + 1)(cos α sin α − 2π + α)
,
Simple calculations show that all of above determinants are nonzero for all α ∈ (0, π). So that there exists a unique solution of each system E k (α) with respect to variables λ k such that M i ≡ 0 for i = 1, . . . , 4 and the coefficients of M 5 are G k for k = 0, . . . , 3. The proof finishes from the Implicit Function Theorem that guaranties that each simple zero, ρ j , of M i , or equivalently M i , get a limit cycle for system (11) . In fact the limit cycles bifurcate from the circles x 2 + y 2 = ρ 2 j , for ε small enough. We note that, usually when we study a Poincaré-Pontryagin-Melnikov function of some given order, we have proved first that the previous vanish identically. That is, for each order we solve the system of equations defined by all the coefficients of the corresponding function. In the above proof we have used another approach to prove that the fifth function has indeterminate coefficients and the previous are identically zero. In each step the system is defined from the coefficients of lower degree monomials of all the functions simultaneously.
Remark 3.3. It is not difficult to check that when α goes to π, the coefficient C −3,5 of the function M 5 (ρ) goes to infinity. Once C −3,5 is defined by the product of the radius of the four limit cycles, at least one radius goes to infinity. This means that when α goes to π, at least one limit cycle goes to infinity. When α goes to 0 all of the coefficients of the functions M i (ρ), for i = 1, . . . , 5, except the one of maximal degree, go to zero. Therefore all of the limit cycles go to origin. In particular, when α goes to 0 the system becomes a purely linear system, for which it is known that no limit cycles exist.
The proof of the first part of Theorem 1.1 follows directly from Propositions 3.1 and 3.2. The second part is proved in the next section.
4. An explicit example with five limit cycles
In this section first we provide an example of a concrete system (1), with α = π/2, exhibiting five limit cycles up to a perturbation of order 6. Second we give the values where two of the limit cycles, that appear from the level curves of the center, disappear in a semistable limit cycle bifurcation. Similar systems can be obtained for other values of α, like α = π/3 or α = π/4, but the expressions to manipulate are too big to provide the same result for every α. In fact this can be used as an illustration of Proposition 3.2 where another type of piecewise linear system has four limit cycles up to a perturbation of order 5, but for any α.
with a , a
, a for different values of ε. We remark that the numerical computation must be done with high accuracy, since there are perturbation parameters of order 10 −50 . Figure 4 . The red curves are the difference maps, rescaled by ρ 4 ε 6 , for system (12) with ε = 1 · 10 −8 , ε = 5 · 10 −9 and ε = 1 · 10 −9 , respectively. The function M 6 given in (13) is drawn in black.
Of course the coefficients given in above result are not very "friendly". Unfortunately, the vanishing conditions of first coefficients in ε of the difference map imply intricate relations between the parameters of system.
The five limit cycles of Proposition 4.1 bifurcate from the level curves of the center for ε small enough. These limit cycles exist until two of them collapse into a semistable one. This bifurcation can be seen in Figures 5 and 6 . Next proposition establishes the interval in ε where the five limit cycles of system (12) exist. The proof is done looking for the first values of ε where the difference map has a double zero. Finally we remark that, in this section, the computation of the difference map is obtained subtracting the evaluations of the analytical solution of system (12) , in polar coordinates, in the values θ = π/2 and θ = −3π/2. Consequently the numerical error only comes from the evaluation of this solution. 
Piecewise Liénard linear systems
In previous sections we have shown how the number of limit cycles bifurcating from the center increases with the perturbation order. When this growth is saturated, we can say that there has been a stabilization process. This section is devoted to study this phenomenon for some Σ α -piecewise linear Liénard systems. This stabilization process is similar to the one commented in [5] , for Σ π -piecewise linear systems. This phenomenon can not be showed for the systems in Sections 3 and 4 due to the computational difficulties to get further in the order of perturbation.
Proposition 5.1. For system
the maximum number, Z N , of zeros of the corresponding function M N (ρ) is 1, 2, 2, 2, 2, 2 when N = 1, 2, 3, 4, 5, 6. Moreover, for each N, there exist perturbation parameters such that system (14) exhibits Z N limit cycles for ε small enough.
Proof. Considering the functions P
x and Q ± i (x, y) = 0 as in the proof of Proposition 3.1, we get
In general, for 2 ≤ i ≤ 6, the Poincaré-Pontryagin-Melnikov functions write as Consequently, when N = 1, . . . , 6, the maximum number of zeros of M N (ρ) is 1, 2, 2, 2, 2, 2, respectively. We remark that the zeros of M N (ρ) and M N (ρ) agree. Following the same ideas as in the proof of Proposition 3.2 explicit examples with 1 and 2 simple zeros can be found for orders N = 2, . . . , 6.
The proof concludes also using Proposition 2.1 to get the limit cycles corresponding to each simple zero of the function M N .
Finally, we consider one more Liénard class. Now, the nonlinearity terms are in the second component while the previous proposition they were in the first component. Clearly, the number of limit cycles is not the same and it points out that there is no any symmetry between both problems. We omit the proof of the next result, because it follows using similar arguments and computations.
Proposition 5.2. Consider the system
defined in Σ ± α . Then, the maximum number, Z N , of zeros of the corresponding function M N (ρ) is 1 when N = 1, 2, 3, 4, 5, 6. Moreover, for each N, there exist perturbation parameters such that system (15) exhibits Z N limit cycles for ε small enough.
Conclusions
Planar piecewise linear differential systems with two zones were studied in this paper. We have seen that the separation line has a strong influence on the number of limit cycles that can appear. The simplest case occurs when the separation line is a straight line. For this case, it has already proven the existence of three limit cycles. It is worth to mention that it is still an open problem to determine whether three is the maximum number of limit cycles for Σ π -planar piecewise linear differential systems.
If the separation line is no longer a straight line, more than three limit cycles can appear. In this paper we have considered the case when the two linear zones are angular sectors of angles α and 2π − α, where α ∈ (0, π). That is the separation line Σ α is formed by two semi straight lines with a breaking point at the origin. We have studied the bifurcation of limit cycles by studying higher order piecewise linear perturbations of a linear center. We have proved that the maximum number of limit cycles that can appear up to a sixth order is five. Moreover, this upper bound is reached for some values of α.
Some natural questions still remain. The first one is to prove that there exist concrete examples with five limit cycles for every α ∈ (0, π). The second one is if the saturation is five and if it occurs for the sixth order. Finally, whether five is the maximum number of crossing limit cycles for the class of Σ α -planar piecewise linear differential systems.
