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ABSTRACT
This dissertation proposes a hierarchy of microgrid models that can be uti-
lized for power system analysis and control design purposes. The microgrid
models are classified according to time resolution and, consequently, accord-
ing to complexity and computational cost as well. Our approach involves
three key stages: (1) the formulation of high-order models, using existing cir-
cuit and control laws in the literature, followed by (2) a systematic reduction
of the high-order models to reduced-order models using singular perturba-
tion analysis and, finally (3) a hierarchical classification of the high-order and
reduced-order models according to the time-scales we propose they should
be utilized for. The resulting hierarchy of microgrid models is comprised of
a microgrid high-order model (µHOm), the microgrid reduced-order model 1
(µROm1), the microgrid reduced-order model 2 (µROm2), and the microgrid
reduced-order model 3 (µROm3), the last three of which are developed in
this work.
Each microgrid model we develop is composed of models for three-phase
inverters, microturbines, type-C wind turbine generators, distribution line
networks, and generic elements (e.g. loads) connected to the network. We
identify the time resolution of the models and analyze the performance of
these models using various power system test cases.
We also showcase two applications of our reduced-order models: first in
the design of a robust synchronization method for electric power generators,
and secondly in the development of a hardware-in-the-loop laboratory for
analysis and testing of microgrid controls.
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A health facility located in a region with unbearably frequent power outages,
resorting to on-site photovoltaic (PV) and battery storage systems to meet
critical energy needs is an example of a microgrid. A university campus with
installed energy sources, capable of operating independent of the bulk power
grid is another example of a microgrid. A remote United States military
base with an autonomous electrical network, powered with renewable energy
resources, is also a microgrid. Microgrids have existed since the 19th century
when electricity transmission was developed. In fact, the first commercial
central power plant in the world—Thomas Edison’s Pearl Street Station,
which came online at 3:00 PM on September 04, 1882—was a microgrid.
Nonetheless, despite the existence of century-old examples of these systems,
the field of microgrids is still nascent in the R&D community [1, 2, 3, 4, 5].
Broadly speaking, a microgrid can be defined as a collection of loads and
distributed energy resources (DERs) interconnected via an electrical network
with a small physical footprint, which is capable of operating as part of a large
power system (grid-connected mode), or as an autonomous power system (is-
landed mode). The DERs that constitute a microgrid are often interfaced
to the electrical network via a grid-feeding inverter or via a grid-forming
inverter [6, 7, 8, 9]. The defining characteristic of grid-feeding inverters is
that the real and reactive power injections of the inverter are controlled to
track a given reference—this is also known as P-Q control—whereas that of
grid-forming inverters is that the output voltage magnitude and frequency
are controlled to track a given reference—this is also known as V-f control.
Microgrids can function based on the principles of alternating-current power
systems (i.e. AC microgrids) or direct-current power systems (i.e. DC mi-
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crogrids). In this work, we focus on AC microgrids, and, henceforth, when
the term “microgrid” is used, we are referring to an AC microgrid.
As the adoption and popularity of the microgrid concept continues to grow,
the value of accurate system models increases. Microgrid models are em-
ployed by system operators for power system security assessment, by en-
gineers when developing microgrid technologies, and by educators as tools
for teaching about system operation. In addition, because time-scales of
power system dynamic phenomena are diverse, the models employed must
capture the time-scales that characterize the phenomena of interest, yet they
should not be more detailed than necessary. For this reason, the classical
model of a synchronous machine—a second-order model commonly referred
to as the simplest synchronous machine model—is utilized for power sys-
tem first-swing stability studies [10, 11, 12]; the Kuramoto-type model of an
inverter-interfaced generation source, a first-order model, is utilized in syn-
chronization and transient stability studies [13, 14]; and the two-axis model
of a synchronous machine, a fourth-order model when exciter and governor
dynamics are excluded, is used in transient stability studies [15, 16]. Despite
the existence in the literature of microgrid models with different degrees of
complexity and computational cost, there is a need to rigorously validate and
categorize them according to the time-scales they capture.
1.2 Literature Review
The development of mathematical models for microgrids has received sig-
nificant attention in the research community. Recent work in this area can
be categorized into formulations of switched models, high-order models, and
reduced-order models.
1.2.1 Switched Models
Based on developments in [17], a switched model of an inverter-based mi-
crogrid is a model that captures microgrid electromagnetic transients as well
as the high-frequency switching transients introduced by the inverter pulse
width modulation (PWM) mechanism. Switched models are very detailed
and computationally costly, requiring small step-sizes for simulation.
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1.2.2 High-Order Models
Generally speaking, high-order models can be classified as being slightly
less elaborate than the switched models and, therefore, less computation-
ally costly. Examples are averaged models, which describe dynamics of the
average values of variables, neglecting the PWM switching transients [17].
They also capture the effects of electromagnetic transients in the system,
but at a slower time-scale. Numerous high-order models have been proposed
in the literature for microgrid components. Authors in [6, 18, 19] present
averaged models of inverter-based microgrids. In [20] high-order models of
synchronous machines and induction machines are developed. In [15], a high-
order model of a synchronous machine is formulated. In [21], a high-order
model for wind turbine generators is presented.
1.2.3 Reduced-Order Models
A reduced-order model is a mathematical expression that approximates a
high-order model of a system. It is less computationally expensive than its
counterparts, and it captures important dynamical characteristics for the
intended application.
Authors in [22, 23] proposed the classical model of a synchronous machine,
which is commonly referred to as the simplest machine model. Authors in
[24] and [25] present reduced-order models for microgrids, and the models
are obtained using small-signal analysis, which is only valid within certain
operating regions. Authors in [26] discuss the model-order reduction of an
islanded microgrid using singular perturbation analysis. However, the elec-
trical network dynamics are not included in the high-order model presented,
and a simple linear model, which does not fully capture the dynamics of
the islanded microgrid, is used for the singular perturbation analysis. The
authors in [14] present a Kuramoto-type model for a grid-forming inverter
developed using singular perturbation analysis. The electrical network is con-
sidered in the analysis and sufficient conditions for which the reduced-order
Kuramoto-type model is valid are presented. However, their analysis is not
as detailed as that presented in this work. More specifically, the time resolu-
tion associated with the Kuramoto-type is not discussed, the analysis is per-
formed for a lossless electrical network, and the high-order model, on which
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singular perturbation analysis is performed, is not rigorously developed. The
authors in [6] develop a detailed high-order model for inverter-based micro-
grids. Singular perturbation analysis is then employed to perform time-scale
separation and model-order reduction, as done in this work, with underlying
assumptions stated. However, though the authors claim that the model-
order reduction can be performed, the small parameters used for singular
perturbation analysis are not explicitly identified, and details of the singular
perturbation analysis are not presented. Also, the time resolution associated
with the reduced-order model developed is not identified. The authors in
[19] present three models for an inverter-based microgrid which are obtained
by performing successive model reduction steps on a high-order model, using
singular perturbation analysis. However, the singular perturbation analysis
is presented in a much less detailed form than in this work, the time-scales
associated with each reduced-model are not identified, and the high-order
model from which all other models are derived is not explicitly stated with
all the small parameters used for singular perturbation analysis identified.
In general, reduced-order models have been developed from high-order
models of a power system using coherency and aggregation [27], selective
modal analysis [28], synchronic modal equivalencing [29], system identifica-
tion [30], and singular perturbation analysis [31, 32].
Coherency and Aggregation In this approach, a group of system compo-
nents, typically generating units, with identical parameters and responses to
disturbances are identified, and their models are replaced by a dynamically
equivalent model of a single component. This is a cost-efficient technique
that is accurate for a class of disturbances, and the equivalent model can
be easily interfaced with the power system model. However, the method is
purely empirical, the quality of the equivalent model depends on the class of
disturbances considered, and the equivalent model needs to be reevaluated
for new operating conditions.
Selective Modal Analysis In this method, the power system model is
linearized and the states are categorized into relevant and less-relevant states.
An analytical solution is obtained for the less-relevant states, and this result
is substituted into the dynamical equations for the relevant states, to give
the reduced-order model.
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Synchronic Modal Equivalencing Two generating units are said to be
synchronic in a chord (i.e. a set of system modes) if any disturbance that
excites only the modes in that chord would cause the angular variations of the
generating units to be in constant proportion. In this technique, the power
system model is linearized, a set of generating units that are synchronic in
a chord is identified, and these units are aggregated to a single equivalent
machine model.
System Identification Identification-based methods are based on param-
eter identification techniques. In this approach, the objective is to use mea-
surement data to estimate the parameters of a model that is assumed to
represent some part of the power system.
Singular Perturbation Analysis This approach is most conveniently
performed on two-time-scale systems expressed in the standard form (see
[33], pp. 2–3, for more details). It involves identifying small parameters in
the power system model and setting them to zero, using singular perturba-
tion analysis, to give the reduced-order model. Two key advantages of the
singular perturbation analysis are that it does not require a linearization of
the power system model, and it is not empirical. This method, presented in
Section 2.3, is applied in this work.
1.3 Applications of Microgrid Models
The reduced-order models developed in this work were employed in the real-
time emulation of microgrids, as well as in the design of a robust synchro-
nization method for electric power generators.
1.3.1 Real-Time Emulation of Microgrids
Real-time programs are used to test the functionality of controller hardware
in real-time scenarios (a safe, repeatable, flexible, and efficient approach).
Accordingly, they must guarantee response within specified time constraints,
which are referred to as deadlines. However, as the complexity of the sim-
ulated system increases, the computational requirements of such a program
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grow. This problem can be mitigated by utilizing a microgrid reduced-model
that captures the dynamic phenomena in the time-scale of interest. This
reduces the overall computational costs of such a program.
1.3.2 A Robust Synchronization Method for Microgrids
In other to connect a pair of three-phase electric power systems without
causing large current flows or mechanical component damage, both systems
must be synchronized [34]. Two electric power systems are synchronized
when the voltage phase sequence, frequency, phase, and magnitude, at the
connection points of both electric power systems, are closely matched.
In the literature, synchronization methods for power generators are cate-
gorized as manual, assisted-manual, or automatic. However, the robustness
of these methods, especially in the presence of measurement errors, has not
been established in the literature. Such an endeavor requires a reduced-model
that captures angle and frequency dynamics [35].
In [35], we utilized a reduced-model developed in this work to develop a
synchronization method for electric power generators. We also show that
the method is robust to disturbances or measurement errors. Our approach,
which is based on the work in [36], involves framing the synchronization
problem as an observer design problem, where the follower system is trying to
emulate the behavior of the leader so as to ensure the voltage phase sequence,
frequency, phase, and magnitude, at the connection points of both systems
match. We assume that the follower system has access to measurements
of the voltage magnitude and phase of the leader system connection point,
and to information on certain parameters of the leader system, where the
parameters of concern are determined from a hierarchy of microgrid models.
1.4 Contribution and Organization
The main contribution of this work is the development of a hierarchy of math-
ematical models for microgrids, with each model classified according to time
resolution and, consequently, according to complexity and computational
cost as well. A knowledge of the time resolution of a mathematical model
gives insights into the time-scales that such a model is useful for capturing.
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This is useful because, in power systems, dynamic phenomena are classified
according to the time-scales for which their effects on the system response
can be captured [15]. In this regard, by developing a time resolution based
hierarchy of microgrid models, we have identified some dynamic phenomena
for which each model is useful for capturing. Figure 1.1, below depicts some
dynamic phenomena present in a microgrid and their corresponding time-
scales. On the other hand, Fig. 1.2 depicts the time-scales for which the
models presented in this dissertation are useful. In subsequent chapters, we
will derive the aforementioned hierarchy of microgrid models and show how
we determined their time resolutions.
Time-scale (s)
710 510 310 0.1 10 310 510
Lightning Propagation
Switching Surges
Stator Transients & Subsynchonous 
Resonance
Transient Stability
Speed Governor and Frequency 
Control
Boiler and Long-Term 
Dynamics
Microgrid
Figure 1.1: Time-Scales of Some Dynamic Phenomena in a Microgrid
The rest of this dissertation is organized as follows. In Chapter 2, prelim-
inary concepts used in the rest of this dissertation are introduced. In Chap-
ter 3, a high-order model of a grid-feeding inverter is presented, and two
reduced-order models are developed from the high-order model. In Chap-
ter 4, a high-order model of a grid-forming inverter is presented, and three
7
Time-scale (s)
710 510 310 0.1 10 310 510
Microgrid High-Order Model
Microgrid Reduced-Order Model 1
Microgrid Reduced-Order Model 2
Microgrid Reduced-Order Model 3
Lightning Propagation
Switching Surges
Stator Transients & Subsynchonous 
Resonance
Transient Stability
Speed Governor and Frequency 
Control
Boiler and Long-Term 
Dynamics
Microgrid
Figure 1.2: A Time-Scale Classification of the Microgrid Models Developed
in this Work
reduced-order models are developed from the high-order model. In Chap-
ter 5, a high-order model of a microturbine system is introduced, and three
reduced-order models are developed from the high-order model. In Chapter
6, a high-order model of a wind turbine generator system is presented, and
two reduced-order models are developed from it. In Chapter 7, a hierarchy
of microgrid models is presented, with each model in the hierarchy having
models of inverter-based sources, microturbine systems, a distribution line
network, wind turbine generator systems, and generic elements, which could
be loads or switched capacitor banks. Finally, in Chapter 8, we review the




In this chapter, three notions used in the rest of this dissertation are intro-
duced. These are the qd0 transformation, a graph-theoretic network model,
and singular perturbation analysis.
2.1 The qd0 Transformation
In this section, Park’s qd0 transformation is introduced [20]. The transfor-
mation is used in power systems literature to translate three-phase variables
to arbitrarily rotating and synchronously rotating reference frames.
Let α(t) denote the angular position of a reference frame rotating at an ar-




denote the qd0 transform of a vector of three-phase variables, fabc(t) =[
fa(t) fb(t) fc(t)
]>
, to the reference frame. The general form of the non-
power-invariant qd0 transformation is given by


























ω(τ) dτ + α(0).
Assumption 2.1. The microgrid is a balanced three-phase system.
Note that because of the balanced assumption on fa(t), fb(t), and fc(t),
f0[α(t)](t) = 0. The qd0 reference frame in (2.1) is referred to as the ar-
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bitrary reference frame, but when α(t) = ω0t, where ω0 denotes the syn-
chronous/nominal frequency, it is referred to as the synchronously rotating




, and f̂qd0[ω0t](t) =[
fq[ω0t](t) fd[ω0t](t)
]>
; then using (2.1), it follows that
f̂qd0[α(t)](t) = K2(δ(t))̂fqd0[ω0t](t), (2.2)
with







and the evolution of δ(t) governed by
dδ(t)
dt
= ω(t)− ω0. (2.3)
2.2 Graph-Theoretic Network Model
In this section, a graph-theoretic network model, which we utilize to describe
a microgrid electrical network, is presented.
The topology of the microgrid electrical network can be described by a
connected undirected graph, G = (V , E), with V denoting the set of buses
in the network, so that V := {1, 2, . . . , |V|}, and E ⊂ V × V , so that
{j, k} ∈ E if buses j and k are electrically connected. Choose an arbitrary
orientation for each of the elements in E ; then we can define an incidence
matrix, M = [mie] ∈ Rn×|E|, associated with this orientation as follows:
mie = 1 if edge e is directed away from node i,
mie = −1 if edge e is directed into node i,
mie = 0 if edge e is not incident on node i.
Connected to some buses, we assume that there is an electrical power source,
the dynamics of which are described in Chapters 3, 4, 5 or 6; and at each bus,
we assume there is another element, the dynamics of which are described
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by a generic dynamical model satisfying some properties, as described in
Section B.4.
Let VS ⊆ V denote the set of buses connected to an electrical power source.
Let V(p)S ⊆ VS denote the subset of buses connected to a DC power source
through a grid-feeding inverter, let V(v)S ⊆ VS denote the subset of buses
connected to a DC power source through a grid-forming inverter, let V(w)S ⊆
VS denote the subset of buses connected to a wind turbine generator, and







S = VS .
For j = 1, 2, . . . ,|VS |, let sj be used to identify variables associated with
the electrical power source connected to bus j. As a result, we can represent
the resistance, inductance, and current injection of the source as R(sj), L(sj),
and I(sj)(t), respectively.
For m = 1, 2, . . . ,|E|, let em := {j, k}, {j, k} ∈ E . As a result, we can
represent the resistance, inductance, and current across a line extending from
bus j to bus k as R(em), L(em), and I(em)(t), respectively.
For j = 1, 2, . . . ,|V|, let lj be used to identify variables associated with an
element that is neither a power source nor an electrical line, but is connected
to bus j. As a result, we can represent the resistance, inductance, and current
injection of the element as R(lj), L(lj) and I(lj)(t), respectively.
2.3 Primer on Singular Perturbation Analysis
In this section, singular perturbation analysis, which is the tool we utilize for
model-order reduction, is introduced. We briefly discuss how we utilize the
tool for reduction of a higher-order model to a reduced-order model.
Definition (“Big O” notation). Consider (1) a positive constant ε, where
ε < 1, and (2) a function f(ε), defined on some subset of the real numbers.




if and only if there exists a positive real number k,
such that ∣∣f(ε)∣∣ ≤ kεi, as ε→ 0.
The material in this section follows closely from the developments in ([33],












, z(0) = z0,
(2.4)
with slow and fast time-scales, t and τ , respectively, where τ = t
ε
, f (·, ·, ε) =
O(1), and g (·, ·, ε) = O(1).
Assumption 2.2. Let the bar ( ¯ ) and tilde ( ˜ ) notations be used to de-
scribe the slow t-scale and fast τ -scale variables, respectively. x and z can
be decoupled to
x(t) = x̄(t) + x̃(τ),
z(t) = z̄(t) + z̃(τ),
where
x̄(t) = x̄0(t) + εx̄1(t) + ε
2x̄2(t) + · · · ,
x̃(τ) = x̃0(τ) + εx̃1(τ) + ε
2x̃2(τ) + · · · ,
z̄(t) = z̄0(t) + εz̄1(t) + ε
2z̄2(t) + · · · ,
z̃(τ) = z̃0(τ) + εz̃1(τ) + ε
2z̃2(τ) + · · · .
















x̄(t) + x̃(τ), z̄(t) + z̃(τ), ε
)
,













x̄0(0) + x̃0(τ), z̄0(0) + z̃0(τ), 0
)
.
Choosing initial conditions x̃0(0) = 0 and x̄0(0) = x











As a result, the two-time-scale dynamical model in (2.4) may be expressed











x0, ζ(x0) + z̃0(τ), 0
)
, (2.7)
where x̄0(0) = x
0 and z̃0(0) = z
0 − ζ(x0).
Assumption 2.3. The equilibrium z̃0(τ) = 0 of (2.7) is asymptotically
stable in x0, and z̃0(0) belongs to its domain of attraction.
Assumption 2.4. The eigenvalues of ∂g
∂z
(the Jacobian of (2.5)) evaluated,
for ε = 0, along x̄0(t), z̄0(t), have real parts smaller than a fixed negative
number.
Theorem (Tikhonov’s theorem). Let f and g in (2.4) be sufficiently many
times continuously differentiable functions of their arguments, and let the




of (2.5) be distinct and real, in the domain of interest
(it follows from the implicit function theorem that the Jacobian of (2.5) must
be invertible). Then, if assumptions 2.2, 2.3, and 2.4 are satisfied, (2.4) can
be approximated by (2.6) and (2.7), where
x(t) = x̄0(t) + O(ε),
z(t) = ζ(x̄0(t)) + z̃0(τ) + O(ε),
and there exists t0 > 0 such that
z(t) = ζ(x̄0(t)) + O(ε),
for all t > t0.
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In this work, we refer to (2.6) as the reduced-order model, and t0 as
the time resolution of the reduced-order model.
Definition (Time resolution). The time resolution of the reduced-order
model in (2.6) represents the time-scale in which (2.7) can be neglected, and
(2.6) becomes sufficient to approximate the two-time-scale dynamical model
in (2.4). It is the time it takes the approximate fast component in (2.7) to
reach the equilibrium z̃0(τ) = 0 from an initial state z̃0(0) = z
0 − ζ(x0).
If the eigenvalues associated with (2.7) have real parts smaller than −1
ε
, so
that (2.7) reaches equilibrium z̃0(τ) = 0 in around 5ε seconds. As a result,





In this chapter, a high-order model for grid-feeding inverters is presented, and
singular perturbation analysis is utilized to formulate reduced-order models
from the high-order model. We refer to the reduced-order models as reduced-
order model 1 and reduced-order model 2. The model reduction results
presented in this chapter are based on our published work in [38].
3.1 High-Order Model
In this section, a high-order model (HOm) of a grid-feeding inverter is pre-
sented. The high-order model is based on developments in [17], and it is
composed of models for a three-phase inverter, an LCL filter, a cascaded
controller, and a phase-locked loop (see Section B.1 for more details on these
models).
For a grid-feeding inverter connected to bus j ∈ V(p)S of a microgrid electri-
cal network, let V
(sj)
DC (t) denote the DC voltage at the inverter input, in volts
(V); let E(sj)(t), Ê(sj)(t), and V (lj)(t) denote the internal voltage of the in-
verter, the LCL filter capacitor voltage, and the voltage at bus j, in per-unit
representation (pu), respectively; let Ξ(sj)(t) and I(sj)(t) denote the inverter
output current and the filtered inverter output current, in per-unit repre-
sentation, respectively; let Γ (sj)(t) denote the state variable for the current
controller, in per-unit representation; let Λ(sj)(t) denote the state variable for





f (t) denote the filtered real and reactive power measurements, in per-









































































































































































































































































































































































r denote the inverter three-phase real and re-
active power references, in per-unit representation, respectively; L
(sj)
0 ,
L(sj) and C(sj) denote the inductances and capacitance of the LCL











Iγ , denote the proportional and integral control gains for the





Iλ denote the proportional and integral controller gains for the
PLL, in per-unit representation, respectively.
3.2 Parametric Assumptions
In this section, the assumptions we impose on the parameters and dynamic
states of the grid-feeding inverter HOm are presented. Let ε = 0.1, and let
k = 10. Based on standard parameter values obtained from our collaborators
at Typhoon HIL [39], and from microgrid component models used in the
literature (see [17], for standard parameter values), we make the following
assumptions.
Assumption 3.1. For the grid-feeding inverter connected to bus j ∈ V(p)S ,






















(t) have real parts whose values are
less than − 1
kε3
.
2. The per-unit capacitances and the per-unit inductances are sufficiently

















, and their values are
less than kε3.
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parts whose values are less than − 1
kε
.
4. The per-unit proportional gains of the current controllers, the per-unit
resistances, the per-unit capacitances, and the per-unit inductances are
sufficiently small, and the per-unit integral gains for the current con-













is O (ε), and its
value is less than kε.
3.3 Reduced-Order Model 1
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the grid-feeding inverter HOm. We refer to the resulting













, z1(t) ∈ IR8,
(3.1)
whereK1 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 8,


















































Assumption 3.2. Equation (3.1) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
Setting ε3 = 0, the HOm can be reduced to the following model, which we
refer to as ROm1:
The dynamics of the grid-feeding inverter connected to bus j ∈ V(p)S of
18
























































































) + Ĝ(sj)∣∣∣−→E (sj)(t)∣∣∣2
+G(sj)






























) − B̂(sj)∣∣∣−→E (sj)(t)∣∣∣2
−B(sj)




















































































∣∣∣−→V (lj)(t)∣∣∣ denotes the pha-
sor magnitude of V
(lj)
q[ω0t]
(t) − jV (lj)d[ω0t](t),






























3.4 Reduced-Order Model 2
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the grid-feeding inverter HOm. We refer to the resulting











, z2(t) ∈ IR10,
(3.3)
whereK2 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 10,


















































Assumption 3.3. Equation (3.3) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
Setting ε = 0, the grid feeding inverter HOm can be reduced to the following
model, which we refer to as ROm2
The dynamics of the grid-feeding inverter connected to bus j ∈ V(p)S of
an electrical network can described by:
0 =−P (sj)r + Ĝ(sj)
∣∣∣−→E (sj)(t)∣∣∣2 +G(sj)∣∣∣−→E (sj)(t)∣∣∣2
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−






0 =−Q (sj)r − B̂(sj)
∣∣∣−→E (sj)(t)∣∣∣2 −B(sj)∣∣∣−→E (sj)(t)∣∣∣2
−



































































∣∣∣−→V (lj)(t)∣∣∣ denotes the pha-
sor magnitude of V
(lj)
q[ω0t]
(t) − jV (lj)d[ω0t](t),





























3.5 Reduced-Model Time Resolution
In this section, the time resolution of the reduced-order models we developed
is identified. For formulation of ROmi, where i = 1, 2, εi was chosen such that
− 1
10εi
represents an upper bound for real parts of the eigenvalues associated
with fast states zi(t). Consequently, the fast-varying terms in the system
response reach steady state in about 50εi seconds, and the time resolution of
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ROmi is 50εi seconds. Table 3.1 gives the time resolution for the reduced-
order models.
Table 3.1: Time Resolution of Grid-Feeding Inverter Reduced-Models
Small Parameter Time Resolution
ROm1 ε1 = 1× 10−3 50 ms
ROm2 ε2 = 0.1 5 s
3.6 Numerical Validation
In this section, a test case is used to compare the responses of the grid-feeding
inverter HOm to that of the grid-feeding inverter reduced-order models that
we developed in this chapter, i.e. ROm1 and ROm2. The modeling parame-
ters used are given in Table 3.2 below.





























Angle relative to a synchronously rotating reference frame 0
3.6.1 RegD Signal Response
We present the RegD signal responses [40] of HOm, ROm1, and ROm2 for
the following test system: a grid-feeding inverter with a constant DC voltage
22
B
Short transmission lineB Battery storage unit
Grid-feeding Inverter
Infinite Bus
(Constant voltage and phase)
Figure 3.1: Test System
Figure 3.2: Real Power Response (kW)
connected to an infinite bus through a short transmission line (see Fig. 3.1).
In this analysis, we use a 40 min long RegD test signal that changes every 2
seconds (see [41] for more details). The real power reference, P (s1)r , is set to
the test signal value, and the reactive power reference, Q (s1)r , is set to zero.
The filtered power measurements, P
(s1)
f (t) and Q
(s1)
f (t), are shown in Figs.
3.2 and 3.3, respectively. It is observed that the signal responses of ROm1
and ROm2 match closely with the response of HOm.
23
Figure 3.3: Reactive Power Response (kvar)
3.6.2 Root Mean Square Error
To measure how closely the response of the reduced-models matches that
of HOm, we find the root mean square error for each five-minute period.
The root mean square error (RMSE) for a variable f , at the kth five-minute














where, within the kth five-minute period, n denotes the number of samples
of variable f , f
(i,k)
H denotes the value of the ith sample of the HOm, and f
(i,k)
R
denotes the value of the ith sample of the reduced-model. The RMSE values
for the real power response and reactive power response are shown in Figs.
3.4 and 3.5, respectively. It is observed that the root mean square errors of
ROm1 and ROm2 closely match and are less than 5 kW and 2.5 kvar.
3.7 Summary
In this chapter, we presented a high-order model of a grid-feeding inverter
and we identified the fast and slow dynamic states in the high-order model, as
well as the small parameters. Using this information, we employed singular
perturbation analysis and reduced the high-order model into two reduced-
order models. The time resolutions of these reduced-models were identified.
24








Real Power RMSE (W)
ROm1
ROm2
Figure 3.4: Real Power RMSE (W)








Reactive Power RMSE (var)
ROm1
ROm2
Figure 3.5: Reactive Power RMSE (var)
The real power and reactive power responses to a RegD signal test case





In this chapter, a high-order model for grid-forming inverters is presented,
and singular perturbation analysis is utilized to formulate reduced-order
models from the high-order model. We refer to the reduced-order models
as reduced-order model 1, reduced-order model 2, and reduced-order model
3. The model reduction results presented in this chapter are based on our
published work in [42].
4.1 High-Order Model
In this section, a high-order model (HOm) of a grid-forming inverter is pre-
sented. The high-order model is based on developments in [18], and it is
composed of models for a three-phase inverter, an LCL filter, a cascaded
controller and a droop controller (see Section B.2 for more details on these
models).
For a grid-forming inverter connected to bus j ∈ V(v)S of a microgrid elec-
trical network, let V
(sj)
DC (t) denote the DC voltage at the inverter input, in
volts (V), let E(sj)(t), Ê(sj)(t), and V (lj)(t) denote the internal voltage of the
inverter, the LCL filter capacitor voltage, and the voltage at bus j, in per-
unit representation, respectively; let Ξ(sj)(t) and I(sj)(t) denote the inverter
output current and the filtered inverter output current, in per-unit repre-
sentation, respectively; let Γ (sj)(t) denote the state variable for the current
controller, in per-unit representation; let Φ(sj)(t) denote the state variable





f (t) denote the filtered real and reactive power measurements, in per-









































































































































































































































































































































































































































































































































































































































































































































































































































(sj) and C(sj) denote the inductances and










Pγ denote the proportional control gains for





Iγ denote the integral control gains for the voltage





ω denote normalized voltage and frequency droop coefficients,
respectively; and E
(sj)
0 denotes the voltage droop law constant.
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4.2 Parametric Assumptions
In this section, the assumptions we impose on the parameters and dynamic
states of the grid-forming inverter HOm are presented. Let ε = 0.1, and let
k = 10. Based on standard parameter values obtained from microgrid com-
ponent models used in the literature (see [5, 19, 18], for standard parameter
values), we make the following assumptions.
Assumption 4.1. For the grid-forming inverter connected to bus j ∈ V(v)S ,























2. The per-unit capacitances and per-unit resistances are sufficiently small,
and the per-unit gains for the voltage controller and per-unit integral
gains for the current controller are sufficiently large so that the follow-

























































































































, and the values of these param-
eters are less than kε5.













have real parts whose values are less than − 1
kε3
.
4. The per-unit capacitances, per-unit resistances and per-unit propor-
tional gains for the current controller are sufficiently small, and the
per-unit gains for the voltage controller and per-unit integral gains for

















































































, and their values are less than
kε3.
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5. Eigenvalues associated with Q
(sj)
f (t) and P
(sj)
f (t) have real parts whose
values are less than − 1
kε
.
6. The per-unit capacitances, per-unit resistances, and per-unit propor-
tional gains for the current controller are sufficiently small, and the cut-
off frequency for the measurement filter, the per-unit gains for the volt-
age controller, and per-unit integral gains for the current controller are


































































, and the values of these parameters are less than kε.
4.3 Reduced-Order Model 1
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the grid-forming inverter HOm. We refer to the resulting













, z1(t) ∈ IR6,
(4.1)
whereK1 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 6,
















































Assumption 4.2. Equation (4.1) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
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Setting ε5 = 0, the grid forming inverter HOm can be reduced to the following
model, which we refer to as ROm1:
The dynamics of the grid-forming inverter connected to bus j ∈ V(v)S














































































































































































































































































































































































4.4 Reduced-Order Model 2
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the grid-forming inverter HOm. We refer to the resulting













, z2(t) ∈ IR10,
(4.3)
whereK2 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 10,
















































Assumption 4.3. Equation (4.3) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
Setting ε3 = 0, the grid-forming inverter HOm can be reduced to the following
model, which we refer to as ROm2:
33
The dynamics of the grid-forming inverter connected to bus j ∈ V(p)S
























































































denotes the phasor magnitude of V
(lj)
q[ω0t]
(t) − jV (lj)d[ω0t](t),
∣∣∣−→E (sj)(t)∣∣∣ de-
notes the phasor magnitude of E
(sj)
q[ω0t]

























4.5 Reduced-Order Model 3
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the grid-forming inverter HOm. We refer to the resulting











, z3(t) ∈ IR12,
(4.5)
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whereK3 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 12,












































Assumption 4.4. Equation (4.5) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
Setting ε = 0, the grid-forming inverter HOm can be reduced to the following
model, which we refer to as ROm3:
The dynamics of the grid-forming inverter connected to bus j ∈ V(p)S of an















































)2 ,∣∣∣−→V (lj)(t)∣∣∣ denotes


































4.6 Reduced-Model Time Resolution
In this section, the time resolution of the reduced-order models we developed
is identified. For formulation of ROmi, where i = 1, 2, 3, εi was chosen
such that − 1
10εi
represents an upper bound for real parts of the eigenvalues
associated with fast states zi(t). Consequently, the fast-varying terms in
the system response reach steady state in about 50εi seconds, and the time
resolution of ROmi is 50εi seconds. Table 4.1 shows the time resolution for
the reduced-order models.
Table 4.1: Time Resolution of Grid-Forming Inverter Reduced-Models
Small Parameter Time Resolution
ROm1 ε1 = 1× 10−5 500 µs
ROm2 ε2 = 1× 10−3 50 ms
ROm3 ε3 = 0.1 5 s
4.7 Numerical Validation
In this section, a test case is used to compare the responses of the grid-forming
inverter HOm to that of the grid-feeding inverter reduced-order models that
we developed in this chapter, i.e. ROm1, ROm2, and ROm3. The modeling
parameters used are depicted in Table 4.2 below.
We present the responses of HOm, ROm1, ROm2, and ROm3 for the
following test system: two grid-forming inverters with constant DC sources
connected to a 3-bus microgrid electrical network with an RLC load (see Fig.
4.1). One inverter-interfaced source is connected to bus 1 and the other to
bus 2, and the load is connected to bus 3. Using the HOm, ROm1, ROm2,
and ROm3, we developed the test case in Simulink. At t = 20 s, the load
resistance changes to 0.1 kΩ, the load inductance changes to 10 mH and the
capacitance changes to 70 µF. Let I
(l3)
q[ω0t]
(t) − jI(l3)d[ω0t](t) denote the current
across the load inductance.
36
Table 4.2: System Parameters
Parameter s1 s2 e1 = {1, 3} e2 = {2, 3} l3
Battery V
(sj)
DC 900 V 900 V n/a n/a n/a
Three-Phase Inverter
S(sj) 10 kVA 12 kVA n/a n/a n/a
V
(sj)




0 0.1 Ω 0.15 Ω n/a n/a n/a
l
(sj)
0 1.35 mH 1.5 mH n/a n/a n/a
r(sj) 0.03 Ω 0.04 Ω n/a n/a n/a
l(sj) 0.35 mH 0.33 mH n/a n/a n/a
r̃
(sj)
0 15 mΩ 16 mΩ n/a n/a n/a




Pγ 10.4479 10.4479 n/a n/a n/a
κ
(sj)




Pφ 6.1825 6.1825 n/a n/a n/a
κ
(sj)




ω 13.2629 13.2629 n/a n/a n/a
D
(sj)
E 2.3368 2.3368 n/a n/a n/a
Network
r(em) n/a n/a 0.35 Ω 0.4 Ω n/a
l(em) n/a n/a 1.5 mH 2 mH n/a
Load
r(lj) n/a n/a n/a n/a 0.2 kΩ
l(lj) n/a n/a n/a n/a 11 mH
c(lj) n/a n/a n/a n/a 64 µF






















































































































































Figure 4.1: Test System
The test case described above was used to observe the time-resolution of
each reduced-model. The following observations, which are shown in Figs.
4.2–4.9 below, were made:
1. Using a time resolution of 5 s on the x-axis, the difference in the re-
sponses of ROm3 and HOm is visible, but the differences in the re-
sponses of ROm2, ROm1, and HOm are not.
2. Using a time resolution of 50 ms on the x-axis, the differences in the
responses of ROm2, ROm3, and HOm are visible, but the difference in
the responses of ROm1 and HOm is not.
3. Using a time resolution of 500 µs on the x-axis, the differences in the
responses of ROm1, ROm2, ROm3, and HOm are visible.
Following from these observations, we claim that our proposed time resolu-
tions for each reduced-model is valid.
4.8 Summary
In this chapter, we presented a high-order model of a grid-forming inverter
and we identified the fast and slow dynamic states in the high-order model, as
38



























Figure 4.2: Generator 1 Output Frequency (Hz)




















500 s time resolution
Figure 4.3: Generator 2 Output Frequency (Hz)























 500 s time resolution






 50ms time resolution
Figure 4.4: Generator 1 Output Voltage Magnitude (pu)
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500 s time resolution
Figure 4.5: Generator 2 Output Voltage Magnitude (pu)





















500 s time resolution
Figure 4.6: Generator 1 Output Real Power (per-unit)
























500 s time resolution
Figure 4.7: Generator 2 Output Real Power (per-unit)
40

























500 s time resolution
Figure 4.8: Generator 1 Output Reactive Power (per-unit)























500 s time resolution
Figure 4.9: Generator 2 Output Reactive Power (per-unit)
well as the small parameters. Using this information, we employed singular
perturbation analysis and reduced the high-order model into three reduced-
order models. The time resolutions of these reduced-models were identified,
and the numerical results proved that the time resolutions of ROm3, ROm2,




In this chapter, a high-order model for microturbine systems is presented, and
singular perturbation analysis is utilized to formulate reduced-order models
from the high-order model. We refer to the models as reduced-order model
1, reduced-order model 2, and reduced-order model 3.
This chapter is organized as follows. In Section 5.1, we present a syn-
chronous machine and a high-order model that is adopted as the starting
point for the development of our reduced order models. In Section 5.3, we
develop the reduced-order model 1. In Section 5.4, we develop the reduced-
order model 2. In Section 5.5, we develop the reduced-order model 3. Finally,
in Section 6.6 we validate the reduced-order models developed, using numer-
ical results.
5.1 High-Order Model
In this section, the high-order model (HOm) of a microturbine system is
presented. It is based on developments in [15, 20, 43, 44]. The compo-
nents of the microturbine system HOm are (i) three damper windings, (ii) a
wound-rotor synchronous machine, (iii) an IEEE type DC1A excitation sys-
tem, (iv) a Woodward diesel governor (DEGOV1) coupled to a diesel engine,
which acts as the prime mover, and (v) a power controller. Unless otherwise
stated, all parameters and variables are scaled and normalized using the per-
unit system, and subscripts q and d are used to denote (q-axis) and (d-axis)
components of a variable in an arbitrary reference frame.
Assumption 5.1. The synchronous machine is connected to an electrical
network bus through a short transmission line.
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5.1.1 Damper Windings Model
For the microturbine system connected to bus j ∈ V (m)S of a microgrid elec-
trical network, let Φ
(sj)
q2 (t) and E
(sj)
d′ (t) denote the flux linkages of two damper






q′ (t) denote the flux linkages of a damper winding
and a field winding, respectively, aligned with the direct axis (d-axis) of the
synchronous machine; and let I
(sj)
q (t) and I
(sj)
d (t) denote the q-axis and d-
axis components of the stator output current, respectively. Then, the damper













































































k denotes the machine leakage reactance, X
(sj)
q denotes the q-





the q-axis and d-axis components of the machine transient reactances,
respectively, and X
(sj)
q′′ denotes the q-axis of the machine sub-transient







































































q1 denoting winding resistances.
5.1.2 Stator Windings and Short Transmission Line
For the microturbine system connected to bus j ∈ V(m)S of a microgrid electri-
cal network, let Φ
(sj)
q (t) and Φ
(sj)
d (t) denote the q-axis and d-axis components
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of flux linkages, respectively, for the stator windings and electrical line. Let
ω(sj)(t) denote the machine angular speed, in electrical radians per second;
let δ(sj)(t) denote the power angle of the microturbine in electrical radians,
and let V
(sj)
q (t) and V
(sj)
d (t) denote the q-axis and d-axis components of the
microturbines output voltage, respectively. At the electrical network bus, let
V (lj)(t) denote the voltage magnitude, in per unit, and let δ(lj)(t) denote the
voltage phase, in electrical radians, relative to a reference frame rotating at
the nominal frequency. Let




































































































































































the per-phase line reactance, Xd′′ denotes the d-axis of the machine sub-
transient reactance, R(sj) denotes the per-phase line resistance, R
(sj)
s
denotes the per-phase stator resistance, and ω0 denotes the nominal
frequency in electrical radians per second.
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5.1.3 Excitation System Model
For the microturbine system connected to bus j ∈ V(m)S of a microgrid electri-
cal network, let E
(sj)
f (t) denote the output voltage of the machine’s excitation
system, let x
(sj)
f (t) denote an integral controller state variable, let Uf (t) de-
note the exciter control input, let Ū
(sj)
f (t) denote the rate feedback variable













Assumption 5.2. The effects of magnetic saturation on the machine’s ex-
citation system are negligible.































































































V (sj)r − V (sj)(t)
)


















r denotes the reference voltage magnitude, X
(sj)
d denotes






























































d denotes the d-axis component of the machine
stator reactance, τ
(sj)




notes the amplifier gain, X
(sj)
f denotes the field winding reactance, R
(sj)
f
denotes the field winding resistance, L
(sj)
f denotes the unsaturated field
inductance, K
(sj)
g denotes the slope of the unsaturated portion of the
exciter saturation curve, R̄
(sj)





m denote series and magnetizing inductances of the sta-
bilizing transformer, which is used to stabilize the excitation system
through voltage feedback [15], respectively, R
(sj)
t denotes the series re-







denotes the turns ratio
of the stabilizing transformer.
5.1.4 Prime Mover and Speed Governor Model
For the microturbine system connected to bus j ∈ V(m)S of a microgrid electri-
cal network, let T
(sj)
m (t) denote the mechanical torque output of the machine.
For the speed governor system, let ω
(sj)
r (t) denote the reference frequency, in
per-unit representation, let P
(sj)
a2 (t) denote the output of its actuator, with
Ṗ
(sj)
a1 (t) = P
(sj)
a2 (t), and let P
(sj)
b2









u (t) denote the valve position of the
diesel engine, which acts as the prime mover. Then, the dynamics of the






















































































































5 , and τ
(sj)














, κ(sj) denotes a controller gain for the
actuator, P
(sj)
c denotes the power change setting of the machine, M (sj) de-
notes the inertia of the machine, in square second per radian, D̃
(sj)
0 denotes
the friction and windage damping coefficient of the machine, in second per
radian, τ
(sj)















q′ , so that E
(sj)







To control the output power of a microturbine system, a controller is included
for the real and reactive power, and the reference frequency and the refer-
ence voltage magnitude are determined by a power controller. Otherwise, the
values of these references are set by an operator. For the microturbine con-
nected to the network at bus j ∈ V(m)S , let P
(sj)
e (t) denote the measured real
power output of the microturbine, let Q
(sj)
e (t) denote the measured reactive
power output of the microturbine, and let x
(sj)
P (t) and x
(sj)
Q (t) denote integral
controller state variables for real and reactive power controllers, respectively.










































Ki are integral controller gains.
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5.2 Parametric Assumptions
In this section, the assumptions we impose on parameters and dynamic states
of the microturbine system HOm are presented.
Based on our observation of standard parameter values obtained from syn-
chronous machine models in [45, 15, 20, 44], and an eigenvalue analysis of
these models, we make the following assumptions.
Assumption 5.3. For the microturbine system connected to bus j ∈ V(m)S ,
1. Eigenvalues associated with Ū
(sj)
f (t) and E
(sj)
f (t) have real parts whose











, with values less than kε5.
























, with values less than kε3.






















d′ (t) have real parts whose





m , 1ω0 , D̃
(sj)
0 , and R
(sj)
s are O (ε), with values less than kε.
5.3 Reduced-Order Model 1
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the microturbine system HOm. We refer to the resulting













, z1(t) ∈ IR2,
(5.3)
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whereK1 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1 and 2,


























































Assumption 5.4. Equation (5.3) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.




parameters to zero, the microturbine system HOm
can be reduced to the following model, which we refer to as ROm1:
The damper windings model in Section 5.1.1, the stator windings and
short transmission line model in Section 5.1.2, the prime mover and
speed governor model in Section 5.1.4, and the power controller model
in Section 5.1.5 are retained. However, the excitation system model in












































































V (sj)r − V (sj)(t)
)
− U (sj)f (t).
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5.4 Reduced-Order Model 2
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the microturbine system HOm. We refer to the resulting













, z2(t) ∈ IR7,
(5.5)
whereK2 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 7,


























































Assumption 5.5. Equation (5.5) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.




parameters to zero, the microturbine system HOm
can be reduced to the following model, which we refer to as ROm2:
The damper windings model in Section 5.1.1, the stator windings and
short transmission line model in Section 5.1.2, and the power controller
model in Section 5.1.5 are retained. However, the excitation system







































































V (sj)r − V (sj)(t)
)
,










































5.5 Reduced-Order Model 3
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the microturbine system HOm. We refer to the resulting











, z3(t) ∈ IR17,
(5.7)
whereK3 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 17,


























































Assumption 5.6. Equation (5.7) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
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Setting ε and all O (ε) parameters to zero, the microturbine system HOm



















































































































f (t) denotes the


































































5.6 Reduced-Model Time Resolution
In this section, the time resolution of the reduced-order models we developed
is identified. For formulation of ROmi, where i = 1, 2, 3, εi was chosen
such that − 1
10εi
represents an upper bound for real parts of the eigenvalues
52
associated with fast states zi(t). Consequently, the fast-varying terms in
the system response reach steady state in about 50εi seconds, and the time
resolution of ROmi is 50εi seconds. Table 5.1 shows the time resolution for
the reduced-order models.
Table 5.1: Time Resolution of Microturbine System Reduced-Models
Small Parameter Time Resolution
ROm1 ε1 = 1× 10−5 500 µs
ROm2 ε2 = 1× 10−3 50 ms
ROm3 ε3 = 0.1 5 s
5.7 Numerical Validation
In this section, a test case is used to compare the responses of the microtur-
bine system HOm to that of the microturbine system reduced-models that
we developed in this chapter, i.e. ROm1, ROm2, and ROm3. The modeling
parameters used are given in Table 5.2 below.
5.7.1 RegA Signal Response
We present the RegA signal responses [40] of the HOm, ROm1, ROm2, and
ROm3, for the following test case: a microturbine system connected to an
infinite bus through a short transmission line (see Fig. 5.1). In this analysis,
we use a RegA test signal that changes every 2 seconds. The real power ref-
erence, P (s1)r , is set to the test signal value, and the reactive power reference,
Q (s1)r , is set to some time-varying value. The model’s real and reactive power
responses are depicted in Figs. 5.2 and 5.3. It is observed that the signal
responses of ROm1, ROm2, and ROm3 match closely with that of HOm.
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4 25× 10−3 s
τ
(s1)
5 9× 10−4 s
τ
(s1)
6 5.74× 10−3 s
τ
(s1)




M (s1) 0.1188 s2
D̃
(s1)
























(Constant voltage and phase)
M
M Microturbine
Figure 5.1: Test System

























Figure 5.2: Real Power Response (MW)
5.7.2 Root Mean Square Error
To measure how closely the response of the reduced-models matches that
of HOm, we find the root mean square error for each five-minute period.
The root mean square error (RMSE) for a variable f , at the kth five-minute













































Figure 5.3: Reactive Power Response (Mvar)
where, within the kth five-minute period, n denotes the number of samples
of variable f , f
(i,k)
H denotes the value of the ith sample of the HOm, and f
(i,k)
R
denotes the value of the ith sample of the reduced-model. The RMSE values
for the real power response and reactive power response are shown in Figs.
5.4 and 5.5, respectively. It is observed that the root mean square errors of
ROm1, ROm2, and ROm3 are less than 12 kW and 1 kvar.













Figure 5.4: Real Power RMSE (W)
5.8 Summary
In this chapter, we presented a high-order model of a microturbine system
and we identified the fast and slow dynamic states in the high-order model, as
56












Figure 5.5: Reactive Power RMSE (var)
well as the small parameters. Using this information, we employed singular
perturbation analysis and reduced the high-order model into three reduced-
order models. The time resolutions of these reduced-models were identified.
The real power and reactive power responses to a RegA signal test case




WIND TURBINE GENERATOR SYSTEM
MODELS
In this chapter, a high-order model for wind turbine generator systems is
presented, and singular perturbation analysis is utilized to formulate reduced-
order models from the high-order model. We refer to the reduced-order
models as reduced-order model 1 and reduced-order model 2.
This chapter is organized as follows. In Section 6.1, we present a type-C
wind turbine generator system and a high-order model that is adopted as
the starting point for the development of our reduced order models. In Sec-
tion 6.3, we develop the reduced-order model 1, and in Section 6.4, we develop
the reduced-order model 2. Finally, in Section 6.6 we validate the reduced-
order models developed, using numerical examples, and in Section 6.7 we
comment on implications of the presented results.
6.1 High-Order Model
In this section, the high-order model (HOm) of a type-C wind turbine gen-
erator system is presented. The model is based on developments in [46, 21,
47, 48]. The HOm consists of models for a turbine, a gearbox, a doubly-fed
induction generator (DFIG), a grid-side converter and a rotor-side converter,
connected through a DC-link, a phase-locked loop, a power or voltage con-
troller, a current controller, and a pitch-angle controller.
6.1.1 Turbine and Gearbox
For a type-C wind turbine generator system connected to the microgrid elec-
trical network at bus j ∈ V (w)S , let P
(sj)
w (t) denote the power extracted from
the airflow, in watts; let c
(sj)
p (t) denote the power coefficient of the wind
turbine, let θ
(sj)




w (t) denote the tip speed ratio, let v
(sj)
w (t) denote the wind speed upstream
the rotor, in meters per second; and let v
(sj)
t (t) denote the blade tip speed,
in meter per second. The power extracted from the wind can be described
by












and the mechanical torque T
(sj)
m (t), in per-unit representation, is de-
scribed by





















w denotes the air density, in kilograms per cubic meter
(kg/m3); S
(sj)
w denotes the base power for the wind turbine; p(sj) de-
notes the number of poles of the induction machine; k
(sj)
w denotes the
speed transformation ratio of the wind turbine; R
(sj)
w denotes the ra-














































6.1.2 Doubly-Fed Induction Generator
For the type-C wind turbine generator system connected to the microgrid





ds (t) denote the q-axis and d-axis components of the stator winding flux
linkage, respectively; let V
(sj)
qs (t) and V
(sj)
ds (t) denote the q-axis and d-axis
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components of the stator output voltage, respectively; let I
(sj)
qs (t) and I
(sj)
ds (t)
denote the q-axis and d-axis components of the stator output current, respec-
tively; let E
(sj)
qr (t) and E
(sj)
dr (t) denote the q-axis and d-axis components of the
rotor winding flux linkage, respectively; and let V
(sj)
qr (t) and V
(sj)
dr (t) denote
the q-axis and d-axis components of the rotor input voltage, respectively. Let
ω
(sj)
r (t) and ω(sj)(t) denote the rotor angular speed and the reference frame
angular velocity, respectively, in electrical radians per second. The dynamics




























































































































































s′ , and X
(sj)
m denote the stator reactance, the transient
reactance, and the mutual reactance of the machine, respectively; Rs
denotes the resistance of the stator winding; ω0 denotes the nominal or
synchronous frequency, in radians per second; D̃
(sj)
0 denotes the friction
and windage damping coefficient of the machine, in seconds per radian;
M (sj) denotes the inertia of the machine, in square seconds per radian;
and τ
(sj)
0p denotes the transient open-circuit time constant, in seconds.
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6.1.3 Grid-Side Converter and Rotor-Side Converter
For the three-phase converters, we assume a pulse width modulation (PWM)
strategy is adopted, and that the converters synthesize their reference volt-
ages instantaneously.
6.1.4 Phase-Locked Loop
To control real and reactive power independently, a phase-locked loop (PLL)
is employed. For the type-C wind turbine generator system connected to
a microgrid electrical network at bus j ∈ V(w)S , let λ
(sj)
w (t) denote the state
variable for the PLL’s integral controller, and let α(sj)(t) denote the angular
position of the qd0 reference frame used for machine control. The dynamics






























Iλ denote the proportional and integral controller
gains for the PLL controller, respectively.
6.1.5 Power Controller
For the type-C wind turbine generator system connected to the network at





the three-phase real and reactive power references, in per-unit representation;
let P
(sj)
e (t) denote the net real power output of the wind turbine generator
system, in per-unit representation; let Q
(sj)
e (t) denote the net reactive power
output of the wind turbine generator system, in per-unit representation; and
let I
(sj)
qr (t) and I
(sj)
dr (t) denote reference values for the q-axis and d-axis com-
ponents of the rotor input current, respectively, in per-unit representation.
Let x
(sj)
P (t) and x
(sj)
Q (t) denote state variables for the power controller. The











= Q(sj)r −Q(sj)e (t),

































Ki are integral control gains. The reactive power reference is set by
an operator, and the real power reference can be set by an operator or
chosen using a maximum power point tracking control of the form





























)4 , Λ(sj)w denotes
the optimal tip speed ratio of the wind turbine generator system, S
(sj)
B
denotes the base power of the wind turbine generator system, in volt-
amperes (VA), and η(sj) denotes the efficiency of the wind turbine
generator system.
6.1.6 Current Controller
For the type-C wind turbine generator system connected to the network
at bus j ∈ V(w)S , in per-unit representation, let I
(sj)






































ds (t) denote the d-axis component
of the rotor input current. Let x
(sj)
Iq (t) and x
(sj)
Id (t) denote state variables for






















































are integral control gains.
6.1.7 Pitch-Angle Controller
For the type-C wind turbine generator system connected to the network at
bus j ∈ V(w)S , let θ
(sj)
w (t) denote the pitch-angle, in degrees, and let θ
(sj)
r (t)















denote state variables for the pitch-angle controller. The dynamics of the








= − x(sj)θ (t) + θ
(sj)




































Ki denote PI controller gains for the pitch-angle con-
troller, and τ
(sj)
θ is a controller time constant.
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6.2 Parametric Assumptions
In this section, the assumptions we impose on parameters and dynamic states
of the wind turbine generator system HOm are presented. Based on our
observation of standard parameter values obtained from the type-C wind
turbine generator systems in [46, 47], and an eigenvalue analysis of these
models, we make the following assumptions.
Assumption 6.1. For the type-C wind turbine generator system connected
to bus j ∈ V(w)S ,






w (t), and α(sj)(t) have
real parts whose values are less than − 1
kε3
.













Iq (t), and x
(sj)
Id (t) have real parts whose values are less than − 1kε .
3. R
(sj)
s is O (ε), with a value less than kε.
6.3 Reduced-Order Model 1
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the wind turbine generator system HOm. We refer to
the resulting model as reduced-order model 1 (ROm1). The HOm can be












, z1(t) ∈ IR4,
(6.1)
whereK1 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 4,








































Assumption 6.2. Equation (6.1) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.




parameters to zero, the wind turbine generator
system HOm can be reduced to the following model, which we refer to as
ROm1:
The turbine and gearbox model in Section 6.1.1, the power controller
model in Section 6.1.5, the current controller model in Section 6.1.6,
and the pitch-angle controller model in Section 6.1.7 are preserved.
However, the phase-locked loop and doubly-fed induction generator
































































































































6.4 Reduced-Order Model 2
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the wind turbine generator system HOm. We refer to
the resulting model as reduced-order model 2 (ROm2). The HOm can be
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, z2(t) ∈ IR11,
(6.3)
whereK2 is a diagonal matrix with diagonal entries ki ∈ (0, 10), i = 1, . . . , 11,







































Assumption 6.3. Equation (6.3) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
Setting ε and all O (ε) parameters to zero, the wind turbine generator system
HOm can be reduced to the following model, which we refer to as ROm2:
The turbine and gearbox model in Section 6.1.1, and the pitch-angle
controller model in Section 6.1.7 are preserved. However, the power
controller model in Section 6.1.5, the current controller model in Sec-
tion 6.1.6, the phase-locked loop model in Section 6.1.4, and the
doubly-fed induction generator model in Section 6.1.2 are reduced to
P (sj)e (t) = P
(sj)
r ,





r denotes the reference for the real power controller, Q
(sj)
r





e (t) denote the net real power injection and the net reactive power
injection, respectively, of the type-C wind turbine generator system.
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6.5 Reduced-Model Time Resolution
In this section, the time resolution of the reduced-order models we developed
is identified. For formulation of ROmi, where i = 1 and 2, εi was chosen
such that − 1
10εi
represents an upper bound for real parts of the eigenvalues
associated with fast states zi(t). Consequently, the fast-varying terms in
the system response reach steady state in about 50εi seconds, and the time
resolution of ROmi is 50εi seconds. Table 6.1 gives the time resolution for
the reduced-order models.
Table 6.1: Time Resolution of the Wind Turbine Generator
Reduced-Models
Small Parameter Time Resolution
ROm1 ε1 = 1× 10−3 50 ms
ROm2 ε2 = 0.1 5 s
6.6 Numerical Validation
In this section, a test case is used to compare the responses of the wind
turbine generator system HOm to that of the wind turbine generator system
reduced-order models that we developed in this chapter, i.e. ROm1 and
ROm2. The modeling parameters used are given in Table 6.2 below.
6.6.1 RegA Signal Response
We present the RegA signal responses [40] of the HOm, ROm1, and ROm2
for the following test case: a wind turbine generator system connected to
an infinite bus through a short transmission line (see Fig. 6.1). In this
analysis, we use a RegA test signal that changes every 2 seconds. The real
power reference, P (s1)r , is set to the test signal value, and the reactive power
reference, Q (s1)r , is set to some time-varying value. The model’s real and









Figure 6.1: Test System
that the signal responses of ROm1 and ROm2 match closely with that of
HOm.



















Figure 6.2: Real Power Response (MW)
6.6.2 Root Mean Square Error
To measure how closely the response of the reduced-models matches that
of HOm, we find the root mean square error for each five-minute period.
The root mean square error (RMSE) for a variable f , at the kth five-minute








































Figure 6.3: Reactive Power Response (Mvar)
where, within the kth five-minute period, n denotes the number of samples
of variable f , f
(i,k)
H denotes the value of the ith sample of the HOm, and f
(i,k)
R
denotes the value of the ith sample of the reduced-model. The RMSE values
for the real power response and reactive power response are shown in Figs.
6.4 and 6.5, respectively. It is observed that the root mean square errors of
ROm1, ROm2, and ROm3 are less than 300 W and 40 var.









Real Power RMSE (W)
ROm1
ROm2
Figure 6.4: Real Power RMSE (W)
6.7 Summary
In this chapter, we presented a high-order model of a wind turbine generator
system and we identified the fast and slow dynamic states in the high-order
69







Reactive Power RMSE (var)
ROm1
ROm2
Figure 6.5: Reactive Power RMSE (var)
model, as well as the small parameters. Using this information, we employed
singular perturbation analysis and reduced the high-order model into two
reduced-order models. The time resolutions of these reduced-models were
identified. The real power and reactive power responses to a RegA signal test
case were also presented, with the root mean square errors of the reduced-
models shown.
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A HIERARCHY OF MICROGRID MODELS
In this chapter, a system-level high-order model is presented for microgrids.
The model is referred to as the microgrid high-order model, and it is com-
posed of high-order models for distributed energy resources, a distribution
line network model, and a generic element model. Afterwards, singular per-
turbation analysis is employed to develop three reduced-order models from
the microgrid high-order model. We refer to the reduced-order models as
microgrid reduced-order model 1, microgrid reduced-order model 2, and mi-
crogrid reduced-order model 3. The time resolutions of the reduced-order
models are identified and numerical results are presented to validate the
models.
7.1 Microgrid High-Order Model
In this section, the microgrid high-order model (µHOm) is presented. The
model is composed of high-order models for distribution line networks, inverter-
interfaced power supply systems, a wind turbine generator system, a mi-
croturbine system, and other elements connected to a microgrid electrical
network.
Assumption 7.1. All lines connecting the network buses can be represented
using the short transmission line model [49].
The high-order model (HOm) of a microgrid distribution line network that
is presented in this section is based on the graph-theoretic model introduced
in Section 2.2. Let V (lj)(t) denote the per-unit voltage at bus j, and let
























































(t) · · · I(e|E|)d[ω0t](t)
]>
,

































where R(E) = diag
(









d(1), d(2), · · · , d(n)
)
denoting a diagonal matrix with diagonal entries d(1), d(2), s, d(n); and
M denotes the network incidence matrix. Based on our observation
of standard parameter values for short transmission line models in the
literature [19, 18, 50], and an eigenvalue analysis of these models, we
make the following assumption on the distribution line HOm.







(t) have real parts whose values are less than − 1
kε3
.
For the element connected to bus j ∈ V of a microgrid electrical network,
which is neither a generator, an energy storage unit, nor an electric line, but
could be a load or switched capacitor bank, the system dynamics can be
described by a generic HOm. Let V (lj)(t) denote the per-unit voltage at bus
j ∈ V , and let I(lj)(t) denote the per-unit current injection by the element.










































































































I represent time con-
stants of the element, and qV
(













·, ·, ·, ·
)
are nonlinear functions of its state variables.
Direct current (DC) electric power sources are interfaced to the microgrid
electrical network through a grid-feeding inverter or a grid-forming inverter
(see Appendix A for more details). A plethora of models for these distributed
energy resources have been developed in the literature. Some examples are
the high-order model of a battery storage system (BSS) presented in [51],
the high-order models of a fuel cell presented in [52, 53], and the high-order
models of a rooftop photovoltaic system presented in [54, 55, 56]. The DC
power source models are not included in our derivation of the µHOm.
For the grid-feeding inverter connected to bus j ∈ V(p)S of the microgrid
electrical network, the high-order model developed in Section 3.1 is utilized.
For the grid-forming inverter connected to bus j ∈ V(v)S of the microgrid
electrical network, the high-order model developed in Section 4.1 is utilized.
For microturbine system connected to bus j ∈ V(m)S of the microgrid electri-
cal network, the high-order model developed in Section 5.1 is utilized. For
wind turbine generator connected to bus j ∈ V(w)S of the microgrid electrical
network, the high-order model developed in Section 6.1 is utilized.
7.2 Microgrid Reduced-Order Model 1
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the µHOm. We refer to the resulting model as reduced-
order model 1 (µROm1). Utilizing Assumptions 3.1, 4.1, 5.3, 6.1, and 7.2,












, z1(t) ∈ IRm1 ,
(7.1)
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where n1 = 4|V| + 2|E| + 14
∣∣∣V(w)S ∣∣∣ + 20∣∣∣V(m)S ∣∣∣ + 7∣∣∣V(v)S ∣∣∣ + 14∣∣∣V(p)S ∣∣∣, m1 =
2
∣∣∣V(m)S ∣∣∣ + 6∣∣∣V(v)S ∣∣∣, and K1 is a diagonal matrix with diagonal entries ki ∈
(0, 10), i = 1, . . . ,m1.
Assumption 7.3. Equation (7.1) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.




parameters to zero, the µHOm can be reduced to
the following model, which we refer to as µROm1:
The µROm1 is composed of
1. The grid-feeding inverter HOm presented in Section 3.1
2. The grid-forming inverter ROm1 presented in Section 4.3
3. The microturbine system ROm1 presented in Section 5.3
4. The wind turbine generator HOm presented in Section 6.1
5. The distribution line network HOm presented in Section 7.1
6. The generic element HOm presented in Section 7.1
7.3 Microgrid Reduced-Order Model 2
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the µHOm. We refer to the resulting model as reduced-
order model 2 (µROm2). Utilizing Assumptions 3.1, 4.1, 5.3, and 6.1, the












, z2(t) ∈ IRm2 ,
(7.2)
where n2 = 10
∣∣∣V(w)S ∣∣∣+15∣∣∣V(m)S ∣∣∣+3∣∣∣V(v)S ∣∣∣+4∣∣∣V(p)S ∣∣∣, m2 = 4|V|+2|E|+4∣∣∣V(w)S ∣∣∣+
7
∣∣∣V(m)S ∣∣∣+10∣∣∣V(v)S ∣∣∣+10∣∣∣V(p)S ∣∣∣, andK2 is a diagonal matrix with diagonal entries
ki ∈ (0, 10), i = 1, . . . ,m2.
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Assumption 7.4. Equation (7.2) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.




parameters to zero, the µHOm can be reduced to
the following model, which we refer to as µROm2:
The µROm2 is composed of
1. The grid-feeding inverter ROm1 presented in Section 3.3
2. The grid-forming inverter ROm2 presented in Section 4.4
3. The microturbine system ROm2 presented in Section 5.4
4. The wind turbine generator ROm1 presented in Section 6.3
5. The distribution line network reduced-model presented in Appendix
D.3
6. The generic element reduced-model presented in Appendix D.4
7.4 Microgrid Reduced-Order Model 3
In this section, we utilize singular perturbation analysis to develop a reduced-
order model from the µHOm. We refer to the resulting model as reduced-
order model 3 (µROm3). Utilizing Assumptions 3.1, 4.1, 5.3, and 6.1, the










, z2(t) ∈ IRm3 ,
(7.3)
where n3 = 3
∣∣∣V(w)S ∣∣∣+ 5∣∣∣V(m)S ∣∣∣+∣∣∣V(v)S ∣∣∣+ 2∣∣∣V(p)S ∣∣∣, m3 = 4|V|+ 2|E|+ 11∣∣∣V(w)S ∣∣∣+
17
∣∣∣V(m)S ∣∣∣ + 12∣∣∣V(v)S ∣∣∣ + 12∣∣∣V(p)S ∣∣∣, and K3 is a diagonal matrix with diagonal
entries ki ∈ (0, 10), i = 1, . . . ,m3.
Assumption 7.5. Equation (7.3) satisfies the conditions for Tikhonov’s the-
orem, as presented in Section 2.3.
Setting ε and all O (ε) parameters to zero, the µHOm can be reduced to the
following model, which we refer to as µROm3:
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The µROm3 is composed of
1. The grid-feeding inverter ROm2 presented in Section 3.4
2. The grid-forming inverter ROm3 presented in Section 4.5
3. The microturbine system ROm3 presented in Section 5.5
4. The wind turbine generator ROm2 presented in Section 6.4
5. The distribution line network reduced-model presented in Appendix
E.3
6. The generic element reduced-model presented in Appendix E.4
7.5 Reduced-Model Time Resolution
In this section, the time resolution of the reduced-order models we developed
is identified. For formulation of ROmi, where i = 1, 2, 3, εi was chosen
such that − 1
10εi
represents an upper bound for real parts of the eigenvalues
associated with fast states zi(t). Consequently, the fast-varying terms in
the system response reach steady state in about 50εi seconds, and the time
resolution of ROmi is 50εi seconds. Table 7.1 shows the time resolution for
the reduced-order models.
Table 7.1: Time Resolution of Microgrid Reduced-Models
Small Parameter Time Resolution
µROm1 ε1 = 1× 10−5 500 µs
µROm2 ε2 = 1× 10−3 50 ms
µROm3 ε3 = 0.1 5 s
7.6 Numerical Validation
In this section, a test case is used to compare the responses of the µHOm
to that of the reduced-order models that we developed in this chapter, i.e.
77
µROm1, µROm2, and µROm3. The modeling parameters used are obtained
from Tables 3.2, 5.2, and 6.2. The models and parameters for the fuel cell
system, battery storage system, and rooftop photovoltaic system are obtained
from high-order models in the literature [52, 53, 51, 54, 55, 56].
We present the responses of µHOm, µROm1, µROm2, and µROm3 for
the following test system: a 6-bus microgrid connected to an infinite bus

















(Constant voltage and phase)









Figure 7.1: Test System
load and a microturbine system operating in voltage and frequency control
mode; connected to bus 2 is a battery storage system interfaced through
a grid-feeding inverter and a constant power load; connected to bus 3 is a
rooftop photovoltaic system interfaced through a grid-feeding inverter and
a constant power load; connected to bus 4 is a fuel cell system interfaced
through a grid-feeding inverter and a constant power load; connected to bus
2 is a type-C wind turbine generator system and a constant power load; and
connected to bus 6 is the infinite bus. Using the µHOm, µROm1, µROm2,
and µROm3 we developed the test case in Simulink. The constant power
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Figure 7.2: Bus 1 Load Variation


















Figure 7.3: Bus 2 Load Variation
loads were varied as depicted in Figs. 7.2–7.6.
For the load variations depicted above, the responses of µHOm, µROm1,
µROm2, and µROm3 were compared as shown in Figs. 7.7–7.20. These
results show that our proposed microgrid reduced-order models closely ap-
proximate the high-order model.
7.7 Summary
In this chapter, we presented a high-order model of a microgrid and we iden-
tified the fast and slow dynamic states in the high-order model, as well as
the small parameters. Using this information, we employed singular pertur-
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Figure 7.4: Bus 3 Load Variation
















Figure 7.5: Bus 4 Load Variation
bation analysis and reduced the high-order model into three reduced-order
models. The time resolutions of the reduced-models were identified, and the
numerical results validated the accuracy of the reduced-models in comparison
to the high-order model.
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Figure 7.6: Bus 5 Load Variation







Microturbine System Output Voltage (pu)





Figure 7.7: Microturbine System Voltage Response
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Figure 7.8: Microturbine System Frequency Response
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Figure 7.9: Battery Storage System Real Power Response

















Figure 7.10: Battery Storage System Reactive Power Response








Rooftop Photovoltaic System Output (kW)





Figure 7.11: Rooftop Photovoltaic System Real Power Response
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Rooftop Photovoltaic System Output (kvar)




Figure 7.12: Rooftop Photovoltaic System Reactive Power Response
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Figure 7.13: Bus 3 Voltage Response










Bus 3 relative phase (rad)
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Figure 7.14: Bus 3 Phase Response
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Fuel Cell System Output (kW)




Figure 7.15: Fuel Cell System Real Power Response








Fuel Cell System Output (kvar)






Figure 7.16: Fuel Cell System Reactive Power Response







Wind Turbine System Output (kW)
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Figure 7.17: Wind Turbine Generator System Real Power Response
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Wind Turbine System Output (kvar)
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Figure 7.18: Wind Turbine Generator System Reactive Power Response
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Figure 7.19: Bus 5 Voltage Response







10-3 Bus 5 relative phase (rad)




500 s Time Resolution










In this chapter, we present a summary of the dissertation and highlight the
contributions of this work.
8.1 Summary
In this work, a group of microgrid models was presented. Detailed high-order
models were developed for various microgrid components. These models are
based on developments in the literature. Utilizing these high-order models as
a starting point, we formulated reduced-order models by using a tool called
singular perturbation analysis. The time-scale properties of the reduced-
order models were identified during the reduction process, and the responses
of the models were compared, with the proposed time-scale properties veri-
fied.
8.2 Concluding Remarks
The development of a hierarchy of microgrid models, with the time-scale
properties of each model identified, enables the appropriate utilization of
each model. The time-scales of power system dynamic phenomena vary from
microseconds to megaseconds, and with the time-scale properties of a model
identified, the dynamic phenomena which the model inaccurately captures
can be determined. As a result, the correct models for particular power




A three-phase inverter is an electronic device that converts DC power to
three-phase AC power. It is composed of power electronic switches, typically
controlled by a pulse width modulation (PWM) strategy [57], whose switch-
ing action synthesizes a given reference three-phase voltage at the inverter
output (see Fig A.1). The PWM strategy compares a high-frequency peri-
odic waveform, the carrier signal c(t), with a three-phase set of waveforms,
ma(t), mb(t), and mc(t), called modulating signals, such that when the mod-
ulating signal corresponding to a particular phase is greater than the carrier
signal, a turn-on and turn-off command is issued to switches S1 and S2 of
that phase, respectively; and once the modulating signal associated with a
phase is smaller than the carrier signal, a turn-off and turn-on command is
issued to S1 and S2 of that phase, respectively. In Fig. A.2 below, the PWM
process is illustrated for phase a, where the switching functions s1(t) and
s2(t) for switches S1 and S2, respectively, are defined as follows:
si(t) =
1, if a turn-on command is issued to switch Si,0, if a turn-off command is issued to switch Si.
Based on the work presented in [6, 17, 58], a three-phase inverter can be
classified using the voltage and current waveform at the DC port, the circuit
topology used to realize the three-phase inverter, the control mode, or the
inverter operation mode.
Using the voltage and current waveforms at the DC port as a criterion, a
three-phase inverter can be broadly classified as a voltage-sourced inverter
(VSI), or a current-sourced inverter (CSI) [57]. Voltage-sourced inverters
retain the same DC-side voltage polarity, and the direction of average power


























inverter phase a inverter phase b inverter phase c
Figure A.1: Simplified Power Circuit Diagram of a Three-Phase Inverter
sourced inverters retain the same DC-side current polarity, and the direction
of average power flow is determined by the polarity of the DC-side voltage.
Besides the VSI and CSI, another type of inverter that is becoming more
popular in the literature is the impedance-source inverter [59], which employs
a unique impedance network to couple the inverter main circuit to the DC
power source, for providing unique features that cannot be observed in the
VSI and CSI [59]. Three-phase inverters can also be classified based on a
variety of circuit topologies (see [58] for more details). Another classification
criterion for three-phase inverters is the inner loop control mode: the voltage-
mode control or the current-mode control (see [17], pp. 162–163, for more
details). The former involves using two independent compensators to directly
control the AC-side terminal voltage of the three-phase inverter, and the
latter requires using two independent compensators to directly control the
AC-side current.

















modulating signal ( )am t
carrier signal ( )c t
switching function
Figure A.2: Phase a Signals Based on PWM Strategy: (a) Carrier and
Modulating Signals, c(t) and ma(t); (b) Switching Function of S1; and (c)
Switching Function of S2
the four wire with split DC-link topology, shown in Fig. A.1, and the current
mode control. This choice is a result of its common adoption in microgrid
applications [58], its robustness against parameter variation, its superior dy-
namic performance, its higher control precision, and its current regulation
scheme that protects the three-phase inverter against overload conditions
(see [17], pp. 162–163, for more details). For AC microgrid applications, this
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type of three-phase inverter can be classified based on two main operation
modes: grid-forming and grid-feeding (also known as grid-following or PQ
control) [6].
A.1 The Grid-Feeding Inverter
The defining characteristic of a grid-feeding inverter is that the real and re-
active output powers of the inverter are controlled to track given references.
The grid-feeding inverter is composed of a three-phase inverter, a filter, a
cascaded controller, and a phase-locked loop [17]. The filter is used to re-
duce ripples in the inverter output voltage and current, and the cascaded
controller, consisting of an inner current control loop and an outer power
control loop, is used to achieve reference tracking of the real and reactive
output powers. The feedback signal of the inner current control loop is the
filtered inverter output current, and the feedback signal of the outer power
control loop is the filter output voltage [17]. The inverter control is per-
formed in an arbitrary reference frame, based on Park’s qd0 transformation
[20], whose angular position is such that the real power control is decoupled
from the reactive power control. This angular position is determined using
a phase-locked loop. Components of the grid-feeding inverter, and how they








Figure A.3: Components of a Grid-Feeding Inverter
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A.2 The Grid-Forming Inverter
The defining characteristic of a grid-forming inverter is that the voltage mag-
nitude and frequency output of the inverter are controlled to track given
references. These references can be obtained using a droop controller [60],
or some other mechanism, and the reference tracking is achieved through
a cascaded controller that consists of an inner current control loop and an
outer voltage control loop. The feedback signal of the inner current con-
trol loop is the filtered inverter output current, and the feedback signal of
the outer voltage control loop is the filter output voltage [18]. The inverter
control is performed in an arbitrary reference frame with angular velocity
equal to that of the reference voltage space vector. Ripples in the inverter
output voltage and current are reduced using a filter. Components of the












In this appendix, high-order models are developed for components of a mi-
crogrid. These microgrid components include grid-feeding inverters, grid-
forming inverters and distribution line networks. We also include a generic
model for elements that are neither a power source nor an electrical line, but
are connected to the network.
B.1 Grid-Feeding Inverter Model
In this section, a high-order model (HOm) is developed for the grid-feeding
inverter introduced in Section A.1. It consists of models for a three-phase
inverter, a filter, a cascaded controller, and a phase-locked loop (PLL).
B.1.1 Three-Phase Inverter
The three-phase inverter introduced in Appendix A is employed, and an aver-
aged model is used to describe its dynamics. For the inverter connected to bus
j ∈ V(p)S of a microgrid electrical network, let c(sj)(t) denote the carrier signal,
let V
(sj)














c (t) denote the three-phase voltage synthesized at the inverter output
by the PWM mechanism, as shown in Fig. B.1.
Assumption B.1. The inverter PWM mechanism synthesizes its reference
















































































Figure B.1: Simplified Circuit Diagram of a Three-Phase Inverter
B.1.2 Filter
In this work, an LCL filter, whose circuit diagram is depicted in Fig. B.2
below, is employed. For the inverter connected to bus j ∈ V(p)S of a microgrid






c (t) denote the three-phase internal






c (t) denote the three-phase






c (t) denote the














c (t) denote the filtered three-phase output current of the















































































































Figure B.2: Circuit Diagram of an LCL Filter








































































= −r(sj)0 ξ(sj)c (t)− e(sj)c (t) + u(sj)c (t),
e(sj)a (t) =
(


































(sj) denote inductances of the LCL filter, c(sj) denotes ca-





(sj) denote resistances of the
LCL filter.
B.1.3 Cascaded Controller
For real and reactive power control of the three-phase inverter, we adopt an
outer power loop and an inner current feedback control loop structure (see,
e.g., [61]). To reduce the dimension of the model in (B.1) and describe the
controller dynamics as a DC command tracking task instead of a sinusoidal
command tracking task, (B.1) is transformed to a two-phase model using the
qd0 transformation introduced in Section 2.1 (see, e.g., [17, 20]). For the
grid-feeding inverter connected to bus j ∈ V (p)S of the microgrid electrical
network, let ω(sj)(t) and α(j)(t) denote the angular frequency and angular
position of its qd0 reference frame, respectively. As a result, the dynamics of

























































































































































































Let P (sj)(t) and Q(sj)(t) denote the three-phase real and reactive power out-
puts of a grid-feeding inverter connected to bus j ∈ V(p)S of a microgrid







































and by setting e
(sj)
d[α(j)(t)]
(t) = 0, the real and reactive power output relations






























(t) = 0, the angular position of the qd0 reference frame,
α(j)(t), is regulated using a phase-locked loop (PLL), and this allows the real














(t) denote reference signals for the inner current





























spectively, and a measurement feedback of the filter output voltage, an outer






























































, sent to the






































































































Iγ denote the proportional and integral controller gains for the
inner current controller, respectively. As a result, following from Assumption



















































In grid-feeding inverters, a phase-locked loop (PLL) is used to regulate the




(t) = 0, while ensuring that the angular velocity of the reference
frame is maintained at ω(sj)(t). Let λ
(sj)
[α(j)(t)]
(t) denote a controller state vari-



































Iλ denote the proportional and integral controller gains for
the PLL controller, respectively.
Grid-Feeding Inverter HOm Let S
(sj)
B denote the base three-phase power,
let E
(sj)

































denote base variables for currents, impedances, inductances, and capaci-







denote the base variable for the inner







denote the base variable


































. Using these base variables to ex-
press (B.1)—(B.9) in per-unit representation, and using uppercase letters to
distinguish normalized variables and constants, the HOm of a grid-feeding
inverter that described in Section A.1 is obtained.
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B.2 Grid-Forming Inverter Model
In this section, a high-order model is developed for the grid-forming inverter
introduced in Section A.2. The grid-forming inverter of concern in this work
consists of a three-phase inverter, filter, cascaded controller, and droop con-
troller.
B.2.1 Three-Phase Inverter
For the grid-forming inverter connected to bus j ∈ V(v)S of the microgrid
electrical network, the model developed in Section B.1.1 is employed.
B.2.2 Filter
For the grid-forming inverter connected to bus j ∈ V(v)S of the microgrid elec-
trical network, the LCL filter model developed in Section B.1.2 is employed.
B.2.3 Cascaded Controller
For voltage magnitude control, we adopt an outer voltage controller and inner
current controller structure (see, e.g., [63]).
For the inverter connected to bus j ∈ V(v)S of the microgrid electrical net-
work, the dimension of the LCL filter model is reduced, and its controller
dynamics described as a DC command tracking task instead of a sinusoidal
command tracking task, using the qd0 transformation, as presented in Section







(t) denote the state variables for the outer
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for the outer voltage controller, where e
(sj)
rd[α(j)(t)]







(t) denote setpoints for the inner current controller, then the
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and using feedback linearization, the outer voltage controller computes set-










































































Iφ denote the proportional and integral gains for the outer
voltage controller, respectively. Using (2.1), and feedback linearization, the





















































































































Iγ denote the proportional and integral controller gains for
the inner current controller, respectively. As a result, following from Assump-



















































f (t) and Q
(sj)
f (t) denote filtered real and reactive power measure-
ments, respectively. Following from developments in [60, 64], for the grid-
forming inverter connected to bus j of the microgrid electrical network, the
setpoint for the outer voltage controller and the angular frequency of the













































































ω denote the voltage and frequency droop coefficients,
respectively, E
(sj)
0 denotes the voltage droop law constant, ω
(sj)
c denotes the
filter cut-off frequency, E
(sj)
B denotes the rated peak line to neutral voltage




r are real and reactive power
generation set-points, respectively.
Grid-forming Inverter HOm Let S
(sj)
B denote the base three-phase power,
let E
(sj)

































denote base variables for currents, impedances, inductances, and capaci-







denote the base variable for the inner







denote the base variable





















































these base variables to express (B.1)—(B.9) in per-unit representation, and
using uppercase letters to distinguish normalized variables and constants, the
HOm of a grid-forming inverter that described in Section A.2 is obtained.
B.3 Network Model
In this section, a high-order model is developed for the microgrid electrical
network. Considering that microgrids are electrical systems with a small
geographical footprint, we make the following assumption.
Assumption B.2. All lines connecting buses of the microgrid electrical net-
work can be represented using the short transmission line model [49].
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note the three-phase voltage at bus j of the microgrid electrical network, and
for em = {j, k}, let i(em)a (t), i(em)b (t), i
(em)
c (t) denote the three-phase current
across the three-phase line (j, k) connecting buses j and k of the microgrid
electrical network. Then, the current across line (j, k) of the network is
described by the three-phase model:

























where r(em) and l(em) denote the resistance and inductance across line (j, k),
























































































(t) · · · i(e|E|)d[ω0t](t)
]>
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d(1), d(2), · · · , d(n)
)
is a diagonal matrix with diagonal en-
tries d(1), d(2), . . . , d(n); and M denotes the network incidence matrix as de-
fined in Section 2.1.
B.4 Generic Element Model
In this section, we develop a generic dynamical model for an element—






b (t), and v
(lj)
c (t) denote the three-phase voltage at bus j of




b (t), and i
(lj)
c (t) denote
the three-phase current injection to the microgrid electrical network, by an
element (typically a load) at bus j. The dynamics of the element can be
described by a generic nonlinear system of differential equations which we
assume to be of the form
µ(lj)v v̇
(lj)














































































































i represent time constants, and av
(





















·, ·, ·, ·
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are set to zero, according to the singular perturbation analysis performed
in Section 2.3, and the resulting system of algebraic equations is presented.
By substituting these algebraic relations into the differential equations, the
µHOm is reduced to the microgrid reduced-order model 1 (µROm1). Specif-
ically, this reduces the state-space dimension of the grid-forming inverter
model.















































































































































































































































































































































































































































































































set to zero, according to the singular perturbation analysis performed in Sec-
tion 2.3, and the resulting system of algebraic equations is presented. By sub-
stituting these algebraic relations into the differential equations, the µHOm
is reduced to the microgrid reduced-order model 2 (µROm2). Specifically,
this reduces the state-space dimension of the grid-feeding inverter model,
grid-forming inverter model, network model, and generic element model.










































































































































































































where G(sj) = R
(sj)
(R(sj))2+(L(sj))2





















































































































































































































































































































































































































































































































































































































































terms in the µHOm to zero, we make the following as-
sumption on the generic element model.
Assumption D.1. The generic element model can be reduced to the so called













(t) = − P (lj)0 −










(t) = −Q(lj)0 −













2 denote constants for the element
at bus j, and





In this appendix, parameters of the µHOm that are identified as O (ε) are set
to zero, according to the singular perturbation analysis performed in Section
2.3, and the resulting system of algebraic equations is presented. By sub-
stituting these algebraic relations into the differential equations, the µHOm
is reduced to the microgrid reduced-order model 3 (µROm3). Specifically,
this reduces the state-space dimension of the grid-feeding inverter model,
grid-forming inverter model, network model, and generic element model.
E.1 Reduction of Grid-Forming Inverter Model






















































































































































































































































where G(sj) = R
(sj)
(R(sj))2+(L(sj))2














































E.2 Reduction of Grid-Forming Inverter Model























































































































































































































































































































































































































































































































































































E.3 Reduction of Network Model


































E.4 Reduction of Generic Element Model
Setting all O (ε) terms in the µHOm to zero, Assumption D.1 is used to













(t) = − P (lj)0 −










(t) = −Q(lj)0 −











1 , and Q
(lj)
2 denote constants for the element
at bus j, and



























β(j) ∈ {0, 1} be a constant such that β(j) = 1 if bus j ∈ VS and β(j) = 0;
otherwise, let E(j) represent the set of lines incident to bus j such that
em ∈ E (j) if and only if the line em is incident to bus j. Also, let∣∣∣−→V (em)(t)∣∣∣ = ∣∣∣−→V (lj)(t)∣∣∣∣∣∣−→V (lk)(t)∣∣∣ ,
at bus j : θ(em)(t) = θ(lj)(t)− θ(lk)(t),
at bus k : θ(em)(t) = θ(lk)(t)− θ(lj)(t).




























































































































































∣∣∣−→V (lj)(t)∣∣∣P (lj)1 +∣∣∣−→V (lj)(t)∣∣∣2 P (lj)2 + β(j)G(sj) ∣∣∣V (lj)(t)∣∣∣2
− β(j)
















∣∣∣−→V (lj)(t)∣∣∣Q(lj)1 +∣∣∣−→V (lj)(t)∣∣∣2Q(lj)2 − β(j)B(lj)∣∣∣−→V (lj)(t)∣∣∣2
− β(j)












∣∣∣−→V (em)(t)∣∣∣ (G(em) sin(θ(em)(t)) −B(em) cos(θ(em)(t))) ,












notes the phasor magnitude of V
(lj)
q[ω0t]
(t) − jV (lj)d[ω0t](t), and
∣∣∣−→E (sj)(t)∣∣∣ denotes
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