Unsupervised image segmentation is a fundamental but challenging problem in computer vision. In this paper, we propose a novel unsupervised segmentation algorithm, which could¯nd diverse applications in pattern recognition, particularly in computer vision. The algorithm, named Two-stage Fuzzy c-means Hybrid Approach (TFHA), adaptively clusters image pixels according to their multichannel Gabor responses taken at multiple scales and orientations. In the¯rst stage, the fuzzy c-means (FCM) algorithm is applied for intelligent estimation of centroid number and initialization of cluster centroids, which endows the novel segmentation algorithm with adaptivity. To improve the e±ciency of the algorithm, we utilize the Gray Level Co-occurrence Matrix (GLCM) feature extracted at the hyperpixel level instead of the pixel level to estimate centroid number and hyperpixel-cluster memberships, which are used as initialization parameters of the following main clustering stage to reduce the computational cost while keeping the segmentation performance in terms of accuracy close to original one. Then, in the second stage, the FCM algorithm is utilized again at the pixel level to improve the compactness of the clusters forming¯nal homogeneous regions. To examine the performance of the proposed algorithm, extensive experiments were conducted and experimental results show that the proposed algorithm has a very e®ective segmentation results and computational behavior, decreases the execution time and increases the quality of segmentation results, compared with the state-of-the-art segmentation methods recently proposed in the literature.
Introduction
Unsupervised segmentation of images is a very challenging fundamental task in a number of applications such as object tracking, object recognition, industrial monitoring of product quality, medical imaging and analysis of remote sensing images, this low-level vision task is one of the most crucial steps toward computer vision (image understanding). 4, 31, 36 Classically, image segmentation is de¯ned as an inverse problem which consists of achieving a compact region-based description of the image by decomposing it into meaningful or spatially multiple coherent regions, which are homogeneous with respect to one or more characteristics such as color or texture. In the past decades, a variety of inspiring and pioneering image segmentation algorithms have been developed. A comparison of di®erent segmentation algorithms based on the integration of color-texture descriptors was recently published by Ilea and Whelan. 18 A review of image segmentation evaluation was presented by Zhang et al. 39 According to strategy of partitioning image into regions, these algorithms can be roughly classi¯ed into three major categories: boundary-, region-, and pixel-based approach, most of which have been used extensively but each has its own advantages and limitations.
The boundary-based approaches 33 attempt to segment the image based on the information provided by the object boundaries. These approaches can automatically manage topology changes in an image, which o®ers the potential for isolating complex or compound objects into a single region, whereas pixel-or region-based approaches are usually unable to do this. The main disadvantages of boundary-based approaches are that it does not work well when images have many edges and noises, and its speed of convergence is slower than the other approaches due to their higher computational complexity. The region-based approaches 19 group the pixels according to their similarities and spatial connectedness. In contrast with the boundary-based approaches, the goal of region-based segmentation is to use image characteristics to map individual pixels to sets of pixels called regions that might correspond to an object or a meaningful part of an object. Split-and-merge methods 7 and region-growing methods 32 are two representative segmentation methods that belong to this category. An important limitation of the split and merge approaches resides in the fact that the initial partition resulting from the split stage is formed by rectangular regions. Thus, the result obtained after the application of the merge stage has a blocky structure which cannot accurately capture the shape of the imaged objects. To compensate for this problem, the image resulting from the merge stage needs to be further post-processed by applying re¯nement techniques. Those pixels situated on the borders are reclassi¯ed using some similarity criteria which is very time consuming. The region-growing methods can produce reasonable compact regions. However, these methods require initial seeds as input parameter. This weakness implies that their performance is highly dependent on the appropriate selection of the initial seeds, and noise in the image can cause the seeds to be poorly distributed. Pixel-based approaches group the pixels with similar features, such as color, intensity, texture, location or a weighted combination of these factors. In the following paragraphs, the advantages and disadvantages of pixel-based approaches will be described in detail.
In general, both accuracy and computational e±ciency are two important evaluation indicators of segmentation performance. In fact, they are also con°icting prerequisite for comprehensive analysis of segmentation algorithm. That is, most of the segmentation applications require a trade-o® between the accuracy and computational cost. Since the ultimate objective of this study is to develop a segmentation algorithm for time-constrained computer vision applications, we developed a novel algorithm based on the standard fuzzy c-means algorithm (FCM for short) due to following reasons 14, 22, 35 : (1) Image segmentation can be treated as a clustering problem where the features describing a pixel correspond to a pattern, and each image region corresponds to a cluster. It is a clustering process of dividing pixels into clusters so that pixels in the same cluster are as similar as possible and those in di®erent clusters are as dissimilar as possible. This accords with segmentation applications since di®erent regions should be visually as di®erent as possible; (2) Under the straightforward idea of clustering-then-labeling, the FCM algorithm has been used extensively due to its clustering validity and simplicity of implementation; (3) The multidimensional feature vector used to describe the characteristics of a pixel is very easy to extend. In summary, the advantages of the FCM are its simply straightforward implementation, fairly robust behavior, applicability to vector data and ability of uncertainty data modeling.
Although FCM is an excellent clustering algorithm for image segmentation, practically, its implementation often encounters following unavoidable di±cul-ties 16, 38 : (1) How to incorporate local contextual information into objective function to guarantee noise insensitiveness and image detail preservation. It is well known that a drawback of the standard FCM is not to consider any spatial information in image context, which makes it very sensitive to noise and other imaging artifacts. Regions formed with the standard FCM could be noncontiguous. However, incorporating spatial information into FCM's objective function as an additional constraint could inevitably a®ect its e±ciency; (2) How to accurately determine the cluster number to avoid the over-segmentation problem. The quality of the solution depends on the initial set of clusters and the cluster number. The di±culty of determining the cluster number could a®ect the segmented area and region tolerance for feature variance; (3) How to obtain the initial cluster centroids (cluster centers) to speed up convergence process. In general, clustering algorithms such as K-means and FCM are guaranteed to converge, but it may not return the optimal solution. Random initialization of centroids makes the results di®erent each time. The di±culty of obtaining the initial cluster centroids could a®ect the cluster compactness and classi¯cation accuracy. In short, all of these di±culties have substantial impacts on segmentation performance.
To improve the accuracy of image segmentation, many researchers have incorporated local spatial information into the original FCM algorithm. Ahmed et al. 1 An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm modi¯ed the objective function of the standard FCM to compensate for the gray (intensity) inhomogeneity and to allow the labeling of a pixel to be in°uenced by the labels in its immediate neighborhood, and they call the algorithm as FCM algorithm with spatial constraints (FCM S). One disadvantage of the FCM S is that it computes the neighborhood term in each iteration step, which is time consuming. In order to reduce the computational loads of FCM S, Chen and Zhang 8 proposed two variants, FCM S1 and FCM S2, which simpli¯ed the neighborhood term of the objective function of FCM S. These two algorithms introduced the extra meanltered image and median-¯ltered image, respectively, which can be calculated in advance, to replace the neighborhood term of FCM S. Thus the execution time of both FCM S1 and FCM S2 is considerably reduced. Szilagyi et al. 29 proposed the enhanced FCM (EnFCM) algorithm to accelerate the image segmentation process. Cai et al. 6 proposed the fast generalized FCM algorithm (FGFCM) which incorporates the spatial information, the intensity of the local pixel neighborhood and the number of gray levels in an image. The computational time of FGFCM is very small, since clustering is performed on the basis of the gray level histogram. More recently, Krinidis and Chatzis 21 proposed an excellent algorithm called fuzzy local information c-Means (FLICM). The major characteristic of FLICM is the use of a fuzzy local (both spatial and gray level) similarity measure, aiming to guarantee noise insensitiveness and image detail preservation. Liu and Wang 23 proposed a robust image segmentation algorithm, denoted as MRHMRF-FCM (multi-resolution hidden Markov random¯eld FCM), by incorporating the multi-scale spatial constrains and the Markov random¯eld model in wavelet domain. In the MRHMRF-FCM algorithm, the inner-scale and inter-scale spatial constrains, which are modeled by the hidden Markov random¯eld models, serve as the penalization terms for the objective function of the FCM algorithm, and the¯nal label of wavelet coe±cient is determined by iteratively updating the membership degree and cluster centers. Theoretical analysis and experimental results show that the MRHMRF-FCM algorithm is more robust to noise and other artifacts than the competitions. In brief, the algorithms listed above are developed by modifying the objective function, which makes the algorithms more complex, reducing their e±ciency.
To improve the computational e±ciency of image segmentation, a preprocessing stage had been proposed to overcome the FCM's sensitiveness to the initialization condition of centroid number and cluster centroids. The ant colony fuzzy c-means hybrid algorithm (AFHA) was introduced in Ref. 38 . Essentially, the AFHA incorporated the ant system algorithm (AS) to the FCM in order to improve the compactness of the clustering results in the feature space. AFHA could provide a solution to overcome the FCM's sensitiveness to the initialization condition of centroid number and cluster centroids. However, its e±ciency is still low due to computational complexity of the AS algorithm. To increase the e±ciency of the AFHA, an improved ant colony fuzzy was also introduced in Ref. 38 . The IAFHA added an ant subsampling-based method to modify the AFHA in order to reduce its computational complexity. Although the IAFHA's e±ciency had been increased, it still su®ers from high computational complexity. Tan and Isa 30 presented a histogram thresholding fuzzy c-means hybrid (HTFCM) approach which applied the histogram thresholding technique to obtain all possible uniform regions in a color image. Then, FCM algorithm was utilized to improve the compactness of the clusters forming those uniform regions. The use of color and texture information collectively has strong links with the human perception and in many practical scenarios the color-alone or texturealone image information is not su±ciently robust to accurately describe the image content. 17 The preprocessing stage algorithms such as the AFHA, the IAFHA and the HTFCM listed above only consider color feature of pixels which means that they could not seek for very compact clustering centroids.
In this paper, we focus on color-texture segmentation for computer vision applications which are always subject to stringent run-time constraints. An adaptive unsupervised image segmentation algorithm based on two-stage fuzzy c-means hybrid approach (TFHA) for pixels clustering is proposed. The major idea behind our algorithm is to treat image segmentation as the paradigm of clustering-then-labeling. The novel image segmentation algorithm is based on the standard FCM, which lays a good foundation for developing a fast and robust segmentation algorithm due to its simplicity of implementation. To overcome the aforementioned di±culties (disadvantages) of the FCM, we have taken two improved measures with respect to execution time. (1) First, a preprocessing stage is added prior to the standard FCM algorithm to obtain optimal centroid number and cluster centroids. In the preprocessing stage, instead of processing at pixel level, the image is¯rst over-segmented into many small square blocks, called hyperpixels. An introduction of the measure on the texture characteristic features of the hyperpixels, i.e. Gray Level Co-occurrence Matrix (GLCM), is the heart of the¯rst stage of processing. We complete GLCM feature extraction and clustering on the hyperpixel level to estimate optimal centroid number. The preprocessing stage is based on the coarse image, which makes its execution time very fast and could be ignored, basically. In addition, in contrast to the initialization stage of the IAFHA and HTFCM algorithms, both color and texture features are considered in our algorithm, which allows us accurately to initialize cluster centroid distribution and centroid number; (2) Second, in the main clustering stage, in contrast to the algorithms like FCM S that incorporate local spatial information in the objective function, Gabor¯lters 9,17 are utilized for feature extraction for each pixel, i.e. the image is generally¯ltered by a family of Gabor¯lters with several resolutions and orientations. The parameters of the Gabor function are speci¯ed by the frequency, the orientation of the sinusoid, and the scale of the Gaussian function. Therefore, the feature vector extracted for each pixel implicitly incorporate local orientations and spatial frequencies information. The proposed algorithm considers spatial information in the feature space instead of in the objective function, which makes the objective function quite simple. As such, improvements have been made to reduce computational cost of the proposed algorithm. Finally, a large number of An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm experiments were carried out to assess performance of the proposed color-texture segmentation algorithm, and experimental results have demonstrated that the low complexity of the proposed TFHA algorithm could obtain better cluster quality and segmentation results than those approaches such as AFHA, IAFHA and HTFCM. The proposed algorithm can not only produce meaningful segmentation e®ectively, but also improve the segmentation accuracy and e±ciency, which can satisfy requirements of computer vision applications.
The rest of the paper is organized as follows. Section 2 gives an overview of the classical FCM algorithm. In Sec. 3, an outline of the developed algorithm is provided and each stage of the algorithm is also described in detail, the extraction algorithms of hyperpixels' GLCM feature vectors and pixels' Gabor feature vectors are also detailed. The capabilities of the proposed algorithm and the e±ciency of implementation is assessed by mosaic and natural images in Sec. 4. In Sec. 5, we discuss advantages and potential limitations of the new algorithm. Finally, in Sec. 6, we make some concluding remarks and the future research work is given.
The Standard FCM Algorithm
The original FCM clustering algorithm was¯rst introduced by Dunn 13 in 1973 and later extended by Bezdek 3 in 1981. This algorithm has been used as one of the popular clustering techniques for image segmentation in pattern recognition. In the FCM, each image pixel has certain membership degree associated with each cluster centroid. These membership degrees have values in the range ½0; 1, indicating the strength of the association between that pixel and a particular cluster centroid. The FCM algorithm attempts to partition every image pixel into a collection of the K fuzzy cluster centroids by minimizing the weighted sum of squared error objective function J m ðU; CÞ
where N is the total number of pixels in image, u ji is the membership degree of ith pixel x i to jth cluster centroid c j , m is the exponential weight of membership degree which controls the fuzziness of the resulting partition, and d ji ¼ jjx i À c j jj is the distance between x i and c j . It needs to be pointed out that the standard FCM algorithm degenerate to hard c-means algorithm when u ji 2 ½0; 1 and m ¼ 1. Let U i ¼ ðu 1i ; u 2i ; . . . ; u Ki Þ T be the set of membership degree of x i associated with each cluster centroids, then U ¼ ðU 1 ; U 2 ; . . . ; U N Þ is the membership degree matrix and C ¼ ðc 1 ; c 2 ; . . . ; c K Þ is the set of cluster centroids.
The degree of compactness and uniformity of the cluster centroids greatly depend on the objective function of the FCM. In general, a smaller objective function of the FCM indicates a more compact and uniform cluster centroid set. Unfortunately, there is no closed form solution to produce minimization of the objective function. To achieve the optimization of the objective function, an iteration process must be carried out by the FCM algorithm. The key steps of the FCM can be described in Table 1 .
where 1 j K and 1 i N. It should be noted that if d ji ¼ 0 then u ji ¼ 1 and set other membership degrees of this pixel to 0.
where 1 j K and X i is the multidimensional feature vector of x i . After the FCM clustering, each pixel will be associated with a membership value for each cluster. By assigning each pixel to the cluster with the highest membership value, the segmentation of the image can be obtained.
Proposed Algorithm
As previously mentioned, the performance of the standard FCM algorithm is often a®ected by the centroid number and the membership values which are manually and randomly initialized, respectively. Therefore, in this paper we attempt to obtain a Table 1 . The standard FCM algorithm.
Step 1: Set the number of iteration q to 0 and the iteration terminating threshold " to a small positive number in the range ½0; 1, randomly initialize the fuzzy partition matrix C q .
Step 2: Calculate U q according to C q with Eq. (3).
Step 3: Calculate C qþ1 according to U q with Eq. (4).
Step 4: Update U qþ1 according to C qþ1 with Eq. (3).
Step 5: Compare U qþ1 with U q . If jjU qþ1 À U q jj ", stop iteration.
Otherwise, q ¼ q þ 1, and repeat steps 3 to 4 until jjU qþ1 À U q jj " (that is, the coe±cients' change between two iterations is no more than ).
Finally, we can get the optimal membership matrix U when the algorithm is¯nished. Based on U, we can get the¯nal segmentation image.
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solution to overcome the FCM's sensitiveness to the initialization conditions of centroid number and cluster centroids, and our aim is to develop a segmentation algorithm that is able to return meaningful results when applied to complex natural images that exhibit large variations in color and texture. To achieve this, we propose an adaptive unsupervised algorithm based on TFHA for automatically clustering the pixels of an image into di®erent homogeneous regions when the centroid number is not known beforehand. The outline of the segmentation algorithm presented in this paper involves two stages with respect to implementation and is illustrated in Table 2 . 
Basic idea
In this stage, the most important object is to estimate centroid number with minimal computation cost. Conventionally, feature vector used in the FCM segmentation algorithm is usually extracted for each pixel. For an image with a typical size, Table 2 . Two-stage fuzzy c-means hybrid algorithm.
Input: Data set to be clustered, F P ¼ ff
P is a feature vector of ith pixel, pixels number N, hyperpixel size s with height r and width r for preprocessing algorithm, and maximum centroid number K max . Output: The set of cluster labels L P ¼ fl Step 1: Divide the input image into sub-images (hyperpixels)
Step 2: Extract GLCM feature vector f j HP for each hyperpixel and obtain data set F HP ¼ ff
where Z is the number of hyperpixels.
Step 3: 
End for
Step 4: According to validity functions and criterions, determine the optimal number K opt of clusters (See algorithm given in Table 4) Main Clustering Stage:
Step 5: Apply the Gabor¯lters to extract texture feature vector f i P for each pixel.
Step 6: Assign the initial value of the fuzzy clustering matrix U 0 P ¼ fu Step 7: Do standard FCM clustering on F P again, and obtain the set of cluster labels L P for F P .
Thus, the¯nial segmentation result is obtained.
hundreds of thousands of vector data will have to be processed if we directly do clustering at the pixel level. In fact, the notion of the region is well de¯ned at the level of our visual perception, and the human eyes and brain are able to delineate regions that exhibit common spatial patterns, i.e. texture. In a certain sense, an image can be roughly considered as the composition of several di®erent regions. Therefore, the texture is useful for identifying object or region of interest, and the task to estimate the number of the regions can be performed at the coarse level, i.e. the hyperpixel level. In our work, the hyperpixel is a square region with s ¼ r Â r pixels and the standard FCM algorithm is employed to determine the optimal centroid number that best suit a given image based on texture feature vectors of the hyperpixels. Speci¯-cally, the GLCM texture feature of each hyperpixel is used to estimate all possible homogenous regions in an image. Compared with the large number of pixels in an image, hyperpixel-level representation of an image usually has only several hundreds of hyperpixels. Therefore, we utilize the GLCM features extracted at the hyperpixel level instead of the pixel level resulting in reducing the computational cost of the clustering. The method provides an attractive way to estimate centroid number with minimal time cost. Then, the resulting centroid number and hyperpixel-cluster memberships are used as input parameters to initialize the second stage.
GLCM texture feature extraction
GLCM was proposed in Ref. 15 by Haralick and is widely used for texture analysis. It estimates the second-order statistics related to image properties by considering the spatial relationship of pixels. 28 The GLCM is created by calculating how often a pixel with the intensity value i occurs in a speci¯c spatial relationship to a pixel with the value j. The major two steps are as follow:
The¯rst step is to determine co-occurring probabilities of all pairwise combinations of quantized gray levels ði; jÞ in the¯xed-size spatial window given two parameters which are the distance between the pixel pair d and their angular relation . is quantized in four directions (0 , 45 , 90 , and 135 ). For square r Â r image segment Iðx; yÞ, gray levels i and j, the nonnormalized GLCM P ij 's are de¯ned by:
where CfÁg ¼ 1 if the argument is true and CfÁg ¼ 0 otherwise. The AE and Ç signs in Eq. (5) mean that each pixel pair is counted twice: once forward and once backward to make the GLCM diagonal symmetric. For each direction, 0 and 1 are shown in Table 3 . The second step is to apply statistics to the co-occurring probabilities. Statistics that identify some structural aspects of the arrangement of the co-occurring probabilities, which re°ect some qualitative characteristic of the local image texture like smoothness or roughness, are applied to generate the texture feature vector. In our An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm work, we calculate¯ve GLCM texture features, which are used to form a feature vector: (1) contrast (CON); (2) homogeneity (HOM); (3) angular second moment (ASM); (4) entropy (ENT); (5) correlation (COR). Finally, each hyperpixel generates a feature vector to describe its texture characteristics.
It has to be noted that the seeking of optimal centroid number is a®ected by hyperpixel's size s ¼ r Â r which determines discrimination power of GLCM texture features. As shown in Table 7 , the value of s could not be too small or too large. If s is too small, more reliable centroid number estimation can be achieved. However, the preprocessing stage based on the standard FCM algorithm would have much more iterations before termination leading to heavier computational complexity, since the total hyperpixel number increases signi¯cantly. On the other hand, if s is too large, the computational complexity could be largely reduced. However, it will increase the risk of multiple textures appearing in the same hyperpixel, which may produce misleading features 10 resulting in unstable and unreliable centroid number estimation. Thus, a trade-o® between computational complexity and estimation accuracy is needed when choosing s. According to the experimental data, we¯x s ¼ 16 Â 16 to achieve optimal performance. In addition, the parameter d plays an important role in the computation of GLCM. The setting of this parameter is correlated to discrimination capability of GLCM features. In many previous works, the value of d was usually set to 1, 2, 4, 8, 16, etc. It has been found that applying a large displacement value to a¯ne texture would yield a co-occurrence matrix that does not capture the textural information and its upper limit is half the size of hyperpixel. 28 In our work, the best performance was obtained when d ¼ 1.
Cluster validity
The biggest problem of clustering is that it su®ers from determining the centroid number in an unsupervised clustering scheme which is known as cluster validity. Given a certain centroid number, we would like regions be visually as di®erent as possible. Previous works on fuzzy clustering have featured several important cluster validity criterions for evaluation of the cluster quality.
One of the most fundamental criterions is the mean squared error (MSE) that could be described as follows:
It is quite clear from the concept of MSE that when centroid number is¯xed, a good clustering algorithm should always generate results with small distortion. In other words, cluster centroids should be placed in such a way that they reduce the distances to data pieces as much as possible. This concept can be applied to many clustering algorithms in which objective functions are expressed in terms of weighted distortions.
Another commonly used criterion is Bezdek's evaluation function V PC , 2 which is de¯ned as follows:
This cluster validity evaluation function essentially measures the fuzziness of a clustering result, properties of which were studied in Ref. 25 . A smaller V PC value indicates a fuzzier result. Contrary, the larger the V PC value, the better the clustering result. For a crisp partition, V PC achieves maximum value of 1. A more recent validity evaluation model is the Xie-Beni function, 37 which is de¯ned as follows:
According to Xie and Beni, 37 V XB should decrease monotonically when K is close to N. When V XB shows a smaller value, the result is presumably a better partition.
In this work, the determination of the optimal centroid number K opt is carried out with cluster validity analysis algorithm, which is illustrated in Table 4 . Table 4 . Cluster validity analysis algorithm for optimal centroid number estimation.
Input: Maximum search centroid number K max , which is set to 10 in our work Output: Optimal centroid number K opt
Step 1: For k ¼ 2 to K max Do clustering GLCM feature vectors at the hyperpixel level with the centroid number k Calculate V k XB , V k PC , and AreaVar k where AreaVar k is standard deviation of the area of each cluster which can be calculated by summarizing pixels in a cluster. End For
Step 2:
Build Sets V XB , V PC and AreaVar which are de¯ned as follows:
Step 3:
Calculate K opt with Eq. (9) An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm
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where F 1 ðx; yÞ returns rank value of an element x in set y in ascending order, and F 2 ðx; yÞ performs similar function but in descending order.
Main clustering stage
Basic idea
Although the centroid number is appropriately estimated in preprocessing stage, there still exist following problems to be resolved: (1) The application of the FCM to complex scenes such as natural images will lead to over-segmented results since the spatial continuity is not enforced during the space partitioning process. The main approach to coherence between the regions is to introduce spatial constraints into the objective function of the FCM. Although the introduction of local spatial information to the corresponding objective function enhances their insensitiveness to noise to some extent, it will also make the objective function more complicated at the same time, resulting in low e±ciency; (2) Clustering stage of the algorithms like AFHA, IAFHA and HTFCM only consider color feature, hence, these algorithms sometimes cannot produce a reasonable segmentation. Although color is one of the most signi¯cant low-level features that can be used to extract homogeneous regions that are most of the time related to objects or part of objects. In fact, texture is also another important visual cue that is always used by both human and machine in describing and assessing object. The use of color and texture information collectively has strong links with the human perception and in many practical applications, the color-alone or texture-alone image information is not su±ciently robust to accurately describe the image content. The segmentation of natural images needs to employ both color and texture characteristics. In order to overcome the aforementioned problems, we will focus on image segmentation based on the implicit color-texture feature integration. In other words, we extract the texture features from individual color channels which are sequentially combined into a vectorial representation. The basic idea of implicit color-texture feature integration is that the color and texture are mutually-dependent image attributes and their extraction should be accomplished individually. 18 
Gabor¯lters and Gabor texture feature extraction
As we know, the feature of texture depends on a number of factors, such as the spatial relation between primitive texture elements, their scale, and orientation. The spatial and scale properties of texture have made it an important attribute in the image analysis. In fact, one well-known class of functions that are known to achieve both spatial and spatial-frequency localization is the Gabor¯lter. Texture features generated by Gabor¯lters have been increasingly considered and applied to image analysis. For instance, there has been a widely accepted consensus among vision researchers that¯ltering an image with a large number of oriented band-pass¯lters with adaptive¯lter size, orientation, frequency and phase represents an optimal approach to extract and analyze spatial features of texture. After having obtained the feature images, we can integrate features corresponding to di®erent¯lters to produce a feature vector for each pixel in an image.
Typically, an input image Iðx; yÞ, ðx; yÞ 2 the set of pixels, is convolved with a 2D Gabor¯lter gðx; yÞ to obtain a Gabor feature image rðx; yÞ as follows 20 :
where gðx; yÞ is a linear¯lter whose impulse response is de¯ned in the spatial domain by a harmonic function multiplied by a Gaussian function that has the following general form as proposed by Daugman in Ref. 11:
where x 0 ¼ cosðx cos þ y sin Þ and y 0 ¼ Àx sin þ y cos , is the orientation of the normal to the parallel stripes of a Gabor function. In Eq. (11), f is the frequency parameter that controls the number of cycles of the cosine function within the envelope of the 2D Gaussian, ' is the phase o®set and usually set to zero to implement 2D evensymmetric¯lters, and the standard deviation of the Gaussian factor determines the scale (size) of the support of the Gabor function, its ellipticity is determined by the parameter , called the spatial aspect ratio. For a circular 2D Gabor¯lter, ¼ 1. The parameters and f determine the spatial frequency bandwidth b:
The Gabor¯lters are band-pass¯lters where the parameters , f and ' determine the sub-band which is covered by the Gabor¯lter in the spatial-frequency domain. Thus, Gabor¯lters can be con¯gured to extract a speci¯c band of frequency components from an image. In fact, the parameters of the Gabor¯lters are chosen to optimize a trade-o® between the spectral selectivity and the size of the bank of¯lters. Typically, the central frequencies are selected to be one octave apart, for an image with a width of w pixels, where w is a power of 2. The following values of frequency f 2 f ffiffi ffi
; . . . ; ðw=4Þ ffiffi ffi 2 p g are used, which guarantees that the passband of the¯lter with the highest radial frequency falls inside the image width. For each central frequency is constructed a set of¯lters corresponding to four (0 , 45 , 90 , 135 ) or six orientations (0 , 30 , 60 , 90 , 120 , 150 ). The restriction to four or six orientations is made for computational e±ciency and is su±cient for discriminating most of the textures.
Gabor¯lter responses are determined by convolution of the input image with functions having the forms given above. The convolution output at each pixel is the information about the spatial relationship between the pixel and its neighborhoods. Each pixel will have a response to each¯lter, so each pixel can be represented by a feature vector dimensioned to the size of the bank of Gabor¯lters. For constructing An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm the feature vector, each¯ltered image is subjected to a nonlinear pixel-wise transformation. Speci¯cally, we use the following bounded nonlinearity
where is a constant. In this work, we use an empirical value of ¼ 0:25. Considering color image, our approach implements a multichannel feature extraction which is achieved by¯ltering individual channel of the input image with a 2D Gabor¯lter banks. 12 
Experimental Results
In this section, a large number of experiments were carried out to assess the performance of the proposed unsupervised color-texture segmentation algorithm, and the results were summarized. These experiments fall into two categories. The aim of the¯rst category is to test the accuracy of the Two-stage FCM Algorithm with respect to the correct identi¯cation of perceptual regions in an image. The developed algorithm has been applied to a large number of images including synthetic and natural images. The segmentation results were quantitatively and qualitatively evaluated. The other category is used to validate the suitability of the algorithm in terms of the e±ciency and accuracy. The proposed TFHA algorithm has been compared with the other three well-known clustering-based segmentation algorithms, namely HTFCM, 30 Normalized-Cut(NCut) 27 and Expectation-Maximization (EM), 5 to analyze its performance. Note that recently proposed HTFCM algorithm outperforms many previously developed algorithms, such as AFHA and IAFHA, which are proved to be able to provide good solution to overcome the FCM's sensitiveness to the initialization conditions of cluster centroids and centroid number. The wellestablished HTFCM is very similar to the proposed approach, thus it is selected as representative algorithm in order to see whether the TFHA could result in generally better performance. In addition, as standard segmentation benchmark, the NCut and the EM are selected as comparison algorithms. For the HTFCM algorithm, we implemented it by ourselves. For the NCut algorithm and the EM algorithm, we used the implementations which are kindly provided by the authors and can be obtained from the websites http://www.cis.upenn.edu/jshi/software/ and http://www.mathworks.com/matlabcentral/¯leexchange/37197-dem-di®used-expectation-maximisation-for-image-segmentation, respectively.
Accuracy validation
Experiments performed on mosaic images
Since the ground truth data associated with complex natural images is di±cult to estimate and its extraction is highly in°uenced by the subjectivity of the human operator, we performed a set of segmentation experiments on synthetic images where the ground truth is unambiguous. Therefore, we executed the TFHA algorithm on ve sets of synthetic images from the VisTex database. 34 Each of the¯ve sets of images contains¯ve images of size 256 Â 256, and each synthetic image has four or ve regions. The mosaics used in our experiments consist of various texture arrangements. The suite of 30 mosaic images is depicted in Fig. 1 .
A set of experiments have been conducted to evaluate whether TFHA algorithm can accurately estimate the centroid (region) number. Since there are several distinct regions in each of the synthetic images, it is evident that the optimal segmentation for all of these images is segmentation layouts shown in Fig. 2 , which contain exactly segments. Here we have tested texture images that were used and reported in Ref. 9 . From Table 5 , we can see that the estimated region numbers are generally larger or smaller than ground truth (> denotes wrong estimation). The satisfying estimation of the region number cannot be obtained only with Xie-Beni cluster validity, whereas the experimental data summarized in Table 6 indicate that the devised algorithm with composite evaluation criterion o®ers more accurate estimation of the number of distinct regions. 
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As previously mentioned, hyperpixel size s is the key parameter of the proposed algorithm, which is correlated to region number and in°uences¯nal segmentation results. Thus we vary this parameter to test its e®ect on the performance of the TFHA and¯nd a reasonable value. From Table 7 , it can be seen that the estimation accuracy of the region number increases as the hyperpixel size decreases. Experimental data indicate that hyperpixel sizes in the range of 8Â8 to 24Â24 are suitable for performing the estimation of the region number with respect to estimation accuracy. However, excessively small hyperpixel size can cause computational complexity of the proposed algorithm to be increased signi¯cantly, since the preprocessing stage would have much more iterations before termination. Considering the computational complexity and estimation accuracy, we¯x s ¼ 16 Â 16 for all of our experiments in this paper.
As we know in advance the layouts for synthetic images, the segmentation accuracy of the TFHA algorithm can be easily estimated by calculating the following quantitative index:
where S i represents the set of pixels belonging to the ith region found by the proposed algorithm and S ref i represents the set of pixels belonging to the ith region in the segmented ground truth image. In fact, QI is a fuzzy similarity measure, indicating the degree of equality between S i and S ref i , and the larger the QI, the better the segmentation is. To evaluate the segmentation errors between the ground truth and the segmented results numerically, we tabulate a quantitative comparison in Table 8 for all synthetic images in Fig. 1 . The experimental data depicted in Table 8 show that the quantitative index errors are acceptable.
In order to verify the discrimination power of our segmentation approach in the more general case, it was also applied to two synthetic images with di®erent regions separated by irregular boundary. In this case, one hyperpixel could potentially enclose pixels which belong to di®erent regions. Figure 3 shows two synthetic images of size 256 Â 256, corresponding hyperpixels of size 16 Â 16 and segmentation results by the proposed algorithm. From Fig. 3 , it can be seen clearly that the number of the hyperpixels in which the pixels belong to the same region is quite large while the number of the ones in which the pixels belong to two or even more regions is small. Therefore, once the appropriate parameter s is selected, in the preprocessing stage, the proposed algorithm can give accurate estimation of the region number. Subsequently, in main clustering stage, the pixel-cluster memberships of the pixels which belong to the same hyperpixel were initialized by hyperpixel-cluster memberships estimated in the preprocessing stage. If the pixels in the same hyperpixel actually belong to the same region, our approach will increase convergence speed of the main clustering stage signi¯cantly. If the pixels belong to multiple regions, their¯nal pixelcluster membership values still can be guaranteed to be properly set by FCM iterative process in the main clustering stage (the pixels still can be assigned to ground truth region correctly), it only needs more iterations. As shown in Figs. 3(c) and 3(f), the boundaries between two adjacent regions are well segmented. The results depicted in Fig. 3 are very satisfactory even in the case of divided region.
Experiments performed on natural images
In natural images, a number of di±cult aspects of image segmentation come together, such as noise, artifacts, and varying imaging conditions. Although synthetic test images are best for verifying the possibilities and limits of an algorithm, segmentation of natural images is also a signi¯cant evaluation indicator for image segmentation algorithms. In order to evaluate the TFHA's performance with respect to the identi¯cation of perceptual color-texture homogenous regions, we have tested the proposed TFHA segmentation algorithm on a large number of complex natural images (more than 300 images) to obtain a qualitative evaluation. In order to illustrate its validity, we have compared our segmentation results with the ones obtained using the color-based segmentation algorithm, i.e. HTFCM, NCut 27 and EM. 5 As shown in Figs. 4 and 5, 12 representative images are selected to demonstrate the capability of the proposed algorithm, nine out of these images from Berkeley database 24 are evaluated in details to highlight the advantages of the proposed TFHA algorithm, while another three images (the last three images in Fig. 5 ) are presented as supplementary images from Refs. 5 and 27. It is worthy pointing out that the parameter region number to be generated in the NCut algorithm and the EM algorithm has to be set manually. Therefore, for the last three images in Fig. 5 , we set their cluster number to be the optimal value reported in Refs. 5 and 27. While for images in Fig. 4 and the¯rst three images in Fig. 5 , we set their cluster number to be the number estimated by HTFCM algorithm. Figures 4 and 5 illustrate segmentation results, some images were always used in other literature, so the reader may compare to those algorithms. From a subjective viewpoint, the worst results were obtained with NCut algorithm since we can hardly recognize the objects from the segmentation results. The segmentation results from TFHA algorithm are generally better than HTFCM and EM. It can be observed that the di®erent regions in the images are well segmented and the shape of the objects in the images is preserved. The main reason for underlying advantages of above is that the TFHA algorithm includes a centroid number estimation stage that automatically keeps a reasonable region number for all kinds of images based on the color-texture features of pixels. In contrast to the TFHA, it can be observed that the regions produced by color-based segmentation algorithms, i.e. HTFCM and EM, are mixed together, which cannot preserve the shape of objects in the images and makes it di±cult to detect and recognize objects in the high-level vision applications.
Furthermore, we had taken the noisy images with Gaussian noise ranging from 0% to 30%, respectively, shown in Fig. 6 , as an example to show the di®erences between color-texture-based approach (TFHA) and color-based approach (HTFCM). The segmentation results of two methods on these noisy images are shown in Fig. 6 (the second and third column). It is found from these results that TFHA achieves more satisfying segmentation performance than HTFCM. The noise tolerance of the proposed TFHA relies on that there is a low-pass¯ltering process during the extraction of color-texture feature, as seen in Eq. (11) . Experimental results listed in Fig. 6 indicate that color-based algorithms lack enough robustness to the Gaussian noise.
Computational complexity
In the previous sections, we have theoretically analyzed the computational complexity of the second step in the TFHA framework and the goal of this subsection is to further experimentally investigate its practical acceleration for image segmentation and e®ect on segmentation results relative to the standard FCM. The test An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm environment was a standard PC equipped with an Intel Core 2 CPU in 2.4 GHz, a NVIDIA GeForce 7800 graphics board and 3 GB RAM. All the algorithms used in this work for image processing were programmed with Matlab 10.0. Table 9 gives comparisons of execution time and accuracy of segmentation results between the proposed algorithm and the standard FCM for images listed in Fig. 7 . From Fig. 8 , we can obviously observe that the iteration steps of the proposed algorithm is less than that of the FCM, and the execution time of proposed algorithm is drastically reduced compared with the FCM due to the less iterations. We can also compute the segmentation di®erences in pixel after labeling each pixel of the images, respectively, using both algorithms and record their percentage of the di®erence accounting for the image. From the same table, it is found that the di®erence is so small (below 0.8%), and therefore we can conclude that the segmenting performance of both the THFA and the FCM applied on the same image are almost the same. On the whole, the THFA can dramatically speed up the FCM and obtain almost same segmentation results as the FCM at the same time. As shown in Figs. 9 and 10, a similar situation also exists when the THFA algorithm is applied to natural images. The computational complexity of the TFHA could be largely reduced since the total hyperpixel number only takes a small proportion of the total pixel number N. Notice that the smaller the proportion, the faster the TFHA will be. However, if hyperpixel size s is set to be too small, the TFHA will become an FCM algorithm with randomly selected initial cluster centers, which tends to be unstable and unreliable. Thus a trade-o® between running time reduction and keeping a good initialization is needed when choosing s. In order to make an extensive comparison between TFHA, FCM and HTFCM, we perform these three algorithms across images from Berkeley database, which are also used in many literature, and the experimental results are summarized in Table 10 . It can be inferred from Table 10 that the HTFCM is the fastest algorithm since only color feature is considered. Once the texture feature is taken into account, the increase in computational cost is evident. It can be observed that the execution time of the TFHA is about four times longer than that of the HTFCM, while that of the FCM is almost 12 times. It demonstrates that, compared with the FCM, there is a large running time reduction by the TFHA after optimization, which suggests a signi¯cant decrease of computational requirement. Cluster validity benchmark V PC is used to measure the fuzziness of a clustering result. It is interesting to see that the TFHA produces relatively larger V PC value than the HTFCM, showing that the general cluster distribution is better than the HTFCM. The V PC values of the TFHA and the FCM are approximative, which means the TFHA achieves similar segmentation results, but with much less execution time. The well-known cluster validity benchmark V XB is not suitable to be used in this experiment, because its value is related to feature vector domain and the feature vectors employed in color-based HTFCM and color-texture-based TFHA are quite di®erent. For the same reason, the benchmark F(I), 30 which is widely applied for quantitative evaluation of the segmentation results, is also not suitable to evaluate the performance of the algorithms between color-based approach and color-texture one. Nevertheless, the F(I) values for the three algorithms are listed in Table 10 . Again, compared with the FCM, the TFHA has been proved to be an e®ective segmentation algorithm in terms of the accuracy and e±ciency. S. Xu et al.
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Discussion
In this paper, we present a two-stage FCM clustering algorithm used for unsupervised classi¯cation of the pixels based on their associated color-texture feature vectors. This algorithm considers clusters (regions with homogeneous color-texture feature) as fuzzy sets, while membership function measures the possibility that each of pixels belongs to a cluster (region). There are two main works which contribute to this paper:
(1) The¯rst work is e®ective utilization of statistics-based GLCM and¯ltering-based Gabor texture descriptors at di®erent stages of the proposed algorithm based on their respective characteristics. Speci¯cally, (a) In the preprocessing stage, we extract the GLCM texture features for hyperpixels (image blocks) and employed the standard FCM clustering algorithm for fast and accurate estimation of centroid number. The utilization of hyperpixels instead of pixels in this stage largely reduces the amount of data and speeds up the process of centroid number estimation. Furthermore, due to the rough homogeneousness of the pixels in each hyperpixel, our approach utilizes GLCM features as the hyperpixel's feature vector for clustering, resulting in a robust approach for the estimation of the centroid number. (b) In the main clustering stage, we extract Gabor texture features for pixels and again employed the standard FCM clustering algorithm for obtaining¯nal segmentation results. The spatial continuity of the pixels is enforced by using Gabor features. For the standard FCM-based algorithm, cluster assignment is based solely on the distribution of pixel attributes in the color feature space, and the spatial distribution of pixels in an image is not taken into consideration. Traditional works concentrated on modifying clustering objective function by adding with a neighboring information term to enhance the spatial continuity of clustering results. For instance, to make use of the relations between fuzzy-membership functions of neighboring pixels, the MRHMRF-FCM algorithm 23 takes into account the multi-scale spatial constraints by penalizing the FCM objective function with two penalty terms that describe the spatial contexts, which implies heavier computational complexity than the original form of the FCM. In contrast to many conventional approaches, in our work, the spatial connectivity information between pixels is extracted and embedded in the multi-dimensional feature vector of each pixel. Spatial connectivity is guaranteed since a de¯nite spatial connectivity constraint has been imposed during feature extraction. The objective function in our approach just returns to the original form of the FCM, which leads to less time consumption. The performance of the proposed algorithm has been quantitatively and qualitatively evaluated on a large number of synthetic and natural images and the experimental results indicate that our algorithm is able to produce accurate segmentation results even when applied to images corrupted by high-level noise. The rationale behind our approach is that we take full advantage of GLCM texture's fast and robust estimation of centroid number and Gabor texture's strong discriminative power in classi¯cation during coarse-to-¯ne segmentation process (two-stage clustering).
An Unsupervised Color-Texture Segmentation Using Two-Stage FCM Algorithm (2) The second work is our automatic centroid number selection to our FCMbased image segmentation algorithm. As we know, the biggest problem of FCM is that it su®ers from determining the centroid number in an unsupervised clustering scheme which is known as cluster validity. There exist a wide variety of cluster validity criterions. We proposed a combined criterion to¯nd the optimal centroid number for our segmentation algorithm in the processing stage. Therefore, the proposed algorithm is an unsupervised image segmentation technique where the centroid number could be determined automatically, which makes it suitable for segmentation of natural images without a priori knowledge about the content. Experiments show that this simple kind of GLCM feature extraction and composite cluster validity criterion could be enough to e®ectively estimate the centroid number of the natural images in most cases. Compared with the manual centroid number selection, our automatic centroid number selection is more methodological.
The proposed algorithm, however, has some limitations which should be further investigated as follows: (1) Segmentations with the conventional FCM are often featured with numerous discrete small regions. To generate reasonable segmentations, postprocessing is necessary for this issue. We simply set a threshold for the minimum region pixel number to eliminate small regions and greedily merge two regions together according to their region dissimilarities. The stopping criterion would either be a threshold for the region dissimilarity, or a minimum region number. The dissimilarity measure could be elaborately designed to achieve better results, but for simplicity only the Euclidean distance between the two region's mean feature vectors is considered in this paper. Although with these relatively simple operations, reasonable segmentations could be generated, other types of distance should be further investigated in the future work as well. (2) Actually, our proposed clustering method is a clustering framework rather than an algorithm, although we called it algorithm in this paper. The proposed clustering method can be further improved in the two-stage FCM framework. For instance, transform-based texture analysis techniques such as wavelet transform can be employed, and some unsupervised objective evaluation metrics introduced in Ref. 39 should be further investigated in the future work.
Conclusion
In summary, our works in this paper have presented a complete framework of twostage clustering-based image segmentation from feature extraction to robust feature clustering. To some extent, our works successfully embody the simple idea of clustering-then-labeling on image segmentation. Brie°y, in order to speed up the segmentation, a preprocessing stage at the hyperpixel level is introduced before main clustering algorithm, which is used to estimate centroid number automatically. Then, main clustering step involves clustering the pixels into regions according to their color-texture features extracted by Gabor¯lters. Experimental results on synthetic and natural image database show that our algorithm has a competitive performance both in visual evaluation and quantitative evaluations with the state-ofthe-art segmentation algorithms. The generality of the intelligent estimation of centroid number makes it applicable to a wide range of computer vision tasks. We expect that our works could give new insights to people who are interested in image segmentation and computer vision.
