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Abstract
Subtle gravitational effects can be measured by precisely monitoring the position of a test
mass. Often this is done by measuring the displacement between two or more test ob-
jects. The Gravity Recovery and Climate Experiment (GRACE) satellites do just this, by
continuously tracking changes in their separation with micron-level sensitivity. These dis-
placement measurements are used to infer the gravitational potential of the Earth, which
has enabled scientists to monitor key aspects of our climate since their launch in 2002. It
is planned that the GRACE Follow-On satellites will include a laser ranging instrument
as a technology demonstrator to improve the displacement measurement. Before science
operation commences and measurements can begin, the laser on each satellite needs to be
precisely pointed towards the opposite satellite, and thus the satellites must undergo an
initial acquisition scan after launch to establish the laser link.
This thesis is concerned with developing technology for the GRACE Follow-On laser
ranging instrument and exploring interferometric techniques for future satellite missions.
In the following chapters, we experimentally demonstrate an acquisition system with
GRACE Follow-On-like parameters, requiring no additional hardware but relying on
the photodetectors and signal processing equipment already required for science opera-
tion. This strategy was developed with multiple collaborators over several years led by
C. Mahrdt at the Albert Einstein Institute. To establish the laser link, five degrees of
freedom must be optimized (pitch and yaw for each beam, and the frequency difference
between the two lasers). Laser steering and frequency scanning patterns are combined
with a fast Fourier transform-based peak detection algorithm run on each satellite to find
the signal. We successfully demonstrate both stages (commissioning and reacquisition) of
the proposed acquisition strategy.
One of the core components needed for the GRACE Follow-On laser ranging instrument
is the triple mirror assembly (TMA), a modified corner cube that symmetrically routes
the laser beam around existing hardware about the satellite’s center of mass. A prototype
triple mirror assembly was designed and constructed by local and international collabora-
tors, and we present optical tests demonstrating three of the performance requirements of
the prototype. The path length stability of a beam traveling through the TMA was mea-
sured in a test bed resembling the measurement configuration of the GRACE Follow-On
interferometer. The parallelism between the incoming and outgoing beams to/from the
TMA is measured to the arc second level. Additional measurements quantify changes in
the parallelism as the TMA prototype is heated and cooled.
Finally, we give a brief overview of digitally-enhanced interferometry, a developing tech-
nique for optical metrology which has significant advantages over a conventional hetero-
dyne system and could be employed for future space missions. We present an experimental
demonstration of the multiplexing capability of the technique, showing an improved dis-
placement sensitivity between measurement points when information from several sensors
is combined to suppress errors due to laser frequency noise. We discuss an option for the
technique to be applied to future inter-satellite measurement architectures and examine
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Chapter 1
Overview and thesis structure
Laser interferometry has become a preferred method for making measurements between
objects, as the displacement between two test masses can be monitored to unprecedented
levels using an interferometric readout. It is planned that laser interferometry will be
used in future space missions for ranging between satellites. Two planned missions are
the GRACE Follow-On (GFO) mission to monitor changes in Earth’s gravity, and the
Laser Interferometer Space Antenna (LISA) to measure gravitational waves of cosmolog-
ical origin. Although the scientific goals of these missions are different, the underlying
measurement technology is remarkably similar.
This thesis focuses on the development and testing of interferometric techniques for
inter-satellite measurements and the application of these techniques to characterize pro-
totype hardware for the GRACE Follow-On laser ranging instrument.
1.1 Thesis structure
The structure of the thesis is as follows. Chapter 2 provides an introduction to laser
interferometry for optical metrology, focusing specifically on the interferometer for GRACE
Follow-On.
Chapters 3 and 4 describe a strategy for initially acquiring the inter-satellite laser link
after the GRACE Follow-On satellites launch. In Chapter 3, we present simulations of
expected signal strengths and a point design of the acquisition strategy. In Chapter 4, we
present the results of our experiment showing the successful demonstration of the strategy
in the laboratory with GRACE Follow-On-like parameters. The experimental setup is
described, along with a detailed characterization of several of the GRACE Follow-On
parameters that we aimed to match in the laboratory.
Chapters 5 and 6 present optical tests of a prototype retroreflector needed to route
the laser beam around the GRACE Follow-On satellites. In Chapter 5, we highlight
designs of the primary prototype developed, and measure the path length stability of a
beam traveling through the prototype. This test bed was built in the GFO laser ranging
instrument measurement configuration. In Chapter 6, we measure the parallelism (co-
alignment) between the beams traveling into and out of the retroreflector. We present
measurements of the static co-alignment, as well as the measured co-alignment changes as
the retroreflector is heated and cooled.
In Chapter 7, we give a brief overview of digitally-enhanced interferometry, a develop-
ing technique for optical metrology which has significant advantages over a conventional
heterodyne system. We present an experimental demonstration of the multiplexing capa-
bility of the technique. We discuss an option for the technique to be applied to a LISA-like
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measurement architecture and examine possible simplifications of the interferometer lay-
out.
In Chapter 8, we provide a summary of the thesis and discuss options for future work.
1.2 Publications
The following is a list of publications related to this thesis to which I have contributed.
Additional publications on the work presented in this thesis are in progress.
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Chapter 2
Laser interferometry for GRACE
Follow-On
There have been a variety of experiments past and present to measure gravity. Some are
fundamental tests of physics, with examples ranging from measuring Newton’s constant
of gravitation G [1–4] to testing predictions of general relativity, such as the equivalence
principle (e.g. STEP [5]), frame dragging (e.g. Gravity Probe B [6]), or gravitational
wave detection (e.g. LIGO [7], LISA [8]). Other experiments are geodesy missions which
measure the static or temporal gravitational potential of massive bodies from space (e.g.
LAGEOS [9], GOCE [10], GRACE [11], and GRAIL [12] satellites). The above experi-
ments vary in measurement apparatus, some situated on the ground and some deployed
on satellites, from torsion balances to laser interferometers to gravity gradiometers based
on atom interferometry.
Currently, laser interferometry provides the best precision when ranging between
widely separated objects [13]. As changes in the optical path length are measured with
respect to the wavelength of the light used, interferometry is able to measure very small
fluctuations in the distance between objects.
The most sensitive laser interferometers are operating within the ground-based gravi-
tational wave detectors, which aim to test a prediction of general relativity by looking for
effects of astronomical events which cause the curvature of space-time to change [7]. Here,
laser interferometry is employed to measure the change in distance between two isolated
test masses, and this distance will fluctuate in the presence of a gravitational wave. The
wave’s effect on the measurement output is commonly discussed in units of strain, that is,
the fractional length change ∆L over the total distance between the test masses L, giving
h = ∆LL . In general, increasing the total distance L between the test masses improves the
gravitational wave detector’s sensitivity. Unfortunately this becomes hard to do on Earth,
as the test masses in the largest of gravitational wave detectors are already separated by
4 km and the entire path between masses is enclosed in a tube under ultra-high vacuum.
Making similar measurements in space removes some of the challenges encountered
with having the instrument on the surface of the Earth, particularly at low frequencies.
The primary goal of the Laser Interferometer Space Antenna (LISA) [8, 14] is to measure
gravitational waves from astronomical sources producing sub-Hz frequency waves. As in
LIGO, laser interferometry will be used on LISA to range between the test masses on
the satellites, although now the distance L between the test masses will be dramatically
increased from kilometer-scale to gigameter-scale. Even the change in the arm lengths are
anticipated to be many thousands of kilometers.
This is a thesis on furthering techniques so that laser interferometry can be utilized for
inter-satellite measurements. Although laser interferometry has been used for decades to
3
4 Laser interferometry for GRACE Follow-On
make high precision displacement measurements, a laser interferometer operating between
two satellites has not yet been flown. The first mission to do this will be the geodetic
GRACE Follow-On satellites, planned to launch in 2017, where the laser ranging instru-
ment will serve as a technology demonstrator [15]. The goal of the laser instrument is to
improve the ranging measurement made by the microwave instrument of its predecessor
GRACE by a factor of 25. Many of the technologies for the GRACE Follow-On laser
ranging instrument are available thanks to the decades of development for the ambitious
requirements of LISA [15, 16].
This doctoral program was originally focused on exploring metrology techniques for a
LISA-like mission, and some of the early work from the program with application to LISA
is included in Chapter 7. The scope of my work changed when ANU joined a consortium to
develop technology for GRACE Follow-On, and the majority of the work presented in this
thesis is focused on interferometry for the GRACE Follow-On laser ranging instrument.
In this chapter we provide an introduction to the GRACE and GRACE Follow-On
missions, and explain the layout and measurement of the GRACE Folllow-On laser ranging
instrument. We also introduce the challenges of initially acquiring the laser link.
2.1 The GRACE & GRACE Follow-On missions
The Gravity Recovery and Climate Experiment (GRACE) is a joint NASA and DLR
mission which monitors key aspects of our climate [17]. The twin satellites comprising
GRACE fly in a polar, low-Earth orbit and employ a microwave ranging system to con-
tinuously track changes in their separation with micron-level sensitivity over timescales
of 1-1000 seconds. The displacement measurements (along with GPS and accelerometer
data) have been used to produce monthly models of Earth’s gravity field [18]. Scien-
tists have used this data to track water movement, such as changes in sea levels [19] and
continental ground water [20], and over the past decade have quantified climate change
phenomena, such as the melting of polar ice [21–24]. Now in nearly their 12th year in
orbit, the satellites have well surpassed their planned five-year lifetime and their systems
are starting to fail.
A new mission for data continuity, GRACE Follow-On (GFO), is planned to launch
in 2017. In addition to the microwave ranging hardware, it is planned the satellites will
also include a laser ranging instrument (LRI) as a technology demonstrator [15]. The
satellites will exchange laser beams and use heterodyne interferometry to infer the change
in their separation in the same way that the microwave instrument does. The laser ranging
instrument is based largely on technology developed for the gravitational wave detectors
LIGO and LISA, and should improve upon the microwave displacement measurement1
by a factor of 25. Although laser interferometry can easily achieve this performance in
the laboratory, the low-earth orbit of GFO produces an environment where the thermal
and alignment stability are much worse than, for example, their LISA counterparts [25].
Furthermore, as the GRACE Follow-On LRI is only a technology demonstrator, many
additional constraints are placed on its design—such as mass, power consumption, and
the placement of the LRI components on the spacecraft.
1Although the LRI will improve the displacement measurement, the improvement in resolution of the
gravity field also depends on other factors, such as the measurement and removal of non-gravitational
forces and undersampled tidal effects which alias into the measurement band.
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Figure 2.1: Planned laser ranging instrument design for GRACE Follow-On. Image repro-
duced from Sheard et al. [15], with kind permission from Springer Science and Business
Media [26].
2.2 The GRACE Follow-On laser ranging instrument
A detailed conceptual design of the GFO laser ranging instrument, along with the instru-
ment description, is provided in Reference [15]. A schematic of the interferometer layout is
reproduced here, in Figure 2.1, and we briefly summarize the role of the main components
on each satellite:
• Laser with ≈ 1µm wavelength, which can be frequency stabilized to the on-board
reference cavity.
• Fast steering mirror (FSM) to control the laser beam pointing in pitch and yaw to
maintain continuous pointing to the other satellite by optimizing the interferometric
contrast, while compensating for any attitude jitter and orbit perturbations.
• Beam splitter to interfere the local beam with light received from the distant
satellite.
• Imaging optics to image the interfered beams onto the QPD while mapping any
tilt in both the local beam and in the received beam from the distant satellite to tilt
at plane of the detector.
• Quadrant photodetector (QPD) to detect the interference between the two
beams at the heterodyne frequency.
• Phasemeter to measure the phase of the heterodyne beat notes. The phase contains
information about the spacecraft separation and the laser beam alignment. The
phasemeter is implemented on a field programmable gate array (FPGA) that is also
used for the initial laser link acquisition.
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• Triple mirror assembly (TMA), which is a corner cube retroreflector to balance
the beam path around the satellite’s center of mass and return the outgoing beam
parallel to the incoming beam.
Each satellite will record the phase of the heterodyne beat note via a digitally-
implemented phasemeter [27]. A brief introduction to heterodyne interferometry is given
in §2.2.2. The inter-satellite displacement—the desired science measurement—can be re-
covered from the average phase measurements on each detector. Note that there will be
one phasemeter channel per quadrant. The phases of the quadrants contain alignment
information between the local and distant beams, allowing the steering mirror point-
ing to be corrected in closed-loop to keep the interferometers optimally aligned. This
approach—differential wavefront sensing—is a standard alignment technique [28] devel-
oped for ground-based gravitational wave detectors [29] and is modified for use in hetero-
dyne systems such as LISA Pathfinder [30, 31].
One of the core components of the LRI is the triple mirror assembly (TMA), a modified
retroreflector consisting of three mirrors. Proposed by W. Folkner from the Jet Propulsion
Laboratory, the assembly will be used to route the beam around the microwave ranging
hardware on each satellite. Ideally the laser beams would travel directly between the satel-
lites’ centers of mass. However, this direct line of sight will be obstructed by microwave
ranging hardware and the cold-gas fuel tanks. The proposed off-axis measurement scheme
for the laser ranging instrument uses the triple mirror assembly on each satellite to return
the outgoing beam parallel to the incoming beam but translated by 60 cm (the distance
required to circumvent the fuel tank). Normally in an off-axis measurement, satellite ro-
tation will couple into the inter-satellite displacement measurement. However, the TMA’s
virtual vertex will be placed at the satellite’s center of mass. Satellite rotation will still
result in path length changes, but these changes will be anti-symmetric about the center
of mass; if one of the one-way measurements between satellites is lengthened (due to rota-
tion), the other one-way path will shorten. Thus by having the TMA strategically placed
within the satellite, the range measurement will be less susceptible to errors caused by
rotation.
When light is received from the distant satellite, the alignment of the local laser is
continually adjusted by changing the angle of its onboard fast steering mirror so that its
beam is transmitted to the other satellite at the same angle from which the distant beam
entered. This sets a stringent requirement on the alignment of the three mirrors of the
TMA—the alignment must be good enough so that TMA does not change the alignment
of the outgoing beam by more than about 10% of the beam’s divergence. That is, the
TMA must not change the alignment of the outgoing beam with respect to the incoming
beam by more than 10 µrad. This ensures that the beam is correctly directed towards the
distant satellite. TMA design and assembly challenges, along with tests of a prototype,
are presented in Chapters 5 and 6.
2.2.1 Desired performance of the laser ranging instrument
The target of the LRI is to improve the inter-satellite measurement sensitivity to
50 nm/
√
Hz at 0.1 Hz with degraded performance at lower frequencies [25], shown in




×NSF(f) for 0.2 mHz < f < 100 mHz, (2.1)









































Figure 2.2: Desired one-way path length noise for the laser ranging instrument.
















One of the biggest sources of noise for laser interferometric measurements in space is
laser frequency noise (fluctuations in the wavelength of the laser). As the displacement
is inferred with respect to the laser’s wavelength, changes in the wavelength are indistin-
guishable from position fluctuations of the satellites. Thus, the laser’s frequency on one of
the GRACE Follow-On satellites will be stabilized to its on-board reference cavity [32, 33];
we will refer to this as the master laser. The laser frequency noise requirement is set at
30 Hz/
√
Hz × NSF(f). This performance has been surpassed in several laboratory exper-
iments [34]. Even with this highly-stabilized laser, frequency noise will remain a dominant
instrument noise source, limiting the LRI sensitivity over much of the measurement band
[25].
The interferometer will be operated in an active transponder configuration [35], where
the slave laser (the laser on the other satellite) will be offset phase-locked to the incoming
light from the master laser. Conceptually, the distant satellite acts like an amplifying
mirror, where the phase of the received light is preserved and the signal is amplified and
returned to the local satellite. The offset frequency is selected to reduce technical noise
in the phase-locking and keep the beat note between 2-18 MHz (the bandwidth of the
electronics), which varies due to the Doppler shift as the satellites’ relative velocities vary
in their orbit. As each satellite will have a reference cavity, the master / slave roles can
be switched if, for example, one of the reference cavities fails.
2.2.2 Heterodyne interferometry
In a heterodyne readout, the two interfered beams have slightly different frequencies [36,
37]. The resulting beat note frequency fhet is equal to the difference between the individual
8 Laser interferometry for GRACE Follow-On
lasers’ frequencies |f1− f2|. We discuss these two fields in the context of GRACE Follow-
On, and refer to Figure 2.1. If we examine the signals on photodetector 1, for example,
we refer to laser 1 as the local beam and laser 2 as the distant beam. In contrast, if we
examine signals on photodetector 2, now laser 2 is the local beam and laser 1 is the distant
beam. This convention is common in other GRACE Follow-On interferometry papers and
will be used throughout this thesis.
The power measured over the photodetector area on each detector is




cos(2pifhett+ φ︸ ︷︷ ︸
Phase
), (2.3)
where η is the heterodyne efficiency. The heterodyne efficiency is related to the inter-
ferometric contrast κ (also known as the visibility) by κ =
√
η, and represents how well
the two interfering fields are matched [38, 39]. On GRACE Follow-On, the beam from
the distant satellite will have nearly spherical wavefronts by the time it reaches the local
detector; on the scale of the photodetector area, the wavefronts are approximately planar.
Thus the distant beam has a flat-top profile, and the resulting heterodyne efficiency is
computed when it is interfered with the Gaussian profile of the local beam. This is shown
in Figure 3.9 of Chapter 3 for various misalignment angles.
Referring to Equation 2.3, the power measured at the photodetector changes sinu-
soidally with time t, and the sinusoid’s phase is related to the beat note frequency and
optical path length changes in each beam path. A change in the optical path of one wave-
length changes the phase of the heterodyne beat note by one cycle. Current techniques
can measure changes in the beat note’s phase to the µcycle level [27]. Thus for optical
interferometry with wavelengths λ ∼ 1 µm, fluctuations in path lengths on the picometer
scale (10−12 m) can be sensed (although for GRACE Follow-On this will not be the case
due to the level of laser frequency noise coupling).
2.2.3 Laser link acquisition
After the satellites are first launched, the lasers on each satellite need to be precisely
pointed (in both pitch & yaw) at each other and their frequencies brought to within
20 MHz. There will be an initial unknown offset between the interferometer axis and the
on-board pointing estimate provided by the Attitude and Orbit Control System, estimated
to be up to ±3 mrad on each satellite. In addition to this pointing uncertainty, the offset
between the laser’s frequency on each satellite will be unknown and is estimated to be up
to func = ±1 GHz. Thus an acquisition sequence covering all 5 degrees of freedom must
be performed to initially establish the laser link.
In the next two chapters, we describe an acquisition strategy for GRACE Follow-On
and successfully demonstrate this approach in the laboratory. Our strategy is divided into
two parts: a commissioning scan and a reacquisition scan. The commissioning scan is a
large-range scan that will be performed once after launch, lasting several hours, to solve
for the initial uncertainties so that the laser link can be established. The reacquisition
sequence is a quick, smaller-range scan that will be used after the initial uncertainties
are known from the commissioning scan, and will be used to re-establish the link if the
interferometer drops lock during science operation.
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2.3 Chapter summary
The GRACE and GRACE Follow-On missions were introduced. We provided a description
of the laser ranging instrument planned for GRACE Follow-On and explained the mea-
surement concept of ranging between two satellites. Finally, we introduced the challenges
of initially acquiring the laser link after the satellites are launched.
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Chapter 3
Acquisition for the GRACE
Follow-On laser interferometer
After launch of the GRACE Follow-On satellites, there will be an unknown offset between
the interferometer axis and the on-board pointing estimate provided by the Attitude and
Orbit Control System. This means that after everything is switched on, the satellites do
not know where to steer their beams so that they are pointing at each other. This offset
is estimated to be up to ±3 mrad on each satellite.
In addition to this beam pointing uncertainty, there will be an unknown offset between
the laser’s frequency on each satellite, estimated to be up to func = ±1 GHz, much larger
than the bandwidth of the detector electronics (a frequency difference of 1 part in 108, or
∼ 20 MHz). Thus before science operation can begin, an acquisition sequence is required
to initially establish the laser link while scanning over these 5 degrees of freedom (pitch &
yaw of each beam, and laser frequency difference) over their respective uncertainty ranges.
Acquisition is a challenging problem and extensive simulations have been performed
for generic inter-satellite laser links [40, 41], as well as specifically for LISA [42, 43] and
GRACE Follow-On [44–47]. The GFO strategy differs from these other acquisition schemes
as it does not utilize dedicated hardware or acquisition sensors, instead relying on the
photodetector and signal processing hardware already required for science operation.
In §3.1, we present our analysis and simulations predicting the signal strengths on each
satellite, and their dependence on beam misalignment. In §3.2, we outline an acquisition
strategy devised by Christoph Mahrdt at AEI in collaboration with ANU and JPL, and
present the results of Mahrdt’s more detailed simulations, as this is the baseline strategy
that we will implement in the laboratory in Chapter 4. In §3.3, we briefly examine the
statistics of the signals and noise in the signal processing chain during acquisition.
3.1 Simulations for expected signal strengths
In order to design an experiment to test possible laser link acquisition strategies, MATLAB
simulations were performed to predict the signal strengths expected on GFO and verify
results found by J. Miller/D. Shaddock (ANU) [48] and C. Mahrdt/B. Sheard (AEI) [49].
A working simulation verified with collaborators was necessary to make a representative
laboratory experiment. The parameters used in the simulations were based on values
expected for GFO provided by B. Sheard in Reference [25], in addition to discussions with
R. Spero [50] and C. Mahrdt [49], and are listed in Table 3.1.
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Quantity Symbol Value
Laser wavelength λ 1064 nm
Laser power P0 13 mW
Laser waist radius ω0 2.5 mm
Heterodyne beat note frequency (nominal) fhet 12.4 MHz
Beamsplitter transmissivity Tbs 0.05
Beamsplitter reflectivity Rbs 0.95
Photodiode radius rpd 4 mm
Photodiode responsivity ρpd 0.7 A/W
Local beam propagation distance zlo 0 m
Distant beam propagation distance zsig 270 km
Table 3.1: Select parameters used in our acquisition simulations.
3.1.1 Gaussian beams
Typically, laser beams are mathematically represented as Gaussian beams and are de-
scribed by their radius of curvature R(z) and spot size w(z). In our simulations, we
assume the beam produced by the laser is in its fundamental mode, where the beam has
spherical wavefronts (related to the radius of curvature R(z)), and the irradiance distri-
bution in the transverse direction (perpendicular to the wave’s propagation axis) follows
a Gaussian shape with cylindrical symmetry about the propagation axis [51]. This is a
reasonable approximation for the output of a single mode fiber (as used in GRACE Follow-
On). This fundamental mode is referred to as the TEM00 mode
1, and its electric field can
be written as


























where the wave’s direction of propagation is along the z axis (referred to as the optical























Note we’ve omitted the time dependent term e−i2piνt (where ν is the wave’s oscillation
frequency and sweeps the phase through one cycle every λ/c seconds) and the polarization
1The fundamental mode is just one solution of the more general Laguerre-Gauss beam solutions to the
wave equation (or Hermite-Gaussian solutions in Cartesian coordinates).
§3.1 Simulations for expected signal strengths 13
of the electric field.
For the purpose of acquisition, the basic interferometric one-way ranging measurement






















Figure 3.1: Interferometric measurement concept on one satellite.
the two beams on the local satellite, the electric field of each beam is derived from Equation
3.1 and evaluated at the local satellite’s photodetector. Recall from §2.2.2 the resulting
heterodyne beat note phase contains information about the spacecraft separation and the
laser beam alignment. The on-board phasemeters will measure the phase of each quadrant,
and the inter-satellite displacement measurement can be recovered by correctly combining
the average phase on each detector.
These simulations aim to examine how the beat note amplitude changes while varying
the pointing of each beam αlo and αsig. This will enable us to determine the maximum
allowable misalignment in each beam after the acquisition sequence to give us a beat note
amplitude strong enough that the phasemeter can reliably track.
3.1.2 ABCD matrices for ray tracing through an optical system
Equation 3.1 describes how the electric field of the beam evolves along the z axis. The
amplitude of the field is highest along the optical axis, and drops off with a Gaussian shape
in the transverse directions x & y. This can be combined with a ray optics approach
to represent the field given various tilts of each beam due to changes in alignment of
the steering mirrors. Given the planned waist size of 2.5 mm from Table 3.1, the beam
divergence2 (half-angle) will be θdiv =
λ
piω0
= 135µrad. A small divergence angle, where the
beam radius is large compared to the wavelength, allows use of the paraxial approximation
[51]. This approximation—which applies as the beam makes small angles from the optical
axis of the system under consideration and lies close to the axis3—enables system matrices
to be used to describe the optical layout between the GRACE Follow-On satellites.
2Assuming an M2 value of 1.
3This paraxial approximation is valid as long as tan(α) ≈ α.
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can be propagated through an arbitrary optical system to find the offset and tilt at the













where the ABCD matrix describes the properties of the system [51]. This system matrix
approach was used to propagate the optical axes of the local and distant beams through
our system, giving the offset and tilt of each optical axis with respect to a reference axis.
The reference axis connects the center of each steering mirror to the center of the quadrant
photodetector where the beam is to be evaluated. The E˜ field definition was applied to
calculate the the electric field at these points around the reference axis. We assume each
beam has a circular symmetry, where the spot sizes in each of the transverse axes are
the same (ωx = ωy). We’ve also assumed that the beam-defining characteristics (waist,
wavelength, laser power) for each laser are the same.
Misalignments of the local and/or received beams — αlo and αsig — are included to
show how the detected beams are affected by various steering mirror angles. Note that
each steering mirror can misalign in either pitch θ, yaw ψ, or both. The magnitude of the
total misalignment α is
α =
√
θ2 + ψ2. (3.8)
Imaging optics map beam tilt at the local steering mirror αlo or at the aperture of the
receive beam to pure tilt at the detector. The primary purpose of the imaging optics
is to minimize the tilt-to-offset coupling. Otherwise, as the steering mirror is tilted to
optimize interferometric contrast and steer the local beam toward the other satellite, the
beam would walk off the detector area. This tilt-to-tilt mapping can be achieved using
a lens system. B. Sheard shows mathematically this can be achieved using two lenses of





Figure 3.2: A two lens telescope, proposed for GRACE Follow-On, to achieve a tilt-to-tilt
mapping from the steering mirror plane to the detector plane. Image from Reference [25].
that when length d2 is set such that d2 = f1 + f2 (the sum of the focal lengths), there is a
solution for the length d3 (between the second lens and the photodetector) such that the
matrix describing how the input beam responds to the lens system can be diagonalized
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and tilt at the input maps into pure tilt at the output (and likewise for offset). This









. This two lens telescope solution for tilt-to-tilt
mapping was implemented in the laboratory setup, described in §4.1.4.
We do not directly include the imaging optics in this simulation, but instead apply
their result. Beam tilts were performed in simulation by applying a coordinate transform
via a rotation matrix, allowing the beam to be tilted with respect to the reference axis. As
the waist of the local beam occurs at the steering mirror, it was imaged onto the detector
by setting the detector position to zlo = 0 along the propagation axis; thus the detected
spot size equals the waist size (ω = ω0) and the radius of curvature is infinite (R = ∞).
To capture 99% of the power in the local beam, the detector area was set so the radius
rpd > 1.5ω0 [52]. The photodetector area may be smaller on GFO, but the imaging optics
will also result in a demagnification of the spot sizes, so our assumed ratio of the detector
area to spot size is appropriate.
3.1.3 Numerical integration
The detection area was divided into a 300 × 300 grid spanning rpd = ±4 mm in the x & y
axes and the electric fields from both beams were evaluated at each grid segment. A 25× 25
grid is shown in Figure 3.3 to convey the concept. Different masking functionsM(x, y) were






















Figure 3.3: Detection area divided into many grid segments for numeral integration. For
illustrative purposes a 25 × 25 grid is shown here, however in our simulations a 300 × 300
grid was used.
applied to solve for the interference over the area of each quadrant (or for a single element
detector of the same size), and are shown in Figure 3.4. On a quadrant photodiode, there is
a small gap between the active areas of the quadrants with width g. The variation between
applying the mask in Figure 3.4a versus 3.4b resulted in less than a 1% difference, so in all
further simulations we used the Figure 3.4b mask when solving for the quadrant solutions.
A single element detector of the same size could be modeled by either applying the single
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large mask shown in Figure 3.4c, or by applying masks for the individual quadrants in














Figure 3.4: Different masking functions M(x, y) applied in the simulations. (a) Quadrant
detector of radius rpd with gap of width g. (b) Quadrant detector of radius rpd with no
gap between quadrants. (c) Single element detector of radius rpd.























at various steering mirror misalignments αlo at the (x, y) coordinates in the detection grid.
The electric field of the distant beam (at the local detector), Esig, is found by propa-
gating its field over zsig = 270 km. When the beam from the distant satellite reaches the
local satellite, its wavefronts are nearly spherical4. However, on the scale over the detector























Adding the electric fields of the local and distant beams at each grid segment gives the
total field, both the DC (low frequency) and AC (high frequency) parts. The interfero-
metric beat note – in the AC component – varies sinusoidally with time at the heterodyne






. Depending on the relative tilt of the two beams,
the phase of the interference at each grid segment could vary. Thus, to correctly deter-
mine the beat note amplitude as measured by the detector, we perform the numerical







sigM(x, y) dx dy
∣∣∣∣∣ (3.12)
for the various masking areas (each quadrant and the sum of the 4 quadrants). By first in-
4The propagation distance zsig is much greater than the beam’s Rayleigh range (270 km  zR).
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tegrating over the complex interference term 2EloE
∗
sig and then evaluating the magnitude,
we solve for the amplitude directly and do not need to optimize the phase.
3.1.4 Beat note amplitude degradation with beam misalignment
These simulations predict how the beat note amplitude on each GRACE Follow-On satel-
lite degrades as a function of steering mirror misalignment. For example, when tilting the
local steering mirror in yaw only, e.g. αlo = θlo = ±1 mrad, while the distant mirror stays
fixed, we get the response in Figure 3.5. Here, we have normalized for a total beat note
amplitude of 1 for perfect alignment when detecting the sum of 4 quadrants.
































Sum of 4 quadrants
1 quadrant
Figure 3.5: Beat note amplitude degradation when misaligning the local beam in yaw,
while the distant mirror stays fixed. The total amplitude is normalized to one for perfect
alignment when detecting the sum of 4 quadrants.
Really we must examine how the beat note amplitude degrades with both local and
distant misalignment, over the 3 mrad uncertainty expected for GRACE Follow-On. In
general, the misalignments of the local and distant beams can be considered indepen-
dently, as the local beam only affects the relative wavefront tilt whilst the distant beam
misalignment predominately affects the received power at the local detector.
Local misalignment
Tilting the local steering mirror over αlo in any combination of pitch and yaw (while the
distant mirror stays fixed) yields the results in Figure 3.6. The response for the sum of
4 quadrants is shown in subfigures (a) and (b), and the response of a single quadrant is
shown in (c) and (d). The left-hand plots show the responses in three dimensions, with
their corresponding contours in the right-hand plots. Note that the area shown in these
figures is only a small fraction of the total initial uncertainty.
Several things become apparent from these figures. The interference degradation for
one quadrant is slower than for the 4 quadrant sum (i.e. an equivalent single element
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(a) Sum of 4 quadrants.














































































in Yaw ψ [mrad]
Local misalignment
in Pitch θ [mrad]
(c) Single quadrant.
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Figure 3.6: Beat note amplitude degradation as a function of local beam misalignment,
for the sum of 4 quadrants and a single quadrant. Three-dimensional plots are shown in
(a) and (c), with corresponding contour plots in (b) and (d).
detector). This is because as the local beam misaligns, the relative tilt in wavefronts
between the local and distant beams forms fringes across the detector. This effect was
exploited in early acquisition strategies proposed by Miller and Shaddock [48]. Although
the complex interference may add constructively over one quadrant, it can cancel when
integrated over the entire detector area, resulting in a reduced beat note amplitude.
Although the beams are circularly symmetric, the individual quadrants are not, and so
there is a dependence of the interference on the direction of misalignment when considering
quadrants individually. For example, when misaligning the local beam along the 45o axis,
note that in the single quadrant output the beat note degrades more quickly than for the
same misalignment in pitch or yaw only.
Distant misalignment
Misaligning the distant steering mirror by αsig in any combination of pitch and yaw (while
the local mirror stays fixed) yields the results in Figure 3.7. Again, both the sum of 4
quadrants and single quadrant results are shown. Note that for distant misalignment,
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(a) Sum of 4 quadrants.
Distant misalignment in Yaw ψ [mrad]
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(c) Single quadrant.
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Figure 3.7: Beat note amplitude degradation as a function of distant beam misalignment.
the interference degradation is radially symmetric, even for the individual quadrants; less
power is received at the local spacecraft independent of misalignment direction.
Remarks
In summary, as the local steering mirror misaligns, the beat note amplitude detected on
both the local and distant satellites decreases. The beat note amplitude decreases on
the local detector because of a relative tilt in wavefront between the local beam and the
beam received from the other satellite, thus reducing the interferometric contrast. On the
distant satellite, however, the beat note amplitude decreases because fewer photons reach
the detector and contrast is unchanged.
The local versus distant dependence on misalignment are very easy to distinguish
between when comparing the results from just one quadrant (Figure 3.6d versus 3.7d).
When examining the 4 quadrant sums, however, the beat note amplitude response is
similar when misaligning either the local or distant beams (Figure 3.6b versus 3.7b). This
symmetry was used in designing the acquisition strategy.
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Effective received power
We calculated the total received power versus simultaneous steering mirror misalignment,
where both steering mirrors were misaligned by the same amount (αlo = αsig) and the
result was evaluated. The results for the single quadrant and 4 quadrant sum are shown
by the solid lines in Figure 3.8. Note that the total received power is independent of local
beam misalignment. The effective received power—usable power that will contribute to a
beat note—is found by multiplying the total received power by the heterodyne efficiency
η:
Psig, eff = ηPsig. (3.13)
The dashed lines in Figure 3.8 are the corresponding effective received powers at different
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Figure 3.8: Total received power and effective received power as a function of simultaneous
(local and distant) misalignment. The difference between the dashed and solid lines at
zero misalignment is due to mode mismatch. The total received power is insensitive to
local beam misalignment, whereas the effective received power is degraded by both distant
and local misalignment.
steering mirror angles.
The phasemeter can reliably track 3 pW of effective received power per quadrant, so
this sets the level of how precisely we must be pointed at the other satellite. Thus, we
find the maximum misalignment that we can tolerate on each satellite that will yield the
required power. From Figure 3.8, this corresponds to a simultaneous misalignment of
142µrad. Mahrdt refers to this as the worst-case misalignment rwc needed for phasemeter
tracking [44]. This number will ultimately will set the density of the scan used in the
acquisition sequence. That is, if we scan both sides with the appropriate spacing between
neighboring scan points, we will find an alignment point of each steering mirror where both
satellites simultaneously have at least 3 pW of effective received power per quadrant. In
these simulations, we intentionally misaligned along the 45◦ axis to give us the worst-case
degradation.
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Comparison with Mahrdt’s results
We compared our results with C. Mahrdt’s independent analysis at AEI [49]. In Figure 3.9
we show the comparison between our simulations of the heterodyne efficiency versus local
misalignment. The results from the two simulations agree to within a few percent. The
slight difference at larger misalignments could be due to the beams being approximated
as Gaussian profiles in our simulations, whereas Mahrdt’s simulations more accurately
modeled the output of a single mode fiber. Our calculations of the effective received
power were also consistent—we both calculated a simultaneous misalignment of 142µrad
corresponding to 3 pW of effective received power.
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Mahrdt Single quadrant
Local beam misalignment [µrad]
Figure 3.9: Comparison of our heterodyne efficiency simulations with Mahrdt’s results
showing consistency between our analyses.
Carrier to Noise Power Density Ratio
In reality, the phasemeter’s ability to track 3 pW of effective received power also depends on
the level and distribution of noise present in the measurement. For this reason, specifying a
carrier-to-noise-density ratio C/N0 of a certain value is a more comprehensive requirement
to ensure reliable phasemeter tracking [53]. This number compares the signal power to
the background white-noise power spectral density (the noise power in a 1 Hz bandwidth),
and is often expressed in units of dB-Hz [54].
The resulting carrier-to-noise-density ratio given by 3 pW of effective received power is
calculated below. The carrier power is determined by the strength of the beat note. The
amplitude of the beat note incident on the detector is 2
√
ηPlo Psig (these P values refer
to optical power). As the effective received power already incorporates interferometric
heterodyne efficiency effects, we find the beat note amplitude according to 2
√
Plo Psig, eff .
To calculate the electrical power of the carrier, the beat note amplitude is propagated
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where ρpd is the detector’s responsivity in A/W, GTIA is the transimpedance gain in V/A,
and R is the resistance of the load in Ω. These detector terms will also be common to
the noise chain so could be excluded from the analysis, as ultimately we will calculate the
ratio between the carrier and noise contributions. We have also taken the 1/
√
2 factor into
account when converting the 0-peak amplitude to an equivalent root-mean-square (rms)
value, as we are calculating the power of the sinusoid [55].
For GRACE Follow-On, the noise at the heterodyne frequency is determined primarily
by shot noise but also includes contributions from laser intensity noise and detector elec-
tronic noise. Estimates of these single-sided spectral density noise levels were provided by
R. Spero [50] and G. Heinzel [56] and are provided in Table 3.2. We calculate their noise
Quantity Symbol Value
Photodetector responsivity ρpd 0.7 A/W
LO power on 1 quadrant Plo 162 µW
Effective signal power on 1 quadrant Psig, eff 3 pW
Shot noise on 1 quadrant N˜SN 8 pW/
√
Hz
Laser relative intensity noise N˜RIN 3× 10−8/
√
Hz
Photodetector electronic noise N˜NEI 5 pA/
√
Hz
Table 3.2: Parameters and noise assumptions used to calculate the carrier-to-noise-density
ratio C/N0 for GRACE Follow-On when each beam is simultaneously misaligned by
142µrad. The value of the laser relative intensity noise quoted here is at the lower fre-
quency bin veto cutoff (∼ 5 MHz).
powers so they can be directly compared.
• Shot noise: The incident power on the detector (for a weak signal beam, with




Hz [57, 58]. At
the output of the detector this becomes (in noise density power)








• Relative intensity noise (RIN): The expected level of relative laser intensity noise
N˜RIN at 5 MHz is shown in Table 3.2. The noise decreases at higher frequencies.
Below 5 MHz, the RIN dominates the noise, but these frequencies are ignored by
rejecting them in a bin vetoing stage in the acquisition algorithm. For a given local
oscillator power, the level of intensity noise becomes Plo ·N˜RIN in W/
√
Hz. Converted
to noise density power at the output of the detector this becomes










• Photodetector electronic noise: The expected current noise generated within
the detector (due to e.g. electronic shot noise and Johnson noise) is N˜NEI. The
noise equivalent power can be deduced by dividing the noise equivalent current by
the detector’s responsivity to give N˜NEI/ρpd in W/
√
Hz. The noise density power is
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thus













The total noise power density is the sum of the contributing noise terms:
N0 = N0, SN + N0, RIN + N0, NEP. (3.18)













As C/N0 is often expressed in dB-Hz, Equation 3.19 becomes
C
N0










With the numbers provided in Table 3.2, we calculate C/N0 = 68.6 dB-Hz. The GRACE
Follow-On project has set the requirement that the laser ranging instrument phasemeter
is able to track beat notes with a minimum carrier-to-noise-density ratio of 67.5 dB-Hz
per quadrant [50, 59]. Thus we will use this value (C/N0 = 67.5 dB-Hz) when setting the
experimental parameters in the laboratory.
3.2 Acquisition strategy
We can now predict how misalignments of the local and distant beam degrade the beat
note amplitude and affect the ability of the phasemeter to track the interference. We must
cover the 3 mrad uncertainty cone on each satellite with a spacing such that the maximum
distance from any point to its nearest scan point (“nearest neighbor”) does not exceed
rwc = 142µrad. R. Spero refers to the distance between scan point centers as the grid
spacing, and is approximately 2rwc [60]. Recall in addition to the pointing uncertainty,
we have an unknown offset between the laser’s frequencies that could be well outside the
bandwidth of our electronics. This means that even with perfect spatial alignment, if the
lasers’ frequencies were offset by more than 20 MHz we would still not be able to measure
the interference. Thus any acquisition strategy to establish the initial link for GRACE
Follow-On must scan each of the 5 degrees of freedom over its respective uncertainty range.
The goal is to bring the frequency offset between the lasers to within 20 MHz while aligning
the two beams well enough such that the transition to differential wavefront sensing on
each satellite can be established.
The strategy presented here is to combine the spatial/frequency scanning with a fast
Fourier transform (FFT) based peak detection algorithm run on each satellite to find the
alignment points and laser temperature which produced the highest beat note amplitude.
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This approach was developed based on high fidelity simulations conducted over several
years led by C. Mahrdt at the Albert Einstein Institute [44, 45] in collaboration with
ANU and JPL. In this approach no additional hardware is required for the acquisition
phase, instead relying on the photodetector and digital signal processing hardware used
for science operation.
The acquisition strategy continues to be refined and the approach presented here rep-
resents a point design and will likely be subject to further optimization. In this section we
present the specifics of the strategy; the motivation and nuisances that went into choos-
ing this method are found in Mahrdt’s thesis [45]. My major contribution to this work
is the design and successful experimental demonstration of this approach, described in
Chapter 4.
Our acquisition approach is broken into two parts: a commissioning scan and a reacqui-
sition scan. The commissioning scan is a large-range scan envisaged to be performed once
after launch, and will take significantly longer and may require input from the ground.
The reacquisition scan is a smaller-range, faster scan that will be used after the initial












Figure 3.10: Signal processing on the FPGA during the commissioning and reacquisition
scans.
A block diagram of the acquisition digital signal processing is shown in Figure 3.10.
As mentioned, no new equipment will be added—the hardware already in place for science
operation will be utilized, and the acquisition algorithms used for the commissioning and
reacquisition scans will be implemented on the Laser Ranging Processor’s (LRP) field pro-
grammable gate array (FPGA), which runs the phasemeter during science operation. Each
photodetector quadrant is digitized by an analog-to-digital converter (ADC) and sent to
the on-board FPGA for peak detection. Note that in science operation, each quadrant will
have its own channel for phasemeter processing. In acquisition mode, however, each quad-
rant will be digitized and immediately added with the signals from the other quadrants
to form the 4 quadrant sum on the FPGA mimicking a single element detector. A 4096-
point FFT is continuously performed on this summed channel on each satellite during the
spatial and frequency scanning. The resulting real and imaginary parts are combined to
yield the signal power in each bin (this is described in more detail in §3.3). After every
FFT, the bin with the highest amplitude is recorded, along with the corresponding pitch
and yaw angles of its local steering mirror. The set point (command temperature) of the
slave laser’s frequency will also be recorded.
On GFO, certain frequency bins in the FFT may be vetoed before the peak detection
algorithm chooses the bin with the highest value. If certain bins have more noise, for
example due to electronic spurs or laser intensity noise, this will bias the statistics of the
peak detection algorithm, resulting in these noisy bins being chosen more frequently, even
when no beat note is present. Depending on the intensity noise characteristics of the flight
lasers, the level of the noise in these low frequency bins could even be higher than the beat
note signals found during acquisition. Thus a bin veto will be performed on the FPGA
§3.2 Acquisition strategy 25
after every FFT before the maximum value is picked.
3.2.1 Commissioning scan
One objective of the acquisition strategy is to minimize the time needed for the commis-
sioning scan. During the spatial scanning, the frequency of the slave laser will be slowly
ramped. After all scanning point combinations have been covered, the spatial scanning
sequence will repeat until the entire frequency uncertainty range func = ± 1 GHz has been
covered. Unwanted drifts in the laser’s frequency during the commissioning (due to the
frequency noise of a free-running laser) could become significant over the timescale of the
scan. Mahrdt’s analysis [45] also motivates the need for a short commissioning time, as
many other effects problematic for acquisition also get worse over long timescales. For
example, during the orbits the pointing between the satellites will change. The on-board
attitude and orbit control system (AOCS) uses star camera data and orbit predictions to
maintain the pointing of the microwave ranging instrument. These AOCS signals will also
be fed-forward to the steering mirrors for the laser instrument pointing. One of Mahrdt’s
examples examines how errors in the orbit prediction algorithms couple into pointing er-
rors when this information is fed-forward. As orbit prediction errors increase with time,
a long commissioning time could result in the laser link never being established.
As the total acquisition time in our approach is limited by the steering mirror scanning
speed, optimizing the scan patterns to cover all scanning point combinations as quickly as
possible becomes critical. One steering mirror will be driven with a fast Lissajous figure,
while the other steering mirror will cover the uncertainty cone with a slower hexagonal scan
pattern, as shown in Figure 3.11. The Lissajous scan will have a 3 mrad amplitude and
a fast-to-slow axis frequency ratio of ffast axisfslow axis = 36 to give the required 2rwc grid spacing.
The centers between points in the hexagonal scan will also follow the required grid spacing
and unlike the Lissajous pattern are evenly distributed over the total uncertainty cone
area. The steering mirror with the hexagonal scan will dwell at each of its scan points
long enough to allow the Lissajous steering mirror (on the other satellite) to cover its
entire Ruc uncertainty space. Scanning over the 4 alignment degrees of freedom in the
commissioning scan with these parameters (when driving the fast-axis of the Lissajous
near its estimated mechanical limit of 100 Hz) takes 214 seconds, and when combined
with sweeping the laser frequency difference at a rate of 88 kHz/s over ±1 GHz, the entire
commissioning sequence takes approximately 6.3 hours.
The data saved from the commissioning scan—the maximum bin and amplitude from
each FFT, along with the corresponding steering mirror angles and slave laser frequency
set point—will likely be downlinked to Earth for analysis to find the combination that
produced the highest beat note amplitude. From this we can estimate the offsets between
the star tracker frame and the interferometer axis as well as the nominal laser frequency
differences. It should be possible to upload commands to the steering mirror angles and
slave laser frequency control that will align the steering mirrors to better than 500 µrad
in the four spatial degrees of freedom, as well as align the laser frequencies to within 50
MHz [50]. Note that the strategy was designed to be completed without communication
between satellites or the ground, with the option to transition directly to science operation
autonomously. If analyzed on the ground, however, the offsets will be uplinked sometime
after the commissioning scan, perhaps the next day.
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Figure 3.11: Steering mirror scan patterns covering Ruc = 3 mrad with a maximum grid
spacing of 2rwc = 284µrad. (a) 36-to-1 Lissajous scan on steering mirror 1; (b) 595 point
hexagonal scan on steering mirror 2. The hexagonal steering mirror will dwell at each
point in its scan long enough to allow the Lissajous steering mirror to cover an entire Ruc
scan. During the spatial scanning, the frequency of the slave laser will be slowly swept,
and the spatial scanning sequence will repeat until the entire frequency uncertainty range
func has been covered.
3.2.2 Reacquisition scan
To finalize the alignments, a reacquisition scan will be performed—a smaller, faster spatial
and frequency scan—to confirm the commissioning results and optimize the pointing before
transitioning to wavefront sensing-based alignment, and ultimately science operation. This
reacquisition scan can potentially be utilized to automatically reacquire after a temporary
loss of the laser link without intervention from the ground.
One approach for a reacquisition scan uses the same signal processing algorithms as for
the commissioning scan on each satellite, but with reduced angular and frequency range
(e.g. reducing Ruc and func, perhaps by a factor of 10). Another approach would be
to perform the reacquisition scans entirely on one satellite. For example, if the master
laser dropped lock with its cavity, it would first re-lock to the cavity and steer its beam
to the last best alignment point before the laser link was lost. The slave satellite would
wait a fixed amount of time after the link was lost (to allow the master to re-lock to its
cavity), then perform a fast spatial scan covering a 300 µrad uncertainty cone with a more
densely-packed pattern (decreased grid spacing). This finer scan performed only on the
slave steering mirror could be enough to simultaneously increase the beat note amplitudes
on each satellite. In our experiment, we adopted a hybrid between these, where each
steering mirror scanned over a reduced angular uncertainty cone of 300 µrad, but the grid
spacing for only the Lissajous scan was reduced, from 2rwc = 284µrad to 28µrad. The
hexagonal scan grid spacing remained at 2rwc = 284µrad.
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3.3 A statistical approach to the commissioning scan
The commissioning and reacquisition approach just described—which we’ll refer to as the
baseline strategy—was implemented in a laboratory demonstration detailed in the next
chapter. However, as an aside, we performed an analysis to optimize the grid spacing
required for the commissioning scan. Recall that in the baseline strategy, the density
of the commissioning scan pattern was set to provide beat note signals with amplitudes
strong enough able to be tracked immediately by the phasemeter. However, now that the
project is favoring that a reacquisition scan always be performed after the commissioning,
we may be able to increase the grid spacing between neighboring scan points, resulting in
a quicker commissioning time. Determining how much more coarsely we can scan in the
commissioning is the topic of this section.
In addition to a more spatially sparse commissioning scan, the DSP algorithm could
also be slightly modified to stop the scan when a beat note with an amplitude above a
pre-determined threshold is reached. In the baseline strategy, the entire commissioning
sequence is run to completion, and the data is analyzed in post-processing to find the
combinations which produce the highest beat note amplitudes. The time spent in the
commissioning phase could be reduced if a threshold algorithm was enabled such that the
scan would stop after a signal with amplitude equal to or greater than the threshold was
found.
In a threshold-based scheme, there are two competing consequences which must be
considered to set an appropriate threshold. If the value of the threshold is set to be too
low, although the chance of missing the beat note signal decreases, the chance of the
threshold being erroneously triggered by a noise event increases—this is referred to as a
false positive. If the threshold is set to be too high, the chance of a false positive decreases,
but the chance of missing the desired beat note signal altogether increases. This is referred
to as a false negative, where the signal was present but the threshold does not detect it
[55].
From a cost-benefit perspective, the consequence of a false positive may be quite in-
significant. If the threshold was triggered, and the scanning stopped and there was no beat
note present, it could be quickly classified as a noise event and the scan sequence could
proceed until the threshold was re-triggered. However, if the threshold was set too high
and the beat note signal was entirely missed (false negative), the entire commissioning
sequence would have to be repeated.
For our analysis, we used the same digital signal processing algorithms as in the baseline
strategy, and the output of the algorithm —the maximum amplitude from every FFT—
was compared to our threshold. We knew we wanted to set our threshold on the lower
side, and we analyzed mathematically what the likelihood is that a false positive event
will be triggered.
Recall an FFT of N = 212 = 4096 points is used. On GRACE Follow-On, the AC (high
frequency) output of the photodetector x(t) will be digitized by an ADC, giving discrete
samples of x at regular intervals, x[n], according to the sampling frequency fs. A single
element detector is again synthesized by adding the 4 quadrants together immediately
after the analog-to-digital conversion—thus x(t) and x[n] refer to the result of the sum of
4 quadrants, unless otherwise specified. A discrete Fourier transform (DFT) X˜[k] of the
input signal x[n] will be performed on the FPGA. The fast Fourier transform is an efficient
way of computing the discrete Fourier transform, and we use the terms FFT and DFT
interchangeably. For simulations, care has to be taken in the scaling and DFT definitions
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that are used. Matlab’s FFT function fft(x) calculates the DFT according to
























= <(X˜[k]) + i=(X˜[k]). (3.23)
The n and k indicies both run from 0 to N − 1. Notice that the output of the FFT is
complex and in rectangular form—to find the amplitude of each frequency component k










As the square root function is difficult to implement on an FPGA, in the laboratory we










Currently we are not planning on any special windowing functions in the acquisition
algorithm on the FPGA, so a rectangular window is assumed for the rest of this analysis.
We also are not planning on averaging FFTs. Matlab’s definition does not divide the FFT
output by the number of points N , and returns a double-sided spectrum—where the power
in each bin is divided between positive and negative frequencies. Thus we scale X˜[k] in
accordance with Reference [61] to give a single-sided power spectrum PS and amplitude










now where the k indicies run from 0 to N/2. We use this scaling because a sinusoid with
a 0-peak amplitude A in the time domain will have the appropriate rms amplitude A/
√
2
in the frequency domain. The width of each frequency bin, referred to as the frequency
resolution fres, is the same for all bins except at k = 0 and k = N/2 [55]. In practice we
approximate and say we get N/2 frequency bins with fres = fs/N [61].
We use units of optical power through these simulations for a more intuitive under-
standing. In reality optical power will be converted into electrical current in the photo-
detection process, which will be digitized and likely converted to an integer representation
on the FPGA. However, the optical power is directly proportional to its FPGA represen-
tation.
It is worth including here that when we are looking in the Fourier domain, if we
want to examine the noise level (and not signal amplitude), a spectral density is more
appropriate. For single-sided power spectral density PSD and amplitude spectral density
ASD, the spectra are scaled by the effective noise bandwidth. For a rectangular window,
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In later chapters, for example, we will present results of path length stability / displace-
ment noise in m/
√
Hz.
3.3.1 Case 1: Noise only
We start by examining the statistics in each FFT bin when no beat note signal is present.
We make several assumptions:
• The photodetector’s AC output contains just noise, x(t) = n(t).
• The dominant noise source is shot noise, and we model shot noise as white Gaussian
noise with µ = 0 and a flat spectrum in the frequency domain.
• The signals in each FFT bin have the same noise statistics, so examining the statistics
in one bin is representative of the statistics in the other bins. We will exclude the
k = 0 and N/2 bins.
Shot noise is a quantum mechanical effect related to the fluctuations in the number
of photos in the beam, and is characterized by Poissonian statistics. If the mean optical
power on the detector is P , the variance of the power (due to photon number fluctuations)
in a measurement time τ is
σ2 = Phν/τ [W2]. (3.30)
The shot noise level σ is thus proportional to the square root of the total optical power










Often you will see Equation 3.31 written with B excluded and in units of W/
√
Hz, where
the measurement time is assumed to be 1 second. From our previous simulations, we
calculated the total local oscillator power for the sum of 4 quadrants to be Plo = 650µW,
corresponding to a shot noise level of 16 pW/
√
Hz.
Due to the imaging optics before the detector, local misalignment does not result in less
detected optical power. Recall that the local steering angle will affect the interferometric
contrast, degrading the beat note amplitude with higher misalignments, but the optical
power remains the same. Thus the shot noise is set by the total power on the detector Plo
and is independent of steering mirror angle. Although the laser’s relative intensity noise
will dominate shot noise for the lower frequency bins, these bins (a few MHz and below,
depending on the flight lasers’ noise properties) will be rejected in the bin vetoing step
further down the data processing chain, so we assume shot noise is dominant and calculate
the probability that shot noise will reach the threshold and trigger a detection event.
Given these assumptions of the noise, a histogram of the time domain signal x(t)
will have a Gaussian distribution with mean µ = 0. From Equation 3.31 we see that our
measurement bandwidth affects the amount of shot noise measured. We used fs = 50 MHz
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in these simulations (instead of 38 MHz planned for GFO) for correspondence with the
FPGA clock rate used in our experiment. Thus the standard deviation of x[n], caused by





2 = 80 nW. The variables of interest in Gaussian
distributions are the mean µ and standard deviation σ [62]. As µ = 0, the resulting






where σ = σSN. To calculate the probability that the signal x will be in the range
x1 ≤ x ≤ x2, the probability density function y(x|σ) is integrated from x1 to x2. Note
that probability density functions are normalized such that integrating the function from
−∞ to +∞ yields a probability of 1.
































f] Rayleigh pdf for shot noise
Figure 3.12: Probability density function in each bin of the single-sided amplitude spec-
trum is Rayleigh distributed when the input signal contains only noise (and no signal).
We examine the statistics of the output when the input signal is propagated through
the signal processing chain. When an N -point FFT is taken and scaled according to
Equation 3.27, the statistics in each resulting bin of the amplitude spectrum follow a






For the single-sided spectrum, the Rayleigh parameter b is set by σSN√
N
, and a plot of the
corresponding probability density function with this parameter is shown in Figure 3.12.
After each FFT, the bin with the highest amplitude is picked. For an N -point FFT,
there are N2 +1 unique bins. We throw away the k = 0 and k =
N
2 bins, leaving m =
N
2 −1
bins. As each of these remaining bins have the same statistics under our assumptions, the
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The expression in brackets is the cumulative distribution function (cdf) for a Rayleigh
distribution, denoted by an uppercase F(x|b). The maximum distribution is derived by
correctly combining the pdfs f(x|b) and cdfs F(x|b) of the individual bins:
y1(x|b) = m [F(x|b)]m−1 f(x|b). (3.35)










































Figure 3.13: Probability mass function of the maximum amplitude of each FFT when the
simulation is run for tens of thousands of FFTs. Each FFT is scaled to yield a single-sided
amplitude spectrum, resulting in units of Wrms on the x-axis. The underlying distribution,
as predicted from Equation 3.34 and from Figure 3.12, is scaled to units of probability
(black dashed line) on the y-axis by scaling by the histogram’s bin width.
This predicted distribution is shown by the black dashed line in Figure 3.13, along
with the results of our simulations showing the distribution of the maximum values picked
(and scaled to yield a single-sided amplitude spectrum) after performing a 4096-point
FFT tens of thousands of times. A histogram was performed on all of the maximum
values picked, and was converted to a probability mass function by dividing by the total
number of occurrences, shown by the blue data points. The predicted distribution from
Equation 3.34 was converted into corresponding units of probability by multiplying the
density function by the bin width of the histogram. Note that although the shapes of
the distributions in Figures 3.12 and 3.13 are similar, the distribution of Figure 3.13 is
shifted away from zero as a result of picking the maximum value from each FFT. For these
simulations, we used N = 4096, m = 2047, and σSN = 80 nW. Also on this plot, we show
a possible threshold level such that the probability of the maximum value of the noise
reaching the threshold is once per week. That is, there is a very low probability that a
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noise event will trigger the threshold.
3.3.2 Case 2: Signal + Noise
We now analyze the situation where the photodetector output x(t) contains signal and
noise: x(t) = s(t) + n(t). As before, we assume shot noise is the dominant noise source
and is at a level of σSN = 80 nW. First we analyze the best-case scenario, when the beat
note frequency is in the measurement band and centered with respect to an FFT bin,
and there is no beam misalignment at either satellite. Simulations predict that the beat
note would have an amplitude (0-peak) of Ahet = 697 nW. In the bins containing noise
only, the statistics follow a Rayleigh distribution, as before, from Equation 3.34. In the
FFT bin containing the signal (at the heterodyne frequency), the statistics follow a Rician
distribution with probability density function:












where I0 is the zero-order modified Bessel function of the first kind [62]. For the single-
sided spectrum, the Rician parameter s is set by the RMS beat note amplitude, s = Ahet√
2
.
















































Figure 3.14: Spread in distributions between the three cases examined: blue trace: noise
only, green trace: signal + noise, each beam misaligned by 142 µrad, red trace: signal +
noise, beams optimally aligned.
The resulting probability density function of the maximum value picked fromm = N2 −1
bins, when there is signal and noise present on the detector, is
y2(x|s, b) = (m− 1) [F(x|b)]m−2 f(x|b)G(x|s, b) + [F(x|b)]m−1 g(x|s, b), (3.37)
where G(x|s, b) is the cumulative distribution function of a Rician distribution. This pre-
dicted distribution of the maximum value was evaluated numerically using Matlab when
N = 4096, m = 2047, σSN = 80 nW. For perfect beam alignment, Ahet = 697 nW and
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is shown by the far right trace and overlaid simulation results (in red) in Figure 3.14.
For reference and comparison, we have also plotted the distribution when the beams are
simultaneously misaligned by 142µrad on each satellite (along the 45◦ axis), giving a beat
note amplitude of 90 nW. This is shown by the middle trace (and simulation results, in
green). Again, in this scenario the beat note frequency is centered with respect to an FFT
bin.
We now examine what beat note amplitude is required if a particular false positive
and false negative probability are set. For example, let us consider the situation where
we set the probability of a false positive at once per minute, and set the probability of a
false negative at once per day during the commissioning scan (recall the consequence of a
false negative is much worse than a false positive). The appropriate threshold given these


















































Figure 3.15: Desired threshold if we set the probability of a false positive at once per
minute while simultaneously setting the probability of a false negative at once per day. To
meet this condition, the beat note produced from the commissioning sequence must have an
amplitude of at least Ahet = 22 nW. This could relax the maximum tolerable simultaneous
misalignment required in the commissioning from rwc = 142µrad to 182µrad.
The results from these simulations revealed that given these false positive/negative
rates, the required beat note amplitude is Ahet = 22 nW (dotted green trace of Figure 3.15).
This could relax the grid spacing required in the commissioning scan from 2rwc = 284µrad
to 364µrad (corresponding to a maximum simultaneous misalignment tolerated on each
satellite of rwc = 182µrad). If no other parameters changed except for this relaxed grid
spacing, the total commissioning time would be reduced from 6.3 hours to 3 hours.
3.3.3 More realistic scenario
Note that the improvement quoted above is overly optimistic, as the scenario examined
was when the beat note frequency was centered in an FFT bin. If the heterodyne frequency
is not matched to a center of a bin, in the frequency domain the beat note signal will spill
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into surrounding bins, even beyond the adjacent bins (as the beat note tone is convolved
with a sinc function for an un-windowed FFT, giving rise to oscillatory lobes in the leakage
in neighboring bins). During acquisition this will certainly be the case, as the beat note
frequency is unknown and varying, and is unlikely to be aligned with the FFT bin center.
If we re-run our simulations to include a random frequency offset from the bin center,
the histograms of the maximum amplitude values picked are spread quite significantly.
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Figure 3.16: Spread in distributions between the three cases examined previously when
the beat note frequency is not aligned to an FFT bin. Blue trace: noise only, green
trace: signal + noise, each beam misaligned by 182 µrad, red trace: signal + noise, beams
optimally aligned.
this spreading, it does appear that we could still relax the grid spacing slightly compared
to the baseline (although not as much as predicted from the results in Figure 3.15).
The spreading of the distribution due to the random position of the beat note inside
an FFT bin could be reduced by modifying the peak detection signal processing slightly.
One way to do this would be to apply a windowing function to the signal prior to the FFT.
Although this makes the signal amplitude more stable, it also increases the noise due to
coupling of noise from adjacent frequency bins. On average, windowing would be expected
to reduce the signal-to-noise ratio and thus is not desirable when the goal is simply peak
detection such as in the commissioning scan. However, in a high signal-to-noise environ-
ment, a more repeatable beat note amplitude would allow more accurate interpolation
between scan lines/FFT points, which may be an advantage for the reacquisition scan.
Although feasible, it may be undesirable to use two different signal processing algo-
rithms (un-windowed and windowed) for the commissioning and reacquisition scans. It is
possible to implement something akin to windowing on the output of the FFT by taking
the average of three FFT bins, the bin of maximum power as well as the bin on either
side. Just as for windowing, this captures any signal power that has leaked into adjacent
bins, and like windowing, incurs a noise penalty as the noise of all three bins enters the
measurement. One potential penalty of this approach compared to widowing prior to the
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FFT is a reduced frequency resolution, but this is not a driving requirement of the ac-
quisition strategy design. The advantage is that this alternative to windowing could be
performed after the fact, either on the ground or on the flight processor, without modifying
the FPGA algorithm.
Going forward, however, we implement the baseline strategy from §3.2 in our laboratory
experiment with the originally-discussed peak detection algorithm and a grid spacing
according to a maximum allowable simultaneous misalignment of rwc = 142µrad.
3.4 Chapter summary
An introduction to the challenge of laser link acquisition for GRACE Follow-On was
given. Simulation results were presented showing the expected signal strengths on each
satellite given various alignment conditions. The required carrier-to-noise-density ratio
for science operation was derived given assumptions of the noise and simulations of the
expected signal. A point-design of an acquisition strategy, developed by several collabo-
rators, was presented, along with a brief statistical analysis of signals propagated through
the proposed signal processing algorithms. For the assumed parameters of 3 pW of ef-
fective received power, consistent with a maximum allowable simultaneous misalignment
of rwc = 142µrad, and a 4096-point FFT-based signal detection algorithm, the beat note
signal can be unambiguously distinguished from noise.
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Chapter 4
Experimental demonstration of an
acquisition system
We designed and built an experiment to demonstrate the baseline acquisition strategy
from §3.2 and verify key simulation results. The experimental setup and hardware used
are presented in §4.1, and a characterization of several pertinent parameters are found in
§4.2. In §4.3 we experimentally demonstrate an acquisition system with GRACE Follow-
On-like parameters, and discuss the implications and suggested impovements in §4.4. This
point design and our experimental results were presented as the candidate acquisition ar-
chitecture at NASA’s Preliminary Design Review for the GRACE Follow-On laser ranging





































Figure 4.1: Simplified sketch of the experimental setup for the acquisition strategy tests,
showing the measurement concept and key hardware components.
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4.1 Experimental setup
The primary hardware components are described in this section. Additional standard
optical components used for polarization and stray light control are not discussed. A sim-
plified schematic of the experiment is shown in Figure 4.1. The experiment was designed to
capture the relevant characteristics of the GFO laser ranging instrument layout, consisting
of two “satellites,” each with the main hardware components listed in §2.2 (excluding the
Triple Mirror Assembly). A photo of the experiment as set up in the laboratory is shown
in Figure 4.2, with corresponding diagram sketched in Figure 4.3.
Figure 4.2: Photo showing our experimental setup in the laboratory.
4.1.1 Inter-satellite simulator
One challenge with experimentally testing the acquisition strategy in the laboratory is
simulating the relevant characteristics of the 200 km inter-satellite separation. Recall
from §3.1.4 that as the local steering mirror misaligns on GFO, the beat note amplitude
detected on both the local and distant satellites decreases (on the distant satellite due to
reduced power, and on the local satellite due to a reduction in contrast).
To mimic this in our setup, we used attenuation optics combined with fiber collima-
tors and polarization-maintaining optical fibers to send the beams between “satellites.”
This is labeled in Figure 4.1 as the inter-satellite simulator. Misalignments of the steering
mirror result in an attenuation of received power at the distant detector due to degraded
coupling into the fiber. This gives approximately the correct power drop as a function of
steering mirror misalignment without changing the mode shape at the distant detector.
The amount of attenuation was set to give the correct carrier-to-noise-density ratio, de-
scribed later in this chapter (§4.2.2). This idea was also utilized in our initial acquisition
tests which preceeded this experiment [63].
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Figure 4.3: Complete diagram of the acquisition experiment in the laboratory.
4.1.2 Laser parameters
The lasers used were free-space Non-Planar Ring Oscillator (NPRO) lasers with wave-
length λ = 1064 nm. Laser 1 was an Innolight Mephisto 200-OEM-NE-ETR, and laser
2 was a JDSU/Lightwave 126N-1064-700. As will be the case for GRACE Follow-On,
the laser light was fiber coupled into the experiment. The fiber coupling arrangement in
the laboratory is shown in Figure 4.4. Light from each laser was coupled into its respec-
tive single mode, polarization-maintaining optical fiber (Thorlabs P3-1064PM-FC) using a







Figure 4.4: Implementation for transforming beam into larger waist using fiber collimators
(Thorlabs F220APC into Thorlabs F810FC). Collimator images courtesy of Thorlabs.
significantly larger than beams typically used on bench top experiments. To achieve com-
parable beam sizes, we used Thorlabs F810FC-1064 collimators, which produced measured
beam waist radii of ∼ 2 mm. Many of the optical components — such as mirrors, beam
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splitters, and lenses used throughout the experiment — were large 2-inch optics, and were
used in the setup so as to provide plenty of range and avoid clipping when routing the
large beams through the interferometer.
4.1.3 Steering mirrors
The fast steering mirrors (FSM) utilize voice coil actuators to provide smooth 2-axis
(pitch & yaw) beam steering, made by Newport (FSM-300 series with FSM-CD300 Con-
troller/Driver). A picture of one of our units is shown in Figure 4.5a. The controller
reads out the mirror’s position (measured internally within the FSM head) and provides
fast closed-loop feedback to drive the mirror to the desired angle, with µrad resolution
and repeatability. The angular range and bandwidth of these commercial steering mirrors
(±26 mrad mechanical range, with driving frequencies up to 120 Hz for a 3 mrad command
amplitude) are similar to the flight steering mirrors [64].
The steering mirror’s angle is set using a control voltage applied to the x- and/or y-
axis BNC command input of the FSM-CD300 Controller/Driver. To change the yaw ψ
of the outgoing beam, a command signal is provided to the x-axis input of the steering
mirror controller to change the mirror’s mechanical angle, βx, about the x-axis (shown in
Figure 4.5b). Similarly, to change the pitch θ of the beam, a command is provided to the
controller’s y-axis βy. The yaw ψ and pitch θ angles of the deflected beam are related to








2 difference between pitch and yaw is non-obvious and is present for rotations in
three-dimensional geometries when reflecting off the steering mirror at 45◦.
(a) (b)
Figure 4.5: (a) Steering mirror by Newport Corporation® provides comparable speed and
range to the anticipated flight steering mirror. (b) The βx,y variables from Equation 4.1
correspond to rotations about the x and y axes, shown here [65]. Permission to use granted
by Newport Corporation. All rights reserved.
Newport’s user manual for the steering mirror states that a ±10 V command input
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applied to either axis would move the mirror over its full range in that axis, by ±26.2 mrad
(or ±1.5◦), and is also highly linear over this range. This would provide an optical deflec-
tion of 52.4 mrad in yaw and 37.1 mrad in pitch. To check this calibration, we recorded the
position of the deflected beam for various steering mirror drive commands using a Thor-







(FSM) ψ = 2βx
+βx
x = L tan(ψ)
≈ Lψ
Figure 4.6: Setup for calibrating the drive commands for the steering mirror. The position
of the beam on the profiler changes with misalignment angle. The diagram depicts the
offset on the beam profiler when misaligning in yaw (top-down view).
concept is illustrated in Figure 4.6, depicting a top-down view when misaligning in yaw.
The offset in x on the profiler will be x = L tan(2βx) ≈ 2Lβx for small βx. Similarly, the




2 βy. This predicted response is plotted in Figure 4.8 (dashed black lines).
We measured the position of the beam on the profiler area using the accompanying
Thorlabs Beam 4.0 beam profiler software, set to average over 5 frames. We measured
Figure 4.7: Screenshot of the Thorlabs Beam 4.0 beam profiler software interface while
calibrating the steering mirror response. For small steering mirror command angles, the
centroid position (green trace) and peak position (yellow trace) estimates are the same.
As the steering mirror misalignment increases the peak position estimate should be used.
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at 1 mrad command intervals over ±6 mrad when misaligning in both βx and βy. The
software provides the x, y coordinates of both the centroid position and the peak position
of the beam on the profiler area. Both measurements are in agreement when the beam
is well-centered on the profiler. However, when the beam is steered toward the edge
of the profiler area, the centroid position measurements (calculated in the software by
fitting a Gaussian-distributed intensity profile to the data) become less accurate as the
estimates are biased toward the center of the profiler due to clipping, as shown in Figure
4.7. Thus, the peak position measurements (which display the location of the pixel of
highest intensity) were recorded and analyzed.
The results of these calibration measurements are shown in Figure 4.8. The measured
optical deflection was significantly less than expected in both pitch and yaw given the
Newport specification of 10 V26.2 mrad . However, our results show that the optical deflection is
linear with command angle, and the results for both steering mirror 1 and 2 are consistent.
The response in yaw was 62% of the expected value, while the response in pitch was 65-66%
of the expected value. Note that if the beam profiler area wasn’t perfectly perpendicular to
the optical axis, steering in one axis would result in beam walk in the other axis. However,
this was not examined further as the response for each steering mirror was nearly identical
even with the beam profiler having been moved and independently aligned to the optical
axis for each set of measurements.





















Expected, x ≈ βx
FSM 1 data
FSM 1 fit, x = 0.62βx
FSM 2 data
FSM 2 fit, x = 0.62βx
(a) Steering in yaw.






















Expected, y ≈ 0.71βy
FSM 2 fit, y = 0.46βy
FSM 1 data
FSM 1 fit, y = 0.47βy
FSM 2 data
(b) Steering in pitch.
Figure 4.8: Measurements of beam position on the profiler as function of steering mirror
angle when steering in yaw (a) or pitch (b). The beam is deflected by 60-70% of the
expected value based on the Newport calibration of command voltage to steering mirror
angle.
In these measurements, we provided the command signals to drive the steering mirrors
using digital-to-analog converter (DAC) channels from a National Instruments 7852R field
programmable gate array (FPGA), with the hardware in the same configuration when
commanding the steering mirror in the acquisition demonstration. This way any effects, for
example, from impedance mismatch between the DAC and the steering mirror controller
would be common to both setups. To be sure that the source of the discrepancy between
our calibration results and Newport’s specification wasn’t the result of our DAC being
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current limited, we monitored the readout of the position angle sensor (included in the
steering mirror head) when providing different steering commands from the DAC. This
sensor measures the angle of the mirror with respect to the support frame, and can be read
out using the Position Output pins on the 25-pin I/O connector of the controller box’s
front panel. Newport states that 10 V at the sensor output corresponds to a 26.2 mrad
mirror deflection, as in the case for the input commands. Figure 4.9 shows the measured





























] Expected, y = x
FSM readout of βx
Fit of βx readout, y = 0.96x-0.073
FSM readout of βy
Fit of βy readout, y = 0.95x-0.065
(a) FSM 1.





























] Expected, y = x
FSM readout of βx
Fit of βx readout, y = 0.96x-0.071
FSM readout of βy
Fit of βy readout, y = 0.95x-0.065
(b) FSM 2.
Figure 4.9: Measurements of the fast steering mirror’s mechanical angle (using the readout
from the position angle sensors within the FSM head) versus the input command from our
ADC channels. Note that the traces of our expected response include a small y-offset to
account for the DC offset on its DAC channel. As the response follows the input command
but does not match the measured optical deflection, we disregard Newport’s calibration
of input command to mechanical angle and use our results from Figure 4.8.
readout in volts from the position sensors (in the steering mirror head) versus the input
command voltages from the DAC. As the position transducer measurements match the
input drive voltage to within 5%, we disregard Newport’s calibration and use the response
measured from our beam profiler setup instead.
The output voltage from our FPGA’s DAC is commanded digitally using a signed,
16-bit integer representation (I16). To steer the beam by the desired amount in ψ and θ,
appropriate scaling factors must be applied to produce the required drive commands Dx,
Dy on the FPGA:







0.62424 · 26.2 [mrad] ,







0.6623 · 26.2 [mrad] .
(4.2)
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This becomes approximately
Dx [I16 counts] = ψ [mrad] · 1002 [I16 counts]
1 [mrad]
,




We use these equations as the calibration for any measurements when using the steering
mirrors and DAC setup.
4.1.4 Interference & signal detection
Referring back to Figure 4.1, after reflecting off the steering mirror the local beam is
directed to its interference beam splitter, where half of the power is directed toward the
other “satellite” by transmitting through the beam splitter. The remaining light reflected
at the beam splitter acts as a local oscillator (LO) and interferes with the incoming light
from the distant satellite, and together pass through the imaging optics. Note on GFO,
the majority of the light will be reflected toward the distant spacecraft, and only a small
fraction (less than 5%) will be transmitted to the photodetector.
We used two lenses (f = 300 mm & f = 50 mm) on each satellite to mimic the GFO
telescope. Recall the telescope images the steering mirror plane onto the detector. Each
QPD case (housing the quadrant photodiode and detector electronics) was mounted on a
3-axis translation stage, and we fine-tuned its position in the direction along the optical
axis to where the tilt-to-offset coupling was minimized through the telescope.
The quadrant photodetectors were built in-house, each using an InGaAs quadrant
photodiode with 1 mm active area diameter (OSI FCI-InGaAs-Q1000). These detectors
had bandwidths of 150 MHz (more than sufficient than is needed for GFO, as they were
originally designed for a different purpose). The detector response is shown in Figure
4.10. In these measurements, the RF output of one of the quadrants of PD1 was mea-
sured on a spectrum analyzer (Agilent E4408B), and the maximum value of the beat note
was recorded (using the max hold function) while the beat note frequency was swept by
changing the crystal temperature of the Lightwave laser.




















Figure 4.10: Photodetector response as the beat note frequency is swept, taken by moni-
toring the RF output of one quadrant on a spectrum analyzer using its max hold function.
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4.2 Characterization
There are several important characteristics of the GFO spacecraft environment that we
aimed to match in the laboratory demonstration: shot noise-limited performance, carrier-
to-noise-density ratios, beat note amplitude degradation as a function of steering mirror
misalignment, and representative signal processing. This section describes the characteri-
zation of our test bed parameters.
4.2.1 Shot noise-limited performance
The electronic noise of our photodetectors (about 16 pW/
√
Hz per quadrant for frequencies
up to 25 MHz) was slightly higher than the level anticipated for GFO (see Table 4.1). To
Quantity Anticipated GFO Value
(per quadrant)
Local oscillator power 162 µW
Optical shot noise 8 pW/
√
Hz
Photodetector electronic noise 7 pW/
√
Hz
Relative intensity noise 5 pW/
√
Hz
Table 4.1: Select parameters anticipated for GRACE Follow-On. The values here are
converted to units of optical power from Table 3.2.
compensate, we increased the LO power on each detector so that shot noise dominated
dark noise in the photodetector output. Note that increasing the LO power does not affect
the carrier-to-(shot) noise ratio. Figure 4.11 shows that the resulting shot noise power
measured on quadrant A of each detector is greater than the photodetector electronic
noise power. These plots were obtained by dividing a measurement of the total noise
power by a measurement of just the detector noise power, such that












The 3 dB line denotes where shot noise and electronic noise are equal (again we ignore
frequencies below 5 MHz as RIN dominates). The other quadrants were similarly adjusted
to ensure shot noise was dominant. This corresponded to ∼600 µW of LO power per
quadrant. Low noise amplifiers (Mini-Circuits ZFL-500LN) were used to amplify the
analog signals from each photodetector quadrant before being digitized by the analog-to-
digital converters (ADC), rendering ADC noise negligible.
Figure 4.12 shows the various noise contributions on quadrant A of each detector, from
which the traces in Figure 4.11 were extracted. Notice that the amplifier and spectrum
analyzer noise floors make negligible contributions to the photodetector and total noise
measurements. The other quadrants of each detector had similar noise levels.
4.2.2 Carrier-to-noise-density ratios
As discussed in §3.1.4, each quadrant of the photodiode must have at least 3 pW of
effective received power to ensure reliable phasemeter operation, giving a carrier-to-noise-
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Figure 4.11: Shot noise + RIN level relative to photodetector electronic noise for quadrant
A of each detector. Blue trace: detector 1; cyan trace: detector 2. The 3 dB line denotes
where shot noise and electronic noise are equal.
density ratio C/N0 of 67.5 dB-Hz per quadrant [59]. Recall simulations predicted that
we can tolerate a maximum simultaneous misalignment of each steering mirror of up to
rwc = 142µrad and still meet the minimum C/N0 requirement per quadrant.
To achieve representative signal power in the experiment, we set the carrier-to-noise-
density ratio on any quadrant to a maximum value of 67.5 dB-Hz or less when both steering
mirrors were misaligned by 142 µrad. This was done by adding attenuation optics and
adjusting a variable neutral density filter wheel in the distant satellite’s beam path (in each
“inter-satellite simulator” of Figure 4.1) until a low enough value was reached. The exact
C/N0 value depends on the direction of the misalignment and which quadrant is viewed.
For example, when both steering mirrors are misaligned by 142 µrad in yaw, the carrier-
to-noise-density ratios on each quadrant ranged from 63–66.2 dB-Hz on detector 1 and
63.2–67.4 dB-Hz on detector 2. As the beat note degrades most quickly when misaligned
along the 45o axis, we set the signal power when misaligned in the x- or y-only directions to
ensure that the C/N0 would always be below 67.5 dB-Hz on any quadrant when misaligned
by 142 µrad in any combination of pitch or yaw. We set the values to always give us the
worst case scenario because if the peak detection algorithm can reliably find a beat note
during the commissioning scan with these lower carrier-to-noise-density ratios used in our
test bed, then the stronger signals expected on GFO will be comfortably found.
The carrier-to-noise-density measurements were taken using a spectrum analyzer with
a resolution bandwidth of 100 kHz when the lasers were phase-locked to give a beat note
frequency of ∼ 12 MHz. However, as only one quadrant could be viewed at a time on
the spectrum analyzer, we programmed the FPGA (used for the acquisition digital signal
processing and data acquisition in the experiment) to simultaneously monitor the beat
note amplitude of each quadrant. The algorithm for the beat note amplitude extraction is
described in §4.2.3. The resulting carrier-to-noise-density ratio was found by calculating
the carrier power (from the measured beat note amplitude) and comparing it with the
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(a) Detector 1, quadrant A.























(b) Detector 2, quadrant A.
Figure 4.12: Noise measurements on each detector. Green traces: detector noise; red
traces: shot noise + RIN + detector noise. For reference we have also included
the spectrum analyzer noise floor (black traces) and the amplifier + spectrum
analyzer noise (blue traces).
noise density measured on the spectrum analyzer. For verification of this approach, the
C/N0 of quadrant A of each detector was measured exclusively on the spectrum analyzer,
and were in good agreement with the FPGA measurements. The measurements are listed
in Table 4.2. For comparison, we have also included the measured C/N0 when the steering
mirrors were at their best alignment point (αlo = αsig = 0). The values ranged from
71–71.5 dB-Hz on detector 1 and from 72.2–73.4 dB-Hz on detector 2. On GFO, if both
the local and signal beams were perfectly aligned, the carrier-to-noise-density would be
79.6 dB-Hz per quadrant, comfortably higher than the conservative C/N0 present in the
laboratory tests.
αlo = 0, Spectrum Analyzer αlo = 142µrad in +X, Spectrum Analyzer
Quadrant αsig = 0 verification αsig = 142µrad in +X verification
(dB-Hz) (dB-Hz) (dB-Hz) (dB-Hz)
QPD 1A 71.4 71.2 66.2 66.2
QPD 1B 71.4 – 63.6 –
QPD 1C 71.5 – 65.8 –
QPD 1D 71.0 – 63.0 –
QPD 2A 72.5 72 67.3 66.9
QPD 2B 72.8 – 63.8 –
QPD 2C 73.4 – 67.4 –
QPD 2D 72.2 – 63.2 –
Table 4.2: Measured C/N0 on each quadrant for both detectors. Note all values are less
than 67.5 dB-Hz.
4.2.3 Beat note amplitude degradation with misalignment
To measure the beat note amplitude degradation as a function of misalignment, the FPGA
was programmed to simultaneously monitor the amplitudes of the heterodyne beat notes
on each quadrant. In §3.1.4 we predicted how the amplitude will degrade on GRACE
Follow-On. Recall from Equation 2.3 that the resulting optical power when two fields are
interfered is
P = Plo + Psig + 2
√
ηPloPsig cos(ωhett+ φ). (4.6)
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The term of interest is again the amplitude of the beat note. To extract the beat note
amplitude from the detector’s photocurrent, the RF output of each quadrant was digitized
by an ADC and passed to the FPGA for more processing. The measurement concept is
as follows:
• Offset phase-lock the lasers so the beat note frequency ωhet is fixed to a desired
value.
• Sample and digitize the signal at a rate at least two times greater than the heterodyne
frequency.
• Perform an in-phase / quadrature demodulation—mix the digitized photodetector
signals with digitally generated sinusoids at same frequency.
• Low pass filter signal to get rid of 2ωhet term by averaging with a sum-&-dump filter.
• Combine the in-phase and quadrature components according to
√
I2 +Q2 to get a
value proportional to the beat note amplitude.
• Apply appropriate scaling factors to recover the beat note amplitude in volts.
The phase-locking was set up to feed back to the Lightwave laser. A dedicated, single
element photodetector was installed upstream (labeled phase-locking PD in Figure 4.3)
and was exclusively used to monitor the beat note frequency. A small fraction of each
beam was picked off before the acquisition setup, so experimental effects (such as steering
mirror misalignments) did not couple into this readout.
The AC output of each quadrant of the photodetector was digitized by an ADC running
at fs = 50 MHz. We used a National Instruments 5752 adapter module with multiple
ADC channels that were synchronized so each channel was sampled at the same time1.
As there were 8 quadrants, 8 ADC channels were used and passed directly to the FPGA
also running at 50 MHz and synchronized with the ADC clocks.
The FPGA (National Instruments 7966R) was programmed so that the signals from
each ADC had a dedicated signal processing channel. We also added two additional signal
processing channels which comprised the sum of the 4 quadrants from each detector. The
FPGA channels were as follows:
Channel Description Channel Description
1 Detector 1, quadrant A 5 Detector 2, quadrant A
2 Detector 1, quadrant B 6 Detector 2, quadrant B
3 Detector 1, quadrant C 7 Detector 2, quadrant C
4 Detector 1, quadrant D 8 Detector 2, quadrant D
9 Detector 1, sum of 4 quadrants 10 Detector 2, sum of 4 quadrants
An in-phase/quadrature (I/Q) demodulation was implemented which multiplied each
FPGA channel by two electronically generated sinusoids of the same frequency but 90◦
out of phase with each other. The digitally-generated sinusoids were made using look-up
table memory on the FPGA, implemented as a numerically controlled oscillator with a
fixed amplitude and frequency.
1Note that the phase-locking was also implemented digitally, but on a different FPGA (NI 7854R) with
a separate ADC assembled in-house using a Maxim evaluation board.
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The AC signal on each quadrant has a form resembling A sin(ωhett + φ), where we
have a sinusoid with amplitude A and phase φ oscillating at the heterodyne frequency
ωhet. The I component is calculated by multiplying the input signal by B cos(ωt). The Q
component is calculated by multiplying the input signal by B sin(ωt).
I = A sin(ωhett+ φ) ·B cos(ωt), (4.7)
Q = A sin(ωhett+ φ) ·B sin(ωt). (4.8)
The I/Q demodulation stage can be thought of as a single bin discrete Fourier transform
(DFT) algorithm. By matching the electronically generated sinusoid’s frequency ω to the
offset-locking frequency ωhet, we fix the signal at the center of this DFT bin. Thus we set
the ω = ωhet, and obtain







AB sin(2ωhett+ φ), (4.10)






AB cos(2ωhett+ φ). (4.12)
The 2ωhett terms are removed by low-pass filtering the I and Q components using a
sum-&-dump filter also implemented on the FPGA. This filter sums over G samples to
give a new value at a reduced output rate of fs/G. This sum-&-dump filter is conceptually
similar to performing a mean, except without normalizing by the total number of samples.
Thus the filter has a gain of G equal to the number of samples used in the sum. The first










The final part of the signal processing chain combines the filtered I and Q terms to



























The amplitude B of our digitally-generated sinusoids was set on the FPGA to the max-
imum value permitted by an I16 number. We set G = 5 × 105 samples. To convert the
value of A from FPGA counts into volts, we used our measured ADC conversion factor of
56.3µV
1 FPGA count [I16]
.
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The beat note amplitudes of the ten FPGA channels were simultaneously recorded.
We phase-locked the lasers to fix the beat note at ∼ 12 MHz for these characterization
measurements. In Figure 4.13, we show the measured beat note amplitude of the sum
of 4 quadrants on each detector when misaligning its local beam by up to 500 µrad in
various pitch and yaw combinations. We normalize the response so that the point of
highest amplitude gives the beat note amplitude a value of 1. In this configuration, the
distant steering mirror is kept fixed. Recall for local beam misalignment, the beat note
amplitude is degraded due to tilt between the two wavefronts. In subplots (a) and (c)
the experimental data points are overlaid on the normalized beat note amplitude peak
expected for GFO predicted in Chapter 3. Subplots (b) and (d) show a contour plot of
the experimental data for better viewing of specific pitch and yaw misalignments.
























(b) Sum of 4 quadrants of QPD 1 when mis-
aligning FSM 1.




























(d) Sum of 4 quadrants of QPD 2 when mis-
aligning FSM 2.
Figure 4.13: Beat note amplitude versus local steering mirror misalignment with no distant
beam misalignment.
In Figure 4.14, we plot results of the beat note amplitude of the sum of the four
quadrants on each detector when misaligning only the distant beam on either satellite
while keeping the local steering mirror fixed. Again we normalize so at point of highest
C/N0, the beat note amplitude equals 1. Recall that for distant beam misalignment, the
beat note amplitude is reduced due to less received power.
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(b) Sum of 4 quadrants of QPD 2 when mis-
aligning FSM 1.




























(d) Sum of 4 quadrants of QPD 1 when mis-
aligning FSM 2.
Figure 4.14: Beat note amplitude versus distant steering mirror misalignment when local
beam alignment stays fixed.
Correspondence with GFO is not perfect due to several effects. The dominant effect
is due to the collimators producing beams with slightly smaller waist sizes, resulting in
the broader peaks in Figures 4.13 & 4.14. A second difference that affects the beat note
amplitude as a function of local beam tilt is the slight difference in beam profiles. On GFO,
the local beam will have a Gaussian wavefront, whereas the beam from the distant satellite
will have a flat-top profile (apertured from a spherical wavefront). In our experiment, both
the local and distant beams had Gaussian wavefronts, which results in a slightly modified
beat note amplitude response.
However, this discrepancy between our experiment and the anticipated GFO beat
note amplitude response is allowed by the fact that we set the C/N0 to be less than or
equal to the GFO requirement within the 142 µrad misalignment cone. This means we
do not run the risk of detecting signals unfairly while performing the acquisition scans.
Given our slightly broader beam divergence, this means that the C/N0 in the experiment
is significantly worse than the GFO levels for better aligned cases. This nuance is not
apparent from Figures 4.13 and 4.14, where each peak has been independently scaled to
equal one for zero misalignment to better illustrate the discrepancy in beam divergence.
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4.2.4 Representative signal processing
We have now characterized the experiment and have made the optical setup representative
of GFO. The final step was to program the FPGA with the steering mirror scan patterns
and algorithm needed to test the acquisition strategy. As mentioned previously, our digital
system for the characterization was implemented in real-time on a National Instruments
(NI) platform using LabVIEW, and was used for the full acquisition demonstration. This
LabVIEW signal processing could potentially be translated to the flight platform, following
the model successfully used for the phasemeter development. We used an NI FlexRio PXIe-
7966R FPGA with a 5752 adapter module, as before, housed in an express chassis with a
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Figure 4.15: Signal processing for the commissioning and reacquisition scans implemented
in our experiment. Operations in the large rectangular box were performed on an FPGA.
Figure 4.15 shows a schematic of the signal processing hardware as well as a block
diagram of the acquisition algorithm implemented on the FPGA used in the commissioning
and reacquisition scans, and is comparable to the signal processing hardware to be used
for flight. The 8 QPD channels were digitized at 50 × 106 samples/second and passed
to the FPGA running at 50 MHz (slightly higher than the 38 MHz sampling frequency
planned for GFO). A 4096-point FFT was performed on the sum of the four quadrants of
each detector. The real and imaginary terms were squared and added, giving an effective
output rate of one complete FFT every 50 MHz/4096 = 12.2 kHz. The maximum value
and corresponding bin of each FFT was chosen (after rejecting noisy bins in a bin veto
stage), along with the βx and βy steering mirror commands. There is a fixed processing
latency for the FFT on the FPGA—along with the other processing delays—that were
taken into account when saving the corresponding steering mirror commands (about 2.9
ms).
4.2.5 Differences between the experiment and GFO
Aside from the difference between the beat note amplitude degradation with misalignment,
there were a few other differences between our laboratory experiment and the GFO scenario
worth mentioning.
One main complication in our experiment was the use of polarizing optics. As our
inter-satellite simulator used fiber collimators and polarization-maintaining optical fibers,
it was important to optimize the polarization state of the beams into the fibers to minimize
power fluctuations due to temperature changes or mechanical stresses (e.g. in the fiber
connectors). Polarcor linear polarizers (Newport 05P309AR.16) with high extinction ratios
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were placed before each detector so only the interference between beams in the desired
polarization axis would be detected. These additions drastically improved the long-term
stability of the measured beat note amplitudes.
Our signal processing was representative but the hardware implementation will be
somewhat different on GRACE Follow-On. In our experiment the signal processing
streams for each detector happened in parallel on the same FPGA. On GFO, two sep-
arate FPGAs will be running concurrently (one on each satellite). Another difference
in our setup worth noting is that our primary FPGA (7966R) running the acquisition
algorithms only had analog inputs and did not have any any DAC channels. Thus, all
signals sent to the steering mirror controllers had to be sent via the DAC channels from a
different FPGA (NI 7852R) housed in the same chassis. The 7852R was synchronized to
the 7966R over the chassis’ backplane, triggered to provide synchronization to within one
50 MHz loop iteration. The triggering worked seamlessly, as if the DAC channels were
connected directly to the 7966R FPGA. Note also that the phase-locking FPGA used for
the characterization measurements was not used regularly during tests of acquisition; both
lasers were free-running except when otherwise specified.
Although the photodetector bandwidths were larger in the experiment than planned for
GFO, the ADCs sampled at 50 MHz and had anti-alias filters built in so higher frequencies
would be removed. Also, we set our bin veto to ignore all bins greater than 19 MHz for cor-
respondence with GFO’s Nyquist frequency, thus mimicking the measurement bandwidth
(with slightly modified FFT bin width).
4.2.6 Statistics of time domain data
Our final characterization measurements were to compare the statistics of our optical
system with our simulations from §3.3. We programmed the FPGA to save short but
continuous snippets of time domain data (0.1 seconds of the raw, digitized 50 MHz data).
This is normally what would be passed to the FFT and the rest of the signal processing
chain. Saving the raw time domain data under different conditions allows us to build up
statistics of the experiment to verify that the assumptions made in our simulations were
legitimate, while giving us the flexibility of changing the bin vetoing in post-processing.
The digitized time domain data was saved for the 4-quadrant sums of each detector in
the following 3 configurations:
1. ADC noise floor: Photodetectors switched off, and no optical signals on the pho-
todetectors (both beams blocked).
2. Photodetector electronic noise: Photodetectors powered on, but no optical sig-
nals on the photodetectors (both beams blocked).
3. Local beams on each detector: Signal beams blocked, and only the local oscil-
lator beam illuminating each detector. This shows levels of RIN and shot noise.
The data from each scenario was analyzed in Matlab and is presented here. First, we
divided each run into sections of N = 4096 points and took an FFT of each section.
Averaging several FFTs allows us to see the underlying noise level for each of the 3 scenarios
listed above. Note in this case, we did not veto any frequency bins, just averaged the power
of the corresponding bins of the FFTs in post-processing to look at the average noise in
each bin. Appropriate scaling factors were then applied to yield the averaged amplitude
spectral densities, in units of V/
√
Hz. These results are shown in Figure 4.16 and we plot
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Averaged amplitude spectral density
ADC noise floor
 detector noise
 RIN & shot noise
(a) Noise on channels related to detector 1.
















Averaged amplitude spectral density
ADC noise floor
 detector noise
 RIN & shot noise
(b) Noise on channels related to detector 2.
Figure 4.16: Noise levels in experiment, measured by averaging the power of several spectra
and scaling to give an amplitude spectral density.
a section of the averaged spectral density data to examine the noise at low frequencies.
We see that the relative intensity noise of our lasers was larger in our experiment than
expected for GRACE Follow-On due to the increased local oscillator powers needed to
overcome our noisier detectors. As this pushed the RIN-to-shot-noise crossover to higher
frequencies, we subsequently set the vetoing in our acquisition runs to reject all bins below
7 MHz. For GFO the value of the lower frequency bin veto will likely be around 4 MHz.
For further comparison with simulation, we saved raw data in the full interferomet-
ric configuration when we had both beams on the detectors with different misalignment
conditions. The two signal + noise scenarios saved were:
1. Beat note present, 142 µrad simultaneous misalignment: Each beam mis-
aligned by 142 µrad along 45o axis.
2. Beat note present, no misalignment: Both beams at their best alignment point.
We first saved data in these configurations when the lasers were phase-locked to the center
of an FFT bin. The full signal processing chain was applied in Matlab, with the bin veto
set to reject all bins outside 7-19 MHz. A histogram of the maximum values chosen from
every amplitude spectrum was taken and scaled to give the probability of occurrence, just
as in the simulations from §3.3.2. The results are shown in Figure 4.17, along with the
distribution of the noise when no beat note signal is present (scenario 3 from the noise-only
configuration runs).
Comparing with the simulation results from Figure 3.14, we see that our distributions
containing signal plus noise are significantly closer to the noise only distributions. Where in
simulations there was an order of magnitude between the centers of the distributions for the
noise only and signal plus noise case (for the 142µrad simultaneous misalignment scenario),
this is reduced by up to half in the experiment. This compression of the distributions is to
be expected, given the increased noise at low frequencies2 in addition to setting the C/N0
levels conservatively.
We saved the signal plus noise tests again, now with the phase-locking off and the
lasers free-running. Recall the effect on the distribution from the Figure 3.16 simulations,
2Even though we rejected bins below 7 MHz, we still see from Figure 4.16 that the noise is not flat
above this lower cutoff frequency. This biases the statistics of the maximum value picked, pushing the







































Histogram of max amplitude value of the amplitude spectrum
noise only
signal + noise:



















































(b) Signals and noise on detector 2.
Figure 4.17: Spread in distributions between the three cases examined when the lasers
were phase-locked so the beat note frequency was centered within an FFT bin. Blue
trace: noise only, green trace: signal + noise, each beam misaligned by 142 µrad, red
trace: signal + noise, beams optimally aligned.
due to the position of the beat note being random with respect to the FFT bin centers.






































Histogram of max amplitude value of the amplitude spectrum
noise only
signal + noise:



















































(b) Signals and noise on detector 2.
Figure 4.18: Spread in distributions between the three cases examined when both lasers
were free-running. Blue trace: noise only, green trace: signal + noise, each beam mis-
aligned by 142 µrad, red trace: signal + noise, beams optimally aligned.
the same spreading in the signal distributions as predicted by simulation. Again, the
separation between distributions is compressed.
Summarizing, the results of the runs presented in this section again confirm that
our experiment has more conservative (i.e. lower) carrier-to-noise-density levels than the
GRACE Follow-On values.
4.3 Results
After carefully characterizing the experiment and matching the key parameters to make
it representative of GFO, we carried out tests of the acquisition strategy. We ran several
trials to test the commissioning and reacquisition scans under different conditions.
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4.3.1 Commissioning scans
We performed many commissioning scans testing the baseline’s Ruc = 3 mrad uncertainty
cone. Steering mirror 1 (FSM1 in Figure 4.1) was driven with a Lissajous figure (x-axis
frequency of 99.74 Hz, y-axis frequency of 2.77 Hz). A complete scan at these frequencies
takes 0.36 seconds. The other steering mirror (FSM2) was driven with a hexagonal scan,
starting in the center of the uncertainty cone and spiraling outwards. The steering mirror
dwelt at each hexagonal scan point for 0.36 seconds (time matched to allow FSM1 to
complete an entire scan), before moving to the next scan point. To cover the ±3 mrad
uncertainty cone with rwc = 142µrad density, 595 points are required in the hexagonal
pattern. Both scan patterns are shown in Figure 4.19. The total time to complete every






















(a) Lissajous scan on FSM 1.



















(b) Hexagonal scan on FSM 2.
Figure 4.19: Scan patterns on each steering mirror during the commissioning scan.
combination of spatial scan points in the commissioning scan thus takes ∼ 215 seconds.
The entire sequence will be repeated as the slave laser’s frequency is swept until the entire
frequency uncertainty range has been covered. Depending on the rate at which the laser’s
frequency is swept on GRACE Follow-On, the spatial scan sequence could need to be
repeated up to 150 times to cover the func = ±1 GHz uncertainty, resulting in a total
commissioning time of 9 hours.
As before, we vetoed all FFT frequency bins outside of 7-19 MHz. We excluded the
bins above 19 MHz as this will likely be the bandwidth limit for the GFO analog chain. We
excluded bins below 7 MHz to avoid excess relative laser intensity noise at low frequencies.
In Figures 4.20 and 4.21 we present data taken during one of the commissioning scans.
For these runs, we intentionally selected the worst-case alignment scenario, setting angular
misalignments to put the point of highest C/N0 in between the Lissajous scan tracks of
FSM1 and equidistant from three adjoining scan points in the hexagonal scan pattern.
Note that for a Lissajous the largest separation of scan tracks happens near the center.




































































(b) Results from PD2 versus FSM2 angle.
Figure 4.20: Results from a worst-case scenario commissioning test where points of highest
C/N0 are offset from the scan tracks. Both steering mirrors cover the Ruc = 3 mrad
uncertainty cone with rwc = 142µrad resolution, with a Lissajous scan on FSM1 and a
hexagonal pattern on FSM2.
In Figure 4.20, the square of the maximum FFT amplitude from each detector is
plotted versus the beam deflection angle (due to the local steering mirror) as the sequence
sweeps through the closest alignment point. During these runs, we swept the frequency
of laser 1 at 88 kHz/s (laser 2 was also free running but not swept). Even in this run
where these conditions will give us the lowest C/N0, the signal can be clearly seen in the
FFT peak algorithm output of both detectors, demonstrating unambiguous detection and
a successful commissioning run.
The corresponding raw time domain data is shown in Figure 4.21. We show a section
of data covering an entire spatial scan, where the beat note frequency has been swept into
the detection band and the uncertainties in all 5 degrees of freedom are found.



























Figure 4.21: A section of raw data saved during a commissioning scan showing the maxi-
mum amplitude picked for each FFT as a function of time, when the beat note frequency
has come into the detection band and the alignment points are found.
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Laser frequency ramp
The slave laser’s frequency should be swept at a rate so that during a complete spatial
scan the beat note frequency will be within the range of the accepted bins (after the veto),
illustrated in Figure 4.22. If the sweep rate is set such that
sweep rate =
fhigh cutoff − flow cutoff [Hz]
tspatial scan [s]
, (4.19)
the commissioning scan should find the beat note twice—when the relative beat note













Figure 4.22: Illustration showing the usable bins (after the bin veto) when the beat note
frequency is being swept into the detection band.
In our experiment, the PZT calibration3 for the Innolight’s laser was 2.5 MHz for 1 V.
Due to our bin vetoing (where we only kept frequencies between 7-19 MHz), we did several
runs where the beat note sweep rate was set to 56 kHz/s. This corresponded to a drive
signal of 22.4 mV/s, which we provided using a signal generator applied to the PZT input
with 10 Vpp ramp at 1.12 mHz.
In a less conservative approach, we increased the sweep rate so that it was only guaran-
teed to be in band once (thus only being detected at either positive or negative frequencies,
instead of at both). This significantly reduces the total time for commissioning.
However, a big worry for GRACE Follow-On is the slow frequency drift of the free-
running laser during the commissioning scan (an effect due to laser frequency noise), which
could result in the laser link never being acquired if the drift rate of the flight laser is too
high. Measurements of the frequency noise of the flight laser will be needed to rule out
this possibility, but initial analyses [60] suggest that this scenario is very unlikely.
Group delay effects
For the results in Figure 4.20a, the group delay of the steering mirror had to be taken
into account. This is because we are only recording the command signal to the steering
mirror (and not the steering mirror’s actual response). There is a mechanical limit to
3We ramped the beat note frequency of our laser by applying a voltage to the PZT input, as we were not
tuning over the full range func = ±1 GHz. GFO will likely cover the range by changing the temperature
of the crystal and not using the PZT.
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how fast the mirror can move; there is an amplitude versus frequency envelope where it
can respond. Higher driving amplitudes result in a larger group delay effect for a given
frequency.
As the x-axis of the Lissajous was driven close to the maximum speed at which the
steering mirror can respond, this is the axis where the group delay effects are most ap-
parent. If we were to provide the same drive amplitude but reduce the frequency, the
group delay effects would be negligible—as in the Lissajous’ y axis and in both axes of the
Hexagonal scan. In Figure 4.23b, the group delay was removed in post-processing, where
the drive signals were shifted in Matlab (using the circshift command) to account for the
mirror’s mechanical response. The uncorrected data is shown in Figure 4.23a. On GRACE
Follow-On, the steering mirror’s position will be recorded using high-speed sensors so this
step will not be needed.





















































Figure 4.23: Group delay removed in post-processing. The raw data is shown in (a), and
the data corrected in Matlab is shown in (b).
Final remarks
The commissioning scan tests gave an unambiguous detection in 100% of our runs, even
when the worst-case scenarios were mimicked.
4.3.2 Reacquisition scans
As introduced previously, a fast reacquisition scan may be performed on GFO after the
commissioning scan to optimize the pointing before transitioning to differential wavefront
sensing-based auto alignment. One option for the reacquisition is a quick scan with re-
duced angular coverage. In our reacquisition tests, the peak detection algorithm remained
the same but the amplitude of each scan was reduced to ± 300µrad. With Ruc = 300µrad,
the Lissajous pattern still takes 0.36 seconds to complete (as the driving frequencies re-
mained unchanged), but the resolution of the scan becomes much finer (rwc = 14µrad).
As our scan coordinates were implemented in look-up tables in FPGA memory, changing
the rwc resolution of the hexagonal scan would have required a different FPGA compile
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(b)
Figure 4.24: Results from a reacquisition scan, with Ruc = 300 µrad. The Lissajous
scan on FSM1 now has rwc = 14 µrad resolution, while the hexagonal scan on FSM2 has
rwc = 142 µrad as before (but with fewer scan points compared to the commissioning
scan).
with modified scan coordinates. We wanted to use the same signal processing chain im-
plemented for the commissioning scan, so we scanned over the first 19 points (of the 595
needed for Ruc = 3 mrad) in the hexagonal pattern to cover 300 µrad whilst the resolution
remained at rwc = 142µrad. The total time to complete the reacquisition scan took 7
seconds.
The results of the reacquisition scan are presented in Figure 4.24. Again we plot the
square of the maximum FFT amplitude versus the steering mirror angles. Both lasers
were free-running (this time, we did not sweep the slave laser’s frequency). We vetoed
the FFT frequency bins as before, only keeping the bins between 7-19 MHz. Comparing
Figure 4.24a with the corresponding results from the commissioning (Figure 4.20a), we
see how the Lissajous scan with reduced amplitude maps out the interference with finer
resolution. Note that the amplitude of the best alignment point in the hexagonal scan
also increases, due to better alignment of the Lissajous steering mirror. FSM1 was offset
by 200µrad in x to highlight the significant enhancement of the finer scan, and FSM2 was
offset by 300µrad in x.
4.4 Discussion
Performing this reacquisition scan may also be necessary if the laser link is lost any time
after science operation has begun. This could happen, for example, if the master laser
drops lock to its reference cavity, then the laser frequency difference could jump beyond
the bandwidth of the detector and wavefront sensing information would be lost.
It may be possible to perform the reacquisition scan exclusively on one spacecraft, as
improving the scanning resolution on just one side is enough to simultaneously enhance
the beat note amplitude on both sides. This also fulfills the goal of making the reacquisi-
tion scan autonomous, with no communication between the satellites or the ground. For
example, the hexagonal steering mirror could be programmed to return to the point of
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highest C/N0 before the link was lost and wait. The reduced amplitude scan would be
performed only on the Lissajous satellite, to find the point of highest C/N0. The Lissajous
would be steered to sit and wait at its point of highest amplitude, and after both satellites
recorded several seconds of high C/N0, differential wavefront sensing could be re-enabled.
Recall that the grid spacing 2rwc was initially chosen to guarantee a carrier-to-noise-
density ratio strong enough to transition from the commissioning scan directly to wavefront
sensing auto-alignment. By relaxing this requirement, and always requiring a reacquisi-
tion scan in between, the commissioning scan could be made sparser and therefore faster.
Note a sparser scan does not necessarily mean a reduction in C/N0 at the resulting near-
est alignment point if instead of looking at the sum of the photodetector quadrants, we
processed each quadrant individually. Recall for local steering mirror misalignment, the
beat note amplitude degrades more quickly for the sum of all quadrants than for an in-
dividual quadrant. This, however, would break the symmetry of the current scheme, as
the beat note amplitude drop due to local or distant misalignments would no longer be
near-identical. J. Miller simulated a non-symmetric approach to the commissioning [48],
but we did not have time to test this approach in the laboratory.
Even if we leave the scanning resolution and signal processing unchanged, the total
commissioning time could be reduced by further optimizing the spatial scan patterns. For
example, a modified Lissajous figure tailored to provide more balanced coverage and even
spacing of the scan tracks over the Ruc uncertainty cone may reduce the fast-to-slow axis
frequency ratio needed to provide the rwc coverage. This could increase the speed per
Lissajous scan, thus decreasing the total acquisition time.
There are several other modifications to the signal processing which could provide
more robust operation or enhanced performance, presented in the further work section of
Chapter 8. We did not implement these in the experiment but discuss them as potential
future improvements.
4.5 Chapter summary
We demonstrated a point-design for a link acquisition system in the laboratory using
GRACE Follow-On parameters. A thorough characterization of the experiment was pre-
sented. The carrier-to-noise-density ratios in the laboratory were set to be below the values
expected on GRACE Follow-On, representing the worst-case scenarios. In our setup, a
four degree-of-freedom spatial scan over 3 mrad takes ∼ 215 seconds. Combined with a
frequency sweep rate of 56 kHz/second, the entire commissioning sequence takes 10 hours
to complete. The reacquisition sequence that we chose to implement takes less than 10 sec-
onds to complete, and simultaneously increases the signal amplitudes on each detector,
even when the grid spacing for only one steering mirror is reduced. In every commissioning
and reacquisition run performed, we unambiguously found the beat note on each detector.
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Chapter 5
Path length stability through the
Triple Mirror Assembly
The ANU’s Centre for Gravitational Physics led an Australian Space Research Program
project to develop technology for the GRACE Follow-On laser ranging instrument. The
project’s consortium involved ANU, EOS Space Systems, CSIRO’s Australian Centre for
Precision Optics, the National Measurement Institute, the Jet Propulsion Laboratory and
the Max Planck Institute for Gravitational Physics/Albert Einstein Institute. One of the
primary streams of this project was to develop a prototype triple mirror assembly (TMA),
used for routing the beam around the satellite. There will be one TMA on each satellite,
of identical design. The TMAs must meet strict path length and pointing performance
requirements (as detailed below), in addition to passing environmental tests aimed to
verify they can survive the pre-launch storage, launch and spacecraft environments.
The next two chapters of this thesis are devoted to optical tests of the TMA prototype.
The performance requirements that we tested are:
• TMA Requirement 1: Verify the path length of the beam through the TMA has
a stability of at least 10 nm/
√
Hz at 0.1 Hz and follows the noise-shaping function
from Equation 2.2 over 10 – 5000 second timescales (0.2 mHz – 100 mHz) [66]. This
is the topic of this chapter.
• TMA Requirement 2: (a) Verify the parallelism requirement of 10 µrad between
incoming and reflected beams of the TMA. (b) The co-alignment must be tested
over a wide range of temperatures (+10 to +30◦C), and should not change by more
than 1 µrad/K [66]. The measurement setup and results are presented in the next
chapter.
In §5.1, we describe the triple mirror assembly and present two TMA prototypes of
different designs that were assembled. The primary prototype was integrated into a test
bed in a measurement configuration similar to the GRACE Follow-On interferometer. In
§5.2 we describe the test bed and explain the principle for measuring the path length
stability of a beam traveling through the TMA. The stability is measured over time scales
from seconds to hours.
5.1 The triple mirror assembly
The triple mirror assembly is a modified corner cube consisting of three mirrors used to
route the beam around the microwave ranging hardware on each satellite and direct the
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reflected beam accurately towards the distant spacecraft. Ideally the laser beams would
go directly between the satellites’ centers of mass. However, this direct line of sight will
be obstructed by microwave ranging hardware and the cold-gas fuel tanks. The proposed
off-axis measurement scheme for the laser ranging instrument uses a TMA on each satellite
to return the outgoing beam parallel to the incoming beam but translated by 60 cm (the
distance required to circumvent the fuel tank). As only the parts of the corner cube where
the beam reflects are needed, the TMA concept follows Figure 5.1, where three small
optics will be aligned in a corner cube fashion but mounted at separate ends of a frame
(not shown here) to translate the incoming and outgoing beams by 60 cm. The vertex of
the TMA is at the virtual intersection of the three mirror planes.
(a) Corner cube. (b) Triple mirror assembly concept.
Figure 5.1: (a) Conventional corner cube with vertex at the intersection of the three
mirror planes. (b) Triple mirror assembly concept, where the corner cube is modified so
the translation between beams is obtained without constructing each mirror plane in its
entirety. The TMA vertex is at the virtual intersection of the three mirror planes. The
frame supporting the three mirrors is not shown here. Image adapted from PLX Inc’s
Lateral Transfer Hollow Retroreflector.
Normally in an off-axis measurement, satellite rotation would couple into the inter-
satellite displacement measurement. However, the TMA’s vertex will be placed at the
satellite’s center of mass. Satellite rotation will still result in path length changes, but these
changes will be anti-symmetric about the center of mass. For example, if the incoming
beam path is lengthened due to rotation, the outgoing beam path will shorten. This is
a peculiarity of the racetrack scheme, and thus by having the TMA strategically placed
within the satellite, the displacement read-out comprised of the two one-way measurements
will be less susceptible to these errors caused by rotations.
5.1.1 Prototype TMA designs
Designing and constructing TMA units suitable for flight, fitting within the satellite’s
mass allocation, and able to to survive launch is a challenging task given the stringent
performance requirements needed to meet the science goals. Two different TMA concepts
were designed and assembled, highlighted below. The corner cube mirrors were made of
ultra-low expansion (ULE) glass with gold coatings for high reflectivity, shown in Figure
5.2. Both units used the same designs for the three mirror pieces, but the frame connecting
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them was different.
Figure 5.2: Gold-coated mirror pieces (forming the corner cube) made by CSIRO.
5.1.2 Prototype 1: Carbon-fiber tube with glass inserts
The first TMA prototype was co-designed by EOS, CSIRO, ANU, AEI, and Space Tech
Immenstaad (STI), and is shown in Figure 5.3. In this design, the tube connecting the
mirror pieces was made of carbon-fiber-reinforced polymer (CFRP). A mounting bracket
also made of CFRP was glued onto the tube to provide a mechanical interface to the
satellite. ULE glass inserts were glued to the ends of the CFRP tube by STI and polished
to be flat and parallel to each other by CSIRO. These parallel insert faces serve as the
reference planes for the mirror mounting and their parallelism is therefore critical. The
mirrors and mounting pieces were bonded to the glass inserts at CSIRO using hydroxide-
catalysis bonding [67]. The rendering of the design in Figure 5.3a shows the usable envelope
(a) Rendered image of the CFRP TMA,
showing the usable envelope (in red) where
the beam can travel through the device. (b) Prototype TMA mounted by its bracket.
Figure 5.3: Prototype 1: TMA with CFRP tube and ULE inserts and mirrors.
in red where the beam can pass through the tube. The assembled TMA, mounted by its
bracket to a mount for use in our experiments, is shown in Figure 5.3b.
One of the biggest risks with the CFRP design is distortions of the tube due to moisture
and temperature changes, which cause changes in the co-alignment. This motivated an
all-glass design as a backup, where the co-alignment will be very stable.
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5.1.3 Prototype 2: All-glass design
The consortium also pursued an alternate design, made entirely of glass, shown in Figure
5.4. Instead of the CFRP tube, the frame was made of Zerodur®, a special glass-ceramic
material designed for near-zero coefficient of thermal expansion at room temperature. The
Zerodur bar was light-weighted by machining before undergoing acid etching to remove
surface damage and increase strength. A bracket made of CFRP was glued onto the bar
by EOS/ANU, again to provide a mechanical interface to the satellite. The mirrors were
aligned and bonded directly onto the bar. Figure 5.4 shows a sketch of the design and
a photo of the assembled prototype mounted by the bracket. No tests were done on this
glass TMA for this thesis, but the glass TMA was used as a reference for the thermal
coalignment tests in Chapter 6.
(a) Rendered image of the glass TMA, show-
ing the usable envelope (in pink) where the
beam can travel through the device. (b) Glass prototype mounted by its bracket.
Figure 5.4: Prototype 2: All glass TMA made of Zerodur and ULE.
The major risk of the all-glass design is fracturing and/or shattering during launch.
As the CFRP design was favored by the GRACE Follow-On project, this was the proto-
type that became the baseline design and underwent all performance and environmental
tests. The design, construction, and results of environmental testing for this prototype
are detailed in References [68, 69]. When we refer to TMA tests in the rest of this thesis,
it is the CFRP TMA to which we are referring.
5.2 Static stability tests
We developed a test bed to test and measure the path length stability through the TMA
(TMA Requirement 1 ). This setup was built in the GRACE Follow-On LRI measurement
configuration.
Recall from Equation 2.1 that the goal of the LRI is to improve the inter-satellite
measurement sensitivity to 50 nm/
√
Hz at 0.1 Hz. The measurement band for the LRI is
0.2 mHz < f < 100 mHz, and at lower frequencies the desired sensitivity level follows the
noise-shaping function from Equation 2.2. The resulting LRI design sensitivity curve is
shown in the blue trace of Figure 5.5. It has been proposed that the sub-allocation of select
noise sources of the LRI be less than 25 nm/
√
Hz (green trace of Figure 5.5) [25]. This
sub-allocation includes any path length fluctuations of the beam through the TMA, which
is the level that we will quantify in these tests. Thus we have set our target sensitivity
for these measurements to be a factor of 25 below the sub-allocation requirement, making
our desired test bed sensitivity 1 nm at 0.1 Hz (red trace of Figure 5.5).













































sub-allocation of various LRI
noise sources
Figure 5.5: Design requirements for the LRI (red trace), showing sub-allocation for various
noise sources (green trace). Our target test bed sensitivity for these TMA length stability
tests—a factor of 25 below the sub-allocation level—is also shown (red trace).
5.2.1 Test bed characterization
In accordance with the LRI configuration, our setup was designed to measure the round-
trip fluctuations of the beams traveling through and between the TMA units in order to
put an upper limit on the TMA length stability. This would verify that the path length
fluctuations for a beam traveling through the TMA were less than the allocated noise
needed to reach the desired science performance.
Our setup included two offset phase-locked lasers, two 2-inch beam splitters to inter-
fere local and distant beams, various steering mirrors/beam splitters/apertures, and two
quadrant photodetectors. Most of the hardware used in this experiment was the same
as used in the acquisition experiment1. The optics and photodetectors were mounted on
an aluminum breadboard in a large vacuum chamber. Light from both lasers entered the
vacuum chamber via an optical quality window.
First tests of the round-trip path length stability were conducted using two commercial
corner cubes made by PLX Inc. with dimensions and beam co-alignment properties similar
to the TMA requirements (although not suitable for launch or a space environment).
A diagram and photo of the setup are shown in Figures 5.6 & 5.7. We ordered these
commercial units while the prototype CFRP TMA was being assembled so that the test bed
could be developed in parallel and we would be ready to make performance measurements
as soon as the assembled prototype was delivered to ANU. The PLX units had 2-inch
diameter clear apertures, with parallelism between the incoming and outgoing beams
stated to be within 1 arc second (∼ 5µrad). Like the TMA design, two of the corner cube
optics were on one side of the assembly (denoted as the roof prisms in Figure 5.6), while
1We used the same two NPRO lasers, ADCs and FPGAs, and the quadrant photodetectors were of the
same design.
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Figure 5.6: Test bed characterization with commercial corner cubes made by PLX Inc.
the third optic was on the other side of the unit 60 cm away.
Note that the two PLX units were not identical; one of the corner cube optics in
unit 1 was an uncoated piece of glass (wedged at a few degrees), acting as a beam splitter
with low reflectivity (96:4 splitting ratio between the reflected and transmitted beams,
respectively). This beam splitter is labeled BS 1 in Figure 5.6. This modified design
combined the functions of the retroreflector and beam splitter. Early in the GRACE
Follow-On development, it was investigated as an alternative to the all-reflective design
due to its immunity to path length errors introduced by a transmissible beam splitter in
the presence of spacecraft rotation. On GRACE Follow-On, these errors are minimized
by the introduction of a compensation plate, shown in the LRI layout in Figure 2.1.
Two additional apertures were built into this assembly to access all 4 ports of the beam
splitter. The corner cube optics were mounted in a hollow glass enclosure made from fused
silica (CTE: 0.55 ppm/◦C), while the assembly for unit 2 was a glass tube made of Pyrex
(CTE: 3.25 ppm/◦C). Each glass optical assembly was mounted in an aluminum housing
using flexible pads. The mirrors of the corner cubes were made of the same material as its
glass tube, so the beam co-alignment would be largely insensitive to temperature changes.
With the exception of the beam splitter optic of unit 1, all corner cube optics were coated
with protected gold coatings for high reflectivity.
An attenuation wheel was installed in one of the sections of the round-trip loop to min-
imize contributions in the phase read-out from successive round-trip passes. This problem
is specific to our setup and is not an issue for GRACE Follow-On due to the inherent
diffraction loss of the inter-spacecraft path (greater than 108). In the corresponding path
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(a) Black PLX units (60 cm long) installed in
test bed housed in a large vacuum chamber
(lid off).
(b) Overview showing proximity of vacuum
chamber next to optical bench with lasers.
Figure 5.7: Test bed characterization with commercial corner cubes made by PLX Inc.
Test bed built on an aluminum breadboard in the LRI-like configuration, sitting on a table
inside a large vacuum chamber (the chamber lid is off in these photos). The viewport /
optical window for coupling light into the chamber can be seen at the top of photograph
(a). The optical bench where the lasers are mounted, sitting next to the vacuum chamber,
is shown in photograph (b).
on the other side of the round-trip loop, we installed a high reflectivity beam splitter (BS
3) instead of an attenuation wheel. The beam splitter effectively reduced power for the
multiple round-trip passes, but additionally acted as a compensation plate (as in the LRI
setup) to reduce sensitivity to pointing fluctuations of beam 1. This is not a problem for
beam 2 as the combination beam splitter is one of the TMA optics.
5.2.2 Measurement principle
Following the LRI measurement concept from §2.2, we measured the phases of the het-
erodyne beat note on each quadrant of QPD1 and QPD2 using a phasemeter based on
a digital phase-locked loop [27]. We implemented the phasemeter using LabVIEW on a
National Instruments FlexRio platform.
The relevant optical paths in our setup are labeled in Figure 5.6. We denote the
average beat note phase measured on QPD1 as φPD1 and the average phase on QPD2 as
φPD2. On PD1, the phase of the beat note is
φPD1 = (ω2 − ω1)t+ ω1
c
(b1 + a1)− ω2
c
(b2 + a1 + L2), (5.1)
and the phase on PD2 is
φPD2 = (ω2 − ω1)t+ ω1
c
(b1 + L1 + a2)− ω2
c
(b2 + a2). (5.2)
We see that the phase on each detector follows a linear ramp as a function of time due to
the (ω2 − ω1)t term, added to path length dependent terms ai, bi, Li. The assumption in
the equations above arises from the the relative magnitude of the laser frequencies, where
we’ve assumed ω2 > ω1. Note that when a phasemeter loop starts tracking and recording
the beat note phase, the initial measurement has an ambiguity range of 1 micron (i.e. the
measurement is modulo the laser wavelength). However, after this initial unknown offset,
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the phase is tracked continuously over many cycles.
Several of the terms contributing to the phase are common to both measurements,
and are removed by appropriately combining the measured phases from each detector.
Our goal is to measure the fluctuations in round-trip optical path between the PLX units,
analogous to the LRI measurement concept. This round-trip phase is found by taking the
difference between the two phase measurements φPD1 and φPD2:
φPD2 − φPD1 = ω1
c
(L1 + a2 − a1) + ω2
c
(L2 + a1 − a2). (5.3)
Over time, fluctuations in the path lengths will lead to changes in the measured phase.
Additionally, the ωi terms vary as a function of time due to laser frequency noise. To see
how these effects couple into the measurement, we decompose the terms which vary with
time into a static part and a fluctuation term:
ω1(t) =ω1 + δω1(t), L1(t) =L1 + δL1(t), a1(t) = a1 + δa1(t), (5.4)
ω2(t) =ω2 + δω2(t), L2(t) =L2 + δL2(t), a2(t) = a2 + δa2(t). (5.5)
Note also that fluctuation terms are much smaller their static counterparts, δω  ω and
δL L and δa a. Substituting these into Equations 5.3 and rearranging, we obtain












(ω1 − ω2)(a2 − a1)
c
+
(ω1 − ω2) (δa2(t)− δa1(t))
c
+
(δω1(t)− δω2(t)) (a2 − a1)
c
+




When laser 1 is offset phase-locked to laser 2, we keep the heterodyne frequency fixed
by feeding back to laser 1’s frequency, such that ω1 = ω2 + ωhet. Any fluctuations in
laser 2’s frequency will be imposed onto laser 1, δω1(t) = δω2(t), and thus laser 1 inherits
the frequency stability of laser 2. When the lasers are phase-locked, Equation 5.6 becomes
φPD2(t)− φPD1(t) ≈ 2ωL
c
+










Again the last term is negligibly small and can be ignored as before. As the first term
will only contribute to the initial phase when the phasemeter measurement starts, we
will omit this term as it does not vary with time. Finally, the total round-trip distance
LRT = L1 + L2 ≈ 2L, and accordingly fluctuations of the round trip are δLRT (t) =
δL1(t) + δL2(t). Scaling the phase measurement (in radians) from Equation 5.7 into an





LRT + δLRT (t), (5.8)
where ν = ω/2pi. We are thus directly sensitive to path length fluctuations in only the
round-trip loop δLRT , as desired, plus an error term due to the laser’s frequency varying
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over time. Path length fluctuations are indistinguishable from fluctuations due to laser
frequency noise. This level of noise scales with the round-trip length and the frequency

















































Figure 5.8: Predicted noise in the displacement read-out due to laser frequency noise. The
predicted level of laser frequency noise assumes 18 kHz/
√
Hz at 1 Hz and rolls up with
1/f .
Typical frequency noise of a Lightwave NPRO laser has been reported at 18 kHz/
√
Hz
at 1 Hz and rolls up with 1/f [70]. We predicted the level of frequency noise coupling in
equivalent path length noise, shown by trace (d) in Figure 5.8, given LRT = 2.4 m in our
test bed. As this expected level was above our desired test bed sensitivity (trace (a)), we
knew additional measures to stabilize the master laser’s frequency may be required.
Test bed performance
The characterization tests were performed during June-August 2012. The two lasers were
offset phase-locked by 8.7 MHz and the beat note phase of each quadrant on each detector
was recorded. The ADC sampled the photodetector signals at 50 MHz, and the FPGA
clock ran synchronously at 50 MHz. For each channel (one channel per quadrant), the
phasemeter and real-time processing averaged the phase to give an effective data rate2 of
10 Hz. The saved data was analyzed in Matlab, where the phase on each detector was
found by averaging the measured phases from the individual quadrants:
φPDi(t) =
φAi(t) + φBi(t) + φCi(t) + φDi(t)
4
for i = 1, 2. (5.9)
2The phase averaging on the FPGA was done using a digitally implemented sum-&-dump filter, pre-
viously introduced in §4.2.3. The number of samples in the phasemeter filter was 100. On the real-time
processor, the phase from the FPGA was converted to a double precision number in units of cycles and
then underwent subsequent averaging. A 50,000-point mean was performed on each phase channel and
saved to disk.
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The difference between them, φPD1(t)−φPD2(t) was taken and an amplitude spectral den-
sity was computed to reveal the stability of the round-trip path over different timescales3.
Scaling the result by the laser’s wavelength λ gives equivalent path length changes in
meters (the output of our phasemeter gives the phase in units of cycles, not radians).
All measurements were done at room temperature. The succession of sensitivity curves
in Figure 5.9 show amplitude spectral densities of the path length difference of LRT under
different environmental conditions. The first measurement (trace (a)) was performed in air,
with the vacuum chamber lid off. This and the following measurements indicated that in
order to reach the desired sensitivity, the vacuum chamber would have to be sealed and the

















































Figure 5.9: Results of the round-trip path length stability tests between the 2 PLX units
during the characterization runs. In each measurement the difference computed was be-
tween the phase of quadrant A on each detector (and not the average phase). Trace (a):
Test bed in air; (b): Test bed in sealed chamber at atmospheric pressure; (c): Test bed
under vacuum of ∼ 1 mbar; (d): Test bed under vacuum of ∼ 1 mbar, with master laser
phase-locked to an external frequency-stabilized laser.
when the vacuum chamber was pumped down to 1 mbar and sealed (trace (c)). Note
that the performance at low frequencies surpassed our prediction of where we would be
limited by laser frequency noise. This was due to our phase-locking configuration, where
the quieter Innolight Mephisto was the master and our control system fed back to the
Lightwave 126 (the slave laser) to keep the heterodyne beat note fixed. The free-running
frequency noise of the Mephisto was lower than that of the free-running Lightwave, and
our prediction was based on a measurement of a similar Lightwave’s noise properties.
Performance at low frequencies was further improved (trace (d)) by implementing another
phase-locking loop, where we locked our Mephisto laser to a third laser in our laboratory
that was stabilized to a reference cavity, effectively frequency stabilizing the master laser.
3In some of the early runs, instead of comparing the difference of the average phase on each detector,
we compared the difference between the phase of quadrant A on each detector.
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The Mephisto was offset phase-locked by 6.3 MHz. The results of these tests verified that
other noise sources in the test bed setup were sufficiently low to measure the round-trip
path length stability (and thus the stability through the TMA) with adequate sensitivity.
5.2.3 TMA path length stability
After characterizing the test bed with the two PLX units, we removed PLX unit 2 from
the setup. We mounted the CFRP TMA prototype by its bracket in the lab mount and
installed it in the experiment, as depicted in Figure 5.10. The photo in Figure 5.11 shows











     LEGEND
BS: Beam splitter
RP: Roof prism
HR: High re!ectivity mirror
QPD: Quadrant photodetector
Figure 5.10: Optical setup for testing the path length stability through the TMA in the
LRI configuration with one of the commercial PLX corner cube units.
Figure 5.11: TMA mounted by its bracket secured in the test bed.
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The clear aperture of the TMA prototype did not overlap with the PLX unit’s aperture
as mounted in the test bed. As we did not want to tilt the TMA prototype, we modified
the mount holding the PLX unit so that the entire assembly was tilted by 7◦ relative to
the TMA. The modified mounting position of the PLX unit is shown Figure 5.12. For
the beams to propagate between the units, this required repositioning and adjusting the
height of many of test bed optics and a complete re-alignment of the entire test bed.
Figure 5.12: PLX unit tilted so its apertures would overlap with the TMA.
After realigning the beams to the TMA/PLX configuration, we took a series of mea-
surements with similar environmental conditions to the PLX/PLX tests. Again, the two
science lasers were offset phase-locked by 8.7 MHz. The round-trip path length stability

















































Figure 5.13: Final results of the round-trip path length stability through the TMA &
PLX units. Trace (a): Test bed in air; (b): Test bed in sealed chamber at atmospheric
pressure; (c): Test bed under vacuum of ∼ 1 mbar, with master laser phase-locked to a
frequency-stabilized laser; (d): Same measurement run as (c) but using the 4-quadrant
average phase on each detector.
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As we found we achieved the best performance in the characterization tests when
our master laser was phase-locked to a cavity-stabilized laser, we again implemented this
extra offset phase-locking scheme for the measurement shown in Trace (c). The phases were
measured and data saved continuously for 20 hours in this run. The improvement between
trace (c) and (d) was achieved in post-processing by averaging the phase of the 4 quadrants
of each detector, as discussed in Equation 5.9, instead of using the phase of only one
quadrant on each detector. This averaging was performed on the same measurement data
as Trace (c).
These tests successfully validated that the path length fluctuations for a beam trav-
eling through the TMA were sufficiently below the allocated noise needed to reach the
performance requirement of the LRI. The requirements and final results are plotted in
Figure 5.14. Note in this read-out we are sensitive to path length fluctuations of the beam
through the entire round-trip circuit, and thus these results provide an upper limit to how
much noise is contributed by length changes of the TMA. The LRI design requirement is













































best sensitivity reached 
    between TMA & PLX unit
Figure 5.14: Final results of path length stability through TMA / PLX configuration with
requirements and desired sensitivity levels.
5.2.4 Discussion
The results presented here were performed before the TMA underwent any environmental
tests. The original plan was to perform these measurements again after the environmen-
tal tests, to show the science performance was met before and after. It was additionally
planned to attach temperature sensors to the TMA prototype during these measurements
to more completely characterize the TMA’s coefficient of thermal expansion. Unfortu-
nately, the TMA failed during a vibration test when the mirror assembly on one side
broke off of the ULE insert due to accidental over-testing by other researchers (mechan-
ical resonances were not notched properly during a random vibration test). Although
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subsequently the mirror assembly was re-bonded to the TMA, it was only for the purpose
of finishing the environmental testing and the precise co-alignment between mirrors could
not be re-established. Thus, it was decided that none of the follow-up optical performance
tests would be executed.
The measured round-trip fluctuations were at the 1 nm level at 0.1 Hz, which put an
upper bound on the length stability through the TMA. As that was the level we were
aiming to demonstrate, we did not pursue better performance in the test bed. However,
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Figure 5.15: Characterization of wavefront sensing measurement channels indicating point-
ing fluctuations.
At frequencies between 5 mHz–100 mHz, our measurements appear correlated with
differential wavefront sensing channels monitoring the pointing fluctuations of each beam,
shown in Figure 5.15. The difference in phase of each quadrant due to relative wavefront
tilt (in pitch & yaw) was computed by combining the measured phases on each quadrant
in a differential wavefront sensing approach:
Fluctuations in Pitch −→ φA + φB
2
− φC + φD
2
(top− bottom), (5.10)
Fluctuations in Yaw −→ φA + φC
2
− φB + φD
2
(left− right). (5.11)
Recall that using the 4-quadrant average of the phases on each detector improved the
displacement measurement at frequencies greater than 5 mHz, as averaging over a larger
area decreases sensitivity to pointing fluctuations. Note that although changes in beam
tilt will couple into this type of read-out, other noise sources could also be present or
even dominating, e.g. uncorrelated fluctuations in electronic noise between quadrants.
However, the detector noise of each quadrant was sufficiently low, and the nosiest quadrant
added no more than 120 pm of equivalent path length noise at 10 mHz (over an order of
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magnitude below the measured noise floor) [71]. ADC jitter between channels was even
lower. As the “pitch” combination was noticeably noisier on each detector, we consider
pointing fluctuations to be the most likely candidate.
At frequencies below 5 mHz, it is likely the round trip could be changing due to
thermal fluctuations driving expansion/contraction of the breadboard (this is, after all,
the displacement signal that the measurement was designed to be fundamentally sensitive
to). Figure 5.16 shows time domain data of the round-trip phase, corresponding to our
final results presented in Figure 5.14. We believe that frequency noise contributions to
this read-out are negligible.
























φP D1− φP D2
Figure 5.16: Time domain data showing fluctuations of the phase in the round-trip path.
5.3 Chapter summary
We built a test bed and measured the path length stability of a beam traveling through
the TMA. This setup was the first end-to-end demonstration of the GRACE Follow-On
LRI measurement concept. We presented data showing that the LRI design requirement
was surpassed by a factor of ∼ 50 across the GFO frequency band when the chamber
was under vacuum and the master laser was frequency stabilized. These results put an
upper limit on noise contributed by length changes of the TMA, comfortably meeting the
stability requirement of the TMA.
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Chapter 6
Co-alignment measurements of the
Triple Mirror Assembly
As introduced in §2.2 and Chapter 5, the mirrors of the Triple Mirror Assembly must
be aligned so precisely that the beam incident on the TMA and the reflected beam (also
referred to as the incoming and outgoing beams) are parallel to within 10 µrad, or about
2 arc seconds1, at 20◦C. This measure of parallelism between the two beams is referred to
as the co-alignment.
One of the biggest challenges of the TMA assembly is that the co-alignment must be
met in orbit (in a zero-g environment), but is built on Earth (1-g environment). Finite
element analysis of the CFRP design revealed that the TMA would sag considerably due
to gravity [72]. Because the assembly and alignment tests are done on Earth, care must be
taken to compensate for the distortions under gravity to verify that the stringent alignment
requirement is met. Thus, critical parts of the prototype assembly were performed while
the TMA was mounted vertically, and many steps in the assembly process required an
optical metrology read-out to align the components to achieve the desired co-alignment.
As the metrology could not be performed when the TMA was mounted vertically, the co-
alignment was periodically measured while the TMA was held in a g-compensated manner,
where supports were placed at strategic places to balance the effects of gravity [72].
The current design requirements [66] of the TMA state that the co-alignment error
must be less than 10 µrad at 20◦C (±1◦) when mounted in a g-compensated manner (this
is a requirement of the static co-alignment). Additionally, the co-alignment must be stable
over a wide range of temperatures because the flight temperature of the satellite could be
anywhere between 10◦C to 30◦C. The current specification for the TMA states that the
co-alignment must not change by more than 1 µrad/◦C over the range of possible flight
temperatures (this is referred to as the thermal co-alignment requirement).
We performed the TMA co-alignment measurements in an optics laboratory at the
ANU Mount Stromlo Advanced Instrumentation Technology Centre in collaboration with
EOS Space Systems. EOS owns a commercial interferometer made by Engineering Syn-
thesis Design, Inc. which we used for all of the measurements presented in this chapter. In
addition, an ultra-flat glass reference bar was provided by the CSIRO’s Australian Centre
for Precision Optics to perform the static co-alignment measurements. The measurements
in this chapter were performed with Roland Fleddermann and Robert Ward of ANU, with
assistance from Mark Blundell of EOS. This team (myself excluded) also performed the
environmental tests of the prototype TMA [68, 69].
11 arc second = (1/3600)◦ ≈ 4.85µrad.
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6.1 Static co-alignment
The commercial interferometer owned by EOS was an Intellium™H2000, a simultaneous
phase-shifting Fizeau interferometer which can be used to measure properties of optics
such as surface flatness, wedge angle / parallelism, wavefront error introduced by inho-
mogeneities of the material, etc. The unit contains a diode laser (λ = 633 nm), and the
collimated beam at the interferometer’s output has a diameter of 10 cm. A transmission
flat can be attached to the housing at the interferometer’s output which reflects ∼ 4%
of the outgoing beam back towards the cameras internal to the device to act as a refer-
ence beam. The beam transmitted through the transmission flat probes the test object
and returns to the device where it interferers with the reference. High resolution cameras
capture the resulting images of the interference pattern (referred to as interferograms).
The co-alignment of the incoming and outgoing beams to/from a small corner cube,
for example, can obtained by setting up the device according to Figure 6.1 and attaching
the included transmission flat. The beam transmitted through the flat is retro-reflected
by the corner cube and returns to the interferometer, where it interferes with the reference
beam that was promptly back-reflected by the flat. Angular error introduced by the corner
cube will tilt the test beam with respect to the reference beam, resulting in interference
fringes which can be captured by the cameras. Note that the transmission flat also has a





Figure 6.1: Intellium used to measure co-alignment between incoming and outgoing beams
to/from a small corner cube. Image adapted from Engineering Synthesis Design, Inc. [73].
This measurement concept is a standard technique [74, 75], but cannot be easily applied
to measure the static co-alignment of TMA prototype. To cover the area under test
with one interferogram, the diameter of the test surface must be less than or equal to
the diameter of the interferometer’s aperture. As the incoming and outgoing beams of
the TMA are displaced by 60 cm (and thus do not fall within interferometer’s 10 cm
aperture), measuring the co-alignment between beams cannot be directly achieved using
this technique. However, the procedure that we implemented in the laboratory is similar,
where a beam back-reflected from a reference flat was interfered with the beam that had
traveled through the TMA (although the outgoing beam of the TMA did not travel directly
back to the interferometer).
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6.1.1 Measurement setup
A diagram of the test setup to measure the static co-alignment between the incoming and
outgoing beams of the TMA is shown in Figure 6.2. To perform the measurement, we
removed the 10 cm transmission flat provided with the device and used a glass reference
bar provided by CSIRO, polished to be ultra-flat over 65 cm. The reference bar serves two
purposes in this measurement: (1) it back-reflects a portion of the input beam to serve as
the reference beam, and (2) it back-reflects the light that has passed through the TMA
back to the interferometer from the other end (of the same surface) of the bar. Note that
in this measurement configuration, we compare the input beam (promptly back-reflected
from the reference flat) with the beam that has passed twice through the TMA. If the
TMA and reference flat are perfect, then the beam returning from the TMA will be parallel








Figure 6.2: Static co-alignment test setup with glass reference bar.
This measurement concept is similar to the co-alignment test previously performed at
CSIRO, where the same reference bar was used to characterize the TMA co-alignment just
after assembly [76]. We wanted to compare the results using our interferometer with the
CSIRO results to ensure that the co-alignment had not changed during the TMA’s transit.
Both measurement schemes rely on the flatness of the reference bar to not introduce any
significant co-alignment error. Details of the reference bar including measures of its flatness
are also found in Reference [76].
In our experiment the reference bar’s polished surface was aligned to approximately
retro-reflect the beam back along the interferometer axis2. The TMA was aligned so that
the incoming beam was at an appropriate angle able to pass through the CFRP tube.
Note that in addition to the 60 cm horizontal offset between the incoming and outgoing
beams of the TMA, there is also a a vertical offset of 4.8 cm. To accommodate for this
vertical offset, the reference bar was mounted on a slight incline so the beam coming out
of the TMA could also reflect off of the polished surface of the reference bar.
We measured the static co-alignment with the TMA held in two different orientations,
shown in (a) and (b) of Figure 6.3. We refer to the orientation by the position of the
TMA’s M3 optic — M3 down versus M3 up. Although analysis did not predict any
2There was a wedge between the polished and unpolished sides of the reference bar, so only the back-
reflection from the polished surface was aligned to the optical axis.
82 Co-alignment measurements of the Triple Mirror Assembly
difference between the two orientations [72], our measurements varied depending on the
orientation so we took several measurements in both configurations. Recall that if the
(a) M3 down. (b) M3 up.
Figure 6.3: The two orientations of the TMA used in our tests.
TMA is mounted by its bracket (as in Figure 6.3), the static co-alignment requirement
will not be met when measured in the laboratory as the device sags under its own weight
due to gravity. Thus in these measurements the TMA was held in gravity compensation
V-block mounts, placed at the outer-most parts of the tube. We refer to the method of
holding the TMA as the mounting configuration — bracket versus V-blocks. A photo of
the setup when measuring the static co-alignment of the TMA when mounted in V-blocks
with M3 down is shown in Figure 6.4. The TMA was mounted in V-blocks for all of the





Figure 6.4: Photo of static co-alignment measurement setup with glass reference bar and
TMA prototype, mounted on V-blocks in the M3 down orientation.
6.1.2 Results
The interferograms were captured using the IntelliWave™ analysis software3 and Matlab
was used to evaluate the interference fringes caused by angular differences between the
input and reflected beams. TMA co-alignment error which affects the outgoing beam’s
yaw is referred to as the horizontal angle, αhoriz; error which affects the beam’s pitch are
referred to as the vertical angle, αvert. The total angular error α is found by computing






3The Intellium H2000 was directly connected to a PC running the IntelliWave software.



















Square mask applied 
for data analysis
Figure 6.5: Image showing interference during static co-alignments tests in the M3 up
orientation mounted in V-blocks. The overlap region between the reference and test beams
is in the shape of circle because the limiting aperture is the CFRP tube.
The saved interferograms were loaded into Matlab and a square mask was applied to
evaluate the part of the image that contained the overlap region between the reference bar
and the TMA. The relative angle between the reference and test beams was calculated
from the resulting fringes. The masked region was divided into a grid and a sine wave
fit was performed on all rows and columns to determine the spatial frequency of the
pattern in each one-dimensional slice. Each pixel of the interferogram corresponds to
∼ 117µm, which was determined by calibrating to the device’s 10 cm circular aperture
on the image. Combining the spatial frequency and fringe width information (0.5 waves
per fringe) with the laser wavelength and the mm/pixel calibration, the horizontal and
vertical angular deviations between beams were calculated. As the test beam passes twice
through the TMA, we divide the angular error between beams by two to account for the
beam’s double pass. Any misalignment between beams is attributed to co-alignment error
of TMA, although other effects—such as non-planarity of the two sampled sections of
the reference bar—could contribute. Further detail on the data analysis is provided in
Reference [69].
M3 up
We saved several interferograms when M3 was in the up orientation. An interferogram
from one of these measurements showing the interference fringes is shown in Figure 6.5.
The overlap region of interest—between the reference beam and test beam which has
passed twice through the TMA—is in the shape of circle because the limiting aperture is
the CFRP tube.
We saved 100 measurements in this mounting orientation. Fits of the horizontal and
vertical angles were performed for each run, and the results shown in Figure 6.6. We plot
vertical angle versus horizontal angle (both in radians) of each fit. An average of the data
is shown by the + symbol, which corresponds to 3.3µrad in horizontal angle and 11.6µrad
in the vertical, for a total angular error of 12µrad. This data shows that the TMA does
not meet the static, absolute co-alignment requirement of less than 10 µrad when mounted
in this configuration. The majority of the co-alignment error is contributed by the vertical
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angle, however, which is likely due to non-optimal gravity compensation when mounting
the TMA.


























Figure 6.6: Static co-alignment results with TMA in the M3 up orientation mounted in
V-blocks.
M3 down
The results for the measurements when the TMA was in the M3 down orientation are
presented in Figure 6.7. The average of all fits gives 3.96µrad of angular error in the
horizontal direction and 20.2µrad in the vertical, for a total angular error of 20.6µrad.
Again, the data shows that the TMA does not meet the static co-alignment requirement,
and the total measured error is significantly higher than in the M3 up orientation. The
co-alignment error is again predominately in the vertical angle.
Discussion
Measurements conducted prior to ours at CSIRO (after the TMA assembly was completed)
produced a total co-alignment error of 9 µrad when the TMA was mounted in a gravity-
compensated manner [76]. As our results differed—and especially as our results seem to
indicate that the TMA did not meet the co-alignment requirement—several concerns are
worth noting.
CSIRO used a different method of gravity compensation, and varying the amount of
compensation in both of our setups had a large effect on the measured co-alignment error.
This seems to indicate that the residual angle found using a gravity compensated mounting
technique strongly depends on the quality of the gravity compensation performed.
§6.2 Thermal co-alignment 85



























Figure 6.7: Static co-alignment results with TMA in the M3 down orientation mounted
in V-blocks.
In these measurements we relied on the flatness of the glass reference bar, and at-
tributed all measured co-alignment errors to TMA imperfections. If the two sections
where the beams sampled the reference bar were not co-planar, these deviations would
couple into the measurement and appear like TMA co-alignment errors. CSIRO measured
the flatness of the bar, and in their TMA co-alignment measurements accounted for pol-
ish angle errors between the two sampled sections. They reported that the polish angle
errors for their setup were below 4µrad for all runs [76]. As the measurement data on the
reference bar’s surface flatness was not available to us, we were not able to compensate
for the error introduced by this.
Another explanation could be due to actual changes in the co-alignment, possibly due
to moisturization of the CFRP tube. Our measurements were performed at a different
location several months after those at CSIRO. CSIRO in Lindfield, Sydney is coastal and
near sea level. Our measurement setup was in Canberra, which is known for low humidity.
Changes in the moisturization pose a significant concern in the design, as the results of
these changes are hard to predict and model.
Lastly, it is worth noting that the difference in measured co-alignment between mount-
ing orientations (M3 up versus down) was an unexpected result, as analysis did not predict
any asymmetry [72].
6.2 Thermal co-alignment
In addition to the static co-alignment requirement, the co-alignment must not vary by
more than 1 µrad/◦C over the 20 degree range of possible operating temperatures. In
orbit the satellite’s temperature will be held stable but the exact operating temperature is
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not known, so the total co-alignment error must be below 20 µrad at any given temperature
over the range 10◦C to 30◦C. As the room temperature static requirement had allocated up
to 10µrad of co-alignment error measured at 20◦C, this leaves 10µrad error contribution
due to ±10◦C temperature changes.
6.2.1 Setup
To test the thermal co-alignment, we installed the TMA into a specially designed and
purpose-built oven, shown in Figure 6.8. The oven was made of aluminum, with two
windows on the front surface corresponding to the positions of the TMA apertures where
the test beam would pass into and out of the oven enclosure. We left the apertures open
as transmission through glass windows would introduce coalignment errors much larger
than the desired measurement accuracy. As the temperature inside the oven was not
much higher than room temperature, the resulting higher thermal losses could be easily
accommodated by increasing the heating power only slightly. The aluminum enclosure
was wrapped with a heating coil, secured with aluminum tape, and covered with a foam
insulation layer.
Figure 6.8: Oven for thermal co-alignment measurements, where TMA is mounted by the
bracket and installed into the enclosure for heating. The side cover is open for photographic
purposes.
We mounted the TMA by the bracket in the lab mount and not in the V-blocks, so
although the static co-alignment would have been much worse, in this setup our goal was
to measure relative changes in co-alignment as a function of temperature (and not the
absolute co-alignment of the TMA). The lab mount was secured to a bread board and
the entire assembly was positioned within the oven so that the TMA apertures aligned
with the windows of the oven. We wrapped the oven’s foam covering with a layer of foil
(not shown in this photo) to reduce the oven’s emissivity and effect on the rest of the
measurement apparatus.
Four K-type thermocouples were attached to the CFRP tube near the mounting bracket
to monitor the temperature of each location and any thermal gradients across the tube.
Additional temperature sensors were attached to the ends of the TMA on the glass as-
semblies and at a few spots within the oven. A small electric fan to circulate air and force
convection was mounted on the breadboard within the oven. The temperature sensor
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cables and fan cables were passed outside the oven enclosure via a small hole on the rear
face of the oven.
After discussions with JPL and STI collaborators, it was agreed that testing the ther-
mal co-alignment between 20−40◦C while preserving the range (instead over the operating
specification of 10− 30◦C) would be acceptable, as thermal expansion can be assumed to
be linear [77]. This allowed for a much simpler measurement setup that did not need to
cool below room temperature, instead using only thermo-electric heaters.
The co-alignment measurements made by the interferometer are slightly different than
in the static co-alignment setup. We describe the Intellium in more detail now so that
the measurement concept can be readily understood. The Intellium actually produces
two orthogonally polarized beams which can be used to probe the system. When the
return beams are interfered within the device, they are split and directed towards three
high resolution cameras. Polarizing optics before each camera introduce phase delays
between the interfering beams (of the two polarizations) in each path so that there is
a 120◦ phase shift between interferograms between the three cameras. Thus using both
polarizations, the simultaneously captured interferograms are phase-shifted with respect
to each other, so vibrations that typically enter these measurements (when the phase
shifting happens temporally) are eliminated. As the interferograms are captured at the
same time, vibrations are common to all images. In this configuration, the phase-shifted
images are combined and then fringe images are converted to a wrapped phase map with
values ranging from 0 to 2pi. IntelliWave then uses an algorithm to unwrap the phase to
remove the 2pi discontinuities and produce a phase map in units of waves.
S-polarized source used 
to create reference beam
P-polarized source used 
to create test beam
Out of collimator:
Reference beam propagates at a small 
angle with respect to the optical axis. 
Test beam propagates along the optical axis.
Aperture
Collimator
P and S beams travel 
through the same volume
Figure 6.9: Beams emerging from the collimator are at slight angle to each other. The
s-polarized beam will serve as the reference beam, where the p-polarized beam is used to
probe the test object. Image adapted from Engineering Synthesis Design, Inc. [73].
The simultaneous phase shifting measurement principle utilizing the two orthogonally
polarized beams is illustrated in Figures 6.9 & 6.10. The s- and p-polarized beams exit
the Intellium’s aperture at a slight angle to each other (∼ 3.6 mrad), shown in Figure 6.9.
In this diagram, the s-polarized beam acts as the reference beam, whereas the p-polarized
beam acts as the test beam. The transmission flat is aligned so that when tilted slightly
it aligns the s-polarized reference beam to retro-reflect into the interferometer along the
optical axis, as shown in Figure 6.10. The p-polarized test beam probes the test object;
the optic must be aligned so the test beam also travels back to the interferometer along the
optical axis. This means that in order for both beams to be aligned to the interferometer,
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Reference and test beams
converge onto the same point
in the focal plane of the collimator
Reference and test objects are
tilted at slightly different angles to
 make both reflected reference and 
test beams parallel to optical axis
 of the collimator and to each other
Figure 6.10: Beams returning to the interferometer. The transmission flat and test object
must be tilted at slightly different angles to align both beams simultaneously. Image
adapted from Engineering Synthesis Design, Inc. [73].
In the static co-alignment measurements, we wanted the absolute measurement of
the co-alignment between the beam reflected from reference bar and the beam that had
passed through the TMA, and did not want any other optics in the measurement path.
The angular offset between the two polarizations made it impossible to have both beams
simultaneously aligned to the reference bar and the TMA (as the static TMA co-alignment
error was much less than the angular offset between the polarizations), so we had no way
of introducing the necessary tilt to re-combine the beams of different polarizations. Thus
only the beam in one polarization was used for both the reference and test beams. The
interferogram frame was analyzed by evaluating the static fringes and computing the tilt.
The phase-shifting technique has advantages over the static fringe analysis [73], and
for these relative co-alignment measurements both beams could be utilized by introducing
a reflection flat to the setup. The reflection flat was a 4” flat surface with high reflectivity.
Introducing another angular degree of freedom via the reflection flat allows enough tilt to
be introduced to the test beam to allow both s- and p-polarizations to be simultaneously
aligned to the optical axis. We aim to measure any co-alignment changes as we heat the
TMA. In this setup, we will ultimately compare tilt in the beam which has traveled through
the TMA (in the oven) with the tilt of the beam which has traveled along a reference
path. Potential tip/tilt of the reference flat is common to both beams and thus doesn’t
affect the measurement. We wanted to use the simultaneous phase-shifting capability of
the interferometer, as it is a more reliable way of computing the phase map and was
easier for automation purposes. Thus, the experiment was set up to accommodate the
simultaneous alignment and interference of both polarizations. The measurement utilized
the s−polarization reflected from the transmission flat; the p-polarized test beam probed
the reflection flat via the reference and the TMA paths. A diagram of the setup for the
thermal co-alignment measurements is shown in Figure 6.11.
We now explain the experimental procedure. Setting up the measurement required the
Intellium to be fitted with its 4” transmission flat at the output of the collimator, and was
aligned so the s-polarized beam back-reflected along the optical axis to the interferometer.










Figure 6.11: Thermal co-alignment test setup, where the relative co-alignment between
the two prototype TMAs is measured as the CFRP TMA is heated.
The upper portion of the p-polarized beam was directed towards the reflection flat via
the TMA in the oven. The reflection flat was aligned so that this beam traveled through
the TMA, back-reflected off of the reference flat and back into the interferometer (traveling
again through the TMA), where it interfered with the promptly back-reflected s-polarized
beam. The interference between these two beams produces an overlap region with fringes
on the interferogram. These fringes are simultaneously phase-shifted between the cameras.
The co-alignment between these beams, however, does not tell us the absolute TMA co-
alignment as before as now an arbitrary tilt via the reflection flat has been introduced.
The lower half of the p-polarized beam was also directed towards the reflection flat,
but traveled via a different optical path. To route this beam between the interferometer
and the reflection flat, we used the glass TMA as the optics translated the beam over the
desired 60 cm. Two mirrors could have been used in place of the glass TMA to define
this reference path. The interference between this portion of the p-polarized beam and
the s-polarized beam produced fringes but in a different region of the interferogram from
the overlap region produced by the beam traveling through the TMA in the oven. As the
glass TMA is built of Zerodur/ULE, it has a low thermal expansion and is less sensitive
to thermal gradients than the CFRP TMA, and should provide a more stable reference
path than a two-mirror setup.
Thus on each interferogram, there were two overlap regions where the s- and p-beams
interfered: (1) where the p-beam traveled to the reflection flat through the TMA in the
oven, and (2) where the p-beam traveled to the reflection flat via the glass TMA prototype.
The simultaneously phase-shifted interferograms were combined, and the phase map
was saved for each overlap region. The tilt between the s and p beams for each overlap
region was computed. Then, the relative tilt between these two regions was analyzed.
While the CFRP TMA was heated in the oven, we recorded the change in tilt between
these two regions. As the different regions of the test beam both probed the same flats (the
transmission and reflection flats), changes in tilt were attributed to co-alignment changes
of the TMA in the oven. By attributing all co-alignment changes to the CFRP TMA, we
are assuming that the reference path stays constant.
During these measurements, we also recorded the temperature of the sensors on the
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TMA, which enabled us to plot the co-alignment changes versus temperature. The goal
was to verify that the alignment changes do not exceed 1 µrad /◦C. Note that the oven
housing the TMA prototype sat on a separate table and was wrapped in foil so the radiative
coupling between the test path and the reference path would be diminished. Figure 6.12
shows a photo of the setup in the laboratory.
Figure 6.12: Laboratory setup to measure the thermal co-alignment of the CFRP TMA.
6.2.2 Results and discussion
The CFRP TMA was mounted by its bracket, as mentioned previously, in the M3 up
orientation. We measured the changes in co-alignment of the TMA as a function of
temperature at 15 minute intervals, while the TMA was heated over a temperature range
of 21◦ − 41◦C. Appropriate masks were set on the interferograms using IntelliWave to



























Figure 6.13: Readout of temperature sensors showing heating/cooling profile for thermal
co-alignment measurements. The legend labels the location of each sensor on the TMA.
isolate the overlap regions of interest. At the start of each measurement interval, the
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simultaneously-captured interferograms were analyzed to produce a phase map over each
overlap region. This process was repeated 10 times (thus resulting in 10 phase maps per
measurement interval), and all measurements were saved to the computer’s hard drive for
post-processing. We continued recording the co-alignment changes in this fashion after
the oven was switched off and the TMA returned to room temperature, to look for any
hysteresis. This heating and cooling test ran over 7 hours. We recorded additional details
of these tests in Reference [78].
The temperature sensors were connected to a Pico Technologies readout device outside
of the oven. During the run, the temperature of each sensor was logged using the PicoLog
software. Figure 6.13 shows a plot of the temperature profile that was achieved during
the measurement.
An example of a saved phase map from the run is shown in Figure 6.14, where each
overlap region can be seen and the color bar units are in waves ( λ = 633 nm). The circular
region is the overlap region where the p-polarized beam passed through the CFRP TMA
twice (denoted region 1 ). The other region (denoted region 0 ) corresponds to the section

























Figure 6.14: An example of the phase map saved for each region computed by IntelliWave
during the thermal co-alignment tests. The color bar units are in waves. Region 1 corre-
sponds to the part of the test beam which passed through the CFRP TMA twice, whereas
region 0 corresponds to the test beam which traveled via the reference path.
Tilts and aberrations can be examined by fitting the phase map data of each region to
Zernike polynomials, Zmn [79–81]. The first 6 Zernike functions are shown in Figure 6.15.
To reduce complexity of the post-processing, we applied a circular mask over the reference
path region. To find the vertical and horizontal co-alignment changes, we examine only the
first order polynomials, corresponding to Z−11 and Z
1
1 . These terms tell us the tilt between
the beams in the y and x axes, θy and θx. The difference between the fitted data for each
region is taken to solve for the changes in pointing between the two paths. Again, we
attribute all pointing changes to TMA co-alignment error α and assume pointing changes
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Figure 6.15: The first six Zernike functions.
of the reference path beam are negligible. Thus, we obtain
αhoriz = θx, (region 0) − θx, (region 1), αvert = θy, (region 0) − θy, (region 1), (6.2)
where αhoriz and αvert are the variables for the TMA error, as before.
The results of the run are shown in Figure 6.16, where the horizontal and vertical
angles of α are plotted versus temperature. Applying linear fits to the αhoriz results and
the αvert results gives a slope for the horizontal angle of −1µrad/◦C, and slope for the
vertical angle of 0.6µrad/◦C, for a total coalignment change of 1.17µrad/◦C. Thus when





















Figure 6.16: Results of the thermal co-alignment runs. The relative co-alignment is mea-
sured between the prototype CFRP TMA and the glass TMA, while the CFRP TMA is
heated and left to cool in the oven.
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using the slope values from the linear fits, the TMA does not meet the requirement of
1µrad/◦C, but is slightly higher.
The linear fits of the data do provide some insight into how the co-alignment has
changed with temperature, but may not be appropriate when determining if the require-
ment has been met or not. Examining the trends of the individual measurements from
Figure 6.16 reveal that the spread between the results of the same measurement interval
also increases with temperature. This diminished repeatability for the data over each
measurement interval is worrisome.
Additional analysis of these measurements by R. Fleddermann suggested the possibility
that thermal gradients across the CFRP tube could have had a large effect on the changes
in co-alignment [78]. Unfortunately, the oven would have to be re-designed to eliminate
gradients to test this.
6.3 Chapter summary
We set up experiments to test the co-alignment of the prototype triple mirror assembly.
The measured static co-alignment was not within the 10µrad requirement, although recent
discussions indicate the requirement may be relaxed to 20µrad. The measured thermal
co-alignment of the TMA was also slightly higher than the 1µrad/K requirement.
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Chapter 7
Interferometry for future missions
The laser ranging instrument (LRI) for GRACE Follow-On will be a significant step in
demonstrating the capability of laser interferometry for future space missions. There will
likely be an ongoing need for geodetic monitoring, perhaps even similar missions to Mars.
But as the LRI for GRACE Follow-On is only a technology demonstrator, its components
have to fit within the satellites’ very tight mass and space constraints. For future missions,
however, where the laser interferometer will be the primary science instrument, the layout
can be re-designed from scratch. This is especially exciting for other missions utilizing
laser interferometry, such as LISA/eLISA, where the mission concept is expected to be
selected in 2020 (with a planned launch in 2034) [82].
Current plans for these missions achieve the nanometer (or in the case of LISA, picome-
ter) path length stabilities through passive means, for example, by good thermal design, by
use of materials with low coefficients of thermal expansion, possibly active thermal control,
and ultra-stable bonding techniques. An alternative philosophy is to relax the stability
requirements, and instead measure all necessary degrees of freedom with high sensitivity.
If we can monitor all of the necessary paths with sufficient linearity, it doesn’t matter if
the path lengths are less stable as they can be measured and their effects removed.
Until now, the complexity of this philosophy has been prohibitive. Advances in signal
processing capabilities, such as field programmable gate arrays (FPGAs), now makes this
philosophy achievable. We examine a new interferometric technique that could poten-
tially form the basis for future missions. Digitally enhanced interferometry (DI) shifts
the complexity normally found in the optical hardware to complexity in signal process-
ing. Using spread spectrum phase modulation, DI enables the displacement of multiple
optical components to be simultaneously measured using a single photodetector. This
multiplexing capability may ultimately reduce the mass and volume of the optical bench
assemblies, enabling the necessary degrees of freedom to be monitored with a minimal
hardware footprint.
In §7.1, we present an experimental demonstration of multiplexing using DI for concur-
rent, real-time measurement of multiple interferometric signals. Heterodyne DI was used
to simultaneously monitor the phase of four reflection points, encompassing three lengths,
in an optical fiber. We present results showing the independent recovery of length fluctu-
ations and characterize the crosstalk and noise floor achievable with DI. Finally, we utilize
the multiplexing capability of DI to synthesize a differential measurement of two lengths
to cancel the laser frequency noise fluctuations in the displacement readout. The results
presented here were published in Optics Letters in 2010 [83].
In §7.2, we discuss applying the DI technique to a LISA-like measurement to see if
simplifications could be made to the optical bench and interferometer layout. A more
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compact fiber system removes the need for picometer stability of the path lengths while
allowing the necessary paths to be measured. We first presented the concepts discussed
here at the 8th International LISA Symposium [84].
7.1 Digitally enhanced interferometry
Digitally enhanced interferometry (DI) is an optical metrology technique that combines
interferometry with spread spectrum phase modulation to isolate interferometric signals
and extract the phase of the light [85]. The two main advantages of this technique are
the rejection of scattered light (including stray light and Rayleigh backscatter) and signal
multiplexing capabilities, i.e., measuring the displacement of multiple objects simultane-
ously using a single metrology system. The technique has potential application in systems
such as fiber optic array sensing, ground and space-based gravitational wave detection
instrumentation, and adaptive multi-segment mirror control for large telescopes.
Laser light is phase modulated with a pseudorandom noise (PRN) code, shifting the
phase by either 0 or pi radians. This PRN encoding time-stamps the light, allowing iso-
lation of individual propagation paths based on their times-of-flight through the system.
After detection, the PRN phase shift is undone in signal processing by decoding with an
appropriately delayed copy of the code. If the decoding delay is matched to the propa-
gation delay, the signal is coherently recovered, allowing phase measurements to extract
displacement information at resolutions much smaller than the laser wavelength. If the
decoding delay is not matched to the propagation delay, signals appear as broadband
noise that can be rejected by filtering. This matched-delay filtering of DI allows isolation
of reflections from an object at a particular distance.
7.1.1 Experimental setup for multiplexed signals
The simplified experimental setup is shown in Figure 7.1. We connected three polarization-
maintaining (PM) optical fibers with ultra polished connector (UPC) ends in series: length
L1 = 20 m, L2 = 10 m, L3 = 2.5 m. When two connector end-faces are joined, a small
portion of light (∼1% of the power for UPCs) is back-reflected at these junctions. We
used DI to independently measure the phase of reflections from connectors R1, R2, R3,
and R4 shown in Figure 7.1.
Two Nd:YAG nonplanar ring oscillator lasers (Lightwave 126, Innolight Mephisto)
operating at 1064 nm were offset phase-locked to provide a 14 MHz heterodyne beat note
frequency. Light from the carrier laser was coupled into a PM fiber and directed through a
Photline Technologies (NIR-LN series) waveguide electro-optic phase modulator (EOM).
The EOM was driven with a PRN code 232 − 1 chips long, producing the 0-pi rad phase
modulation with an fchip = 80 MHz chipping frequency. We used a long PRN code so that
errors from the already low auto-correlation of code segments would be random, allowing
further improvement by averaging.
The back-reflections from the fiber connectors were combined with light from the local
oscillator and the resulting signal was detected at the photodetector (New Focus 1611-
fc). This photodetector output was digitized using a 16-bit Analog-to-Digital Converter
sampling at 80 MHz. The PRN decoding and phase extraction was performed in real-time
using a field-programmable gate array (FPGA). The FPGA implemented four parallel
processing channels with decoding delays matched to the unique propagation delays of the
back-reflections from R1, R2, R3, and R4. The signal due to reflection R1, for example, was






















Figure 7.1: Digital interferometry setup for monitoring length changes of L1, L2, and L3
by tracking reflections from R1, R2, R3, and R4. Signal generators are used to inject
test signals for performance characterization. EOM: electro-optic modulator. PRN code:
pseudo-random noise code.
isolated by multiplying the photodetector signal by a version of the PRN code delayed by
the total electronic and optical group delay of the signal including generation, modulation,
propagation via R1 and measurement at the FPGA. After decoding, the phase of each
channel was extracted from the decoded signals using a digital phase-locked loop on the
same FPGA.
The optical path length change along any fiber length could be found by subtracting
the phase measurements from the connector reflections at each end of the fiber. For
example, length fluctuations of L1 were measured by taking the difference of the phase




(φR2 − φR1), (7.1)
where λ is the laser wavelength, n is the index of refraction of silica, and the phases φ are
in radians.
Lay et al. [86] predicted the rms displacement resolution for monitoring one length
due to the finite isolation of the PRN code. We expand on this model to predict the
sensitivity of a system detecting N reflections. If N signals with different PRN delays are
present at the photodetector, the phase noise Root Power Spectral Density (RPSD) due












where Pk is the power of the k
th signal and Pi is the power of the desired (correctly
decoded) signal.
7.1.2 Results
Piezo fiber stretchers were inserted into each fiber segment allowing the lengths to be
independently modulated to characterize the signal response. Displacement signals were
injected via these fiber stretchers: a 1 Hz square wave (L1), a 3 Hz triangle wave (L2),
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and a 5 Hz sine wave (L3). Figure 7.2 shows simultaneous displacement measurements for
each length and demonstrates clear recovery of the injected displacement signals.
























Figure 7.2: Simultaneous displacement measurements of fiber lengths when stretched with
different waveforms. Modulating L1 with a 1 Hz square wave, L2 with a 3 Hz triangle
wave, and L3 with a 5 Hz sine wave. DI clearly recovers the individual displacement
signals.
To measure the crosstalk between signals, we modulated L2 with a 5 Hz sine wave
and measured the cross-coupling into the displacement measurements of the adjacent,
unmodulated L1 and L3 lengths. A portion of the time domain data is shown in Figure 7.3,
where the sinusoidal 5 Hz signal is noticeably absent from the δL1 and δL3 measurements.
The crosstalk can be quantified in the frequency domain by examining the RPSD of the
displacement data, shown in Figure 7.4. The amplitude of the 5 Hz signal is 2.1µm/
√
Hz
in δL2, 5.3 nm/
√
Hz in δL3, and indistinguishable from the noise floor of ∼200 pm/
√
Hz in
δL1. This corresponds to a crosstalk of < 2.6×10−3 (-52 dB) into L3 and < 10−4 (-80 dB)
into L1. Electronic tests indicate that the crosstalk between lengths is limited by errors
in the PRN modulation and particularly the finite bandwidth of the analog electronics
used to amplify the code. The tail of the input electronics’ impulse response results in
a single reflection being partially decoded at several subsequent delays. This bandwidth
effect would only corrupt reflections downstream and explains the crosstalk asymmetry
shown in Figure 7.4 (i.e., L2 signals appear in L3 measurements but do not couple into L1
measurements). We note that our PRN scheme is susceptible to polarization crosstalk as
in conventional interferometry. However, this crosstalk was not our limiting noise source;
the difference in path length fluctuations between the two polarizations is small compared
to the total fluctuations.
The limiting noise source at frequencies below 1 Hz was laser frequency noise. Recall
from §5.2.2 that laser frequency noise δν corrupts each displacement measurement in
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Figure 7.3: Time domain data showing low crosstalk between signals when modulating L2
with a 5 Hz sine wave.
proportion to the interferometer arm length Li:




where δL′i denotes the true length change. In Figure 7.3 the error due to the slow drift in
laser frequency is largest in the displacement of the longest fiber, L1 (20 m), yet barely
visible in the shortest length, L3 (2.5 m). The low frequency noise in Figure 7.4 appears
highly correlated between channels but is scaled by the length.
Immunity from laser frequency noise is commonly achieved by using an interferometer
with equal length arms [87, 88]; laser frequency noise affects the phase of the light in
each arm by the same amount and cancels when interfered. With DI multiplexing, we
are freed from the constraint of equal arm lengths because length measurements can be
independently scaled prior to subtraction. This independent length knowledge enables us
to form a differential length measurement that is free from frequency noise. For example,
L2 is half the length of L1 and should be half as sensitive to changes in the laser’s frequency.
The frequency noise in δL2 can be removed by forming a combination with a scaled version
of δL1.
Figure 7.5 shows measurement of L2 before and after the subtraction of laser frequency
noise. To demonstrate a genuine signal-to-noise ratio improvement we added a sinusoidal
displacement signal in L2 at 0.4 Hz, where the system was frequency noise limited. The
measurement noise is substantially reduced at frequencies below 1 Hz while the 0.4 Hz
displacement signal remains. We modulated the laser frequency by 500 kHz at 5 Hz to
measure the magnitude of frequency noise suppression. This frequency modulation signal
is suppressed by a factor of 40 (33 dB). To measure each length in frequency noise-free
mode, one length must act as a frequency noise reference; each measurement will be made
relative to this reference length. Any other noise in the reference length will couple into
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Figure 7.4: RPSDs of δL1, δL2, and δL3 when modulating L2 with a 5 Hz sine wave. The
crosstalk between length measurements is determined by the ratio of the amplitudes of
the 5 Hz peak in each spectrum.
the subtraction, thus using the longest length in a quiet environment will produce the best
results.
7.1.3 Discussion
In DI systems, a PRN code modulated at 80 MHz (as in this experiment) can isolate
reflections with a minimum spacing of 2.5 m in fiber, i.e. with separation greater than one
code chip. With currently available technology, it is possible to modulate at frequencies
exceeding 10 GHz, which could reduce the minimum separation between targets to ∼2 cm.
In this experiment, we focused on demonstrating DI’s multiplexing capability, targeted
in a fiber implementation. The 200 pm/
√
Hz code noise floor in this setup would suffice
for use in a measurement such as GRACE Follow-On, but not for LISA. In a different DI
experiment also using a heterodyne readout, our measured noise floor was 5 pm/
√
Hz at
1 Hz [89], so our noise floor from Figure 7.5 is not a fundamental limit to the technique.
Recently, a more advanced DI modulation scheme [90] has demonstrated sub-picometer
sensitivity levels compatible with LISA requirements. Instead of the two-level (0 / pi) PRN
code, the new scheme utilizes a four-level code which removes the need for a frequency-
shifted local oscillator. This DI implementation is thus in a homodyne configuration, while
still allowing the phase to be precisely measured from the in-phase and quadrature compo-
nents. This further reduces the hardware needed for the interferometric measurement – as
now it eliminates the need for a dedicated, frequency-shifted local oscillator beam (which
is typically accomplished in heterodyne systems using a second laser or an acousto-optic
modulator).
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Figure 7.5: RPSDs of δL2 and δL2 − L2L1 δL1. Frequency noise can be suppressed by
correlating two displacement measurements with an appropriate scaling factor.
7.2 Looking forward
We have begun investigating potential architecture simplifications for LISA enabled by DI.
The current LISA design requires passive stability of many of the optical components in the
sensitive path. We consider removing this requirement for the majority of the optical bench
and instead rely on DI’s multiplexing capabilities to continuously measure all desired path
length fluctuations. The desired measurements can be formed by appropriately combining
the relevant phase measurements from each path. As shown in Figure 7.6, this could
allow the optical bench subsystem to be implemented in optical fibers. Note that the fiber
collimators must still be mounted stably, as each fiber tip acts as a measurement fiducial;
in our design we’ve shown them bonded to a small ULE assembly.
The current, baseline LISA measurement is a strap-down architecture [14], where sev-
eral interferometric measurements are combined to form the desired proof mass–to–proof
mass displacement measurement between satellites. These include the proof mass–to–
optical bench measurements, the optical bench–to–optical bench measurements (the inter-
spacecraft measurement), and the backlink fiber measurement. Our measurement follows
the same concept, and we examine the bench–to–bench measurement first.
7.2.1 Bench-to-Bench Measurement
Figure 7.7 shows a schematic of the optical path between spacecraft and the various path
lengths we will measure using DI to construct a bench-to-bench measurement insensitive
to telescope expansion. The left and right-most optics are the fiducial points for the
bench-to-bench measurement.
The desired displacement bench-to-bench measurement we would like to make is
Desired measurement: L0 = L1 + L2 + L3 + L4 + L5. (7.4)
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Figure 7.6: Possible DI measurement scheme on a LISA spacecraft, where the optical
bench is implemented in optical fibers paired with stably-mounted fiber collimators. DI
makes the local and inter-spacecraft measurements.
However, the actual path of the beam between the fiducial points (through the telescope
assemblies) is
Measured path: M0 = L1 + 3L2 + L3 + 3L4 + L5. (7.5)
Using DI, on spacecraft 1 we will measure (i) the displacement of the first fiducial mirror
(by measuring the back-reflection from R1) and (ii) the back-reflection from the secondary
mirror R3. This back-reflected signal could be provided, for example, by bonding a small
retroreflector to the mirror of interest. Taking the difference (ii)–(i) yields
M1 = 2(L1 + L2). (7.6)
Backscattering off the primary mirror R2 back to the secondary mirror and onto SC1’s
photodetector can also be monitored and combined with R1 to form a measurement:
M2 = 2(L1 + 2L2). (7.7)






















Figure 7.7: Bench-to-Bench measurement between spacecraft.
Likewise, we construct the corresponding measurements on spacecraft 2’s bench:
M3 = 2(L5 + L4), (7.8)
M4 = 2(L5 + 2L4). (7.9)
We can form our desired bench-to-bench displacement L0 by combining these mea-
surements:
L0 = M0 − (M2 −M1)− (M4 −M3) (7.10)
= M0 +M1 +M3 −M2 −M4 (7.11)
= L1 + L2 + L3 + L4 + L5. (7.12)
Note that even if the telescope mirrors move, we can subtract this out from the bench-to-
bench measurement, thereby removing the requirement of picometer stability through the
telescope assembly.
7.2.2 Proof Mass-to-Bench Measurement
In the same fashion, we can form a proof mass-to-bench measurement. Referring to Figure
7.6, our desired and actual proof mass-to-bench measurements are
Desired measurement: R = d2, (7.13)
Measured path: P0 = d0 + 2(d1 + d2) + d4. (7.14)
Decoding with a different delay, we will monitor the small back-reflection from the colli-
mator:
P1 = d0 + 2d1 + d4. (7.15)
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7.2.3 Discussion
The measurements above assume picometer sensitivity in our DI displacement readout. A
few of LISA’s interferometry challenges (backlink fiber and telescope backscatter) are not
issues here. Realizing this new metrology architecture may allow the optical bench to be
implemented in a compact fiber-coupled waveguide. Scalability is also readily achievable
in a DI system, as additional signal processing channels can be included with no addi-
tional hardware. This is well suited to this strap-down architecture where sensing the
displacement of many targets is needed.
Of course, this is still a very immature idea and many details of the measurement
have not been examined. A version of DI that is compatible with local measurements
(homodyne) and inter-spacecraft measurements (heterodyne) is highly desirable. It is
possible that the QPSK encoding used in homodyne systems can work for both homodyne
and heterodyne measurements simultaneously. Note for LISA, it is currently planned that
a small percentage of the outgoing beam will be modulated with a spread spectrum code
anyway for ranging and clock synchronization to transfer the clock [91, 92] of the satellites
as required by Time-Delay Interferometry [93–95], so perhaps this could be simultaneously
accomplished in the heterodyne DI readout.
We still have yet to experimentally demonstrate the technique showing 1 pm/
√
Hz at
1 mHz, although we do not believe there are any fundamental reasons which would limit
us from achieving this using DI. Significant future work to establish the feasibility of this
type of architecture is needed.
7.3 Chapter summary
With the multiplexing capability of digitally enhanced interferometry, we have shown that
we can isolate and extract inline displacement signals using just one modulator and one
photodetector. We were able to reach sensitivities below the laser frequency fluctuations
by noise cancellation, even in an interferometric system with unequal arm lengths.
We have also introduced an alternative approach for a LISA-like mission with the
potential to replace the optical bench assembly with a more compact fiber system using a
readout employing digitally enhanced interferometry. Although more work is required to
establish the feasibility of this architecture, several laboratory experiments have already
demonstrated the technique’s performance and robustness, and show promise for future
designs of laser interferometers in space.
Chapter 8
Conclusions and Further Work
8.1 Summary
In this thesis, we demonstrated the performance of several technologies needed for the
GRACE Follow-On laser ranging instrument to operate as designed.
One of the biggest risks of the LRI is the initial link acquisition. As post-launch un-
certainties require five degrees of freedom to be optimized over large uncertainty ranges,
designing an acquisition strategy that is robust yet efficient is of very high importance.
We presented a viable point-design for an acquisition strategy developed by several collab-
orators, and designed an experiment to test the strategy. In order to implement the point
design experimentally, the expected signals on GRACE Follow-On had to be well under-
stood, and we dedicated an entire chapter to exploring the signal and noise properties
expected on each satellite.
The experiment was designed so that the interference of the two beams would degrade
accordingly as a function of misalignment of each of the two beams. Slight deviations from
this desired response were allowed by setting the signal-to-noise ratios to low enough values
such that all measurement points within the GFO uncertainty cone in the experiment had
lower signal amplitudes than predicted for GFO. We demonstrated both the commissioning
and reacquisition stages of the proposed strategy with the elected steering patterns while
sweeping the frequency of the slave laser. The digital signal processing, consisting of a
fast Fourier transform-based peak detection algorithm run on each photodetector output,
was implemented with flight-like hardware. Our fast steering mirror was driven with a
frequency close to the mechanical limit of the flight steering mirror. As this limit plays a
large role in the total time required for the commissioning scan, our demonstration was also
representative of acquisition times for GFO. In all of the commissioning and reacquisition
trials performed, we unambiguously found the beat note on each detector. The successful
demonstration of our acquisition strategy using GRACE Follow-On parameters provides
another level of risk reduction which adds confidence that even the best of simulations
cannot provide.
To ensure that the interferometer to operate properly and the inter-satellite displace-
ment to be measured with the desired accuracy, the triple mirror assembly must meet
the stringent requirements placed on it (from precise positioning within the satellite, to
surviving launch, to sustained performance in orbit over its lifetime, etc). A prototype
triple mirror assembly suitable for launch was designed and constructed by local and
international collaborators. We measured the performance of the assembly in multiple
interferometric configurations to demonstrate that the parallelism between the incoming
and outgoing beams to/from the device was at the required arc second level. The proto-
type triple mirror assembly was also integrated into a test bed, where we demonstrated the
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path length stability for a beam traveling through the device well below the requirement
over time scales from seconds to hours. The test bed measurement configuration provided
the first end-to-end demonstration of the GRACE Follow-On measurement architecture.
The architecture for the GRACE Follow-On laser ranging instrument is now quite
mature, and it is unlikely that there will be major changes to the interferometer design.
Plans for GRACE-II, the successor to GRACE Follow-On, are already underway, and it is
planned that a laser interferometer will be the primary science instrument. The design for
the GRACE-II interferometer will probably look nothing like that of GRACE Follow-On,
as the satellite will be planned around the instrument (and not the other way around, as
in the case of the GFO technology demonstrator). In any case, there will be a continued
need for geodesy missions, and laser interferometry will likely be employed in the future
to range between satellites of other missions as well.
Trying to adapt conventional laboratory approaches into the constraints of satellite
payloads is difficult for interferometric systems. Often the optical bench assemblies are
intricate and heavy, and are built to provide the required stability through passive means.
While these methods work well in the laboratory, making them able to survive launch
and suitable for flight is very challenging. The years of development and tests which have
already been put into the design of the triple mirror assembly, for example, demonstrate
how hard it can be to space qualify just one piece of hardware.
We presented an alternative measurement approach, digitally-enhanced interferome-
try, targeting application for future optical metrology missions. We provided a proof-of-
principle demonstration showing the multiplexing capability of the technique, and dis-
cussed an option for the technique to be applied to a LISA-like mission. Although more
work is required to establish the feasibility of this architecture, several laboratory ex-
periments have already demonstrated the technique’s performance and robustness. The
demonstrated advantages of this measurement architecture—multiplexed signals, read-
ily scalable signal processing channels, immunity to scattered light, and small hardware
footprint—show promise for future designs of laser interferometers in space.
8.2 Further work
Inter-satellite laser interferometry is still in its infancy and there are improvements to
be made in nearly all aspects of these systems, from the measurement concept to the
signal processing. First we discuss further work in the context of GRACE Follow-On, and
extend the implications to designs for future missions where there is significant scope for
development.
The GRACE Follow-On interferometer design is quite mature, although there is still
room for the acquisition strategy to be optimized. The speed at which the fast steering
mirror can be moved to cover the uncertainty cone limits the speed of the total commis-
sioning sequence, due to the finite mechanical response of the mirror. Any improvements
which optimize the scanning pattern by providing more efficient coverage will directly im-
prove (decrease) the commissioning time. An example would be to modify the Lissajous
figure slightly so that the scan tracks are more evenly spaced over the uncertainty cone,
increasing the frequency of the slow axis without sacrificing scan line separation.
The acquisition signal processing could also be refined. One straightforward improve-
ment is to implement a better bin vetoing algorithm. Instead of entirely rejecting all bins
outside of the cutoff frequencies, a smarter bin vetoing process could enable more bins to
be utilized per FFT. One possibility is a weighted approach, where an initial calibration
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is performed after launch to obtain the average noise in each FFT bin when no signal
is present. The maximum value per FFT would be determined by finding the bin with
the highest SNR (instead of just the highest amplitude). Using more bins per FFT could
allow the slave laser’s sweep rate to be increased (thus decreasing the total commissioning
time).
Although unlikely for use in GRACE Follow-On, a system capable of weak-light phase-
locking could significantly improve acquisition time. Last year members of our group
demonstrated phase-locking to a 30 femtowatt signal [96]. If the effective received power
requirement on GRACE Follow-On could be reduced from 3 pW to 20 fW, the total
commissioning time would be reduced by over a factor of 4 if all other parameters stayed
the same. That is, for ±3 mrad uncertainty in the beam pointing, if the laser was swept at
a rate requiring the spatial scan search to be repeated 100 times, the overall commissioning
time would take 1.4 hours (compared to 5.95 hours).
For satellite separations on GRACE-like scales, though, the capability for weak-light
tracking is simply not needed for science operation. Weak-light phase-locking becomes
important in low power missions such as LAGRANGE [97], where the satellites will be
separated by tens of millions of kilometers. A phasemeter capable of tracking very low
powers could be key to enabling these measurement architectures.
Significant future work is needed to establish the feasibility of an inter-satellite mea-
surement concept based on digitally-enhanced interferometry. As mentioned earlier, there
are many open areas to be examined, such as the best way to provide the necessary back-
reflections from the desired targets to serve as the measurement fiducial. A version of
DI compatible with both local measurements (homodyne) and inter-spacecraft measure-
ments (heterodyne) is also highly desirable. Given the performance of digitally-enhanced
interferometry already demonstrated in laboratory experiments, this measurement tech-
nique shows considerable promise and could revolutionize the instrument design for future
inter-satellite missions.
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