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Abstract 
Many applications of machine learning involve sparse high-dimensional data, where 
the number of input features is larger than (or comparable to) the number of data samples. 
Predictive modeling of such data sets is very ill-posed and prone to overfitting. Standard 
inductive learning methods may not be sufficient for sparse high-dimensional data, and 
this provides motivation for non-standard learning settings. This thesis investigates such a 
new learning methodology called Learning through Contradictions or Universum 
Learning proposed by Vapnik (1998, 2006) for binary classification. This method 
incorporates a priori knowledge about application data, in the form of additional 
Universum samples, into the learning process.  
However, such a new methodology is still not well-understood and represents a 
challenge to end users. An overall goal of this thesis is to improve understanding of this 
new Universum learning methodology and to improve its usability for general users. 
Specific objectives of this thesis include: 
 Development of practical conditions for the effectiveness of Universum Learning 
for binary classification. 
 Extension of Universum Learning to real life classification settings with different 
misclassification costs and unbalanced data. 
 Extension of Universum Learning to single-class learning problems. 
 Extension of Universum Learning to regression problems. 
The outcome of this research will result in better understanding and adoption of the 
Universum Learning methods for classification, single class learning and regression 
problems, common in many real life applications.  
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Notation 
The following notation is used throughout the thesis. Scalars are indicated by script 
letters such as a . Vectors are indicated by lowercase bold letters, such as w . Matrices 
are given using uppercase bold letters V . When elements of a matrix are accessed 
individually, we use the corresponding lowercase script letter. For example, the ( , )i j  
element of the matrix V is ijv . 
 
n     Number of samples 
d  Number of input variables, also dimensionality of the 
input/feature space 
x     Input column data vector 
y  Output of a learning system. For classification y is a binary 
label, for regression y is real-valued. 
1[ , , ]nX x x   Matrix of input samples 
1[ , , ]ny yy   Vector of output samples 
( , )f x  A class of approximating functions indexed by abstract    
parameter  ( can be a scalar, vector or matrix) 
 *,xf  Model estimated from finite training data 
  Set of parameters, as in w  
( , ( , ))L y f x  Loss function 
( )a b  Inner (dot) product of two vectors 
  xiv 
( )R   Expected risk as a function of parameters 
( )empR   Empirical risk as a function of parameters 
1 2( , )K x x  General kernel function 
  Margin size parameter in delta–margin hyper plane  
  parameter in epsilon-insensitive loss function 
  Error between the target function and the approximating 
function. Also used to denote additive noise for regression 
data. 
 
In additional to the above notations, there are chapter-specific notations which will be 
introduced locally in each chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  1 
Chapter 1 Introduction 
 
There is a growing need for development of powerful and robust methods for estimating 
models from data. In many applications, good models are defined in terms of their 
generalization capability, where the goal is to estimate unknown dependency from 
available (training) data, in order to use this model for predicting future (test) samples. 
Most learning methods developed in statistical learning, pattern recognition and machine 
learning are based on standard inductive formulation of the learning problem (Vapnik 
1998, Cherkassky and Mulier 2007, Hastie et al 2001). That is, a given application is 
usually formalized as either standard classification or regression problem. This standard 
inductive learning setting follows a mathematical framework for predictive learning 
(Vapnik 1998) shown in Fig. 1.1. Under standard inductive formulation, a learning 
machine observes finite number of training samples, aka training data ),...,1(),,( niyii x , 
and the goal of learning is to estimate unknown mapping f: x y in order to imitate the 
system’s response for future (test) inputs. This function is selected from a set of 
admissible functions ),( xf  implementable by the Learning Machine. For regression 
problems, the system’s output is real-valued Ry  and for (binary) classification 
problems, the output is a class label }1,1{ y . Hence, the problem of learning can be 
stated as function estimation from finite training data. The quality of ‘useful’ models is 
defined via a loss function quantifying the discrepancy between model’s prediction and 
the true output.  So the goal of learning is defined as minimization of the prediction risk 
functional. The learning system shown in Fig. 1.1 suggests that the goal of learning is to 
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‘imitate’ the output of unknown system, in the sense of minimization of prediction error. 
This goal of system imitation is different from the goal of system identification (e.g., 
estimation of a probabilistic model) adopted in classical statistics (Vapnik 1998, 2006).  
A solid theoretical framework for predictive learning based on the risk minimization 
approach is provided by Vapnik-Chervonenkis theory. VC-theory makes a strong 
argument that for finite sample estimation problems one should always use the most 
appropriate direct formulation of the learning problem. This principle can be also applied 
on the methodological level of formalizing application-domain requirements (Vapnik 
2006; Cherkassky 2001, 2007, 2013). That is, for a given application, one should first 
choose/introduce an appropriate learning problem formulation (reflecting application 
domain requirements), and only then develop (or select) learning algorithms for this 
learning formulation.  
Non-standard learning formulations can be also motivated by many real-life 
applications where the dimensionality of data samples d  is (much) larger than the 
training sample size n . For such sparse settings (common in genomics, medical imaging, 
document classification etc.), application of classical statistical methods usually fails. 
Likewise, direct application of Support Vector Machines (SVM) usually fails, due to very 
ill-posed nature of estimation problems. That is, according to VC-theory (Vapnik 1998), 
there are three factors responsible for generalization of large-margin separating 
hyperplanes:  
 small ratio nm / , e.g., small number of support vectors m  relative to the sample size 
n ,  
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 large margin size relative to the radius r of the sphere containing all training samples, 
and  
 small dimensionality of the input space d (relative to sample size n), i.e.,  d << n.  
Classical approaches rely on the third factor (small number of features); whereas the 
SVM approach relies on the first two factors. Of course, the ‘best’ strategy for 
generalization is often data-dependent. Due to geometric properties of very high-
dimensional data ( nd  ), most samples tend to become support vectors, and the radius 
r grows faster than margin (Cherkassky and Mulier, 2007). Hence, good generalization 
using linear SVMs in the input space may become difficult or impossible. Properties of 
sparse high-dimensional data lead to the effect known as data piling (Ahn and Marron, 
2005), which helps to explain why many classification methods (regularized LDA, SVM, 
least squares SVM) provide similar generalization performance for high-dimensional data 
sets. 
Most approaches to learning with high-dimensional data focus on improvements to 
existing inductive methods (i.e., LDA or SVM) that try to incorporate a priori knowledge 
about the good models (i.e., via specially designed kernels for SVM methods). These 
approaches, however, are fundamentally constrained by the inductive learning setting 
itself. In contrast, non-inductive learning methodologies focus on the most appropriate 
direct formulation of the learning problem. It can be argued that most recent advances in 
statistical learning (i.e., transduction, semi-supervised learning, co-clustering, multi-task 
learning) reflect improved understanding of the learning problem setting (Vapnik 2006, 
Cherkassky and Mulier 2007).  
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For example, consider the task of hand-written digit recognition. Under standard 
inductive learning setting one has to estimate the class decision boundaries, given labeled 
training samples. Then the quality (classification accuracy) of a classifier is measured 
using an independent test set. The non-standard learning setting investigated in this thesis 
assumes that along with labeled training data (i.e., handwritten digits) we have additional 
a priori knowledge (e.g. in the form of handwritten letters). These handwritten letters 
reflect the style of writing and thus can potentially improve generalization of a classifier 
for digit recognition. This approach leads to Learning through Contradiction, or the 
Universum learning (Vapnik 2006). 
This thesis aims to extend the methodology of Universum learning, originally 
proposed for classification, to other types of learning problems. The rest of the thesis is 
organized as follows,  
Chapter 2 presents Universum-SVM for binary classification which motivates the 
proposed research. We propose practical conditions for the effectiveness of U-SVM and 
provide empirical results in support of the practical conditions.  
Chapter 3 extends Universum-SVM for cost-sensitive settings. Empirical results are 
provided in support of the practical conditions for the effectiveness of the cost-sensitive 
U-SVM. 
Chapter 4 describes an extension of the Universum learning to single-class 
estimation problems and provides practical conditions for its effectiveness. Empirical 
results are provided in support of the practical conditions. 
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Chapter 5 describes new learning formulation called the Universum regression and 
the corresponding Universum-SVM regression formulation. Empirical comparisons 
between standard SVM regression and U-SVM regression are also presented. 
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Figure 1.1: Generic system for inductive learning 
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Chapter 2 Universum Learning for Classification 
 
2.1 Introduction 
Sparse high-dimensional data is common in modern machine learning applications. In 
micro-array data analysis, technologies have been designed to measure the gene 
expression levels of tens of thousands of genes in a single experiment. However, the 
sample size in each data set is typically small ranging from tens to low hundreds due to 
the high cost of measurements. Similarly, in brain imaging studies the dimensionality of 
the input data vector is larger than the sample size. Such sparse high-dimensional 
problems represent new challenges for classification methods.  
Most approaches to learning with high-dimensional data focus on improving existing 
inductive methods that try to incorporate a priori knowledge about the optimal model 
(Cherkassky and Mulier, 2007; Hastie et al, 2001; Schölkopf and Smola, 2002). Common 
examples include: 
 clever preprocessing and feature extraction techniques that incorporate application-
domain knowledge into the selection of a small number of informative features; 
 selection of good kernels in SVM methods; 
 specification of the prior distributions in Bayesian methods. 
These techniques have been successfully used in many real-life applications (Camps-
Valls et al, 2007). 
Another approach to such ill-posed high-dimensional problems is to use non-
standard learning settings that incorporate a priori knowledge about application data 
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and/or the goal of learning directly into the problem formulation. In order to illustrate 
several non-standard methodologies, consider the task of hand-written digit recognition 
(Cherkassky and Mulier, 2007). Under a standard inductive learning setting, one has to 
estimate the class decision boundaries from labeled examples of handwritten digits. Then 
the prediction accuracy of a classifier is measured using an independent test set. Under 
the transductive (Vapnik, 1998) and semi-supervised learning settings (Chapelle et al, 
2006), the learning system uses both labeled (training) and unlabeled (test) samples, in 
order to predict class labels for future inputs. Under the setting called Learning with 
Structured Data (Vapnik, 2006), the training data originates from t different persons 
(groups), and this additional information (about group labels) is incorporated into 
learning. Here the goal of learning is to estimate a single predictive model, since the 
group labels are not provided for test inputs. Another possible scenario is to assume that 
both the training and test data are generated by t persons, and that the group label is 
known for both training and test data. This setting known as Multi-Task Learning (MTL) 
requires estimation of t related classifiers (Caruana, 1997; Evgeniou and Pontil, 2004; 
Liang and Cherkassky, 2008). Yet another modification of standard inductive learning 
assumes that along with labeled training data (i.e., handwritten digits) one has additional 
a priori information in the form of other handwritten letters. These handwritten letters 
reflect the style of handwriting and can potentially improve generalization. This leads to 
the setting known as Learning through Contradiction, or learning in the Universum 
environment (Vapnik, 2006). Such non-standard learning settings reflect properties of 
real-life applications, and can result in improved generalization, relative to standard 
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inductive learning. However, these new methodologies are more complex, and their 
advantages and limitations are not well understood.  
The idea of ‘inference through contradictions’ was introduced by Vapnik (1998, 
2006) in order to incorporate a priori knowledge into the learning process. Recall that 
standard inductive learning methods introduce a priori knowledge about the space of 
admissible models. It may be argued that in real applications (especially with sparse high-
dimensional data) such ‘good’ parameterizations are hard to come by. However, it may 
be feasible to introduce a priori knowledge about admissible data samples. These 
additional unlabeled data samples (called virtual examples or the Universum) are used 
along with labeled training samples, to perform an inductive inference. Examples from 
the Universum are not real training samples. However, they reflect a priori knowledge 
about application domain. For example, if the goal of learning is to discriminate between 
handwritten digits 5 and 8, one can introduce additional ‘knowledge’ in the form of other 
handwritten digits 0, 1, 2, 3, 4, 6, 7, 9. These examples from the Universum contain 
certain information about handwritten digits, but they cannot be assigned to any of the 
two classes (5 or 8). Also note that Universum samples do not have the same distribution 
as labeled training samples. 
Vapnik (2006) introduced Universum learning for an SVM based approach called 
Universum-SVM (U-SVM). Following this, there have been numerous work (Weston et 
al, 2006; Bai and Cherkassky, 2008) focused on the algorithmic implementation of the U-
SVM, and its empirical validation. These studies confirmed that Universum learning can 
improve generalization performance, especially for sparse high-dimensional data. 
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However, the obtained performance strongly depends on a good choice of the Universum. 
More recent studies have proposed and analyzed criteria for a good choice of a 
Universum (Zhang et al, 2008; Chen and Zhang, 2009; Sinz et al, 2008). First, Sinz et al 
(2008) showed that the optimal decision boundary of the U-SVM tends to make the 
normal vector orthogonal to the principal direction of the Universum data set This 
condition holds for both the original Vapnik’s Universum formulation (Vapnik, 2006) 
and for the least-squares U-SVM (Sinz et al, 2008), where the squared loss function is 
adopted for both labeled and Universum samples. Further, they show the connection 
(equivalency) between the least-squares U-SVM and the maximization of an explicit 
analytic criterion. Later, Chen and Zhang (2009), proposed a graph-theoretic index for 
measuring the ‘in-betweenness’ of Universum samples. However, they assume semi- 
supervised learning framework, and use squared loss in their SVM-style optimization 
formulation. Their approach aims at selecting a portion of the Universum data set that is 
‘useful’ for boosting generalization performance. 
In this chapter we pursue the same general objective as (Sinz et al, 2008), i.e. the 
characterization of a good Universum for Vapnik’s original formulation. However, we 
take a more practical and specific approach. That is, we ask the following questions:  
i. Can a given Universum data set improve generalization performance of standard 
SVM classifier trained using only labeled data? 
ii. Can we provide practical conditions for (i), based on the geometric properties of the 
Universum data and labeled training data?  
  11 
This approach is more suitable for non-expert users, because practitioners are interested 
in using U-SVM only if it provides an improvement over the standard SVM. 
The chapter is organized as follows. Section 2.2 describes the standard SVM 
formulation. Section 2.3 explains Vapnik’s (2006) original formulation for Universum-
SVM. The practical conditions for the effectiveness of U-SVM are provided in Section 
2.4. Next we provide empirical results to illustrate these conditions, using both synthetic 
and real-life data sets in Section 2.5. Section 2.6 provides analytic interpretation of these 
conditions, by relating them to analytic conditions in Sinz et al. (2008).  Finally, 
conclusions are presented in Section 2.7. 
 
2.2 SVM for Classification 
In this chapter, we deal with binary classification. The output of a binary classification 
system takes on only one of two values { 1, 1}y     corresponding to two classes. 
Therefore, in a learning machine, ( , ),D  x  are a set of indicator functions. A 
commonly used loss function for such binary classification problems is the 
misclassification error: 
0  if ( , ),
( ( , ), )
1  if ( , ).
y D
L D y
y D




 

x
x
x
                (2.1) 
Let’s consider a binary classification setting where we are given finite training data 
( , ), 1, , ,i iy i nx  with 
dRx  and { 1, 1}y   . The goal of SVM is to find the optimal 
decision function ( , ) ( )D sign b  x w x  with good generalization performance. 
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Assuming that training data is linearly separable, there are many separating 
hyperplanes ( ( , )f b  x w x ) satisfying the constraints ( ) 1,   1, , .i iy b i n  w x   
SVM approach considers an optimal separating hyperplane (Vapnik, 1998), for which the 
margin (i.e. the distance between the closest data points to the hyperplane) is maximized. 
SVM implements structural risk minimization (SRM) inductive principle by keeping the 
value of empirical risk fixed (i.e. zero for linearly separable case) and minimizing the 
confidence interval (by maximizing margin). The concept of margin is illustrated in 
Figure 2.1. Maximization of margin is equivalent to minimization of || ||w . To this end, 
SVM solves the following optimization problem: 
21       min     || ||
2
subject to:   ( ) 1,  1, , .i iy b i n  
w
w
w x
   (2.2) 
When training data is not linearly separable then training samples are allowed to fall 
inside the margin (so called soft margin). Non-negative slack variables 
max(1 ( , ),0),   1, ,i i iy f i n   w x , which represent deviations from the margin 
borders, are introduced (see Figure 2.2).  Empirical risk is then defined as: 
emp
1
( )
n
i
i
R 

w . In this case, SVM attempts to strike a balance between the goal of 
minimization of empirical risk and maximizing the margin: 
2
,
1
1
         min   || ||
2
subject to:   ( ) 1 ,  1, , .
n
i
b
i
i i i
C
y b i n




   

w
w
w x
   (2.3) 
In this form, the coefficient 0C   controls the trade-off between complexity and 
proportion of non-separable samples and must be determined by model selection. 
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Problem (2.3) is a quadratic programming (QP) problem, which is typically solved in 
its dual form (according to convex optimization, the primal and dual forms of QP are 
equivalent): 
1 , 1
1
1
         min   ( , )
2
subject to:   0,   0 ,  1, , .
n n
i i j i j i j
i i j
n
i i i
i
y y
y C i n

 
 
 

 
   
 

x x
   (2.4) 
Formulation (2.4) has the solution in the form 
1
( ) ( )
n
i i i
i
f y b

 x x x         (2.5) 
In the expansion (2.5), the sample points with non-zero 
i  are called support vectors 
(SVs). The bias term b  is given by  
1
( )
n
s i i i s
i
b y y

  x x   
where ( , )s syx  is one of the support vectors.  
 
2.3 Universum-SVM for Binary Classification 
The idea of Universum learning was introduced by Vapnik (1998, 2006) to incorporate a 
priori knowledge about admissible data samples. It was originally introduced for binary 
classification, where in addition to labeled training data we are also given a set of 
unlabeled examples from the Universum. The Universum contains data that belongs to 
the same application domain as the training data. However, these samples are known not 
to belong to either class. These Universum samples are incorporated into learning as 
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explained next. Let us assume that labeled training data is linearly separable using large 
margin. Then the Universum samples can fall either inside the margin or outside the 
margin borders (see Fig. 2.3).  Under U-SVM we favor hyperplane models where the 
Universum samples lie inside the margin, as these samples do not belong to either class. 
Such Universum samples (inside the margin) are called contradictions, because they are 
falsified by the model (i.e., have non-zero slack variables for either class labels).  
Next, we briefly review the optimization formulation for Universum SVM classifier 
(Vapnik, 2006; Weston. et al, 2006). Let us consider an inductive setting (for binary 
classification), where we have labeled training data ( , ),  1,2,...i iy i nx  and a set of 
unlabeled examples *( ),  1,2,...j j mx  from the Universum. The Universum contains data 
that belongs to the same application domain as the training data, but these samples are 
known not to belong to either class. The optimization formulation for U-SVM (Vapnik, 
2006; Weston et al , 2006), is presented in (2.6). This formulation is shown only for 
linear parameterization; however it can be generalized to nonlinear cases using kernels. 
Here, for labeled training data, we use standard SVM soft-margin loss with slack 
variables i . The Universum samples 
*( )jx  
are penalized using an  –insensitive loss 
(shown in Fig. 2.4). Let 
*
j  denote slack variables for samples from the Universum.  
Then the U-SVM formulation is given as: 
,
min
bw
  * *
1 1
1
( , ) ( )
2
n m
i j
i j
R b C C 
 
    w w w       (2.6) 
subject to constraints:   for labeled data:  [( ) ] 1i i iy b    w x , 0, 1,...,i i n    
   for the Universum: 
* *( )j jb     w x  
* 0, 1,...,j j m    
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Here 0   is user-defined and usually set to zero or some small fixed value. Parameters 
*, 0C C   control the trade-off between the margin size, the number of errors and the 
number of contradictions.  
The solution to the optimization problem (2.6) defines the large margin hyperplane 
* *( ) ( )f b  x w x  that incorporates a priori knowledge (i.e., Universum samples) into 
the final model. The dual formulation for inductive SVM in the Universum environment, 
and its nonlinear (kernelized) version can be obtained using optimization theory and 
standard SVM techniques, where the decision function in the dual space is constructed by 
using a kernel matrix of both the labeled samples and the Universum samples (Weston et 
al, 2006). This quadratic optimization problem is convex due to convexity of the 
constraints for labeled data and for the Universum. Efficient computational algorithms for 
solving this problem involve modifications of standard SVM software (Weston et al, 
2006). The U-SVM software is available at: http://www.cs.unibo.it/~roffilli/sw.html. 
 
2.4 Practical Conditions for the Effectiveness of Universum-SVM  
There are two design factors necessary for a successful practical application of U-SVM. 
 Model Selection: which becomes rather difficult because the kernelized U-SVM has 4 
tunable parameters: C , *C , kernel parameter and   (in contrast, standard SVM has 
only two tuning parameters).  
 generalization performance of U-SVM may be also affected by a bad choice of the 
Universum data.  
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In practice, it may be difficult to separate these two factors. Hence we propose the 
following strategy for judging the effectiveness of a given Universum. This strategy is 
based on analysis of the histogram of projections of the training and universum samples 
onto the normal direction of the SVM decision boundary and is provided next: 
 
STRATEGY TO ANALYZE THE EFFECTIVENESS OF U-SVM 
2.4 a  estimate SVM classifier for a given (labeled) training data set This step involves 
model selection of the C and kernel parameter. 
2.4 b  generate low-dimensional representation of training data by projecting it onto 
the normal direction vector of SVM hyperplane estimated in (a) (see Fig. 2.5). 
2.4 c  project the Universum data onto the normal direction vector of the SVM 
hyperplane (see Fig. 2.6 a). 
2.4 d  analyze the histogram of projected Universum data in relation to projected 
training data (see Fig. 2.6 b). 
 
The benefits of this strategy are two-fold.  First, it simplifies the characterization of 
good Universum data. Specifically, based on the statistical properties of the projected 
Universum data relative to labeled training data (in step 2.4 d), we can formulate the 
conditions on whether using this Universum will improve the prediction accuracy of 
standard SVM estimated in step 2.4 a. The practical conditions for the effectiveness of U-
SVM are provided next and illustrated in Fig. 2.7.  
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PRACTICAL CONDITIONS FOR EFFECTIVENESS OF U-SVM 
A1) The histogram of projections of training samples is separable, and its 
projections cluster outside the SVM margin borders denoted as points -1/+1 in 
the projection space.  
The histogram of projections of the Universum data: 
A2) is symmetric relative to the (standard) SVM decision boundary, and  
A3) It has wide distribution between the SVM margin borders. 
 
The second aspect of the proposed strategy is simplified model selection. Specifically, 
this strategy involves two steps, i.e. 
 perform model selection for the C and kernel parameters for the standard SVM 
classifier (in step 2.4 a). 
 perform model selection for C*/C (ratio) while keeping C and kernel parameters 
fixed (as in (a)). Parameter  is usually pre-set to a small value and does not 
require tuning.   
This strategy is used in all empirical comparisons reported in Section 2.5 below (where 
parameter   is set to zero). 
 
2.5 Empirical Results for U-SVM  
This section presents empirical results to illustrate the conditions (A1)-(A3) for the 
effectiveness of Universum SVM. The first set of experiment uses the synthetic 1000-
dimensional hypercube data set, where each input is uniformly distributed in [0, 1] 
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interval and only 200 out of 1000 dimensions are relevant for classification. An output 
class label is generated as y = sign(x1+x2+…+x200 – 100). For this data set, only linear 
SVM is used because the optimal decision boundary is known to be linear. The training 
set size is 1,000, validation set size is 1,000, and test set size is 1,000. For U-SVM, 1,000 
synthetic Universum samples are generated by using a commonly used strategy called 
Random Averaging (RA) (Weston et al, 2006). For RA, the Universum samples are 
generated by randomly selecting positive and negative training samples and computing 
their average (as illustrated in Fig. 2.8).  
Next we provide the modeling results for standard SVM and U-SVM using linear 
kernel. The model selection is performed by tuning parameter values providing the 
smallest error on the independent validation set Table 2.1 shows performance comparison 
for the standard SVM, and U-SVM. The table shows the average value of the test error 
over 10 random experiments. Here, for each experiment we randomly select the 
training/validation set, but use the same test set The standard deviation of the test error is 
shown in parenthesis. The histogram of projections for linear SVM is provided in Fig. 
2.9. An analysis of the histograms indicates that the training samples are not separable 
and hence U-SVM will not provide any improvement over SVM. This is consistent with 
empirical results shown in Table 2.1.  
The second set of experiments involves classification of handwritten digits ‘5’ and 
‘8’ using the MNIST data (http://www.cs.nyu.edu/~roweis/data.html). Here each sample 
is represented as a real-valued vector of size 28*28=784. On average, approximately 22% 
of the input features are non-zero which makes this data very sparse. The goal is to 
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investigate the effectiveness of three types of Universa: handwritten digits 1, 3 and 6, and 
to explain their effectiveness by analyzing histograms of projections of both labeled and 
Universum data sets. For this experiment: 
 Training/validation set samples size is 1000 (500 per class); 
 Universum set sample size is 1,000 (digits ‘1’, ‘3’, ‘6’ and RA). Note, we keep the 
number of Universum samples equal to the number of training samples. Increasing 
the number of Universum samples does not change the histogram of projections 
significantly. Hence, the relative performance of the different types of the Universum 
remains the same. 
 Test set sample size is 1,866. 
Previous studies suggest that RBF kernel  2( , ') exp 'K   x x x x  works well for 
this dataset (Schölkopf and Smola, 2002).  Model selection for standard RBF SVM 
classifier and for U-SVM is performed using the independent validation data set Each 
experiment is repeated 10 times with different random realizations of 
training/validation/Universum samples, and the average test error (and its standard 
deviation) is reported. The test error rates of SVM and U-SVM are shown in Table 2.2, 
and the typical histograms of projections for training data and Universum data are shown 
in Fig. 2.10. 
Typical histograms of projections shown in Fig. 2.10 suggest that digit 1 Universum 
is less effective than digit 3 or 6 because it has more biased distribution between 
projections of labeled data, i.e., digits 5 and 8. The Universum samples for digits 3 and 6 
are more widely and symmetrically distributed inside the margin borders, so they are 
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expected to provide better performance (than digit 1 Universum). These findings are 
consistent with the empirical results in Table 2.2, showing no statistically meaningful 
improvement for digit 1 Universum, and a good improvement for digits 3 and 6. 
For the third set of experiments we use the Real-life ABCDETC data set, where data 
samples represent the handwritten lower case letters ‘a’ and ‘b’. Each sample is 
represented as a real-valued vector of size 100*100 = 10000. The task involves 
classification of handwritten characters ‘a’ and ‘b’ (Weston et al, 2006). The goal is to 
investigate the effectiveness of three types of Universa: ‘All upper case letters from A to 
Z’, ‘All digits from 0 to 9’ and ‘Random Averaging’ of training data. 
For this experiment: 
 Training/validation set samples size is 150 (75 per class); 
 Universum set sample size is 1,500; 
 Test set sample size is 209, i.e., 105 samples from class ‘a’ and 104 from class ‘b’. 
For this data set, we use a 3rd degree Polynomial Kernel following (Weston et al, 
2006). Model selection for the standard Polynomial SVM classifier and for U-SVM is 
performed using the validation data set Each experiment is repeated 10 times with 
different random realizations of training/validation/Universum samples, and the average 
test error (and its standard deviation) is reported. The test error rates of SVM and U-SVM 
are shown in Table 2.3, and typical histograms of projections for training and Universum 
data are shown in Fig. 2.11. 
The histograms in Fig. 2.11 show that for both the ‘Upper case letters A-Z’ and 
‘digits 0-9’ the Universum samples have a wider distribution than the Universum samples 
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obtained via Random Averaging. Hence, we can expect both ‘Upper case letters A-Z’ and 
‘digits 0-9’ to be more effective than RA. This is confirmed by the empirical results in 
Table 2.3. 
In summary, these results suggest that the Universum distribution should be wide 
enough, relative to the margin borders of standard SVM model estimated from labeled 
training data. The ‘good’ Universum helps to stabilize SVM decision boundary, and 
makes it less sensitive to random variability of training samples. 
 
2.6 Analytic Interpretation 
This section establishes the connection between our practical conditions for the 
effectiveness of Universum learning and recent analytic results. Sinz et al (2008) 
analyzed the geometric relations of the decision hyperplane learnt with the U-SVM to the 
Universum data set, and showed that the optimal solutions tend to make the normal 
vector orthogonal to the principal directions of the Universum. That is, under 
optimization formulation (1), the U-SVM algorithm ‘tries to find a direction *w such that 
the variance of the projections of the Universum samples on that direction is small’ (Sinz 
et al, 2008). As argued earlier in Section 1, this insight is not very practical, because it 
does not explicitly describe the properties of Universa in relation to the labeled training 
data. In fact, according to the U-SVM formulation (2.6) an optimal direction *w tries to 
achieve two goals: 
1. Separate labeled samples with large margin (as in standard SVM); 
2. Minimize the variance of Universum samples. 
  22 
Under high-dimensional settings, labeled training data tends to be separable (in some 
optimally chosen kernel space), so the first goal can be achieved by a standard SVM. 
This motivates a two-step strategy (shown in Section 2.4), where the standard SVM is 
estimated first, and then the conditions for the effectiveness of a Universum (i.e., for goal 
2) are stated (in A1-A3). This incremental strategy also alleviates the problem of model 
selection, because parameters of standard SVM are tuned separately. 
Further, our conditions (A1)-(A3) for the effectiveness of a Universum implement 
the above cited analytic property that the optimal direction vector *w minimizes the 
variance of the projections of Universum samples (Sinz. et al, 2008). Namely, our 
conditions apply to projections of Universum samples onto the vector w of the standard 
SVM model. Condition (A2) ensures that the mean of projected Universum samples falls 
close to SVM decision boundary, or equivalently that the mean of Universum is 
(approximately) the same as the mean of training samples. This is clearly necessary for 
minimizing the variance of projections of Universum according to (Sinz. et al, 2008). 
Condition (A3) ensures that Universum data can indeed provide an improvement relative 
to standard SVM. That is, if the Universum is narrowly distributed near SVM decision 
boundary, then the solution vector w of standard SVM would provide small variance of 
projections of the Universum, so that no additional improvement (due to this Universum) 
can be expected. 
For the least-squares U-SVM, closed-form analytic interpretation becomes possible. 
Sinz et al (2008) showed an equivalency between the (least-squares) U-SVM learning 
  23 
and the maximization of a hybrid Rayleigh’s coefficient due to the kernel oriented 
Principal Component Analysis (kPCA) and kernel Fisher discriminant analysis (kFDA): 
 
 
 
max
w
      
T
b
T T * * T
w
1
( ) * ( )( )
m
j j
j
C C

  
w S w
w S w w x μ x μ w
           (2.7) 
 
 
where, 
w ≡ The normal weight vector of decision hyper plane. 
μ≡The empirical mean of the training samples 
1
1 n
i
in 
 μ x .  
1 2,μ μ ≡ The empirical class means given by, 
1
c i
i ccn 
 μ x   where c=Class -1,+1. 
bS ≡ The between class scatter matrix; 
T
b 1 2 1 2( )( )  S μ μ μ μ . 
wS ≡ The within class scatter matrix given by,
T
w
1, 1
( )( )i c i c
c i c  
   S x μ x μ . 
*
jx ≡ the universum samples, where 1...j m . 
, * 0C C  , control for the tradeoff between minimization of errors and maximization of 
the number of contradictions. 
Our conditions (A1)-(A3) can be only approximately related to the analytic criterion 
(2.7), because we use original U-SVM formulation (with hinge loss). Under our 
approach, the effectiveness of the Universum is evaluated relative to standard SVM 
     from kPCA from kFDA 
      from kFDA 
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model estimated from labeled data (shown in Section 2.4). This approach can be 
interpreted using the analytic formulation (2.7) as follows: 
- Minimize the term marked ‘from kPCA’, since the other two terms in (2.7) 
correspond to the solution provided by standard SVM, and they are fixed. 
Then the universum samples contribute to the maximization of the hybrid Rayleigh’s 
coefficient through the minimization of the term T * * T
1
( )( )
m
j j
j
 w x μ x μ w . Further, this 
term can be rewritten as the sum of two terms:   
T * * T
1
( )( )
m
j j
j
 w x μ x μ w           (2.8) 
T T T * * T
U U U U
1
[ ( )( ) ] [ ( )( ) ]
m
j j
j
m

     w μ μ μ μ w w x μ x μ w   
where,  *
U
1
1 m
j
jm 
 μ x  is the mean of universum samples. 
The first term in (2.8) is the squared distance ( 2D ) between the means of the Universum 
samples and training samples projected onto the normal weight vector (w) of the standard 
SVM model. For high-dimensional data, most training samples cluster at/near the 
margins. So, for balanced data sets, the mean of the training samples is likely to be the 
standard SVM decision boundary. Hence, our condition (A2) is equivalent to the first 
term in (2.8), i.e. minimization of the projected distance ( D ) between the mean of the 
universum samples Uμ and the mean of the training samples μ . Because in the first term 
of (2.8), the distance between the means is very small, due to our condition (A2), 
maximization of the Rayleigh’s coefficient (2.7) depends mainly on minimization of the 
second term, i.e. the variance of the universum samples projected onto the normal weight 
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vector. Thus, for a case where we have a wide distribution (larger variance) of the 
universum samples projected onto the normal weight vector, as stated in our condition 
(A3); we may expect to maximize the Rayleigh’s coefficient in (2.7) by minimizing this 
large variance. On the other hand, if this variance is small, we expect no or little 
improvement from the Universum. 
 
2.7 Conclusion 
This chapter investigates the effectiveness of the U-SVM for finite-sample data. In 
general, performance of learning methods is always affected by the properties of 
application data at hand. New learning settings, such as U-SVM, are inherently more 
complex than standard SVM and they have more tuning parameters. So it is important to 
have practical criteria that ensure potential advantages of using U-SVM for a given data 
set This is a difficult problem, because the effectiveness of U-SVM depends on the 
properties of labeled data as well as Universum samples. Meaningful analytic 
characterization of such data sets is quite difficult. So we propose a novel representation 
of training data using projections of this data onto the normal direction of SVM decision 
boundary. Analysis of the univariate histograms of projections, presented in this paper, 
leads to practical conditions for the effectiveness of Universum learning. That is, a 
Universum data set is effective, if its univariate histogram of projections is symmetric 
and widely distributed, relative to (standard) SVM decision boundary.  
Empirical results using several real-life and synthetic data sets illustrate the 
usefulness of the proposed approach, for several types of Universa, and several real-life 
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and synthetic data sets. Proposed practical conditions are also shown to be closely related 
to analytic conditions independently derived in (Sinz. et al). However, our conditions are 
more useful for practitioners than analytic criteria in (Sinz. et al), because our approach: 
 Provides an explicit characterization of the properties of the Universum and the 
properties of labeled training data. These properties are conveniently represented in 
the form of univariate histograms; 
 Directly relates prediction performance of U-SVM to that of standard SVM (using 
only labeled data);   
Further, the proposed approach significantly simplifies model selection for U-SVM. That 
is, the regularization parameter C and the kernel parameter for the U-SVM formulation 
(2.6) are selected via training a standard SVM classifier (using only the labeled training 
data). Then model selection for U-SVM involves tuning only two remaining parameters, 
C*/C and  . 
In conclusion, we point out that most studies of the U-SVM use balanced data sets with 
equal misclassification costs. That is, the number of positive and negative labeled 
samples is (approximately) the same, and the relative cost of false positive and false 
negative errors is assumed to be the same. This chapter also assumes such a balanced 
setting, where false positive and false negative errors are assigned equal cost in the 
optimization formulation (2.6). Many practical applications involve unbalanced data and 
unequal costs. The next chapter presents Universum learning for classification under such 
cost-sensitive settings. 
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Table 2.1 Comparison of standard SVM and U-SVM on Synthetic Hypercube data 
using linear kernel 
 SVM U-SVM(RA) 
Synthetic data (Linear) 26.63% (1.54%) 26.89% (1.55%) 
 
 
 
Table 2.2 Test error rates for MNIST data with different Universa. Training set 
size is 1,000 samples. 
 SVM 
U-SVM 
(digit 1) 
U-SVM 
(digit 3) 
U-SVM 
(digit 6) 
Test 
error 
1.47% (0.32%) 1.31% (0.31%) 1.01% (0.28%) 1.12% (0.27%) 
 
 
 
Table 2.3 Test error rates for ABCDETC data with different Universa. Training 
set size is 150 samples 
 SVM 
U-SVM 
(upper case) 
U-SVM 
(all digits) 
U-SVM 
(RA) 
Test 
error 
20.47% 
(2.60%) 
18.42% 
(2.97%) 
18.37% 
(3.47%) 
18.85% 
(2.81%) 
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Figure 2.1: Binary classification problem, where ‘     ’ denotes samples from positive 
class and ‘     ’ denotes samples from negative class. The margin is the distance 
between the closest data points to the hyperplane. 
 
 
( ) ( ) 0f b   x w x   
x1 
x2 
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Figure 2.2: Non-separable case for binary classification. Slack variables 
1 ( )i i iy f   x  correspond to the deviation from the margin borders.  
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Figure  2.3: Two large-margin separating hyperplanes explain training data equally 
well, but have different number of contradictions on the Universum. The model with 
a larger number of contradictions should be favored. 
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Figure  2.4: The  - insensitive loss for the Universum samples. Universum samples 
outside the  -insensitive zone are linearly penalized using the slack variables *j . 
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      (a)                (b) 
Figure  2.5: (a) Projection of the training data shown in red and blue onto the 
normal weight vector (w) of the SVM hyperplane. (b) Univariate histogram of 
projections. i.e. histogram of ( )f x   values for training samples.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        (a)                (b) 
Figure  2.6: (a) Projection of the universum data (shown in black) onto the normal 
weight vector (w) of the SVM hyperplane. (b) Univariate histogram of projections of 
the universum samples (shown in black) along with the training samples (shown in 
red/blue).  
 
Universum samples 
( ) ( )f b  x w x  
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Figure 2.7: A schematic illustration of the histogram of projections of training and 
universum samples onto normal w vector of SVM decision boundary satisfying the 
practical conditions for the effectiveness of U-SVM. 
 
 
 
 
Figure 2.8:  Generation of the Universum data by averaging.    
 
 
( ) 0f x  1  1  
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Figure 2.9: Histogram of projections onto normal direction of linear SVM for 
synthetic hypercube data set (C=2
-6
 and C*/C=2
-5
). 
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(a)             (b) 
 
   
(c) 
  
Figure 2.10: Univariate histogram of projections onto (RBF) SVM normal weight 
vector (C=10, 62   ) for 3 different types of Universa for MNIST data. Training 
set size ~ 1,000 samples. Universum set size ~ 1,000 samples. (a) digit 1 Universum 
(C*/C=0.01) (b) digit 3 Universum (C*/C=0.1.)  (c) digit 6 Universum (C*/C=0.01). 
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    (a)           (b) 
    
                         (c) 
Figure 2.11: Univariate histogram of projections onto (poly) SVM normal weight 
vector (C=10, d=3) for 3 different types of Universa for ABCDETC data. Training 
set size ~ 150 samples. Universum set size ~ 1,500 samples. (a) ‘Upper case letters A 
to Z’ Universum. (C*/C=0.1) (b) ‘digits 0-9’ Universum. (C*/C=0.1.)   (c) RA 
Universum (C*/C=0.01). 
-2 -1.5 -1 -0.5 0 0.5 1 1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
-2 -1.5 -1 -0.5 0 0.5 1 1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
-2 -1.5 -1 -0.5 0 0.5 1 1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
  37 
Chapter 3 Cost-Sensitive Universum Learning for 
Classification 
 
3.1 Introduction 
As presented in Chapter 2, Universum learning is particularly effective for high-
dimensional data settings, where the number of input features is comparable to the number 
of data samples used for model estimation. However, all previous studies on Universum 
learning use balanced data sets with equal misclassification costs (Weston et al, 2006; 
Cherkassky et al, 2011; Cherkassky and Dai, 2009; Sinz et al, 2008; Gao et al,2009; 
Zhang et al, 2008; Chen and Zhang, 2009; Bai and Cherkassky, 2008; Shen et al, 2011). 
That is, the number of positive and negative labeled samples is (approximately) the same, 
and the relative cost of false positive and false negative errors is assumed to be the same.  
However, many practical applications involve unbalanced data and different 
misclassification costs, i.e., credit card fraud detection, intrusion detection, oil-spill 
detection, disease diagnosis etc (Tan et al, 2006; Weiss et al, 2007; Elkan, 2001). In order 
to incorporate apriori knowledge (in the form of Universum data), we need to extend the 
Universum learning to handle such cost-sensitive settings. 
Researchers have introduced many techniques to deal with problems involving 
unequal misclassification costs and unbalanced data settings (Tan et al, 2006; Weiss et al, 
2007; Elkan, 2001). Typically, these methods follow two basic approaches:  
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 Cost-Sensitive Learning, where the costs of misclassification and the ratio of 
imbalance in the data are introduced directly into the learning formulation. 
 Oversampling/ Undersampling, where the training samples of a particular class are 
replicated to reflect different misclassification costs (Elkan, 2001). 
In this chapter we follow the direct approach of introducing the cost-ratios into U-
SVM formulation. Specifically, we describe the U-SVM classification setting, where 
different misclassification costs for  false-positive vs.  false-negative errors are given as 
the ratio fp fnr C C . We modify Vapnik’s original formulation for U-SVM (Vapnik, 
1998; 2006) to include different misclassification costs. Further, we provide 
characterization of a good Universum for the proposed cost-sensitive U-SVM. Our 
approach follows the same practical strategy as before and tries to address the following 
questions:  
i. Can a given Universum data set improve generalization performance of the cost-
sensitive SVM classifier (Cherkassky and Mulier, 2007; Lin et al, 2002) trained using 
only labeled data? 
ii. Can we provide practical conditions for (i), based on the geometric properties of the 
Universum data and labeled training data?  
This approach is more suitable for non-expert users, because practitioners are 
interested in using cost-sensitive U-SVM only if it provides an improvement over the 
standard cost-sensitive SVM. Our conditions for the effectiveness of cost-sensitive U-
SVM extend the conditions for the effectiveness of the standard U-SVM introduced in 
Chapter 2. 
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This chapter is organized as follows. Section 3.2 describes cost-sensitive SVM 
formulation. Section 3.3 explains the new formulation for cost-sensitive Universum-SVM. 
The practical conditions for the effectiveness of cost-sensitive U-SVM are provided in 
Section 3.4. Next we provide empirical results to illustrate these conditions, using both 
synthetic and real-life data sets in Section 3.5. Finally, conclusions are presented in 
Section 3.6. 
 
 3.2 Cost-Sensitive SVM 
Consider a binary classification problem where we have labeled training samples as in 
standard SVM described in Section 2.2. However, in cost-sensitive settings we assign 
different importance (or cost) to false positive and false negative errors, as specified by 
the ratio fp fnr C C . The goal in such cost-sensitive learning is to estimate a classifier 
that minimizes the weighted error for future test samples (Tan et al, 2006; Elkan, 2001; 
Cherkassky and Mulier, 2007). 
weighted test error  = fp fp fn fnC P C P     (3.1) 
Here fpP and fnP denote the probability (error rate) of false positive and false negative 
errors.  
Standard SVM formulation can be adapted for cost-sensitive settings by introducing 
the cost-ratios directly into the SVM formulation (Cherkassky and Mulier, 2007; Lin et 
al, 2002). The cost-sensitive SVM formulation is provided next, 
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subject to:   [( ) ] 1i i iy b    w x      0,      1,...,i i n                where, 
fp
fn
C
r
C
 . 
The proposed cost-sensitive SVM uses unequal costs for the two classes in the labeled 
training data. The samples of the negative class lying inside the soft-margin are penalized 
r  times more than those of the positive class.  
As in standard SVM, problem (3.2) is typically solved in its dual form. The dual 
functional remains same as in (2.4). The only modification required is to the constraints, 
so that it incorporates the cost-ratio 
fp
fn
C
r
C
 . The cost-sensitive SVM dual formulation is 
provided below, 
1 , 1
1
1
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                   0 ,    
                   0 ,  
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
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x x
    (3.3) 
Formulation (3.3) has the solution of the form 
1
( ) ( )
n
i i i
i
f y b

 x x x         (3.4) 
In the expansion (3.4), the sample points with non-zero i  are called support vectors 
(SVs). The bias term b  is given by  
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1
( )
n
s i i i s
i
b y y

  x x   
where ( , )s syx  is one of the support vectors.  
 
3.3 Cost-Sensitive U-SVM 
 Next we show how to extend Universum learning for cost-sensitive settings. As 
discussed before in Section 3.1, there are many techniques to deal with cost-sensitive 
settings (Tan et al, 2006; Weiss et al, 2007; Elkan, 2001). In this thesis we follow the 
direct approach of introducing the cost-ratio fp fnr C C  into the U-SVM formulation 
(2.6). This leads to the proposed modified cost-sensitive U-SVM formulation (3.5),  
Given, labeled training samples ( , ),  1,2,...i iy i nx  and unlabeled universum samples 
*( ),  1,2,...j j mx . 
*
, 1
1
( )  + *  
2
min ( , )
m
jb i class i class j
C C Ci iR b r  
  
     
w
w ww        (3.5) 
subject to constraints:   (training samples):       [( ) ] 1i i iy b    w x  
       (universum samples):   
* *
( )j jb     w x    
         0, 1,...,i i n    ;       
*
0, 1,...,j j m    
 
Here parameters r  and 0  are user-defined. In all empirical results presented later 
in section 3.5, the value of  is set to zero. Tunable regularization parameters *, 0C C   
control the trade-off between minimization of cost-weighted errors, margin size and the 
maximization of the number of contradictions. 
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The proposed cost-sensitive U-SVM uses unequal costs for the two classes in the 
labeled training data, following (Cherkassky and Mulier, 2007; Lin et al, 2002). The 
samples of the negative class lying inside the soft-margin are penalized r  times more 
than those of the positive class. However, the loss for the Universum samples remains the 
same as in the original formulation (2.6).  
Following (Weston et al, 2006) this quadratic optimization problem (3.5) can be 
solved by introducing the Univerum samples twice with opposite labels and hence 
solving a modified cost-sensitive SVM problem, 
Here we define, 
         
*   and   1 ,   1,2,...n j j n jy j m    x x  
                     
*   and  1,  1, 2,...2n j j n jy j m m m      x x  
Then (3.5) is equivalent to solving the following optimization problem, 
2
1
1 ˆmin  ( , )  ( )         
, 2
n m
i
R b C ki ib



   w w w
w
                    
(3.6) 
subject to constraints: [( ) ]i i i iy b     w x   with 
0,  1,..., 2i i n m     
here,   1i     and   Cˆ C  ;  for   1,...,i n  
          i
  
  
and   ˆ *C C ;  for  1,..., 2i n n m     
and,  
   if   1 ( 1,... )
1           otherwise                      
fp fn i
ki
C C y i n  
 

     
This problem (3.6) can be easily solved in the dual form by using the original U-SVM 
software (http://www.cs.unibo.it/~roffilli/sw.html) where the Cˆ  penalty term for the 
negative samples is weighted by the factor fp fnr C C . Hence, the computational cost 
for solving the cost-sensitive U-SVM problem remains the same as for the standard U-
SVM; which is in turn equivalent to solving the standard SVM problem with n+2m 
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samples (Weston et al, 2006).  The modified cost-sensitive U-SVM software is made 
publicly available (http://www.ece.umn.edu/users/cherkass/predictive_learning/ 
SOFTWARES.html). The solution to the optimization problem (3.6) defines the large 
margin hyper-plane * *( ) ( )f x b  w x  that incorporates a priori knowledge (i.e., 
Universum samples) and also reflects different misclassification costs. 
 
3.4 Practical Conditions for the Effectiveness of Cost-Sensitive U-SVM  
As evident from (3.5), the cost-sensitive U-SVM has the same design issues as the 
original U-SVM, i.e., model selection and selection of good Universum. Hence, we adopt 
the same strategy used originally for standard U-SVM (see 2.4 (a)-(d)). However, now 
the univariate histogram is generated by projecting the training and universum samples 
onto the normal direction vector of the cost-sensitive SVM hyperplane.  
STRATEGY TO ANALYZE THE EFFECTIVENESS OF COST-SENSITIVE U-SVM 
3.4 a  estimate cost-sensitive SVM classifier for a given (labeled) training data set 
This step involves model selection of the C and kernel parameter. 
3.4 b  generate low-dimensional representation of training data by projecting it onto 
normal direction vector of cost-sensitive SVM hyperplane estimated in (3.4 a). 
3.4 c  project the Universum data onto the normal direction vector of the cost-
sensitive SVM hyperplane. 
3.4 d  analyze the histogram of projected Universum data in relation to projected 
training data. 
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Based on this histogram of projections, the practical conditions for the effectiveness of 
cost-sensitive U-SVM are provided next (and illustrated in Fig. 3.1).  
PRACTICAL CONDITIONS FOR EFFECTIVENESS OF COST-SENSITIVE U-SVM 
B1. The histogram of projections of the training data is well separable, and the samples 
from the class with smaller misclassification cost, (i.e. ‘+’ve class when 1r  ) 
cluster outside the ‘+1’ soft-margin. 
Conditions for the histogram of projections of the Universum data: 
B2. is slightly biased towards the class for which the misclassification cost is higher, 
(i.e. ‘’ ve class when 1r  ), and  
B3. is well spread within the class means of the training samples. 
 
These new conditions (B1)-(B3) take into account the inherent ‘bias’ in the estimated 
predictive models under cost-sensitive settings, discussed in (Cherkassky and Dhar, 2010; 
Cai et al, 2010). Conditions (A1)-(A3) represent a special case of conditions (B1)-(B3) 
when the costs are equal ( 1r  ). Further, as before this strategy leads to the following 
two-step model selection (parameter tuning) for the cost-sensitive U-SVM: 
1  perform model selection for C and kernel parameters for the cost-sensitive SVM 
formulation. (These parameters are then fixed and used for the cost-sensitive U-
SVM). 
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2  perform model selection for the C*/C parameter specific to the cost-sensitive U-
SVM formulation, while keeping C and kernel parameters fixed. Parameter   is 
usually pre-set to a small value and does not require tuning.  
This strategy is used in all empirical comparisons reported in Section 3.5 below (where 
parameter    is set to zero). 
 
3.5 Empirical Results for Cost-Sensitive U-SVM  
This section presents empirical results to illustrate the conditions (B1)-(B3) for the 
effectiveness of cost-sensitive Universum SVM. For our empirical comparisons, the 
misclassification costs are specified as the ratio fp fnr C C , and the weighted test error 
(3.1) is normalized by its maximum possible value ( fp fnC C ), as shown next, 
Normalized ( fp fp fn fnC P C P )    =   
( ) ( )
 
( ) ( )
fp fnr n n n n
r n n n n
 
   
 

     (3.7) 
                                         =   
( ) ( )
 
1
fp fnr n n n n
r
  

 
Here fpn , fnn  denotes the number of false positive and false negative samples, and n
 , n
denotes the number of positive and negative test samples.  Such normalization limits the 
value of the weighted error to the range of [0, 1] which is the same range used in standard 
binary classification problems (with equal costs). In the rest of the chapter, we refer to 
this normalized weighted error as simply the test error.  
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Further, several alternative metrics have been used in literature to measure the   
performance of a classification model under unbalanced and unequal misclassification 
costs settings (Tan et al, 2006; Cherkassky and Mulier, 2007). This thesis advocates using 
cost-sensitive U-SVM only if it provides an improvement over the cost-sensitive SVM 
(Cherkassky and Mulier, 2007, Lin et al, 2002). Lin et al (2002) have shown that the 
minimizer of the expected   value   of the cost-sensitive SVM loss function follows the 
Bayes rule. This provides theoretical justification for using the empirical estimate of the 
Bayes Risk (i.e. weighted test error) for our empirical comparisons. 
The first set of experiment uses the synthetic 1000-dimensional hypercube data set, 
where each input is uniformly distributed in [0, 1] interval and only 200 out of 1000 
dimensions are relevant for classification. An output class label is generated as y = 
sign(x1+x2+…+x200 – 100). For this data set, only linear SVM is used because the optimal 
decision boundary is known to be linear. The training set size is 1,000, validation set size 
is 1,000, and test set size is 1,000. For U-SVM, 1,000 Universum samples are generated 
by using the commonly used strategy called Random Averaging (RA).  
For this data set, we consider three different cost ratios r = 0.5, 0.2, 0.1 to capture the 
effect of varying cost settings. We model this data for the standard SVM, cost-sensitive 
SVM and cost sensitive U-SVM using linear kernel. The model selection is performed by 
tuning parameter values providing the smallest weighted error on an independent 
validation set  
Table 3.1 shows performance comparison for the standard SVM, cost-sensitive SVM 
and the cost-sensitive U-SVM with different cost-ratios (r = 0.5, 0.2, 0.1). The table 
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shows the average value of the (normalized weighted) test error over 10 random 
experiments. Here, for each experiment we randomly select the training/validation set, 
but use the same test set. The standard deviation of the test error is shown in parenthesis. 
Additionally we provide the average False Positive and False Negative rates (in %) over 
these 10 random experiments. The typical histograms of projections for training data 
along with the Universum data are shown in Fig. 3.2. In all figures the training samples 
for the two classes are shown in red and blue with their respective class means shown by 
the dotted red/blue line. The projection of the universum samples are shown in black. 
Further, we also show the average of the two class means of the training samples in 
green. This helps to understand a projection bias of the universum samples towards 
positive or negative class. The typical histograms of projections (in Fig. 3.2) show that 
the training samples are not separable. Hence, based on our conditions we expect no 
improvement over the cost-sensitive SVM. This is confirmed by the results in Table 3.1. 
For this data set (with unequal costs) application of standard Universum-SVM does not 
improve generalization (relative to cost-sensitive SVM). 
The second set of experiments uses the real-life handwritten digits “8” vs. “5” 
MNIST data (http://www.cs.nyu.edu/~roweis/data.html). The goal is accurate 
classification of digits “8” vs. “5”, where each sample is represented as a real-valued 
vector of size 28x28=784. For this experiment, we use four types of Universa: 
handwritten digits “1”, “3”, “6” and RA and analyze their effectiveness using the 
histograms of projections of both labeled and Universum data sets. For this experiment, 
–   Number of training samples = 1000. (500 per class) 
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– Number of validation samples = 1000. (500 per class. This independent validation set 
is used for model selection) 
– Number of test samples=1866.  
– Number of Universum samples = 1000. 
– Linear SVM parameterization is used. 
We label the digit ‘8’ as class ‘+1’ and the digit ‘5’ as class ‘1’  and use the following 
cost-ratio, 
 
 
Performance comparisons between the standard SVM, cost-sensitive SVM and the cost-
sensitive U-SVM for different types of Universa: digit “1”, “3”, “6” and RA with 
different cost-ratios (r=0.5, 0.2, 0.1) are shown in Table 3.2. The typical histograms of 
projections for training data along with the Universum data are shown in Figs. 3.3 and 
3.4. For this data set the histograms of projections for the cost-ratio r= 0.2 are not shown, 
because they look very similar to those for r = 0.1. Analysis of the histograms indicates 
that the training samples are not separable and hence cost-sensitive U-SVM will not 
provide any improvement over the cost-sensitive SVM. This is consistent with empirical 
results shown in Table 3.2. 
The 3
rd
 set of experiments uses the same real-life handwritten digits “8” vs. “5”. 
However, here we use an RBF kernel of the form  2( , ') exp 'K   x x x x . 
Performance comparisons between standard SVM, cost-sensitive SVM and the cost-
sensitive U-SVM for the different types of Universa: digit “1”, “3”, “6” and RA with 
missclassification cost for(truth=digit 5,prediction=digit 8)
missclassification cost for(truth=digit 8,prediction=digit 5)
fp
fn
C
r
C
 
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different cost-ratios (r = 0.5, 0.2, 0.1) are shown in Table 3.3. The typical histograms of 
projections for training data along with the Universum data are shown in Figs. 3.5 and 
3.6. Note that we do not show the histograms for the cost-ratio r = 0.2, because they look 
similar to histograms for r = 0.1. 
The histograms of projections in Figs 3.5-3.6 have the following characteristics, 
 the training samples are well-separable. 
 digit ‘1’: well spread universum samples outside training samples’ class means and 
highly biased towards ‘+’ ve class. 
 digit ‘3’: well spread universum samples about training samples’ class means and 
slightly biased towards ‘’ ve class. 
 digit ‘6’: well spread universum samples about training samples class means but 
slightly biased towards ‘+’ ve class. 
 Random Averaging: well spread universum samples about training samples’ class 
means but slightly biased towards ‘+’ve class. 
Practical conditions (B1)-(B3) indicate that for the given well-separable training 
samples (digit ‘8’ vs. ‘5’); digit ‘3’ is the best choice for Universum samples. Although, 
the digit ‘6’ and RA universum are well-spread about the training samples’ class means; 
yet they are slightly biased towards the ‘+’ve class. Further, the digit ‘1’ is the worst 
choice as they are not well-spread about the training samples’ class means, and are highly 
biased towards the ‘+’ ve class. These findings are consistent with empirical results in 
Table 3.3, showing no statistically meaningful improvement for digit 1 Universum, and a 
good improvement for digits ‘3’, digit ‘6’ and RA. 
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The 4
th
 set of experiments uses the Real-life ISOLET data set  (Fanty and Cole,1991), 
where the data samples represent speech signals of 150 subjects for the letters ‘B’ vs. ‘V’. 
Here, each sample is represented by 617 features that include spectral coefficients, 
contour features, sonorant features, pre-sonorant features, and post-sonorant features 
(Fanty and Cole, 1991). We label the voice signals for ‘B’ as class ‘+1’ and ‘V’ as class 
‘1’. The cost-ratio is specified as, 
         
missclassification cost(truth='V',prediction='B')
missclassification cost(truth='B',prediction='V)
C
fp
r
C
fn
   
For this experiment we use, 
 Number of Training samples= 100. (50 per class) 
 Number of Universum samples = 300 (2 types of Universa: letters D, P and RA). 
 Number of Test samples=500.  (This independent test set is used for model selection) 
Our initial experiments suggest that linear SVM works well for this dataset  
Comparisons of the (linear) standard SVM, cost-sensitive SVM and the cost-sensitive U-
SVM for the different types of Universa: letters D, P and RA with different cost-ratios 
(r=0.5, 0.2, 0.1) are shown in Table 3.4. The typical histograms of projections for training 
data along with the Universum data for the cost-ratios (r=0.5, 0.1) are shown in Figs 3.7 
and 3.8. For this dataset typical histograms of projections for the cost-ratio r=0.2 are very 
similar to r=0.1, and have been omitted. From these figures, it is clear that the training 
samples are well-separable. Analysis of projections for different types of universum 
samples shows that:  
  51 
 letter ‘P’ has well spread projections between the training samples’ class means and 
are slightly biased towards the ‘-’ ve class. 
 letter ‘D’ has narrower projections than the letter ‘P’ and are slightly biased towards 
the ‘+’ ve class. 
 Random Averaging has narrower projections than the letter ‘P’ and are slightly biased 
towards the ‘+’ ve class. 
Hence, based on conditions (B1)-(B3), letter ‘P’ is expected to be more effective than 
letter ‘D’ and RA. This is consistent with the empirical results in Table 3.4.  
For our final set of experiments we use the real-life German Traffic Sign 
Recognition Benchmark (GTSRB) dataset (http://benchmark.ini.rub.de/?section= 
gtsrbandsubsection=dataset#resultanalysis). The task is to perform traffic sign 
classification between the images of the signs "50" vs. "80". These sample images are 
represented by their pyramid histogram of oriented gradients (PHOG) features (Shen et 
al, 2011, Bosch et al, 2007). We label the traffic sign '50' as class '+1' and the traffic sign 
‘80’as class ‘-1'. The cost-ratio is specified as, 
       
missclassification cost(truth='80',prediction='50')
missclassification cost(truth='50',prediction='80')
C
fp
r
C
fn
 
 
For this experiment: 
 Number of Training samples= 200. (100 per class) 
 Number of Validation samples = 200. (100 per class) 
 Number of Universum samples =1000 (3 types of Universa: signs ‘30’, ‘60’, RA). 
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 Number of Test samples=2000.   
 Dimension of each sample =1568. (PHOG features) 
Initial experiments suggest that linear parameterization is optimal for this dataset; hence 
only linear kernel has been used in all comparisons. Performance comparisons between 
standard SVM, cost-sensitive SVM and cost-sensitive U-SVM for the different types of 
Universa: signs ‘30’, ‘60’ and RA with different cost-ratios (r = 0.5, 0.2, 0.1) are shown 
in Table 3.5. The typical histograms of projections for training data along with the 
Universum data are also shown in Fig. 3.9, 3.10 and 3.11. Analysis of projections for 
different types of universum samples shows that:  
 sign ‘30’ has well spread projections between the training samples’ class means and 
slightly biased towards the ‘-’ ve class. 
 sign ‘60’ has well spread projections between the training samples’ class means and 
slightly biased towards the ‘-’ ve class. 
 Random Averaging has narrower projections than the signs “30” and “60”, except for 
the cost-ratio r=0.1, for which it has well-spread projections about the training 
samples’ class means. 
Hence, for the cost-ratios r=0.5, 0.2 we can expect signs “30” and “60” to be more 
effective than RA. Further, for r=0.1 all the three types of Universum are likely to 
provide good generalization. This is consistent with the empirical results in Table 3.5. 
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3.6 Conclusion  
Previous studies (Weston et al, 2006; Cherkassky et al, 2011; Cherkassky and Dai, 2009; 
Sinz et al, 2008; Gao et al, 2009; Zhang et al, 2008; Chen and Zhang, 2009; Bai and 
Cherkassky, 2008; Shen et al 2011) have demonstrated the effectiveness of the 
Universum learning for improving the generalization of SVM classifiers. However, all of 
these studies use balanced data sets with equal misclassification costs. This paper 
presented a new U-SVM formulation that incorporates different misclassification costs. 
The proposed cost-sensitive U-SVM can be implemented using minor modifications to 
existing U-SVM software. This modified software is made publicly available at : 
http://www.ece.umn.edu/users/cherkass/predictive_learning/SOFTWARES.html. 
We presented practical conditions for the effectiveness of the cost-sensitive U-SVM 
using histogram of projections. These proposed conditions also hold for unbalanced data 
sets typically seen in many biomedical/bioinformatics applications. These conditions can 
be adopted by general users, because: 
1  They provide an explicit characterization of the properties of the Universum 
relative to the properties of labeled training data. These properties are 
conveniently represented in the form of the univariate histogram of projections; 
2  They directly relate prediction performance of cost-sensitive U-SVM to that of 
cost-sensitive SVM. 
It is important to note that, according to our analyses, meaningful characterization of 
‘good’ Universum is possible only in the context of a particular labeled training dataset 
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Finally, we point out that many applications involve extreme scenarios with very 
high cost ratios or extreme unbalance in the data (viz., anomaly detection). Such 
problems follow a different learning framework called single-class learning (Tan et al, 
2006; Cherkassky and Mulier, 2007), that is discussed in the next chapter. 
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Table 3.1 Comparison of standard/cost-sensitive SVM and cost-sensitive U-SVM for 
synthetic data 
METHODS standard SVM 
cost-sensitive 
SVM 
cost-sensitive 
U-SVM  (RA) 
Cost-Ratio r=0.5 
test error (in %) 27.81(1.86) 24.84(1.38) 25.15(1.14) 
FP rate (in %) 27.49(8.57) 42.26(6.03) 39.9(5.72) 
FN rate (in %) 27.96(6.39) 16.07(4.27) 17.69(3.74) 
Cost-Ratio r=0.2 
test error (in %) 21.21(5.68) 15.09(0.67) 14.92(0.57) 
FP rate (in %) 61.01(37.66) 73.75(14.07) 72.23(12.03) 
FN rate (in %) 13.34(14.09) 3.37(2.26) 3.47(2.18) 
Cost-Ratio r=0.1 
test error (in %) 15.48(8.68) 8.80(0.43) 8.93(0.74) 
FP rate (in %) 68.79(37.22) 96.25(9.83) 90.99(11.53) 
FN rate (in %) 10.24(13.17) 0.27(0.8) 0.93(1.52) 
 
 
Table 3.2 Comparison of standard SVM, cost-sensitive SVM and cost-sensitive U-
SVM for real life MNIST data (using linear kernel). 
METHODS 
standard 
SVM 
cost-sensitive 
SVM 
cost-sensitive 
U-SVM 
(digit 1) 
cost-sensitive 
U-SVM 
(digit 3) 
cost-sensitive 
U-SVM 
(digit 6) 
cost-sensitive 
U-SVM 
(RA) 
 Cost-Ratio (r=0.5) 
test error (%) 4.80(0.51) 4.40(0.38) 4.39(0.31) 4.36(0.32) 4.33(0.44) 4.37(0.46) 
FP rate (in %) 3.94(0.50) 5.67(1.48) 5.64(1.35) 6.00(1.37) 5.84(1.40) 5.54(1.23) 
FN rate (in %) 5.29(0.81) 3.82(0.69) 3.82(0.67) 3.60(0.67) 3.63(0.75) 3.84(0.67) 
 Cost-Ratio (r=0.2) 
test error (%) 4.91(0.48) 3.15(0.22) 3.12(0.24) 3.13(0.17) 3.17(0.21) 3.19(0.25) 
FP rate (in %) 3.92(0.58) 10.96(2.96) 11.10(2.90) 11.45(3.05) 11.38(2.71) 10.64(2.05) 
FN rate (in %) 5.09(0.55) 1.72(0.47) 1.65(0.44) 1.60(0.50) 1.66(0.45) 1.83(0.56) 
 Cost-Ratio (r=0.1) 
test error (%) 5.03(0.72) 2.41(0.34) 2.36(0.33) 2.33(0.34) 2.31(0.30) 2.39(0.29) 
FP rate (in %) 4.57(0.72) 13.33(2.42) 13.94(2.88) 15.17(4.04) 14.54(3.48) 13.94(2.43) 
FN rate (in %) 5.07(0.75) 1.41(0.51) 1.30(0.53) 1.15(0.50) 1.18(0.57) 1.33(0.47) 
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Table 3.3 Comparison of standard SVM, cost-sensitive SVM and cost-sensitive U-
SVM for real life MNIST data (using RBF kernel). 
METHODS 
standard 
SVM 
cost-sensitive 
SVM 
cost-sensitive 
U-SVM 
(digit 1) 
cost-sensitive 
U-SVM 
(digit 3) 
cost-sensitive 
U-SVM 
(digit 6) 
cost-sensitive 
U-SVM (RA) 
 Cost-Ratio (r=0.5) 
test error (%) 1.34(0.28) 1.31(0.29) 1.23(0.37) 0.95(0.19) 1.15(0.34) 1.16(0.28) 
FP rate (in %) 1.10(0.73) 1.12(0.72) 0.96(0.66) 1.07(0.82) 0.89(0.74) 1.03(1.12) 
FN rate (in %) 1.45(0.29) 1.41(0.3) 1.35(0.36) 0.89(0.27) 1.27(0.35) 1.23(0.27) 
 Cost-Ratio (r=0.2) 
test error (%) 1.59 (0.25) 1.45(0.20) 1.29(0.28) 0.97(0.31) 1.11(0.22) 1.17(0.28) 
FP rate (in %) 1.15(0.24) 3.19 (2.26) 3.43(2.69) 3.35(2.71) 2.64(2.27) 3.00(3.48) 
FN rate (in %) 1.67(0.32) 1.13(0.44) 0.90(0.50) 0.53(0.39) 0.83(0.47) 0.84(0.54) 
 Cost-Ratio (r=0.1) 
test error (%) 1.50(0.24) 1.13(0.19) 1.11(0.17) 0.80(0.14) 0.90(0.22) 0.92(0.17) 
FP rate (in %) 1.31(1.47) 5.91(2.75) 6.57(3.27) 6.29(3.20) 5.24(2.54) 6.58(3.62) 
FN rate (in %) 1.52(0.28) 0.69(0.37) 0.61(0.33) 0.30(0.19) 0.51(0.27) 0.41(0.27) 
 
 
 
Table 3.4 Comparison of standard SVM, cost-sensitive SVM and cost-sensitive U-
SVM on ISOLET (‘B’ vs. ‘V’ dataset) for different cost-ratios 
METHODS 
standard 
SVM 
cost-sensitive 
SVM 
cost-sensitive 
U-SVM 
(letter D) 
cost-sensitive 
U-SVM 
(letter P) 
cost-sensitive 
U-SVM (RA) 
 Cost-Ratio (r=0.5) 
test error (in %) 5.34(1.47) 5.21(1.23) 4.59(1.24) 4.33(0.82) 4.96(1.05) 
FP rate (in %) 9.36(2.31) 10.20(4.08) 10.32(3.88) 10.20(3.78) 9.52(3.40) 
FN rate (in %) 3.32(1.61) 2.72(1.90) 1.72(1.21) 1.40(0.84) 2.68(1.85) 
 Cost-Ratio (r=0.2) 
test error (in %) 3.51(0.51) 3.42(0.42) 2.93(0.61) 2.77(0.52) 3.03(0.53) 
FP rate (in %) 11.68(3.20) 12.56(3.18) 12.6(3.83) 13.6(3.76) 11.96(2.59) 
FN rate (in %) 1.88(0.98) 1.60(0.75) 1.00(0.74) 0.60(0.43) 1.24(0.74) 
 Cost-Ratio (r=0.1) 
test error (in %) 2.79(0.75) 2.70(0.65) 2.59(0.58) 1.78(0.42) 2.39(0.69) 
FP rate (in %) 12.24(3.81) 15.28(4.28) 14.88(4.07) 17.6(4.82) 14.6(3.93) 
FN rate (in %) 1.84(0.76) 1.44(0.66) 1.36(0.60) 0.2(0.28) 0.48(0.45) 
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Table 3.5 Comparison of standard  SVM, cost-sensitive SVM and cost-sensitive U-
SVM on GTSRB (‘50’  vs. ‘80’ dataset) for different cost-ratios 
METHODS 
standard 
SVM 
cost-sensitive 
SVM 
cost-sensitive 
U-SVM 
 (sign 30) 
cost-sensitive 
U-SVM  
(sign 60) 
cost-sensitive 
U-SVM (RA) 
 Cost-Ratio (r=0.5) 
test error (in %) 9.82(0.83) 9.25(0.99) 6.75(1.09) 6.84(1.30) 8.91(0.60) 
FP rate (in %) 6.74(1.56) 8.84(3.77) 8.98(4.81) 9.78(5.53) 8.20(2.91) 
FN rate (in %) 11.36(1.74) 9.46(1.65) 5.64(2.49) 5.38(1.73) 9.26(1.03) 
 Cost-Ratio (r=0.2) 
test error (in %) 9.27(1.25) 7.14(1.26) 5.88(0.82) 5.93(0.98) 6.91(1.13) 
FP rate (in %) 7.12(1.79) 19.75(4.97) 23.8(5.54) 26.07(3.57) 16.25(4.70) 
FN rate (in %) 9.7(1.6) 4.63(2.06) 2.3(1.51) 1.9(0.91) 5.05(2.06) 
 Cost-Ratio (r=0.1) 
test error (in %) 9.44(1.70) 5.71(1.05) 4.74(1.15) 4.62(1.28) 4.77(0.75) 
FP rate (in %) 6.64(2.19) 45.02(18.69) 42.54(14.16) 44.98(14.27) 26.68(7.33) 
FN rate (in %) 9.72(1.98) 1.78(1.32) 0.96(0.49) 0.58(0.45) 2.6(1.00) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: A schematic illustration of the histogram of projections onto normal w 
vector of cost-sensitive SVM decision boundary satisfying the practical conditions 
for the effectiveness of cost-sensitive U-SVM (when 1r   ). Dashed red/blue lines 
indicate the training samples’ class means. The average value of the two class means 
is shown in dashed green. 
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                   (a)                  (b) 
 
(c) 
Figure 3.2: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector for synthetic hypercube data, for different cost-ratios (a) with r=0.5 
(C=2
-6
 and C*/C=2
-4
) (b) with r=0.2 (C=2
-5
 and C*/C=2
-8
 )  (c) with r=0.1 (C=2
-5
 and 
C*/C=2
-5
 ). 
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               (a)                         (b)  
 
   (c)                                 (d) 
 
Figure 3.3: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-4
) for MNIST data, for different types of Universa with r=0.5. 
Training set size ∼1000 samples. Universum set size ∼1000 samples. (a) Digit 1 
Universum C*/C=2
9
 (b) Digit 3 Universum C*/C=2
5
 (c) Digit 6 Universum 
C*/C=2
8
 (d) RA Universum C*/C=2
-5
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Figure 3.4: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-5
) for MNIST data, for different types of Universa with r=0.1. 
Training set size ∼1000 samples. Universum set size ∼1000 samples. (a) Digit 1 
Universum C*/C=2
20
 (b) Digit 3 Universum C*/C=2
7
 (c) Digit 6 Universum 
C*/C=2
10
 (d) RA Universum C*/C=2
-7
. 
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Figure 3.5: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2,
6
2

 ) for MNIST data, for different types of Universa with 
r=0.5. Training set size ∼1000 samples. Universum set size ∼1000 samples. (a) Digit 
1 Universum C*/C=2
4
. (b) Digit 3 Universum C*/C=2
2
. (c) Digit 6 Universum 
C*/C=2
2
. (d) RA Universum C*/C=2
-1
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Figure 3.6: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2, 
62   ) for MNIST data, for different types of Universa with 
r=0.1. Training set size ∼1000 samples. Universum set size ∼1000 samples. (a) Digit 
1 Universum C*/C=2
4
 (b) Digit 3 Universum C*/C=2
4
 (c) Digit 6 Universum 
C*/C=2
4
 (d) RA Universum C*/C=2
-2
.  
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                                    (c) 
 
Figure 3.7: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-4
) for ISOLET data,  for different types of Universa for r=0.5. 
Training set size ∼100  samples. Universum set size ∼300 samples. (a) letter D 
Universum C*/C=2
4
 (b) letter P Universum C*/C=2
5
 (c) RA Universum  C*/C=2
-4
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                     (a)                   (b) 
 
                                   (c) 
Figure 3.8: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-3
) for ISOLET data, for different types of Universa for r = 0.1. 
Training set size ∼100 samples. Universum set size ∼300 samples. (a) letter D 
Universum C*/C=2
10
 (b) letter P Universum C*/C=2
6
 (c) RA Universum  C*/C=2
-5
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(a)                   (b) 
 
(c) 
                                   
Figure 3.9: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-2
) for GTSRB  data, for different types of Universa for r=0.5. 
Training set size ∼200 samples. Universum set size ∼1000 samples. (a) sign ‘30’ 
Universum C*/C=2
2
 (b) sign ‘60’ Universum C*/C=24 (c) RA Universum C*/C=2-5. 
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(a)             (b)      
 
(c) 
 
Figure 3.10: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-2
) for GTSRB  data, for different types of Universa for  r=0.2. 
Training set size ∼200 samples. Universum set size ∼1000 samples. (a) sign ‘30’ 
Universum C*/C=2
4
 (b) sign ‘60’ Universum C*/C=24 (c) RA Universum C*/C=2-7. 
 
-2 -1 0 1 2
0
0.2
0.4
0.6
-2 -1 0 1 2
0
0.2
0.4
0.6
-2 -1 0 1 2
0
0.2
0.4
0.6
  67 
   
(a)             (b)          
  
(c) 
 
 
Figure 3.11: Univariate histogram of projections onto cost-sensitive SVM normal 
weight vector (C=2
-2
) for GTSRB  data, for different types of Universa for r=0.1. 
Training set size ∼200 samples. Universum set size ∼1000 samples. (a) sign ‘30’ 
Universum C*/C=2
7
 (b) sign ‘60’ Universum C*/C=26 (c) RA Universum C*/C=2-6. 
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Chapter 4 Single-Class Universum Learning 
 
4.1 Introduction  
The idea of Universum learning or learning through contradiction (Vapnik, 1998; 2006) 
provides a formal mechanism for incorporating a priori knowledge about the application 
domain, in the form of additional (unlabeled) Universum samples. However, the 
implementation of Universum learning is known only for classification setting. It is not 
clear how to extend or modify this idea of learning through contradiction to other types of 
learning problems because the notion of ‘contradiction’ has been originally introduced for 
binary classification (Vapnik, 1998). This chapter extends the notion of Universum 
learning to single-class learning problems. For these problems, one can also expect to 
achieve improved generalization performance by incorporating a priori knowledge in the 
form of additional data samples from the same application domain. However, 
formalization of this idea requires significant effort. The main (conceptual) problem is 
that single-class model estimation (aka anomaly detection) represents unsupervised 
learning, where the notion of contradiction needs to be re-defined properly. This requires 
clear specification of the single-class learning itself. 
Single-class learning problems are common in many real-life applications, such as 
object recognition, anomaly detection, fraud detection, document classification etc. 
(Schölkopf and Smola, 2002; Chandola et al, 2009; Manevitz and Yousef, 2002; 
Cherkassky and Mulier, 2007). This problem can be formalized as follows (Schölkopf 
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and Smola, 2002). 
Problem Setting 1: Given n samples drawn from an unknown probability distribution 
P(x), find a “simple” region of input space, such that the probability that a test point 
drawn from P lies outside of equals some fixed value (i.e., pre-specified 
False_Negative error rate). 
There are several known single class learning algorithms to solve this problem 
(Cherkassky and Mulier, 2007; Tan et al, 2006). One popular approach is the single-class 
SVM algorithm (Schölkopf and Smola, 2002), which estimates a binary function f(x) that 
takes the value +1 in a “small” region capturing most of the training data, and −1 
elsewhere. Here the goal is to achieve a pre-specified false negative rate _FN rate 
1
( )(1 )
n
i
i
In

 x  on the training samples, which is expected to provide similar FN error 
rate for the future test samples drawn from the same distribution. As an illustration, 
consider the handwritten digit recognition problem, where the goal is to estimate a 
single-class decision rule for the images of the handwritten digit “0” in a 28x28 pixel 
space. The typical approach adopted is to estimate a single-class SVM model using the 
training samples of digit “0”, which achieves a pre-specified user-defined FN_rate. 
In many applications, single class SVM is used under a different problem setting, 
where in addition to test samples from distribution P, the test data also contains 
additional samples from a different distribution Q. Typically, samples from P are labeled 
as normal (or positive) class and those from Q are labeled as abnormal class (aka 
negative). Under this setting, the goal is to estimate a single class model which minimizes 
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false positive rate FP_rate for a given FN_rate. Note that negative samples are not 
available (known) during training.  For the digit recognition example, the normal class 
may represent samples of digit “0” and the abnormal class may constitute samples from 
other digits “1-9”. This approach is implicitly adopted in many applications (Chandola et 
al, 2009; Manevitz and Yousef, 2002; Eskin et al, 2001; Eskin et al, 2002; Heller et al, 
2003). Unfortunately, this approach is fundamentally flawed, in that only positive 
samples are available (known) during training a single-class model. So it is not possible, 
in principle, to achieve the goal of minimizing the FP error rate for test samples from a 
completely unknown distribution Q. This situation breeds many heuristic algorithms for 
single-class learning that exhibit ‘superior’ performance simply because an algorithm is a 
better match for specific data sets (Chandola et al, 2009; Manevitz and Yousef, 2002; 
Eskin et al, 2001; Eskin et al, 2002; Heller et al, 2003). 
This chapter introduces a better setting for single class learning, where, in addition to 
positive training samples, one has ‘Universum’ samples from distribution U which is 
different from P. Universum samples belong to the same application domain and are 
defined in the same input space (x) as training and test samples. Therefore, Universum 
data may provide useful information about unknown P and Q, and so it can help 
minimize the number of FP errors for test samples from Q. For example, in the 
handwritten digit recognition problem, training data may include positive training 
samples of digit “0”, Universum samples of handwritten letters (in the same 28x28 pixel 
space), and test samples of other digits “1-9” (~ negative class). The goal of learning is to 
estimate a single class model which minimizes FP_rate for a given FN_rate. Under this 
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setting, a single-class model is estimated from positive (normal) training samples and 
Universum samples. Even though Universum samples (letters) do not belong to the 
normal class, they reflect the style of handwriting, and can be possibly useful for 
minimizing FP error rate for ‘other digits’ from unknown distribution Q. This can be 
formalized as the following setting for single-class learning. 
Problem Setting 2: Given normal (positive) samples drawn from unknown distribution 
P(x), and Universum samples from unknown distribution U(x), find a “simple” region 
of input space that provides pre-specified FN error rate and minimum FP error rate for 
future test samples. It is assumed that test samples are generated from some mixture of 
P(x) and Q(x), aka positive (normal) and negative (abnormal) class distributions.  
Under this setting, additional samples from U(x) contain additional a priori knowledge 
about application domain, similar to Universum learning originally introduced for binary 
classification setting (Vapnik, 1998; 2006). However, the idea of ‘learning through 
contradiction’ (Vapnik, 1998; 2006) cannot be easily extended to single-class learning, 
where negative samples are not available for training (model estimation). This chapter 
shows how to incorporate Universum samples into SVM-like formulation for single class 
learning, in order to solve Problem Setting 2.  
The chapter is organized as follows. Section 4.2 provides the background on single-
class SVM developed in (Schölkopf and Smola, 2002). Section 4.3 describes the 
proposed single-class U-SVM formulation, as a constructive solution for single-class 
learning (under Setting 2). Implementation of single-class U-SVM is provided in section 
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4.4. Section 4.5 presents empirical results for single-class U-SVM. Finally, conclusions 
are presented in Section 4.6. 
 
4.2 Single-Class SVM 
Single-class SVM formulation (Schölkopf and Smola, 2002) was proposed for solving 
Problem Setting 1. For improved readability, we show only linear SVM parameterization.  
Given, training data from the “normal class” 1{ }
n
i ix  
Solve the following optimization problem, 
 
, , 1
1 12
min             
2
n
i
in
 
 
 
w ξ
w                                                                     (4.1) 
 
s.t. ( ) -           i i  w x   ,        0i  ,        1 to i n               
Finally, predict on future test data as 
+1 ("normal")        if  ( )  
( , )
-1 ("abnormal" )           otherwise
i
iD


 
 

w x
x ,w      
It can be readily extended to nonlinear SVM via kernels (Schölkopf and Smola, 2002, 
Cherkassky and Mulier, 2007). Under this approach, a large margin (  ) hyperplane, 
characterized by a margin size  w  , is used to separate the training samples from the 
origin (as shown in Fig. 4.1). Samples lying outside this margin are linearly penalized 
using the slack variables i . The tradeoff between margin size and margin errors is 
controlled by the user defined parameter [0,1]  . This parameter   also acts as the 
lower bound on the fraction of training points that are support vectors and controls the 
FN_rate for training samples. This indirectly controls the FN_rate for test samples (from 
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the same distribution). Typically, a small value of   is likely to provide a small FN_rate 
on the training as well as the future test samples. Selecting this parameter is application 
dependent and is set (by a user) based on application domain knowledge (Cherkassky and 
Mulier, 2007). Technically, fixed FN_rate for test data can be achieved using 
independent validation dataset (or via resampling). 
Schölkopf and Smola (2002), proposed to map a single-class SVM problem onto an 
‘equivalent’ binary SVM classification problem, as shown in Fig. 4.2(a), (b). Their 
proposition 8.2 shows how the margin of an equivalent binary SVM classifier is related 
to the single-class SVM decision boundary (shown in Fig 4.2c): 
 
Proposition 8.2: Suppose ( , 0)b w  parameterizes the optimal separating hyperplane 
passing through the origin for a labeled data set 
1 1 1 1 2{( , 1),..., ( , 1),( , 1),..., ( , 1)}n n n n ny y y y        x x x x  aligned such that ( )iw x  
is positive for 1iy   . Suppose, moreover, that  w  is the margin of the optimal 
hyperplane. Then ( , )w parameterizes the supporting hyperplane for the unlabeled data 
set 1{ }  
n
i ix . 
Proof: See (Schölkopf and Smola, 2002). 
This connection yields the following Algorithm 4.1 for solving single-class SVM via 
binary SVM classification. (A schematic representation of this algorithm is shown in Fig. 
4.2). 
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Algorithm 4.1 Solving single class SVM problem using a binary SVM classifier (see 
Fig. 4.2) 
1.  Given, training data from the “normal class” 1{ }
n
i ix . Reflect the data about the 
origin and label them as shown (see Fig. 4.2a), 
    with  1,     for 1 to i i iy i n   x x  
                                                                     
  with  1,     for 1 to 2i iy i n n     x  
2.  Solve the binary SVM problem  
                 
22
, , 1
1
min          
2
n
i
b i
C 

 
w ξ
w          (4.2) 
                  s.t             y ( +b) 1-i i i w x       0i         1 to i n                
3.  The single class SVM decision rule is given as: 
+1 ("normal") ; if  ( ) 1 ( ) -1 ("abnormal" ) ;  otherwiseiiD
 

w x
x , w  
 
Here the parameter C is equivalent to the parameter  , and controls the FN_rate of the 
training as well as the future test samples. Note that, for improved readability, we show 
only linear parameterization in Algorithm 4.1. However (4.2) can be generalized to the 
nonlinear case by solving the problem in the dual form and using the kernel 
T T
T T



 
  
K K
K
K K
, where TK  is the kernel for the training samples. This modified 
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kernel K  captures the effect of reflecting the training samples about the origin in the 
kernel space.   
Note that Algorithm 4.1 effectively shows how to solve single-class Setting 1 via 
binary SVM classification. This connection enables application of existing SVM 
classification software for single-class Setting 1. In the next section, we use this 
connection to introduce the new single-class Universum SVM formulation. 
 
4.3 Single-Class U-SVM 
Next, we introduce our new formulation called the single-class Universum support vector 
machine (U-SVM) used to solve Problem Setting 2. Under this setting we are given 
training samples from normal class and a set of examples from the Universum. The 
Universum contains data that belongs to the same application domain as the training data, 
but these samples are known not to follow the same distribution as the “normal” class. 
Note however that the Universum samples may or may not follow the same distribution 
as the abnormal class. These Universum samples are incorporated into single-class 
learning as explained next. Let us assume that the training samples are linearly separable 
using two large margin hyperplanes 1  and 2 with the same margin size. Then the 
Universum samples can fall on either side of the decision boundary (see Fig. 4.3a). Note 
that, we should favor hyperplane models ( 2 ) where the Universum fall on the wrong 
side of the decision boundary (i.e., they should not be classified as the normal class).  
Such Universum samples are called contradictions, because they are falsified by the 
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model (i.e., have nonzero slack variables). Thus, Universum learning implements a trade-
off between explaining training samples from the normal class  (using large margin 
hyperplanes) and maximizing the number of contradictions (on the Universum). 
The quadratic optimization formulation for implementing an SVM-style inference 
through contradictions is introduced next. For training samples, we use the standard 
single-class SVM soft-margin loss with slack variables i . The universum samples 
*( )jx  
are penalized using a hinge loss on the universum samples
( ( )) max(( ) ,0)L f    x,w w x , with  0   (as shown in Fig. 4.4a).  This loss function 
forces the Universum to lie far away from the decision boundary. That is, the universum 
samples with ( )  w x  are linearly penalized using the slack variables *j . The proposed 
single-class U-SVM formulation is shown next: 
         (samples from “normal” class)        (samples from “universum”) 
2 *1 *ˆmin                              
, 2 1 1
i j
n m
C C
i j
   
 
w
w ξ
                           (4.3) 
s.t.     1-i i w x                         
* *
j j   w x      
  0i  , 1 to i n                    
*
0j  , 1 to mj               
Here, the user-defined parameters 
*ˆ , 0C C  control the tradeoff between minimizing the 
FN_rate on training samples and maximizing the number of contradictions on the 
universum samples. 
An alternative assumption is that the Universum samples do not follow the same 
distribution as the normal as well as the abnormal class. Under such scenarios the single-
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class U-SVM formulation (4.3) needs to be changed. For such settings, the Universum 
samples are incorporated into single-class learning as explained next. Let us assume that 
the training samples are linearly separable using two large margin hyperplanes 1  and 
2 with the same margin size (see Fig. 4.3b). Here, the Universum samples follow a 
distribution different than both the normal as well as the unseen abnormal class. Note 
that, here we should favor hyperplane models ( 1 ) which are closer to the universum 
samples; and hence far from the unseen abnormal class. 
The quadratic optimization formulation for implementing an SVM-style inference 
through contradictions for this case is introduced next. For training samples, we use the 
standard single-class SVM soft-margin loss with slack variables i . The universum 
samples 
*( )jx  are penalized using an  - insensitive loss on the universum samples with  
0   (as shown in Fig. 4.4b).  This loss function forces the Universum to lie close to the 
decision boundary within an  -insensitive zone. Here, the universum samples with 
1   w x  are linearly penalized using the slack variables *j . Such Universum samples 
are called contradictions, because they are falsified by the model (i.e., have nonzero slack 
variables).  The proposed single-class U-SVM formulation is shown next: 
         (samples from “normal” class)        (samples from “universum”) 
2 *1 *ˆmin                              
, 2 1 1
i j
n m
C C
i j
   
 
w
w ξ
                           (4.4) 
s.t.     1-i i w x                         
* *1    j jw x      
  0i  , 1 to i n                      
*
0j  , 1 to mj               
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Here, the user-defined parameters 
*ˆ , 0C C  control the tradeoff between minimizing the  
FN_rate on training samples and maximizing the number of contradictions on the 
universum samples. In this thesis we limit ourselves to the first formulation (4.3). 
Analysis of the single-class U-SVM formulation (4.4) has been left for future research. 
 
4.4 Implementation of the Single-Class U-SVM Formulation 
Formulation (4.3) can be solved via an equivalent binary classification formulation, 
effectively following the same steps as in Algorithm 4.1 (shown in Fig. 4.2). This leads to 
the following Algorithm 4.2 for solving (4.3). 
Algorithm 4.2: Solving single class U-SVM problem using a binary U-SVM classifier  
1. Given, training data from the “normal class” 1{ }
n
i ix  and additional universum 
samples
*
1{ }
m
j ix . Reflect the training data and label them as shown (see Fig. 4.2a),             
    with  1,     for 1 to i i iy i n   x x  
      with  1,     for 1 to 2i iy i n n     x .  
Note, we do not reflect the universum samples. 
 
2. Solve the binary U-SVM problem (Vapnik, 2006; Weston et al, 2006),  
 
        
2
2 * *
, ,
1 1
1
min                         
2
n m
i j
b
i j
C C 
 
  
w ξ
w                                              (4.5) 
       s.t.             y ( +b) 1-i i i w x            
* *( )j jb     w x  
                      0i  1 to 2i n               
* 0, 1,...,j j m    
          (samples from “normal” class)  (samples from “universum”) 
 
3. Finally, predict on the future test data +1 ("normal")   if  ( ) 1 ( ) -1 ("abnormal" )     otherwiseiiD
 

w x
x , w  
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The solution to the optimization problem (4.3) defines the large margin hyperplane 
( ) ( ) 1 0f    x w x  that incorporates a priori knowledge (i.e., Universum samples) 
into the final single-class model. Following the same arguments as in proposition 8.2 
(Schölkopf and Smola, 2002), we have b = 0. Hence (4.3) is equivalent to solving (4.4) 
with ˆ 2C C , except for an additional constraint 
* *
j j    w x on the universum 
samples. Note that for Universum samples, constraint 
* *
j j    w x  acts as an 
inactive constraint and does not affect the solution. The computational cost for solving 
this single-class U-SVM problem is the same as solving the standard binary U-SVM with 
2n training samples and m universum samples. This is equivalent to solving the standard 
binary SVM problem with 2(n+m) samples (Weston et al, 2006). 
 
4.5 Practical Conditions for the Effectiveness of Single-Class U-SVM 
As before, there are two design factors necessary for a successful practical application of 
single class U-SVM. 
 Model Selection: which becomes rather difficult because the kernelized U-SVM has 4 
tunable parameters: C , *C , kernel parameter and   (in contrast, standard SVM has 
only two tuning parameters).  
 generalization performance of U-SVM may be also affected by a bad choice of the 
Universum data.  
Hence we adopt a similar strategy as 2.4 (a)-(d) for judging the effectiveness of a given 
Universum. However, now the univariate histogram is generated by projecting the 
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training and universum samples onto the normal direction vector of the single-class SVM 
hyperplane. 
 
STRATEGY TO ANALYZE THE EFFECTIVENESS OF SINGLE-CLASS U-SVM 
4.5a. perform model selection for single-class SVM to ensure given FN rate on 
independent validation set (or via resampling of training data). 
4.5b. generate low-dimensional representation of training data by projecting it onto 
the normal direction vector of one class SVM hyperplane estimated in (4.5 a) 
(see Fig. 4.5). 
4.5c. project the Universum data onto the normal direction vector of the one class 
SVM hyperplane (see Fig. 4.6a). 
4.5d. analyze the histogram of projected Universum data in relation to projected 
training data (see Fig. 4.6b). 
 
 
The benefits of this strategy are two- fold. First, it simplifies the characterization of good 
Universum data. Specifically, based on the statistical properties of the projected 
Universum data relative to training data (in step. 4.5d), we can formulate the conditions 
on whether using this Universum will improve performance of the single-class SVM 
estimated in step 4.5a, for a given false negative rate. The practical conditions for the 
effectiveness of one-class U-SVM are provided below and illustrated in Fig. 4.7.  
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PRACTICAL CONDITIONS FOR EFFECTIVENESS OF SINGLE CLASS U-SVM 
C1.  The histogram of projections of the training data is well separable from origin 
and lie outside the decision boundary given as ( ) 1f x .  
The histogram of projections of the Universum data: 
C2.  It has wide distribution between the one-class decision boundary ( ( ) 1f x ) and 
( ) 0f x  in the projection space. 
 
Further, as before this leads to the following two-step strategy for model selection 
(parameter tuning) for the single-class U-SVM: 
a  Perform model selection (C and kernel parameter) for single-class SVM to ensure 
given FN rate on independent validation set (or via resampling of training data).  
b  Perform model selection for the ratio C*/C in (4.3) while keeping C and kernel 
parameters fixed (as in (a)). This is achieved by choosing the maximum value of 
C*/C providing fixed (pre-specified) FN error rate on an independent validation set 
(of positive samples). Parameter    is usually pre-set to a small value and does not 
require tuning. For this chapter we set 0   . 
Further, the performance of the single-class U-SVM may also depend on the number of 
universum samples used. For simplicity, in this thesis we keep it equal to the number of 
training samples. Next, we provide empirical results to show the effectiveness of the 
proposed single-class U-SVM over single-class SVM under Problem Setting 2. 
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4.6 Empirical Results for Single-Class U-SVM 
4.4.1 MNIST  
For our first set of experiments we use the real-life handwritten digits recognition MNIST 
data (http://www.cs.nyu.edu/~roweis/data.html). The goal is to build a single-class 
classifier for digit “0”, where each sample is represented as a real-valued vector of size 
28x28=784. For illustration we show the results for handwritten digits “1” and “2” as 
universum. We test our estimated single-class models under two distinct scenarios. In the 
first case, the “abnormal” class constitutes of the handwritten digits “3 to 9”. Here, the 
samples of the abnormal class follow a different distribution than the normal class as well 
as the universum samples. For the second case, the “abnormal” class contains 
handwritten digits “1” or “2”. In this case, the abnormal class follows the same 
distribution as the universum. The experimental setting used for this example follows 
next, 
 No. of training/validation samples = 1000. (digit “0”).  (The validation set contains 
independent samples of digit “0”. This validation set is used to select the C value for 
single-class SVM. Further it is also used to select the C*/C (ratio) parameter specific 
to single-class U-SVM, which provides the same FN_rate on the validation set, as the 
single-class SVM). 
 No. of additional Universum samples = 1000. (digit “1” and “2”). 
 No. of test samples: (we use all the samples available in the separate test set 
(http://www.cs.nyu.edu/~roweis/data.html) 
 normal class (from digit “0”) with 980 samples.  
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 abnormal class (for case 1: 6853 samples from digits 3 to 9). 
 abnormal class (for case 2: 1135 samples from  digit “1” ; 1032 samples from 
digit “2”). 
We use linear SVM parameterization which is appropriate for this (sparse) data set. We 
provide our results for two different model parameters   2
-8
, 2
-4
; characterizing high and 
low FN_rates on the training / test samples from the “normal” class. Table 4.1 shows 
performance comparison for the single-class SVM vs. single-class U-SVM. The table 
shows the average value of the FN_rate and FP_rate (in percent) for 10 random selection 
of the training/validation set. The test set is kept fixed. The standard deviation of the 
FN_rate and FP_rate are shown in parenthesis. The typical histograms of projections for 
training data along with the Universum data are shown in Fig. 4.8-4.9. In all figures the 
training samples are shown in blue. The projection of the universum samples are shown 
in black.  
For cases with high values of  = 2
-4
 (characterizing high FN_rate), the training data 
is not well-separable (see Fig. 4.9). For such cases, the original motivation for Universum 
learning, to stabilize selection of a large margin hyperplane does not work. This is also 
confirmed from the results shown in Table 4.1. 
However, for  =2
-8 
the histograms of projections in Fig 4.8 have the following 
characteristics, 
 the training samples are well-separable from the origin and lie outside the decision 
boundary. 
 digit “1”  has well spread projections between the ( ) 0f x and ( ) 1f x  boundaries. 
  84 
 digit “2” universum lies mostly outside the ( ) 1f x  decision boundary. 
Practical conditions (C1)-(C2) indicate that for the given well-separable training 
samples; digit ‘1’ is a better choice for Universum samples. The digit ‘2’ is highly biased 
towards the ‘+’ve class (digit ‘0’); hence is not likely to provide any improvement. 
This is also confirmed from the results shown in Table 4.1. For this case with high-
separability of the training samples (i.e., for   2
-8
 with low FN_rate), the single class U-
SVM provides a significant improvement using digit “1”. Such an improvement is not 
seen with digit “2” as universum. This can also be (intuitively) explained by noting visual 
similarity between digits “2” and “0”. Hence, digit “2” is not a good contradiction for 
digit “0”. 
 
4.4.2 Reuters 21578 v1.0  
Our next set of results uses the real-life Reuters-21578 v1.0 data 
(http://www.daviddlewis.com/resources/testcollections /reuters21578/ ).  It consists of 
21,578 news stories that appeared in the Reuters newswire in 1987, which are classified 
according to 135 thematic categories mostly concerning business and economy. Here we 
use the subset R90 of this collection and the standard ModApte’ split to define the 
documents used as training and testing examples (see Correa and Ludermir, 2008). We 
use the preprocessed term-frequency encoded data using 5180 selected words already 
available in (Correa and Ludermir, 2008). The goal is to build a single-class classifier for 
the category “crude”. We show the results for two types of Universa: “money-fx” and 
“trade”. As before, we consider two extreme cases for the “abnormal class”. For the first 
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case, the abnormal class consists of all samples from the 90 other categories; except the 
categories “crude” (normal class), “money-fx” or “trade” (universum).  For the second 
case, the “abnormal” class consists only of the unseen samples from the universum (i.e. 
“money-fx” or “trade”).  The experimental setting is detailed below,  
 No. of training/ validation samples = 195. (samples from category “crude”). 
 No. of additional Universum samples = 200. (samples from “money-fx”, “trade”). 
 No. of test samples: we use all the samples available in the separate test set (Correa 
and Ludermir, 2008)  
o normal class (from category “crude”) with 189 samples,  
o abnormal class (case 1: 2539 samples from 90 other categories except “crude”, 
money-fx”, “trade”),  abnormal class (case 2: 517 samples from “money-fx”; 286 
samples from “trade”). 
We use linear SVM parameterization which is appropriate for this (sparse) data set. The 
typical histograms of projections for training data along with the Universum data are 
shown in Fig. 4.10. For cases with high values of  = 2
-4
 (characterizing high FN_rate), 
the training data is not well-separable (see Fig. 4.11); and hence does not provide any 
improvement. However, for  =2
-8 
the histograms of projections in Fig 4.10 have the 
following characteristics, 
 the training samples are well-separable from the origin and lie outside the decision 
boundary. 
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 “money-fx” has well spread projections between the ( ) 0f x and ( ) 1f x  
boundaries. 
 “trade” universum lies mostly outside the ( ) 1f x  decision boundary. 
Based on the practical conditions (C1)-(C2) “money-fx” is a better choice for Universum 
samples. The “trade” universum is highly biased towards the ‘+’ve class; and is not likely 
to provide any improvement. 
This is also confirmed from the results shown in Table 4.2. For this case with high-
separability of the training samples (i.e., for   2
-4
 with low FN_rate), the single class U- 
SVM provides a significant improvement using “money-fx”. Such an improvement is not 
seen with “trade” as universum.  
 
4.4.3 USPS  
Finally, for our final set of experiments we use the real-life handwritten digits recognition 
USPS data (Schölkopf and Smola, 2002). The goal is to build a single-class classifier for 
digit “0”, where each sample is represented as a real-valued vector of size 16x16=256. In 
this case however, we use the handwritten digits “3” and “4” as universum. Here, the 
“normal class” constitutes of the samples from digit “0”. We consider two extreme 
scenarios for the “abnormal” class. In the first case, the “abnormal” class constitutes of 
the handwritten digits of all the other digits, i.e., “1, 2, 5, 6, 7, 8 and 9” and follows a 
totally different distribution than the universum samples. For the second case, the 
“abnormal” class constitutes only of unseen handwritten digits “3” and “4” and follows 
the same distribution as the universum samples.  
The experimental setting used for this example follows, 
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 No. of training/validation samples = 500. (samples from digit “0”). 
 No. of additional Universum samples = 500. (samples from digit “3”, “4”). 
 No. of test samples: we use all the samples available in the separate test set  
o normal class (from category “0”) with 359 samples,  
o abnormal class (case 1: 1282  samples from digits “1,2,5,6,7,8,9”),  
o abnormal class (case 2:   samples from digit “3”;   samples from digit “4”) 
 
Following (Schölkopf and Smola, 2002) we use an RBF kernel of the form 
 2( , ') exp 'K   x x x x  with 72  . The typical histograms of projections for 
training data along with the Universum data are shown in Fig. 4.12-4.13. For this data
 
the 
histograms of projections have the following characteristics, 
 the training samples are well-separable from the origin and lie outside the decision 
boundary. 
 digit “3” is biased towards and lies outside ( ) 1f x  boundaries. 
 digit “4” lies within the ( ) 0f x and ( ) 1f x  boundaries. 
Based on the practical conditions (C1)-(C2) digit “4” is a better choice for Universum 
samples.  
This is also confirmed from the results shown in Table 4.3 where the single class U- 
SVM provides a significant improvement using digit “4” in comparison to digit “3” as 
universum.  
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4.7 Conclusion 
This chapter introduced single-class U-SVM formulation for Problem Setting 2. Setting 2 
for single-class learning is (implicitly) adopted in many applications dealing with single-
class learning and anomaly detection. The proposed single-class U-SVM can be 
implemented via minor modification of the binary U-SVM software 
(http://mloss.org/software/view/19/).  
We presented practical conditions for the effectiveness of the single-class U-SVM 
using histogram of projections. These conditions can be adopted by general users, 
because: 
1. They provide an explicit characterization of the properties of the Universum relative 
to the properties of training data. These properties are conveniently represented in the 
form of the univariate histogram of projections; 
2. They directly relate prediction performance of single-class U-SVM to that of single-
class SVM. 
It is important to note that, according to our analyses, meaningful characterization of 
‘good’ Universum is possible only in the context of a particular training dataset 
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Table 4.1 single-class SVM vs. U-SVM on MNIST (digit “0” as “normal class”). 
  Single-SVM 
Single U-SVM 
(digit “1”) 
Single U-SVM 
(digit “2”) 
  2-8 ( equivalent C=2-7 )    ~ Low FN rate 
Training FN (%) 0.7 (0.2 ) 0.8(0.2) 0.8 (0.4) 
Test 
FN (%) 1.8 (0.7) 1.8 (0.6) 1.8 (0.75) 
FP (%) (digits “ 3-9”) 69 (3.9) 56 (5.2) 69 (3.8) 
FP (%) (on digit “ 1”) 4.1 (0.4) 0.6 (0.6) - 
FP (%) (on digit “2”) 79 (3.1) - 72 (2.7) 
 =2-4 (equivalent C=2-11.5 ) ~ High FN rate 
Training FN (%) 5.9 (0.2) 6.3 (1) 6 (0.3) 
Test 
FN (%) 6.5 (0.6) 6.5 (0.6) 6.5 (0.6) 
FP (%) (digits “ 3-9”) 43 (2.4) 43 (3.8) 43 (2.4) 
FP (%) (on digit “ 1”) 1.5 (0.5) 1.0 (0.7) - 
FP (%) (on digit “2”) 54 (3.3) - 54 (3.1) 
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Table 4.2 single-class SVM vs. U-SVM on Reuters-21578 (category “crude” as 
“normal class”). 
  Single-SVM 
Single U-SVM  
( “money-fx”) 
Single U-SVM  
( “trade”) 
 =2-4 ( equivalent C=2-7 ) ~ Low FN rate 
Training FN (%) 11 (3.0)     13 (3.4)    11 (2.5) 
Test 
FN (%) 28  (0)    29 (2.5)    29 (1.2) 
FP (%) (on others) 14 (1.6)     8 (1.1)     12 (1.5) 
FP (%) ( “money-fx”) 16 (4.0)     0.8 (0.1)     - 
FP (%) (on “trade”) 29 (1.2)     - 15 (0.7) 
 =2-2 ( equivalent C=2-9.5 ) ~ High FN rate 
Training FN (%) 25 (1.7) 26 (1.5) 26 (2.8) 
Test 
FN (%) 37 (2.4) 37 (2.4) 37 (2.2) 
FP (%) (on others) 12 (2.2) 12 (2.0) 12 (2.0) 
FP (%) ( “money-fx”) 16 (1.0) 15 (1.9) - 
FP (%) (on “trade”) 35 (3.1) - 34 (3.2) 
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Table 4.3 single-class SVM vs. U-SVM on USPS (digit “0” as “normal class”). 
  Single-SVM 
Single U-SVM 
(digit “3”) 
Single U-SVM 
(digit “4”) 
2
-6
 ( equivalent C=2
-2
 )    ~ Low FN rate 
Training FN (%) 3.08(0.86) 4.04(0.64) 3.4(1.13) 
Test 
FN (%) 11.42(0) 11.36(0.12) 11.03(0.24) 
FP (%) (digits “ 3-9”) 6.55(0) 5.99(0.08) 3.27(0.21) 
FP (%) (on digit “ 3”) 3.62(0) 0.60(0) 
 
FP (%) (on digit “4”) 0.7(0.27) 
 
0(0) 
=2
-3
 (equivalent C=2
-5.5
 ) ~ High FN rate 
Training FN (%) 0.23(0.23) 0.87(0.87) 0.61(0.61) 
Test 
FN (%) 20.3(0) 20.3(0) 20.7(0.16) 
FP (%) (digits “ 3-9”) 1.4(0) 1.2(0) 0.6(0) 
FP (%) (on digit “ 1”) 0 0 
 
FP (%) (on digit “2”) 0 
 
0 
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decision 
boundary 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1: Schematic representation of single-class SVM optimization. 
 
 
 
 
 
 
 
 
 
 
       
               
(a)                   (b)                (c) 
 
Figure 4.2: A schematic representation of solving single-class SVM problem using a 
binary SVM classifier. (a) Reflect training samples about the origin. (b) Estimate a 
binary SVM classifier. (c) Predict on future test data using the margin as the single-
class decision boundary. 
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                   (a)                      (b) 
 
Figure 4.3: Two large margin hyperplane with different number of contradictions 
on the Universum. (a) the universum samples may or may not follow the same 
distribution as the “abnormal” class. (b) the universum samples do not follow the 
same distribution as the “abnormal” class. 
 
 
 
 
 
 
 
 
 
 
 
 
Training samples 
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Training samples 
Universum samples 
 unseen abnormal  
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                                                                    (a) 
 
 
 
 
 
 
 
 
 
                                                                    (b) 
 
Figure 4.4: Universum Loss functions.  (a)The hinge loss for the Universum samples 
used in eq. (4.3). (b) The   - insensitive loss for the Universum samples used in eq. 
(4.4). 
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(a)              (b) 
Figure 4.5: Projection of the training data shown in blue onto the normal weight 
vector (w) of the one-class SVM hyperplane. (b) Univariate histogram of 
projections. i.e. histogram of ( )f x values for training samples. 
 
 
 
 
 
 
 
 
 
                 
 
 
 
(a)              (b) 
Figure 4.6: Projection of the universum data (shown in black) onto the normal 
weight vector (w) of the one-class SVM hyperplane. (b) Univariate histogram of 
projections of the universum samples (shown in black) along with the training 
samples (shown in blue). 
 
0 
+1 
 
0 
+1 
  
w   0 w x
  
1  w x   
w   
0 w x   1  w x   
  96 
 
 
 
 
 
 
 
 
Figure 4.7: A schematic illustration of the histogram of projections of training and 
universum samples onto normal w vector of SVM decision boundary satisfying the 
practical conditions for the effectiveness of one-class U-SVM. 
 
  
     (a)          (b)  
 
Figure 4.8: Univariate histogram of projections onto one-class SVM normal weight 
vector with C=2
-7
 (equivalently  = 2-8) for different types of Universa (for MNIST 
data). Training set size ∼500 samples of digit “0”. Universum set size ∼500 samples. 
(a) Digit “1” Universum. C*/C=10-3 (b) Digit “2” Universum. C*/C=10-3. 
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         (a)              (b)  
 
Figure 4.9: Univariate histogram of projections onto one-class SVM normal weight 
vector with C=2
-11.5
 (equivalently  = 2-4 ) for different types of Universa (for 
MNIST data). Training set size ∼500 samples of digit “0”. Universum set size ∼500 
samples. (a) Digit “1” Universum. C*/C=10-4 (b) Digit “2” Universum. C*/C=103. 
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      (a)        (b) 
 
Figure 4.10:  Univariate histogram of projections onto one-class SVM normal 
weight vector with C=2
-2
 (equivalently  = 2-8) for different types of Universa (for 
REUTERS-21578 data). Training set size ∼195 samples of category “crude”. 
Universum set size ∼400 samples. (a) Category “money-fx” Universum. C*/C=2 (b) 
Category “trade” Universum. C*/C=10-4. 
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      (a)             (b) 
 
Figure 4.11: Univariate histogram of projections onto one-class SVM normal weight 
vector with C=2
-7
 (equivalently  = 2-4) for different types of Universa (for 
REUTERS-21578 data). Training set size ∼195 samples of category “crude”. 
Universum set size ∼400 samples. (a) Category “money-fx” Universum. C*/C=2-1 (b) 
Category “trade” Universum. C*/C=10-4 (c) noise Universum C*/C=4. 
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      (a)             (b) 
 
Figure 4.12: Univariate histogram of projections onto single-class SVM normal 
weight vector with C=2
-2
 (equivalently  = 2-6) for different types of Universa (for 
USPS data). Training set size ∼500 samples of digit “0”. Universum set size ∼500 
samples. (a) digit “3” Universum. C*/C=2-5 (b) digit “4” Universum. C*/C=2-5. 
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      (a)             (b) 
 
Figure 4.13: Univariate histogram of projections onto single-class SVM normal 
weight vector with C=2
-5.5
 (equivalently  = 2-3) for different types of Universa (for 
USPS data). Training set size ∼500 samples of digit “0”. Universum set size ∼500 
samples. (a) digit “3” Universum. C*/C=2-8 (b) digit “4” Universum. C*/C=2-7. 
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Chapter 5 Universum Learning for Regression 
 
5.1 Introduction  
The idea of Universum learning or learning through contradiction (Vapnik, 1998; 2006) 
provides a formal mechanism for incorporating a priori knowledge about the application 
domain, in the form of additional (unlabeled) Universum samples. However, the 
implementation of Universum learning is known only for classification setting. This 
chapter extends the notion of Universum learning to regression problems. In regression 
problems the output of the system is a variable that takes on real values: y R .  The task 
is to estimate real-valued functions, ( , ),f  x  which minimizes the commonly used 
squared error loss:  
     2( ( , ), ) ( ( , ))L f y y f  x x                                  (5.1) 
For such problems, one can expect to achieve improved generalization performance by 
incorporating a priori knowledge in the form of additional data samples from the same 
application domain.  
  This chapter is organized as follows. Section 5.2 describes standard SVM regression 
formulation. Section 5.3 extends the notion of Universum learning for regression problems 
and introduces the new Universum-SVM regression formulation. Next we provide 
empirical results to illustrate the effectiveness of this new formulation in Section 5.4. 
Finally, conclusions are presented in Section 5.5. 
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5.2 SVM Regression  
To generalize the SVM algorithm to the regression case, an analog to the margin-based 
loss function is constructed in the space of the target values y R  by using Vapnik’s 
(1998, 2006)  -insensitive loss ( ( , ), ) max(| ( , ) | ,0)L f y y f   x w x w  (see Figure 
5.1). The  -insensitive loss can be formally described by introducing non-negative slack 
variables *, , 1, ,i i i n    to measure the deviation of training samples outside  -
insensitive zone (Figure 5.2). The empirical risk can then be expressed as sum of the 
slack variables: *emp
1
( ) ( )
n
i i
i
R  

 w . SVM regression attempts to strike a balance 
between minimization of empirical risk and the penalization term: 
                       
*
,
1
*
*
1
         min   ( ) ( )
2
subject to:   ( )
                   ( )
                    , 0,  1, , .
n
i i
b
i
i i i
i i i
i i
C
y b
b y
i n
 
 
 
 

 
   
   
 

w
w w
w x
w x
     (5.2) 
The parameter C  controls the trade-off between the empirical risk and the penalization 
term. In practice, an optimal value of C can be determined based on the range of response 
( y ) values (Cherkassky and Ma, 2004). Parameter   controls the model complexity (size 
of margin) and is tuned through model selection. 
Problem (5.2) is usually solved in its dual form: 
,
1 1 , 1
1 1
1
         min   ( ) ( ) ( )( )( )
2
subject to:   
                    0 ,  0 ,  1, , .
n n n
i i i i i i i j j i j
i i i j
n n
i i
i i
i i
y
C C i n
 
        
 
 
  
 
     

    
  
 
x x
                 (5.3) 
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The values of parameters * *, , 1, ,i i i n    found by solving problem (5.3) give the SVM 
regression function: 
          * *
1
( ) ( )( )
n
i i i
i
f b 

  x x x                           (5.4) 
The samples with non-zero coefficients are support vectors (SVs), corresponding to data 
points at or outside  -insensitive zone. The bias term b  is given by  
* *
1
( )( )
n
s i i i s
i
b y  

   x x  
where ( , )s syx is a support vector. 
The linear SVM can be extended for nonlinear cases by mapping input vectors x  
into a high dimensional feature space Z  through some nonlinear mapping ( )z x , and 
constructing the optimal hyperplane in the feature space (Vapnik, 1998). Note that we do 
not need to specify ( )z x  explicitly. The only thing we need to do is to replace the dot 
product ( )i jx x  in (5.3) with some kernel ( , )i jK x x . Commonly used kernel functions 
include: 
 Polynomial kernel (of degree q ) 
( , ) (( ) 1)qi j i jK  x x x x  
 
 Radial Basis Function (RBF) kernel (with width parameter   ) 
2( , ) exp( || || )i j i jK   x x x x  
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5.3 Universum-SVM Regression  
In this chapter, we develop a new Universum-SVM regression formulation, based on 
formalizing the notion of falsification for regression, as explained next. Consider a 
regression setting where available training data {(xi, yi), i=1,2,.., n} is modeled by linear 
SVM regression. For SVM regression, the concept of ‘margin’ is implemented via   - 
insensitive zone (see Fig. 5.1). That is, training samples falling inside this zone are 
‘explained’ by SVM model, and samples outside ‘falsify’ the model (Cherkassky and 
Mulier 2007).  Next, consider two SVM regression models which explain training 
samples equally well. That is, both SVM models use the same value of   and achieve the 
same value of   - insensitive loss for training samples (e.g., zero loss as shown in Fig. 
5.3). Now, consider additional Universum samples {(xj*, yj*), j=1, 2,…, m}. These 
samples are defined in the same (x, y) space as the training samples, and they reflect a 
priori knowledge that they cannot be explained by a regression model, or equivalently, 
they should be falsified by a regression model. Hence, we should favor the model for 
which universum samples lie outside the   - insensitive zone. As shown in Fig. 5.3, the 
SVM model shown in black should be favored. Note that the Universum samples (for 
regression) are labeled, unlike unlabeled Universum samples in the original U-SVM 
classifier. This reasoning motivates new Universum SVM (U-SVM) regression 
formulation. Standard  -insensitive loss is used for training samples and it forces them to 
lie inside   - insensitive tube. However, the Universum samples are penalized by a 
different loss function shown in Fig. 5.4(a). This loss function forces the universum 
samples to lie outside a   zone. Penalization of the universum samples inside this   
  106 
zone is technically achieved via the slack variables 
j  as shown in Fig. 5.4(a). Note that 
the tunable parameter   can be larger (or smaller) than  . This leads to new formulation 
for U-SVM regression: 
                (Universum Loss  
* *( ( ))j jU y f  x   
'
2 ' *
, , , ,
1 1
1
min           ( )                     
2i i j
n m
i i j
b
i j
C C
  
  
 
   
w
w         (5.5) 
subject to, ( )i i iy b      w x      
* *( )j j jy b     w x  
'( )i i ib y      w x      0j   and 1 to mj   
', 0i i    and 1 to i n    
 
(convex)       (concave) 
Here parameters , 0    and *, 0C C   control the tradeoff between explaining the 
training samples and ‘falsification’ of the universum samples.  
Note that formulation (5.5) is non-convex due to the Universum loss 
* *( ( ))j jU y f  x  
(see fig. 5.4 a). Recently, similar non-convex optimization problems have been addressed 
in (Shen 2003, Collobert 2006) using the ConCave Convex Programming (CCCP) 
strategy. For the CCCP strategy we decompose the cost function J(θ) as the sum of a 
convex part Jvex(θ) and a concave part Jcav(θ), where θ is the optimization argument. Each 
iteration of the CCCP procedure approximates the concave part by its tangent and 
minimizes the resulting convex function (see Algorithm 5.1). 
Algorithm 5.1 : The ConCave Convex Programming (CCCP) 
Initialize 0  with a best guess 
Repeat 
                  1 'arg min  (  ( )   ( ) )t tvex cavJ J

        
      Until  convergence of t  
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In this chapter we use the CCCP strategy to solve the non-convex optimization 
formulation (5.4). The main contribution of this section is the derivation of the CCCP 
updates to solve the U-SVM regression formulation in (5.5).  This leads to our proposed 
Algorithms 5.2 and 5.3 to solve the U-SVM regression problem in its primal and dual 
forms respectively.  
The Universum loss function can be represented as a sum of two ramp losses, 
* * * * * *( ( ))    ( ( ))   ( ( ))    a constantj j j j j jU y f A y f A y f        x x x ; where  
( ) max(0, )     max(0, )
convex concave
A t t t       (see  Fig. 5.4 b). The constant term does not affect 
the optimization; and hence (5.4) can be re-written as, 
 
, , * *
min
bw ξ,ξ ,ζ,ζ
  
21 2 * * * *( ) * ( )    * ( , ( ))
2 1 1 1
n m m
C C C H y fi i j j j j
i j j
convex concave
         
  
w x   (5.6) 
subject to :   ( )y fi i i   x  ,  0i           1   to  i n   
*( ) i if yi    x   
* 0i    1   to  i n  
     * *( )j j jy f   x   0j    1   to  mj   
* *( )j j jf y   x   
* 0j    1   to  mj   
where, * *( , ( ))H y fj jx  = 
* *
* *
max  (0, ( )) ;             j=1 to m
max  (0,    ( )) ;      j=m+1 to 2m
j j
j j
y f
y f
  


x
x
  
and ( ) ( )f b  x w x . 
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Define, 
* * *
* *
* * * *
*
      if   ( )  and  j=1 to m       
( ( ))
          if   ( )  and  j=m+1 to 2m
( )
0           else                                              
j j
j j
j j j
j
C y f
H y f
k C C y f
f
  
  
   
 

x
x
x
x
                    (5.7) 
Then following the CCCP strategy, we have the following Algorithm 5.2. 
Algorithm 5.2: CCCP algorithm for U-SVM regression. 
1. Initialize 0 0( , )bw  using the standard SVM regression model. 
 
Repeat,  
2. At t+1 iteration update,  
* * *
1 * * *
      if   ( )   and  j=1 to m       
          if   ( )   and  j=m+1 to 2m
0            else                                                        
t
j j
t t
j j j
C y b
k C y b
    

   


w x
w x  
3. Solve the following eq. (5.6)  to obtain 1 1( , )t tb w  
   
, , * *
min
bw ξ,ξ ,ζ,ζ
 *
2 21 2 * *( ) * ( )   [( ) ]
2 1 1 1
j
t
j
n m m
C C k bi i j j
i j j
convex concave
           
  
w w x  (5.8) 
             subject to: ( )ty fi i i   x  ,  0i           1   to  i n   
*( ) i itf yi    x   
* 0i    1   to  i n  
     * *( )j j jty f   x   0j    1   to  mj   
* *( )j j jtf y   x   
* 0j    1   to  2mj   
 
4. Until convergence i.e. 1t tj jk k
       1 to 2j m    
 
The Algorithm (5.2) can be extended to nonlinear case by solving the problem in its dual 
form (as shown next),   
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Rewrite,     
*
      i=1 to n     (training samples)                            
     j=1 to m ; i= n+1 to n+m   (universum samples)
i
i
j

 

x
x
x
    
                   
        i=1 to n         
     i=n+1 to n+m
i



 

     and       
C        i=1 to n         
C*     i=n+1 to n+m
iC

 

 
*      if  ( )     and  i=n+1 to n+m
0         else                                                 
i i
i
C y f


 

x
  
*      if  ( )     and  i=n+1 to n+m
0         else                                                 
i i
i
C y f


 

x
 
Then, in the dual form we use the following Algorithm (5.3). The proof follows from the 
standard KKT equations and has been omitted from this chapter. 
Algorithm 5.3: CCCP algorithm for U-SVM regression in dual form. 
1. Initialize 0 0 0[ , , ]b    using the standard SVM regression model (see eq. 5.3) 
Repeat,  
2. At  t+1 iteration update,        
      
*
1
1
      if   ( )( )   and  i=n+1 to n+m
0          else                                                                         
n m
t t
i i i it
i i
C y b 





   
 


 x x
 
       
*
1
1
      if   ( )( )   and  i=n+1 to n+m
0          else                                                                         
n m
t t
i i i it
i i
C y b 





  
 


 x x
 
3. Solve the following eq. (5.7)  to obtain 1 1 1( , , )t t tb     
        
,
min
 
1 1 , 1
1
  ( ) ( ) ( )( ) ( )
2
n m n m n m
i i i i i i i i j j i j
i i i j
y K        
  
  
        x x           (5.9) 
          
1 1
subject to:   ,    ,   ,    1 to 
n m n m
t t t t
i i i i i i i i i i
i i
C C i n m       
 
 
             
4. Until 1t ti i 
  and 1t ti i 
       i 1 to n+m    
  110 
This CCCP based non-convex minimization could get stuck in local optima, and 
hence a good initialization and stopping criteria are crucial for this algorithm. In our 
implementation, standard SVM regression model is used as the initial condition (see 
Algorithm 5.2 and 5.3). Thus the CCCP strategy searches for local minimum near 
(standard) SVM regression solution. Further, at each iteration we are solving an SVM-
like formulation. The only modification required is to the constraints as shown in eq. 
(5.9). Hence, the time complexity to solve the U-SVM regression using CCCP involves 
solving the standard SVM regression formulation for (n+m) samples at each iteration. 
Our preliminary experience suggests fast convergence (5-10 iterations) for several data 
sets. Hence, this strategy is scalable for most real-life datasets. 
The kernelized version of U-SVM regression formulation (5.4) has five tunable 
parameters: C, C*, kernel parameter,  and  . So model selection (parameter tuning) 
becomes an issue for any real-life application. We propose the following model selection 
strategy for estimating a U-SVM regression model: 
1. Fix C = ymax - ymin (following Cherkassky and Mulier, 2007) and perform model 
selection for   and kernel parameters. 
2. perform model selection for the C*/C and   parameter specific to the U-SVM 
regression formulation, while keeping C,    and kernel parameters fixed. This 
can be performed using resampling or a separate validation set (as in empirical 
results presented in Section 5.3). 
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5.4 Empirical Results for U-SVM Regression 
This section presents initial empirical results to show the effectiveness of the proposed U-
SVM regression formulation relative to standard SVM regression.  
 Our experiment uses a synthetic 30-dimensional hypercube data set, where each input is 
uniformly distributed in [-1, 1] interval. The output is generated as y = (x1+…+x5- x6-…-
x10 + x11+…+x15- x16-…-x20+x21+…+x5- x26-…-x30+ ); where the noise follows a normal 
distribution :  ~ (0, )N   . For this data set, only linear SVM is used because the optimal 
model is known to be linear. Here, we use two different types of universum,  
Universum 1:  input is same as the training samples 30x R  and is uniformly distributed 
in [-1, 1]. However the output is generated as y = (-x1-…-x5 + x6+…+x10 - 
x11-…-x15+ x16+…+x20-x21-…-x5+x26+…+x30+ ).  
Universum 2:  input is same as the training samples 
30x R  and is uniformly distributed 
in [-1, 1]. However the output y ~ uniformly distributed noise within the 
range of the y values of the training samples.  
For this experiment we use the following settings, 
 No. of training/validation samples = 30, 90 (characterizing low, high sample size 
settings respectively. An independent validation data set is used for model 
selection. The number of validation samples is set to be the same as the number of 
training samples). 
 No. of test samples = 5000. 
 No. of universum samples = 120. 
Further, for the low sample size case we use two different noise levels  = 0.5, 2 to 
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capture the effects of low and high noise levels respectively. Similarly, for the high 
sample size case we use the noise levels  = 0.5, 2, 4 to capture the effects of low, 
moderate and high noise levels respectively. 
Next we provide the modeling results for standard SVM and U-SVM regression using 
linear kernel.  For our empirical comparisons, we provide the normalized root mean 
squared error (
( )
MSE
NRMS
std y
 ). Note that, following (Drucker et al, 1997) we drop the 
noise while reporting the NRMS values. For example, suppose for a given function 
( ) ;   dy f noise R  x x   we make a prediction yˆ  using our estimated model; here d is 
the dimension of the input space. Then, we report 
2
1
1
ˆ( ( ) )
( ( ))
n
i i
i
f y
n
NRMS
std f



 x
x
 ; where 
n = no. of test samples. The model selection is performed by tuning parameter values 
providing the smallest NRMS on the independent validation set. Table 5.1 and 5.2 shows 
performance comparisons for the standard SVM, and U-SVM. The tables show the 
average NRMS values on the test samples over 10 random experiments. Here, for each 
experiment we randomly select the training/validation/test set. The standard deviation of 
the NRMS values is shown in parenthesis.  
For a detailed analysis of the results we adopt the technique of the “histogram of 
projections” originally introduced for classification. Under classification setting, the 
‘projection value’ for a given sample measures its distance from SVM decision boundary. 
For regression, conceptually similar quantity is the residual ( )y f x  that measures the 
difference between response y and its estimate ( )f x . So for regression models we use the 
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univariate histogram of residual values ( )y f x  of the training samples, where ( )f x  is 
the trained regression model with optimally tuned parameters (see Fig.5.5). In addition to 
that we also project the residual values ( * *( )y f x ) of the universum samples (shown in 
black). The estimated   value is shown in black dashed lines and the  value is 
shown in green dashed line. Note that the  parameter is specific only to the U-SVM 
model. The  lines in the histograms of the SVM models are used for the purpose of 
analysis of the results.  
 
Low sample size settings (no. of training samples =30) 
 Low Noise ( = 0.5) 
As seen from the histograms in Fig. 5.6 and Fig. 5.8 the residual values for the 
training samples are heavily piled onto the  value. This is better illustrated in the 
Figs. 5.7 and 5.9, where we scale the histograms to the range of [-2, 2]. Typically, 
for high-dimensional sparse data sets most training samples tend to cluster near the 
  boundaries due to data piling effect similar to classification. See Fig. 5.7a and 
Fig. 5.9a. Surprisingly, this effect is not well-known for SVM regression problems. 
However, this phenomenon has been noted in empirical comparisons of various loss 
functions for regression (Boyd et al 2004, page 296). 
Further, 
Univerum 1: Application of U-SVM provides better generalization than the SVM 
model (see Table 5.1). Here, U-SVM model (Fig. 5.6b) results in sparser 
distributed of universum samples within the  zone (shown in green) in 
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comparison to the SVM model (see Fig. 5.6a). Here, the U-SVM model well-
explains the training samples (which lies within the  zone) and increases the 
contradiction on the universum samples (forcing them to lie outside the   
zone).  
Univerum 2: Same as above, here the U-SVM model (Fig. 5.8b) results in sparser 
distributed of universum samples within the  zone (shown in green) in 
comparison to the SVM model (see Fig. 5.8a). Application of the U-SVM 
improves the prediction accuracy by resulting into an even sparser distributed of 
the universum within the    zone in comparison to the SVM model. 
 
 High noise ( = 2) 
For this case, the data piling effect is not as prominent as before. This shows that 
higher noise levels results in lower data piling effects. 
Further,  
Univerum 1: U-SVM regression model (Fig. 5.10b) provides slight improvement 
over the standard SVM model (see Table 5.1), and results in sparser distributed of 
the universum samples near  zone in comparison to the SVM model (in Fig. 
5.10a). 
Univerum 2: Application of the U-SVM does not provide any notable change to 
the initial SVM solution and hence provides no improvement over the standard 
SVM model (see Fig. 5.11) 
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High sample size settings (no. of training samples = 90) 
 Low noise ( = 0.5) 
For this case, we do not have data piling onto the  values. Comparison of the 
results in Table 5.2 shows that, 
Univerum 1: Application of the U-SVM does not provide any notable change to 
the initial SVM solution and hence provides no improvement over the standard 
SVM model (also seen in Fig. 5.12) 
Univerum 2: Application of the U-SVM does not provide any notable change to 
the initial SVM solution and hence provides no improvement over the standard 
SVM model (also seen in Fig. 5.13) 
 Moderate noise ( = 2) 
For this case, we do not observe data piling effect about the  value. Further, 
Univerum 1: U-SVM regression model provides no improvement over the 
standard SVM model (see Table 5.2 and Fig. 5.14).  
Univerum 2: In this case application of the U-SVM regression model provides no 
improvement over the SVM model (see Table 5.2 and Fig. 5.15).   
 High noise ( = 4) 
For this case, we do observe some data piling effect about the  value. Further, 
Univerum 1: U-SVM regression model provides no significant improvement over 
the standard SVM model (see Table 5.2 and Fig. 5.16).  
Univerum 2: In this case application of the U-SVM regression model provides no 
improvement over the SVM model (see Table 5.2 and Fig. 5.17).   
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Our results indicate that U-SVM regression is effective under high data piling conditions. 
Such data piling effect is typical in sparse high-dimensional data sets settings. Under such 
sparse high-dimensional data settings U-SVM regression could provide better 
generalization than standard SVM regression.  
 
5.5 Conclusion 
This chapter introduced U-SVM for regression problems. The proposed U-SVM 
regression formulation is non convex and can be solved using the ConCave Convex 
Programming (CCCP) strategy. Further, we provide a sound practical strategy for tuning 
model parameters in the proposed U-SVM regression. Finally, we provide empirical 
results to show the effectiveness of the proposed U-SVM regression over standard SVM 
regression. Our analysis suggests that U-SVM regression is particularly effective for 
sparse high-dimensional data settings where the histogram of projections for the residual 
values show data piling about the  value. 
However, the effectiveness of U-SVM regression also depends on the property of the 
universum samples. There is still a need to provide better characterization of the ‘good’ 
Universa, for which U-SVM can provide improvement over the SVM regression. 
Deriving the practical conditions for the effectiveness of U-SVM regression has not been 
covered in this chapter and is left for future research. 
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Table 5.1 Comparison of average test error (NRMS) for different Universa for low 
sample size settings (no. of training samples = 30). 
 
NRMS Error in % SVM U-SVM (type1) U-SVM (type2) 
Low noise:  no. of  training samples =30  with  = 0.5 
Test 42.86 (8.81) 34.78 (6.83) 37.51 (6.39) 
Training 16.18 (2.68) 15.65 (2.43) 16.12 (2.87) 
High noise:  no. of  training samples =30  with  = 2 
Test 75.34 (8.89) 73.66 (9.93) 75.29 (6.64) 
Training 44.24 (8.03) 44.89 (9.71) 43.68 (6.91) 
 
 
Table 5.2 Comparison of average test error (NRMS) for different Universa for high 
sample size settings (no. of training samples = 90). 
NRMS Error in % SVM U-SVM (type1) U-SVM (type2) 
Low noise:  no. of  training samples =90  with  = 0.5 
Test 11.58(1.57) 11.06(0.8) 11.27(1.52) 
Training 10.66(1.76) 10.43(1.68) 10.09(1.99) 
Moderate noise:  no. of  training samples =90  with  = 2 
Test 52.16(2.3) 50.75(2.98) 51.1(2.28) 
Training 36.38(4.86) 35.58(5.14) 36.12(5.06) 
High  noise:  no. of  training samples =90  with  = 4 
Test 80.17(6.83) 77.43(6.59) 80.07(9.25) 
Training 50.63(9.68) 44.15(8.34) 50.59(10.07) 
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Figure 5.1  -insensitive loss function for SVM regression 
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Figure 5.2 slack variable   for linear SVM regression formulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 Two SVM regression models explain training data equally well, but have 
different number of contradictions on the Universum. The model with a larger 
number of contradictions (in black) is selected. 
 
   
   
        Training samples 
         
        Universum samples 
x   
y
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             (a)                 (b) 
 
 
              (c) 
 
Figure 5.4. (a) Loss function for the universum samples 
* *( ( ))j jU y f  x  with 0.2  . 
(b) Universum loss as the sum of two ramp losses 
* *( ( ))j jA y f  x  and
* *( ( ) )j jA f y x . 
(c) Decomposition of 
* *( ( ))j jA y f  x as the sum of a convex and concave loss. 
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Figure 5.5 Representation of the histogram of residuals ( )y f x  for estimated 
regression model. Training samples are shown in blue and Universum samples 
shown in black.  The estimated   value is shown in black dashed lines and the 
value is shown in green dashed line. 
 
 
 
 
 
( ) 0y f x  
 

 
      
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(a) 
 
(b) 
Figure 5.6 Histogram of residuals for training samples (in blue) and Universum 
samples of type 1 (in black) with no. of training samples = 30 and 0.5    
(a) histogram for standard SVM Regression model,(C= 12.06, 0.25  ).  
(b) histogram for U-SVM Regression model (C*/C=0.01, ∆=8). 
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(a) 
 
(b) 
 
Figure 5.7 Histogram of residuals for training samples and Universum samples of 
type 1 with no. of training samples = 30 and 0.5   (zoomed to a larger scale)  
(a) histogram for standard SVM Regression model,(C= 12.06, 0.25  ).  
(b) histogram for U-SVM Regression model (C*/C=0.01, ∆=8). 
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(a) 
 
(b) 
Figure 5.8  Histogram of residuals for training samples (in blue) and Universum 
samples of type 2 (in black) with  no. of training samples = 30 and 0.5    
(a) histogram for standard SVM Regression model,(C= 12.06, 0.25  ).  
(b) histogram for U-SVM Regression model (C*/C=0.1, ∆=1). 
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(a) 
 
(b) 
Figure 5.9  Histogram of residuals for training samples and Universum samples of 
type 2  with  no. of training samples = 30 and 0.5  (zoomed to a larger scale). 
(a) histogram for standard SVM Regression model,(C= 12.06, 0.25  ). 
(b) histogram for U-SVM Regression model (C*/C=0.1, ∆=1). 
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(a) 
 
(b) 
 
Figure 5.10  Histogram of residuals for training samples (in blue) and Universum 
samples of type 1 (in black) with  no. of training samples = 30 and 2    
(a) histogram for standard SVM Regression model,(C= 13.59, 2  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-1, ∆=0.5). 
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(a) 
 
(b) 
 
Figure 5.11  Histogram of residuals for training samples (in blue) and Universum 
samples of type 2 (in black) with  no. of training samples = 30 and 2    
(a) histogram for standard SVM Regression model,(C= 13.59, 2  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-2, ∆=2). 
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(a) 
 
(b) 
 
Figure 5.12  Histogram of residuals for training samples (in blue) and Universum 
samples of type 1 (in black) with  no. of training samples = 90 and 0.5    
(a) histogram for standard SVM Regression model,(C= 14.38, 0.25  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-1, ∆=4). 
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(a) 
 
(b) 
 
Figure 5.13  Histogram of residuals for training samples (in blue) and Universum 
samples of type 2 (in black) with  no. of training samples = 90 and 0.5    
(a) histogram for standard SVM Regression model, (C= 14.38, 0.25  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-1, ∆=4). 
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(a) 
 
(b) 
 
Figure 5.14  Histogram of residuals for training samples (in blue) and Universum 
samples of type 1 (in black) with  no. of training samples = 90 and 2    
(a) histogram for standard SVM Regression model,(C= 15.4, 0.5  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-1, ∆=1). 
-8 -6 -4 -2 0 2 4 6 8
0
0.1
0.2
0.3
0.4
0.5
0.6
-8 -6 -4 -2 0 2 4 6 8
0
0.1
0.2
0.3
0.4
0.5
0.6
  131 
 
(a) 
 
(b) 
 
Figure 5.15  Histogram of residuals for training samples (in blue) and Universum 
samples of type 2 (in black) with  no. of training samples = 90 and 2    
(a) histogram for standard SVM Regression model,(C= 15.4, 0.5  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-1, ∆=2). 
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(a) 
 
(b) 
 
Figure 5.16  Histogram of residuals for training samples (in blue) and Universum 
samples of type 1 (in black) with  no. of training samples = 90 and 4    
(a) histogram for standard SVM Regression model,(C= 25.29, 4  ).  
(b) histogram for U-SVM Regression model (C*/C=1, ∆=1). 
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(a) 
 
(b) 
 
Figure 5.17  Histogram of residuals for training samples (in blue) and Universum 
samples of type 2 (in black) with  no. of training samples = 90 and 4    
(a) histogram for standard SVM Regression model,(C= 15.4, 4  ).  
(b) histogram for U-SVM Regression model (C*/C=10
-1, ∆=4). 
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Chapter 6 Summary and My Contributions 
 
There are four major contributions described in this dissertation: 
 First, we developed the practical conditions for the effectiveness of Universum 
Learning for binary classification. We provide empirical results in support of our 
practical conditions. 
 Second, we provided an extension of Universum Learning to real life classification 
settings with different misclassification costs and unbalanced data. We also provided the 
practical conditions for the effectiveness of our proposed cost-sensitive U-SVM 
formulation over the cost-sensitive SVM and presented empirical results in support of our 
conditions. 
 Third, we extended Universum learning for single-class problems and provided the 
practical conditions for the effectiveness of our proposed single-class U-SVM 
formulation over the single-class SVM. We presented empirical results in support of our 
conditions. 
 Fourth, we provided an extension of Universum Learning to regression problems. 
We proposed the new U-SVM regression formulation and provided a CCCP based 
algorithm to solve it. Finally, we provided empirical comparisons between the proposed 
U-SVM and standard SVM regression.  
There are still many open and challenging research questions. Many existing 
learning approaches assume a standard inductive learning formulation, where the goal is 
to estimate a predictive model from finite training data. While this inductive setting is 
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very general and commonly accepted, it cannot be taken for granted. As pointed out in 
(Cherkassky and Mulier, 2007), future progress in predictive learning is likely to occur 
due to better understanding (and acceptance) of nonstandard learning inference, rather 
than marginal improvements of learning algorithms implementing standard inductive 
inference.  This line of thinking is in complete agreement with the work shown in this 
thesis, where we have demonstrated the advantages of a new learning methodology call 
Universum Learning compared to the methods based on standard inductive learning.  
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