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Abstract
Let R be a local ring, and let M and N be nonzero nitely generated R-modules. In this paper
we demonstrate the equality
supfi jTorRi (M;N ) 6=0g= supfdepth Rp− depthMp− depthNp jp2 suppM \ suppNg;
provided either
(1) M has nite projective dimension, or
(2) R is either a complete intersection or a Golod ring, and the left-hand side is nite. c© 1999
Elsevier Science B.V. All rights reserved.
MSC: 13D03; 13C15; 13H10
0. Introduction
Suppose R is a local ring and that M and N are nitely generated nonzero R-
modules. The main purpose of this paper is to compare the two invariants
qR(M;N ) := supfi jTorRi (M;N ) 6=0g and depth R− depthM − depthN
for the pair of modules hM;N i over R. The primary result here is Theorem 2.2, which
states that qR(M;N )= supfdepthRp Rp− depthRp Mp− depthRp Np jp2 spec(R)g when-
ever M has nite complete intersection dimension (for instance, if R is a complete
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intersection, or if M has nite projective dimension) and qR(M;N ) is nite. (see
Section 1 for denitions.) We say that M and N satisfy the dependency formula
whenever the equality above holds. The title of this paper refers to the fact that the
dependency formula yields the classical Auslander{Buchsbaum formula when N = k,
the residue eld of R.
Interest in a formula such as the dependency formula goes back to the landmark
paper [1], in which Auslander shows that
qR(M;N )= depthR R− depthR M − depthR N +depthR TorRqR(M;N )(M;N )
whenever M has nite projective dimension over R (which forces qR(M;N )<1) and
either depthR Tor
R
qR(M;N )(M;N ) 1 or qR(M;N )= 0.
More recently, Huneke and Wiegand have shown [8, Proposition 2.5] that this
formula of Auslander is true when qR(M;N )= 0 and R is a complete intersection,
even if both M and N have innite projective dimension over R. The rearranged equal-
ity depthR M +depthR N =depthR R+depthR M ⊗R N is dubbed the depth formula by
Huneke and Wiegand in [9]. Iyengar [10, (4.3)] has since generalized this result of
Huneke and Wiegand further, showing that the pair hM;N i satises the depth formula
provided qR(M;N )= 0 and M has nite complete intersection dimension.
The proof of Theorem 2.2 depends entirely on the fact that the two conditions
depthRp Mp+depthRp Np=depthRp Rp+depthRp (M ⊗R N )p for all p2 specR;
(2.3)
and
qR(M;N )= 0 (2.5)
are equivalent when qR(M;N )<1 and M has nite complete intersection dimension.
We prove this equivalence in Section 2 (2.7). (Note that (2.3)) (2.5) is a sort of
converse of the result of Huneke{Wiegand and Iyengar.) It would be very interesting
to know whether (2.3) and (2.5) are equivalent when qR(M;N )<1 and neither M
nor N has nite complete intersection dimension. Section 4 gives examples showing
this is sometimes the case. Observe that the hypothesis qR(M;N )<1 is essential for
the implication (2.3)) (2.5), as any pair of modules hM;N i over a zero-dimensional
ring with qR(M;N )=1 demonstrates.
Section 3 of this paper is concerned with proving a generalization of the following
theorem of Huneke and Wiegand to the entire class of Golod rings.
Theorem (Huneke and Wiegand [9, 1.9]). Let R be a hypersurface; and let M and
N be nitely generated R-modules. If qR(M;N )<1; then either M or N has nite
projective dimension.
An immediate corollary, 3.6, of this generalization is that modules M and N over
a Golod ring R satisfy the dependency formula whenever qR(M;N )<1.
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1. Notation and terminology
Throughout this paper R will represent a local ring (meaning also commutative and
Noetherian) with unique maximal ideal m and residue eld k, a situation which we
denote concisely by the symbol (R;m; k). All terminology not dened here can be
found in the book [5].
The nonnegative integer edim R denotes the number of elements in a minimal sys-
tem of generators for m, and is called the embedding dimension of R. Whenever
M is a nitely generated R-module, we write c(M) for the integer edim R−
depthM .
For a nitely generated R-module M one has the notion of a minimal free resolution
of M over R. The ith Betti number bRi (M) is the rank of the ith free module in
such a resolution. Recall that the formal power series PRM (t) :=
P
i0 b
R
i (M)t
i is called
the Poincare series of M . We write syzRn M for the image of the nth dierential in
a minimal free resolution of M , and call it the nth (reduced) syzygy module of M .
We let syzR0 M :=M .
Suppose x := x1; : : : ; xe is a minimal system of generators for m. We denote by KR the
Koszul complex on x; for any nitely generated R-module M we set KM :=KR⊗R M .
It is well known that, for each i; Hi(KM ) is annihilated by m and is independent of the
choice of minimal generating set x. Hence, rankk Hi(KM ) is a well-dened nonnegative
integer for each i.
Serre has shown that if M is a nitely generated R-module, then
PRM (t)4
P
i0 rankk Hi(K
M )t i
1−Pj1 rankk Hj(KR)t j+1 ;
where ‘4’ denotes a coecientwise inequality. We say a nitely generated R-module
M is Golod if the coecientwise inequality above is a coecientwise equality. By
an abuse of terminology, we say that the ring R is a Golod ring if k is a Golod
R-module. Note that c(R)= 0 if and only if R is a regular local ring, in which
case R is Golod, and c(R) 1 if and only if R is a hypersurface, in which case R
is Golod [14]. (However, complete intersections of codimension >1 are not Golod
rings [14].)
Following Avramov et al. [4], we say that R0 Q is a (codimension c) deformation
if the map is a surjective local homomorphism of local rings whose kernel is generated
by a Q-regular sequence (of length c) contained in the maximal ideal of Q; we shall re-
fer to a diagram of local homomorphisms of local rings R!R0 Q as a (codimension
c) quasi-deformation if R0 is a at R-module and R0 Q is a (codimension c) defor-
mation. A nitely generated R-module M is said to have nite complete intersection
dimension, denoted CI-dimR M<1, if there exists a quasi-deformation R!R0 Q
such that pdQ M ⊗R R0<1. Note that if pdR M<1 then CI-dimR M<1, and if R
is a complete intersection then every nitely generated R-module has nite complete
intersection dimension.
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2. A generalized Auslander{Buchsbaum formula
For nitely generated nonzero R-modules M and N dene
qR(M;N ) := supfi jTorRi (M;N ) 6=0g:
Recall that if M 6=0 has nite projective dimension over R, then the Auslander{
Buchsbaum formula states that
pdR M =depth R− depthM:
The purpose of this section is to show this classical formula is sometimes a special
case of another formula: If qR(M;N )<1 then
qR(M;N )= supfdepthRp Rp− depthRp Mp− depthRp Np jp2 spec(R)g: (2.1)
Remarks. (1) By adhering to the convention that depth 0=1, it is enough to take the
sup over all p2 suppM \ suppN on the right-hand side.
(2) This formula yields the classical Auslander{Buchsbaum formula upon letting
N = k.
We will say that M and N satisfy the dependency formula (over R) provided (2.1)
holds. The main result here is
Theorem 2.2. Let (R;m; k) be a local ring; and let M and N be nitely generated
nonzero R-modules with CI-dimR M<1. If qR(M;N )<1; then M and N satisfy the
dependency formula.
For pairs of nitely generated R-modules hM;N i, we will be interested in the fol-
lowing three conditions:
depthRp Mp+depthRp Np=depthRp Rp+depthRp (M ⊗R N )p for all p2 spec(R);
(2.3)
depthRp Mp+depthRp Np depthRp Rp for all p2 spec(R); (2.4)
qR(M;N )= 0: (2.5)
Concerning these conditions, we have
Proposition 2.6. Let (R;m; k) be a local ring; and let M and N be nitely generated
nonzero R-modules. Suppose that conditions (2.3){(2.5) are equivalent for each of
the pairs of R-modules hsyzRi M; N i (i 0). Then M and N satisfy the dependency
formula.
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Proof. Set d := supfdepthRp Rp− depthRp Mp− depthRp Np jp2 spec(R)g. Note that if
d 0 (which is (2.4)) then (2.3) holds. Hence, after localizing at a prime minimal
over the support of M ⊗R N , we see that in fact d=0. We now induce on d.
When d=0 the implication (2.4)) (2.5) tells us that qR(M;N )= 0, as desired.
Now, suppose that d>0. Then depthRp Mp<depthRp Rp for all p2 spec(R). Let
S := syzR1 M . By the depth lemma we have depthRp Sp=depthRp Mp+1 for all p2
spec(R). Hence,
supfdepthRp Rp− depthRp Sp− depthRp Np jp2 spec(R)g=d− 1
and so the induction hypothesis says that the pair hS; N i satises the dependency
formula. In particular, qR(S; N )<1, in which case qR(M;N )− 1=qR(S; N ). (This
equality is clear if qR(S; N ) 1. If qR(S; N )= 0, then a priori one can only con-
clude that qR(M;N ) 1. However, qR(M;N ) 6=0 as d>0.) Hence, we have the desired
equality.
Note that if CI-dimR M<1 then CI-dimR syzRn M<1 for all n, and if qR(M;N )<1
then qR(syzRn M; N )<1 for all n. Hence, Theorem 2.2 follows from Proposition 2.6
and the following (cf. Proposition 1.3 of [9]):
Theorem 2.7. Let (R;m; k) be a local ring, and let M and N be nitely gener-
ated nonzero R-modules with CI-dimR M<1 and qR(M;N )<1. Then conditions
(2.3){(2.5) are equivalent.
Before proving Theorem 2.7 we prepare two lemmas.
Lemma 2.8. Suppose that R!R0 is a local at homomorphism; and let M be
a nitely generated R-module. Let p2 spec(R) and p0 2 spec(R0) be such that p=
p0 \R. Then the induced map Rp!R0p′ is a local at homomorphism; and we have
depthR′
p′
(M ⊗R R0)p′ =depthRp Mp+depthR′p′ R
0
p′ =pR
0
p′ .
Proof. Via the induced map Rp!R0p′ we have for all R-modules X a natural isomor-
phism (X ⊗R R0)p′ =Xp⊗Rp R0p′ . Let 0!X ! Y be an exact sequence of Rp-modules.
Then the sequence is also exact as a sequence of R-modules. Therefore, since R0 is
a faithfully at R-module, 0!X ⊗R R0! Y ⊗R R0 is an exact sequence of R0-modules,
which means that 0! (X ⊗R R0)p′! (Y ⊗R R0)p′ is an exact sequence of R0p′ -modules.
But this sequence is isomorphic to 0!X ⊗Rp R0p′! Y ⊗Rp R0p′ (as a complex of R0p′ -
modules). Hence, R0p′ is a at Rp-module. As Rp!R0p′ is again local, we have proved
the rst statement.
The second statement now follows from the rst statement (see, for example, [5,
(1.2.16)]) and the fact that Mp⊗Rp R0p′ and (M ⊗R R0)p′ are isomorphic as R0p′ -
modules.
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Lemma 2.9. Let Q!R be a codimension c deformation. Let M and N be nitely
generated R-modules.
(1) Suppose p2 spec(R); and let q be the inverse image of p in Q. Then we have
depthRp Mp=depthQq Mq and depthRp Rp=depthQq Qq− c.
(2) If qR(M;N )<1; then qQ(M;N )= qR(M;N )+ c.
Proof. By induction it suces to prove (1) and (2) when c=1.
In this case, the standard change of rings spectral sequence
TorRi (Tor
Q
j (M;R); N )=)i Tor
Q
i+j(M;N )
degenerates into a long exact sequence:
  !TorR1 (M;N )!TorQ2 (M;N )!TorR2 (M;N )!
M ⊗R N!TorQ1 (M;N )!TorR1 (M;N )! 0;
From this long exact sequence we see that TorQi (M;N )= 0 for all i qR(M;N )+ 2
and TorRqR(M;N )(M;N )=TorQqR(M;N )+1(M;N ). This proves (2).
To establish (1), we simply note that for p2 spec(R) and q the inverse image of
p in Q, the induced map Qq!Rp is again a codimension one deformation, and so
depthQq=depth Rp+1, and depthQq Xq=depthRp Xp, where X is any nitely generated
R-module.
Proof of Theorem 2.7. Via the natural isomorphism discussed in the proof of
Lemma 2.8, one readily sees that if CI-dimR M<1 then CI-dimRp Mp<1 for all
p2 spec(R). Hence, the implication (2.5)) (2.3) asserted in Theorem 2.7 is implied
by Theorem 4.3 of [10]. Of course, the implication (2.3)) (2.4) is trivial. There-
fore, in proving Theorem 2.7 we only need concern ourselves with the implication
(2.4)) (2.5):
First, assume that M has nite projective dimension over R. Suppose that
TorRi (M;N ) 6=0 for some i 1. Then the set   :=
S
i1 Ass(Tor
R
i (M;N )) is nonempty
and nite, and so we can choose a minimal p2 . Hence, for each i 1, TorRi (M;N )p
is a nite length Rp-module, and since depthRp Np pdRp Mp, by assumption, the lemma
d’acyclicite [13, (1.8)] implies that TorRi (M;N )p=0 for all i 1. But this contradicts
the fact that p2 supp TorRi (M;N ) for some i 1. Therefore, we must have
TorRi (M;N )= 0 for all i 1.
Now, suppose that CI-dimR M<1. Let R!R0 Q be a quasi-deformation such
that pdQ (M ⊗R R0)<1. Let p0 be in spec(R0). For p=p0 \R we have
depthR′
p′
(M ⊗R R0)p′ +depthR′
p′
(N ⊗R R0)p′
=depthRp Mp+depthR′p′
R0p′ =pR
0
p′ +depthRp Np
+depthR′
p′
R0p′ =pR
0
p′ by Lemma 2.8
 depthRp Mp+depthRp Np+depthR′p′ R
0
p′ =pR
0
p′
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 depthRp Rp+depthR′p′ R
0
p′ =pR
0
p′ by assumption
=depthR′
p′
R0p′ : by Lemma 2.8:
Also, TorRi (M;N )= 0 if and only if Tor
R′
i (M ⊗R R0; N ⊗R R0)= 0. Hence, we may
assume that R=R0. Moreover, by induction it suces to prove (2.4)) (2.5) for
R=Q=(x) and x a nonzerodivisor of Q.
Suppose that depthRp Mp+depthRp Np depthRP Rp for all p2 spec(R). Then we
have, by Lemma 2.9, depthQq Mq+depthQq Nq depthQq Qq− 1 for all q2 spec(Q). Let
S := syzQ1 M , and x q2 spec(Q). If depthQq Mq<depthQq Qq, then depthQq Sq=depthQq
Mq+1, and if depthQq Mq depthQq Qq, then depthQq Sq depthQq Qq. Hence, we see
that depthQq Sq+depthQq Nq depthQq Qq for all q2 spec(Q). Thus, by the nite projec-
tive dimension case we have TorQi (S; N )= 0 for all i>0, which means q
Q(M;N ) 1.
If qQ(M;N )= 0 we would have, by the long exact sequence of Tors above, that
M ⊗R N =0, contrary to assumption. Hence, qQ(M;N )= 1, and so by Lemma 2.9
qR(M;N )= 0, as desired.
3. Golod rings
The purpose of this section is to give a proof of the following, which is a gener-
alization of Theorem 1.9 of [9]:
Theorem 3.1. Suppose that (R;m; k) is a Golod ring. Let M and N be nitely gener-
ated R-modules. If qR(M;N )<1; then either M or N has nite projective dimension
over R.
A key ingredient in the proof of Theorem 3.1 is the fact that the residue eld of
a local ring always possesses the ‘largest’ minimal resolution, in a sense which we
now make precise (see, for example, [3])
3.2. Let M be a nitely generated R-module. Then there exists an integer ‘M  1 such
that PRM (t)4 ‘MP
R
k (t).
We now collect some results concerning Golod modules which we will need for the
proof of Theorem 3.1. The existence of 3.3 is due to Lescot [11]; 3.4 is implied by
Theorem 6.1 of [6] in the case where c(R)= 1, and by Proposition 5 of [12] in the
case where c(R)>1.
3.3. If R is a Golod ring, and M is a nitely generated R-module, then the module
syzRn (M) is Golod for n c(M).
In fact, (1.9) of [9] states that if R is a hypersurface and TorRn+1(M;N )=Tor
R
n (M;N )= 0 for some
n 0, then either M or N has nite projective dimension. But over a hypersurface, the statements
‘TorRn+1(M;N )=Tor
R
n (M;N )= 0 for some n 0’ and ‘qR(M;N )<1’ are equivalent.
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3.4. Let R be a Golod ring, and let M be a nitely generated R-module. Then
bRn+1(M) bRn (M) for all n c(M).
Proof of Theorem 3.1. First, we choose suciently large syzygy modules S and T of
M and N , respectively, such that (1) S and T are both Golod modules (by 3.3), and
(2) TorRn (S; T )= 0 for all n>0.
Let F and G be minimal resolutions of S and T , respectively. Then condition (2)
above implies that F⊗RG is acyclic (that is, Hi(F⊗RG)= 0 for all i 6=0), and so is
a minimal resolution of the module S ⊗R T . It follows that bRn (S ⊗R T )=
P
i+j=n b
R
i (S)
bRj (T ) and P
R
S⊗RT (t)=P
R
S (t)P
R
T (t). Hence, from condition (1) above we have
PRS⊗RT (t)=
 P
i0 rankk Hi(K
S)t i
1−Pj1 rankk Hj(KR)t j+1
! P
i0 rankk Hi(K
T )t i
1−Pj1 rankk Hj(KR)t j+1
!
:
We now show that this Poincare series for S ⊗R T contradicts 3.2 unless either S or T
is the zero module, implying then the desired conclusion:
Assume that neither S nor T is the zero module. Therefore (by Nakayama’s Lemma),
H0(KS)= S=mS 6=0, and H0(KT )= T=mT 6=0. Hence, the polynomials r(t) :=
P
i0
rankk Hi(KS)t i and s(t) :=
P
i0 rankk Hi(K
T )t i have nonnegative coecients and do
not vanish at 0. Also, since both of the sequences fbRn (S)g and fbRn (T )g are nonde-
creasing (by 3.4), so is the sequence fbRn (S ⊗R T )g. Set p(t) :=
P
i0 rankk Hi(K
k)t i
and q(t) := 1−Pj1 rankk Hj(KR)t j+1. Then the polynomials p; q; r and s are readily
seen to satisfy the hypotheses of the following lemma, whose conclusion shows that
there does not exist a constant ‘ 1 such that ‘ times the nth coecient in the Taylor
series expansion of p(t)=q(t) (which is ‘ times the nth Betti number of the residue
eld k of R) is greater than or equal to bRn (S ⊗R T ) for all large n. This is the desired
contradiction to 3.2.
Lemma 3.5. Suppose that p(t); q(t); r(t) and s(t) are polynomials in R[t] such that
q(0) 6=0; r(0) 6=0; s(0) 6=0; p(t)=q(t) is nonconstant; and the coecients of r(t) and
s(t) are nonnegative. Let
P
ait i and
P
bit i be the Taylor series expansions of the
functions r(t)s(t)=q(t)2 and p(t)=q(t); respectively. If ai 0; bi 0 and ai+1 ai for
all i 0; then there exists >0 such that an nbn for all n 0.
Proof. Let futu+   +f0 := q(t)p0(t)−p(t)q0(t) (where 0 indicates the ordinary
derivative) and gvtv+   + g0 := r(t)s(t) (fi; gi 2R). Then, by the hypotheses above,
fi 6=0 for some i; g0 6=0, and gi 0 for all i. Now, we write the (n− 1)th de-
gree coecient of rs(qp0−pq0)=q2 = (qp0−pq0)rs=q2 two ways, yielding the following
inequalities for n 0 :
g0nbn gv(n− v)bn−v+   + g0nbn =fuan−u−1 +   +f0an−1
 jfujan−u−1 +   + jf0jan−1
 (jfuj+   + jf0j)an:
Hence, letting  := g0=(jfuj+   + jf0j), we are done.
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As an immediate corollary of Theorem 3.1 we have
Corollary 3.6. Suppose that (R;m; k) is a Golod ring. Let M and N be nitely gen-
erated nonzero R-modules with qR(M;N )<1. Then M and N satisfy the dependency
formula (2.1).
4. An example
In this section we describe a specic ring and modules such that (2.3){(2.5) are
equivalent although neither module has nite complete intersection dimension.
Example 4.1. Let k be a eld, and set
R := k[[X;Y;Z]]=(X)2 + (Y)2;
where X :=X1; : : : ; Xl; Y := Y1; : : : ; Ym and Z := Z1; : : : ; Zn are indeterminates with
l; m; n 2. Suppose M :=R=(x)+ (z1; : : : ; zi) and N :=R=(y)+ (zj; : : : ; zn). Then CI-
dimR M =CI-dimR N =1, and conditions (2.3){(2.5) are equivalent for M and N
over R. Specically, we have
(1) If i<j, then qR(M;N )= 0; and the numbers in the depth formula (2.3) are
(htp− i)+ (htp− (n− j+1))=htp+(htp− (i+(n− j+1)));
where htp denotes the height of p in R for all primes p2 suppM \ suppN .
(2) If i j, then qR(M;N )= i− j+1, and the numbers in the depth formula (2.3)
are
(n− i)+ (n− (n− j+1))<n+0:
(Note that in this case suppM \ suppN = f(X;Y;Z)g.)
In proving (4.1) we will use the following:
4.2. Let k be a eld, and let (R1; m1; k) and (R2; m2; k) be local k-algebras. Suppose
that M1 is an R1-module and N2 is an R2-module. Dene R :=R1⊗k R2, M :=M1⊗k R2
and N :=R1⊗k N2, so that M and N are modules over the ring R. Then we have
TorRi (M;N )= 0 for all i 1.
Proof. First note that for any R1-module X and for any R2-module Y we have a natural
isomorphism of R-modules X ⊗k Y =(X ⊗k R2)⊗R (R1⊗k Y ).
Let (F; @) be an R1-free resolution of M1. Then the above isomorphism yields a chain
isomorphism F⊗k N2=(F⊗k R2)⊗R N . Observe that F⊗k R2 is acyclic, and so it is
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an R-free resolution of M . Hence, we have
TorRi (M;N )=Hi((F⊗k R2)⊗R N )=Hi(F⊗k N2)= 0
for all i 1.
Proof of Example 4.1. We rst want to show that CI-dimR M =1. Note that R1 :=
k[[X]]=(X)2 is a Golod ring [7], not a hypersurface, and so there exists a >1 such
that bRs (k) s for all s 0 ([12, Proposition 5]). It follows from the proof of 4.2
that bRs (R=(x))= b
R1
s (k). By 4.2 (after localizing at the appropriate maximal ideal and
completing) we have TorRs (R=(x); R=(z1; : : : ; zi))= 0 for all s 1, and so an R-free
resolution of M is given by F⊗RG, where F is an R-free resolution of R=(x) and G is
an R-free resolution of R=(z1; : : : ; zi). Since the Betti sequence of R=(x) over R is not
polynomially bounded, neither is the Betti sequence of M over R. Hence, the complete
intersection dimension of M over R is innite ([4, (5.3)]). The same argument works
to show that CI-dimR N =1.
Suppose that i<j. We apply 4.2 with R1 := k[[X; Z1; : : : ; Zj−1]]=(X)2; M1 :=R1=(x)+
(z1; : : : ; zi); R2 := k[[Y; Zj; : : : ; Zn]]=(Y)2 and N2 :=R2=(y)+ (zj; : : : ; zn) to get (after lo-
calizing at the appropriate maximal ideal and completing) TorRs (M;N )= 0 for all s 1.
Since R; M; N and M ⊗R N are all Cohen{Macaulay rings, we know that depthRp Rp
(resp., depthRp Mp; depthRp Np; depthRp (M ⊗R N )p) is equal to the height in R (resp.,
M; N; M ⊗R N ) of p, for all p2 suppM \ suppN . That is, depthRp Rp=htp; depthRp
Mp=htp− i; depthRp Np=htp− (n− j+1) and depthRp (M ⊗R N )p=htp− (i+
(n− j+1)). This proves (1).
Now, suppose that i j. Let F be an R-free resolution of R=(x), G an R-free resolu-
tion of R=(y); K1 the koszul resolution of R=(z1; : : : ; zi) over R and K2 the koszul
resolution of R=(zj; : : : ; zn) over R. By 4.2 we have TorRs (R=(x); R=(z1; : : : ; zi))= 0,
TorRs (R=(y); R=(zj; : : : ; zn))= 0 and Tor
R
s (M;R=(y))= 0 for all s 1. This means that
F⊗R K1 is an R-free resolution of M , G⊗R K2 is an R-free resolution of N and that
TorRs (M;N )=Hs((F⊗R K1)⊗R (G⊗R K1))
=Hs((F⊗RG⊗R K1)⊗R K2)
=Hs(R=(x)+ (y)+ (z1; : : : ; zi)⊗R K2):
It is clear that grade((zj; : : : ; zn); R=(x)+ (y)+ (z1; : : : ; zi))= n− i. Therefore, by the
depth sensitivity of the koszul complex, Hs(R=(x)+ (y)+ (z1; : : : ; zi)⊗R K2)= 0 for all
s>(n− j+1)− (n− i)= i− j+1 and Hi− j+ 1(R=(x)+ (y)+ (z1; : : : ; zi)⊗R K2) 6=0,
that is, qR(M;N )= i− j+1.
Finally, we observe that suppM \ suppN = f(X;Y;Z)g, and that depthR
R= n; depthR M = n− i; depthR N = n− (n− j+1), and depthR M ⊗R N =0. This
proves (2).
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