The theory of abstract kernel for many kinds of algebraical objects is generally built since 1940's. In particular, the case for associative algebras has been successively built due to 
Introduction
We shall consider three questions in this paper:
The obstruction theory to the representation of groups, rings, algebras, Lie algebras, restricted Lie algebra, differential graded algebra ands Lie algebras has long been studied. It is well-known that, for instance, given two associative algebras A and K, we may define a outer algebra of endomorphisms of K by Out(K) and an algebra homomorphism representation from A into Out(K). In this case, we say K is a A-kernel and this usually leads to the problem of extendibility of such a kernel. If the three-dimensional cohomology class determined by the indicated homomorphism becomes zero, then any K-kernel is extendible, that is, derived from a extension of algebras. The analogous result for Lie algebra can be found in [].
The first three parts at the following delineate the process. Apart from rewriting the historical arguments in details, we also clarify the independence of obstruction cocycle to the choice of two maps, the covering and the hindrance, in the midway. The difference of two hindrances that preserve the invariance of cocycle is measured by an associative-type Maurer-Cartan form. The similar case for Lie algebroid is done by Mackenzie in [4] . The last two parts describe the subtle construction of an A-kernel in terms of several specially-prescribed summands, two of which constitute a extension of bimodules that gives arise to the potential three-dimensional cohomology. These works have been done by Hochschild in [2] and we recapitulate them here. It turns out that it is very difficult to build a Lie algebra abstract kernel directly, which may be studied later.
Last but certainly not the least, I am greatly indebted and thankful to my two supervisors, Professor A. C. Mishchenko and Professor V. M. Manuilov for their patient hearing on my talk and constantly guidance to the modification for this paper.
2 The Bimultiplication Algebra of K Definition. Let K be an algebra over the basic field F. A bimultiplication in K is a pair (u, v) of endomorphisms in K satisfying the following conditions: for all k 1 , k 2 ∈ K k 1 u{k 2 } = v{k 1 }k 2 u{k 1 k 2 } = u{k 1 }k 2 v{k 1 k 2 } = k 1 v{k 2 } Definition. The family of all pairs of endomorphisms in K forms an algebra called bimultiplication algebra, M(K), with the addition, multiplication and scalar multiplication defined as follows:
(u 1 , v 1 ) + (u 2 , v 2 ) = (u 1 + u 2 , v 1 + v 2 ) (u 1 , v 1 )(u 2 , v 2 ) = (u 1 u 2 , v 2 v 1 ) α(u, v) = (αu, αv), α ∈ F Theorem 1. M(K) is an algebra over the same field as K.
Proof. It suffices to check the associativity.
Definition. For any k 0 ∈ K, the pair (k Definition. The biannihilator of K is Anni(K) = {k ∈ K|kK = (0) = Kk}.
Theorem 3. For any element k ∈ K, there is an algebra homomorphism of
Proof. Define the homomorphism ǫ :
Definition. The quotient algebra M(K)/I(K) is called the outer multiplications algebra of K.
Proposition. Anni(K) = kerǫ, I(K) = imǫ and M(K)/I(K) = cokerǫ such that the following sequence is exact.
Consider an algebra homomorphism ϕ : A → M(K)/I(K). Since π is a natural surjection, there exists linear mappings µ of the underlying vector spaces of A into M(K) such that π • µ = ϕ. In this case, we shall say that these µ cover ϕ, or they are the coverings of ϕ. Obviously, such a covering needs not to be unique corresponding to a homomorphism ϕ.
Definition. The covering µ is said to be regular if for any two elements from the image set µ(A), the left component of one bimultiplication commutes with the right component of the another This means that u i v j = v j u i for any two bimultiplications in µ(A). It is possible that one bimultiplication itself satisfies this property, due to Mac Lane, which is called self-permutable. Notice that every inner multiplication of form (k
The set of all self-permutatble elements needs not to be an subalgebra of M(K), nor to be a ring.
Definition. ϕ is said to be regular if all the coverings of it are regular.
Definition. For an algebra
For those regular covering maps, by convention, we write their types as follows:
Here the dot means the bimodule operations are just given by µ and we usually omit this index. For others it can be drawn as a star * etc. The notation µ(a) = µ a shall be used alternatively later in this paper for different purposes, as well as ϕ(a) = ϕ a . We may either indicate the subscript a or simply write the superscript prime in case of computing the bimultiplications.
We consider the following bilinear map
We shall call it the curvature of a covering µ.
Lemma. For every covering µ, there are bilinear mappings h :
Proof. The map ǫ is from K onto its image I(K), and the typeR µ (·, ·) is an inner bimultiplication produced by some preimages k = h(·, ·).
Definition. The lift h is called a hindrance of the representation.
We now concretely compute the curvature by assigning an element k.
So, the first coordinate in the difference of above two identities is
Since such an inner multiplication is produced by a hindrance, we have
More precisely, by applying a k, we have
Comparing these coordinates, we get two important identities:
We now derive some characteristic identities involving h as it takes three different values in A: For any k ∈ K, a r , a s , a t ∈ A, we firstly note that
by viewing a r a s as an integral symbol and then substituting it into (2.1) in two different ways. And we have
by viewing a r · k as an integral symbol and then substituting it into (2.1) again. Secondly, with (2.1) and then (2.1a), we have
On the other hand, by (2.1c) and then by (2.1b), we have
By the definition of the coboundary operator,
Multiply by k on the right on each side of this formula,
Likewise, starting from (2.2), we can compute the coboundary formula by multiplying k on the left and have k · δh(a 1 ⊗ a 2 ⊗ a 3 ) = 0.
Lemma. A regular homomorphism ϕ defines a structure of bimodule on the biannihilator of K, and such a bimodule is independent from any particular choice of µ corresponding to ϕ.
Proof. Denote the biannihilator of K by N. Let n ∈ N, we compute a 1 (a 2 · n)−(a 1 a 2 )·n = h(a 1 ⊗a 2 )·n = 0. Similarly, we have (n·a 2 )·a 3 − n·(a 2 a 3 ) = 0, either. This proves that N is both left and right A-module.
In addition, we need (a 1 · n) · a 2 = a 1 · (n · a 2 ) so that N becomes a bimodule. But this is just from the formula v 2 u 1 {n} − u 1 v 2 {n} = 0, by the regularity of µ.
In general, the representation ϕ on K induces a representation on N.
is an element in I(K), as well as in I(N). Such a inner multiplication is produced by some elements n ∈ N and therefore vanishes on N. This concludes that N does not rely on the choice of µ that covers ϕ.
It is necessary now to clarify the operator defined for some algebras K, comparing with the coboundary operator defined in the usual theory of Hochschild cohomology for any bimodule M.
Definition. Given two algebras A and K on the same field. A multiplication is a linear mapping µ :
In this definition, we actually give an operator with coefficients on K, instead of on N, so it cannot be called as coboundary operator since ∆∆(f ) = 0 on K. However, when restricting on N, we have ∆∆ = 0. In this way, we write ∆ N = δ to be our usual differentials defined in Hochschild cohomology, and the formula ∆(h) is just a symbol formally written as same as the differentials. The superscript implies that ∆ and δ depends on the choice of µ. In the following text, we shall use the symbol ∆, which is more general, for most of the cases.
Given some multiplications µ corresponding a representation ϕ as above, we say that µ is a multiplication covering of ϕ.
Therefore, by the definition of N, those two annihilating formulae tell us that
Expand all ∆h,
Most of the terms are canceled out, so the remaining terms are the sum of the following two terms:
Since h(·, ·) ∈ K, we can rewrite (2.1) and (2.2) as follows:
Therefore, by applying these rules to (⋆), we have shown (
Lemma. Given a multiplication covering µ of ϕ, let h, h ′ be two hindrances ofR
Proof. 1). Firstly we have ǫ
as desired.
Next, we show that f is independent of the choice of µ.
Lemma. Let µ and µ ′ be two multiplication coverings of ϕ. Then
for some maps l : A → K, and
The first coordinate is
Likewise, we have the second coordinate
Therefore, we have
Lemma. Let µ be a multiplication covering of ϕ and h a hindrance ofR µ . Let µ ′ be another multiplication covering of ϕ such that
is a hindrance ofR
By applying k for the first coordinate, for example, we have the following expression
By omitting the superscript temporarily and taking differential with respect to ∆ µ ′ , we have
The LHS is
And the RHS is(omit 1)
Let us compute each of the above four terms:
Now we view the element l(a i ) as mappings(after putting ǫ in front of it). This gives us a negative part of previous:
The second coordinate can be computed similarly, whence f (
Theorem 5. The coboundary of a hindrance derived from a representation (ϕ, K) of A forms an representative cocycle f , and {f } ∈ H 3 (A, N), elements of which are independent of the choice of the multiplication covering µ of the representation and the lift h of the curvature of the covering.
Definition. The class {f } is called the obstruction of the representation. Denote it by Obs(ϕ).
Proposition. It can be summarized by these following digramms:
where ∆ µRµ = 0.
4 Representation determined by an extension of algebras
Or equivalently,
Lemma. For the curvatureR µ γ of every multiplication covering determined by γ, there exists a unique? liftR γ such that
Proof. SinceR µ γ takes values in I(K) and ǫ is an epimorphism, the existence ofR γ : A ⊗ A → K follows as before. Under the morphism of α, we have
Denote h γ =R γ . This is the hindrance determined by γ and it explains Hochschild's original definition.
Another way to introduce the hindrance above is to use the notion of produced connection in M(K). For an element a ∈ A, if γ is a connection in A, then there exists a linear mapping µ γ such that ǫ • γ = µ γ . So we have
Therefore, we directly define h γ (a 1 • a 2 ) = γ(a 1 )γ(a 2 ) − γ(a 1 a 2 ) to be the hindrance of our representation.
Theorem 6. The homomorphism ϕ does not depend on the choice of the linear mapping γ for every extension. Every extension uniquely determines a representation homomorphism.
Proof. Let γ ′ be another linear mapping of A into B such that βγ ′ = id A . We would like to show that π • µ γ ′ = π • µ γ . To do this, write γ ′ = γ + α • l for some maps l : A → K. Then passing through the surjection ǫ and γ we have
since α is injective and therefore π • ǫ carries α(K) into I(K) and leads to zero.
When a split extension of algebra is given, there are possibly many choices of γ and they defines, in a one-to-one fashion, the different coverings of ϕ. By proceeding lemma, γ also defines a hindrance h γ =R γ . Since the obstruction cocycle f = ∆ µ h γ , we conclude that γ determines the obstruction class. Those representations induced by some extensions are called special, due to Hochschild.
Lemma. (Necessity) For every γ derived from an extension of algebras,
Proof.
Theorem 7. A representation ϕ is special if and only if Obs(ϕ) = 0.
Lemma. (Sufficiency) Given A, K, µ, there is a bilinear map R : A⊗A → K such that R becomes the lift of µ and f (µ, R) = 0, then 1) The algebras K and A form an extension A ′ such that A ′ = K ⊕ A, 2) For this extension we can find a linear mapping γ making it split such that µ γ = µ and h γ = R.
Extension of Bimodules
Let A be a non-unital associative algebra over field F. Let P and Q be any two A-A-bimodules, and let E be another bimodule such that π : E → A is an algebra-bimodule homomorphism. By considering A as a ring, it means that π is a F-homomorphism(linear map) and an A-module homomorphism preserving the bimodule condition.
Definition. An extension of bimodules is a pair (E, π), where E contains Q as sub-bimodule and kerπ = Q.
Definition. Given an extension of bimodules (E, π), if there is a F-linear map γ : P → E such that π • γ = id P , then the extension is said to be split.
Note that given a split extension π, the corresponding γ may not be unique.
Let (E, π) be a split extension. Define R to be the vector space of all linear maps ρ of P into Q linearly generated by some γ corresponding to π. Namely, ρ 1 + λρ 2 ∈ R, λ ∈ F such that π Q (ρ 1 + λρ 2 ){p} = 0.
Proposition. R is a module over the algerba A with the following operations:
Moreover, R becomes a bimodule
For every element ρ in R, we consider a linear map f ∈ Hom F (A, R) given by a → ρ a . For any γ, f γ : A → R γ is the linear map defined by
, ∀a i ∈ A}, in which ρ γ a is a special type of element in R generated by only one γ. For any p ∈ P and a ∈ A, we define ρ a with respect to γ by
The set of {ρ γ a } forms a vector subspace of R and we denote it by R γ .
A Hom
Measuring it at p ∈ P ,
Since a 1 , a 2 are arbitrary, then we have δf γ = 0.
Lemma. Any two elements in Z 1 (A, R) are cohomologous
a , ∀a ∈ A} be two cocycles corresponding to γ 1 , γ 2 , respectively. We claim that there exists a zero-dimensional cochain ρ in C 0 (A, R) = R such that f γ 1 − f γ 2 = δρ. It suffices to evaluate these cocycles at an identical element a. For each a, we compute it at an arbitrary element p:
We define ρ ∈ R by setting ρ = γ 1 − γ 2 . It belongs to Q since π • γ i = id P for each i.
This gives us
The last equality holds by the previous definition of coboundary operator applying to a zero-dimensional cochain. The difference of two 1-cocycles is a coboundary of a 0-cochain ρ.
Hence, we have
Theorem 8. A split extension of Q by P determines a unique element of H 1 (A, R).
We shall call this element of {f γ } ∈ H 1 (A, R) the deviation of the given extension, where f γ is a representative of cocycle.
Theorem 9. Conversely, given any bimodules P and Q and given a cocycle f ∈ Z 1 (A, R), there is an extension (E, π) of Q by P determined by f . More precisely, there exists at least one γ corresponding to π such that f = f γ .
Proof. Define the underlying vector space of E to be the direct sum of the underlying vector spaces of P and Q. Without confusion, we may write
and we identify (0, Q) = Q Define γ{p} = (p, 0). We can check that
Now we shall generalize the notion of bimodule extension.
n ⊗A * (its underlying vector space is isomorphic with the tensor product of the n times underlying vector spaces of A and A * ), where A * = A ⊕ 1, the corresponding unital algebra. Define a linear homomorphism? i : A n → P n such that
Choose a basis element a 1 ⊗ · · · ⊗ a n of A n , then under f , we have the typical basis elements for P n are either a 1 ⊗ · · · ⊗ a n ⊗ a * n+1 (we assume that the last term is not equal to an unit) or a 1 ⊗ · · · ⊗ a n ⊗ 1.
Lemma. P n becomes an A-A-bimodule with the A-operations on it defined by
Definition. Let Q be an A-A-bimodule. Let R n = Hom(P n , Q). Given ρ ∈ R n , defineρ ∈ C n (A, Q) such that the following diagram commutes:
It is easy to see that
Also note thatρ{a 1 ⊗ · · · ⊗ a n } · a * n+1 = ρ{a 1 ⊗ · · · ⊗ a n ⊗ a * n+1 }, and we also define q · 1 = q for q ∈ Q.
Proposition. R n becomes an A-A-bimodule with the A-operations on it defined as previously.
We need to make C n (A, Q) into an A-A-bimodule either.
In this way, the algebraic structures on R n and C n (A, Q) are compatible. For example, we shall compute for n = 2
Theorem 10. The mapping ρ →ρ becomes an isomorphism.
Hence for n, p ≥ 0, since R n ∼ = C n (A, Q), we have
By applying the reduction theorem, we have,
Take p = 1, we have
Now choose n = 2 and given f ∈ Z 3 (A, Q), there is an corresponding extension (E, π) of Q by P 2 which satisfies the following conditions:
Let p ∈ P 2 , q ∈ Q. The right and left A-operations on E = P 2 ⊕ Q are
Write p = a 1 ⊗ a 2 ⊗ 1 and then apply it to the formula, we have
Here we need to define an elementf ∈ Z 1 (A, R n ) determined by the given 1-cocyle f :f
Therefore, starting from f , we can build the extension determined byf . Furthermore, we may define, as previously stated,
. Take a * 3 = 1 and we have
Let us pause for a while and look at how these cocycles relate to each other:
By evaluating elements from A, we have
Now if we define h ∈ C 2 (A, E) by setting
By the definition of coboundary, δh{a 0 ⊗a 1 ⊗a 2 } = a 0 ·h{a 1 ⊗a 2 }−h{a 0 a 1 ⊗a 2 }+h{a 0 ⊗a 1 a 2 }+h{a 0 ⊗a 1 }·a 2
Apply the definition of h to each term, we have
By using the left A-operation on P 2 to expand the first term, we have a 0 ·(a 1 ⊗a 2 ⊗1, 0) = a 0 a 1 ⊗a 2 ⊗1−a 0 ⊗a 1 a 2 ⊗1+a 0 ⊗a 1 ⊗a 2 , f {a 0 ⊗a 1 ⊗a 2 } (2) By using the right A-operation on P 2 to expand the last term, we have
Substitute and into , we have
Theorem 11. It can be summarized by the following diagram:
Generally, we have
Theorem 12. For every element f ∈ Z n+1 (A, Q), there is an extension of Q by P n in which f becomes a coboundary. In fact, it can be summarized by the following diagram:
h 1 =i π 6 the Existence of Representation Theorem 13. Let A be an associative F-algebra and let N be an A-Abimodule. Given an arbitrary cocycle g ∈ H 3 (A, N), there exists a representation (ϕ, K) of A where K containing N as a biannihilator and whose obstruction coincides with g.
We shall make the algebra K into the direct sum of N and an ideal L. Since A is an algebra over the field F, we can take its underlying vector space and still denote it by A. Let E and F be two one-dimensional vector spaces over the ground field.
Let C be a two-dimensional vector space that is isomorphic to the direct sum of these two vector spaces. We shall make C into an algebra over F.Let e and f be the basis elements of E and F , respectively. We define the multiplication in C by defining the multiplication between the basis elements as follows:
Together with multiplication, the vector space C becomes an algebra. C shall serve as an auxiliary algebra so that the annihilator of L is zero.
Next, we shall construct an ideal I of L. The target I can be characterized as follows: Let I be the direct sum of three tensor products of vector spaces:
We shall omit the subscript for the tensor product when it is a field. The typical basis element for each component of I, for example, E ⊗ A, is of the form α(e ⊗ a), where e and a are basis for E and A, respectively, and α ∈ F is a scalar.
We define the multiplication on I itself by for all v ∈ I The degree of the tensor products from I is up to three. These spaces are fairly large so that we can meet all the conditions for constucting the targeted representation.
However, only C and I does not completely characterize L since a hindrance has not been involved yet. We shall write g = {G}, where G in N) is a representative of 3-cocycle. Recall the theorem that for every G ∈ Z 3 (A, N), there is a corresponding module extension of N by P 2 where G becomes a coboundary. Here P 2 = A ⊗ A ⊗ A * . In this way, we intentionally accommodate the given G to be the coboundary of a hindrance arising from our construction of the representation algebra K.
We shall make P 2 into a subspace of L. Our L can be characterized as follows:
The underlying vector space of L over the ground field is the direct sum of three parts
We define the multiplication between P 2 and L
We define the multiplication between the partial C, I and P 2
We define the multiplication between the remaining E, E ⊗ A with P 2 by defining their basis elements respectively
Denote the list of multiplications by (III).
We can easily verify that all these multiplications are associative. The significance of them is less obvious at this time but will be apparent when we define the A-operation in L (as well as in K). Now let K = L ⊕ N, where Anni(K) = N. We shall define the Aoperations in K.
On the subspace P 2 ⊕ N in K, the left and right A-operations are:
Note that G{a ⊗ a 1 ⊗ a 2 } · 1 ∈ N, so it will be cancelled when multiplying it by any other basis elements in K, as we shall see.
On the subspace C ⊕ I, the left A-operation is:
And the right A-operations are determined by the following prescriptions:
Denote the list of prescriptions by (IV).
Lemma. The biannihilator of L is trivial.
As we have mentioned, the left and right A-operations provide us nothing but a specific type of endomorphisms as elements of the multiplication algebra of K. It is necessary, with these prescriptions in hand, to verify the conditions that the definition of M(K) requires:
then the regularity of µ (and thus ϕ) holds Note that from the left-hand side of the first equation, for example, the first product is the usual multiplication defined in algebra, and the second product is the A-operation; similar remark for the right-hand side and for the later identities. Also note that we shall check the validity of these identities only by focusing on their typical basis elements.
The second and third identities hold almost trivially by our inspection. To make it clearer, assume k 1 is generated by the following elements:
e, f, a 1 ⊗ a 2 ⊗ 1, e ⊗ a 3 , e ⊗ a 4 ⊗ a 5 , e ⊗ a 6 ⊗ a 7 ⊗ a 8 As A acts on the left on k 1 , the corresponding basis will be
The first and last term become zero, so the only left operation is a · (a 1 ⊗ a 2 ⊗ 1). Multiply k 2 on the right. The result is just a distribution of the coefficients. It is straightforward to see that if at the first we take the product of k 1 k 2 and then apply the left A-operation onto it, all parts of basis of space (C, I) vanish again. Such a rearrangement preserves the derived result from the left. Same argument for the third identity. The first identity shall dirty our hands, yet we may place the basis element one by one for simplicity. To ask if k 1 (a · k 2 ) =? = (k 1 · a)k 2 , we need to know if these identities hold by considering each of the basis in queue:
e(a · (a 1 ⊗ a 2 ⊗ 1)) =? = (e · a)(a 1 ⊗ a 2 ⊗ 1) (e ⊗ a 3 )(a · (a 1 ⊗ a 2 ⊗ 1)) =? = ((e ⊗ a 3 ) · a)(a 1 ⊗ a 2 ⊗ 1) f (a · (a 1 ⊗ a 2 ⊗ 1)) =? = (f · a)(a 1 ⊗ a 2 ⊗ 1) (e ⊗ a 4 ⊗ a 5 )(a · (a 1 ⊗ a 2 ⊗ 1)) =? = ((e ⊗ a 4 ⊗ a 5 ) · a)(a 1 ⊗ a 2 ⊗ 1) (e ⊗ a 6 ⊗ a 7 ⊗ a 8 )(a · (a 1 ⊗ a 2 ⊗ 1)) =? = ((e ⊗ a 6 ⊗ a 7 ⊗ a 8 ) · a)(a 1 ⊗ a 2 ⊗ 1).
For the first two undetermined equations, we compute each side of them, using (III) and (IV):
e(a · (a 1 ⊗ a 2 ⊗ 1)) = e(aa 1 ⊗ a 2 ⊗ 1 − a ⊗ a 1 a 2 ⊗ 1 + a ⊗ a 1 ⊗ a 2 ) = e ⊗ aa 1 ⊗ a 2 − e ⊗ a ⊗ a 1 a 2 + (e ⊗ a ⊗ a 1 a 2 − e ⊗ aa 1 ⊗ a 2 + e ⊗ a ⊗ a 1 ⊗ a 2 ) = e ⊗ a ⊗ a 1 ⊗ a 2
On the other hand, (e · a)(a 1 ⊗ a 2 ⊗ 1) = (e ⊗ a)(a 1 ⊗ a 2 ⊗ 1) = e ⊗ a ⊗ a 1 ⊗ a 2 , as desired to be equal with the above. Similar computation for the second one.
Recall that f ·a = 0, a·P 2 ∈ P 2 and (f, e⊗a 4 ⊗a 5 , e⊗a 6 ⊗a 7 ⊗a 8 )P 2 = (0). Then for the other three equations, we have the sum of all the left-hand sides are zero. For the right-hand side, for example, ((e⊗a 4 ⊗a 5 )·a)(a 1 ⊗a 2 ⊗1) = (e⊗a 4 ⊗a 5 a−e⊗a 4 a 5 ⊗a+e⊗a 1 ⊗a 2 ⊗a)(a 1 ⊗a 2 ⊗1) ∈ (E ⊗ A ⊗ 2 , E ⊗ A ⊗ 3 )P 2 Similarly, we have (f · a)(a 1 ⊗ a 2 ⊗ 1) = 0 ∈ F P 2 and (e ⊗ a 6 ⊗ a 7 ⊗ a 8 ) · a (a 1 ⊗ a 2 ⊗ 1) ∈ (E ⊗ A ⊗ 3 )P 2 . Therefore, the sum of all right-hand sides is zero. This completes the proof. Finally, we claim that Then we compute the left as follows: Since a i · (C, I) = 0 and both P 2 and N are A-bimodule, we have a 1 · (a 2 · (P 2 , N)) = a 1 a 2 · (P 2 , N) This tells us that K is actually a left A-module. However, it is not a right A-module in general.
For the second one, it suffices to check those nontrivial basis elements again. In fact, we have (e · a 1 ) · a 2 − e · a 1 a 2 = (e ⊗ a 1 ) · a 2 − e ⊗ a 1 a 2 = e ⊗ a 1 ⊗ a 2 = e(a 1 ⊗ a 2 ⊗ 1) ((e ⊗ a) · a 1 ) · a 2 − (e ⊗ a) · a 1 a 2 = (e ⊗ a 1 a 2 + e ⊗ a ⊗ a 1 ) · a 2 − e ⊗ aa 1 a 2 = e ⊗ a ⊗ a 1 a 2 = e ⊗ aa 1 ⊗ a 2 − e ⊗ aa 1 ⊗ a 2 + e ⊗ a ⊗ a 1 ⊗ a 2 = e ⊗ a ⊗ a 1 ⊗ a 2 = (e ⊗ a)(a 1 ⊗ a 2 ⊗ 1)
Essentially, on K only the subspace (P 2 , N) become A-bimodules. Thus, we have a representation (ϕ, K) of A with a hindrance h, where h{a 1 , a 2 } = (a 1 ⊗ a 2 ⊗ 1, 0)
Such an element arises from the A-module extension of N by P 2 . Therefore, G ∈ Z 3 (A, N) becomes a coboundary of h ∈ C 2 A, (P 2 ⊕ N) , namely, the obstruction δh = G, as desired.
