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Povzetek
V zadnjem desetletju so postali Le´vyjevi procesi in ostali procesi s skoki popu-
larni za modeliranje procesa gibanja cen na kapitalskem trgu, tako pri upravljanju
s tveganji kot pri vrednotenju opcij in drugih izvedenih financˇnih instrumentov.
Cˇeprav je teorija omenjenih procesov znana kar nekaj cˇasa, pa so jih v financˇno
matematiko vpeljali ob koncu osemdesetih in v zacˇetku devetdesetih let 20. stole-
tja. Od tedaj je bilo posebej raziskanih veliko razlicˇnih procesov kot so α-stabilni,
gama, normalni inverzni Gaussovi in posplosˇeni hiperbolicˇni procesi. Vsi ti se
sedaj uporabljajo pri vrednotenju izvedenih financˇnih instrumentov, saj je iz em-
piricˇnih raziskav jasno, da normalna porazdelitev in Brownovo gibanje ne odrazˇata
gibanja cen na kapitalskem trgu v vsej polnosti in splosˇnosti.
Procesi, ki poleg zveznih gibanj uposˇtevajo tudi skoke, pa so teoreticˇno zelo
zahtevni. Zˇe tako zahtevne metode stohasticˇne analize, ki so bile razvite v petdese-
tih letih prejˇsnjega stoletja, so zaradi uposˇtevanja dodatnega spreminjanja procesa
s skoki postale sˇe tezˇje. Prav ti dodatni tehnicˇni zapleti so zmanjˇsali mozˇnost ana-
liticˇnega resˇevanja stohasticˇnih diferencialnih enacˇb ter hkrati nekoliko zozˇili tudi
uporabo numericˇnih metod za resˇevanje tovrstnih problemov.
Mnogi analitiki vse bolj ugotavljajo pomanjkljivosti Monte Carlo metod, ki so
bile v preteklosti za resˇevanje zveznih problemov najpogosteje uporabljene, zato
so pricˇeli z razvijanjem hitrih in direktnih metod, torej metod, s katerimi lahko
brez uporabe slucˇajnosti pridemo do poljubno natancˇnega rezultata. Konkretno
v nasˇem primeru se bomo tako oprli na splosˇne metode resˇevanja stohasticˇnih di-
ferencialnih enacˇb, predvsem parcialnih. Za vrednotenje ameriˇskih opcij pa bomo
uporabili v zadnjem cˇasu razvito metodo, ki sloni na diskretizaciji in uporabi
metode koncˇnih elementov. Za bazo koncˇnih elementov vzamemo valcˇke in s tem
omogocˇimo hitrejˇse izracˇune, saj dobimo matriko, ki ima veliko nicˇelnih elementov.
Poleg tega pa lahko hitro izboljˇsamo natancˇnost nasˇih rezultatov, ker je metoda
osnovana na multiresolucijskem pristopu.
V delu po vrsti predstavimo Le´vyjeve procese in nekaj pomembnih rezultatov
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s tega podrocˇja. Predstavimo tudi tisti del stohasticˇne analize, ki je pomemben
za vrednotenje financˇnih instrumentov, s poudarkom na Itoˆvi formuli za Le´vyjeve
procese. Nadaljujemo s predstavitvijo nekaterih financˇnih in zavarovalniˇskih pro-
duktov. Nato predstavimo osnovne metode numericˇne aproksimacije in integra-
cije ter metodo koncˇnih elementov za resˇevanje parcialnih diferencialnih enacˇb.
Koncˇno se posvetimo uporabi omenjenih teoreticˇnih pristopov pri vrednotenju
izvedenih financˇnih instrumentov, pri zavarovalniˇskih simulacijah ter pri vredno-
tenju produkta variabilne rente z garancijo, poznanega pod imenom GMWB. Tu
uporabimo nasˇ inovativen pristop k vrednotenju.
V dodatku na koncu predstavimo Besselove funkcije, ki jih sicer omenjamo
pri porazdelitvah raznih Le´vyjevih procesov ter dinamicˇni program za vrednotenje
produkta GMWB, katerega rezultate primerjamo z nasˇim pristopom z valcˇki.
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Abstract
When it comes to modelling prices on the capital markets the Le´vy processes
and other processes with jumps became very popular in the last decade. They are
used in risk management and also in pricing options and other financial derivatives.
The theory of such processes is known for a while, but in financial mathematics
these processes are used since the late 80’s of the 20th century. Since then there
are numerous research papers deriving properties for α-stable, gamma, normal
inverse Gaussian and generalized hyperbolic processes. All of these are now used
for pricing derivatives because Gaussian distributions and Brownian motion do
not mimic the motion of the financial markets well enough as has been shown by
empirical studies.
When processes incorporate jumps in addition to the continuous parts they
become much more difficult to work with, even on the theoretical level. Methods of
stochastic analysis become even more complicated when the jump term exists and
because of that there are fewer methods to solve stochastic differential equations
and even less analytic ones.
On the other hand many researchers increasingly recognize the weaknesses of
the Monte Carlo methods, which have been most used in the past. Therefore
researchers started developing fast and direct approach methods by which one can
obtain arbitraryly accurate results without randomness. In our case we will use
such methods for solving partial differential equations. We will use the method
based on discretization and finite elements which was developed in the past years
for American option pricing. For the finite elements basis we will use wavelets
which allows us fast computation since the obtained matrix is sparse. In addition
one can easily increase accuracy due to the multiresolution technique.
In the thesis we first introduce Le´vy processes and some important results
in the field. Next we present a part of the stochastic analysis for Le´vy processes
which is important for the pricing of financial derivatives and give special emphasis
to the Itoˆ formula for Le´vy processes. We continue with the description of some
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financial derivatives and insurance products. In the continuation we give a method
for solving the differential equations and methods of numerical approximation
and integration. Finally, we apply these methods and theoretical results to the
pricing of financial derivatives, economic scenario generators and pricing variable
annuities, especially the product GMWB. Our introduced approach for the latter
seems to be new.
In the appendix we describe Bessel functions which are used in some special
Le´vy processes. We also present another algorithm for the pricing of the GMWB,
namely dynamic programming algorithm with which we compare our numerical
results.
Math. Subj. Class. (MSC 2010): 60E07, 60G07, 60G51, 60H15, 60H30, 60H35,
62P05, 65C30, 65K15, 65N30
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Poglavje 1
Uvod v Le´vyjeve procese
1.1 Splosˇno o procesih
V literaturi najdemo razlicˇne slucˇajne procese, mnogi od njih pa imajo posebna
imena. Tako poznamo na primer Brownovo gibanje, Poissonov proces in ne naza-
dnje tudi Le´vyjeve procese. Le´vyjevi procesi so slucˇajni procesi, ki imajo neodvisne
spremembe ter njihove vzorcˇne poti niso nujno zvezne, torej imajo mozˇne skoke.
Kasneje bomo videli, da so Le´vyjevi procesi sestavljeni kot kombinacija tendence,
Brownovega gibanja in procesa skokov. Le´vyjeve procese se tako lahko gleda kot
posplosˇitev Brownovega gibanja, formalna definicija pa je sledecˇa.
Definicija 1.1.1. Naj bo (Ω,F ,P) filtrirani verjetnostni prostor. Naj bo Lt slucˇajni
proces prilagojen filtraciji (Ft)0≤t≤∞. Potem pravimo, da je Lt Le´vyjev proces, cˇe
zadosˇcˇa:
• L0 = 0, skoraj gotovo (v nadaljevanju uporabljamo kratico s.g.),
• spremembe Ls − Lt so neodvisne od Lu, za u ≤ t in 0 ≤ t ≤ s,
• spremembe Ls − Lt so porazdeljene enako kot Ls−t, za 0 ≤ t ≤ s,
• Lt je desno zvezen proces z levimi limitami.
Iz definicije takoj opazimo, da je naslednja trditev njena direktna posledica.
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Trditev 1.1.2. Naj bo Lt Le´vyjev proces in naj bo za vsak t ≥ 0 karakteristicˇna
funkcija oznacˇena s
φt(u) = E
(︁
ei(u,Lt)
)︁
.
Potem obstaja taka zvezna kompleksna funkcija ψ(u) definirana na R, da za vsak
t ≥ 0 in u ∈ R velja
φt(u) = e
tψ(u).
Torej karakteristicˇna funkcija φt(u) nima nicˇel.
Dokaz: Iz definicije Le´vyjevega procesa sledi, da za vsak fiksen u ∈ R karakteri-
sticˇna funkcija φt(u) zadosˇcˇa pravilu
φt+s(u) = φt(u)φs(u). (1.1)
Ker ima Le´vyjev proces desno zvezne vzorcˇne poti in je φ0(u) = 1, je funkcija
t ↦→ φt(u) desno zvezna in velja
lim
t→0+
φt(u) = 1.
Iz tega in pa pravila (1.1) sledi, da mora biti funkcija t ↦→ φt(u) tudi levo zvezna,
torej mora biti zvezna. Edine zvezne funkcije, ki zadosˇcˇajo pravilu (1.1), pa so
eksponentne funkcije eαt in nicˇelna funkcija. Ker pa je φ0(u) = 1 in je funkcija
t ↦→ φt(u) zvezna, φt(u) ne more biti nicˇelna funkcija.
Opazimo, da definicija ne pove nicˇesar o porazdelitvi sprememb procesa, razen
tega, da so spremembe porazdeljene enako kot proces sam, za ustrezen cˇasovni
interval. To nam daje precejˇsnjo svobodo pri oblikovanju procesa. Proces tako
lahko vsebuje tudi skoke, saj moramo zadostiti le desni zveznosti, porazdelitve
same pa so posledicˇno lahko tezˇko opisljive ali pa celo nimajo zakljucˇene formule
pacˇ pa samo reprezentacijo z neskoncˇno vrsto. Kljub tej svobodi pa imamo edin-
stveno reprezentacijo Le´vyjevega procesa preko Le´vy-Itoˆve dekompozicije procesa.
Kot posledico dobimo Le´vy-Hincˇinovo formulo, ki v bistvu podaja reprezentacijo
Fourierove transformacije procesa, torej karakteristicˇne funkcije procesa.
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Trditev 1.1.3 (Le´vy-Itoˆva dekompozicija). Naj bo Lt Le´vyjev proces. Potem
obstajajo b ∈ Rd, (vecˇrazsezˇno) Brownovo gibanje BA s kovariancˇno matriko A in
neodvisna Poissonova slucˇajna mera N na R+× (Rd−{0}) z intenzivnostjo λ, da
je za ∀t ≥ 0 Le´vyjev proces enak
Lt = bt+BA(t) +
∫︂
|x|<1
x ˜︁N(t, dx) + ∫︂
|x|≥1
xN(t, dx),
kjer je ˜︁N(t, x) = N(t, x)− tλ.
Posledica 1.1.4 (Le´vy-Hincˇinova formula). Naj bo Lt vecˇrazsezˇni Le´vyjev proces.
Potem je, za vsak u ∈ Rd in vsak t ≥ 0, karakteristicˇna funkcija procesa enaka
E
(︁
ei(u,Lt)
)︁
=
= exp
⎡⎢⎣t(︃i(b, u)− 1
2
(u,Au)
)︃
+
∫︂
Rd−{0}
(ei(u,y) − 1− (u, y)χB(y))ν(dy)
⎤⎥⎦ ,
kjer z (x, y) oznacˇimo skalarni produkt ter je χB(x) karakteristicˇna funkcija mnozˇice
B = {x : |x| ≤ 1} in ν mera na Rd z ν(0) = 0 in ∫︁
Rd
(1 ∧ |x|2)ν(dx) <∞, imeno-
vana tudi Le´vyjeva mera.
Opombe:
• Proces ∫︁|x|≤1 x ˜︁N(t, dx) je vsota z kompenzirano mero porojeno iz sˇtevila
skokov. Ta nam resˇi morebitne analiticˇne tezˇave v Le´vy-Hincˇinovi formuli,
saj smemo nadomestiti majhne skoke zaradi L2 integrala in verjetnostne
mere.
• Cˇe je Lt Le´vyjev proces, potem ima Le´vyjev proces Lt −
∫︁
|x|≥1 xN(t, dx)
koncˇne momente vseh redov.
Kot najpomembnejˇsa posledica zgornjega izreka je reprezentacija katerega koli
Le´vyjevega procesa z Le´vyjevimi karakteristikami (imenovanimi tudi Le´vyjeve tro-
jice) (b, A, ν). S temi trojicami je Le´vyjev proces Lt enolicˇno definiran. Meri ν
pravimo Le´vyjeva mera in predstavlja intenzivnost pojavljanja skokov v procesu
Lt.
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1.2 Lastnosti Le´vyjevih procesov
Definirajmo najprej neskoncˇno deljivost porazdelitve.
Definicija 1.2.1. Naj bo F porazdelitev na R. Potem pravimo, da je porazdelitev
F neskoncˇno deljiva, cˇe za vsak n ∈ N obstajajo neodvisne in enako porazdeljene
slucˇajne spremenljivke {Xn,i}1≤i≤n katerih vsota ima porazdelitev F , torej
n∑︂
i=1
Xn,i
D
= F.
Iz definicije Le´vyjevega procesa opazimo, da za vsak t > 0, spremenljikva Lt
pripada neskoncˇno deljivim porazdelitvam, saj je za katerikoli n = 1, 2, . . .
Lt = Lt/n + (L2t/n − Lt/n) + · · ·+ (Lt − L(n−1)t/n). (1.2)
Definirajmo sedaj funkcijo Ψt(θ) = − logE
(︁
eiθLt
)︁
, za vsak θ ∈ R, t > 0. Z
uporabo (1.2) ugotovimo, da, za poljubni pozitivni celi sˇtevili m,n, velja zveza
mΨ1(θ) = Ψm(θ) = nΨm/n(θ). (1.3)
Posledicˇno za vsak racionalen t > 0 velja Ψt(θ) = tΨ1(θ). Cˇe pa je t iracionalno
sˇtevilo, pa lahko izberemo padajocˇe zaporedje racionalnih sˇtevil, ki konvergira k
t. Ker je proces Lt skoraj gotovo desno zvezen, velja (1.3) za vsak t ≥ 0.
Torej za vsak Le´vyjev proces in za vsak t ≥ 0 velja, da je
E(eiuLt) = e−tΨ(u),
kjer je Ψ(θ) := Ψ1(θ) karakteristicˇni eksponent L1.
Trditev 1.2.2. Naj bo {Lt}t≥0 Le´vyjev proces. Potem ima za vsak t > 0 slucˇajna
spremenljivka Lt neskoncˇno deljivo porazdelitev. Velja tudi obratno, cˇe je porazde-
litev F neskoncˇno deljiva, potem obstaja Le´vyjev proces Lt za katerega ima spre-
menljivka L1 porazdelitev F .
Ideja dokaza: Po definiciji Le´vyjevega procesa so njegovi prirastki neodvisni in
enako porazdeljeni. Torej velja prva trditev.
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Obratno vemo, da je porazdelitev F neskoncˇno deljiva. Torej obstajajo neod-
visne in enako porazdeljene slucˇajne spremenljivke {Xn,i}1≤i≤n, za vsak n ∈ N, ka-
terih vsota je porazdeljena s porazdelitvijo F . Cˇe torej definiramo L1 =
∑︁n
i=1Xn,i,
veljajo vse tocˇke definicije Le´vyjevega procesa (posledicˇno smo po (1.3) dobili ce-
loten proces Lt), desno zveznost pa je potrebno sˇe pokazati. Tehnicˇni dokaz pa na
tem mestu izpustimo.
Po zadnji trditvi vidimo, da imamo za vsako neskoncˇno deljivo porazdelitev nek
Le´vyjev proces, ter tudi obratno. Videli smo zˇe, da je vsak Le´vyjev proces enolicˇno
definiran z Le´vyjevimi trojicami. Posledicˇno dobimo, da ima vsaka neskoncˇno
deljiva porazdelitev F karakteristicˇno funkcijo φ(u), ki ima obliko
φ(u) = eψ(u),
in posledicˇno nima nicˇel. Vecˇ o lastnostih si lahko preberete v Sato [27] ali Bertoin
[5]. Zveznost karakteristicˇne funkcije pa ima tudi mocˇnejˇse posledice.
Trditev 1.2.3. Naj bo {Ls}s≥0 Le´vyjev proces. Potem je za vsak t ≥ 0 vzorcˇna
pot Xs zvezna v s = t z verjetnostjo 1.
Dokaz: Iz definicije Le´vyjevega procesa hitro ugotovimo, da je na novo defini-
rani proces Zu(s) = e
iuLs−sψ(u) martingal. Iz izreka o martingalski konvergenci in
dejstva, da je Zu(s) omejen za s ∈ [0, t], sledi, da je
lim
s→t−
Zu(s) = Zu(t), s.g.
Iz tega sledi, da gre eiuLs → eiuLt skoraj gotovo za vsak izbran u, ko gre s → t−.
Torej konvergira skoraj gotovo za vsak u ∈ R in posledicˇno gre Ls → Lt. V
nasprotnem bi moral obstajati skok velikosti 2πk/u za neko naravno sˇtevilo k, za
vsak u ∈ R, kar pa ni mogocˇ dogodek (ta dogodek ima verjetnost 0).
Opomba: Paziti je potrebno, kako je trditev formulirana! Za vsak t obstaja
mnozˇica z mero 0 na kateri je lahko vzorcˇna pot nezvezna ob cˇasu t. Ker je takih
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t neskoncˇno mnogo, se lahko te mnozˇice sesˇtejejo v nekaj vecˇ kot le mero 0. In za
nekaj Le´vyjevih procesov dejansko se sesˇtejejo v kaj vecˇ, na primer za Poissonov
proces.
1.3 Itoˆva formula za Le´vyjeve procese
Bralec je verjetno dobro seznanjen z Itoˆvo formulo Brownovih integralov. Le-ta
nam za f(Xt), kjer je funkcija f ∈ C2 in Xt slucˇajni proces definiran z Xt =∫︁ t
0
σsdWs, podaja enacˇbo
f(Xt) = f(0) +
∫︂ t
0
f ′(Xs)σsdWs +
∫︂ t
0
1
2
σ2sf
′′(Xs)ds.
Pri formuli opazimo integral po Brownovem gibanju. Takemu integralu pravimo
Itoˆv integral in je dobro definiran. Ker pa se bomo posvetili predvsem vrednotenju
z uporabo Le´vyjevih procesov, privzamemo, da je bralec dobro seznanjen tudi z
Itoˆvimi integrali. V nasprotnem si lahko vecˇ o integralih in Itoˆvi formuli prebere
v Okorn [22], Sato [27], Cont in Tankov [8] ali Øksendal [21].
Kot smo opisali zˇe zgoraj, je Le´vyjev proces posplosˇitev Brownovega procesa,
zato si posledicˇno zˇelimo imeti podobno zvezo. Ker je pri Le´vyjevih procesih
potrebno paziti na vecˇ stvari, bomo v nadaljevanju postopoma priˇsli do podobne,
zelo uporabne, formule.
Trditev 1.3.1. Naj bo x odsekoma C1 funkcija, podana z
x(t) =
∫︂ t
0
b(s)ds+
∑︂
i;Ti≤t
∆xi,
kjer so ∆xi = x(Ti)−x(Ti−) velikosti skokov funkcije in Ti, za vsak i = 1, 2, . . . , n+
1, tocˇke skokov funkcije x(t). Potem za vsako funkcijo f ∈ C1, f : R→ R, velja:
f(x(T ))− f(x(0)) =
∫︂ T
0
b(t)f ′(x(t−))dt+
n+1∑︂
i=1
[f(x(Ti−) + ∆xi)− f(x(Ti−))] .
Dokaz: Vzemimo funkcijo x(t) kot v trditvi in piˇsimo T0 = 0. Ker je funkcija x na
vsakem intervalu (Ti, Ti+1), za i = 0, 1, . . . , n, zvezno odvedljiva, je tudi funkcija
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f(x(t)) zvezno odvedljiva na teh intervalih. Posledicˇno lahko na vsakem takem
intervalu uporabimo zamenjavo spremenljivke in tako dobimo
f(x(Ti+1−))− f(x(Ti)) =
∫︂ Ti+1−
Ti
f ′(x(t))x′(t)dt =
∫︂ Ti+1−
Ti
f ′(x(t))b(t)dt.
Ob vsaki tocˇki nezveznosti pa ima funkcija f(x(t)) skok velikosti
f(x(Ti))− f(x(Ti−)) = f(x(Ti−) + ∆xi)− f(x(Ti−)).
Ko sesˇtejemo skupaj zgornja dva prispevka, ugotovimo, da je celotna sprememba
funkcije f med 0 in T enaka
f(x(T )) − f(x(0)) =
n∑︂
i=0
[f(x(Ti+1))− f(x(Ti))]
=
n∑︂
i=0
[f(x(Ti+1))− f(x(Ti+1−)) + f(x(Ti+1−))− f(x(Ti))]
=
n+1∑︂
i=1
[f(x(Ti−) + ∆xi)− f(x(Ti−))] +
n∑︂
i=0
∫︂ Ti+1−
Ti
b(t)f ′(x(t))dt.
Ker je integral linearen, se zadnje vsote lahko sesˇtejejo, pri cˇemer pa moramo
f(x(t)) nadomestiti z f(x(t−)).
Kadar je b = 0, opazimo, da postane funkcija x(t) odsekoma konstantna, inte-
gralni del pa postane enak 0. V tem primeru je formula veljavna tudi za merljive
funkcije brez kakrsˇne koli zahteve po zveznosti. Ta formula sicer nima veliko
skupnega s stohasticˇnimi procesi. Kljub temu si zamislimo stohasticˇni proces
(Xt)t∈[0,T ], katerega vzorcˇne poti t ↦→ Xt(ω) so (skoraj gotovo) oblike
Xt(ω) = X0 +
∫︂ t
0
bs(ω)ds+
Nt(ω)∑︂
i=1
∆Xt(ω),
kjer so ∆Xi = X(Ti)−X(Ti−) velikosti skokov in Nt(ω) (slucˇajno) sˇtevilo skokov,
ki so lahko predstavljeni kot vrednost slucˇajnega procesa sˇtetja ob cˇasu t. Para-
meter ω smo posebej poudarili, saj gledamo posamezno vzorcˇno pot procesa. Po
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trditvi (1.3.1) zato dobimo, da drzˇi formula
f(XT )− f(X0) =
∫︂ T
0
b(t−)f ′(Xt−)dt+
∆Xt ̸=0∑︂
0≤t≤T
f(Xt− +∆Xt)− f(Xt−), (1.4)
skoraj gotovo, kjer pa sedaj vsota tecˇe po (slucˇajnih) cˇasih skokov (Ti) procesa Xt.
Ta formula je veljavna neodvisno od verjetnostne strukture procesa Xt. Zato
so lahko cˇasi in velikosti skokov med seboj odvisni, lahko imajo ali pa nimajo
koncˇnih momentov in podobno. Kot smo zˇe omenili, je ta formula odvisna od
vzorcˇnih poti. Cˇe pa kljub temu zˇelimo izracˇunati matematicˇna upanja, moramo
v proces vnesti nekaj strukture. V posebnem primeru, kjer so cˇasi Ti+1− Ti neod-
visne, eksponentno porazdeljene slucˇajne spremenljivke (kar pomeni, da je proces
sˇtetja Nt Poissonov proces) in so ∆Xi neodvisne in enako porazdeljene slucˇajne
spremenljivke s porazdelitvijo F , so skoki opisani s sestavljenim Poissonovim pro-
cesom. V tem primeru je zgornja formula sˇe vedno veljavna, vendar pa lahko
sedaj proces f(Xt) razstavimo na dva dela, martingalski del in tendencˇni del. To
naredimo na sledecˇ nacˇin. Najprej vpeljemo slucˇajno mero na [0, T ]×R, ki opiˇse
polozˇaj in velikost skokov slucˇajne spremenljivke X:
JX =
∑︂
n≥1
δ(Tn,∆XTn ).
JX je Poissonova slucˇajna mera z intenzivnostjo µ(dtdy) = λdtF (dy). Cˇlen s
skokom v zgornji formuli (1.4) lahko sedaj z novo definirano mero zapiˇsemo kot:∫︂ t
0
∫︂
R
[f(Xs− + y)− f(Xs−)]JX(dsdy).
Cˇe uporabimo kompenzirano mero skokov J˜X(dtdy) = JX(dtdy) − λdtF (dy), se
cˇlen s skokom spremeni v:∫︂ t
0
∫︂
R
[f(Xs− + y)− f(Xs−)]J˜X(dsdy) +
∫︂ t
0
λds
∫︂
R
[f(Xs− + y)− f(Xs−)]F (dy).
Prvi del vsote interpretiramo kot martingal oziroma komponento sˇuma, drugi del
vsote pa predstavlja signal oziroma tendencˇni del in je navaden Lebesgueov in-
tegral. Ravnokar opisano izpeljavo in rezultate sedaj povzamemo sˇe v naslednjo
trditev.
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Trditev 1.3.2 (Itoˆva formula za proces s koncˇno mnogo skoki). Naj bo proces Xt
proces s skoki, ki ima vrednosti v R, definiran kot:
Xt =
∫︂ t
0
bsds+
Nt∑︂
i=1
Zi,
kjer je bs desno zvezen proces z levimi limitami in prilagojen naravni filtraciji, Nt
proces sˇtetja, ki predstavlja sˇtevilo skokov med 0 in t, slucˇajna spremenljivka Zi pa
velikost i-tega skoka. Cˇase skokov procesa Xt oznacˇimo s (Tn)n≥1 in slucˇajno mero
na [0, T ]×R povezano s skoki z JX ,
JX =
∑︂
{n≥1,Tn≤T}
δ(Tn,Zn).
Potem za vsako merljivo funkcijo f : [0, T ]×R→ R velja:
f(t,Xt)− f(0, X0) =
∫︂ t
0
[︃
∂f
∂s
(s,Xs−) + bs
∂f
∂x
(s,Xs−)
]︃
ds
+
∑︂
{n≥1,Tn≤T}
[f(s,Xs− +∆Xs)− f(s,Xs−)]
=
∫︂ t
0
[︃
∂f
∂s
(s,Xs−) + bs
∂f
∂x
(s,Xs−)
]︃
ds
+
∫︂ t
0
∫︂ ∞
−∞
[f(s,Xs− + y)− f(s,Xs−)]JX(dsdy).
Sˇe vecˇ, cˇe z Nt oznacˇimo Poissonov proces za katerega je E(Nt) = λt, in so
slucˇajne spremenljivke Zi neodvisne in enako porazdeljene z gostoto F , funkcija f
pa je omejena, potem je proces Yt = f(t,Xt) = Vt +Mt, kjer je Mt martingalski
del,
Mt =
∫︂ t
0
∫︂ ∞
−∞
[f(s,Xs− + y)− f(s,Xs−)]J˜X(dsdy),
in J˜ oznacˇuje kompenzirano Poissonovo slucˇajno mero:
J˜X(dtdy) = JX(dtdy)− λF (dy)dt.
Proces Vt pa je zvezna tendenca s koncˇno variacijo:
Vt =
∫︂ t
0
[︃
∂f
∂s
(s,Xs−) + bs
∂f
∂x
(s,Xs−)
]︃
ds
+
∫︂ t
0
ds
∫︂
R
[f(s,Xs− + y)− f(s,Xs−)]F (dy).
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Nadaljujemo s procesi, ki zˇe vkljucˇujejo Brownovo komponento, so pa sicer sˇe
vedno dokaj enostavni. Taki procesi so procesi difuzije s skoki. Difuzija s skoki je
proces, definiran z enacˇbo
Xt = σWt + µt+ Jt = X
c(t) + Jt,
kjer je J sestavljen Poissonov proces, Xc pa je zvezni del procesa Xt:
Jt =
Nt∑︂
i=1
∆Xi, X
c
t = µt+ σWt.
Naj bo Yt = f(Xt), kjer je f ∈ C2(R), cˇase skokov procesa Xt pa oznacˇimo s Ti,
za i = 1, . . . , Nt. Na intervalu (Ti, Ti+1) proces Xt zadosˇcˇa enacˇbi
dXt = dX
c
t = σdWt + µdt.
Z uporabo Itoˆve formule za Brownovo gibanje dobimo
YTi+1 − YTi =
∫︂ Ti+1−
Ti
σ2
2
f ′′(Xt)dt+
∫︂ Ti+1−
Ti
f ′(Xt)dXt
=
∫︂ Ti+1−
Ti
{︃
σ2
2
f ′′(Xt)dt+ f ′(Xt)dXct
}︃
saj je na danem intervalu dXt = dX
c(t). Cˇe se zgodi skok velikosi ∆Xt, je spre-
memba v Yt enaka f(Xt−+∆Xt)−f(Xt−). Celotna sprememba v Yt se torej lahko
zapiˇse kot vsota teh dveh prispevkov:
f(Xt)− f(X0) =
∫︂ t
0
f ′(Xs)dXcs +
∫︂ t
0
σ2
2
f ′′(Xs)ds
+
∑︂
0≤s≤t,∆Xs ̸=0
[f(Xs− +∆Xs)− f(Xs−)]. (1.5)
Opomba: Cˇe nadomestimo dXcs z izrazom dXs −∆Xs dobimo ekvivalent izraza
(1.5):
f(Xt)− f(X0) =
∫︂ t
0
f ′(Xs−)dXs +
∫︂ t
0
σ2
2
f ′′(Xs)ds (1.6)
+
∑︂
0≤s≤t,∆Xs ̸=0
[f(Xs− +∆Xs)− f(Xs−)−∆Xsf ′(Xs−)].
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Kadar je sˇtevilo skokov koncˇno, sta zgornji dve enacˇbi (1.5) in (1.6) ekvivalentni.
Vendar pa je enacˇba (1.6), kot bomo videli v nadaljevanju, bolj splosˇna od enacˇbe
(1.5). Tako stohasticˇen integral kot tudi vsota po vseh skokih v enacˇbi (1.6) sta
dobro definirana za vsak polmartingal, tudi cˇe je sˇtevilo skokov neskoncˇno. Vsota
v enacˇbi (1.5) pa morda ne konvergira, cˇe imajo skoki neomejeno variacijo.
V izpeljavi smo uporabili le Itoˆvo formulo za difuzijo, ki je veljavna tudi v
primeru, cˇe je σ zamenjana s katerim koli nepredvidljivim kvadratno-integrabilnim
procesom (σt)t∈[0,T ]. Izpeljavo zato povzamemo z naslednjo trditvijo.
Trditev 1.3.3 (Itoˆva formula za difuzije s skoki). Naj bo proces Xt difuzija s
skoki, definiran z vsoto tendencˇnega dela, Brownovega stohasticˇnega integrala in
sestavljenega Poissonovega procesa, torej je
Xt = X0 +
∫︂ t
0
bsds+
∫︂ t
0
σsdWs +
Nt∑︂
i=1
∆Xi,
kjer sta bt in σt zvezna nepredvidljiva procesa z matematicˇnim upanjem
E
[︃∫︂ T
0
σ2t dt
]︃
<∞.
Potem je za vsako C1,2 funkcijo f : [0, T ]×R→ R proces Yt = f(t,Xt) predstavljen
kot:
f(t,Xt)− f(0, X0) =
∫︂ t
0
[︃
∂f
∂s
(s,Xs) +
∂f
∂x
(s,Xs)bs
]︃
ds
+
1
2
∫︂ t
0
σ2s
∂2f
∂x2
(s,Xs)ds+
∫︂ t
0
∂f
∂x
(s,Xs)σsdWs
+
∑︂
{i≥1,Ti≤t}
[f(XTi +∆Xi)− f(XTi−)].
Z zapisom v diferencialni obliki pa proces Yt sledi enacˇbi:
dYt =
∂f
∂t
(t,Xt)dt + bt
∂f
∂x
(t,Xt)dt+
σ2t
2
∂2f
∂x2
(t,Xt)dt
+
∂f
∂x
(t,Xt)σtdWt + [f(Xt− +∆Xt)− f(Xt−)].
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Sedaj pa si poglejmo sˇe primer splosˇnega Le´vyjevega procesa Xt. Tezˇava, ki
nam preprecˇuje direktno uporabo zgornjega rezultata, je, da se v primeru ne-
skoncˇne aktivnosti skokov na vsakem intevalu pojavi neskoncˇno sˇtevilo skokov. V
tem primeru imamo neskoncˇno sˇtevilo cˇlenov v vsoti,∑︂
0≤s≤t,∆Xs ̸=0
[f(Xs− +∆Xs)− f(Xs−)−∆Xsf ′(Xs−)].
Posledicˇno bi morali preucˇiti pogoje, pod katerimi izraz konvergira. Sˇe vecˇ, cˇasi
skokov takrat lahko tvorijo gosto podmnozˇico intervala [0, T ], zato ne moremo
locˇiti zvezne komponente Brownovega gibanja od komponente skokov. Torej ne
moremo uporabiti do sedaj uporabljenega razmisleka o locˇeni obravnavi zveznega
in nezveznega dela procesa. Kljub temu pa lahko z bolj sofisticiranimi metodami
pokazˇemo isti rezultat za splosˇne Le´vyjeve procese kot prej za difuzije s skoki.
Trditev 1.3.4 (Itoˆva formula za skalarne Le´vyjeve procese). Naj bo (Xt)t≥0 Le´vy-
jev proces z Le´vyjevo trojico (γ, σ2, ν) in naj bo f : R → R funkcija razreda C2.
Potem velja
f(Xt) = f(0) +
∫︂ t
0
σ2
2
f ′′(Xs)ds+
∫︂ t
0
f ′(Xs−)dXs
+
∑︂
0≤s≤t,∆Xs ̸=0
[f(Xs− +∆Xs)− f(Xs−)−∆Xsf ′(Xs−)]. (1.7)
Dokaz: Predpostavimo, da so funkcija f in oba njena dva odvoda omejeni z isto
konstanto C. Potem velja
|f(Xs− +∆Xs)− f(Xs−)−∆Xsf ′(Xs−)| ≤ C∆X2s .
To pomeni, da je vsota v (1.7) koncˇna. Spomnimo se sedaj, da lahko vsak Le´vyjev
proces predstavimo kot Xt = X
ϵ
t +R
ϵ
t, kjer je X
ϵ
t difuzija s skoki, R
ϵ
t pa kvadratno
integrabilen martingal s povprecˇjem 0 ter Var(Rϵt)→ 0, ko gre ϵ→ 0. Ker je prvi
odvod funkcije f omejen, velja
|f(Xt)− f(Xϵt )|2 ≤ C2(Rϵt)2.
Iz ocene sledi, da je f(Xt) = limϵ→0 f(Xϵt ) v L
2. Ker pa je Xϵt difuzija s skoki,
lahko uporabimo formulo (1.6). Ko izracˇunamo limito, dobimo ravno izraz (1.7).
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Kadar racˇunamo matematicˇna upanja, je sˇe posebej uporabno, da razstavimo
polmartingal Yt = f(Xt) v martingalski del in tendencˇni del. To uspemo narediti
z uporabo Le´vy-Itoˆve dekompozicije na procesu Xt in uporabo reprezentacije v
stohasticˇnem delu enacˇbe (1.7) ter kasnejˇso preureditvijo cˇlenov.
Trditev 1.3.5 (Martingalsko-tendencˇna dekompozicija funkcije Le´vyjevega pro-
cesa). Naj bo (Xt)t≥0 Le´vyjev proces z Le´vyjevo trojico (γ, σ2, ν) in naj bo f : R→
R taka funkcija razreda C2, da sta njena dva odvoda omejena s konstanto C. Po-
tem lahko Yt = f(Xt) zapiˇsemo kot Yt = Mt + Vt, kjer je proces Mt martingalski
del, podan s formulo
Mt = f(X0) +
∫︂ t
0
f ′(Xs)σdWs +
∫︂
[0,t]×R
[f(Xs− + y)− f(Xs−)]J˜X(dsdy),
ter Vt zvezen proces s koncˇno variacijo, podan s formulo:
Vt =
∫︂ t
0
σ2
2
f ′′(Xs)ds+
∫︂ t
0
γf ′(Xs)ds
+
∫︂
[0,t]×R
[f(Xs− + y)− f(Xs−)− yf ′(Xs−)1|y|≤1]ds ν(dy).
Vecˇkrat uporabljamo diferencialno obliko Itoˆve formule, zato zapiˇsimo izraz
(1.7) tudi v diferencialni obliki:
df(Xt) =
σ2
2
f ′′(Xt)dt+ f ′(Xt−)dXt + f(Xt)− f(Xt−)−∆Xtf ′(Xt−).
Pogosto je tudi uporabno, da je funkcija f eksplicitno odvisna od cˇasa. Zato po-
splosˇimo izraz (1.7) v tej smeri. Ponovno predpostavimo, da je (Xt)t∈[0,T ] Le´vyjev
proces s trojico (γ, σ2, ν) in naj bo sedaj funkcija f ∈ C1,2([0, T ] × R,R). Potem
je
f(t,Xt) − f(0, X0) =
∫︂ t
0
∂f
∂x
(s,Xs−)dXs
+
∫︂ t
0
[︃
∂f
∂s
(s,Xs) +
σ2
2
∂2f
∂x2
(s,Xs)
]︃
ds
+
∑︂
0≤s≤t,∆Xs ̸=0
[f(s,Xs− +∆Xs)− f(s,Xs−)−∆Xs∂f
∂x
(s,Xs−)].
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Martingalsko-tendencˇno dekompozicijo v tem primeru lahko bralec enostavno
izpelje ali pa si pogleda izpeljavo v literaturi, na primer v Barndorff-Nielsen, et.
al. [4], in je zato tu ne bomo navajali.
Naslednji in koncˇni korak pri posplosˇitvi Itoˆve formule za nasˇo uporabo je po-
splosˇitev funkcije f na vecˇ dimenzij, torej, da je funkcija f odvisna od vecˇdimenzio-
nalnega Le´vyjevega procesa.
Trditev 1.3.6 (Itoˆva formula za vecˇdimenzionalni Le´vyjev proces). Naj bo Xt =
(X1t , . . . , X
d
t ) vecˇdimenzionalni Le´vyjev proces s karakteristicˇno trojico (b, A, ν).
Potem za vsako C1,2 funkcijo f : [0, T ]×Rd → R, velja
f(t,Xt) − f(0, X0) =
∫︂ t
0
d∑︂
i=1
∂f
∂xi
(s,Xs−)dX is +
∫︂ t
0
∂f
∂s
(s,Xs)ds
+
1
2
∫︂ t
0
d∑︂
i,j=1
Ai,j
∂2f
∂xi∂xj
(s,Xs)ds
+
∆Xs ̸=0∑︂
0≤s≤t
[︄
f(s,Xs− +∆Xs)− f(s,Xs−)−
d∑︂
i=1
∆X is
∂f
∂xi
(s,Xs−)
]︄
.
1.4 Posebni procesi
Kot zˇe omenjeno zgoraj, so Le´vyjevi procesi posplosˇitev Brownovega gibanja. Ker
bomo uporabljali Le´vyjeve procese v financˇnih aplikacijah, bomo v posebnem tako
predstavili predvsem procese, ki so dandanes najvecˇkrat uporabljeni v tem konte-
kstu.
Definicija 1.4.1. Pravimo, da je slucˇajni proces {Xt}t∈[0,T ] stacionaren, cˇe sta
slucˇajna vektorja (Xt1 , Xt2 , . . . , Xtn) in (Xt1+s, Xt2+s, . . . , Xtn+s) enako porazde-
ljena za vsak t1, t2, . . . , tn ∈ [0, T ] in tak s ∈ [0, T ], da je ti + s ∈ [0, T ] za vsak
i = 1, 2, . . . , n.
1.4.1 Brownovo gibanje
Najbolj enostaven primer Le´vyjevega procesa je Brownovo gibanje. To je proces, ki
je zvezen in so njegovi prirastki porazdeljeni normalno s povprecˇjem µ in varianco
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σ2.
Le´vyjeva trojica Brownovega gibanja je tako enaka (−µ, σ2, 0), saj je zvezen
proces.
1.4.2 α-stabilni proces
Simetricˇno α-stabilno porazdelitev najlazˇje opiˇsemo z njeno karakteristicˇno funk-
cijo
φ(x) = eiδx−γ|x|
α
,
kjer je α karakteristicˇni eksponent, omejen na vrednosti 0 < α ≤ 2, δ lokacijski
parameter, −∞ < δ <∞, in γ > 0 disperzija porazdelitve. Za vrednosti α ∈ (1, 2]
lokacijski parameter δ predstravlja povprecˇje, medtem ko za α ∈ (0, 1] predstavlja
mediano porazdelitve. Disperzijski parameter γ predstavlja raztegnjenost porazde-
litve okoli lokacijskega parametra, podobno kot varianca pri normalni porazdelitvi.
Karakteristicˇni eksponent α pa je najpomembnejˇsi paramter α-stabilnih porazde-
litev, saj predstavlja obliko porazdelitve.
Definicija 1.4.2. Pravimo, da je α-stabilna porazdelitev standardna, cˇe je para-
meter δ = 0 in parameter γ = 1.
Hitro lahko ugotovimo, da je za α-stabilno porazdeljeno slucˇajno spremenljivko
X s parametri α, δ, γ, spremenljivka
(X − δ)
γ1/α
porazdeljena standardno α-stabilno s karakteristicˇnim eksponentom α. Z izbiro
parametra α v vrednosti 1 oziroma vrednosti 2 dobimo dva posebna primera sta-
bilnih porazdelitev:
Cauchy (α = 1)
f1(δ, γ;x) =
γ
π[γ2 + (x− δ)2] ,
Gauss (α = 2)
f2(δ, γ;x) =
1√
4πγ
e
− (x−δ)2
4γ2 .
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Za splosˇne α-stabilne porazdelitve zˇal zakljucˇene formule ne obstajajo, razen za
zgoraj omenjena posebna primera Cauchyjeve in Gaussove porazdelitve. Na srecˇo
pa jih lahko zapiˇsemo z vrstami. Za lazˇji zapis bomo predpostavili, da imamo
porazdelitve centrirane okoli 0, torej δ = 0. Potem je standardna α-stabilna
funkcija gostote porazdelitve dana z
fα(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
πx
∑︁∞
k=1
(−1)k−1
k!
Γ(αk + 1)x−αk sin(αkπ
2
) za 0 < α < 1
1
π(x2+1)
za α = 1
1
πα
∑︁∞
k=0
(−1)k
2k!
Γ(2k+1
α
)x2k za 1 < α < 2
1√
4π
e−
x2
4 za α = 2.
Cˇeprav se stabilne porazdelitve blizu lokacijskega parametra obnasˇajo priblizˇno
kot normalna porazdelitev, pa se dlje stran njihovi repi pocˇasneje spusˇcˇajo kot repi
normalne porazdelitve. Manjˇsi kot je karakteristicˇni eksponent α, debelejˇsi so repi
porazdelitve. Ti debeli repi so razlog, da so α-stabilne porazdelitve dobre za mo-
deliranje financˇnih podatkov. Pomembni pa sta tudi sˇe dve lastnosti, ki jih imajo
α-stabilne porazdelitve in dodatno pripomorejo k popularnosti pri modeliranju:
• Stabilnost - slucˇajne spremenljivke X1, X2, . . . , Xn so neodvisne simetricˇno
α-stabilne s karakteristicˇnim eksponentom α natanko takrat, ko je za katere
koli konstante a1, a2, . . . , an linearna kombinacija
∑︁n
i=1 aiXi porazdeljena α-
stabilno s karakteristicˇnim eksponentom α,
• Generaliziran centralni limitni izrek - druzˇina α-stabilnih porazdelitev vse-
buje vse limitne porazdelitve vsote neodvisnih in enako porazdeljenih slucˇaj-
nih spremenljivk.
Poudariti je potrebno sˇe eno znacˇilnost ne normalno porazdeljenih α-stabilnih
slucˇajnih spremenljivk, to je, za njih obstajajo momenti le do reda manjˇsega od α
in so dani s formulo
E|X|p = 2
p+1Γ(p+1
2
)Γ(− p
α
)
α
√
πΓ(−p
2
)
, za 0 < p < α,
kjer je Γ(x) gama funkcija.
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Nabor slucˇajnih spremenljivk {Xt}t∈[0,T ] je simetricˇen α-stabilen proces, cˇe so,
za vse kombinacije razlicˇnih indeksov t1, t2, . . . , tn ∈ [0, T ], slucˇajne spremenljivke
Xt1 , Xt2 , . . . , Xtn porazdeljene simetricˇno α-stabilno s skupnim karakteristicˇnim
eksponentom α.
Druzˇina simetricˇnih α-stabilnih procesov vkljucˇuje mnogo razlicˇnih procesov,
spodaj pa predstavljamo le par posebnih primerov, ki se sˇe posebej pojavljajo v
praksi:
Splosˇni α-Gaussov proces: To je proces Xt, za katerega ima vektor
(Xt1 , Xt2 , . . . , Xtn) karakteristicˇno funkcijo dano z
φ(x) = e−(
1
2
∑︁n
i,j=1 xixjR(ti,tj))
α
2
,
kjer je R(t, s) pozitivno definitna funkcija, vektor x = [x1, x2, . . . , xn]
⊤ in
parameter α ∈ (1, 2]. Kadar je α = 2, je Xt Gaussov proces s povprecˇjem
nicˇ in kovariancˇno funkcijo R(t, s). Splosˇni α-Gaussov proces je stacionaren,
cˇe in samo cˇe je R(t, s) = R(t− s) = R(s− t).
Linearni α-stabilni proces: Naj bodo slucˇajne spremenljivke Un, n =
0,±1,±2, . . . neodvise in vse porazdeljene simetricˇno α-stabilno. Potem z
vrsto
Xn =
∞∑︂
i=−∞
aiUn−i
definiramo linearen α-stabilen proces, cˇe za nek δ, 0 < δ < α, velja
∞∑︂
i=−∞
|ai|α−δ <∞,
kadar je 0 < α < 1, oziroma je
∞∑︂
i=−∞
|ai| <∞,
kadar je α ≥ 1. Linearnim α-stabilnim procesom pravimo tudi stabilni
procesi z reprezentacijo drsecˇih sredin.
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Harmonicˇni α-stabilni proces: Simetricˇen α-stabilen proces Xt je har-
monicˇni, cˇe ga lahko zapiˇsemo kot
Xt =
∫︂ ∞
−∞
eitωdξ(ω), za −∞ < t <∞,
kjer je dξ(ω) simetricˇni α-stabilni proces z neodvisnimi prirastki in zadosˇcˇa
[E|dξ(ω)|p]αp = C(p, α)ϕ(ω)dω, ∀p ∈ (0, α),
in je C(p, α) konstanta odvisna od p in α, funkcija ϕ(ω) pa je nenegativna
funkcija, ki ji recˇemo tudi spektralna gostota procesa Xt. Vecˇ o tem najdete
na primer v Hardin [14].
1.4.3 Hiperbolicˇni proces
Hiperbolicˇne porazdelitve imajo za svojo log-gostoto hiperbolo. Spomnimo, da
smo eno tako porazdelitev zˇe videli, v bistvu je ta porazdelitev najbolj znana.
To je normalna ali Gaussova porazdelitev. Sedaj pa to porazdelitev poskusimo
posplosˇiti in tako dobiti porazdelitev z debelimi repi, ki je razlicˇna od α-stabilne.
Parametrizacija, ki jo bomo uporabljali, je dana s
hyp(x) =
√︁
α2 − β2
2αδK1(δ
√︁
α2 − β2) exp
(︂
−α
√︁
δ2 + (x− µ)2 + β(x− µ)
)︂
,
kjer K1 oznacˇuje modificirano Besselovo funkcijo tretje vrste z indeksom 1. Prva
parametra, parametra α in β, kjer mora veljati α > 0 in 0 ≤ |β| < α, defini-
rata obliko porazdelitve, medtem ko sta druga dva parametra, δ in µ, skalirni in
lokacijski parameter, v tem vrstnem redu. Cˇe uporabimo drugo parametrizacijo
hiperbolicˇne druzˇine porazdelitev, definiramo
ξ =
(︂
1 + δ
√︁
α2 − β2
)︂− 1
2
,
χ =
ξβ
α
,
ter dobimo parametrizacijo, ki je invariantna za transformacije lokacije in skalira-
nja. Novi parametri tako zadosˇcˇajo 0 ≤ |χ| < ξ < 1. Kako splosˇna je ta druzˇina
porazdelitev lahko vidimo s tem, da s posebnimi vrednostmi parametrov ξ in χ
dobimo zˇe znane porazdelitve, ko limitiramo:
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• ξ → 0, dobimo normalno porazdelitev,
• ξ → 1, dobimo simetricˇno ali nesimetricˇno Laplace-ovo porazdelitev,
• χ→ ±ξ, dobimo posplosˇeno inverzno Gaussovo porazdelitev, ter
• |ξ| → 1, dobimo eksponentno porazdelitev.
Barndorff-Nielsen [2] je dokazal, da se hiperbolicˇno porazdelitev da zapisati kot
mesˇanico posplosˇenih inverznih Gaussovih porazdelitev. Barndorff-Nielsen in Hal-
green [3] sta dokazala, da je posplosˇena inverzna Gaussova porazdelitev neskoncˇno
deljiva. Za posledico torej dobimo, da so hiperbolicˇne porazdelitve neskoncˇno
deljive.
Sedaj se bomo osredotocˇili na simetricˇne centrirane hiperbolicˇne porazdelitve.
To pomeni, da bomo privzeli, da je β = µ = 0, in posledicˇno χ = 0 v drugi
parametrizaciji. Cˇe vpeljemo spremembo parametra in piˇsemo ζ = ξ−2 − 1, se
gostota porazdelitve poenostavi v
hypζ,δ(x) =
1
2δK1(ζ)
exp
(︃
−ζ
√︃
1 + (
x
δ
)2
)︃
.
Naj bo sedaj (Zζ,δt )t≥0 Le´vyjev proces z neskoncˇno deljivo hiberbolicˇno po-
razdelitvijo. Procesu (Zζ,δt )t≥0 pravimo hiperbolicˇni Le´vyjev proces. Vpeljala sta
ga Eberlein in Keller [10], kjer tudi podajata vse statisticˇne teste, ki podpirajo
uporabo hiperbolicˇnega Le´vyjevega procesa v financah, sˇe posebej pri vrednotenju
opcij, ki so blizu zapadlosti.
Ker ima proces (Zζ,δt )t≥0 neodvisne in centrirane prirastke, je martingal. Z
uporabo stacionarnosti in neodvisnosti so drugi momenti dani z
E
[︃(︂
Zζ,δt
)︂2]︃
= t · E
[︃(︂
Zζ,δ1
)︂2]︃
<∞,
kjer je
E
[︃(︂
Zζ,δ1
)︂2]︃
=
K2(ζ)
ζK1(ζ)
.
Karakteristicˇna funkcija hiperbolicˇne porazdelitve pa se dokaj enostavno izra-
cˇuna iz karakterizacije z mesˇanico posplosˇenih inverznih Gaussovih porazdelitev
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in je enaka
ϕ(u; ζ, δ) =
ζ
K1(ζ)
K1(
√︁
ζ2 + δ2u2)√︁
ζ2 + δ2u2
.
1.4.4 Geometrijsko Brownovo gibanje
Za konec omenimo sˇe geometrijsko Brownovo gibanje (v nadaljevanju tudi GBM).
Gre za proces X(t), ki nastopa v slavnem Black-Sholesevem modelu financˇnih
trgov in zakljucˇenih formulah za vrednotenje evropskih opcij. Ta proces X(t) je
resˇitev enacˇbe, ki je posplosˇitev linearne stohasticˇne diferencialne enacˇbe, ki je
enaka
dX(t) = µX(t)dt+ σX(t)dW (t) (1.8)
X(0) = x0.
Opazimo, da je to proces brez skokov in je torej zvezen. Cˇe enacˇbo zapiˇsemo v
rahlo drugacˇni obliki,
Ẋ(t) = (µ+ σẆ )X(t),
kjer je Ẇ formalni odvod Brownovega gibanja po cˇasu, opazimo, da GBM resˇi
obicˇajno linearno navadno diferencialno enacˇbo, ki ima stohasticˇni koeficient. Iz
teorije vemo, da je resˇitev linearne diferencialne enacˇbe eksponentna funkcija in
zato definirajmo proces Z(t) = lnX(t). Pri tem privzamemo, da je resˇitev X(t)
strogo pozitivna, saj v nasprotnem naravni logaritem ni definiran. Po Itoˆvi formuli
dobimo
dZ =
1
X
dX +
1
2
(︃
− 1
X2
)︃
(dX)2
=
1
X
(µXdt+ σXdW ) +
1
2
(︃
− 1
X2
)︃
σ2X2dt
= µdt+ σdW − 1
2
σ2dt.
Od tod dobimo enacˇbo in zacˇetni pogoj
dZ(t) =
(︃
µ− 1
2
σ2
)︃
dt+ σdW (t)
Z(0) = lnx0.
20
POGLAVJE 1. UVOD V LE´VYJEVE PROCESE
To enacˇbo resˇimo z integracijo, saj desna stran ne vsebuje procesa Z. Dobimo
Z(t) = ln x0 +
(︃
µ− 1
2
σ2
)︃
t+ σW (t).
Resˇitvi X(t) pravimo geometrijsko Brownovo gibanje in je podana z enacˇbo
X(t) = x0 · e(µ+ 12σ2)t+σW (t). (1.9)
Ko smo definirali proces Z, smo morali predpostaviti, da resˇitev X(t) obstaja
in je strogo pozitivna. Temu se ognemo, cˇe definiramo X(t) z enacˇbo (1.9) in nato
pokazˇemo, da zadosˇcˇa enacˇbi (1.8).
Trditev 1.4.3. Resˇitev enacˇbe
dX(t) = µX(t)dt+ σX(t)dW (t)
X(0) = x0
je dana z
X(t) = x0 · e(µ+ 12σ2)t+σW (t).
Matematicˇno upanje procesa X pa je dano z
E(X(t)) = x0e
µt.
Opomba: GBM ni Le´vyjev proces, ker nima stacionarnih prirastkov. V tem
poglavju pa ga omenjamo, ker je najbolj znan in uporabljen proces v financˇnih
aplikacijah.
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Poglavje 2
Pregled financˇnih produktov
Slucˇajni procesi, v posebnem tako tudi Le´vyjevi procesi, so uporabni na vecˇ po-
drocˇjih, mi pa se bomo posvetili uporabi le-teh na financˇnem podrocˇju. Podrobneje
bomo opisali dve vecˇji skupini, to je, izvedeni financˇni instrumenti (npr. ameriˇska
opcija) in zavarovalniˇski produkti (npr. renta).
2.1 Izvedeni financˇni instrumenti
Opcija je najpomembnejˇsi izvedeni financˇni instrument. Poznamo vecˇ vrst opcij,
od enostavnih do eksoticˇnih. Na zacˇetku definirajmo najpreprostejˇso in najosnov-
nejˇso med njimi.
2.1.1 Evropska opcija
Definicija 2.1.1. Evropska nakupna opcija, z izvrsˇilno ceno K in cˇasom zapadlosti
T na nek portfelj S, je pogodba definirana z naslednjimi stavki:
• Lastnik opcije ima ob cˇasu T pravico, da kupi portfelj S po ceni K od pro-
dajalca opcije.
• Lastnik opcije nima obveze kupiti portfelja.
• Pravico do nakupa portfelja po ceni K je mozˇno uveljaviti natanko ob cˇasu
T .
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Opombe:
• Tipicˇno je portfelj S natanko ena delnica.
• Izvrsˇilna cena K in cˇas T se dolocˇita ob nakupu opcije, torej ob cˇasu t = 0.
• Cˇe se odlocˇimo za nakup portfelja S, mora le-ta imeti vecˇjo vrednost kot
je izvrsˇilna cena (v nasprotnem bi lastnik opcije raje kupil portfelj). Zato
ob takojˇsnji prodaji portfelja, zasluzˇimo razliko, to je cena(S)−K. V tem
primeru recˇemo, da smo opcijo izvrsˇili. Portfelja S v realnosti nikoli ne
kupimo, izdajatelj opcije pa nam placˇa razliko v ceni. V kolikor je razlika
negativna, opcije ne izvrsˇimo.
Evropska prodajna opcija je opcija, ki daje lastniku pravico prodati portfelj S
po izvrsˇilni ceni K ob tocˇno dolocˇenem cˇasu T .
Naj bo dana filtracija FSt , porojena iz procesa cene portfelja S.
Definicija 2.1.2. Zahtevani delezˇ s cˇasom zapadlosti T , imenovan tudi T -zahtevek,
je slucˇajna spremenljivka χ ∈ FST . Zahtevani delezˇ χ je enostaven, cˇe je oblike
χ = Φ(S(T )). Funkciji Φ pa pravimo pogodbena funkcija.
Zahtevani delezˇ nam pove, koliko bomo dobili ob cˇasu T iz naslova pogodbe.
Ta znesek je lahko pozitiven ali negativen. Zahteva χ ∈ FST v definiciji enostavno
pomeni, da bomo ob cˇasu T dejansko lahko izracˇunali, oziroma vedeli, kaksˇno
vrednost ima χ.
Opazimo, da je evropska nakupna opcija enostaven T -zahtevek, za katerega je
pogodbena funkcija dana z
Φ(x) = max(x−K, 0).
Podobno je evropska prodajna opcija enostaven T -zahtevek s pogodbeno funkcijo
Φ(x) = max(K − x, 0).
Definicija 2.1.3. Naj bo dan N-razsezˇni proces cen {S(t); t ≥ 0} in FSt njegova
filtracija.
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1. Portfeljska strategija {h(t); t ≥ 0} (najvecˇkrat recˇemo kar portfelj) je vsak
N-razsezˇni proces, ki je FSt -prilagojen.
2. Proces vrednosti portfelja V h je dan s formulo V h(t) =
∑︁N
i=1 hi(t)S(t).
3. Potrosˇniˇski proces je vsak FSt -prilagojen enorazsezˇni proces {c(t); t ≥ 0}.
4. Portfeljsko-potrosˇniˇskemu paru (h, c) pravimo samozadosten, cˇe proces vre-
dnosti zadosˇcˇa
dV h(t) =
N∑︂
i=1
hi(t)dSi(t)− c(t)dt
oziroma
dV h(t) = h(t)dS(t)− c(t)dt.
Opomba: Pojem samozadosten pove, da mora biti nakup novega portfelja in vsa
potrosˇnja financirana s prodajo instrumentov, ki so v portfelju.
Definicija 2.1.4. Pravimo, da je T -zahtevek χ mozˇno reproducirati (ali zavaro-
vati), cˇe obstaja tak samozadosten portfelj h, da je
V h(T ) = χ, s.g.
V tem primeru pravimo, da je h reproducirajocˇi portfelj. Cˇe je vsak T -zahtevek
mozˇno reproducirati, pravimo, da je trg poln.
Za lazˇje predstavljanje zgornje definicije navedimo nekaj dejstev:
1. Izberimo cˇas t ≤ T in si predstavljajmo, da imamo V h(t) denarja. Ta denar
porabimo za nakup portfelja h(t). Cˇe nato sledimo portfelju h na intervalu
[t, T ], nas to ne bo stalo nicˇ, saj je h samozadosten. Ker pa je h tudi repro-
ducirajocˇi portfelj T -zahtevka χ, bomo imeli na koncu natanko χ denarja,
ne glede na gibanje cen instrumentov na intervalu [t, T ].
2. Iz financˇnega vidika je enako imeti v lasti portfelj h ali T -zahtevek χ.
3. Iz 2. tocˇke sledi, da je pravicˇna cena pogodbe χ ob katerem koli cˇasu t dana
z V h(t).
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2.1.2 Ameriˇska opcija
Cˇe v definiciji evropske opcije sprostimo zahtevo, da ima lastnik opcije pravico
nakupa ali prodaje ob dolocˇenem cˇasu, dobimo razlicˇne izpeljanke opcij. Cˇe tako
v definiciji prodajo ob koncˇnem cˇasu zapadlosti T zamenjamo z mozˇno prodajo
vse do vkljucˇno cˇasa T , ostalo pa pustimo kot je, dobimo opcije ameriˇskega tipa.
Izbira cˇasa, ob katerem bi radi to opcijo izvrsˇili, je tako prepusˇcˇena imetniku
opcije. Ravno tako poznamo nakupno in prodajno ameriˇsko opcijo, ki nam da
pravico do nakupa oziroma prodaje porfelja S.
Definicija 2.1.5. Ameriˇska nakupna opcija, z izvrsˇilno ceno K in cˇasom zapa-
dlosti T na nek portfelj S, je pogodba definirana z naslednjimi stavki:
• Lastnik opcije ima vse do vkljucˇno cˇasa T pravico, da kupi portfelj S po ceni
K od izdajatelja opcije.
• Lastniku opcije ni obvezno kupiti portfelja.
• Pravico do nakupa portfelja po ceni K je mozˇno uveljaviti kadarkoli do cˇasa
T .
Ameriˇska prodajna opcija je opcija, ki daje lastniku pravico prodati portfelj S
po izvrsˇilni ceni K kadarkoli do cˇasa T .
Opazimo, da ameriˇska opcija ni vecˇ enostaven T -zahtevek, saj se lahko ime-
tnik opcije odlocˇi izvrsˇiti opcijo kadarkoli do vkljucˇno cˇasa T , in tako pogodbena
funkcija ni vecˇ oblike Φ(S(T )).
Za izracˇun vrednosti ameriˇske opcije zakljucˇene formule ne obstajajo in mo-
ramo tako postopati s pomocˇjo numericˇnih metod. V nadaljevanju bomo podrob-
neje opisali postopek izracˇuna vrednosti ameriˇske opcije, za katero je temeljna
nalozˇba Le´vyjev proces, tu pa na hitro podajamo princip v standardnem Black-
Scholesovem modelu.
Naj bo St slucˇajni proces temeljnega financˇnega instrumenta in izvrsˇitev opcije
ob cˇasu t naj izplacˇa vrednost f(St). Torej pod resnicˇno mero P nasˇ slucˇajni proces
St zadosˇcˇa
dSt = µStdt+ σStdBt,
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kjer je Bt Brownovo gibanje, saj smo v Black-Scholesovem modelu. To enacˇbo
prepiˇsemo v obliko
dSt = rStdt+ σStdBt˜ ,
kjer smo definirali Bt˜ = Bt+ t(µ− r)/σ. Z definicijo nove mere Q, kjer Bt˜ postane
Brownovo gibanje pri tej novi meri, dobimo, da je mera Q ravno do tveganja
nevtralna mera. Torej je e−rtSt martingal pod mero Q.
V polnem trgu obstaja popolna zasˇcˇita pred tveganjem za nasˇo opcijo. Naj bo
Vt vrednost zavarovanja pred tveganjem ob vsakem cˇasu t, in naj bo η cˇas izvrsˇitve
opcije, ki ni nujno enak cˇasu optimalne izvrsˇitve τ . Oznacˇimo sˇe z
Rt =
⎧⎨⎩1, t < η,0, t ≥ η.
Vrednost portfelja, ki nudi zasˇcˇito pred tveganjem, opiˇsemo z enacˇbo
dVt = rVtdt+ dMt + f(St)dRt,
kjer je Mt martingal pod mero Q in f(St)dRt denarni tok iz zavarovanja pred
tveganjem, ko je opcija izvrsˇena ob cˇasu η. Po drugi strani pa mora biti vrednost
reproducirajocˇega portfelja odvisna od vrednosti temeljnega financˇnega instru-
menta, ki ima skok na vrednost 0 ob cˇasu izvrsˇitve, torej
Vt = v(t, St)Rt.
Ko za zadnjo enacˇbo uporabimo Itoˆvo formulo, dobimo
dVt =
(︃
vt + rStvx +
σ2S2t
2
vxx
)︃
Rtdt+ vdRt + σStvxRtdBt˜ .
Ob uposˇtevanju enakosti izrazov in dejstva, da je resˇitev supermartingal oziroma
martingal ob optimalnem cˇasu izvrsˇitve, dobimo neenakosti
vt + rxvx +
σ2x2
2
vxx − rv ≤ 0,
f − v ≤ 0,
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kjer mora biti dosezˇena vsaj ena enakost ob vsakem cˇasu t. Takemu problemu
recˇemo linearni komplementarni problem oziroma problem s prostim robnim po-
gojem. Ko problem resˇimo (numericˇno), za resˇitev dobimo funkcijo v(t, St), ki
nam ob vsakem cˇasu t in vrednosti temeljnega financˇnega instrumenta St podaja
vrednost ameriˇske opcije.
2.2 Zavarovalniˇski produkti
Sodobni zavarovalniˇski produkti so tipicˇno razviti tako, da je zavarovalna polica
skupek kritij, torej paket kritij, in se sˇele ob nakupu zavarovanec odlocˇi, katera
kritja zˇeli imeti izmed vseh mozˇnih, ki so ponujeni na polici. Na primer, pri
klasicˇnem zˇivljenjskem zavarovanju z dozˇivetjem je mozˇno dokupiti razlicˇna kritja
in opcije, kot so zviˇsanje zavarovalne vsote v primeru rojstva otroka, izplacˇila za
dolgotrajno nego ali opcijo spremenljive rente ob dozˇivetju.
Razlicˇna kritja in opcije na polici zavarovalnicam povzrocˇajo obveznosti iz na-
slova garancij. Zato so zavarovalnice podvrzˇene dolocˇenim tveganjem. Pojavijo
pa se tudi dodatna tveganja zaradi volatilnosti financˇnih trgov in trenda smrtno-
sti oziroma dolgozˇivosti, ki jih pri klasicˇnih zavarovalnih policah ni bilo. Zato
je potrebno uporabiti ustrezna orodja za izracˇun premij in matematicˇnih rezer-
vacij. Tako so tudi zavarovalnice iz tradicionalnih izracˇunov preko pricˇakovane
trenutne vrednosti presˇle na bolj kompleksne in moderne pristope obvladovanja
tveganj. Implementacija kompleksnih pristopov pa velikokrat povzrocˇi probleme
pri vrednotenju produktov in izracˇunih tehnicˇnih rezervacij. Po drugi strani pa
obvladovanje tveganj z viˇsanjem premij ocˇitno zmanjˇsuje trzˇni delezˇ zavarovalnici.
Alternativne resˇitve so zato tudi v novih produktih, kateri ciljajo na delitev tve-
ganja med zavarovalnico in zavarovancem. Taki produkti vkljucˇujejo mehanizme
deljenja dobicˇka ali pa uposˇtevanje dolgozˇivosti v primeru rent. Pomemben primer
zmanjˇsevanja trzˇnih tveganj so produkti vezani na vzajemne sklade, kjer zavarova-
nec prevzame vso trzˇno tveganje, saj tipicˇno taki produkti nimajo zagotovljenega
minimalnega donosa.
Kljub vsem dodatnim tveganjem, pa zavarovalnice nudijo produkte, ki zago-
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tavljajo neke minimalne ugodnosti, na primer minimalne letne donose, saj je na
trgu veliko povprasˇevanja ravno za take produkte. Torej pridemo do problema,
da na negotovem trgu vrednostnih papirjev zavarovalnice zagotavljajo, na primer,
da kljub nihanjem trga zavarovanci dobijo povrnjeno vsaj vplacˇano premijo skozi
obdobje 20 let. Torej zavarovalnice nudijo v zavarovalne police preoblikovane iz-
vedene financˇne instrumente.
Zavarovalnice pa tudi zˇelijo portfelj zavarovancev projecirati v prihodnost in
pri tem uposˇtevati razne mogocˇe scenarije, bodisi zaradi regulatornih pravil bo-
disi zaradi financˇnega plana lastnikov. V ta namen se uporabljajo generatorji
ekonomskih scenarijev, ki hkrati generirajo mozˇne bodocˇe donose financˇnih trgov,
smrtnost prebivalstva in netvegano obrestno mero. Seveda je za vse te cˇasovne
vrste in korelacije med njimi potrebno postaviti model trga in celotne ekonomije.
Glede na opisano bomo najprej bolj podrobno pogledali generatorje ekonomskih
scenarijev, ki jih potrebujemo za vrednotenje posameznih zavarovalniˇskih produk-
tov in garancij, nato pa bomo sˇe posebej pogledali rente z garancijami.
2.2.1 Generatorji ekonomskih scenarijev
Aktuarske formule za izracˇun premije tradicionalno uposˇtevajo pricˇakovano se-
danjo vrednost, njihove prve omembe pa segajo v konec sedemnajstega stoletja.
Formulo za izracˇun dozˇivljenjske rente je predlagal Jan de Witt leta 1671 in glede
na trenutno aktuarsko notacijo se le-ta glasi:
ax = a1⌉ 1px qx+1 + a2⌉ 2px qx+2 + a3⌉ 3px qx+3 + . . . ,
kjer x predstavlja starost zavarovanca ob sklenitvi police, oznaki hpx in qx+h, za
h = 1, 2, . . ., pa verjetnosti prezˇivetja h let oziroma smrti v h-tem letu traja-
nja, v tem vrstnem redu. Podobne formule se uporabljajo pri izracˇunih premij
drugih produktov. Na primer, vrednost 1 enote zavarovalne vsote pri klasicˇnem
zˇivljenjskem zavarovanju z dozˇivetjem cˇez m let je enaka
Ax,m⌉ =
qx
(1 + i)
+
1px qx+1
(1 + i)2
+ · · ·+ mpx
(1 + i)m
,
kjer i predstavlja tehnicˇno obrestno mero, hpx in qx+h pa verjetnosti prezˇivetja in
smrti.
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Te formule so torej staticˇne in deterministicˇne. Cˇeprav vkljucˇujejo verjetnosti,
se zanasˇajo samo na pricˇakovano vrednost (oziroma matematicˇno upanje) kritja.
Torej ne uposˇtevajo morebitnih tveganj, ki jih povzrocˇijo razlicˇne garancije, na pri-
mer tveganja obrestnih mer ali dolgozˇivosti. Tablice smrtnosti, ki jih uporabljamo,
so izracˇunane na obstojecˇi empiricˇni smrtnosti. V formulah je tako privzeto tudi,
da se predpostavke smrtnosti ne bodo spreminjale v cˇasu trajanja police. Ta pred-
postavka je sicer realna za kratka obdobja, vendar bi bilo potrebno za dolgorocˇne
police (na primer za dozˇivljenjske rente) vzeti v zakup dolgozˇivost in tako prenehati
podcenjevati obveznosti zavarovalnice.
Zato potrebujemo modele, ki so kompleksnejˇsi od zgoraj opisanih tradicionalnih
formul in omogocˇajo vrednotenje in spremljanje novih zavarovalniˇskih produktov,
ki vkljucˇujejo razne garancije. Smernice pri takih modelih so povzete po modelih
za obvladovanja tveganj, vsebujejo pa naslednje korake:
1. Identifikacija tveganj: izpostaviti vse vzroke (investicije, dolgozˇivost, strosˇki,
obrestne mere, ipd.) in komponente (slucˇajna nihanja, sistematicˇna nihanja,
katastrofe, ipd.) tveganj.
2. Ocena tveganj: izracˇunati vpliv vzrokov in komponent preko ustreznih (sto-
hasticˇnih) modelov.
3. Analiza ukrepov: primerjava strosˇkov in koristi z vzpostavitvijo ukrepov
(pozavarovanje terjatev, takticˇna alokacija, ipd.).
4. Izbira ukrepov: izbrati pravilno kombinacijo ukrepov.
5. Spremljanje: spremljanje modelov, ocen in rezultatov.
Generatorji ekonomskih scenarijev (v nadaljevanju: ESG) so orodje, s katerimi
generiramo mozˇne bodocˇe poti vseh faktorjev tveganja, ki jih ima zavarovalnica.
Z generatorji torej poskusˇamo zajeti razlicˇna trzˇna in ekonomska nihanja, kot so:
• obrestne mere: drzˇavne obveznice, hipotekarni vrednostni papirji,
• krediti in podjetniˇske obveznice,
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• valute,
• rast cen: indeks cen, inflacija placˇ,
• delniˇski in nepremicˇninski trgi,
ter tudi povezanosti in odvisnosti med faktorji. ESG zato pomaga pri projekciji
bodocˇih nalozˇb in obveznosti zavarovalnice. Hkrati pripomore k boljˇsemu vre-
dnotenju zavarovalniˇskih produktov in ugotavljanju trenutnih in bodocˇih vplivov
faktorjev tveganja na rezultat zavarovalnice. Z njihovo pomocˇjo torej izvedemo
oceno tveganj pod razlicˇnimi predpostavkami. Kratek pregled posebnosti ESGjev
lahko najdete na primer v Grandchamp [13].
V praksi se uporabljata dva razlicˇna tipa ESGjev:
• resnicˇen: cilj je narediti projekcije faktorjev tveganja, katerih obnasˇanje je
konsistentno s preteklim obnasˇanjem. Scenariji se uporabljajo predvsem za
izracˇun kapitalske ustreznosti.
• trzˇni: cilj je narediti projekcije faktorjev tveganja, kateri so podani implicitno
preko trenutnih trzˇnih cen posameznih financˇnih instrumentov. Scenariji so
uporabni predvsem za izracˇun najboljˇsih ocen tehnicˇnih rezervacij.
V resnicˇnih simulacijah zato potrebujemo zgodovinske porazdelitve in verje-
tnosti, medtem ko so v trzˇnih simulacijah projekcije faktorjev tveganja narejene
v do tveganja nevtralni meri. Vecˇ o simulacijah s pomocˇjo ESG lahko najdete v
Lau [16].
Popolnih modelov, ki bi odlicˇno zajeli vse mozˇne vplivne faktorje, ni, so samo
bolj ali manj sofisticirani. Da bi se izognili morebitnim katastrofam, je izredno
pomembno, da do potankosti poznamo prednosti in slabosti nasˇih ESG modelov
in imamo vse podrobnosti dobro dokumentirane. Tudi zaradi tega ni smiselno
uporabljati ESG modelov v obliki cˇrne sˇkatle.
Glavno uporabno ogrodje ESG izracˇunov je tako Monte Carlo ogrodje, kar
pomeni, da se s pomocˇjo ESG modela generira mnogo vzorcˇnih poti razlicˇnih
faktorjev tveganja hkrati in nato za vrednotenje uporabi povprecˇje izracˇunanih
rezultatov nalozˇb in obveznosti. Osnovni vzorcˇni model ESG modela bi vkljucˇeval
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modeliranje obrestne mere in delniˇskih indeksov, v eni valuti oziroma ekonomiji. V
kolikor vkljucˇimo tudi faktorje kreditnih tveganj, zamenjave valut, cen nepremicˇnin
in hkrati dodamo vecˇ valut oziroma ekonomij, postane ESG model precej komple-
ksnejˇsi. Od portfelja zavarovalnice pa je odvisno kaj vse bi radi zajeli v modelu.
Za osnovni vzorcˇni ESG model bi na primer lahko uporabili le nekaj tisocˇ simula-
cij, medtem ko za kompleksnejˇsi ESG potrebujemo nekaj deset tisocˇ simulacij. S
tem tudi povecˇamo cˇasovno zahtevnost izracˇunov.
Vsekakor je potrebno za ESG model najprej izbrati osnovne gradnike, torej
procese, ki modelirajo posamezne faktorje tveganja. Nadalje dodamo gradnike
povezanosti oziroma odvisnosti faktorjev. Ko imamo to dolocˇeno, je potrebno
oceniti parametre procesov in parametre odvisnosti. V primeru, ko imamo trzˇni
ESG model, je namesto ocene parametrov preko historicˇnih podatkov potrebno iz-
vesti kalibracijo faktorjev tveganja na trenutne trzˇne cene ustreznih instrumentov.
Predno se dobljeni ESG model uporabi pri razlicˇnih izracˇunih, je priporocˇljivo tudi
validirati dobljene scenarije in se tako izogniti morebitni napaki pri postavitvi mo-
delov ali kalibraciji. Validirani generator se potem uporablja v razlicˇne namene,
na primer pri:
• izracˇunu zavarovalniˇskih strosˇkov in obveznosti,
• izracˇunu najboljˇse ocene rezervacij,
• izracˇunu kapitalske ustreznosti,
• nacˇrtovanju prodaje posameznih produktov,
• alokaciji nalozˇb,
• upravljanju nalozˇb za pokrivanje obveznosti (ang. asset liability management
- ALM),
• razvoju in vrednotenju novih produktov.
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2.2.2 Rente z garancijami
V tujini zavarovalnice ponujajo variabilne rente z vkljucˇenimi raznimi garancijami,
tako za dobo zˇivljenja kot tudi ob smrti. Variabilne rente so pogodbe vezane
na nalozˇbo z odlozˇenimi rentnimi ugodnostmi oziroma upravicˇenimi izplacˇili ali
kritji. Ti produkti so poznani pod kraticami GMxB, ki pride iz zacˇetnih cˇrk
polnega imena v anglesˇcˇini, in sicer, guaranteed minimum x benefit. Tudi mi
bomo uporabljali te kratice. Cˇrko x v kratici lahko zamenjamo z vecˇ razlicˇnimi
cˇrkami in tako dobimo razlicˇne produkte (vecˇ o posameznih produktih si lahko
preberete v O’Malley [24] ali Pitacco [25]):
A - accumulation: zagotovljena vrednost bo vsaj nek vnaprej dogovorjen znesek
ob vnaprej dogovorjenem cˇasu. Na primer, zagotovljena vrednost je lahko
za 10 let obrestovana zacˇetna vplacˇana vsota po 2% letni obrestni meri.
D - death: enkratno placˇilo ob smrti. V bistvu torej minimalna zavarovalna
vsota, ki je izplacˇana v primeru smrti.
I - income: zagotovljen letni prihodek. Zavarovanec v tem primeru dobi za-
gotovljeno rento pod vnaprej danimi pogoji, na primer fiksno obrestno mero
2% v obdobju varcˇevanja in na to vrednost izracˇunano rento za njegovo sta-
rost. Seveda se ob izteku lahko odlocˇi, ali bo vzel zagotovljen letni prihodek
ali pa bo njegovo trenutno vrednost premozˇenja pretvoril v eno izmed rent,
ki jih takrat zavarovalnica ponuja na trgu.
W - withdrawal : zagotovljen letni dvig. Za obdobje T let, zavarovalnica zago-
tavlja letne dvige v velikosti 1
T
zacˇetne vplacˇane vsote v rento, ne glede na
gibanje nalozˇbenega racˇuna.
Velikokrat je mozˇno opaziti produkte, ki vsebujejo kombinacijo zgoraj omenje-
nih garancij. Poleg opisanih kritij je dodatno lahko vkljucˇena tudi mozˇnost nekon-
stantnih dvigov ali predcˇasnega odkupa, kar pomeni, da racionalen zavarovanec
lahko izkoristi nizˇji ali viˇsji dvig ali pa celo odkup, tedaj, ko mu ta akcija maksimi-
zira njegovo pricˇakovano vrednost premozˇenja. Z odkupom zavarovalnica preneha
dobivati upravljalsko provizijo ter seveda tudi zavarovalniˇsko provizijo. Posledicˇno
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je torej predcˇasni odkup dodatno kaznovan, to je, zavarovancu se zaracˇunajo od-
kupni strosˇki κ, tipicˇno v viˇsini nekaj odstotkov.
Naj sedaj bolj podrobno predstavimo zavarovalniˇski produkt GMWB (Guaran-
ted Minimum Withdrawal Benefit), saj je vrednotenje tega produkta nasˇ glavni
prispevek te doktorske disertacije. Kot zˇe zgoraj omenjeno, produkt GMWB za
obdobje nekaj let zagotavlja minimalno letno izplacˇilo dela zacˇetnega enkratnega
vplacˇila v variabilno rento, ne glede na to, kako se giblje temeljni financˇni in-
strument produkta, v katerega zavarovalnica nalozˇi zacˇetno vplacˇano vsoto in po-
tem tudi upravlja racˇun. Tipicˇno je zavarovanec upravicˇen do letnega dviga 5%
zacˇetnega vplacˇila v rento, dokler ne dvigne celotnega vplacˇila in posledicˇno zago-
tovilo rente traja 20 let. Po preteku pogodbenega obdobja (torej teh 20 let), pa
zavarovanec dobi sˇe vrednost temeljnega financˇnega intrumenta, cˇe je le-ta pozi-
tivna. Cˇe torej financˇni trgi padajo, na izplacˇilo to vpliva le do te mere, da na
koncu ni dodatnega izplacˇila dobicˇka. Vrednost investirana v temeljni instrument
je lahko nicˇ tudi veliko pred koncem pogodbenega obdobja, vendar to na zagoto-
vljeno izplacˇilo ne vpliva. Za nudenje te garancije morajo zavarovalnice zaracˇunati
provizijo in s tem pokriti morebitna prihodnja izplacˇila brez kritja. Zavarovalnice
pri produktih obicˇajno zaracˇunavajo fiksno provizijo na zacˇetku pogodbe, ven-
dar pri tem produktu zaracˇunajo provizijo letno, kot del vrednosti temeljnega
instrumenta produkta GMWB in tako zavarovalniˇska provizija sluzˇi kot povecˇanje
upravljalske provizije. Zato se vrednosti GMWB produkta ne da izracˇunati na
standardni nacˇin.
Zavarovalnice se zanasˇajo na zakon velikih sˇtevil. Cˇe si predpiˇsemo stopnjo
tveganja ε > 0, mora biti verjetnost izplacˇila pogodbenih obveznosti vsaj 1− ε. S
strani zavarovalnic bi torej imeli radi cˇim vecˇje provizije, s strani zavarovancev pa,
seveda, cˇim manjˇse. Visoka provizija pa ne pomeni nujno, da se bo zavarovalnica
uspesˇno zavarovala, saj s tem lahko prehitro zmanjˇsa vrednost premozˇenja na polici
in tako sredstva v temeljnem instrumentu prehitro padejo na nicˇ. Tako si zˇelimo
izracˇunati zavarovalniˇsko provizijo v skladu s tem, da bo upanje izplacˇila enako
zacˇetnemu vplacˇanemu znesku. Takrat pravimo, da je cena produkta posˇtena.
V literaturi je najti razlicˇne numericˇne algoritme vrednotenja tega produkta
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in posledicˇno lahko dobimo razlicˇne vrednosti izracˇunane provizije. Poleg nacˇina
izracˇuna igra veliko vlogo tudi racionalnost zavarovancev, cˇe seveda produkt omo-
gocˇa variabilne dvige ali predcˇasni odkup rente. Dober pregled razlik med razlicˇ-
nimi pristopi lahko zainteresiran bralec najde v Bacinello et. al. [1].
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Poglavje 3
Pregled numericˇnih metod
3.1 Aproksimacija funkcij
V najosnovnejˇsi obliki problema imamo dane tocˇke (xi, yi), i = 0, 1, . . . , n, ki
predstavljajo znane vrednosti neke funkcije y = f(x), pri cˇemer funkcije f(x) same
ne poznamo. Pri aproksimaciji tako iˇscˇemo funkcijo g(x), za katero velja g(xi) = yi,
za i = 0, 1, . . . , n. Nato s to funkcijo aproksimiramo dano funkcijo f(x). Pri
iskanju funkcije g(x) si lahko pomagamo z metodami interpolacije, ekstrapolacije,
regresije oziroma prileganja krivulje na podatke. Kaksˇno metodo bomo uporabili
je odvisno od tega, kaj sˇe vemo o problemu, ki ga resˇujemo. Cˇe na primer vemo,
da podatki izhajajo iz tocˇno dolocˇene druzˇine funkcij, bomo uporabili metode
prileganja krivulj, medtem ko za problem, kjer ne vemo nicˇesar o funkciji, za
katero imamo dane tocˇke, uporabimo interpolacijski polinom.
Pri enorazsezˇni aproksimaciji je funkcija f , ki jo iˇscˇemo, funkcija ene spremen-
ljivke in je tako definirana na enorazsezˇnem prostoru, tipicˇno na R. Pri vecˇrazsezˇni
aproksimaciji pa je iskana funkcija f odvisna od vecˇ spremenljivk, torej je tipicˇno
definirana na Rd. Metode, ki jih opisujemo, so, z manjˇsimi spremembami, upo-
rabne tudi pri vecˇrazsezˇnem problemu. Zato se bomo, zaradi enostavnosti pisanja,
osredotocˇili samo na enorazsezˇne metode.
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3.1.1 Prileganje krivulje na podatke
Predstavimo najprej prileganje krivulje na podatke. Naj gre za linearno, polinom-
sko ali nelinearno regresijo, za vse uporabimo tako imenovano metodo najmanjˇsih
kvadratov. Problemi metode najmanjˇsih kvadratov nastopijo, ko zˇelimo resˇtiti
predolocˇen sistem linearnih enacˇb, torej ko imamo vecˇ enacˇb kot imamo neznank.
V splosˇnem tak sistem nima resˇitve, vendar pa lahko najdemo tako aproksimacijo
resˇitve, da je norma vektorja ostanka minimalna.
Naj bodo dane tocˇke {xi, f(xi)}, za i = 0, 1, . . . , n. Z uporabo polinoma stopnje
najvecˇ m, kjer je m < n, zˇelimo aproksimirati funkcijo f . Torej imamo polinom
Pm(x) = a0 + a1x+ · · ·+ amxm,
s katerim zˇelimo minimizirati odstopanje od funkcije f . Isˇcˇemo torej take koefici-
ente ai polinoma Pm, da norma vektorja ostanka dosezˇe minimum.
Ko problem prepiˇsemo v matricˇno obliko, definiramo matriko
A =
⎛⎜⎜⎜⎜⎜⎝
1 x0 x
2
0 · · · xm0
1 x1 x
2
1 · · · xm1
...
...
...
. . .
...
1 xn x
2
n · · · xmn
⎞⎟⎟⎟⎟⎟⎠ ,
ter vektorja
x =
⎛⎜⎜⎜⎜⎜⎝
a0
a1
...
am
⎞⎟⎟⎟⎟⎟⎠ , b =
⎛⎜⎜⎜⎜⎜⎝
f(x0)
f(x1)
...
f(xn)
⎞⎟⎟⎟⎟⎟⎠ ,
in zˇelimo najti vektor x, ki zadosˇcˇa
min∥b− Ax∥.
Izracˇun je najenostavnejˇsi kadar vzamemo drugo normo. Takrat minimiziramo kar
kvadrat vektorja ostanka
∥b− Ax∥22 = ∥r∥22 = r20 + r21 + · · ·+ r2n.
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Obstoj resˇitve ni vprasˇljiv, saj hitro lahko opazimo, da je mnozˇica
E = {b− Ax|x ∈ Rm+1}
neprazna, zaprta in konveksna podmnozˇica v Rn+1. Ker imamo definirano ev-
klidsko normo, obstaja element, ki ima najmanjˇso normo. Posledicˇno obstaja
x ∈ Rm+1, ne nujno enolicˇen, kjer je dosezˇen minumim ∥b− Ax∥2.
Resˇitev najdemo preko normalne enacˇbe, to je enacˇbe
A⊤Ax = A⊤b. (3.1)
Opazimo, da je matrika B = A⊤A simetricˇna in velikosti le (m+ 1)× (m+ 1), ko
pa je matrika A ranga m + 1, pa je matrika B tudi pozitivno definitna. Tako se
nam pojavi mnogo mozˇnih pristopov k resˇevanju, na primer Gaussova eliminacija,
razcep Choleskega, QR razcep ali SVD razcep.
Metoda najmanjˇsih kvadratov pa ima tudi pomembno statisticˇno lastnost.
Izrek 3.1.1 (Gauss-Markov). Naj bo vektor b vektor opazovanih vrednosti, odvisnih
od neznanega vektorja parmetrov x, odvisnost pa izrazimo preko relacije
Ax = b+ ε,
kjer je matrika A ∈ Rn+1×m+1 poznana ter ε vektor slucˇajnih napak, ki so med
sabo neodvisne, imajo enako varianco ter povprecˇje 0. Potem je resˇitev po metodi
najmanjˇsih kvadratov najboljˇsa nepristranska cenilka katerekoli linearne funkcije
c⊤x.
3.1.2 Interpolacija
Kot zˇe opisano zgoraj, poznamo tudi prileganje z interpolacijo. Najosnovnejˇsa
interpolacija je linearna interpolacija, kjer dve tocˇki povezˇemo z ravno cˇrto, torej
linearno funkcijo.
Poglejmo si na konkretnem primeru. Naj bosta dani tocˇki (x0, y0) in (x1, y1).
Vemo, da je y0 = f(x0) in y1 = f(x1) oziroma, da je linerna interpolacija podana
s funkcijo f1(x), ki jo lahko zapiˇsemo v posebni obliki, in sicer kot
f1(x) = a0 + a1(x− x0).
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Opazimo, da je f1(x0) = f(x0) = a0 in posledicˇno f1(x1) = f(x1) = f(x0)+a1(x1−
x0). Od tod torej dobimo, da je
a1 =
f(x1)− f(x0)
x1 − x0 .
Torej je nasˇ interpolacijski polinom f1(x) enak
f1(x) = f(x0) +
f(x1)− f(x0)
x1 − x0 (x− x0).
V splosˇnem pa n + 1 tocˇk interpoliramo s polinomom fn(x), stopnje n. Ta
polinom zapiˇsemo v obliki
fn(x) = a0+ a1(x− x0) + a2(x− x0)(x− x1) + · · ·+ an(x− x0)(x− x1) · · · (x− xn)
in mu pravimo Newtonov interpolacijski polinom. Koeficiente ai, za i = 0, 1, . . . , n,
bomo lahko dolocˇili, saj imamo n + 1 tocˇk. Ko vstavimo te tocˇke v dani poli-
nom, dobimo enacˇbe z deljenimi diferencami, podobno kot v primeru dveh tocˇk.
Oznacˇimo prvo deljeno diferenco z f [x0] = f(x0), drugo deljeno diferenco z
f [x1, x0] =
f(x1)− f(x0)
x1 − x0 ,
ter v splosˇnem
f [xm, . . . , x0] =
f [xm, . . . , x1]− f [xm−1, . . . , x0]
xm − x0 , za m = 2, 3, . . . , n+ 1.
Izpeljavo interpolacijskega polinoma lahko dobimo tudi preko Taylorjevega po-
linoma in diskretizacije odvodov. Spomnimo, da je Taylorjeva vrsta funkcije f(x),
razvita okoli x0, enaka
f(x) = f(x0) + (x− x0) df
dx
⃓⃓⃓⃓
x=x0
+
1
2!
(x− x0)2 d
2f
dx2
⃓⃓⃓⃓
x=x0
+
1
3!
(x− x0)3 d
3f
dx3
⃓⃓⃓⃓
x=x0
+O((x− x0)4)
= f0 + (x− x0)f (1)0 + (x− x0)2f (2)0 + (x− x0)3f (3)0 +O((x− x0)4).
Diskretizacija odvoda na ekvidistancˇnih tocˇkah je enaka
f
(1)
0 =
f [x1, x0]
h
− 1
2!
hf
(2)
0 −
1
3!
h2f
(3)
0 −O(h3),
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kjer je h = x1 − x0 razdalja med tocˇkami. Podobno diskretiziramo viˇsje odvode.
Ko vse skupaj vstavimo v Taylorjev polinom in poenostavimo, dobimo, da so
koeficienti ravno deljene diference, torej je
a0 = f [x0]
a1 = f [x1, x0]
a2 = f [x2, x1, x0]
...
an = f [xn, xn−1, . . . , x0]
Opomba: Izpeljavo smo zaradi enostavnosti naredili za ekvidistancˇne tocˇke. New-
tonov interpolacijski polinom pa z manjˇso modifikacijo lahko uporabimo tudi za
neenakomerno razmaknjene tocˇke x0, x1, . . . , xn.
3.1.3 Nelinearna aproksimacija
Vzemimo na primer, da podatki (xi, yi), za i = 0, 1, . . . , n, nakazujejo eksponentno
funkcijo in bi torej zˇeleli aproksimirati eksponentno funkcijo, to je f(x) = a0e
a1x.
Po metodi najmanjˇsih kvadratov tako iˇscˇemo resˇitev a0, a1, ki zadosˇcˇa
min
n∑︂
i=0
(yi − a0ea1xi)2.
Takoj opazimo, da je funkcija, katere minimum iˇscˇemo, nelinearna v parametru
a1 in tako po odvodih ne dobimo linearne enacˇbe v parametrih a0 in a1. Torej ne
moremo uporabiti zgoraj izpeljane normalne enacˇbe (3.1).
Zato uporabimo linearizacijo. V zgornjem primeru to pomeni, da tako na
podatkih kot tudi na zˇeljeni funkciji uporabimo naravni logaritem, torej ln(f(x)) =
ln(a0)+a1x. S tem lahko resˇujemo normalno enacˇbo (3.1), kjer je matrika A enaka
A =
⎛⎜⎜⎜⎜⎜⎝
1 x0
1 x1
...
...
1 xn
⎞⎟⎟⎟⎟⎟⎠ ,
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ter sta vektorja
x =
(︄
ln(a0)
a1
)︄
in b =
⎛⎜⎜⎜⎜⎜⎝
ln(f(x0)) = ln(y0)
ln(y1)
...
ln(yn)
⎞⎟⎟⎟⎟⎟⎠ .
Kadar pa linearizacija ne resˇi nelinearnosti, se moramo posluzˇiti drugih me-
tod, ki so namenjene resˇevanju nelinearnih enacˇb, na primer Newton-Raphsonove
metode.
3.2 Integracija
Pri vrednotenju posameznih financˇnih in zavarovalniˇskih produktov, kjer kot te-
meljni procesi nastopajo Le´vyjevi procesi, potrebujemo numericˇno integriranje, saj
tipicˇno resˇitev v zaprti obliki ne obstaja.
Vzemimo za primer, da zˇelimo izracˇunati integral∫︂ b
a
f(x)dx,
kjer sta a, b ∈ R, a ≤ b, in f(x) funkcija ene spremenljivke. Za izracˇun tega inte-
grala obstaja mnogo pravil, na tem mestu pa bomo povzeli le dve vzorcˇni metodi,
to sta trapezno pravilo in njegova nadgradnja, Simpsonovo pravilo. Oba spadata
v t. i. Newton-Cotesove kvadraturne formule. Te formule v bistvu interpolirajo
funkcijo f s polinomi dolocˇene stopnje. Tako dobljene formule so vedno tocˇne za
polinome stopnje ≤ n, kjer n predstavlja stopnjo interpolacijskega polinoma.
Velikokrat se nam tudi zgodi, da moramo izracˇunati vecˇkratni integral, na
primer ∫︂ b1
a1
∫︂ b2
a2
f(x, y)dydx.
To dvojno integriranje resˇimo tako, da notranji integral zapiˇsemo kot funkcijo
g(x) =
∫︂ b2
a2
f(x, y)dy
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in nato za izracˇun vrednosti funkcije g(x), pri fiksnem x, izracˇunamo notranji
integral po nekem pravilu integriranja. Ko imamo za vse potrebne x izracˇunane
vrednosti, pa te vrednosti uporabimo za izracˇun zunanjega integrala∫︂ b1
a1
g(x)dx.
Podobno postopamo tudi pri vecˇkratnem integriranju. Torej je za vecˇkratno in-
tegriranje zadostno poznavanje osnovnih integracijskih pravil, ki jih podajamo v
nadaljevanju.
3.2.1 Trapezno pravilo
Trapezna formula je najosnovnejˇsa formula za numericˇno integracijo funkcije.
Funkcijo f(x) tako interpoliramo z linearno funkcijo in posledicˇno integral apro-
ksimiramo s plosˇcˇino trapeza. Oznacˇimo z x0 = a, x1 = b = x0+h, ter izracˇunamo
plosˇcˇino: ∫︂ x1
x0
f(x)dx =
h
2
(f(x0) + f(x1)) +R(f).
Napaka integriranja R(f) je sestavljena iz napake interpolacije funkcije s pre-
mico in jo dobimo s pomocˇjo izreka o povprecˇni vrednosti: R(f) = −h3
12
f ′′(ξ),
a ≤ ξ ≤ b.
3.2.2 Simpsonovo pravilo
Ko uporabimo polinome stopnje 2 za interpolacijo funkcije, dobimo Simpsonovo
pravilo. Oznacˇimo s h = b−a
2
in xi = a+ ih, i = 0, 1, 2. Tako izracˇunan integral je
enak ∫︂ x2
x0
f(x)dx =
h
3
(f(x0) + 4f(x1) + f(x2)) +R(f).
Ta formula je tocˇna tudi za polinome stopnje 3, saj pri napaki interpolacije ni
konstantnega predznaka in je, zaradi simetrije, napaka enaka 0. Za polinome viˇsje
stopnje ter ostale nepolinomske funkcije pa je napaka enaka: R(f) = −h5
90
f (4)(ξ),
a ≤ ξ ≤ b.
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3.2.3 Sestavljena pravila
Opazimo, da je napaka integracije v zgornjih pravilih odvisna od h, torej od dolzˇine
intervala. Cˇe imamo torej dolzˇino intervala majhno, bo napaka integracije majhna.
Dolzˇina intervala pa je odvisna od problema, ki ga resˇujemo, in zato nimamo vpliva
nanjo. Zato se lotimo izracˇuna s trikom. Integral zapiˇsemo v obliki∫︂ b
a
f(x)dx =
n−1∑︂
i=0
∫︂ xi+1
xi
f(x)dx,
kjer interval [a, b] razdelimo na n enako dolgih podintervalov, in sicer, da je x0 = a
in xn = b. Za vsak integral na podintervalu uporabimo neko osnovno pravilo
integriranja in tako dobimo sestavljena pravila, ki nam dajo manjˇso napako inte-
griranja. Tako na primer dobimo sestavljeno trapezno pravilo, katerega formula je
enaka:∫︂ b
a
f(x)dx =
h
2
(f(x0) + 2f(x1) + 2f(x2) + · · ·+ 2f(xn−1) + f(xn))
−(b− a)h
2
12
f ′′(ξ),
kjer pa je sedaj h enak dolzˇini enega podintervala, torej h = xi − xi−1, za vsak
i = 1, 2, . . . , n.
Podobno tudi dobimo Simpsonovo sestavljeno pravilo, katerega formula je
enaka: ∫︂ b
a
f(x)dx =
h
3
[f(x0) + 4f(x1) + 2f(x2) + 4f(x3) + 2f(x4)+ (3.2)
+ · · ·+ 2f(xn−2) + 4f(xn−1) + f(xn)]
−(b− a)h
4
180
f (4)(ξ).
pri cˇemer zahtevamo, da je n sodo sˇtevilo. Kot pri sestavljenem trapeznem pravilu
pa je tudi tu h = xi − xi−1, za vsak i = 1, 2, . . . , n.
3.3 Diferencialne enacˇbe
Diferencialne enacˇbe se pojavljajo prakticˇno povsod, od porazdelitve toplote pa
do financˇnih trgov in izvedenih financˇnih instrumentov. To so enacˇbe, pri katerih
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iˇscˇemo funkcijo, za katero velja dolocˇena zveza med njo samo in njenimi odvodi, na
danem obmocˇju. Analiticˇne resˇitve poznamo za zelo majhen nabor diferencialnih
enacˇb, vse ostale diferencialne enacˇbe pa resˇujemo numericˇno. Tako je tudi v
financˇni matematiki. Pri izracˇunih vrednosti izvedenih financˇnih instrumentov,
razen za evropske opcije, v bistvu vedno resˇujemo neko parcialno diferencialno
enacˇbo, npr. pri ameriˇski opciji v Black-Sholesovem modelu resˇujemo elipticˇno
parcialno diferencialno enacˇbo.
Konkretno, naj bo Ω ⊂ R2 konveksen prostor, njegov rob pa zaprta krivulja
Γ. Rob Γ naj bo razdeljen v dva dela, ki skupaj tvorita ves rob prostora in se ne
prekrivata:
• ΓD, Dirichletov rob,
• ΓN , Nuemannov rob.
Robni problem je potem definiran kot
−∆u+ cu = f, na Ω,
u = g0, na ΓD,
∂nu = g1, na ΓN .
Tu imamo elipticˇno parcialno diferencialno enacˇbo drugega reda, oznake pa poja-
snimo sedaj po korakih:
• neznana funkcija na domeni Ω je u,
• Laplaceov operator je enak ∆u = ∂2u
∂x2
+ ∂
2u
∂y2
. Namesto spremenljivk (x, y)
bomo pisali (x1, x2), v kolikor nam bo to poenostavilo notacijo,
• c je nenegativna konstanta. V principu bo c bodisi 0, bodisi 1, vpeljali smo
ga pa zaradi kasnejˇse numericˇne aproksimacije problema, pri kateri bomo
tako jasno opazili razlicˇne cˇlene,
• funkcija f je podana na Ω, fizikalno gledano pa predstavlja ploskovno gostoto
sil,
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• funkciji g0, g1 sta dani na posemeznih locˇenih robovih prostora Ω in predsta-
vljata robna pogoja,
• simbol ∂n pa predstavlja normalni odvod funkcije, torej
∂nu = ∇u · n.
Metod za resˇevanje takih in podobnih problemov je vecˇ, na primer strelska
metoda, linearna regularizacija in seveda metoda koncˇnih diferenc. Ker bomo ka-
sneje uporabili metodo koncˇnih elementov, v nadaljevanju izpeljemo le to metodo.
Za podrobnejˇsi opis posameznih drugih metod bralec lahko pogleda v standardno
literaturo, na primer v Press et. al. [26].
3.3.1 Metoda koncˇnih elementov
Cˇe zˇelimo zgornjo enacˇbo resˇevati z metodo koncˇnih elementov, jo moramo prepi-
sati v drugacˇno obliko, t. i. sˇibko obliko oziroma variacijsko nalogo. Najpomemb-
nejˇsi izrek pri ponovni formulaciji problema je Greenov izrek, ki je hkrati tudi
najslavnejˇsi rezultat vektorske analize.
Izrek 3.3.1 (Green). ∫︂
Ω
(∆u)v +
∫︂
Ω
∇u · ∇v =
∫︂
Γ
(∂nu)v.
V izreku opazimo, da nastopata dve vrsti integralov. Oba integrala na levi
strani sta integrala po obmocˇju, integral na desni strani pa je integral po krivulji.
Izrek drzˇi tudi v tridimenzionalnem prostoru in tako integrali postanejo volumski
oziroma ploskovni. Mnozˇenje med gradienti je skalarni produkt vektorjev, torej
∇u · ∇v = ∂u
∂x1
∂v
∂x1
+
∂u
∂x2
∂v
∂x2
.
V Greenovi formuli nastopa tudi trenutno neznana funkcija v, ki ji pravimo
testna funkcija, za katero velja, da je na Dirichletovem robu enaka 0, torej v = 0
na ΓD. Za formulacijo nasˇega problema izhajamo iz Greenovega izreka. Krivuljni
integral razdelimo na dva integrala, locˇeno za Dirichletov in Neumannov rob, iz
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problema vemo tudi, da je ∆u = f − cu znotraj Ω in ∂nu = g1 na ΓN . Ko
uposˇtevamo sˇe testno funkcijo in malo preuredimo, dobimo:∫︂
Ω
∇u · ∇v + c
∫︂
Ω
uv =
∫︂
Ω
fv +
∫︂
ΓN
g1v, v = 0 na ΓD.
Za natancˇnejˇso definicijo problema bomo potrebovali sˇe nekaj funkcijskih pro-
storov. Prvi tak prostor je prostor kvadratno integrabilnih funkcij
L2(Ω) =
{︃
f : Ω→ R
∫︂
Ω
|f |2 <∞
}︃
.
Naslednji prostor je prostor Soboleva
H1(Ω) =
{︃
u ∈ L2(Ω) ∂u
∂x1
,
∂u
∂x2
∈ L2(Ω)
}︃
.
Koncˇno definiramo sˇe podprostor
H1ΓD(Ω) =
{︁
v ∈ H1(Ω) v = 0 na ΓD
}︁
.
Z na novo definiranimi prostori, je variacijska naloga sledecˇa:⎡⎢⎢⎣
Najdi tak u ∈ H1(Ω), da je
u = g0, na ΓD,∫︁
Ω
∇u · ∇v + c ∫︁
Ω
uv =
∫︁
Ω
fv +
∫︁
ΓN
g1v, ∀v ∈ H1ΓD(Ω).
Spomnimo, da je pogoj za testno funkcijo v ∈ H1ΓD(Ω) isti, kot cˇe bi zapisali
v ∈ H1(Ω) in v = 0 na ΓD,
torej je funkcija v v istem prostoru kot iskana funkcija u, vendar zadosˇcˇa homoge-
nosti na Dirichletovem robu.
Diskretizacija
Sedaj bomo diskretizirali vse elemente v problemu, torej domeno, funkcijske pro-
store in samo formulacijo.
Najprej predstavimo prostor P1 = {a0 + a1x1 + a2x2 a0, a1, a2 ∈ R} vseh line-
arnih funkcij dveh spremenljivk. Funkcija p ∈ P1 je tako dolocˇena
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• bodisi s tremi koeficienti (a0, a1, a2),
• bodisi z vrednostmi v ogliˇscˇih nedegeneriranega trikotnika K ⊂ Ω.
V vsakem primeru ugotovimo, da je prostor P1 vektorski prostor dimenzije tri.
Prva izbira koeficientov daje enostaven zapis funkcije, medtem ko je druga izbira
bolj uporabna, na primer pri risanju funkcije. Funkcijskim vrednostim v tocˇkah
trikotnika bomo rekli lokalne prostorske stopnje. Pomembno se je tudi zavedati, da
so vrednosti p ∈ P1 na stranici trikotnika odvisne samo od vrednosti p v krajiˇscˇih
te stranice. Z drugimi besedami, vrednost p ∈ P1 na stranici je enolicˇno dolocˇena
s prostorskimi stopnjami stranice, to je, vrednosti p v krajiˇscˇih te stranice.
Sedaj je potrebna triangulacija domene Ω. Triangulacija je razdelitev domene
na trikotnike. Trikotniki morajo pokriti celotno domeno in morajo zadostiti po-
gojema:
• Cˇe imata dva trikotnika neprazen presek, potem je ta presek bodisi ogliˇscˇe
bodisi stranica. Dva razlicˇna trikotnika se tako v posebnem ne prekrivata.
• Triangulacija mora sposˇtovati Dirichletov oziroma Neumannov rob. To po-
meni, da trikotnik, ki vsebuje del roba Γ, ne sme biti hkrati del Dirichletovega
in del Neumannovega robu.
Druga omejitev triangulacije nam pove: cˇe na Γ obstaja prehod med Dirichletovim
in Neumannovim robom, mora v triangulaciji obstajati trikotnik z ogliˇscˇem v
tem prehodu. Mnozˇico trikotnikov triangulacije v splosˇnem oznacˇimo s Th, kjer
h oznacˇuje diameter triangulacije in predstavlja dolzˇino najdaljˇse stranice vseh
trikotnikov, to je, najdaljˇso razdaljo med tocˇkami (ogliˇscˇi) triangulacije.
Sedaj definiramo linearne funkcije na tej triangulaciji. Vzemimo najprej dva
trikotnika, K in K ′, ki si delita eno stranico. Vzamemo vrednosti v ogliˇscˇih,
ki jih dolocˇata taka trikotnika, in definiramo funkcijo, ki pripada P1 na vsakem
izmed trikotnikov in ima v ogliˇscˇih zˇeljeno vrednost. Ocˇitno je funkcija s tako
lastnostjo enolicˇno dolocˇena. Sˇe vecˇ, ker je vrednost na skupnem robu dolocˇena
samo z vrednostjo v prilezˇnih ogliˇscˇih, je ta nova funkcija zvezna. Tako definiramo
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funkcijo induktivno, trikotnik za trikotnikom. Torej dobimo funkcijo, ki je linearna
na vsakem trikotniku in globalno zvezna na Ω. Prostor takih funkcij oznacˇimo z
Vh =
{︁
uh ∈ C(Ω) uh|K ∈ P1, ∀K ∈ Th
}︁
.
Cˇe torej dolocˇimo vrednosti na tocˇkah triangulacije Th, potem obstaja natanko ena
funkcija uh ∈ Vh, ki ima izbrane vrednosti v teh tocˇkah. Torej je element prostora
Vh enolicˇno dolocˇen z vrednostmi v tocˇkah triangulacije. Elementi prostora Vh so
funkcije linearnih koncˇnih elementov ali enostavno P1 koncˇni elementi.
Vzemimo sedaj neko sˇtevilcˇenje tocˇk triangulacije. Tocˇke bodo oznacˇene s pi,
kjer je i indeks, od ena do sˇtevilo tocˇk v triangulaciji, N . Cˇe sedaj izberemo neko
tocˇko in ji dolocˇimo vrednost 1, vsem ostalim tocˇkam v triangulaciji pa dolocˇimo
vrednost 0, obstaja natanko ena funkcija φi ∈ Vh, ki ima taksˇne vrednosti, to je
φi(pj) = δij =
{︄
1, j = i,
0, j ̸= i.
Hitro opazimo, da funkcije φi, za i = 1, . . . , N , sestavljajo bazo prostora Vh in ima
Vh torej dimenzijo N . Tako lahko vsako funkcijo uh ∈ Vh zapiˇsemo kot
uh =
N∑︂
j=1
uh(pj)φj.
Spomnimo se sedaj nasˇe variacijske naloge:⎡⎢⎢⎣
Najdi tak u ∈ H1(Ω), da je
u = g0, na ΓD,∫︁
Ω
∇u · ∇v + c ∫︁
Ω
uv =
∫︁
Ω
fv +
∫︁
ΓN
g1v, ∀v ∈ H1ΓD(Ω).
Metoda koncˇnih elementov (z linearnimi koncˇnimi elementi na trikotnikih) tako
resˇuje sledecˇi diskretni problem:⎡⎢⎢⎣
Najdi tak u ∈ Vh, da je
uh(p) = g0(p), za vse tocˇke p Dirichletovega roba ΓD,∫︁
Ω
∇uh · ∇vh + c
∫︁
Ω
uhvh =
∫︁
Ω
fvh +
∫︁
ΓN
g1vh, ∀vh ∈ V ΓDh .
Bralec zlahka opazi, da smo naredili sledecˇe zamenjave:
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• Neznano funkcijo iˇscˇemo v prostoru Vh namesto v celotnem prostoru. To
pomeni, da smo reducirali problem na izracˇun funkcije le na tocˇkah triangu-
lacije in imamo tako koncˇno mnogo neznank.
• Dirichletov pogoj sprostimo in tako zahtevamo le ujemanje na danih tocˇkah
Dirichletovega roba.
• Prostor testnih funkcij H1ΓD(Ω) smo aproksimirali z njegovo diskretno verzijo
V ΓDh . V nadaljevanju bomo tako dobili koncˇni nabor linearnih enacˇb namesto
neskoncˇnega nabora testov s testnimi funkcijami.
Linearni sistem enacˇb
Vzemimo dano triangulacijo in osˇtevilcˇimo njene tocˇke. Oznacˇimo z Dir mnozˇico
indeksov tocˇk triangulacije, ki tvorijo Dirichletov rob, ter z Ind mnozˇico preostalih
indeksov tocˇk. Potem dobimo sledecˇo trditev.
Trditev 3.3.2. Diskretne enacˇbe∫︂
Ω
∇uh · ∇vh + c
∫︂
Ω
uhvh =
∫︂
Ω
fvh +
∫︂
ΓN
g1vh, ∀vh ∈ V ΓDh
so ekvivalentne naboru enacˇb∫︂
Ω
∇uh · ∇φi + c
∫︂
Ω
uhφi =
∫︂
Ω
fφi +
∫︂
ΓN
g1φi, ∀i ∈ Ind.
Dokaz: Ocˇitno je drugi nabor enacˇb podmnozˇica prvega, saj so funkcije φi v
prostoru V ΓDh . Vemo tudi, da so funkcije φi baza prostora. Torej poljubno funkcijo
vh ∈ V ΓDh lahko zapiˇsemo kot linearno kombinacijo funkcij φi. Cˇe velja drugi nabor
enacˇb, velja enacˇba iz prvega nabora zaradi linearnosti integrala.
Z uporabo trditve (3.3.2) tako pridemo do nove oblike problema:⎡⎢⎢⎣
Najdi tak uh ∈ Vh, da je
uh(pj) = g0(pj), ∀j ∈ Dir,∫︁
Ω
∇uh · ∇φi + c
∫︁
Ω
uhφi =
∫︁
Ω
fφi +
∫︁
ΓN
g1φi, ∀i ∈ Ind.
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Sedaj funkcijo uh zapiˇsemo v bazi prostora Vh,
uh =
∑︂
j∈Ind
ujφj +
∑︂
j∈Dir
ujφj.
Nadalje uporabimo Dirichletov pogoj in dobimo
uh =
∑︂
j∈Ind
ujφj +
∑︂
j∈Dir
g0(pj)φj.
Koncˇno opazimo, da je
∇uh =
∑︂
j∈Ind
uj∇φj +
∑︂
j∈Dir
g0(pj)∇φj,
in z uposˇtevanjem linearnosti v variacijski enacˇbi dobimo enacˇbe∑︂
j∈Ind
(︃∫︂
Ω
∇φj · ∇φi + c
∫︂
Ω
φjφi
)︃
uj =
∫︂
Ω
fφi +
∫︂
ΓN
g1φi
−
∑︂
j∈Dir
(︃∫︂
Ω
∇φj · ∇φi + c
∫︂
Ω
φjφi
)︃
g0(pj),
za ∀i ∈ Ind. To je linearni sistem enacˇb z dim(V ΓDh ) = #Ind neznakami. Neznane
kolicˇine so ravno vrednosti uh v izbranih tocˇkah triangulacije. Opazimo tudi, da z
metodo koncˇnih elementov dobimo za rezultat funkcijo, ki je definirana na celotni
domeni Ω in ne samo v izbranih tocˇkah, za razliko od metode koncˇnih diferenc.
Cˇe definiramo matriko
Aij =
∫︂
Ω
∇φj · ∇φi, za i, j = 1, 2, . . . , N,
matriko
Mij =
∫︂
Ω
φjφi, za i, j = 1, 2, . . . , N,
ter vektor
fi =
∫︂
Ω
fφi +
∫︂
ΓN
g1φi, za i ∈ Ind,
lahko zgornji sistem enacˇb zapiˇsemo v matricˇni obliki∑︂
j∈Ind
(Aij + cMij)uj = fi −
∑︂
j∈Dir
(Aij + cMij) g0(pj), za ∀i ∈ Ind.
Ocˇitno je to kvadraten in simetricˇni sistem. Opazimo pa tudi, da sta matriki
M = {Mij}Ni,j=1 in A = {Aij}Ni,j=1 razprsˇeni, saj ima integral vrednost 0 za indeks
ij, kadar je presek nosilcev baznih funkcij φi in φj prazen.
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Poglavje 4
Uporaba Le´vyjevih procesov
V tem poglavju bomo predstavljene produkte v prejˇsnjih poglavjih vrednotili s
pomocˇjo teoreticˇnega znanja o Le´vyjevih procesih in numericˇnih metodah. Najprej
bomo pogledali nekaj vrednotenj izvedenih financˇnih instrumentov, nato pa se
bomo lotili zavarovalniˇskih produktov, ki v svojem bistvu, kot zˇe opisano pri teoriji,
predstavljajo bolj komplicirane izvedene financˇne instrumente.
Osnovno vrednotenje se lahko izvaja s pomocˇjo Monte Carlo izracˇunov. Monte
Carlo izracˇuni temeljijo na povprecˇni vrednosti. Imejmo nek slucˇajni proces Xt, za
t ∈ [0, T ], ki ga simuliramo s pomocˇjo njegove karakteristicˇne funkcije. Ko imamo
eno vzorcˇno pot danega procesa, po tej vzorcˇni poti lahko vrednotimo nek izveden
instrument in tako dobimo vrednost instrumenta na tej poti. Potem ta izracˇun
ponovimo v mnogo, N , ponovitvah in za vsako pot dobimo vrednost instrumenta,
torej imamo vrednosti V1, V2, . . . , VN . Koncˇno vrednost instrumenta VIFI potem
dobimo kot povprecˇje teh vrednosti
VIFI =
1
N
N∑︂
i=1
Vi.
Razlicˇni pristopi pri vrednotenju s pomocˇjo Monte Carlo metod so lepo opisani v
Glasserman [12].
Statisticˇno gledano to pomeni, da izracˇunavamo vrednost izvedenega financˇnega
instrumenta preko simulacije matematicˇnega upanja. Pri tem lahko naredimo vecˇ
napak
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• uporabimo napacˇen model,
• narobe ocenimo parametre slucˇajnega procesa,
• uporabimo premalo simulacij procesa za dobro konvergenco.
Z napredovanjem tehnologije in hitrosti racˇunalnikov, je zadnja tocˇka sˇe naj-
manj problematicˇna. Za hitrost izracˇunov lahko poskrbimo tudi s paralelnim
racˇunanjem na graficˇnih karticah, kar je sˇe posebej popularno v zadnjem cˇasu,
tudi za namene podatkovnega rudarjenja. Druga olajˇsevalna okoliˇscˇina je enosta-
ven in hiter dostop do super racˇunalnikov v oblaku. Storitve Amazona in Googla
so cenovno dostopne in omogocˇajo uporabo veliko sˇtevilo procesorjev (tudi 160
procesorjev) in ogromne kolicˇine spomina (tudi par 100GB). Za izracˇune pa so na
voljo razlicˇni programski jeziki in okolja.
Kakorkoli, uporaba napacˇnega modela lahko izvira iz nepoznavanja predpo-
stavk posameznih financˇnih trgov, sˇe najvecˇkrat pa zaradi privzemanja predpo-
stavk brez validacije. Eberlein in Keller [10] v cˇlanku lepo pokazˇeta, da obicˇajne
predpostavke normalnosti na financˇnih trgih ne drzˇijo. Zato vpeljeta hiperbolicˇne
Le´vyjeve procese. Pri teh pa je tezˇje ocenjevanje parametrov in moramo zato
paziti, da so parametri pravilno ocenjeni, velikokrat potrebujemo tudi ogromne
kolicˇine podatkov, do katerih morda niti nimamo dostopa.
4.1 Vrednotenje izvedenih instrumentov
4.1.1 Evropske opcije
Drug nacˇin vrednotenja produktov je direktno preko karakteristicˇne funkcije pro-
cesa in njene Fourierove transformiranke. Vzemimo eksponentni Le´vyjev model.
Zaradi stacionarnosti in neodvisnosti prirastkov, evropsko nakupno opcijo lahko
izrazimo kot
C(t, S, T = t+ τ,K) = e−rτE[(ST −K)+|St = S]
= e−rτE[(Serτ+Xτ −K)+] = SE[(eXτ − ek)+],
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kjer je k = ln(K/S)−rτ . Pravimo, da se opcije splacˇajo, kadar je k > 0. Opazimo,
da je v eksponentnem Le´vyjevem modelu, tako kot v Black-Scholesovem modelu,
vrednost opcije odvisna od cˇasa dospetja in trenutnega cˇasa le preko cˇasa do
dospetja τ . Ker je trenutna vrednost temeljnega instrumenta eden od faktorjev v
izrazu, lahko izraz poenostavimo. Piˇsimo
c(τ, k) =
C(t, S, T = t+ τ,K)
S
.
Tako ugotovimo, da vrednost evropske opcije v eksponentnem Le´vyjevem modelu
lahko parametriziramo samo z dvema parametroma (cˇeprav smo v principu zacˇeli
s sˇtirimi):
c(τ, k) = E[(eXτ − ek)+].
Za vrednotenje evropske opcije v eksponentnem Le´vyjevem modelu ni ekspli-
citne formule kot v Black-Scholesovem modelu. Pravzaprav v vecˇini eksponentnih
Le´vyjevih modelov zakljucˇena formula ne obstaja, kajti gostota Le´vyjevega procesa
tipicˇno ni znana v zakljucˇeni obliki. Karakteristicˇno funkcijo te gostote pa lahko
zapiˇsemo z elementarnimi funkcijami v vecˇini modelov. To je razlog, da so se raz-
vile t. i. Fourierove metode vrednotenja opcij v eksponentnih Le´vyjevih modelih.
To so metode v katerih je potrebno numericˇno izracˇunati Fourierovo transformi-
ranko. Hitrosti izracˇunov so sˇe vedno primerljive s tistimi v Black-Scholesovem
primeru zahvaljujocˇ hitremu izracˇunu Fourierove transformacije preko implemen-
tacije hitre Fourierove transformacije (v nadaljevanju: FFT) ter dejstvu, da hrati
dobimo vrednosti za nek nabor izvrsˇilnih cen.
Za primer si poglejmo metodo Carr-Madan [6]. Nujno potreben pogoj v metodi
je obstoj momenta stopnje 1+α temeljnega financˇnega instrumenta, za nek α > 0,
torej
α > 0 :
∫︂ ∞
−∞
pT (s)e
(1−α)sds <∞ (4.1)
kjer je pT do tveganja nevtralna gostota spremenljivke XT . Izrazˇeno z Le´vyevo
mero je to enako kot pogoj
∃α > 0 :
∫︂
|y|≥1
e(1+α)yν(dy) <∞.
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Temu pogoju je v vecˇini primerov zadosˇcˇeno, cˇe omejimo pozitivne skoke z ekspo-
nentnim dusˇenjem.
Da bomo lahko izracˇunali vrednost evropske opcije
C(k) = S0E[(eXT − ek)+],
moramo izraziti njeno Fourierovo transformiranko s pomocˇjo karakteristicˇne funk-
cije ϕT (v) spremenljivke XT in sˇele nato za nabor izvrsˇilnih cen izracˇunati vre-
dnosti preko Fourierove obratne transformacije. Tu pa imamo problem: C(k) ni
integrabilna. Glavna ideja metode je tako izracˇunati Fourierovo transformacijo
cˇasovne vrednosti opcije (ki jo tudi normaliziramo, da S0 ne nastopa v izrazu),
torej Fourierovo transformacijo funkcije
zT (k) = E[(eXT − ek)+]− (1− ek)+.
Ker je diskontiran proces cene martingal, lahko zapiˇsemo
zT (k) =
∫︂ ∞
−∞
(ex − ek)(χk≤x − χk≤0)pT (x)dx.
Ko sedaj racˇunamo Fourierovo transformiranko ζT (v), lahko zaradi pogoja (4.1)
zamenjamo vrstni red integriranja in tako dobimo
ζT (v) =
∫︂ ∞
−∞
eivkzT (k)dk
=
∫︂ ∞
−∞
(︃
eivk
∫︂ ∞
−∞
(ex − ek)(χk≤x − χk≤0)pT (x)dx
)︃
dk
=
∫︂ ∞
−∞
pT (x)dx
∫︂ x
0
eivk(ex − ek)dk
=
∫︂ ∞
−∞
pT (x)
(︃
ex(eivx − 1)
iv
− e
(iv+1)x − 1
iv + 1
)︃
dx
=
ϕT (v − i)− 1
iv(1 + iv)
,
kjer zadnji enacˇaj sledi iz lastnosti martingala, kar zagotavlja tudi nicˇelnost sˇtevca,
ko je v = 0. Ker pa velja pogoj (4.1), ima rezultat koncˇno limito, ko gre v → 0.
Vrednost opcije sedaj najdemo kot obratno Fourierovo transformiranko
CT (k) = S0(1− ek)+ + S0
2π
∫︂ ∞
−∞
e−ivk
ϕT (v − i)− 1
iv(1 + iv)
dv.
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Da bi uspesˇno implementirali opisani algoritem, moramo hitro in efektivno
evaluirati Fourierovo transformacijo. To izvedemo s pomocˇjo FFT. Algoritem sta
razvila Cooley in Tukey [7] in nam omogocˇa numericˇen izracˇun z O(N logN)
operacijami. Funkcije za izracˇun FFT so zˇe implementirane v vecˇini znanstvenih
programskih paketov, zato so podrobnosti izpeljave izracˇunov prepusˇcˇene bralcu.
4.1.2 Ameriˇske opcije
Lahko se zgodi, da je izveden financˇni instrument prevecˇ kompleksen za vrednote-
nje po v prejˇsnjem razdelku opisanem pristopu. Takrat pa se lotimo vrednotenja
direktno preko diferencialnih enacˇb.
Vzemimo primer ameriˇske opcije. Zgoraj smo zˇe videli, da je tudi v najosnov-
nejˇsem Black-Scholesovem modelu problem resˇljiv preko diferencialnih enacˇb in
linearnega komplementarnega problema. Do podobnega problema pridemo tudi
v okolju z Le´vyjevimi procesi. Naj bo cena ameriˇske opcije s cˇasom zapadlosti
T oznacˇena s f(t, St). Naj bo v do tveganja nevtralni meri dinamika temeljnega
instrumenta St dana z
St = S0e
(r+c−σ2/2)t+Xt ,
kjer je Xt Le´vyjev proces, parameter c pa je dolocˇen tako, da je povprecˇni do-
nos instrumenta v do tveganja nevtralni meri enak r. Naj bo izplacˇilna funkcija
opcije oznacˇena z g(S). Problem optimalnega cˇasa izvrsˇitve je tedaj ekvivalenten
problemu optimalnega cˇasa ustavljanja za St, vrednost pogodbe ameriˇske opcije
f(t, St) pa je dana z
f(t, St) = sup
t≤τ≤T
E
[︁
e−r(τ−t)g(Sτ )|Ft
]︁
,
kjer je supremum vzet po vseh cˇasih ustavljanja. Drugacˇe povedano si torej zˇelimo
izbrati tisti cˇas izvrsˇitve, ki nam maksimizira pricˇakovano izplacˇilo.
Ko uporabimo podobno metodologijo kot v Black-Scholesovem modelu, ugoto-
vimo, da mora cena ameriˇske opcije zadosˇcˇati naslednjemu parabolicˇnemu diferenci-
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alno-integralnemu problemu:
∂f
∂t
(t, S) +
σ2
2
S2
∂2f
∂S2
(t, S) + rS
∂f
∂S
(t, S)− rf(t, S)
+
∫︂
R
[f(t, Sex)− f(t, S)− S ∂f
∂S
(t, S)(ex − 1)]ν(dx) ≤ 0
f(t, S) ≥ g(S)
(f(t, S)− g(S))
(︃
∂f
∂t
(t, S) +
σ2
2
S2
∂2f
∂S2
(t, S) + rS
∂f
∂S
(t, S)− rf(t, S)
+
∫︂
R
[f(t, Sex)− f(t, S)− S ∂f
∂S
(t, S)(ex − 1)]ν(dx)
)︃
= 0
f(T, S) = g(S). (4.2)
Za resˇevanje tega linearnega komplementarnega problema bomo uporabili varia-
cijski racˇun in tako transformirali problem v matricˇne komplementarne probleme.
Najprej transformiramo ceno temeljnega instrumenta z logaritmom in piˇsemo
x = ln(S) ∈ R. Nato namesto cˇasa t vzamemo cˇas do dospetja τ = T −t, podobno
kot pri evropski opciji. Zgoraj opisane funkcije vrednosti in izplacˇila se nam tako
preoblikujejo v
u(τ, x) = f(T − τ, ex),
ψ(x) = g(ex).
Omejimo sedaj sˇe domeno ΩR = (−R,R), kjer parameter R > 0 pove diameter
lokalizacije okrog 0. Nazadnje definiramo sˇe funkcijo U = u − ψ, ki ji pravimo
presezˇek izplacˇila.
Zgornji problem s prostim robnim pogojem (4.2) se tako prevede v variacijski
problem, ki pravi:
Najdi funkcijo U , ki zadosˇcˇa(︃
dU
dτ
, v − U
)︃
L2(ΩR)
+ a(U, v − U) ≥ −a(ψ, v − U) (4.3)
U(0, ·) = 0, (4.4)
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kjer je bilinearna forma a(φ, ϕ) dana za vsak φ, ϕ ∈ C∞0 (ΩR) in je enaka
a(φ, ϕ) = −σ
2
2
(φ′, ϕ′)L2(ΩR) +
(︃
σ2
2
− r
)︃
(φ′, ϕ)L2(ΩR) + r(φ, ϕ)L2(ΩR)⏞ ⏟⏟ ⏞
aB−S(φ,ϕ)
−
−
∫︂
ΩR
∫︂
ΩR
(φ(x)− φ(y)− φ′(y)(ex−y − 1))ϕ(y)k(x− y)dydx⏞ ⏟⏟ ⏞
askoki(φ,ϕ)
. (4.5)
Za potrebe numericˇnih izracˇunov sedaj diskretiziramo dani problem (4.3). Oz-
nacˇimo s k = T/M , M ∈ N, cˇasovni korak in z Um, za m = 0, 1, . . . ,M −
1, diskretizirano resˇitev neenacˇbe (4.3). Nadalje diskretiziramo prostor zveznih,
odsekoma linearnih funkcij VN z ekvidistancˇnimi tocˇkami −R = x0 < x1 < · · · <
xN+1 = R omejene domene cene ΩR. Koncˇno diskretizirano funkcijo U oznacˇimo
z UmN in dobimo sledecˇ problem:
Najdi funkcijo UmN , ki zadosˇcˇa(︁
∂UmN , v − Um+1N
)︁
L2(ΩR)
+ a(Um+1N , v − Um+1N ) ≥ −a(ψ, v − Um+1N ) (4.6)
U0N = 0, (4.7)
kjer ∂ oznacˇuje operator koncˇne diference, to je ∂Um = (Um+1 − Um)/k.
Nabor koncˇno dimenzionalnih variacijskih neenakosti je ekvivalenten naboru
matricˇnih linearnih komplementarnih problemov. Za izpeljavo matricˇnih linearnih
komplementarnih problemov najprej oznacˇimo bazo prostora VN z B = {Φj}Nj=1,
nadalje z M = {(Φj,Φi)L2(ΩR)}Ni,j=1 masno matriko, z A = {a(Φj,Φi)}Ni,j=1 togo-
stno matriko ter z F = {−a(ψ,Φi)}Ni=1 obremenitveni vektor.
V teh oznakah se matricˇni linearni komplementarni problem glasi:
Najdi funkcijo UmN , ki zadosˇcˇa
(v − Um+1N )⊤(M+ kA)Um+1N ≥ (v − Um+1N )⊤(kF +MUmN). (4.8)
Opomba: Matriki A, M imata v splosˇnem vse elemente nenicˇelne. Vendar s
pravilno izbrano bazo B prostora VN , postaneta obe matriki razprsˇeni, kot smo zˇe
videli pri izpeljavi metode koncˇnih elementov v poglavju 3.3.1. Druga taka baza je
baza biortogonalnih zlepkovnih valcˇkov. Glede na naravo Le´vyjevih procesov, pa
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na zˇalost ni mogocˇe dosecˇi, da bi bila matrikaA tudi simetricˇna, saj imajo Le´vyjevi
procesi tipicˇno nesimetricˇne repe v primerjavi z Black-Scholesovim modelom, kjer
je matrika A simetricˇna.
4.2 Uporaba v zavarovalniˇstvu
Z uvedbo regulative Solventnost II in nove regulative IFRS 17, se v zavarovalnicah
zacˇenja mnozˇicˇna uporaba stohasticˇnih metod in slucˇajnih procesov za namene
porocˇanja. V poglavju 2.2 smo zˇe pisali o osnovnih produktih in nakazali upo-
rabo slucˇajnih procesov za namene vrednotenja ali pa iskanja razlicˇnih scenarijev.
Spodaj se tako posvetimo posameznim modelom za uporabo v zavarovalniˇstvu v
katerem so uporabljeni Le´vyjevi procesi.
4.2.1 Generatorji ekonomskih scenarijev
V poglavju 2.2.1 smo opisali kaj generatorji scenarijev so in nekaj primerov mozˇne
uporabe.
Predstavimo sedaj konkretnejˇse modele za izgradnjo ESG modela. Naj najprej
v enostavnejˇsem Black-Scholesovem modelu pokazˇemo, kako iz resnicˇnih modelov
preidemo v trzˇne modele. Vzemimo ceno financˇnega instrumenta St. Po Black-
Scholesovem modelu se le-ta spreminja z enacˇbo
dSt = µStdt+ σStdWt,
kjer je, kot obicˇajno, µ tendenca, σ volatilnost in Wt standardno Brownovo giba-
nje. Oznacˇimo z r konstantno netvegano obrestno mero. Cˇe zˇelimo do tveganja
nevtralno vrednotenje, mora biti diskontirana cena instrumenta e−rtSt martingal.
Torej mora biti enacˇba za d (e−rtSt) brez tendencˇnega dela. Preko Itoˆve formule
dobimo:
d
(︁
e−rtSt
)︁
= −re−rtStdt+ e−rtµStdt+ e−rtσStdWt
= e−rtSt [(µ− r)dt+ σdWt] .
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Zato tendenca izgine natanko tedaj, ko je µ = r. Pod to do tveganja nevtralno
mero tako lahko ceno financˇnega instrumenta zapiˇsemo kot
dSt = rStdt+ σStdW
∗
t ,
kjer je W ∗t standardno Brownovo gibanje pod do tveganja nevtralno mero.
Vzemimo sedaj za model cene delnice bolj splosˇen model s skoki:
dSt = µ(t, St)dt+ σ(t, St)dWt + γ(t, St−, J)dNt,
kjer je Wt standardno Brownovo gibanje. Tendenca µ(t, St) in volatilnost σ(t, St)
pa sta v splosˇnem lahko odvisna od cˇasa in vrednosti delnice same. Zadnji cˇlen pa
predstavlja skoke procesa, ki se dogajajo z nekim Poissonovim procesom Nt, ki ima
intenzivnost λ. To pomeni, da so cˇasi med skoki porazdeljeni eksponentno in je
zato sˇtevilo skokov na [0, t) porazdeljeno s Poissonovo porazdelitvijo s parametrom
λt. Velikost skokov je dolocˇena s slucˇajno spremenljivko J .
V odvisnosti od porazdelitve spremenljivke J lahko dobimo razlicˇne, v literaturi
dobro znane, modele:
• lognormalna porazdelitev - Mertonov model:
ln(J) = ln(1 + Z) ∼ N
(︃
ln(1 + µZ)− σ
2
Z
2
, σ2Z
)︃
,
• dvojno eksponentna porazdelitev - Koujev model:
ln(J) ∼ ν(dy) = p · 1
ηu
e−
1
ηu · χy>0 + (1− p) · 1
ηd
e
− 1
ηd · χy<0.
Funkciji tendence in volatilnosti nam omogocˇata, da modeliramo tudi razlicˇne
procese. Cˇe tako zˇelimo modelirati Vasicˇkov model obrestne mere, vzamemo
µ(t, St) = θ1 − θ2St,
σ(t, St) = θ3.
Ta proces se tako vedno poskusˇa priblizˇati svoji dolgoletni povprecˇni vrednosti
θ1/θ2.
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Ker je tipicˇno faktorjev tveganj veliko, morajo ESG modeli zajeti tudi med-
sebojne odvisnosti oziroma vplive. Najosnovnejˇsa odvisnost je korelacija, vendar
pa ta ne zajame nelinearne odvisnosti. Zato se za odvisnosti uporabljajo kopule.
Kopula je funkcija, ki da vecˇrazsezˇno porazdelitev za dane robne porazdelitve.
Cˇe je vektor (X1, X2, . . . , Xn)
⊤ slucˇajni vektor, ki ima robne komulativne poraz-
delitvene funkcije F1, F2, . . . , Fn, potem obstaja kopula C, da je n-dimenzionalna
komulativna porazdelitvena funkcija vektorja (X1, X2, . . . , Xn)
⊤ enaka
F (x1, x2, . . . , xn) = C (F1(x1), F2(x2), . . . , Fn(xn)) .
Najbolj znana kopula je Gaussova, ki je ena izmed elipticˇnih kopul. Poznamo
tudi arhimedsko druzˇino kopul, med katere na primer spada Claytonova kopula.
Obe druzˇini kopul sta multivariatni, kar pomeni, da lahko modelirata odnos vecˇih
slucˇajnih spremenljivk. Sta pa obe druzˇini problematicˇni pri modeliranju v viˇsjih
dimenzijah, saj postaneta nefleksibilni. Hkrati pa ne dopusˇcˇata razlicˇnih odvisno-
sti med pari slucˇajnih spremenljivk. Cˇe zˇelimo ustrezno modelirati odvisnosti vecˇ
kot dveh faktorjev bomo morali posecˇi po tako imenovanih C-trtnih (ang. C-vine)
ali D-trtnih (ang. D-vine) kopulah. Za razliko od prej omenjenih druzˇin ko-
pul, ki nimajo zadostne prilagodljivosti za modeliranje odvisnosti parov slucˇajnih
spremenljivk, pa trtne (ang. vine) kopule natancˇno modelirajo odvisnosti v vecˇ
dimenzijah. Te kopule namrecˇ uporabljajo gostote bivariatnih kopul za iterativni
izracˇun vecˇdimenzionalne gostote. Zato moramo za uporabo dolocˇiti posamezne
bivariatne kopule za vse pare, in sicer:
• za C-trtno kopulo so pari
(1, 2), (1, 3), . . . , (1, n),
(2, 3|1), (2, 4|1), . . . , (2, n|1),
(3, 4|1, 2), . . . , (3, n|1, 2),
...
(n− 1, n|1, 2, . . . , n− 2),
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• za D-trtno kopulo pa pari
(1, 2), (2, 3), . . . , (n− 1, n),
(1, 3|2), (2, 4|3), . . . , (n− 2, n|n− 1),
(1, 4|2, 3), (2, 5|3, 4), . . . , (n− 3, n|n− 2, n− 1),
...
(1, n|2, . . . , n− 1).
Nadalje ESG modeli simulirajo procese, tako, da slucˇajne spremembe vzorcˇijo
iz ustreznih vecˇdimenzionalnih porazdelitev in zgradijo vzorcˇne poti. S pridoblje-
nimi vzorcˇnimi potmi potem lahko vrednotimo razlicˇne zavarovalniˇske produkte
preko Monte Carlo metod ali pa jih uporabimo pri analizi scenarijev in podobno.
V odprtokodnem statisticˇnem programskem jeziku R obstaja paket ESGTool-
kit, ki zna dobro generirati vzorcˇne poti ESGja. Vecˇ si lahko preberete na spletu
[20]. Na kaj je potrebno biti sˇe posebno pozoren pri simulacijah procesov pa v
Schoutens [28].
4.2.2 Vrednotenje rent z garancijami
Sedaj bomo predstavili nasˇ nov pristop za vrednotenje zavarovalniˇskega produkta
GMWB, povzet po cˇlanku Okorn in Omladicˇ [23]. V poglavju 2.2.2 smo videli,
da so lahko vrednotenja rent z garancijami odvisna od kupa dejavnikov, na pri-
mer mozˇnosti variabilnosti dvigov (izplacˇil) in racionalnosti zavarovancev. Ka-
dar zavarovanec dobi izplacˇano fiksno vsoto skozi celotno dobo prejemanja rente,
bomo temu rekli staticˇni primer. Cˇe pa bo zavarovanec lahko dvigal oziroma do-
bil izplacˇano variabilno vsoto skozi obdobje prejemanja rente, bomo temu rekli
dinamicˇni primer. Podoben pristop v Brownovem modelu je predstavljen v Mile-
vsky in Salisbury [19].
Najprej vpeljimo nekaj oznak. Zavarovancˇev premozˇenjski racˇun ob vsakem
cˇasu t > 0 oznacˇimo z Wt. Brez sˇkode za splosˇnost lahko privzamemo W0 = w0 =
100. Po polici GMWB je zavarovanec upravicˇen do letnega izplacˇila v velikosti vsaj
G = 10 in tako ugotovimo, da je doba rente enaka T = 10 let. V nadaljevanju bomo
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potrebovali tudi zavarovancˇev zagotovljeni racˇun, ki bo predstavljal preostanek
zagotovljene vrednosti zavarovanca, in ga bomo oznacˇili z At.
Model za zavarovancˇev premozˇenjski racˇun v Brownovem modelu in staticˇnem
vrednotenju sledi enacˇbi:
dWt = (µ− α)Wtdt− γtdt+ σWtdBt, (4.9)
dokler je Wt vecˇji od 0. Ko pa ob nekem cˇasu t = τ prvicˇ postane 0, premozˇenjski
racˇun ostane 0 za vse cˇase t > τ . S privzetkom, da so dvigi konstantni in vedno
enaki γt = G, ter standardno uporabo Itoˆve fomule (glejte Karatzas in Shreve [15])
lahko hitro preverimo, daje resˇitev enacˇbe v Brownovem modelu enaka
Wt = e
(µ−α− 1
2
σ2)t+σBt ·max
(︃
0, w0 −G
∫︂ t
0
e−(µ−α−
1
2
σ2)s−σBsds
)︃
. (4.10)
Tu G predstavlja zagotovljeno izplacˇilo rente, parameter α predstavlja zavaro-
valniˇsko provizijo in Bt standardno Brownovo gibanje. Parametra µ in σ pa pred-
stavljata tendenco in volatilnost.
Za uporabo Le´vyjevega procesa bomo enacˇbo (4.10) najprej prepisali v obliko
Wt = w0e
(µ−α)t · exp(
∫︁ t
0
σdBs)
E[exp(
∫︁ t
0
σdBs)]
×
max
(︄
0, 1− 1
T
∫︂ t
0
e−(µ−α)s
E[exp(
∫︁ t
0
σdBs)]
exp(
∫︁ t
0
σdBs)
)︄
. (4.11)
Naj bo sedaj L = (Ls)s≥0 Le´vyjev proces. Zaradi zagotavljanja obstoja ma-
tematicˇnih upanj, moramo privzeti dodatne pogoje na proces L. Obstajati mora
konstanta M > 0, da je∫︂
{|x|>1}
evxν(dx) <∞, ∀v ∈ R, |v| ≤M, (4.12)
kjer je ν Le´vyjeva mera procesa L.
Ko v enacˇbi (4.11) zamenjamo Brownovo gibanje z Le´vyjevim procesom, do-
bimo model za premozˇenjski racˇun s sledecˇo formulo:
Wt = w0e
(µ−α)t · exp(
∫︁ t
0
σdLt)
E[exp(
∫︁ t
0
σdLt)]
×
max
(︄
0, 1− 1
T
∫︂ t
0
e−(µ−α)t
E[exp(
∫︁ t
0
σdLt)]
exp(
∫︁ t
0
σdLt)
)︄
. (4.13)
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Kot vidimo v formuli (4.13), zˇelimo izracˇunati integral
∫︁ t
0
σdLt in nato sˇe mate-
maticˇno upanje njegove eksponentne funkcije. Pri tem si bomo pomagali s formu-
lami, ki so predstavljene v Eberleinu in Raiblu [11]:∫︂ t
0
σ(s)dLs = σ(t)Lt −
∫︂ t
0
Lsσ
′(s)ds, ∀t ∈ [0, T ],
E[e
∫︁ t
0 f(s)dLs ] = e
∫︁ t
0 η(f(s))ds,
kjer je funkcija η naravni logaritem momentne funkcije.
Ker je v nasˇem modelu σ konstanta, se formule sˇe poenostavijo in tako dobimo:∫︂ t
0
σdLs = σLt, ∀t ∈ [0, T ],
E[e
∫︁ t
0 σdLs ] = eη(σ)t.
Sedaj imamo pripravljeno vse potrebno za izracˇun enacˇbe premozˇenjskega
racˇuna zavarovanca:
Wt = w0e
(µ−α−η(σ))t+σLt ·max
(︃
0, 1− 1
T
∫︂ t
0
e−(µ−α−η(σ))s−σLsds
)︃
.
Z uporabo Itoˆve formule za Le´vyjeve procese sedaj ugotovimo, da premozˇenjski
racˇun zadosˇcˇa naslednji enacˇbi:
dWt =
(︃
µ− α− η(σ) + σ
2
2
)︃
Wtdt+ σWtdLt +
+Wt−
(︁
eσ∆Lt − 1− σ∆Lt
)︁− γtdt, (4.14)
dokler je Wt pozitiven.
V staticˇnem primeru zavarovanec prejme letni fiksen prihodek w0g in ob koncu
sˇe preostanek WT , cˇe je WT pozitiven. Sedanja vrednost vseh prihodkov z naslova
GMWB police je tako enaka
e−rTEQ[WT ] +
w0g
r
· (1− e−rT ). (4.15)
Poglejmo si sedaj sˇe dinamicˇni primer, torej primer, kjer zavarovanec vsako
leto dvigne variabilno vsoto denarja, v odvisnosti od gibanja borznih trgov in
tako izkoristi maksimalno mozˇno izplacˇilo. V tem primeru privzamemo, da se
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zavarovanec obnasˇa popolnoma racionalno, saj je to najslabsˇi mozˇni scenarij za
zavarovalnico. Ker ima v tem primeru mozˇnost odkupa, dodatno s κ oznacˇimo
penale, ki nastopijo vsakokrat, ko zavarovanec dvigne vecˇ kot zagotovljeno vsoto
G in se obracˇunajo le na vsoto, za katero je presezˇena zagotovljena vsota.
Matematicˇni model je enak kot v staticˇnem primeru, torej opisan z enacˇbo
(4.14), s to razliko, da sedaj γt predstavlja zvezne dvige, ki so lahko razlicˇni od G.
Na GMWB polici so lahko tudi dodatni penali v obliki ponastavitve zagotovljene
vrednosti At. Na primer, kadar se zavarovanec odlocˇi izplacˇati vecˇ kot G letne
rente, se zagotovljeni racˇun At nastavi na min(At,Wt), torej na manjˇso izmed
vrednosti zavarovancˇevega premozˇenjskega racˇuna ali zagotovljenega racˇuna. V
dinamicˇnem primeru za vrednost zavarovanja pred tveganjem dobimo enacˇbo
dvt = vadAt + vwdWt +
1
2
vwwσ
2W 2t dt+ v(At,Wt− +∆Wt)−
−v(At,Wt−)−∆Wtvw
= −vaγtdt+ vw(µ− α− η(σ) + σ
2
2
)Wtdt+ vwσWtdLt +
+vwWt−(eσ∆Lt − 1− σ∆Lt)− vwγtdt+ σ
2W 2t
2
vwwdt+
+v(At,Wt− +∆Wt)− v(At,Wt−)−∆Wtvw.
Po drugi strani vemo, da se vrednost zavarovanja pred tveganjem Vt = v(At,Wt)
obnasˇa kot
dVt = rVtdt+ dMt − f(γt)dt, (4.16)
kjer je
f(γt) =
{︄
γt 0 ≤ γt ≤ G
G+ (1− κ)(γt −G) γt ≥ G,
saj so vse zavarovalniˇske provizije in penali zajeti v vrednost zavarovanja pred
tveganjem. Vt je vrednost samofinancirajocˇega portfelja v realni meri. Po Itoˆvi
formuli je pod do tveganja nevtralno mero Q diskontirana vrednost takega port-
felja martingal (podrobnosti najdete v knjigi Sato [27]). V enacˇbi (4.16) tako
Mt predstavlja supermartingal. Kadar pride do najslabsˇega mozˇnega scenarija
za zavarovalnico, torej, kadar zavarovanec izbere optimalen dvig γt, Mt postane
martingal. Ker smo privzeli pogoj (4.12), z uporabo Itoˆve formule za Le´vyjeve
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procese dobimo:
dvt = vadAt + vwdWt +
1
2
vwwσ
2W 2t dt+ v(At,Wt− +∆Wt)−
−v(At,Wt−)−∆Wtvw
Z zveznimi dvigi iz premozˇenjskega racˇuna, uporabo enacˇbe (4.14) za zame-
njavo izraza dWt ter preurejanjem cˇlenov, pridemo do enacˇbe:
dvt = −vaγtdt+ vw(µ− α− η(σ) + σ
2
2
)Wtdt+ vwσWtdLt +
+vwWt−(eσ∆Lt − 1− σ∆Lt)− vwγtdt+ σ
2W 2t
2
vwwdt+
+v(At,Wt− +∆Wt)− v(At,Wt−)−∆Wtvw.
Ko zdruzˇimo enacˇbi, preuredimo cˇlene ter uposˇtevamo optimalne dvige γt,
dobimo neenakost [︃
vw(µ− α− η(σ) + σ
2
2
)Wt +
σ2W 2t
2
vww − rv
]︃
dt+
+ [f(γt)− vaγt − vwγt] dt+ vw
[︁
Wt−(eσ∆Lt − 1− σ∆Lt)−∆Wt
]︁
+
+v(At,Wt− +∆Wt)− v(At,Wt−) ≤ 0,
za vsak γt, in z dosezˇeno enakostjo za nek γt. Opazimo tudi, da smo dobili problem
podoben problemu ameriˇske opcije in na tak nacˇin se bomo tudi lotili resˇevanja.
V obeh primerih, torej staticˇnem in dinamicˇnem, seveda iˇscˇemo vrednost za-
varovalniˇske provizije α. Da bi bila polica pravicˇno vrednotena, torej pravicˇno
zaracˇunana zavarovalniˇska provizija, mora veljati enakost med investiranim de-
narjem w0 in vrednostjo pricˇakovanih izplacˇil, kar v staticˇnem primeru znasˇa:
w0 = e
−r/gEQ[W1/g] +
w0g
r
(1− e−r/g), (4.17)
saj je T = w0
G
= 1
g
. V dinamicˇnem primeru pa zaradi dinamicˇnih dvigov ni tako
lepe zakljucˇene formule, vendar mora za pravicˇno zavarovalniˇsko provizijo sˇe vedno
veljati enakost med investiranim denarjem w0 in vrednostjo pricˇakovanih izplacˇil.
Metod za izracˇun vrednosti police GMWB se v literaturi pojavi kar nekaj. Na
tem mestu bomo podali algoritem za izracˇun dinamicˇnega primera police GMWB
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preko variacijskega problema, v dodatku B pa lahko najdete tudi algoritem za
izracˇun preko dinamicˇnega programiranja, ki je povzet po cˇlanku Bacinello et. al.
[1].
Zapiˇsimo najprej diferencialno neenacˇbo v rahlo drugacˇni obliki:
γtva − σ
2w2
2
vww −
[︃
(µ− α− ησ + σ
2
2
)w − γt
]︃
vw + rv − f(γt)
−
∫︂
R
v(a, w + y)− v(a, w) + (w(eσy − 1− σy − y)) vwν(dy) ≥ 0. (4.18)
Kot pri ameriˇski opciji, naredimo najprej transformacije:
x = ln(w)
b = ln(a)
τ = T − t
u(b, x) = v(eb, ex),
in na koncu sˇe zamenjamo u z u− ψ. Tako dobimo glavni rezultat te disertacije,
to je variacijsko formulacijo za vrednotenje GMWB police z Le´vyjevimi procesi:
γte
−b(ub, v − u) + a(u, v − u)− a(ψ, v − u) ≥ f(γt)
∫︂
ΩR
(v − u)dx
u ≥ 0
u(b0, x0) = 0,
kjer je bilinearna forma enaka
a(φ, ϕ) = aB−S(φ, ϕ) + askoki(φ, ϕ),
aB−S(φ, ϕ) =
σ2
2
(φ′, ϕ′)L2(ΩR) − (µ− α− η(σ)) (φ′, ϕ)L2(ΩR) +
+
∫︂
ΩR
γte
−xφ′ϕdx+ r(φ, ϕ)L2(ΩR),
askoki(φ, ϕ) = −
∫︂
ΩR
∫︂
ΩR
[φ(x+ y)− φ(x)+
+φ′(x)(eσy − 1− σy − ye−x)]︁ϕ(y)k(y)dydx.
Cˇe sedaj v vektor U b zapiˇsemo koeficiente diskretizirane funkcije u v bazi B =
{Φj}Nj=1, kadar ima zagotovljeni racˇun At vrednost eb, dobimo matricˇni linearni
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komplementarni problem
(U b)⊤
[︁
γte
−bM+ hA)U b − γte−bMU b−h + hF − hG
]︁
= 0 (4.19)
ub ≥ 0, (4.20)
kjer je h sprememba v vrednosti zagotovljenega racˇuna At in sta matriki M in A,
ter vektor F enaki
M =
[︁
(Φj,Φi)L2(ΩR)
]︁N
i,j=1
,
A = [a(Φj,Φi)]
N
i,j=1 ,
F = [−a(ψ,Φi)]Ni=1 ,
in vektor
G =
[︃
(γt)
∫︂
ΩR
Φi
]︃N
i=1
.
Sedaj bomo za bazo B vzeli biortogonalne zlepkovne valcˇke stopnje 1. V tej
bazi sta masna matrikaM in togostna matrika A razprsˇeni. Ti odsekoma linearni
valcˇki ψlj imajo vrednosti 0, . . . , 0,−1, 2,−1, 0, . . . , 0 v notranjosti prostora ΩR in
vrednosti 0, 2,−1, 0, . . . , 0 na levem robu prostora in podobno na desnem robu
prostora.
Nosilec valcˇka ψlj ima dolzˇino omejeno s C2
−l. Kot je obicˇajno pri bazah
valcˇkov, so funkcije ψlj dobljene s skaliranjem in transliranjem generirajocˇih vacˇkov
ψ1j , j = 0, 1, 2. Temu pristopu pravimo tudi multiresolucijska analiza. Poljubna
funkcija v ∈ VL se tako zapiˇse kot linearna kombinacija baznih funkcij:
v(x) =
L∑︂
l=0
M l∑︂
j=1
vljψ
l
j(x),
kjer so vlj koeficienti funkcije v(x) v dani bazi B = {ψlj}. Zainteresiran bralec si
lahko vecˇ podrobnosti o valcˇkih prebere, na primer, v Daubechies [9].
Dani matricˇni linearni komplementarni problem (4.19)-(4.20) sedaj resˇujemo s
pomocˇjo kvadraticˇnega programiranja. Zavedati se je potrebno tudi numericˇnih
in diskretizacijskih napak, ki pa jih tu ne bomo navajali. Zainteresiran bralec jih
lahko izpelje za vajo v numericˇni analizi ali pa osnove najde v cˇlanku Matache et
al. [18].
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Numericˇni rezultati vrednotenja GMWB produkta
Kjer ni drugacˇe oznacˇeno, za numericˇne rezultate vzamemo vrednosti parametrov
κ = 1%, T = 10, G = 10 in r = 3%. Uporabljeni procesi naj bodo geometrijsko
Brownovo gibanje (kot najslavnejˇsi primer slucˇajnega procesa), oznacˇen z GBM,
Mertonova difuzija s skoki, oznacˇen zMJD, in proces gama variance (ang. variance
gamma process), oznacˇen z VG. Parametri procesov so podani v tabeli 4.1.
Tabela 4.1: Parametri procesov uporabljenih v numericˇnih rezultatih
model GBM MJD VG
Parametri
σ = 0.1114
λ = 0.5282 σ = 0.1301
σ = 0.1361 m = −0.1825 µ = −0.3150
c = 0.1094 ν = 0.1753
Pri produktu GMWB je zanimivo pogledati tudi verjetnosti propada. Propad
se zgodi, ko stanje premozˇenjskega racˇuna Wt pade na nicˇ pred iztekom pogodbe,
torej jeWt = 0 ob nekem cˇasu t < T . Takrat mora zavarovalnica kriti zagotovljeno
vrednost izplacˇila. V tabeli 4.2 predstavljamo izracˇunane verjetnosti.
Tabela 4.2: Verjetnosti propada
Proces α = 0.5% α = 2% α = 4%
GBM 0.390264 0.508402 0.666982
MJD 0.593530 0.607558 0.628010
VG 0.504184 0.539698 0.593406
Nadalje, v primerjavi z geometrijskem Brownovim gibanjem, v tabeli 4.3 opa-
zimo, da je zavarovalniˇska provizija α obcˇutno vecˇja v primeru Le´vyjevih procesov
s skoki.
Na koncu poglejmo sˇe razlike v izracˇunanih pravicˇnih zavarovalniˇskih provizi-
jah pri razlicˇnih pristopih izracˇuna. Za primerjavo vzemimo pristop dinamicˇnega
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Tabela 4.3: Primerjava zavarovalniˇske provizije α za razlicˇne slucˇajne procese
Proces αr=2% αr=5% αr=7%
GBM 0.09352 0.05154 0.03503
MJD 0.11649 0.07438 0.05809
VG 0.11359 0.07171 0.05441
programiranja, kot je opisan v dodatku B. Cˇe zˇelimo primerjati modela, je v nasˇem
pristopu potrebno fiksirati σ = 1, saj tako dobimo identicˇni model kot v Dodatku
B, kjer opiˇsemo model za dinamicˇno vrednotenje produkta GMWB. Primerjava
rezultatov zavarovalniˇske provizije se nahaja v tabeli 4.4.
Tabela 4.4: Primerjava provizije razlicˇnih algoritmov
Proces
Dinamicˇno programiranje Metoda valcˇkov
ακ=2% ακ=5% ακ=2% ακ=5%
GBM 0.06238 0.03177 0.06242 0.03114
MJD 0.08387 0.04860 0.08378 0.04892
VG 0.08123 0.04507 0.08206 0.04527
Hitro opazimo, da na oba nacˇina dobimo zelo podobne vrednosti zavarovalniˇske
provizije α. Je pa pri nasˇem pristopu z valcˇki napaka ocenjena z O(kx + hy), kjer
s k = T/M oznacˇimo diskretiziran cˇasovni korak in s h = 2R/N oznacˇimo sˇirino
mrezˇe diskretizacije spremenljivke logaritemske cene. Stopnji konvergence x in y
pa sta odvisni od gladkosti tocˇne resˇitve. To pomeni, da imamo z nasˇim pristopom
kontrolo nad napakami (in jih znamo tudi oceniti), z izjemo napake zaradi napacˇne
izbire procesa Lt za modeliranje danega problema.
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Zakljucˇek
V delu predstavimo Le´vyjeve procese ter lastnosti in uporabo le-teh v financˇne
namene. Videli smo, da z uporabo Le´vyjevih procesov marsikaj postane bolj
kompleksno, vendar pa se v zameno pridobi bolj realne rezultate v primerjavi
z enostavnim Brownovim gibanjem.
Videli smo tudi, da tako pri vrednotenju financˇnih instrumentov kot tudi pri
uporabi v zavarovalniˇstvu, poleg teoreticˇnega znanja Le´vyjevih procesov, potre-
bujemo tudi osnovno znanje variacijskega racˇuna in seveda numericˇnih metod, saj
zakljucˇene analiticˇne formule ne obstajajo. S tem znanjem smo nato lahko izpeljali
nov nacˇin vrednotenja zavarovalniˇskega produkta GMWB.
Nadaljnje raziskovanje bi lahko usmerili v vrednotenja drugih zavarovalniˇskih
produktov z Le´vyjevimi procesi, na primer nalozˇbenega zˇivljenjskega zavarovanja
z garancijo vplacˇane premije.
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Dodatek A
Besselove funkcije
Modificirane Besselove funckije so Besselove funkcije imaginarne spremenljivke.
To so enostavne specialne funkcije v smislu dobre raziskanosti njihovih lastnosti,
obstoja tabel funkcijskih vrednosti ter algoritmov za hitre izracˇune njihovih vre-
dnosti, ki pa so tudi implementirani v vecˇini racˇunskih paketov. Funkcije so resˇitve
diferencialne enacˇbe
z2
d2w
dz2
+ z
dw
dz
− (z2 + ν2)w = 0. (A.1)
Kot resˇitev enacˇbe (A.1), ki je omejena, kadar gre z → 0, dobimo modificirano
Besselovo funkcijo prve vrste Iν(z), za z ≥ 0 in ν ≥ 0. Modificirana Besselova
funkcija druge vrste Kν(z), za z ≥ 0 in ν ≥ 0, je resˇitev enacˇbe (A.1), ki je
omejena, ko gre z →∞. Ti dve funkciji sta vedno linearno neodvisni in njun zapis
z vrsto je:
Iν(z) =
∞∑︂
k=0
(︁
z
2
)︁ν+2k
k!Γ(k + ν + 1)
,
I−n(z) = In(z), n = 0, 1, . . . ,
Kν(z) =
π
2
I−ν(z)− Iν(z)
sin(πν)
.
Kadar je ν ∈ N, je potrebno funkcijo Kν(z) interpretirati kot ustrezno limito.
Za vse ν pa velja, da je K−ν(z) = Kν(z).
Obstajata tudi dve integralski reprezentaciji, in sicer
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Poissonova
Iν(z) =
(︁
z
2
)︁ν
√
πΓ(ν + 1
2
)
∫︂ 1
−1
(︁
1− t2)︁ν− 12 cosh(zt)dt,
Kν(z) =
ez
Γ(ν + 1
2
)
√︃
π
2z
∫︂ ∞
0
e−ttν−
1
2
(︃
1 +
t
2z
)︃ν− 1
2
dt,
Sommerfeldova
Kν(z) =
1
2
∫︂ ∞
∞
e−z coshψ+νψdψ
=
1
2
(︂z
2
)︂ν ∫︂ ∞
0
e−t−
z2
4t t−ν−1dt.
Iz zadnjega zapisa dobimo tudi nacˇin za izracˇun vrednosti integrala∫︂ ∞
0
e−
α2t
2
−β2
2t
dt
t1+ν
= 2
(︃
α
β
)︃ν
Kν(αβ).
Modificirano Besselovo funkcijo tretje vrste (oziroma Hankelovo funkcijo) z
indeksom 1 smo v disertaciji oznacˇili s K1(z) in ta je enaka
K1(z) =
1
2
∫︂ ∞
0
e−
1
2
z(u+u−1)du, z > 0.
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Dodatek B
Dinamicˇni program za GMWB
V tem poglavju predstavljamo sˇe algoritem za izracˇun vrednosti GMWB produkta
s pomocˇjo dinamicˇnega programiranja, povzeto po cˇlanku Bacinello et. al. [1].
Ob vsakem cˇasu t naj bo At zagotovljena vrednost GMWB produtka in Wt
zavarovancˇev premozˇenjski racˇun tik pred dvigom oziroma izplacˇilom. Oznacˇimo
s St ceno temeljnega financˇnega instrumenta referencˇnega sklada, po katerem se
giblje vrednost zavarovancˇevega premozˇenjskega racˇuna. Z w0 oznacˇimo zacˇetni
polog na premozˇenjski racˇun in s T oznacˇimo dospetje produkta GMWB. Pred-
postavimo, da so izplacˇila mozˇna ob cˇasih ti, i = 1, 2, . . . , N − 1, pri cˇemer velja
0 = t0 < t1 < · · · < tN−1 < tN = T in t0 oznacˇuje zacˇetek produkta GMWB.
Potem je donos sklada na intervalu (ti, ti+1), i = 0, 1, . . . , N − 1, enak
Ri =
Stie
q(ti+1−ti)
Sti
− 1,
kjer s q oznacˇimo dividendni donos in predpostavljamo, da je konstanten skozi
obdobje produkta. Ob vsakem cˇasu ti se zavarovanec odlocˇi narediti dvig v ve-
likosti γi, ki je element mnozˇice vseh mozˇnih dvigov Γi. Ta mnozˇica je lahko
odvisna od trenutnega stanja racˇunov Ati in Wti . Sklad modeliramo z eksponen-
tnim Le´vyjevim procesom oblike
St = S0e
(r−q+d)t+Xt ,
kjer je q dividendni donos in d = −1
t
lnφt(−i) = − lnφ1(−i) predstavlja tako
prilagoditev procesa, da je Ste
−(r−q)t martingal pod do tveganja nevtralno mero.
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Proces Xt pa je Le´vyjev proces, katerega karakteristicˇna funkcija je enaka
φt(u) = E
[︁
eiuXt
]︁
.
Premozˇenjski racˇun se z vpeljanimi oznakami spreminja z enacˇbo
Wti+1 = max {Wti − γi, 0} (1−Ri) (1− α(ti+1 − ti)) ,
kjer zavarovalniˇsko provizijo oznacˇimo z α. Zacˇetna vrednost je W0 = w0.
Oznacˇimo s Ci neto izplacˇilo zavarovancu ob vsakem cˇasu ti,
Ci =
⎧⎨⎩γi, 0 ≤ γi ≤ min(G,Ati)min(G,Ati) + (1− κ) (γi −min(G,Ati)) , γi > min(G,Ati)
= γi − κmax{γi −min(G,Ati), 0},
kjer κ predstavlja penale, cˇe je dvig vecˇji od zagotovljenega dviga G = w0
N
. Torej
je izplacˇilo, ki je vecˇje kot zagotovljeno, podvrzˇeno dodatnim strosˇkom κ in je
zato neto izplacˇilo manjˇse od zneska dviga. Za i = N ima CN = CT posebno
vrednost in v algoritmu predpostavljamo, da je CT = max(WT , AT ), to je, na
koncu dobi zavarovanec vecˇjo izmed vrednosti premozˇenjskega racˇuna ali vrednosti
zagotovljenega racˇuna.
Sedaj oznacˇimo s π zaporedje mozˇnih dvigov, π = (γ1, γ2, . . . , γN−1), γi ∈ Γi.
Potem je zacˇetna vrednost produkta GMWB, ob strategiji izplacˇil π in netveganim
konstantnim donosom r, dana z
V π0 = E
[︄
N∑︂
i=1
e−rtiCi
]︄
.
Vrednost produkta GMWB pa je tedaj dana z
V0 = sup
π
V π0 ,
kjer supremum tecˇe po vseh mozˇnih zaporedjih dvigov π = (γ1, γ2, . . . , γN−1),
γi ∈ Γi.
Spomnimo se, da je cena garancije vkljucˇena v zavarovalniˇsko provizijo α. Zato
je cena GMWB produkta pravicˇno dolocˇena, kadar so pricˇakovana izplacˇila enaka
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zacˇetnemu pologu, torej je V0(α) = w0, kjer z notacijo nakazˇemo, da je vrednost
pogodbe V0, poleg drugih parametrov, odvisna od velikosti zavarovalniˇske provizije
α.
Vrednotenje pogodbe GMWB naredimo s pomocˇjo standardnega dinamicˇnega
programiranja. Z V (ti, Ati ,Wti) = Vi oznacˇimo vrednost GMWB produkta ob cˇasu
ti za vsak i = 1, 2, . . . , N . Bellmanova rekurzivna enacˇba, katero izracˇunavamo
obratno v cˇasu (kar pomeni, da se indeks i zmanjˇsuje, torej i = N − 1, N −
2, . . . , 2, 1), se tedaj zapiˇse
Vi = sup
γ∈Γi
E
[︁
Ci + e
−r(ti+1−ti)Vi+1|Ati ,Wti
]︁
,
VN = CN = max(AtN ,WtN ),
kjer so enacˇbe za neto izplacˇilo in oba zavarovancˇeva racˇuna dane zgoraj. Zacˇetna
vrednost produkta GMWB je tako dana z izracˇunom vrednosti
V0 = E
[︁
e−r(t1−t0)V (t1, At1 ,Wt1)|A0 = W0 = w0
]︁
.
Izracˇun matematicˇnega upanja zahteva diskretizacijo mozˇnih stanj spremen-
ljivk W in A ter interpolacijo funkcije V na dani mrezˇi. Ker pa je gostota enole-
tnega donosa z Le´vyjevimi procesi izracˇunljiva preko Fourierjeve inverzije, se da
upanje izracˇunati preko numericˇne integracije. V nadaljevanju podajamo psevdo
kodo algoritma:
1. Za vsak i = 0, 1, . . . , N diskretiziraj prostor [0, A0] za zagotovljeni racˇun ter
[0,∞) za premozˇenjski racˇun:
A = {a1, a2, . . . , aH} , 0 = a1 < a2 < · · · < aH = A0,
W = {w1, w2, . . . , wL} , 0 = w1 < w2 < · · · < wL.
2. Nastavi V (tN , ah, wl) = max(ah, wl) za vsak (ah, wl) ∈ A×W.
3. Za vsak i = N − 1, N − 2, . . . , 1 izracˇunaj:
(a) Na tocˇkah (ah, wl, V (ti+1, ah, wl)) interpoliraj funkcijo V , da dobiˇs funk-
cijo V˜ (ti+1, a, w) za 0 ≤ a ≤ A0 in w ≥ 0.
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(b) za vsako tocˇko (ah, wl) ∈ A×W izracˇunaj
V (ti, ah, wl) = sup
γ∈Γi
(︃
Ci + e
−r(ti+1−ti)
∫︂ ∞
−∞
V˜ (ti+1, a˜, w˜)f1(z)dz
)︃
,
kjer je
Ci = γ − κmax (γ −min(G, ah), 0) ,
a˜ =
⎧⎨⎩ah − γ, γ ≤ min(ah, G)max [︂min(︂ah − γ, ah(1− γwl)︂ , 0]︂ , γ > min(ah, G) ,
b˜ = max(wl − γ, 0)e(r−q+d)(ti+1−ti)+z(1− α(ti+1 − ti)).
Za izracˇun supremuma v tocˇki (b) moramo diskretizirati tudi mnozˇico Γi, ki
predstavlja mozˇne odlocˇitve zavarovanca za velikost izplacˇila. V tem koraku
torej implementiramo racionalnost zavarovanca. Poleg tega v izracˇunu a˜
uposˇtevamo ponovno nastavitev vrednosti zagotovljenega racˇuna. Lahko bi
vkljucˇili tudi kaksˇno drugacˇno ponastavitev ali pa je sploh ne bi.
4. Vrednost produkta GMWB ob zacˇetku je potem dana z
V0 = e
−rt1
∫︂ ∞
−∞
V˜
(︁
t1, w0, w0e
(r−q+d)t1+z(1− αt1
)︁
f1(z)dz.
Funkcija f1 je gostota procesa in je dobljena preko inverzije karakteristicˇne
funkcije φ1 Le´vyjevega procesa Xt, ki je vkljucˇen v model temeljnega financˇnega
instrumenta St.
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