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Abstract
Adiabatic processes in quantum mechanics are very useful to prepare and manip-
ulate quantum states but have the drawback of requiring long operation times.
Hence there is a long time for the system to interact with its environment which
can lead to a loss of coherence of the final state. This decoherence is problematic
for implementing future quantum technologies which require the state’s quan-
tum mechanical features. “Shortcuts to Adiabaticity”(STA) provides a toolbox
of methods to improve on adiabatic processes. Using these methods one can de-
rive alternative processes which work for much shorter times with perfect fidelity.
Since adiabatic processes are ubiquitous in atomic, molecular and optical physics,
there is a broad scope of application for STA. In this thesis, STA (especially those
using Lewis-Riesenfeld invariants) are applied to a variety of quantum systems
for the purpose of quantum state transfer. In particular I show that STA control
schemes in two- and three-level systems can be optimised to be more stable against
unwanted uncontrollable transitions than adiabatic methods with the same oper-
ation time. I also show that STA methods can be applied in a triple well ring
system with complex tunnelling, in optical lattices for the purposes of generating
a higher orbital state of neutral atoms and in Penning traps to quickly compress
or expand the trapped ion wavefunction. Finally I also investigate the effect of
classical Poisson white noise on adiabatic processes.
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Chapter 1
Introduction
The theory of quantum mechanics is often regarded as strange or unusual. Despite
its accurate predictions in all manner of settings, many notable physicists remained
displeased at its counter intuitive nature with Einstein being the most famous [1].
While the theory is far removed from everyday experience, it is now not only
widely accepted but also thought to be useful in a variety of applications [2].
Many fundamental theories of physics have later led to important technological
revolutions. The exotic physical rules of quantum mechanics provide new oppor-
tunities in this respect. Over recent decades there has been great experimental
progress in preparing systems which are so small and isolated that they can only
be accurately described using quantum mechanics. The unprecedented control of
such systems was highlighted with the award of the 2012 Nobel Prize in Physics to
Serge Haroche and David J. Wineland “for ground-breaking experimental methods
that enable measuring and manipulation of individual quantum systems”[3]. Ex-
amples of such quantum systems include nuclear magnetic resonance on molecules
[4, 5], neutral atoms in optical traps [6], light in high–finesse cavities [7], the for-
mation of Bose–Einstein condensates [8] and many more. In addition to allowing
for the creation of novel technologies, these systems also provide us with the op-
portunity to investigate fundamental physical phenomenon such as the transition
from quantum to classical physics. In particular, realisations of macroscopic su-
perpositions could rule out so called collapse models [9, 10] which postulate an
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intrinsic difference between quantum mechanics at microscopic and macroscopic
scales.
The applications of technologies using quantum effects span a broad range from
those which are already commercially available (such as quantum key distribution
[11–13] which guarantees secure communication) to others which have only been
realised in a very limited capacity (such as quantum computers [11] which can solve
certain problems much faster than traditional classical computers). Several quan-
tum algorithms have already been discovered which demonstrate the supremacy
of quantum computers in specific problems such as integer factorization [14] and
searching unsorted databases [15]. Quantum effects could also be useful for devices
in metrology such as cold atom interferometers [16, 17] (since the de Broglie wave-
length of atoms is so small) and atomic clocks [18] which are already commonly
used for accurate time keeping.
The coherent manipulation of quantum systems for quantum technologies, funda-
mental studies, or metrology often requires control protocols of external param-
eters that are stable with respect to perturbations. In particular the implemen-
tation of a quantum computer would require one to create, manipulate and read
out quantum states of light or matter. The complete list of required character-
istics of a quantum computer are outlined formally in the DiVincenzo checklist
[19]. Previously adiabatic methods (where the populations of the instantaneous
eigenstates are kept constant by the adiabatic theorem [20]) were used to prepare
and manipulate states. While intrinsically stable against many types of noise or
systematic error, these methods necessarily require long times. This is typically
problematic as there is more time for the state to decohere. That is to say, the
system has more time to interact with the enviroment and lose its coherence and
hence its quantum mechanical features. This has motivated the development of
shortcuts to adiabaticity (STA) [21], which are schemes that reach the fidelities of
adiabatic processes in shorter times, keeping or even enhancing their stability. As
adiabatic processes have been ubiquitous in atomic, molecular and optical physics,
STA processes possess a wide range of applications. These techniques have even
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been used outside the realm of non-relativistic quantum mechanics such as work
on the Boltzmann equation [22] and the Dirac equation [23, 24].
Apart from STA, there have been several other efforts in this direction such as
composite pulses [25–27] and optimal control [28–30]. In the case of the latter the
schemes derived are purely numerical and hence it can be difficult to draw any
physical intuition from them. As STA schemes are typically analytic in nature,
they may provide some insight into what makes certain control schemes more
stable than others. They may also provide a means to generate good starting
points when optimising over the parameter landscape of all control schemes for
very complex systems.
The topic of this thesis is using invariant based STA for the purpose of state trans-
fer in a variety of quantum systems. The remainder of the thesis is structured as
follows. In the next chapter I review some of the methods of shortcuts to adia-
baticity as well as some other essential background knowledge which is assumed
throughout the thesis.
In the subsequent chapters I focus on quantum state transfer in finite dimensional
systems. In chapter 3, I show that one can construct fast and stable control
schemes for two- and three-level quantum systems using Lewis–Riesenfeld invari-
ants. These schemes are optimised against the presence of an additional, unwanted
and uncontrollable transition. In chapter 4, I continue to use shortcuts for three-
level systems showing that they can be applied to a system of three tunnel-coupled
quantum wells. The key addition to the system is a magnetic field which creates
a geometric phase, allowing for complex tunnelling frequencies. In particular, I
demonstrate the ability to transport the particle between the different wells and
to generate a delocalised superposition between the three traps.
I then move on from state transfer in finite dimensional systems to state transfer
in continuous systems. In chapter 5, I proposed a method to create higher orbital
states of ultracold atoms in the Mott regime of an optical lattice. This is done
by periodically modulating the position of the trap minima (known as shaking)
and controlling the interference term of the lasers creating the lattice. In chapter
3
6, I show how one can derive a streamlined fast–forward method for the minimal
coupling equation describing a charged particle in an electromagnetic field. I
then use this to design a non-adiabatic change of the magnetic field strength in a
Penning trap which changes the radial spread without final excitations.
In chapter 7, in contrast with the rest of the thesis (but still related to the topic
of adiabatic evolution), I investigate the effects of classical Poisson white noise on
adiabatic processes. In particular, I present a detailed derivation of the master
equation for this case and outline its various properties. I also investigate recent
claims [31] that this type of noise may improve rather than destroy adiabaticity.
Finally in chapter 8, I summarise the work of the thesis and provide an outlook for
future work. Note that there will only be notational consistency within individual
chapters but not between them.
4
Chapter 2
Background theory
In this chapter we will review some important concepts that will be used through-
out the thesis. This includes topics in quantum optics, shortcuts to adiabaticity
and analytical and numerical techniques often used in quantum mechanics.
2.1 Quantum optics
In this section we review some background material in quantum optics regarding
how particles are trapped and cooled using light. We begin by discussing how a
classical light field interacts with an atom.
2.1.1 Interaction of an atom and a classical light field
We will briefly review the dynamics of an atom coupled to a classical electromag-
netic field. A more detailed discussion can be found in [32]. The minimal coupling
equation describes the dynamics of the wavefunction for a charged particle in an
electromagnetic field. It is given by
i~
∂
∂t
ψ (~r, t) =
1
2m
[
~
i
∇− q ~A (~r, t)
]2
ψ (~r, t) + qφ (~r, t)ψ (~r, t) , (2.1)
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where ~A (~r, t) is the vector potential, φ (~r, t) is the scalar potential, q is the charge
and we have neglected the particle’s spin. This type of Schro¨dinger equation (the
minimal coupling equation) can be motivated by considering the usual Schro¨dinger
equation with a general potential V (~r, t) = qφ˜ (~r, t),
i~
∂
∂t
ψ˜ (~r, t) =
[
− ~
2
2m
∆ + V (~r, t)
]
ψ˜ (~r, t) (2.2)
and enforcing that it must be form invariant under a local gauge transformation
of the form
ψ (~r, t) = e
i
~ qΛ(~r,t)ψ˜ (~r, t) . (2.3)
This transformation then leads to the minimal coupling equation (2.1) for the
wavefunction. Note that the transformation of the vector and scalar potentials
leave the electric and magnetic field unchanged, i.e.,
φ (~r, t) = φ˜ (~r, t)− ∂
∂t
Λ (~r, t) , (2.4)
~A (~r, t) = ~˜A (~r, t) +∇Λ (~r, t) . (2.5)
For simplicity let us now start with an atom with only two particles (an electron
and a proton), namely Hydrogen (although the results can also be extended to
more complicated atoms). Using the Coulomb gauge, i.e., ∇ · ~A = 0 and φ = 0,
we can write the Hamiltonian as
H =
~p 2e
2me
− e
me
~A(~re, t) · ~pe + e
2
2me
~A 2(~re, t)
+
~p 2p
2mp
+
e
mp
~A(~rp, t) · ~pp + e
2
2mp
~A 2(~rp, t)− 1
4pi0
e2
|~re − ~rp| , (2.6)
where me and mp are the electron and proton mass, ~pe and ~pp are the momentum
operator of the electron and proton, e is the electron charge and 0 is the electric
permittivity. In order to deal with such a complex Hamiltonian, we make several
approximations. Firstly we change to the simpler center of mass and relative
6
coordinate system. This is defined as
~r = ~re − ~rp,
~R =
me~re +mp~rp
me +mp
,
M = me +mp,
µ =
memp
me +mp
,
~pcm = ~pe + ~pp,
~pr =
mp
M
~pe − me
M
~pp. (2.7)
We then make the dipole approximation which assumes that the external electro-
magnetic field is approximately constant over the dimensions of the atom, i.e., the
size of the atom is much less than the wavelength of the light. This means that
~A(~R + δ~r) ≈ ~A(~R). After performing some algebra and a gauge transformation
exp
[
− i~e~r · ~A(~R, t)
]
one arrives at the new Hamiltonian
H˜ =
1
2M
~p 2cm +Hatom − e~r · ~E(~R, t), (2.8)
where
Hatom =
~p 2r
2µ
− 1
4pi0
e2
|~r| (2.9)
and ~E is the electric field. At this point one can see from the form of H˜ why
the approximation above is called the dipole approximation. We now make a
two–level approximation, i.e. that there are only two relevant eigenstates of this
Hamiltonian. More precisely
Hatom =
∞∑
i=1
~ωi|φi〉〈φi|
≈ ~ω1|φ1〉〈φ1|+ ~ω2|φ2〉〈φ2|, (2.10)
where the index i accounts for all different combinations of quantum numbers and
the eigenstates are a function of ~r in coordinate representation. We now use these
7
states as a basis for interaction term
−e~r · ~E(~R, t) = 1(−e~r) · ~E(~R, t)1
=
∑
j,k
|φj〉〈φj|(−e~r)|φk〉〈φk| · ~E(~R, t). (2.11)
The diagonal elements of this matrix are zero for parity reasons. Our Hamiltonian
is now
H˜ =
1
2M
~pcm + ~ω1|φ1〉〈φ1|+ ~ω2|φ2〉〈φ2| − (|φ1〉〈φ2|~µ12 + h.c.) · ~E(~R, t), (2.12)
where h.c. is the Hermitian conjugate and ~µ12 = 〈φ1|e~r|φ2〉 is the dipole moment of
the atom. Note that different definitions of the dipole moment can lead to different
sign conventions for the Hamiltonian. Consider now classical monochromatic light,
e.g., laser light
~E(~R, t) = Re
[
~E0(~R) e
i~kL·~R−iωLt
]
(2.13)
where ωL = c|~kL|. If we now change to the appropriate laser-based interaction
picture (using the unitary transformation exp (iωLt|φ2〉〈φ2|)), and neglects fast
oscillating terms of the form e2iωLt (the rotating wave approximation) we arrive at
the final form of our Hamiltonian
H˜ =
1
2M
~pcm − ~
2
 0 Ωe−i~kL·~R
Ω∗ei~kL·~R 2∆
 (2.14)
using the representation
|φ1〉 =
 1
0
 , |φ2〉 =
 0
1
 . (2.15)
We have also shifted the total energy so that ω1 = 0 and defined the detuning as
∆ = ωL − ω2 and the Rabi frequency as Ω = ~µ12· ~E
∗
0
~ .
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2.1.2 Particle trapping
Now that we understand how classical light affects an atom, we will consider how
this can be exploited to create trapping potentials for particles. Firstly we will use
the result from the previous section to show how one can create periodic trapping
potentials known as optical lattices for neutral atoms. Secondly we will describe
how by using an electromagnetic field one can trap charged particles or ions. In
contrast to the case of neutral atoms, these methods do not rely on the internal
structure of the ion.
2.1.2.1 Optical lattices
Optical lattices are periodic potentials (formed by interfering monochromatic laser
beams) which can trap many ultracold atoms in large arrays (see figure 2.1). They
are predicted to be useful quantum simulators for condensed matter physics since
they are highly controllable, i.e., one can easily adjust both the periodicity, depth
and dimensionality of the potential. They have also found applications in building
atomic clocks [33] and as a possible architecture for quantum computing [34–37]. It
has even been made possible to perform single site addressing with the invention
of the quantum-gas microscope [38, 39]. Detailed reviews of quantum gases in
optical lattices can be found in [37, 40, 41].
We now consider the case of a one dimensional optical lattice in detail. We will
then comment on generalisations to higher dimensions. The Hamiltonian for a
two–level atom in one dimensional motion perpendicular to the laser field (i.e.
~kL · ~R = 0) is given by
H = − ~
2
2m
∂2
∂x2
− ~
2
 0 Ω(x)
Ω∗(x) 2∆
 . (2.16)
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Figure 2.1: Diagram of atoms (green spheres) trapped in a two dimensional
optical lattice (white mesh surface)
If the wavefunction is given by ψ(x, t) = [ψ1(x, t), ψ2(x, t)]
T we can write the
Schro¨dinger equation as
i~
∂
∂t
ψ1 = − ~
2
2m
∂2
∂x2
ψ1 − ~
2
Ω(x)ψ2, (2.17)
i~
∂
∂t
ψ2 = − ~
2
2m
∂2
∂x2
ψ2 − ~
2
Ω∗(x)ψ1 − ~∆ψ2. (2.18)
By assuming a large detuning, i.e., |∆|  0, we can write (2.18) as
~∆ψ2 ≈ −~
2
Ω∗(x)ψ1. (2.19)
Inserting this into (2.17) we get that
i~∂tψ1 = − ~
2
2m
∂2
∂x2
ψ1 + Veff (x)ψ1, (2.20)
where our effective potential is now given by Veff (x) =
~
4∆
|Ω(x)|2. Since the
detuning is large, there are effectively no Rabi oscillations between the two levels.
In the case of a blue detuned laser (ωL > ω2) we get a repulsive potential Veff (x) >
0 and in the case of a red detuned laser (ωL < ω2) we get an attractive potential
Veff (x) < 0.
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From this simple calculation we can see how an electric field can create an effective
mechanical potential for an atom. We can now extend this example assuming our
electric field is generated by two counter propagating lasers (i.e. two plane waves
of the form
~E0
2
e±ikx−iωt). The total electric field is given by
~Etotal = cos(kx) Re
(
~E0e
−iωt
)
. (2.21)
After the usual approximations (e.g. dipole, rotating wave etc.), we get that (2.16)
becomes
H = − ~
2
2m
∂2
∂x2
− ~
2
 0 Ω0 cos(kx)
Ω0 cos(kx) 2∆
 (2.22)
where Ω0 =
~µ12· ~E∗0
~ . In the regime of large detuning our effective potential is given
by
Veff (x) =
~ |Ω0|2
4∆
cos2(kx). (2.23)
This is the potential of a one dimensional optical lattice. In a three-dimensonal
setting, adding two extra pairs of beams in the y and z direction, one obtains a
three dimensional potential of the form
V (x, y, z) = Vx cos
2(kxx) + Vy cos
2(kyy) + Vz cos
2(kzz). (2.24)
In order to suppress interference between the three standing waves it is important
to choose mutually orthogonal linear polarizations. In chapter 5, the interference
between two orthogonal standing waves will be exploited. While we will only be
focussed on the squared geometry of optical lattices, it is also possible to create
alternative geometries by setting the laser beams pairs at angles other than the
standard right angle configuration. The effects of spontaneous emission can also
be neglected as the laser light is highly detuned and hence does not create any
excitations of the atom [6].
Neutral atoms loaded into an optical lattice posses two very distinct ground states.
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In order to see this, let us very briefly consider a three dimensional optical lattice
described using the Bose–Hubbard Hamiltonian [40, 42] (which assumes atoms are
only in the lowest energy band)
H = −J
∑
〈i,j〉
a†iaj +
1
2
U
∑
i
ni(ni − 1). (2.25)
J is the tunneling rate between neighbouring sites 〈i, j〉 and a†i (ai) creates (de-
stroys) a particle at lattice site i. The first term is the kinetic energy while the
second is the onsite interaction U between the particles. ni = a
†
iai counts the
number of particles at site i. It is assumed there is no interaction between parti-
cles in different sites. The first phase is for the case of weak interactions relative
to the kinetic energy, i.e., U/J  1. In this case, known as the superfluid phase,
each atom is delocalised over the entire lattice. In the other case, known as the
Mott insulator phase, the interactions are large relative to the kinetic energy, i.e.,
U/J  1. In this phase each atom is localised to a single site with a fixed particle
number per site (e.g. one) in the ideal case. Knowledge of this phase will be
required later in chapter 5.
2.1.2.2 Ion traps
The goal of ion traps is to confine the motion of a charged atom to a small region
of space. As we have seen in the previous section this is indeed possible with
neutral atoms. However the forces acting on ions from electromagnetic field can
be much greater which allow for deeper traps and longer storage times.
There are two main types of ion traps. The first is a Paul trap (also known as a
Radio Frequency trap) [43] which uses a quadrupole electric field to trap the ion.
Due to Earnshaw’s theorem, it is not possible to trap the ion with only a static
electric field. However if one switches between two potentials at a rate faster than
it takes the ion to escape, one can create an average confining potential. This is
the principle behind the Paul trap.
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Figure 2.2: Diagram of an ideal Penning trap
The second main type is the Penning trap. The general principle of the Penning
trap was first described in 1936 [44], however it was not completely developed
until 1959 [45, 46]. Unlike the Paul trap, the Penning trap does not require any
oscillating fields, avoiding unwanted heating effects. It uses a combination of a
uniform and unidirectional magnetic field and an electrostatic quadrupole poten-
tial to confine the ion. This harmonic potential is created using three electrodes
which are ideally hyperboloids of revolution (see figure 2.2). In practice however
this can often be approximated by electrodes with a simpler geometry [47].
The magnetic field is then simply ~B = Bz zˆ and the electric field ~E = −∇φ where
the scalar potential is φ(r, z) = U0
R20
(2z2 − r2), r is the radial distance in cylindrical
coordinates and R20 ≡ r20 +2z20 . As can be seen in figure 2.2, r0 is the distance from
the trap centre to the one-sheet hyperboloid (also known as the ring electrode)
defined by 2z2− r2 = −r20, z0 is the distance from the trap centre to the two-sheet
hyperboloid (also known as end cap electrodes) defined by 2z2 − r2 = 2z20 and U0
is the potential difference between the two surfaces.
Typically the dynamics of an ion in a Penning trap has been treated classically.
Considering the classical motion of the ion (using the Lorentz force [48]), one sees
13
that the z-component decouples leading to harmonic oscillation in this direction
with axial frequency ωz =
√
4qU0
mR20
. To trap the particle in this direction requires
qU0 > 0. The classical motion in the x-y plane has two characteristic frequencies.
The modified cyclotron frequency
ω′c =
ωc +
√
ω2c − 2ω2z
2
(2.26)
and the magnetron frequency
ωm =
ωc −
√
ω2c − 2ω2z
2
(2.27)
where ωc = qBz/m is the cyclotron frequency, i.e., the frequency for the orbits of
a charged particle in a uniform magnetic field. We can see that to have a trapping
potential, i.e., to have real oscillation frequencies, we require ω2c > 2ω
2
z . Under the
usual operating conditions for a Penning trap [49], the frequencies ω′c, ωz and ωm
differ by one or several orders of magnitude and one can assume
ω′c ≈ ωc  ωz  ωm. (2.28)
Several techniques have been used to measure these frequencies [50]. The following
relations also hold
ωm + ω
′
c = ωc,
2ωmω
′
c = ω
2
z ,
ω2m + ω
′2
c + ω
2
z = ω
2
c . (2.29)
The last relation is true even if the magnetic field is misaligned with the trap axis
[50]. This is useful for high-precision measurements of the mass of trapped ions.
Penning traps are commonly used for accurate measurement of the properties
of different charged particles [56, 57], in particular for precise measurements of
the electron g-factor [51, 52]. They have also been proposed for applications in
quantum information [53–55].
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Recent experiments have shown that by resolved-sideband laser cooling, one can
achieve a single ion in the motional ground state [58]. This necessitates that one
uses a full quantum mechanical treatment of the system (where the frequencies
discussed above also naturally arise). In chapter 6, we will show how one can
control, in a fast and stable way, the wavefunction of a charged particle in a
Penning trap using shortcuts to adiabaticity techniques. This will be done using
the minimal coupling equation (outlined in section 2.1.1) to describe how the
wavefunction evolves.
2.1.3 Laser cooling methods
While we now know how to trap atoms and ions, a problem still remains. Room
temperature atoms or ions simply possess too much kinetic energy to be trapped.
The solution to this is to cool the particles down to very low temperatures. This is
first done using laser light (known as laser cooling) after which other evaporative
techniques may be used. In this section we will review the first step in this process,
known as Doppler cooling, to give some insight into how laser cooling works.
The idea that light (in particular laser light), can be used to cool down matter as
opposed to heating it up is quite counter intuitive. All methods of laser cooling are
based on the premise that light, just like matter, carries momentum. Since this
must be conserved, by interacting with matter (absorbing and emitting photons)
light can change the momentum of matter. Laser cooling is relevant for both
neutral atoms trapped in optical lattices and trapped ions.
We will now outline the main idea. One starts by shining laser light on the atom
cloud. Every time an atom absorbs a photon of wavelength λ, the velocity of
the atom which absorbs it is changed by the recoil velocity vrec = ~k/m (due to
conservation of momentum) in the direction of the laser. In this case k = 2pi/λ
and m is the mass of the atom. Since the atoms are initially moving (since the
cloud has a temperature), the laser light frequency is Doppler shifted for the
atoms. This cooling laser is now set to be red-tuned, i.e. it has a frequency less
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than that of the resonant frequency of the atom so that the detuning is given by
∆ = ωL − ωA < 0 where ωA is the frequency of the atomic transition. The laser
frequency is then shifted by −~kL · ~v where ~kL is the wave vector of the laser light
and ~v is the atomic velocity. Hence an atom moving away from the laser will
not absorb a photon (since the light is even more red shifted) whereas an atom
moving towards the laser will absorb a photon since it sees blue shifted light which
is close to being resonant with the atomic transition. This will have the effect of
exciting the internal states of many atoms and reducing their velocity. When an
excited atom re-emits a photon it will have a random direction. So by averaging
over many atoms this will have no effect on the total momentum of the cloud and
hence the temperature. The required detuning decreases as the atomic motion
slows down. Of course to achieve total cooling, one needs to apply lasers in all
three Cartesian axes, i.e., three orthogonal laser beams which are reflected back
in the opposite direction. This type of cooling is most commonly implemented for
neutral atoms in a magneto-optical trap (MOT) [59] which prevents a loss of the
atoms. This overall loss of kinetic energy can be related to the temperature by
the equipartition theorem, which is given by
1
2
m〈v2〉 = 3
2
kBT. (2.30)
There is a lower limit for the temperature one can cool to using this method called
the Doppler limit [59]. The atoms reach this temperature limit, TD, when the
Doppler cooling is balanced by the heating due to spontaneous emission giving
kBTD =
1
2
~Γ (2.31)
where Γ is the rate of spontaneous emission. The lower limit of laser cooling in
general is the recoil limit. The atom will always have at least a momentum equal
(in magnitude) to that of a laser photon. To achieve even lower temperatures
other special techniques such as evaporative cooling must be used [59–62]. While
Doppler cooling is of course also applicable to trapped ions, to cool further a
technique known as resolved sideband cooling is typically also used [63, 64].
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2.2 Shortcuts to adiabaticity
We now have a much clearer understanding of the quantum systems which are
going to be considered in this thesis. The question now is how to control them.
For this we review the techniques of shortcuts to adiabaticity (STA).
The term shortcuts to adiabaticity (first introduced in 2010 [65]) describes a va-
riety of methods, typically analytical, which seek to achieve the same outcome
as quantum adiabatic processes in significantly shorter times. Each method has
certain advantages and disadvantages associated with it.
Much of the activity surrounding STA initially concerned manipulation of har-
monic traps in short times with minimal excitations for both single atoms [66–68]
and condensates [69–71]. However STA have also been applied to a variety of other
tasks now such as atom transport [70, 72, 73], quantum computing [74], quantum
simulations [75], wavepacket splitting [76], internal state control [77–81], optical
lattice expansion [82, 83], many-body physics [84–87], fast transport of trapped
ions [88, 89], phase gates on ion pairs [90] and cooling mechanical resonators
[91, 92]. STA have also been used for the classical optics of coupled waveguides
[93, 94]. STA may also be useful in probing the validity of so called quantum speed
limits [95–97] or the lack of them in the case of some non-Hermitian Hamiltonians
[98].
STA were first experimentally used in 2011 for fast decompression and displace-
ment of both a gas of non-interacting cold atoms and an interacting Bose-Einstein
condensate [99–101]. They have also been implemented in an effective two-level
system comprised of an accelerated Bose-Einstein condensate in an optical lat-
tice [102]. More recently STA methods have been used experimentally for fast
control of an electron spin in a single nitrogen-vacancy center in diamond [103],
displacement of a trapped ion with minimal excitations [104] and to manipulate
the internal states of cold atoms [105].
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In the remainder of this section we will outline the different techniques of shortcuts
to adiabaticity, but first we briefly review the adiabatic theorem and how this has
been used for state transfer.
2.2.1 Adiabatic theorem
The term adiabatic can lead to much confusion in physics as it has two distinct
meanings. In the case of thermodynamics, an adiabatic process refers to one
where no heat is exchanged between the system and the environment. In quan-
tum mechanics however it has a different meaning. It refers to when there is a
negligible probability of having transitions between the instantaneous eigenstates
of a Hamiltonian.
In this section, we will briefly review the adiabatic theorem in quantum mechanics.
It was originally derived by Born and Fock in 1928 [20] and later refined by others,
e.g., [106–108]. A simply summary of it is the following: a system will remain in
its instantaneous eigenstate provided the Hamiltonian changes slowly enough in
time and there is a gap between the eigenvalue and the rest of the Hamiltonian’s
spectrum.
We will now present an overview of the proof of the adiabatic theorem. We start
with a time-dependent Hamiltonian H(t) with a discrete, non-degenerate spectrum
H(t)|n(t)〉 = En(t)|n(t)〉. (2.32)
The time dependent Schro¨dinger equation (TDSE) is given by
i~∂t|ψ(t)〉 = H(t)|ψ(t)〉. (2.33)
To prove the adiabatic theorem, we choose the following ansatz
|ψ(t)〉 =
∑
n
cn(t)e
iθn(t)|n(t)〉, (2.34)
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such that
∑
n |cn(t)|2 = 1 and θn(t) = −1~
∫ t
0
En(s)ds is the dynamical phase.
Putting this into the TDSE (2.33), we get
i~
∑
n
(
c˙n|n〉+ cn|n˙〉+ icnθ˙n|n〉
)
eiθn =
∑
n
cnH|n〉eiθn , (2.35)
where the dot indicates a time derivative. Taking into account the form of θn and
(2.32), this becomes
∑
n
c˙n|n〉eiθn = −
∑
n
cn|n˙〉eiθn . (2.36)
If we now apply 〈m| from the left, we get that
c˙m = −
∑
n
cn〈m|n˙〉ei(θn−θm)
= −cm〈m|m˙〉 −
∑
n6=m
cn〈m|n˙〉ei(θn−θm). (2.37)
If one now differentiates (2.32) and applies 〈m| from the left the result is
〈m|n˙〉 = 〈m|H˙|n〉
En − Em . (2.38)
Inserting this into (2.37) we see that
c˙m = −cm〈m|m˙〉 −
∑
n6=m
cn
〈m|H˙|n〉
En − Em e
i(θn−θm). (2.39)
Up until this point the result is exact. We now make the adiabatic approximation,
i.e., that the Hamiltonian changes slowly in time. Since we are assuming H˙ is
small we drop the last term. For a more rigorous justification for this step see
[109]. This leaves us now with
c˙m(t) = −cm〈m|m˙〉. (2.40)
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This has the solution
cm(t) = cm(0)e
iγm(t), (2.41)
where
γm(t) = i
∫ t
0
〈m(s)|∂sm(s)〉ds, (2.42)
is the geometric phase. Note that one can show that γm is real using the fact
that |m〉 is normalised. Hence given an initial state |ψ(0)〉 = ∑n cn(0)|n(0)〉, the
solution for a time t in the adiabatic limit is given by
|ψ(t)〉 ≈
∑
n
cn(0)e
iθn(t)eiγn(t)|n(t)〉. (2.43)
From this we can see that apart from accumulating both a dynamical and geo-
metric phase, the populations of the instantaneous eigenstates remain unchanged.
Typically the adiabatic criterion used is given by [110]
~
∣∣∣∣∣ 〈m|H˙|n〉(En − Em)2
∣∣∣∣∣ 1 ∀n,m (2.44)
although it is not applicable in all circumstances [111]. This type of adiabatic
condition is utilised in a method not discussed in this thesis known as fast quasia-
diabatic dynamics [112]. By designing a process which is equally adiabatic across
all instances of time, one can reduce the total time needed for the process.
Perhaps the most famous example of an adiabatic process is quantum-optical tech-
nique known as stimulated Raman adiabatic passage (STIRAP) [113]. This is a
process whereby population is transferred between two stable atomic states which
cannot be directly coupled in a 3-level lambda system. This was first introduced
to avoid losses due to spontaneous emission from the intermediate state [114]. The
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Figure 2.3: Example of counterintuitive pulse sequence used in STIRAP; Ω12
(blue) and Ω23 (red).
Hamiltonian for this system is given by
H =
~
2

0 Ω12 0
Ω12 0 Ω23
0 Ω23 0
 (2.45)
where Ω12 is known as the pump field and Ω23 is known as the Stokes field. Note
that Rabi frequencies are time-dependent. We have assumed that both lasers are
resonant with the respective transition (although this need not be the case) and
the Rabi frequencies are real. This Hamiltonian has an instantaneous eigenstate
|d〉 = cos θ|1〉 − sin θ|3〉, (2.46)
which is known as a dark state and θ is known as the mixing angle defined as
tan θ = Ω12/Ω23. This state has no component of the intermediate state |2〉. Note
that the states |1〉, |2〉 and |3〉 are time independent basis states for the system
and not necessarily eigenstates. By adiabatically changing the mixing angle θ
from 0 (Ω23  Ω12) to pi/2 (Ω23  Ω12) one can effectively transfer between state
|1〉 = (1, 0, 0)T to |3〉 = (0, 0, 1)T without any population in state |2〉. This is
done by a counterinuitive pulse sequence where the unpopulated states (|2〉 and
|3〉) are coupled first (see figure 2.3). While STIRAP was originally used in the
case of internal atomic states, it is also applicable to general three-level quantum
systems in particular those describing tunnel coupled traps [115]. This will be
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further explored in chapter 4.
Having considered an example of how the adiabatic theorem may be used to per-
form state transfer we now move on to the methods of shortcuts to adiabaticity.
These will allow us to derive non-adiabatic state transfers. We start with methods
based on Lewis-Riesenfeld invariants.
2.2.2 Lewis–Riesenfeld invariants
Originally discovered in 1969, a Lewis–Riesenfeld invariant [116] for a Hamiltonian
H(t) is a Hermitian operator I(t) which satisfies
∂I
∂t
+
i
~
[H, I] = 0. (2.47)
Non–Hermitian invariants and Hamiltonians have been considered in [117–120].
Since I(t) is a constant of motion it can be shown that it has time–independent
eigenvalues and that a particular solution of the Schro¨dinger equation,
i~
∂
∂t
|ψn(t)〉 = H(t) |ψn(t)〉 , (2.48)
can be written as
|ψn(t)〉 = eiβn(t) |φn(t)〉 . (2.49)
Here |φn(t)〉 is an instantaneous eigenstate of I(t) and
βn(t) =
1
~
∫ t
0
〈φn(s) |[i~∂s −H(s)]| φn(s)〉 ds , (2.50)
is the Lewis–Riesenfeld phase. Hence a general solution to the Schro¨dinger equa-
tion can be written as
|ψ(t)〉 =
∑
n
cn |ψn(t)〉 (2.51)
where the cn are independent of time. See Appendix A for full details. We have
assumed a discrete non–degenerate spectrum for the invariant. Invariants have
also been used to control mixed states [121].
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It should be noted that for a given Hamiltonian there are many possible invari-
ants. For example, the density operator describing the evolution of a system is a
dynamical invariant. The choice of which particular invariant to use is made on
the basis of mathematical convenience.
These invariants were originally used to solve for the state of a time-dependent
system. In shortcuts to adiabaticity this idea is reversed. One first prescribes
the particular state evolution and then determines the time dependence of the
Hamiltonian. The idea is that instead of approximately following the instanta-
neous eigenstate of the Hamiltonian (as in the adiabatic case), one exactly follows
the instantaneous eigenstate of the invariant (up to the Lewis–Riesenfeld phase).
Formally this amounts to wanting a time evolution operator of the form
U =
∑
n
eiαn(t)|φn(t)〉〈φn(0)|. (2.52)
Since the time evolution operator also obeys the Schro¨dinger equation it then
follows that one needs to implement a Hamiltonian H(t) = i~U˙U †. Demanding
that the invariant and the Hamiltonian commute at the start and the end of the
process, i.e., [I(0), H(0)] = [I(T ), H(T )] = 0, one ensures that the eigenstates of
the invariant and the Hamiltonian coincide at initial and final times. This leaves
the freedom to choose how the state evolves in the intermediate time and then use
(2.47) to determine how the Hamiltonian should vary with time to ensure such a
state evolution. Note that the same control Hamiltonian will work for all energy
eigenstates.
This idea can also be formulated in terms of Lie algebras [122]. Let’s assume our
Hamiltonian H(t) can be written as a linear combinations of Hermitian operators
Ga (which will later be referred to as generators)
H(t) =
N∑
a=1
ha(t)Ga. (2.53)
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These generators form a closed Lie algebra (also called a dynamical algebra). Since
they are closed under the commutator, we have that
[Gb, Gc] =
N∑
a=1
αabcGa, (2.54)
where αabc is known as a structure constant. If the invariant exists, we can also
write it in terms of this algebra as follows
I(t) =
N∑
a=1
fa(t)Ga. (2.55)
Note that not every ha and fa is necessarily non-zero. If we now insert this into
(2.47), we get that
f˙a(t)−
N∑
b=1
Aab(t)hb(t) = 0 (2.56)
where the N ×N matrix A is defined by
Aab ≡ 1
i~
N∑
c=1
αabcfc(t). (2.57)
This can be more naturally written as a matrix equation
∂t ~f(t) = A~h(t) (2.58)
where the vectors ~f(t) and ~h(t) represent the invariant and Hamiltonian respec-
tively. We now want to do the same trick as before, whereby the auxiliary functions
~f(t) (and therefore the state evolution) is chosen first and the time evolution of the
Hamiltonian is inferred from this. Doing this requires that one can invert (2.58),
i.e., that A−1 exists. In some cases, one can still determine ~h(t) (corresponding
to the physical potentials to be experimentally implemented) even when A−1 does
not exist [122].
Note that for long times the dynamics prescribed by this method will approach
adiabatic dynamics. This can be roughly seen by noting that for long times (2.47)
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can be written as
i
~
[H, I] ≈ 0 (2.59)
Hence for long times, H and I have approximately a common eigenbasis for all
times.
The most well studied invariant is of course the class of quadratic in momentum
invariants. Consider a one-dimensional Hamiltonian H = p2/2m + V (q, t) where
the potential has a Lewis-Leach form [123]
V (q, t) = −F (t)q + m
2
ω2(t)q2 +
1
ρ(t)2
U
[
q − qc(t)
ρ(t)
]
. (2.60)
The arbitrary functions of time ρ, qc, ω and F satisfy the following auxiliary
equations
ρ¨+ ω2(t)ρ =
ω20
ρ3
,
q¨c + ω
2(t)qc = F (t)/m, (2.61)
with ω0 a constant. The first equation is known as the Ermakov equation [124]
while the second is the Newtonian equation of motion for a forced harmonic oscil-
lator. In this case the Hamiltonian posses an invariant given by
I =
1
2m
[ρ (p−mq˙c)−mρ˙ (q − qc)]2 + 1
2
mω20
(
q − qc
ρ
)2
+ U
(
q − qc
ρ
)
. (2.62)
In this case we can explicitly calculate the Lewis-Riesenfeld phase
αn = −1~
∫ t
0
dt′
[
λn
ρ2
+
m (q˙cρ− qcρ˙)2
2ρ2
]
(2.63)
and the eigenvectors in coordinate representation
φn(q, t) = exp
{
im
~
[
ρ˙q2/2ρ+ (q˙cρ− qcρ˙) q/ρ
]}
ρ−1/2 Φn
(
q − qc
ρ
)
︸ ︷︷ ︸
=Φn(σ)
(2.64)
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where Φn(σ) is a solution of the following Schro¨dinger equation[
− ~
2
2m
∂2
∂σ2
+
1
2
mω20σ
2 + U (σ)
]
Φn = λnΦn. (2.65)
This invariant has been instrumental in designing many of the schemes which ma-
nipulate harmonic trapping potentials. One first designs the functions ρ (which
determines the wavefunction width) and qc (which is the classical particle trajec-
tory) which fulfil the necessary boundary conditions. Using these, one can then
determine the physical quantities F (t) and ω(t), using (2.61).
2.2.3 Counterdiabatic driving
The method of counterdiabatic driving (or transitionless tracking as it is also
known) was first developed by Berry [125], and also independently by Demirplak
and Rice [126]. We start with the following general time dependent Hamiltonian
H0(t) =
∑
n
En(t)|n(t)〉〈n(t)|. (2.66)
The adiabatic solution under the dynamics of H0 is given by
|ψ(ad)n (t)〉 = eiξn(t)|n(t)〉 (2.67)
where the additional phase is given by
ξn(t) = −1~
∫ t
0
dsEn(s) + i
∫ t
0
ds〈n(s)|n˙(s)〉. (2.68)
We want that the wavefunction evolution is exactly “adiabatic” for arbitrary times.
The time evolution operator for this case is given by
U(t) =
∑
n
eiξn(t)|n(t)〉〈n(0)|. (2.69)
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The Hamiltonian associated with this time evolution operator is given by
H = i~U˙U †
= i~
(∑
n
iξ˙ne
iξn(t)|n(t)〉〈n(0)|+ eiξn(t)|n˙(t)〉〈n(0)|
)
×
(∑
m
e−iξm(t)|m(0)〉〈m(t)|
)
= i~
∑
n
iξ˙n|n(t)〉〈n(t)|+ |n˙(t)〉〈n(t)| (2.70)
Now using (2.68) for the additional adiabatic phase, the Hamiltonian becomes
H =
∑
n
En(t)|n(t)〉〈n(t)|︸ ︷︷ ︸
H0(t)
+ i~
∑
n
|n˙(t)〉〈n(t)| − 〈n(t)|n˙(t)〉|n(t)〉〈n(t)|︸ ︷︷ ︸
Hcd(t)
. (2.71)
From this we can see that by adding the additional driving Hcd to the original
Hamiltonian H0, we will follow the adiabatic solutions of H0 alone for arbitrary
times. One can see, in a heuristic way, how more energy is required to achieve faster
state evolution since an extra Hamiltonian is needed. The energetic cost of this
additional Hamiltonian has been examined in [127, 128]. Note that one could also
consider other choices for ξn(t) than the adiabatic phase such as ξn(t) = 0 [125].
This method can be connected with the method of Lewis–Riesenfeld invariants
by noting that the Hamiltonian one gets from the invariant method is the same
as (2.70) if one reinterprets ξn(t) as the Lewis–Riesenfeld phase and |n(t)〉 as an
eigenstate of the invariant.
This method has also been extended to non-Hermitian Hamiltonians [120], many
body systems [86, 129] and to open systems [130]. A well known problem with
this method is that it requires additional Hamiltonians which may not be experi-
mentally realisable. This has been combated by changing to a suitable interaction
picture in which the correction is more useful [131] and by approximating the cor-
rection as good as possible with the limited set of observables one can implement
[132, 133].
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2.2.4 Fast–forward approach
The basic fast-forward formalism for a particle in a time dependent potential
was first introduced by Masuda and Nakamura in 2008 [134, 135]. The original
formulation was somewhat involved and cumbersome. This led to a streamlined
version of the formalism being developed [136]. This streamlined formalism has
been applied for example to engineering of fast and stable splitting of matter
waves [76] and to achieve rapid loading of a Bose-Einstein condensate into an
optical lattice [137]. We present the streamlined version of the basic formalism
below.
We start with the usual Schro¨dinger equation
i~
∂
∂t
ψ(~r, t) = − ~
2
2m
∇2ψ(~r, t) + V (~r, t). (2.72)
We now make an ansatz for the wavefunction ψ(~r, t) = α(~r, t)eiβ(~r,t) where α(~r, t),
β(~r, t) ∈ R. We can now solve (2.72) for the potential
Re [V (~r, t)] = −~β˙ + ~
2
2m
(∇2α
α
− (∇β)2
)
, (2.73)
Im [V (~r, t)] = ~
α˙
α
+
~2
2m
(
2∇β · ∇α
α
+∇2β
)
. (2.74)
We first design α(~r, t) and by enforcing that the potential is real, solve for β(~r, t)
using (2.74). We can then calculate the required potential from (2.73). The
method is essentially an inversion of the Schro¨dinger equation.
For the case of the Schro¨dinger equation of a Lewis-Leach potential [123], the
potential is the same for all modes, just as in the case of the Lewis–Riesenfeld
invariant. Hence the invariant based method can be thought of as a special case
of the fast–forward approach [136].
A fast-forward formalism including an electromagnetic field was introduced in
[138]. In chapter 6, we will show how the fast-forward formalism including an
electromagnetic field can be streamlined and applied to the case of a Penning trap.
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Figure 2.4: The double well potential with a = b = 2
√
~
2mω
This work was later extended to design schemes which filter ions with respect to
charge and mass in a Penning trap [139].
2.3 Analytical and numerical techniques
To conclude the background theory required we review some analytical and nu-
merical techniques used in the thesis.
2.3.1 Example of Hilbert space truncation: the double well
A particle in a double well potential is, along with the interaction of an atom and
a classical light field neglecting the atomic motion (see section 2.1.1), a typical
example of a system that can be well approximated using a two-level model. This
will provide an illustrative example that truncating a Hilbert space for the purpose
of approximation can be a useful tool for designing schemes which change the
motional states of atoms. This idea will be used later in chapter 4 and 5. Chapter
4 is particularly similar as in that case the basis states are also coupled by means
of quantum tunnelling.
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We will now outline the mapping in detail. Let us start with the following asym-
metric one dimensional double-well potential [140],
V (x, t) =

1
2
mω2
{
[x+ a (t)]2 + b (t)2
}
x ≤ 0
1
2
mω2
[
x−
√
a (t)2 + b (t)2
]2
x ≥ 0
. (2.75)
This is shown in figure 2.4. This potential could be approximately implemented
using optical dipole traps (see sections 2.1.1 and 2.1.2.1 or [141] for example). We
now set ~ = ω = 1, m = 1
2
for this section and make the following change of
variables
a˜ (t) =
1
2
[
a (t) +
√
a (t)2 + b (t)2
]
, (2.76)
b˜ (t) = a (t)−
√
a (t)2 + b (t)2. (2.77)
This allows us to write the potential as V (x, t) = Vs (x, t) + Vas (x, t), i.e., its
symmetric and antisymmetric parts,
Vs (x, t) =
1
4
[x+ a˜ (t)]
2 x ≤ 0
[x− a˜ (t)]2 x ≥ 0
, (2.78)
Vas (x, t) =
1
4
b˜ (t)x. (2.79)
The Hamiltonian for this system can now be written as
H (t) = − d
2
dx2
+ Vs (x, t) + Vas (x, t)
= H0 (t) + Vas (x, t) . (2.80)
30
The instantaneous eigenstates of H0 (t) are known [140]. The first two eigenstates
(which must be symmetric and antisymmetric) are given by
ψs (x) = Ns
φ1 (x, νs) x ≤ 0φ2 (x, νs) x ≥ 0 , (2.81)
ψas (x) = Nas
φ1 (x, νas) x ≤ 0−φ2 (x, νas) x ≥ 0 , (2.82)
where
φ1 (x, ν) = Dν [− (x+ a˜)] , (2.83)
φ2 (x, ν) = Dν (x− a˜) . (2.84)
Ns and Nas are real normalization constants and Dν (y) is a Parabolic Cylinder
function [142]. The values of νs and νas are found by solving the following equations
D′νs (−a˜) = 0, (2.85)
Dνas (−a˜) = 0, (2.86)
(where the prime denotes a derivative) and the energies are given by Ei = νi+1/2
with i = s, as. We now write H (t) in the basis of instantaneous eigenvectors of
H0 (t),
H (t) = H0 (t) + Vas (x)
=
∑
i
Ei |i〉 〈i|+
∑
j,k
|j〉 〈j|Vas (x) |k〉 〈k|
≈
∑
i=s,as
Ei |i〉 〈i|+ 〈as|Vas (x) |s〉 |as〉 〈s|+ 〈s|Vas (x) |as〉 |s〉 〈as|
(2.87)
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where in the last step we have made a two-level approximation. We now define a
new basis of left and right states (which are chosen to be real),
|L〉 = 1√
2
(|s〉+ |as〉) , (2.88)
|R〉 = 1√
2
(|s〉 − |as〉) , (2.89)
where 〈x|s〉 = ψs (x) and so on. If we change to the time-dependent basis
{|L [a˜ (t)]〉 , |R [a˜ (t)]〉} we get
H2L (t) =
 〈L|H|L〉 〈L|H|R〉
〈R|H|L〉 〈R|H|R〉
− i~
 〈L|L˙〉 〈L|R˙〉
〈R|L˙〉 〈R|R˙〉
 (2.90)
where the second term is due to the time dependence of the new basis. From
the fact that the new basis vectors are real and normalised we get that 〈L|L˙〉 =
〈R|R˙〉 = 0 and since they are orthogonal 〈L|R˙〉 = −〈R|L˙〉. After this we must
simply evaluate all the components individually, e.g.,
〈L|H|L〉 = 1
2
(Es + Eas + 2〈s|Vas|as〉) . (2.91)
We finally arrive at the two-level Hamiltonian
H2L (t) =
1
2
(Es + Eas)1 +
1
2
 −∆ ΩR − iΩI
ΩR + iΩI ∆
 (2.92)
where
∆ (t) = −2 〈s [a˜ (t)]|Vas (x, t) |as [a˜ (t)]〉 , (2.93)
ΩR (t) = Es [a˜ (t)]− Eas [a˜ (t)] , (2.94)
ΩI (t) = 〈L [a˜ (t)]| ∂t |R [a˜ (t)]〉 = 〈L (a˜)| ∂a˜ |R (a˜)〉
(
∂a˜
∂t
)
. (2.95)
The first term of the Hamiltonian is just a shift in energy and can be ignored.
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For the the states ψs (x)and ψas (x) to be normalized we demand that for i = s, as
we have
∫∞
−∞ |ψi (x)|2 dx = 1,
=⇒ N2i
{∫ 0
−∞Dνi [− (x+ a˜)]2 dx+
∫∞
0
Dνi (x− a˜)2 dx
}
= 1,
=⇒ 2N2i
∫∞
0
Dνi (x− a˜)2 dx = 1. (2.96)
From this we get that
Ni =
[
2
∫ ∞
0
Dνi (x− a˜)2 dx
]− 1
2
. (2.97)
The detuning is given as
∆ = −2 〈s|Vas (x) |as〉
= − b˜
2
∫ ∞
−∞
ψs (x)xψas (x) dx. (2.98)
By making the substitutions α = − (x+ a˜) and β = x− a˜ we can write
∫ ∞
−∞
ψs (x)xψas (x) dx = NsNas
∫ −a˜
∞
Dνs (α) (α + a˜)Dνas (α) dα
− NsNas
∫ ∞
−a˜
Dνs (β) (β + a˜)Dνas (β) dβ
= −2NsNas
∫ ∞
−a˜
Dνs (α) (α + a˜)Dνas (α) dα. (2.99)
Finally we get
∆ = b˜NsNas
∫ ∞
−a˜
Dνs (α) (α + a˜)Dνas (α) dα. (2.100)
One now has clear analytic expressions for all the parameters of the two-level
Hamiltonian. It can be found numerically that ΩI/ (∂ta˜)  ΩR in the range of
a˜ ∈ (0, 7). Hence it can often be effectively neglected.
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2.3.2 Time-dependent perturbation theory
We now review the method of time-dependent perturbation theory in quantum
mechanics. Typically in textbooks this is derived if the reference Hamiltonian (for
which the solutions are known) is time-independent and the perturbing Hamil-
tonian is time-dependent [143, 144]. In our case however both Hamiltonians are
time-dependent. Hence we will now outline perturbation theory in this case.
We wish to approximate the solutions of the following Schro¨dinger equation
i~∂t|ψs(t)〉 = Hs(t)|ψs(t)〉, (2.101)
where Hs(t) = H0(t) + H1(t) and the solutions for just H0(t) are known. The
subscript s refers to the fact that we are working in the Schro¨dinger picture.
Equation (2.101) can of course also be written using the time evolution operator
U as follows
|ψs(t)〉 = U(t, t0)|ψs(t0)〉, (2.102)
where
i~∂tU(t, t0) = Hs(t)U(t, t0), (2.103)
and U(t0, t0) = 1. The time evolution operator also has the properties that
U † (t′, t) = U−1(t′, t) = U(t, t′) and U(t, t′)U(t′, t′′) = U(t, t′′). By repeated in-
tegration of this equation we can see that
U(t, t0) = 1− i~
∫ t
t0
dt′Hs(t′)U(t′, t0)
= 1− i
~
∫ t
t0
dt′Hs(t′)
[
1− i
~
∫ t′
t0
dt′′Hs(t′′)U(t′′, t0)
]
= . . .
=
∞∑
n=0
U˜n(t, t0) (2.104)
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where
U˜n(t, t0) =
(
− i
~
)n ∫ t
t0
dtn
∫ tn
t0
dtn−1 . . .
∫ t2
t0
dt1Hs(tn) . . . Hs(t1), (2.105)
U˜0(t, t0) = 1 and t ≥ tn ≥ tn−1 ≥ . . . ≥ t1. From this it can be seen that the time
evolution operator can be written as
U(t, t0) = T exp
[
− i
~
∫ t
t0
dt′Hs(t′)
]
, (2.106)
where T is the time ordering operator. We can now change to the interaction
picture by defining the state |ψi(t)〉 as
|ψi(t)〉 ≡ U †0(t, t0)|ψs(t)〉
= U †0(t, t0)U(t, t0)|ψs(t0)〉 (2.107)
where U0(t, t0) = T exp
[
− i~
∫ t
t0
dt′H0(t′)
]
is the time-evolution operator for the
individual Hamiltonian H0(t). We now set about finding the Hamiltonian in this
interaction picture
i~∂t|ψi(t)〉 = i~∂t
[
U †0(t, t0)|ψs(t)〉
]
=
[
i~∂tU †0(t, t0)
]
|ψs(t)〉+ U †0(t, t0)i~∂t|ψs(t)〉 (2.108)
We now focus our attention on the first term of the right hand side. Using
[i~∂tU0(t, t0)]† = [H0(t)U0(t, t0)]† (2.109)
it can be rewritten as
[
i~∂tU †0(t, t0)
]
|ψs(t)〉 = −U †0(t, t0)H0(t)U0(t, t0)|ψi(t)〉. (2.110)
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The second term can be rewritten as follows
U †0(t, t0)i~∂t|ψs(t)〉 = U †0(t, t0)Hs(t)|ψs(t)〉
= U †0(t, t0)Hs(t)U0(t, t0)U
†
0(t, t0)|ψs(t)〉
= U †0(t, t0)Hs(t)U0(t, t0)|ψi(t)〉. (2.111)
Therefore one gets that
i~∂t|ψi(t)〉 = U †0(t, t0) [Hs(t)−H0(t)]U0(t, t0)|ψi(t)〉
= U †0(t, t0)H1(t)U0(t, t0)|ψi(t)〉
= Hi(t)|ψi(t)〉 (2.112)
whereHi(t) is the Hamiltonian in the interaction picture. We now integrate (2.112)
to get that
|ψi(t)〉 = |ψi(t0)〉 − i~
∫ t
t0
dt′Hi(t′)|ψi(t′)〉. (2.113)
Using the fact that |ψi(t0)〉 = |ψs(t0)〉 we change back to the Schro¨dinger picture
U †0(t, t0)|ψs(t)〉 = |ψs(t0)〉 −
i
~
∫ t
t0
dt′U †0(t
′, t0)H1(t′)U0(t′, t0)U
†
0(t
′, t0)|ψs(t′)〉.
(2.114)
Multiplying across by U0(t, t0) we get that
|ψs(t)〉 = U0(t, t0)|ψs(t0)〉 − i~
∫ t
t0
dt′U0(t, t0)U
†
0(t
′, t0)H1(t′)|ψs(t′)〉
= U0(t, t0)|ψs(t0)〉 − i~
∫ t
t0
dt′U0(t, t0)U0(t0, t′)H1(t′)|ψs(t′)〉
= U0(t, t0)|ψs(t0)〉 − i~
∫ t
t0
dt′U0(t, t′)H1(t′)|ψs(t′)〉. (2.115)
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We now set H1(t) = λV (t) where λ ∈ R. If we then substitute this into (2.115)
and repeat the integration as before we obtain
|ψs(t)〉 = U0(t, t0)|ψs(t0)〉 − i~λ
∫ t
t0
dt′U0(t, t′)V (t′)|ψs(t′)〉
= U0(t, t0)|ψs(t0)〉+
(
− i
~
)
λ
∫ t
t0
dt′U0(t, t′)V (t′)U0(t′, t0)|ψs(t0)〉
+
(
− i
~
)2
λ2
∫ t
t0
dt′
∫ t′
t0
dt′′U0(t, t′)V (t′)U0(t′, t′′)V (t′′)|ψs(t′′)〉+ . . .
=
[
U0(t, t0) +
∞∑
n=1
λnU0,n(t, t0)
]
|ψs(t0)〉 (2.116)
where we define
U0,n(t, t0) =
(
− i
~
)n ∫ t
t0
dtn
∫ tn
t0
dtn−1 . . .
∫ t2
t0
dt1U0(t, tn)V (tn)U0(tn, tn−1)
× . . . U0(t2, t1)V (t1)U0(t1, t0). (2.117)
We arrive now at the final result. Given an initial state |ψs(t0)〉 governed by time-
dependent Hamiltonian H(t) = H0(t) + λV (t), the state at time t > t0 is given
by
|ψs(t)〉 =
[
U0(t, t0) +
∞∑
n=1
λnU0,n(t, t0)
]
|ψs(t0)〉 (2.118)
This result is exact. In practice one assumes that λ  1, i.e., that H1(t) is
only a perturbation to the known dynamics of H0(t). In this case one can then
approximate the time evolution operator by truncating the power series up to some
fixed order of λ. This result will be exploited in chapter 3 where perturbation
theory will be used to derive the transition sensitivity for different protocols in the
presence of unwanted transitions.
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2.3.3 Numerical techniques
Suppose we have a system described by the Hamiltonian
H(t) = − ~
2
2m
∇2 + V (~r, t) , (2.119)
and we would like to numerically determine its ground state at initial time and
the subsequent time evolution of the wavefunction. In the following we show how
the so called split operator method allows one to compute the evolution of the
wavefunction and that by evolving a trial wavefunction in imaginary time one
obtains the ground state of the system. We also show how one can use the finite
difference approximation for derivatives to perform exact numerical diagonlisation
of such a Hamiltonian. These methods will be used in chapter 5.
2.3.3.1 Split Operator Method
We will now give an overview of the split operator method [145] which allows one
to numerically evolve the wavefunction. The Schro¨dinger equation for our system
is given by
i~∂t|ψ(t)〉 = H(t)|ψ(t)〉. (2.120)
where the Hamiltonian can be written as H(t) = T + V (t) and T = − ~2
2m
∇2 is the
kinetic energy. For the case where H(t) is time independent, i.e., V (t) = V , we
can write down the time evolution of the wavefunction over a time ∆t as
|ψ(t0 + ∆t)〉 = exp
(
− i
~
H∆t
)
|ψ(t0)〉. (2.121)
We now claim that
exp
(
− i
~
H∆t
)
= exp
(
− i
~
V
2
∆t
)
exp
(
− i
~
T∆t
)
exp
(
− i
~
V
2
∆t
)
+O(∆t3).
(2.122)
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The error in this method of splitting is of order ∆t3 which can be neglected for
small enough time steps, i.e., for ∆t 1. Hence this particular way of splitting the
operator is very accurate and as we will see later, much easier to implement than
other methods. We will now prove this claim by considering the series expansion
of these matrix exponentials, i.e., eX =
∑∞
k=o
1
k!
Xk. The exact time evolution
operator can be expressed as
exp
(
− i
~
H∆t
)
= 1− i
~
(T + V ) ∆t+
1
2
[
− i
~
(T + V ) ∆t
]2
+O(∆t3).
(2.123)
The series expansion of the right hand term can be written as
exp
(
− i
~
V
2
∆t
)
exp
(
− i
~
T∆t
)
exp
(
− i
~
V
2
∆t
)
=[
1− i
~
V
2
∆t+
1
2
(
− i
~
V
2
∆t
)2
+O(∆t3)
]
×
[
1− i
~
T∆t+
1
2
(
− i
~
T∆t
)2
+O(∆t3)
]
×
[
1− i
~
V
2
∆t+
1
2
(
− i
~
V
2
∆t
)2
+O(∆t3)
]
. (2.124)
After multiplying out and neglecting terms of order ∆t3 or higher this becomes
exp
(
− i
~
V
2
∆t
)
exp
(
− i
~
T∆t
)
exp
(
− i
~
V
2
∆t
)
=
1− i
~
(T + V ) ∆t+
1
2
(
− i
~
)2
∆t2
(
T 2 + TV + V T + V 2
)
+O(∆t3).
(2.125)
By comparing (2.123) and (2.125), we can see that the splitting is the same up to
higher order terms. However, we wish to be able to perform this same splitting for
a time dependent Hamiltonian. The question then arises, at what time to evaluate
the potential term V (t) in the spitting so that we retain the same accuracy. For
the time dependent case we claim that the time evolution operator over a time ∆t
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can be approximated by
T exp
[
− i~
∫ t0+∆t
t0
H(t′)dt′
]
=
exp
(− i~ Vm2 ∆t) exp (− i~T∆t) exp (− i~ Vm2 ∆t)+O(∆t3) (2.126)
where
Vm =
V (t0 + ∆t) + V (t0)
2
(2.127)
is a linear approximation of the midpoint value of the potential over the two
extremal times and T is the time ordering operator. Note that Vm depends on ∆t.
We will now prove this approximation. Using the results from the previous case,
the series expansion of the term on the right hand sides gives us
exp
(
− i
~
Vm
2
∆t
)
exp
(
− i
~
T∆t
)
exp
(
− i
~
Vm
2
∆t
)
=
1− i
~
(T + Vm) ∆t+
1
2
(
− i
~
)2
∆t2
[
T 2 + TV (t0) + V (t0)T + V (t0)
2
]
+O(∆t3)
(2.128)
Here we have used a series expansion of V (t) about t0
V (t0 + ∆t) = V (t0) + ∆tV
′(t0) +
(∆t)2
2
V ′′(t0) +O(∆t3) (2.129)
on the last part of the expression and neglected terms which are of order ∆t3 or
higher. The exact time evolution operator however is expressed as a Dyson series
T exp
[
− i
~
∫ t0+∆t
t0
H(t′)dt′
]
=
1 +
(
− i
~
)∫ t0+∆t
t0
H(t1)dt1 +
(
− i
~
)2 ∫ t0+∆t
t0
∫ t1
t0
H(t1)H(t2)dt2dt1 +O(∆t3)
(2.130)
40
This can be rewritten as
T exp
[
− i
~
∫ t0+∆t
t0
H(t′)dt′
]
= 1 +
(
− i
~
)∫ t0+∆t
t0
[T + V (t1)] dt1
+
(
− i
~
)2 ∫ t0+∆t
t0
∫ t1
t0
[
T 2 + V (t1)T + TV (t2) + V (t1)V (t2)
]
dt2dt1 +O(∆t3).
(2.131)
We now approximate these integrals using the trapezoidal rule (see for example
[146]). Firstly we get that
∫ t0+∆t
t0
V (t1)dt1 = Vm∆t+O(∆t3). (2.132)
Secondly we get that
∫ t0+∆t
t0
∫ t1
t0
V (t1)Tdt2dt1 =
∫ t0+∆t
t0
V (t1)T (t1 − t0) dt1
=
1
2
V (∆t+ t0)T∆t
2 +O(∆t3). (2.133)
The third integral is given by
∫ t0+∆t
t0
∫ t1
t0
TV (t2)dt2dt1 =
1
2
∫ t0+∆t
t0
T [V (t1) + V (t0)] (t1 − t0)dt1 +O(∆t3)
=
1
2
∆t2TVm +O(∆t3). (2.134)
The final integral is given by
∫ t0+∆t
t0
∫ t1
t0
V (t1)V (t2)dt2dt1 =
∫ t0+∆t
t0
V (t1)
[
V (t1) + V (t0)
2
]
(t1 − t0)dt1 +O(∆t3)
=
∆t2
4
[
V (t0 + ∆t)
2 + V (t0 + ∆t)V (t0)
]
+O(∆t3).
(2.135)
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If we put this all together now we see that the Dyson expansion now looks like
T exp
[
− i
~
∫ t0+∆t
t0
H(t′)dt′
]
= 1 +
(
− i
~
)
(T + Vm) ∆t
+
(
− i
~
)2
∆t2
[
T 2
2
+
V (∆t+ t0)T
2
+
1
2
TVm +
1
4
V (t0 + ∆t)
2 +
1
4
V (t0 + ∆t)V (t0)
]
+O(∆t3). (2.136)
In the same way as before we Taylor expand V (t) about t0 in the last term and
neglect any terms that are order ∆t3 or higher. This leaves us with
T exp
[
− i
~
∫ t0+∆t
t0
H(t′)dt′
]
= 1 +
(
− i
~
)
(T + Vm) ∆t
+
(
− i
~
)2
∆t2
2
[
T 2 + V (t0)T + TV (t0) + V (t0)
2
]
+O(∆t3). (2.137)
By comparing (2.128) and (2.125), we can see that this splitting is accurate to
O(∆t3).
We are now in a position to see why this splitting is so useful numerically. The
individual operators Vm and T are diagonal in position and momentum represen-
tation respectively. Hence is it simple to perform both the matrix exponential and
the multiplication on the wavefunction in these particular representations. Hence
this splitting can be easily applied by changing between position and momentum
representations. In order to see this explicitly, we now define the Fourier transfor-
mation F [·] going from position space to momentum space. In three dimensions,
this is given by
F [〈~r|ψ(t)〉] (~p) = 1
(2pi~)3/2
∫ ∞
−∞
〈~r|ψ(t)〉e−i~p·~r/~d3~r. (2.138)
We can see that one can propagate the wavefunction in position representation by
∆t by doing the following
〈~r|ψ(t0 + ∆t)〉 =
exp
(
− i
~
Vm
2
∆t
)
F−1
[
exp
(
− i
~
T∆t
)
F
[
exp
(
− i
~
Vm
2
∆t
)
〈~r|ψ(t0)〉
]]
.
(2.139)
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It is clear here that to propagate the wavefunction in time the Fourier transform
must be used many times. As Graphic Processing Units (GPUs) are very suitable
to parallel tasks such as Fourier transforms, they can be much faster for numeri-
cally implementing this method. In our case, the CUDA architecture created by
NVIDIA was used [147].
2.3.3.2 Imaginary time evolution
Suppose we would like to determine the ground state of the stationary Hamiltonian
H0 = − ~
2
2m
∇2 + V (~r, 0) . (2.140)
We start with a trial wavefunction
|χ(0)〉 =
∑
n
cn|φn〉 (2.141)
where |φn〉 is the eigenstate of H0 with energy En. The time evolution of the trial
wavefunction under H0 is given by
|χ(t)〉 = exp
(
− i
~
H0t
)
|χ(0)〉
=
∑
n
cn exp
(
− i
~
H0t
)
|φn〉
=
∑
n
cn exp
(
− i
~
Ent
)
|φn〉. (2.142)
If the process is now done in imaginary time τ ∈ R (which is completely unphysi-
cal) we get that
|χ(τ)〉 =
∑
n
cn exp
(
−1
~
Enτ
)
|φn〉. (2.143)
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This can be rewritten as
|χ(τ)〉 = c0 exp
(
−1
~
E0τ
){
|φ0〉+
∑
n6=0
c−10 cn exp
[
−1
~
(En − E0) τ
]
|φn〉
}
.
(2.144)
For long imaginary times, the last term in brackets will tend towards |φ0〉. The first
term however tends towards 0. This is offset by renormalising the wavefunction
after every time step. Note that evolution in imaginary time is a non unitary
process. Hence for long imaginary times, the trial wavefunction will tend towards
the ground state. This effect is independent of the initial trial wavefunction as long
as it has a non-zero overlap with the ground state. This method is exceptionally
useful as any numerical method for computing the evolution of the wavefunction
can be easily adapted to work in imaginary time.
2.3.3.3 Finite difference method for exact numerical diagonalisation
Here we will review how the finite difference method [148] is used for numerically
exact diagonalisation. This method will allow us to obtain all eigenvalues and
eigenvectors of the Hamiltonian. We will only consider the one dimensional case
in this thesis as that is the only case that is required for our purposes. The
Hamiltonian is given by
H = − ~
2
2m
d2
dx2
+ V (x). (2.145)
We must now discretise the x coordinate into points xm with spacing ∆x = xm+1−
xm where m = 0, 1, 2, ..., N . Using the finite difference approximation [148] we can
write the second derivative as
− ~
2
2m
d2
dx2
ψ(xm) ≈ ~
2
2m (∆x)2
[−ψ(xm+1) + 2ψ(xm)− ψ(xm−1)] (2.146)
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with an error of order (∆x)2. In matrix form this can be written as
− ~
2
2m
d2
dx2
ψ(x) =
~2
2m (∆x)2

2 −1 0 · · · 0
−1 2 −1 · · · ...
0 −1 2 . . . 0
...
...
. . . . . . −1
0 · · · 0 −1 2


ψ(x0)
ψ(x1)
ψ(x2)
...
ψ(xN)

. (2.147)
Note that this assumes as boundary conditions that the wavefunction is exactly
zero outside the discretised space. Since we are working in position space the
potential is diagonal in matrix form
V (x) =

V (x0) 0 0 · · · 0
0 V (x1) 0 · · · 0
0 0 V (x2)
. . .
...
...
...
. . . . . . 0
0 0 · · · 0 V (xN)

. (2.148)
Finally if we define Cm = 2 +
2m(∆x)2
~2 V (xm), our final Hamiltonian can be written
as
H =
~2
2m (∆x)2

C0 −1 0 · · · 0
−1 C1 −1 · · · ...
0 −1 C2 . . . 0
...
...
. . . . . . −1
0 · · · 0 −1 CN

. (2.149)
We can now obtain the corresponding eigenvalues and eigenvectors of the Hamil-
tonian by diagonalising this matrix provided ∆x 1.
This concludes the background theory for the thesis. The next chapter starts by
looking at STA in finite level systems.
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Chapter 3
Inhibiting unwanted transitions in
population transfer in two- and
three-level quantum systems
3.1 Overview
In this chapter, we construct fast and stable control schemes for two- and three-
level quantum systems. These schemes result in an almost perfect population
transfer even in the presence of an additional, unwanted and uncontrollable tran-
sition. Such schemes are developed by first using the techniques of “Shortcuts
to Adiabaticity” and then introducing and examining a measure of the scheme’s
sensitivity to an unwanted transition. We optimise the schemes to minimise this
sensitivity and provide examples of shortcut schemes which lead to a nearly perfect
population inversion even in the presence of unwanted transitions.
This chapter is based on the following publication:
A. Kiely and A. Ruschhaupt,
Inhibiting unwanted transitions in population transfer in two- and three-level quan-
tum systems,
J. Phys. B: At. Mol. Opt. Phys. 47 115501 (2014).
46
3.2 Introduction
The manipulation of the state of a quantum system with time-dependent inter-
acting fields is a fundamental operation in atomic and molecular physics. Mod-
ern applications of this quantum control such as quantum information processing
[11, 149] require fast schemes with a high fidelity (typically with an error lower
than 10−4 [11, 149]) which must also be very stable with respect to imperfections
of the system or fluctuations of the control parameters.
Most methods used may be classified into two major groups: fast, resonant,
fixed-area pulses, and slow adiabatic methods such as “Rapid” Adiabatic Pas-
sage (RAP). Fixed area pulses are traditionally considered to be fast but unstable
with respect to perturbations. For two-level systems, an example of a fixed area
pulse is a pi pulse. A pi pulse may be fast but is highly sensitive to variations in
the pulse area and to inhomogeneities in the sample [150]. An alternative to a
single pi pulse are composite pulses [151–153], which still need an accurate control
of pulse phase and intensity. On the other hand, the canonical robust option is to
perform operations adiabatically [154–156]. Nevertheless, such schemes are slow
and therefore likely to be affected by decoherence or noise over the long times
required and do not lead to an exact transfer.
A compromise is to use “shortcuts to adiabaticity” (STA). In particular, STA for
two- and three-level systems are developed in [77, 79, 131, 158, 159] and [78] re-
spectively. Nonetheless, in an experimental implementation the system is never an
ideal two- or three-level system. There may be unwanted couplings to other levels.
Many other effects can limit the ability to quickly and robustly manipulate these
few level systems , such as noise and systematic error in the control parameters i.e.
calibration imperfections. STA schemes are developed in [160] which are stable
against dephasing noise and systematic frequency error.
In this chapter, we develop STA inversion schemes which lead to nearly perfect
population inversion even in the case of such unwanted uncontrollable transitions.
To achieve this we examine the effect of unwanted couplings to STA in two- and
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three-level quantum systems and we develop STA schemes with minimal sensitivity
to unwanted and uncontrollable transitions. Note that this is different from [161];
in that paper the effect of such unwanted transitions for composite pulses has been
examined and optimised where it was also assumed that the phase of the unwanted
coupling to another level could be controlled in a time-dependent way.
The remainder of this chapter is structured as follows. In the subsequent sec-
tion, we briefly review STA for two-level systems. In section 3.4, we examine the
sensitivity of STA schemes to unwanted transitions and develop schemes to min-
imise this sensitivity (which leads to nearly perfect population inversion for these
schemes). In section 3.5, we review STA for three-level systems. We examine their
sensitivity to unwanted transitions in section 3.6 and we also develop schemes in
the three-level case leading to nearly perfect population inversion in the case of
additional unwanted, uncontrollable transitions.
3.3 Invariant-based shortcuts in two-level quan-
tum systems
Here we will review the derivation of invariant-based STA schemes in two-level
quantum systems. We assume our two-level system (see also figure 3.1(a)) has a
Hamiltonian of the form
H2L(t) =
~
2
 −δ2(t) ΩR(t)− iΩI(t)
ΩR(t) + iΩI(t) δ2(t)
 (3.1)
expressed in the “bare basis” of the two-level system
|1〉 =
 1
0
 and |2〉 =
 0
1
 . (3.2)
We also assume δ2(t) = ΩR(t) = ΩI(t) = 0 for t < 0 and for t > T .
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An example of such a quantum system would be a semi-classical coupling of two
atomic levels with a laser in a laser-adapted interaction picture (using the dipole
and rotating-wave approximations. Recall section 2.1.1). In this setting, |1〉 might
represent the ground state and |2〉 a meta-stable excited state of the atom. Ω(t) =
ΩR(t) + iΩI(t) would be the complex Rabi frequency (where ΩR and ΩI are the
real and imaginary parts) and δ2 would be the time-dependent detuning between
transition and laser frequencies. To simplify the language we will assume this
setting for convenience in the following, noting that our reasoning will still pertain
to any other two-level system such as electron spin in a quantum dot [80] or a
Bose-Einstein condensate on an accelerated optical lattice [102]. In other settings,
Ω(t) and δ2(t) will correspond to different physical quantities.
The goal is to achieve perfect population inversion in a short time in a two-level
quantum system. The system should start at t = 0 in state |1〉 and end in state
|2〉 (up to a phase) at final time T . In order to design a scheme to achieve this goal
i.e. to design a STA, we make use of Lewis-Riesenfeld invariants [116]. Recall from
section 2.2.2 that a Lewis-Riesenfeld invariant of H2L is a Hermitian Operator I (t)
such that
∂I
∂t
+
i
~
[H2L, I] = 0 . (3.3)
In this case I (t) is given by
I (t) =
~
2
 cos (θ (t)) sin (θ (t)) e−iα(t)
sin (θ (t)) eiα(t) − cos (θ (t)) .
 (3.4)
The functions θ(t) and α(t) must satisfy the following equations:
θ˙ = ΩI cosα− ΩR sinα, (3.5)
α˙ = −δ2 − cot θ (ΩR cosα + ΩI sinα) . (3.6)
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The eigenvectors of I (t) are
|φ+ (t)〉 =
 cos (θ/2) e−iα/2
sin (θ/2) eiα/2
 , (3.7)
|φ−(t)〉 =
 sin (θ/2) e−iα/2
− cos (θ/2) eiα/2
 (3.8)
with eigenvalues ±~
2
. One can write a general solution of the Schro¨dinger equation
i~
d
dt
|Ψ (t)〉 = H2L(t) |Ψ (t)〉 (3.9)
as a linear combination of the eigenvectors of I (t) i.e. |Ψ (t)〉 = c+eiκ+(t) |φ+ (t)〉+
c−eiκ−(t) |φ−(t)〉 where c± ∈ C and κ± (t) are the Lewis-Riesenfeld phases [116]
κ˙± (t) =
1
~
〈φ± (t) |(i~∂t −H2L (t))| φ± (t)〉 . (3.10)
Therefore, it is possible to construct a solution
|ψ (t)〉 = |φ+ (t)〉 e−iγ(t)/2 (3.11)
where γ = ±2κ±. From (3.10) we get
γ˙ =
1
sin θ
(ΩR cosα + ΩI sinα) . (3.12)
For population inversion it must be the case that θ (0) = 0 and θ (T ) = pi. This
ensures that |ψ (0)〉 = |1〉 and |ψ (T )〉 = |2〉 up to a phase. Note, that this method
is not limited to going from state |1〉 to state |2〉; the initial and final states can be
determined by changing the boundary conditions on θ and α. Using Eqs. (3.5),
(3.6) and (3.12) we can retrieve the physical quantities:
ΩR = cosα sin θ γ˙ − sinα θ˙ , (3.13)
ΩI = sinα sin θ γ˙ + cosα θ˙ , (3.14)
δ2 = − cos θ γ˙ − α˙ . (3.15)
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|2〉
δ2
(b)
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∆
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∆
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Figure 3.1: Schematic of level structure: (a) Ideal two-level system; (b) two-
level system with an unwanted coupling (blue dotted arrow) to a third level; (c)
three-level system with an unwanted coupling (blue dotted arrow) to a fourth
level.
From this we can see that if the functions α, γ, and θ are chosen with the appropri-
ate boundary conditions, perfect population inversion would be achieved at a time
T assuming no perturbation or unwanted transitions. These functions will hence-
forth be referred to as ancillary functions. The angles α and θ can be thought of
as spherical coordinates on the Bloch sphere. In the following section we assume
that there is an additional unwanted coupling to a third level.
3.4 Two-level quantum system with unwanted
transition
3.4.1 Model
We assume there are in fact three levels in the atom as shown in figure 3.1(b) and
the energy of level |j〉 is ~ωj where j = 1, 2, 3. Without loss of generality we set
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ω1 = 0. The frequency of the laser coupling levels |1〉 and |2〉 is denoted by ωL.
The detuning with the second level is given by
δ2 = ω2 − ωL . (3.16)
We assume that this laser is also unintentionally coupling levels |1〉 and |3〉. With
this in mind, we assume that the Rabi frequency Ω13(t) differs from Ω12(t) by a
constant complex number, i.e.
Ω13 (t) = βe
iζΩ12(t) (3.17)
where ζ, β are real unknown constants, β  1. Ω12(t) is the Rabi frequency
coupling levels |1〉 and |2〉.
A possible motivation for these assumptions in a quantum-optics setting might
be the following: assume that one needs right circularly polarised light in order
to couple states |1〉 and |2〉 and one needs left circularly polarised light to couple
states |1〉 and |3〉. If the laser light is -instead of exactly right polarised- elliptically
polarised, this would cause unwanted transitions to level |3〉. Other motivations
for these assumptions are possible, especially in other quantum systems (different
from the quantum-optics setting of an atom and a classical laser). Note, that these
assumptions are also used in [161] with the only difference that in that paper a
controllable, time-dependent phase ζ has been assumed.
The three levels or bare states of our atom have the following state representation:
|1〉 =

1
0
0
 , |2〉 =

0
1
0
 , |3〉 =

0
0
1
 . (3.18)
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Hence our Hamiltonian for the three-level system is
H (t) =
~
2

−δ2(t) Ω∗12 (t) βe−iζΩ∗12 (t)
Ω12 (t) δ2(t) 0
βeiζΩ12 (t) 0 −2∆ + δ2 (t)
 (3.19)
where ∆ = ω2−ω3 is the frequency difference between level |2〉 and |3〉. The phase
ζ can be absorbed in a redefinition of the basis state for the third level and therefore
in the following we will just set ζ = 0. We also assume that δ2(t) = Ω12(t) = 0 for
t ≤ 0 and t > T .
Using the formalism presented in Sect. 3.3, we can construct schemes which result
in full population inversion in the case of no unwanted transition. There is a lot of
freedom in choosing the ancillary functions. The goal will be to find the schemes
which are very robust against unwanted transitions, i.e. schemes which result in a
nearly perfect population inversion even in the presence of an unwanted transition.
3.4.2 Transition sensitivity
We can write solutions of the time-dependent Schro¨dinger equation for the Hamil-
tonian in (3.19) if β = 0 as follows
|ψ0 (t)〉 =

cos (θ/2) e−iα/2
sin (θ/2) eiα/2
0
 e−iγ/2 ,
|ψ1 (t)〉 =

sin (θ/2) e−iα/2
− cos (θ/2) eiα/2
0
 eiγ/2 ,
|ψ2 (t)〉 =

0
0
e−iΓ(t)
 (3.20)
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where Γ˙ = 1
2
(−2∆ + δ2). These solutions form an orthonormal basis at every time
t. The ancillary functions θ, α, γ must fulfil Eqs. (3.5), (3.6) and (3.12).
This unwanted coupling to the third level can be regarded as a perturbation using
the approximation that β is small. We can write our Hamiltonian (3.19) as
H (t) = H0 (t) + βV (t) (3.21)
where β is the strength of the perturbation, H0(t) = H(t)|β=0 and
V (t) =
~
2

0 0 Ω∗12 (t)
0 0 0
Ω12 (t) 0 0
 . (3.22)
Using time-dependent perturbation theory (see section 2.3.2) we can calculate the
probability of being in state |2〉 at time T as
P2 = 1− β2q +O
(
β4
)
(3.23)
where
q =
1
~2
2∑
k=0
∣∣∣∣∫ T
0
dt 〈ψ0(t)|V (t)|ψk(t)〉
∣∣∣∣2 . (3.24)
If we substitute in the expression for the perturbation (3.22) then we get
q =
1
4
∣∣∣∣∫ T
0
dt cos
(
θ
2
)(
sin θ γ˙ − iθ˙
)
eiF (t)+i∆t
∣∣∣∣2
=
∣∣∣∣∫ T
0
dt
d
dt
[
sin
(
θ(t)
2
)
eiF (t)
]
ei∆t
∣∣∣∣2 (3.25)
where F (t) = 1
2
∫ t
0
ds (1 + cos θ(s))γ˙(s). The q quantifies how sensitive a given
protocol (determined by the ancillary functions) is concerning the unwanted tran-
sition to level |3〉 . Therefore we will call q transition sensitivity in the following.
Our goal will be to determine protocols or schemes which would maximise P2 or
equivalently minimise q.
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3.4.3 General properties of the transition sensitivity
We will begin by examining some general properties of the transition sensitivity
q. First, we note that q is always independent of α. In the case where γ˙ = 0 the
transition sensitivity is symmetric about ∆↔ −∆.
In the case of ∆ = 0, the integral in (3.25) can be easily evaluated by taking into
account that θ(T ) = pi and θ(0) = 0. From this we see that
q = 1 if ∆ = 0 . (3.26)
This means there is no possibility in the case of ∆ = 0 to completely reduce the
influence of the unwanted transition.
In the following, we will show that even for |∆| < 1/T the transition probability
q cannot be zero. By partial integration, we get
q = |1− i∆M |2 = 1 + 2∆Im(M) + ∆2 |M |2 (3.27)
where
M =
∫ T
0
dt sin
(
θ(t)
2
)
exp
(
i(t− T )∆− i
2
∫ T
t
ds (1 + cos θ(s))γ˙(s)
)
.
(3.28)
We have q ≥ (1 + ∆Im(M))2 and
|Im(M)| ≤
∫ T
0
dt
∣∣∣∣sin(θ(t)2
)∣∣∣∣ ≤ T . (3.29)
Let us assume |∆|T < 1 then
q ≥ (1− |∆||Im(M)|)2 ≥
(
1− |∆|
∫ T
0
dt
∣∣∣∣sin(θ(t)2
)∣∣∣∣)2 ≥ (1− |∆|T )2 . (3.30)
So we get q > 0 if |∆|T < 1, i.e. this means that a necessary condition for q = 0
is T ≥ 1/|∆|.
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The next question which we will address is whether there could be a scheme
(independent of ∆) which results in q = 0 for all |∆| > 1/T . For this we would
need
H(∆) ≡
∫ T
0
dt
d
dt
[G (t)] ei∆t
!
= 0 (3.31)
for all |∆| > 1/T , where G(t) = sin (θ(t)/2) eiF (t). The left-hand side of this
equation, H(∆), is simply the Fourier transform of h(t) = χ[0,T ](t)
d
dt
[G (t)] (where
χ[0,T ](t) = 1 for 0 ≤ t ≤ T and zero otherwise). h(t) has compact support. If
(3.31) would be true then this would mean that the Fourier transform H(∆) of the
compactly supported function h(t) also has compact support. This is not possible
and therefore there can be no (∆-independent) protocol which results in q = 0
for all |∆| > 1/T . Nevertheless, we will show below that for a fixed ∆ there are
schemes resulting in q = 0.
It is also important to examine general properties for |∆|  1/T . From the pre-
vious remark (and the property that a Fourier transform of any function vanishes
at infinity) it is immediately clear that we get q → 0 for |∆| → ∞. Using partial
integration we can derive a series expansion of q in 1/∆. We use
∫ T
0
dtG˙(t)ei∆t = − i
∆
[
G˙(t)ei∆t
]T
0
+
i
∆
∫ T
0
dtG¨(t)ei∆t
= − i
∆
[
G˙(t)ei∆t
]T
0
+ o
(
1
∆
)
. (3.32)
Hence, in the case where |∆|  1/T the transition sensitivity is
q =
1
∆2
1
4
θ˙(0)2 + ... (3.33)
where we have taken into account that θ(0) = 0 and θ(T ) = pi. By repeating
partial integration, we get the higher orders in this 1/∆ series.
If we demand
θ˙(0) = θ˙(T ) = θ¨(0) = 0 (3.34)
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Figure 3.2: Transition sensitivity q versus ∆T for different schemes; reference
case of a flat pi pulse (red, dot-dashed line); other pi pulse given by (3.41) (blue,
dotted line); scheme given by (3.42) (black, solid line); also in (a): scheme in
(3.43) with numerically optimised parameters c0 and c1 (green, thick, solid line);
lower bound for q as in (3.30) (black, dashed line).
then this first term and the next terms in the 1/∆ series expansion of the transition
sensitivity vanish. The first non-vanishing term is now
q =
1
∆6
...
θ (0)
2 + ... (3.35)
3.4.4 Reference case: flat pi pulse
As a reference case we will consider a flat pi pulse with
ΩR = −pi
T
sinα, ΩI =
pi
T
cosα (3.36)
with a constant phase α. This scheme corresponds to θ(t) = pi t
T
and γ(t) = 0.
The transition sensitivity can be easily calculated
q =
∣∣∣∣∫ T
0
dt
d
dt
[
sin
(
pit
2T
)]
ei∆t
∣∣∣∣2 = pi2 (4∆2T 2 − 4pi∆T sin(∆T ) + pi2)(pi2 − 4∆2T 2)2 . (3.37)
This transition sensitivity q is plotted in figure 3.2(a) and (b). It can be seen that
q is one for ∆ = 0 and it goes to zero for large |∆| as is expected. The transition
sensitivity for the flat pi pulse is never exactly zero.
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Figure 3.3: Rabi frequencies ΩR(t) versus time for different scheme: reference
case of a flat pi pulse (red, dot-dashed, line); other pi pulse given by (3.41) (blue,
dotted line); scheme given by (3.42) (black, solid line).
3.4.5 Other examples of pi pulses
Let us examine two other examples of protocols. Suppose γ (t) = 0, θ (t) =
2 arcsin
(
t
T
)
. Then we get
q =
∣∣∣∣∣
(
1− ei∆T )
∆T
∣∣∣∣∣
2
. (3.38)
In order to achieve q = 0 one must have T = 2npi
∆
. We also set α constant and
then the associated physical quantities for this protocol are
δ2 (t) = 0 , Ω12 (t) =
2ieiα
T
√
1− t2
T 2
. (3.39)
This is a type of pi pulse. Unfortunately the Rabi frequency Ω12 diverges at t = T .
To stop divergence we set
θ (t) =
pi
arcsin (1− ) arcsin
(
(1− ) t
T
)
(3.40)
where 0 <   1. By setting α = −pi/2 the corresponding Rabi frequency is real
(i.e. ΩI(t) = 0) and
ΩR(t) =
pi (1− )
arcsin (1− )T
√
1− t2(−1)2
T 2
. (3.41)
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It also follows that δ2 = 0. The corresponding transition sensitivity with  = 0.01
is also plotted in figure 3.2(a) and (b). Note that this scheme converges for → 1
to a flat pi pulse.
We also construct a scheme fulfilling Eqs. (3.34) which results in a low q value for
large |∆|. For this scheme we set
θ(t) = −3pit
4
T 4
+
4pit3
T 3
(3.42)
and γ = 0. The corresponding transition probability can be seen in figure 3.2(a)
and (b). The transition sensitivity for this scheme is lower than that of the flat
pi-pulse for ∆T > 10, meaning it is less sensitive to unwanted transitions. If we
set α = −pi/2 then we get ΩR(t) = 12pit2(T−t)T 4 , ΩI = 0 and δ2 = 0.
3.4.6 Numerically optimised scheme with q = 0
In the following we will present an example of a class of schemes which can be
optimised to achieve a zero transition sensitivity for a fixed ∆. We use the ansatz
γ(t) = c0θ(t) ,
θ(t) = (pi − c1)t/T + c1t3/T 3
(3.43)
where the parameters c0 and c1 were numerically calculated in order to minimise
q for a given ∆. The result is shown in figure 3.2(a). As it can be seen, we can
construct schemes which make q vanish for |∆|T ≥ 1.5.
α(t) is chosen so that the Rabi frequency is real. The corresponding Rabi frequency
ΩR and the detuning δ2 is shown in figure 3.4 for different values of ∆T .
Note that we pick the ansatz (3.43) because it is simple. It is still possible to
optimise the ansatz further for example with the goal of minimising the maximal
Rabi frequency. Moreover, the ansatz could be modified so that the Rabi frequency
is zero at initial and final times.
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Figure 3.4: Physical potentials for the numerically optimised schemes in
(3.43) versus time t. (a) Rabi frequency ΩR; (b) detuning δ2. ∆T = 0.2 (red,
thick, solid line), ∆T = 1.0 (green, dashed line), ∆T = 2.0 (blue, thin, solid
line), ∆T = 3.0 (black, dotted line).
3.4.7 Comparison of the transition probability
In the following we compare the effectiveness of the different schemes. To do this
we compare the exact (numerically calculated) transition probability P2 for the
different schemes versus β for different values of ∆. This can be seen in figure
3.5. From this we see that the transition sensitivity is a good indicator of a stable
scheme. This is however not the only useful quantity to know about a particular
scheme. We also consider the area of the pulse A ≡ ∫ T
0
dt
√
Ω2R + Ω
2
I and its
energy E ≡ ~ ∫ T
0
dt (Ω2R + Ω
2
I). The values for the different schemes are shown in
table 3.1. It can be seen that the numerically optimised schemes require a higher
energy than three different variations of a pi pulse.
For completeness we also include the following sinusoidal adiabatic scheme [162,
163] in our comparison:
Ω12 (t) = Ω0 sin
(
pit
T
)
,
δ2 (t) = −δ0 cos
(
pit
T
)
.
(3.44)
We have chosen Ω0 so that the adiabatic scheme requires the same energy as
the numerically optimised scheme. In addition, we have also optimised the δ0 to
maximise the value of P2 for the error-free case β = 0. The energy is high enough
that the adiabatic scheme results in a nearly perfect population inversion in the
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A[pi] E[pi2~/T ]
Flat pi pulse 1 1
Critical timing scheme( = 0.01),
(3.41) 1 1.28
Large ∆ scheme, (3.42) 1 48
35
Numerically optimised scheme,
(3.43)
∆T = 1.0 (c0 = 1.376, c1 = 14.927) 4.79 36.56
∆T = 3.0 (c0 = 1.266, c1 = 7.873) 2.49 10.51
Adiabatic Scheme 2TΩ0pi
−2 1
2
pi−2T 2Ω20
∆T = 1.0 5.44 36.56
∆T = 3.0 2.92 10.51
Table 3.1: Pulse area A and energy E for different protocols.
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Figure 3.5: Transition probability P2 versus perturbation strength β for dif-
ferent schemes: reference case of a flat pi pulse (green, thick, dashed line); other
pi pulse given by (3.41) (red, thick, solid line); scheme given by (3.42) (black,
thin, dashed line); scheme in (3.43) with numerically optimised parameters c0
and c1 (blue, thin, solid line); adiabatic scheme (purple, thin, dot-dashed line);
(a) ∆T = 1.0, (b) ∆T = 3.0.
error-free case. Nevertheless, the numerically optimised scheme is less sensitive to
unwanted transitions, i.e. the numerically optimised scheme results in a higher P2
for non-zero β.
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3.5 Invariant-based shortcuts in three-level sys-
tems
In this section, we will review the derivation of invariant-based STA in three-
level systems [78] (for an application see for example [94]). We use a different
notation than [78] to underline the connection between the two and three-level
Hamiltonians in (3.1) and (3.45) respectively (see for example [164]). In addition,
we will introduce different boundary conditions for the ancillary functions than
those used in [78].
We assume our three-level system has a Hamiltonian of the form
H3L (t) =
~
2

0 Ω12 (t) 0
Ω12 (t) 0 Ω23 (t)
0 Ω23 (t) 0
 (3.45)
where Ω12 and Ω23 are real. We also assume that Ω12(t) = Ω23(t) = 0 for t < 0
and t > T .
This could for example describe a three-level atom with two on resonance lasers
(one coupling states |1〉 and |2〉 and the other coupling states |2〉 and |3〉). The
Lewis-Riesenfeld invariant for this Hamiltonian is
I (t) =
~
2

0 − sin θ sinα −i cos θ
− sin θ sinα 0 − sin θ cosα
i cos θ − sin θ cosα 0
 . (3.46)
The ancillary functions α (t) and θ (t) satisfy
θ˙ =
1
2
(Ω12 cosα− Ω23 sinα) , (3.47)
α˙ = −1
2
cot θ (Ω23 cosα + Ω12 sinα) . (3.48)
Note the similarity with Eqs. (3.5) and (3.6). This is due to the aforementioned
connection between the two- and three-level Hamiltonians. The eigenstates of I (t)
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are
|φ0 (t)〉 =

− sin θ cosα
−i cos θ
sin θ sinα
 and |φ± (t)〉 = 1√2

cos θ cosα± i sinα
−i sin θ
− cos θ sinα± i cosα
(3.49)
with eigenvalues λ0 = 0 and λ± = ±1 i.e. I (t) |φn (t)〉 = λn |φn (t)〉 and the label
n = 0,±. The Lewis-Riesenfeld phases κn (t) are κ0 = 0 and
κ± = ∓
∫ t
0
dt
′
(
α˙ cos θ − 1
2
(Ω12 sinα + Ω23 cosα) sin θ
)
. (3.50)
A solution of the time-dependent Schro¨dinger equation with the Hamiltonian
(3.45) is now |Ψ(t)〉 = |φ0(t)〉. In order for the solution |Ψ(t)〉 to evolve from
the initial state |1〉 to the final state |3〉 we must impose the following boundary
conditions on α and θ:
θ(0) = −pi
2
, θ(T ) =
pi
2
, α(0) = 0 , α(T ) =
pi
2
. (3.51)
One could impose the following additional boundary conditions in order to make
the Rabi frequencies have a finite limit at the initial and final times
α˙(0) = 0 , α˙(T ) = 0 , θ˙(0) 6= 0 , θ˙(T ) 6= 0 . (3.52)
Note that the boundary conditions given by Eqs. (3.51) and (3.52) are an alter-
native choice to the ones imposed in [78].
Using Eqs. (3.47) and (3.48) we can calculate the Rabi frequencies
Ω12 (t) = 2
(
−α˙ tan θ sinα + θ˙ cosα
)
, (3.53)
Ω23 (t) = −2
(
α˙ tan θ cosα + θ˙ sinα
)
. (3.54)
If the functions α and θ fulfil Eqs. (3.51) and (3.52), then the corresponding Rabi
frequencies will lead to full population inversion |1〉 → |3〉.
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3.6 Unwanted transitions in three-level systems
3.6.1 Model
Now we assume that there is an unwanted coupling to a fourth level as shown in
figure 3.1(c). Analogous to section 3.4, we assume that the laser coupling levels
|2〉 and |3〉 also unintentionally couples levels |2〉 and |4〉 as well. Hence we assume
for the Rabi frequency
Ω24 (t) = βe
iνΩ23 (t) (3.55)
where β, ν ∈ R are unknown constants and β  1. The Hamiltonian for this
four-level system is given by
H (t) =
~
2

0 Ω12 0 0
Ω12 0 Ω23 βe
−iνΩ23
0 Ω23 0 0
0 βeiνΩ23 0 −2∆
 (3.56)
where ∆ = ω3 − ω4 and ~ωj is the energy of state |j〉. As in the previous case,
one can redefine the state |4〉 to remove the phase. Hence we set ν = 0 in the
following.
Using the formalism presented in Sect. 3.5, we can construct schemes which result
in full population inversion in the case of no unwanted transitions. Again, there
is a lot of freedom in choosing the ancillary functions and the goal will be to find
the schemes which are stable concerning these unwanted transitions.
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3.6.2 Transition sensitivity
We once again regard this unwanted transition as a perturbation. To treat it as
such we write the Hamiltonian as
H (t) = H0 (t) + βV (t) (3.57)
where H0(t) = H(t)|β=0 and
V (t) =
~
2

0 0 0 0
0 0 0 Ω23
0 0 0 0
0 Ω23 0 0
 . (3.58)
If β = 0 then the time-dependent Schro¨dinger equation for H (t) has the following
set of orthonormal solutions:
|ψ0 (t)〉 =

− sin θ cosα
−i cos θ
sin θ sinα
0
 e
i κ0 ,
|ψ1 (t)〉 = 1√
2

cos θ cosα + i sinα
−i sin θ
− cos θ sinα + i cosα
0
 e
i κ+ ,
|ψ2 (t)〉 = 1√
2

cos θ cosα− i sinα
−i sin θ
− cos θ sinα− i cosα
0
 e
i κ− ,
|ψ3 (t)〉 =

0
0
0
ei∆t
 . (3.59)
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Using time-dependent perturbation theory similar to section 3.4.2, we get for the
probability P3 to end in the state |3〉 at time t = T that
P3 = 1− β2Q+O
(
β4
)
. (3.60)
where
Q =
∣∣∣∣∫ T
0
dt ei∆t
(
α˙ sin θ cosα + θ˙ cos θ sinα
)∣∣∣∣2 = ∣∣∣∣∫ T
0
dt ei∆t
d
dt
(sin θ sinα)
∣∣∣∣2 .
(3.61)
Similar to Sect. 3.4, the Q quantifies how sensitive a given protocol is concerning
the unwanted transition to level |4〉. As before we will call Q transition sensitivity
in the following and our goal will be to determine protocols or schemes which
would minimise Q.
3.6.3 General properties of the transition sensitivity
We start by examining some general properties of the transition sensitivity Q given
by (3.61) by noting that Q is independent of the sign of ∆. By taking into account
the boundary conditions for θ(t) and α(t) we find that
Q = 1 if ∆ = 0 . (3.62)
Similar to Sect. 3.4.3, we get by partial integration
Q = |1− i∆N |2 = 1 + 2∆ImN + ∆2 |N |2 (3.63)
where
N =
∫ T
0
dt ei∆(t−T ) sin θ sinα . (3.64)
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Figure 3.6: Transition sensitivity Q versus ∆T for different schemes; reference
example( = 0.002) from [78] (blue, thin, dotted line); numerical scheme 1 given
by (3.70) (red, thick, dot-dashed line); numerical scheme 2 given by (3.71)
(green, solid line); lower bound for Q as in (3.66) (black, dashed line).
Therefore Q ≥ (1 + ∆Im (N))2 and
|Im (N)| ≤
∣∣∣∣∫ T
0
dt sin (∆ (t− T )) sin θ sinα
∣∣∣∣
≤
∫ T
0
dt |sin (∆ (t− T )) sin θ sinα| ≤ T . (3.65)
Let’s assume |∆|T < 1 then as before we get
Q ≥ (1− |∆||Im(N)|)2 ≥ (1− |∆|T )2 . (3.66)
So Q > 0 if |∆|T < 1, i.e. a necessary condition for Q = 0 is T ≥ 1|∆| .
Using similar arguments to the ones in Sect. 3.4.3, we see that in this case as well
there can be no ∆-independent scheme with Q = 0 for all |∆| > 1/T . Moreover,
an approximation of Q in the case of |∆|T  1 can be derived in a similar way as
in the previously mentioned section. So we get for |∆|T  1 that
Q =
1
∆2
α˙(0)2 + ... (3.67)
taking into account the boundary conditions.
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Figure 3.7: Rabi frequencies for the numerically optimised scheme 1 in (3.70)
versus time t; (a) Rabi frequency Ω12; (b)Rabi frequency Ω23; ∆T = 0.2 (red,
thick, solid line), ∆T = 1.0 (green, dashed line), ∆T = 2.0 (blue, thin, solid
line), ∆T = 3.0 (black, dotted line).
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Figure 3.8: Rabi frequencies for the numerically optimised scheme 2 in (3.71)
versus time t; (a) Rabi frequency Ω12; (b)Rabi frequency Ω23; ∆T = 0.2 (red,
thick, solid line), ∆T = 1.0 (green, dashed line), ∆T = 2.0 (blue, thin, solid
line), ∆T = 3.0 (black, dotted line).
3.6.4 Example of schemes
As a reference case we consider one of the protocols given in [78]. In this protocol,
the following ancillary functions are used
θ (t) = − pi
2
, α (t) =
pit
2T
(3.68)
where 0 <   1 and the only difference in boundary conditions being that now
θ (T ) = −pi
2
. It should be noted that this protocol does not have perfect population
transfer since the boundary conditions are not exactly fulfilled for a non-zero .
In [78]  = 0.002 was deemed sufficient. This protocol has the following Rabi
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frequencies:
Ω12 (t) =
pi
T
cot  sin
(
pit
2T
)
,
Ω23 (t) =
pi
T
cot  cos
(
pit
2T
)
. (3.69)
The transition sensitivity for this scheme is shown in figure 3.6. Here we note that
the derivation of the transition sensitivity is based on exact population transfer
in the error free case. Hence it is not strictly correct to consider the transition
sensitivity for this protocol. However for the purposes of comparison we include
it.
In the following we provide two examples of numerically optimised schemes leading
to zero transition sensitivity for some range of ∆. For the first scheme we use the
ansatz
θ(t) = −pi
2
+ (pi − c0 − c1) t
T
+ c0
(
t
T
)2
+ c1
(
t
T
)3
,
α(t) =
pi
4
sin (θ(t)) +
pi
4
(3.70)
where the parameters c0 and c1 were numerically calculated in order to minimise
Q for a given ∆. Note that this ansatz automatically avoids any divergences of
the corresponding physical potentials for 0 ≤ t ≤ T . The resulting transition
sensitivity Q is shown in figure 3.6. As it can be seen, we can construct schemes
which make Q vanish for |∆|T ≥ 2.5. The corresponding Rabi frequencies Ω12 and
Ω23 are shown in figure 3.7 for different values of ∆T .
Another example of a scheme is the following
θ (t) = −pi
2
− 8(pi − 2d0)t
4
T 4
+
2t3(−16d0 + 1 + 7pi)
T 3
− t
2(−16d0 + 3 + 5pi)
T 2
+
t
T
,
α (t) =
1
2
(2pid1 + 3pi)
t2
T 2
+
(
1
2
(−2pid1 − 3pi) + 3pi
2
)
t
T
+ d1 sin
(
pit
T
)
− pi t
3
T 3
(3.71)
where the parameters d0 and d1were numerically calculated to minimise Q for a
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Figure 3.9: Transition probability P3 versus perturbation strength β for
different schemes: reference example( = 0.002) from [78] (red, thick, solid
line); numerical scheme 1 given by (3.70) (black, dotted line); numerical scheme
2 given by (3.71) (blue, thin, solid line); adiabatic scheme (green, thick, dashed
line); (a) ∆T = 1.0, (b) ∆T = 3.0.
given ∆. d0 was restricted to the range 0.55 ≤ d0 ≤ 2.5 to avoid divergence of the
Rabi frequencies for all 0 ≤ t ≤ T . The transition sensitivity Q for this scheme
is shown in figure 3.6. It achieves Q = 0 at ∆T = 3. The corresponding Rabi
frequencies are shown in figure 3.8.
3.6.5 Comparison of the transition probability
In order to compare the schemes we once again look at the exact (numerically
calculated) transition probability P3 as a function of β as in figure 3.9. We compare
the scheme of the schemes proposed in [78] as a reference scheme, the numerical
scheme 1 given by (3.70) and the numerical scheme 2 given by (3.71). Once again
we see that the transition sensitivity is a good indicator of a stable scheme. We
also consider the area of the pulse and its energy which in this case is defined as
A ≡ ∫ T
0
dt
√
Ω212 + Ω
2
23 and E ≡ ~
∫ T
0
dt (Ω212 + Ω
2
23) respectively. These values
are shown for each scheme in table 3.2.
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A[pi] E[pi2~/T ]
Scheme of [78] ( = 0.002) 500.00 249999
Numerical Scheme 1, (3.70)
∆T = 1.0 (c0 = −76.546, c1 = 49.040) 6.71 70.29
∆T = 3.0 (c0 = −76.735, c1 = 46.054) 6.61 73.61
Numerical Scheme 2, (3.71)
∆T = 1.0 (d0 = 0.794, d1 = −15.633) 24.34 1171.7
∆T = 3.0 (d0 = 0.852, d1 = −13.204) 18.65 663.17
Adiabatic Scheme, (3.73) Ω0Tpi
−1 Ω20T
2pi−2
∆T = 1.0 8.38 70.29
∆T = 3.0 8.58 73.61
Table 3.2: Pulse area A and energy E for different protocols.
For completeness we also include the following adiabatic STIRAP-like scheme in
our comparison [113]:
Ω12 = Ω0 sin
(
pit
2T
)
, (3.72)
Ω23 = Ω0 cos
(
pit
2T
)
. (3.73)
Ω0 was chosen so that the adiabatic scheme has the same energy as the numerical
scheme 1.
Both numerically-optimised schemes result in the largest P3 in figure 3.9(a) if
β 6= 0 for ∆T = 1.0. If ∆T = 3.0, see figure 3.9(b), then both numerical-optimised
schemes result in nearly full population transfer even in the case of −0.1 < β < 0.1.
It can be seen that a full population transfer is not achieved in both cases by this
adiabatic scheme for β = 0.
3.7 Conclusion
In this chapter, we have developed STA schemes in two- and three-level quantum
systems which lead to nearly perfect population inversion even in the presence
of an additional unwanted and uncontrollable transition. For the two-level case
as well as for the three-level case, this has been based on the definition of a
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transition sensitivity which quantifies how sensitive a given scheme is concerning
these unwanted couplings to another level. We have provided examples of shortcut
schemes leading to a zero transition sensitivity (and hence almost full population
inversion) in certain regimes.
The developed shortcut schemes can easily be adapted to other quantum settings.
Additionally, the proposed schemes may be simpler to implement experimentally
than previous methods which require a control of the phase of the unwanted tran-
sition. Hence, the results of this chapter could be important in quantum infor-
mation processing or other applications which require fast quantum control with
high fidelity.
The approach of this chapter could be even further generalised; one could construct
different shortcut schemes fulfilling even further constraints apart from vanishing
transition sensitivity similar to [158]. This work could also be generalised to differ-
ent level structures of the unwanted transitions or to multiple unwanted transition
channels. In the latter case, one might expect to find that the unwanted transition
with lowest detuning would dominate.
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Chapter 4
Spatial non-adiabatic passage
using geometric phases
4.1 Overview
We introduce a set of non-adiabatic protocols for spatial state preparation, which
yield the same fidelity as their adiabatic counterparts, but on fast timescales. In
particular, we consider a charged particle in a system of tunnel-coupled quantum
wells, where the presence of a magnetic field can induce a geometric phase during
the tunnelling processes. We show that this leads to the appearance of complex
tunnelling frequencies and allows for the implementation of spatial non-adiabatic
passage. We demonstrate the ability of such a system to transport a particle
between two different wells and to generate a delocalised superposition between
the three traps with high fidelity in short times.
This chapter is based on the following publication:
A. Benseny, A. Kiely, Y. Zhang, T. Busch and A. Ruschhaupt,
Spatial non-adiabatic passage using geometric phases,
ArXiv:1611.02398 (submitted).
I derived the phase induced by the magnetic field, the invariant for the 3-level
Hamiltonian and the associated schemes. I also worked out the mapping of the
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continuous case to the three-level model (in Appendix B.1) and performed the
numerical calculations associated with this. Albert Benseny performed the simu-
lations of the continuous model and made the figures. Yongping Zhang contributed
in the initial discussions. All authors contributed to the writing of the manuscript.
4.2 Introduction
Adiabatic techniques are widely used for the manipulation of quantum states.
They typically yield high fidelities and possess a high degree of robustness. One
paradigmatic example is stimulated Raman adiabatic passage (STIRAP) in three-
level atomic systems [113]. STIRAP-like techniques have been successfully applied
to a wide range of problems, and in particular, to the control of the centre-of-mass
states of atoms in microtraps. This spatial analogue of STIRAP is called spatial
adiabatic passage (SAP) and it relies on coupling different spatial eigenstates via
a controllable tunnelling interaction [115]. It has been examined for cold atoms
in optical traps [165–168] and for electrons trapped in quantum dots [169, 170].
The ability to control the spatial degrees of freedom of trapped particles is an
important goal for using these systems in future quantum technologies such as
atomtronics [171] and quantum information processing [172]. SAP has also been
suggested for a variety of tasks such as interferometry [167], creating angular
momentum [168], and velocity filtering [173]. It is also applicable to the classical
optics of coupled waveguides [174].
However, the high fidelity and robustness of adiabatic techniques comes at the
expense of requiring long operation times. This is problematic as the system will
have a long time to interact with an environment leading to losses or decoher-
ence. To avoid this problem, we will show how one can speed-up processes that
control the centre-of-mass state of quantum particles and introduce a new class of
techniques which we refer to as spatial non-adiabatic passage (SNAP). The under-
lying foundation for these are shortcuts to adiabaticity (STA) techniques, which
have been developed to achieve high fidelities in much shorter total times, for a
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review see [21, 157]. Moreover, shortcuts are known to provide the freedom to
optimise against undesirable effects such as noise, systematic errors or transitions
to unwanted levels [79, 157, 175].
Implementing the STA techniques for spatial control requires complex tunnelling
frequencies. However, tunnelling frequencies are typically real. To solve this, we
show that the application of a magnetic field to a triple well system containing a
single charged particle (which could correspond to a quantum dot system [176–
179]) can achieve complex tunnelling frequencies through the addition of a ge-
ometric phase. This then allows one to implement a counter-diabatic driving
term [21, 77, 125, 126, 157] or, more generally, to design dynamics using Lewis–
Riesenfeld invariants [116].
The chapter is structured as follows. In the next section, we present the model
we examine, namely a charged particle in a triple well ring system with a mag-
netic field in the centre. In section 4.4, we introduce the spatial adiabatic passage
technique in a three-level system and show that making one of the couplings imag-
inary allows the implementation of transitionless quantum driving. We then show,
in section 4.4.3, how to create inverse-engineering protocols in this system using
Lewis–Riesenfeld invariants. Results for two such protocols, namely transport
and generation of a three-trap superposition, are given in section 4.5. Section
4.6 presents a more realistic one-dimensional continuum model for the system,
where the same schemes are implemented. Finally, in section 4.7, we review and
summarise the results of this chapter.
4.3 System model
We consider a charged particle trapped in a system of three localised potentials,
between which the tunnel coupling can be changed in a time-dependent man-
ner. Such a model could, for example, correspond to an electron trapped in an
arrangement of quantum dots, where gate electrodes can be used to change the
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Figure 4.1: Diagram of the system consisting of three coupled quantum wells
and a localised magnetic field in the centre. The basis states and the couplings
strengths used in the three-level approximation are indicated. The coordinate
system for the continuous model in section 4.6 is also shown. The distance
between two traps along the ring is defined as l, so that the total circumference
of the ring is 3l.
tunnelling between different traps [180], or an ion trapped in an array of micro-
surface traps [181], where the distance between traps can be controlled. In order
to have coupling between all traps, they are assumed to be arranged along a ring
and a magnetic field exists perpendicular to the plane containing the traps, see
figure 4.1. The particle will initially be located in one of the traps and we will
show how to design SNAP protocols where a specific final state can be reached
within a finite time and with high fidelity.
Let us start by considering the single-particle Schro¨dinger equation
i~
∂ψ
∂t
=
1
2m
(
−i~∇− q ~A
)2
ψ + V ψ, (4.1)
where m and q are the mass and charge of the particle, respectively, and V corre-
sponds to the potential describing the trapping geometry. We assume that the vec-
tor potential is originating from an idealised point-like and infinitely long solenoid
at the origin (creating a magnetic flux ΦB) and it is therefore given by ~A =
ΦB
2pir
eˆϕ
(for ~r 6= 0). Here r, ϕ, z are cylindrical coordinates and eˆϕ is a unit vector in the
ϕ direction.
At low energies such a system can be approximated by a three-level model (similar
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to the example presented in section 2.3.1), where each basis state, |j〉, corresponds
to the localised ground state in one of the trapping potentials (see figure 4.1).
These states are isolated when a high barrier between them exists, but when
the barrier is lowered the tunnelling rate Ωjk between states |j〉 and |k〉 becomes
significant.
The presence of the magnetic field leads to the particle acquiring an Aharonov–
Bohm phase [182] whenever it moves (tunnels) between two different positions
(traps). This phase is given by φj,k =
q
~
∫ ~rk
~rj
~A(~r) · d~r, where ~rj is the position of
the j-th trap, and for consistency, we always chose the direction of the path of the
integration to be anti-clockwise around the pole of the vector potential (at ~r = 0).
The effects of this phase on the tunnelling rates is given through the Peierls phase
factors [183], exp (iφj,k), and the Hamiltonian for the three-level system can be
written as
H = −~
2

0 Ω12e
iφ1,2 Ω31e
−iφ3,1
Ω12e
−iφ1,2 0 Ω23eiφ2,3
Ω31e
iφ3,1 Ω23e
−iφ2,3 0
 . (4.2)
Here the Ωjk are the coupling coefficients in the absence of any vector potential.
The total phase around a closed path containing the three traps is then given by
Φ ≡ φ1,2 + φ2,3 + φ3,1 = q~
∮
~A(~r) · d~l = q
~
ΦB, (4.3)
and is non-zero due to the pole of the vector potential ~A at the origin.
To simplify the Hamiltonian (4.2) one can use the following unitary transformation,
which only employs local phases,
U =

1 0 0
0 e−iφ1,2 0
0 0 e−i(φ1,2+φ2,3)
 , (4.4)
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and transforms the Hamiltonian as
H → U †HU = −~
2

0 Ω12 Ω31e
−iΦ
Ω12 0 Ω23
Ω31e
iΦ Ω23 0
 , (4.5)
so that two of the tunnelling rates become real-valued.
A case of particular interest is when Φ = pi/2, i.e., when the magnetic flux is
ΦB = pi~/2q. In this case the Hamiltonian becomes
H = −~
2
(
Ω12K1 + Ω23K2 + Ω31K3
)
, (4.6)
where each Kj is a spin 1 angular momentum operator defined as
K1 =

0 1 0
1 0 0
0 0 0
 , K2 =

0 0 0
0 0 1
0 1 0
 , K3 =

0 0 −i
0 0 0
i 0 0
 , (4.7)
satisfying [Kj, Kk] = ijklKl and jkl is the Levi-Civita symbol [184]. This means
that the tunnel coupling between |3〉 and |1〉 becomes purely imaginary. We will
show in the next section that this allows for the implementation of SNAP processes
by either applying a transitionless quantum driving protocol or by using Lewis–
Riesenfeld invariants.
4.4 SNAP in the three-level approximation
4.4.1 Adiabatic methods
A series of spatial adiabatic passage (SAP) techniques have been developed in
recent years, which allows one to manipulate and control the external degrees
of freedom of quantum particles in localised potentials with high fidelity [115].
The standard SAP protocol for the transport of a single particle in a triple well
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system [165, 169] is the spatial analogue of the quantum-optical STIRAP tech-
nique [113]. It involves three linearly arranged, degenerate trapping states, |j〉
with j = 1, 2 and 3, that can be coupled through tunnelling by either changing
the distance between the traps or lowering the potential barrier between them.
The system in the three-level approximation is described by the Hamiltonian
H0 = −~
2
(Ω12K1 + Ω23K2) , (4.8)
which has a zero-energy eigenstate of the form
|λ0〉 = cos θ|1〉 − sin θ|3〉 with tan θ = Ω12/Ω23. (4.9)
This state is often called the dark state and SAP consists of adiabatically following
|λ0〉 from |1〉 (at t = 0) to −|3〉 (at a final time t = T ), effectively transporting
the particle between the outer traps one and three. This corresponds to changing
θ from 0 (Ω23  Ω12) to pi/2 (Ω23  Ω12). Hence in the case of ideal adiabatic
following, trap two (located in the middle) is never populated.
4.4.2 Transitionless quantum driving
The main drawback of SAP is that it requires the process to be carried out adiabat-
ically and therefore slowly compared to the energy gap [115]. If this requirement is
not met, unwanted excitations will lead to imperfect transport. One way to specif-
ically cancel possible diabatic transitions in STIRAP was discussed in [185] and a
general approach for recovering adiabatic dynamics in a non-adiabatic regime is to
use shortcuts to adiabaticity, such as transitionless quantum driving [77, 125, 126].
Recall from section 2.2.3, that this technique consists of adding a counter-diabatic
term to the original Hamiltonian, whose particular form is given as
HCD = i~
∑
n
(
|∂tλn〉〈λn| − 〈λn|∂tλn〉|λn〉〈λn|
)
, (4.10)
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where the |λn〉 are the eigenstates of H0. For the reference Hamiltonian in (4.8)
this gives [77]
HCD = −~Ω31(t)
2
K3, with Ω31(t) = 2θ˙(t) = 2
(
Ω23Ω˙12 − Ω12Ω˙23
Ω212 + Ω
2
23
)
. (4.11)
We will see in section 4.5.1 how this exact same scheme can also be obtained using
Lewis–Riesenfeld invariants.
Shortcuts to adiabaticity have been studied in the context of STIRAP [77, 105],
i.e., population transfer between internal levels. Its spatial analogue is more chal-
lenging as it requires that the additional tunnelling coupling between sites one and
three is imaginary (see the definition of K3 in (4.7)). However, the system we have
presented here is ideal for this, as the system Hamiltonian (4.6) is already equal
to the total Hamiltonian H0 + HCD. Other methods to implement the imaginary
coupling could be, for example, the use of artificial magnetic fields [186] or angular
momentum states [187].
A heuristic but not rigorous explanation of why the coupling needs to be imaginary
can be obtained by examining the two “paths” the particle can take to move from
trap one to trap three. The first is via SAP and leads to |1〉 → −|3〉 whereas the
second is via the direct coupling the shortcut introduces, which leads to |1〉 →
ieiΦ|3〉. One can then immediately see that for constructive interference of these
two terms the phase needs to have the value Φ = pi/2, which corresponds to the
required imaginary coupling between states |1〉 and |3〉. It is also interesting to
note that the coupling between traps one and three in the shortcut has the form
of a pi-pulse
∫ T
0
Ω31(t)dt = 2
∫ T
0
θ˙(t)dt = 2 [θ(T )− θ(0)] = pi. (4.12)
4.4.3 Invariant-based inverse engineering
Recall from section 2.2.2, that another method of designing shortcuts to adiabatic-
ity is by means of inverse-engineering using Lewis–Riesenfeld invariants [65, 116].
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In this section we will briefly review these methods and then apply them to our
particular system to both transport the particle and create a superposition be-
tween the three wells.
A Lewis–Riesenfeld invariant for a Hamiltonian H(t) is a Hermitian operator I(t)
satisfying [116]
∂I
∂t
+
i
~
[H, I] = 0. (4.13)
The idea behind inverse engineering using Lewis–Riesenfeld invariants is not to
follow an instantaneous eigenstate of the H(t) as one would in the adiabatic case,
but rather follow an eigenstate of I(t) (up to the Lewis–Riesenfeld phase). To
guarantee that the eigenstates coincide at the beginning and the end of the process,
it is necessary that the invariant and the Hamiltonian commute at these times,
i.e.,
[I(0), H(0)] = [I(T ), H(T )] = 0. (4.14)
One is then free to choose how the state evolves in the intermediate time and
once this is fixed, (4.13) determines how the Hamiltonian should vary with time
to achieve those dynamics.
A Lewis–Riesenfeld invariant for a three-level system described by (4.6) can be
written as
I = − sin β sinαK1 − sin β cosαK2 + cos βK3. (4.15)
where α and β are time dependent functions which must fulfil the following rela-
tions (imposed by (4.13))
α˙ =
Ω12 sinα + Ω23 cosα
2 tan β
+
Ω31
2
, (4.16)
β˙ =
1
2
(Ω23 sinα− Ω12 cosα). (4.17)
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The eigenstates of this invariant are
|φ0(t)〉 =

− sin β cosα
−i cos β
sin β sinα
 , (4.18)
|φ±(t)〉 = 1√
2

cos β cosα± i sinα
−i sin β
− cos β sinα± i cosα
 , (4.19)
with respective eigenvalues µ0 = 0 and µ± = ±1. One solution of the time-
dependent Schro¨dinger equation is then given by |Ψ(t)〉 = |φ0(t)〉 as the corre-
sponding Lewis–Riesenfeld phase is zero in this case. Note that this invariant is a
generalisation of the invariant considered in [78] where a third coupling Ω31 was
not taken into account.
After fixing the boundary conditions using (4.14), one is free to choose the func-
tions α(t) and β(t). Moreover, in this case, one is also free to directly choose the
function Ω31. By inverting (4.16) and (4.17), the other coupling coefficients are
then given by
Ω12 = 2α˙ sinα tan β − 2β˙ cosα− Ω31 sinα tan β, (4.20)
Ω23 = 2α˙ cosα tan β + 2β˙ sinα− Ω31 cosα tan β. (4.21)
4.5 Examples of SNAP schemes
In the following we will discuss two examples of SNAP derived from Lewis–
Riesenfeld invariant based inverse engineering in the three-level approximation.
The first one is the transport between two different traps, which is shown to be
equivalent to the transitionless quantum driving method from section 4.4 in some
cases. The second scheme will create an equal superposition of the particle in all
three traps.
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4.5.1 Transport
The first example of control we examine is the population transfer determined by
|Ψ(0)〉 = |1〉 → |Ψtarget〉 = Ψ(T ) = −|3〉, (4.22)
which was considered in the optical regime in [77]. This can be achieved by
choosing auxiliary functions that fulfil the boundary conditions
β(0) = β(T ) = −pi
2
, α(0) = 0, and α(T ) =
pi
2
. (4.23)
The experimentally required tunnelling frequencies are then explicitly given by
(4.20) and (4.21).
For the special choice of β(t) = −pi/2, one can show that 〈2|Ψ(t)〉 = 0 for all
times, i.e. trap two is never occupied during the process. This choice then results
in
tanα =
Ω12
Ω23
and Ω31 = 2α˙. (4.24)
By identifying α with θ (see (4.9)) one can immediately see that this is the same
pulse as in the STA scheme derived in section 4.4.2.
The transport scheme can be implemented by the choosing the counterintuitive
SAP pulses Ω12 and Ω23 to have a Gaussian profile [115]
Ω12(t) = Ω0 exp
[−100 (t/T − 1/2)2] , (4.25)
Ω23(t) = Ω0 exp
[−100 (t/T − 1/3)2] , (4.26)
and then calculating Ω31 from (4.24). The resulting pulses and associated dynam-
ical populations are shown in figure 4.2. As expected the system follows exactly
the dark state, transferring the population between states |1〉 and |3〉 without
populating state |2〉.
The fidelity of the transport process as a function of the total time and the phase
Φ generated by the magnetic field is shown in figure 4.3(a). Transport can be seen
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Figure 4.2: SNAP transport in the three-level approximation. T/τ = 100
for Ω0τ = 0.25. (a) Tunnelling rates. (b) Evolution of the populations Pi =
|〈i|Ψ(t)〉|2. The time unit τ is defined as τ = ml2/~.
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Figure 4.3: SNAP transport process |1〉 → −|3〉 in the three-level approx-
imation. (a) Fidelity as a function of the total time and the total magnetic
phase traversing the system. The green contour line is defined by P3 = 99%.
(b) Probabilities of population in each of the traps for T/τ = 48 (indicated by a
dashed white line in (a)) as a function of the total magnetic phase traversing the
system. The dashed black line indicates the optimal value of the phase Φ = pi/2
to occur with perfect fidelity for any value of the total time if the phase takes the
appropriate value Φ = pi/2. It can also be seen that the shortcut is successful for
any value of the phase in the limit of very short or very long times. The latter one
is not surprising, as Ω31 can be neglected in the adiabatic limit, and hence its phase
becomes irrelevant. A similar effect occurs for short total times, where the roles
are reversed. In this limit Ω31 is the largest of all three couplings, and hence the
phase relation between it and the other couplings becomes inconsequential. As Ω31
is a pi pulse, perfect population transfer in this regime can be achieved regardless
of the phase. However, in order to maintain this pulse area strong coupling is
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Figure 4.4: SNAP superposition scheme |1〉 → 1√
3
(|1〉 − i|2〉 − |3〉) in the
three-level approximation. T/τ = 400. Sub-figures are the same as in figure 4.2
and the fidelity shown in (b) is defined as F = |〈Ψtarget|Ψ(t)〉|2.
required for very short processes, as the strength of Ω31 is inversely proportional
to T . This might set a bound on how fast this shortcut can be implemented.
It is worth noting that this system also allows for the possibility of measuring the
magnetic flux ΦB, as the amount of transferred population oscillates as a function
of the total phase Φ, which is directly related to the magnetic flux as Φ = q~ΦB.
As an example we show the occupation probabilities for T/τ = 48 in each trap at
the end of the process as a function of the phase in figure 4.3(b) . One can see
that the populations strongly depend on the phase and over a large range of values
one can therefore determine the magnetic flux. The exact relationship between
the probabilities and the magnetic flux differs for different total times T .
4.5.2 Creation of a three-trap superposition
The second scheme we discuss highlights the generality of the Lewis–Riesenfeld
invariant based method. In this scheme we create an equal superposition state
between the particles being in all three traps, which means that the initial and
target states are
|Ψ(0)〉 = |1〉 → |Ψtarget〉 = |Ψ(T )〉 = 1√
3
(|1〉 − i|2〉 − |3〉). (4.27)
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Figure 4.5: Schematic of the potential used in the numerical simulations
(black line) with the localised states in each trap (coloured areas). The Gaussian
shape of the traps is exaggerated here for clarity.
This can be realised by imposing the boundary conditions
β(0) = −pi
2
, β(T ) = − arctan
√
2, (4.28)
α(0) = 0, α(T ) =
pi
4
, (4.29)
on the auxiliary functions. A simple ansatz which fulfils these boundary conditions
is a fourth order polynomial for β(t) and third order polynomials for α(t) and
Ω31(t). The pulses are then obtained from (4.20) and (4.21) and their form is
shown in figure 4.4(a). From figure 4.4(b) it can be seen that this choice creates
the target state at the final time with perfect fidelity.
4.6 SNAP in the continuum model
While the three-level approximation discussed above gives a clear picture of the
physics of the system, it does not include effects such as excitations to higher
energy states that can occur during the process. We will therefore in the following
test the approximation by numerically integrating the full Schro¨dinger equation
in real space. For this, we will consider traps that are narrow enough to limit
the system dynamics to an effectively one-dimensional setting along the azimuthal
coordinate, x = ϕR, i.e., around a circle of radius R, see figure 4.1. Moreover, we
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will assume that the magnetic field is characterised by a vector potential in the
azimuthal direction, ~A = Aeˆϕ.
We are therefore dealing with a one-dimensional system of length 2piR with peri-
odic boundary conditions, whose dynamics are described by the following Schro¨dinger
equation
i~
∂ψ
∂t
=
1
2m
(
−i~ ∂
∂x
− qA
)2
ψ + V (x)ψ. (4.30)
We assume a constant vector potential throughout the dynamical part of the
protocols, as any time-varying vector potential would produce an unwanted force
due to the electric field ~E = −∂t ~A.
In order to be able to apply a well-defined phase we model the trapping sites as
highly localised point-like potentials of depth j at the positions xj = jl− l/2 (see
figure 4.5). They are separated by square barriers of heights Vjk(t) (and length l),
giving a total potential
V (x, t) = −
3∑
j=1
j(t)δ(x− xj) +

V31(t) if 0 < x < x1,
V12(t) if x1 < x < x2,
V23(t) if x2 < x < x3,
V31(t) if x3 < x < 3l.
(4.31)
Since point-like potentials are difficult to implement numerically, in the simulations
below they are implemented as narrow Gaussians. It is important to note that
this model is not designed to give realistic estimates for the fidelities or exactly
reproduce the dynamics of the three-level approximation. It is a toy model to
validate the basic underlying processes and show that SNAP schemes also make
sense in the continuum.
As mentioned above, the tunnelling rates Ωjk(t) in the three-level approximation
are related to the barrier heights Vjk(t) of the continuum model, see Appendix
B.1. However, changing the barrier heights in order to achieve tunnelling will also
affect the energies of the localised states in the neighbouring traps. Therefore,
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Figure 4.6: SNAP transport in the continuum model. T/τ = 100. (a,b) Bar-
rier heights and trap depths obtained by mapping the couplings in figure 4.2(a).
(c) Evolution of the particle density |ψ(x, t)|2. (d) Corresponding populations
Pi = |〈i|Ψ(t)〉|2 in each trap and of the target state. (e,f) are the same as (c,d)
but with the magnetic flux flowing in the opposite direction. The width of the
Gaussian traps is 10−4l.
in order to reproduce the resonance of the three-level approximation (where the
diagonal elements of the Hamiltonian are always zero) in the continuum model,
the depths of the delta potentials j have to be adjusted as the barriers’ heights
change, see figure 4.5. Finally, to map the barrier heights Vjk and trap depths j
parameters of the continuum model to the tunnelling rates Ωjk of the three-level
approximation, we numerically calculate the overlaps of neighbouring delta-trap
eigenstates.
Results for transport of a particle using the shortcut scheme described in section
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Figure 4.7: Same as figure 4.6(a-d) but for SNAP superposition scheme given
in (4.27) in the continuum model. T/τ = 400. F = |〈ψtarget|ψ(t)〉|2 is the fidelity
of the process.
4.5.1 are shown in figure 4.6 and the barrier heights and trap depths used to match
the pulses given in figure 4.2 are shown in figures 4.6(a,b). The probability density
during the process can be seen in figure 4.6(c) and the populations in each trap
are given in figure 4.6(d). While the process is not perfect, one can see that the
particle is transported to the final trap with a fidelity of 87%. The effect of the
magnetic field can be seen in figures 4.6(e,f), where we show results for the same
process but with an inverted magnetic field (using a total phase of Φ = −pi/2). In
this case the interference between the adiabatic and shortcut paths is destructive,
and almost no population ends up in the final trap.
The results for the creation of the superposition state discussed in section 4.5.2
are shown in figure 4.7. The observed dynamics are very similar to the one in
the three-level approximation and the process reaches a final fidelity of the target
state of 91%.
Since the continuum model has many more degrees of freedom than the three-level
model, it is not surprising that the fidelities obtained are lower. Nevertheless, the
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basic functioning of the SNAP technique is clearly established from the calculations
shown above. Optimising the fidelity in the continuum is an interesting task which,
however, goes beyond the scope of the current work.
4.7 Conclusions
In this chapter, we have shown how complex tunnel frequencies in single-particle
systems allow one to develop spatial non-adiabatic passage techniques that can
lead to fast and robust processes for quantum technologies. In particular, we have
discussed the case of a single, charged particle in a triple well ring system. The
complex tunnelling couplings are obtained from the addition of a constant mag-
netic field, and have allowed us to generalise adiabatic state preparation protocols
beyond the usual spatial adiabatic passage techniques [115]. This demonstrates
that non-adiabatic techniques can be as efficient as their adiabatic counterparts,
without requiring the long operation times.
In particular, we have discussed the implementation of the counter-diabatic term
for spatial adiabatic passage transport via a direct coupling of all the traps. This
was, in a second step, generalised to a flexible and robust method for preparing
any state of the single-particle system by using Lewis–Riesenfeld invariants. As
an example, we have shown that an equal spatial superposition state between
the three wells can be created on a short time scale. Finally, by using a toy
model for the mapping between the discrete approximation and the continuum
model, we have presented numerical evidence that the SNAP process works beyond
this approximation. It is worth noting that the complex tunnelling couplings we
introduce can also be used to implement other techniques, e.g. those based on
composite pulses [188].
In the next two chapters we will look at STA in continuous systems.
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Chapter 5
Creating exotic angular
momentum states by shaking an
optical lattice
5.1 Overview
We propose a method to create higher orbital states of ultracold atoms in the Mott
regime of an optical lattice. This is done by periodically modulating the position
of the trap minima (known as shaking) and controlling the interference term of
the lasers creating the lattice. These methods are combined with techniques of
shortcuts to adiabaticity. As an example of this, we show specifically how to create
an anti–ferromagnetic type ordering of angular momentum states of atoms. The
specific pulse sequences are designed using Lewis–Riesenfeld invariants and a four–
level model for each well. The results are compared with numerical simulations of
the full Schro¨dinger equation.
This chapter is based on the following publication:
A. Kiely, A. Benseny, T. Busch and A. Ruschhaupt,
Shaken, not stirred: Creating exotic angular momentum states by shaking an op-
tical lattice,
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J. Phys. B: At. Mol. Opt. Phys. 49 215003 (2016).
I derived the four–level Hamiltonian, the associated invariant and the required
schemes. I also derived the six–level Hamiltonian and performed all the numerical
simulations. Albert Benseny contributed in the discussions. All authors con-
tributed to writing the manuscript.
5.2 Introduction
Optical lattices have proven to be highly versatile systems for investigating quan-
tum many body physics [6, 189] and building quantum simulators [190, 191]. One
of the first notable results was the observation of the phase transition between
a superfluid and a Mott–insulator state [192–195], which was achieved for atoms
trapped in the lowest band of the optical lattice. However, in the solid state,
the orbital degree of freedom also plays an important role in many of the com-
plex phases. For instance, many models in high temperature superconductivity
involve higher orbital occupations [196–198]. As a result, there has been a lot of
interest recently in the physics of higher bands of optical lattices [199, 200]. The
bosonic Hubbard model describing the lowest band has been extended to incorpo-
rate higher Bloch bands [201] and Bose-Einstein condensation with nonzero orbital
momenta has been studied [202, 203]. Many exotic phases have been predicted to
occur due to the interplay of interactions and the higher bands [204].
Recently, first experiments have been performed realising multiorbital systems
with ultracold atoms [205, 206] where the lifetimes of atoms in the excited state
have been long enough to observe tunnelling dynamics. In particular, the forma-
tion of a superfluid in the higher bands has been experimentally achieved [207, 208].
The condensate formation in the higher bands has been used to investigate topo-
logically induced avoided band crossing [209].
Engineering quantum states in higher bands is therefore of great interest and
several techniques have been developed to manipulate the state of atoms in an
optical lattice [200]. One example of this is periodic modulation of the lattice
92
amplitudes in order to induce controlled transitions to higher orbital states [210] or
transitions to motional eigenstates [211]. Higher orbitals have also been populated
by stimulated Raman transitions [206].
Another possibility is to shake the lattice in one direction, i.e., a periodic modu-
lation of the position of the trap minima [212, 213]. The idea of shaking a single
trap has been previously used for a variety of other tasks such as vibrational state
inversion of a condensate in a trap [214] and Ramsey interferometry using the mo-
tional states of the condensate [215]. Shaking of an optical lattice in one direction
has been explored theoretically for applications in quantum computing [216], to
create artificial gauge fields [217] and to create higher orbital states in the lattice
[218–220]. The latter has also been realised experimentally [221–223]. Recently
there has been work which combines both amplitude and position modulation
of the lattice potential using optimal control in order to transfer atoms between
different vibrational states [224].
The goal of this chapter is to further develop the idea of shaking an optical lattice
in order to create exotic states. This will be done by combining lattice shaking
with the techniques of “Shortcuts to Adiabaticity” [65]. In general, performing
fast and stable state preparation of quantum systems is very demanding. Adia-
batic techniques are a common choice but have the drawback of needing extremely
long times [113]. This has motivated the development of shortcuts to adiabaticity,
which are protocols which reach fidelities of adiabatic processes in significantly
shorter times. An important advantage of these methods is that they possess a
certain freedom to optimise against noise, systematic error or unwanted transi-
tions to higher levels [79, 88, 158, 160, 175]. In the following, we will show that
combining optical lattice shaking with shortcut techniques can lead to schemes
that are experimentally feasible (only requiring control over the relative phase
and the polarisation of the lasers) and still have the freedom to be further op-
timised against the most relevant experimental noise sources. In particular, we
will choose a staggered order angular momentum state as our target state, which
has many physically interesting properties [201, 203, 204, 226]. This non-trivial
state has an anti–ferromagnetic type ordering, which consist of each potential well
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Figure 5.1: Diagram of final state of each atom in the lattice. Each site
contains one atom in state |±〉 with angular momentum ≈ ±~.
being occupied by a single atom, carrying alternating angular momentum ≈ ±~
(see figure 5.1). We will propose a method which, starting from a Mott–insulator
state, prepares such an anti–ferromagnetic type ordering by shaking the lattice.
The state we create can be seen as a stepping stone towards more complex higher
band states and the method we present is readily extendible to generate other
states. It should be noted that shortcuts have been suggested previously for the
creation of angular momentum in ultracold atom systems [112, 227].
The remainder of this chapter is structured as follows. In the subsequent section,
we outline our model for the shaken optical lattice. In section 5.4, we review the
method of Lewis–Riesenfeld invariants. In section 5.5, we outline the different
schemes used in order to prepare the angular momentum state. In section 5.6, we
perform numerical simulation of the full Schro¨dinger equation for a single atom
in one site of an optical lattice in order to verify our assumptions. In section 5.7,
we remark on some experimental considerations. Finally in section 5.8, we discuss
our results.
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5.3 Model
5.3.1 Optical lattice
We consider a two–dimensional optical lattice (in the x–y plane) generated by two
pairs of counter–propagating laser beams. We assume a strong confinement in the
z direction such that only dynamics in the x–y plane are relevant. We also assume
that the atoms are in the Mott insulator regime i.e. each site is occupied by a
single atom which is effectively independent of all the others. One can enter such
a regime by having a large lattice depth so that tunnelling rates are small. While
this means it is sufficient to consider each atom separately in the following, it is
important to note that all the operations presented here are global and will affect
all the atoms/sites simultaneously.
The complex amplitude of the electric field of the laser beams generating the
two–dimensional optical lattice is
~E(x, y, t) = ~E0 sin {k [x− rx(t)]}+ i~E0e−iρ(t) sin {k [y − ry(t)]} , (5.1)
where rx(t) and ry(t) define the position of the minimum of the central trap, and
can be controlled by a time-dependent phase difference between the pair of laser
beams in each direction. When these are modulated periodically, it results in a
shaking of the lattice. We will see below that this shaking alone is insufficient
to create the desired quantum state. Therefore, we assume in addition that the
polarisation vectors in the two directions have an equal amplitude ~E0, but with a
slowly varying relative phase ρ(t).
Similar to the one–dimensional case presented in section 2.1.2.1, the potential felt
by an atom in the two–dimensional optical lattice is given by [189]
V (x, y) =
1
4~∆
∣∣∣~µ · ~E∗(x, y, t)∣∣∣2 , (5.2)
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where ~µ is the transition dipole moment of the atom and ∆ (assumed to be large) is
the detuning of the laser with respect to the atomic transition frequency. Defining
the lattice depth as
V0 =
1
4~∆
∣∣∣~µ · ~E∗0 ∣∣∣2 , (5.3)
the potential can be written as
V (x, y) = V0 sin
2 {k [x− rx(t)]}+ V0 sin2 {k [y − ry(t)]}
+Vρ(t) sin {k [x− rx(t)]} sin {k [y − ry(t)]} , (5.4)
where Vρ(t) = 2V0 sin [ρ(t)] is the amplitude of the interference term, restricted to
the interval [−2V0, 2V0]. Without any loss of generality, we assume that the laser
is blue detuned (∆ > 0) so that V0 is positive.
We now change from the lab frame to the lattice frame (see Appendix C.1 for
details), where the Hamiltonian takes the form
Hlattice(t) = H0 +H1(t), (5.5)
H0 = − ~
2
2m
∇2 + V0 sin2(kx) + V0 sin2(ky), (5.6)
H1(t) = mr¨x(t)x+mr¨y(t)y + Vρ(t) sin(kx) sin(ky). (5.7)
It is worth noting that without the Vρ term, the Hamiltonian would be separable
in x and y coordinates and therefore be unable to produce an angular momentum
state (which is not separable in x and y). We will assume the shaking of the lattice
to be of the form
rx(t) = −gx(t) cos(ωxt),
ry(t) = gy(t) sin(ωyt), (5.8)
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|00〉
|01〉
ΩyΩx
|11〉
ΩxΩy
Ωρ
Figure 5.2: Energy level diagram for the four chosen energy eigenstates of H0
and the various couplings between them.
where gx,y(t) are the time–dependent amplitudes and ωx,y are the frequencies. By
assuming that gx,y(t) vary slowly with time, H1(t) simplifies to
H1(t) = fx(t)x+ fy(t) y + Vρ(t) sin(kx) sin(ky), (5.9)
where
fx(t) = mω
2
xgx(t) cos(ωxt), (5.10)
fy(t) = −mω2ygy(t) sin(ωyt). (5.11)
In this case the shaking in the y direction is pi/2 out of phase with the shaking in
x direction.
5.3.2 Four–level approximation
Our aim is to derive the control schemes, i.e., the time dependence of the functions
rx(t), ry(t) and Vρ(t), which will lead to a desired final state. To do this we will
now derive a simplified model of the system by concentrating on a single atom in a
single well of the lattice defined by −` ≤ x ≤ ` and −` ≤ y ≤ `, where 2` = pi/k is
the lattice constant. The situation where the neighbouring lattice potential wells
can be neglected is very well realised in the Mott insulator regime.
Furthermore, we assume that the dynamics can be effectively described by a four–
level approximation, considering only the four most relevant eigenstates of H0
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localised in the central site, {|00〉, |10〉, |01〉, |11〉} (see figure 5.2). The validity
of this and all subsequent approximations will be checked later by comparing
with the numerical integration of the full Schro¨dinger equation. In coordinate
representation, these basis states are given by
〈~r|ij〉 = Γi(x)Γj(y), (5.12)
where Γ0(x) and Γ1(x) are, respectively, the localised ground and first excited
states of a one–dimensional unperturbed optical lattice site. Note that this is
only possible because H0 is separable in x and y. Their respective energies are
Eij = ~ωij, where E00 < E01 = E10 < E11.
Let us now define a unitary transformation of the form
U(t) = e−i(ω10+ωx)t|00〉〈00|+ e−i(ω10+ωx−ωy)t|01〉〈01|
+e−iω10t|10〉〈10|+ e−iω11t|11〉〈11|, (5.13)
under which the Hamiltonian changes as
H −→ U †HU − i~U †U˙ = U †H0U − i~U †U˙ + U †H1(t)U = H4L. (5.14)
The first part of this is
U †H0U − i~U †U˙ = ~(ω00 − ω10 − ωx)|00〉〈00|+ ~(ωy − ωx)|01〉〈01|, (5.15)
and the second part simplifies to
U †H1(t)U = e−iωxtγ1fx(t)|10〉〈00|+ Vρ(t)γ2e−i(ωx−ωy)t|10〉〈01|
+ei(ωx−ωy−ωd)tγ1fx(t)|01〉〈11|+ e−iωdtγ1fy(t)|10〉〈11|
+eiωytγ1fy(t)|00〉〈01|+ Vρ(t)γ2ei(ωx−ωd)t|00〉〈11|+ h.c.,(5.16)
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where we have defined
γ1 =
∫ `
−`
Γ0(x)xΓ1(x)dx, (5.17)
γ2 =
[∫ `
−`
Γ0(x) sin(kx)Γ1(x)dx
]2
, (5.18)
ωd = ω10 − ω00. (5.19)
Note that the symmetry of the unperturbed lattice gives ω11 = 2ω10 − ω00.
We now assume that the shaking of the lattice in both directions is done on
resonance, i.e., ωx = ωy = −ωd. This allows us to write the four–level Hamiltonian
as
H4L(t) =
~
2
[
Ωx(t)
(
1 + e2iωdt
) |10〉〈00|+ Ωx(t) (1 + e−2iωdt) |01〉〈11|
−iΩy(t)
(
1− e−2iωdt) |10〉〈11| − iΩy(t) (1− e−2iωdt) |00〉〈01|
+Ωρ(t)|10〉〈01|+ Ωρ(t)e−2iωdt|00〉〈11|+ h.c.
]
, (5.20)
with the couplings
Ωx,y(t) = mω
2
dγ1gx,y(t)/~,
Ωρ(t) = 2Vρ(t)γ2/~. (5.21)
By making a rotating wave approximation, where the terms containing e±2iωdt
average to 0, we arrive at our final four–level Hamiltonian (see figure 5.2)
H4L(t) =
~
2

0 Ωx Ωρ −iΩy
Ωx 0 −iΩy 0
Ωρ iΩy 0 Ωx
iΩy 0 Ωx 0
 , (5.22)
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where we have used the following representation of the states
|10〉 =

1
0
0
0
 , |00〉 =

0
1
0
0
 , |01〉 =

0
0
1
0
 , |11〉 =

0
0
0
1
 . (5.23)
It is important to note that state |11〉 can not be neglected and should be included
in the approximation, as it is resonantly coupled to |01〉 and |10〉.
5.3.3 Initial and target states
Our goal is to perform a state transfer from the ground state |00〉 to an angular
momentum state of the form
|±〉 = 1√
2
(|10〉 ± i|01〉) . (5.24)
If the harmonic approximation holds, |±〉 are eigenvectors of the z component of
the angular momentum operator Lz with eigenvalues ±~.
One can see that the interference term in (5.7), which includes Vρ, alternates sign
at each lattice site in a checkerboard pattern. In the case where Ωy = 0, this can
be seen as a change of basis |01〉 → −|01〉 and |11〉 → −|11〉 and hence one obtains
either |+〉 or |−〉 in alternating sites, leading to the pattern in Fig. 5.1. For our
schemes we will assume that Ωy = 0, although more general schemes might be
derived in a similar way.
In the following, we will use the technique of Lewis–Riesenfeld invariants to derive
shortcut schemes to implement the state transfer |00〉 → |−〉. An advantage of
this method is that one still has a certain freedom to optimise the stability of the
schemes against the most relevant error sources in a specific setting [79, 88, 158,
160, 175].
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5.4 Lewis–Riesenfeld invariants for the four–level
system
One possible technique to derive shortcuts to adiabaticity is based on Lewis–
Riesenfeld invariants [116]. A Lewis–Riesenfeld invariant for a Hamiltonian H(t)
is a Hermitian operator I(t) which satisfies
∂I
∂t
+
i
~
[H, I] = 0. (5.25)
Recall from section 2.2.2 that because I(t) is a constant of motion it can be shown
that it has time–independent eigenvalues and that a particular solution of the
Schro¨dinger equation,
i~
∂
∂t
|ψn(t)〉 = H(t) |ψn(t)〉 , (5.26)
can be written as
|ψn(t)〉 = eiβn(t) |φn(t)〉 . (5.27)
Here |φn(t)〉 is an instantaneous eigenstate of I(t) and
βn(t) =
1
~
∫ t
0
〈φn(s) |[i~∂s −H(s)]| φn(s)〉 ds (5.28)
is the Lewis–Riesenfeld phase. Hence a general solution to the Schro¨dinger equa-
tion can be written as
|ψ(t)〉 =
∑
n
cn |ψn(t)〉 (5.29)
where the cn are independent of time.
The idea behind inverse engineering is that instead of following the instantaneous
eigenstate of the Hamiltonian (as in the adiabatic case), one follows the instanta-
neous eigenstate of the invariant (up to the Lewis–Riesenfeld phase). Demanding
that the invariant and the Hamiltonian commute at the start and the end of the
process i.e., [I(0), H(0)] = [I(T ), H(T )] = 0, one ensures that the eigenstates of
the invariant and the Hamiltonian coincide at initial and final times. This leaves
the freedom to choose how the state evolves in the intermediate time and then use
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(5.25) to determine how the Hamiltonian should vary with time to ensure such a
state evolution.
In the following we will derive the invariant for the Hamiltonian in (5.22) with
Ωy = 0. For a more detailed review of Lewis–Riesenfeld invariants for four level
systems see [228]. Following the general method proposed in [122, 229], we start
with a closed Lie algebra {G1, G2, G3, G4} of Hermitian operators
G1 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , G2 =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 ,
G3 =

0 0 0 i
0 0 −i 0
0 i 0 0
−i 0 0 0
 , G4 =

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
 . (5.30)
This algebra was chosen so that the 4–level Hamiltonian and the associated Lewis–
Riesenfeld invariant can now be written as a linear combination of these operators
H (t) =
~
2
Ωx (t)G1 +
~
2
Ωρ (t)G2, (5.31)
I (t) =
4∑
i=1
αi (t)Gi, (5.32)
where αi(t) ∈ R. Inserting this into (5.25), we get that the coupling strengths are
given by
Ωx (t) = − α˙2(t)
α3(t)
, (5.33)
Ωρ (t) =
2α˙1(t)
α3(t)
, (5.34)
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and that
α3(t) = ξ
√
2C2 − [α21(t) + α22(t)] + C1α2(t), (5.35)
α4(t) = C1 − α2(t), (5.36)
where C1,2 ∈ R are constants, ξ = ±1 and α1(t), α2(t) are still arbitrary functions.
In order to be useful it is important to know the eigenvalues κi and eigenvec-
tors |φi(t)〉 of the invariant, i.e. I(t) =
∑4
i=1 κi|φi(t)〉〈φi(t)|. We get that the
eigenvalues are
κ1 =
1
2
(−C1 −Q) , κ2 = 1
2
(C1 −Q) ,
κ3 =
1
2
(−C1 +Q) , κ4 = 1
2
(C1 +Q) , (5.37)
where Q =
√
C21 + 8C2. The corresponding eigenvectors are
|φ1 (t)〉 =

−B+D−
− 1
2B+
B+D−
1
2B+
 , |φ2 (t)〉 =

−B−D+
1
2B−
−B−D+
1
2B−
 , (5.38)
|φ3 (t)〉 =

B−D−
− 1
2B−
−B−D−
1
2B−
 , |φ4 (t)〉 =

B+D+
1
2B+
B+D+
1
2B+
 , (5.39)
where we have defined
B±(t) =
√
Q
±C1 +Q∓ 2α2 , (5.40)
D±(t) =
i
Q
[
2C2 + (C1 − α2)α2
±iα1 + ξ
√
2C2 + (C1 − α2)α2 − α21
]
. (5.41)
Note that Q,B± ∈ R and D∗+ = −D−. We also assume a nonzero Q so that none
of the above quantities diverge.
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Figure 5.3: Coupling strengths against time for the two different schemes.
Polynomial scheme: Ωx (blue, dashed line) and Ωρ (orange, dashed line). Piece-
wise scheme (tS = 0.75T ): Ωx (blue, solid line) and Ωρ (orange, solid line).
Finally, the Lewis-Riesenfeld phases [116] are given by
β1(t) = −χ+(t), β2(t) = χ−(t),
β3(t) = −χ−(t), β4(t) = χ+(t) , (5.42)
where we have defined
χ±(t) =
∫ t
0
2α1 [C
2
1 + 4C2 ± C1Q∓ 2 (±C1 +Q)α2 + 2α22] α˙2
(C1 ±Q− 2α2)3 ξ [2C2 + (C1 − α2)α2 − α21]
1
2
ds. (5.43)
5.5 Shaking schemes for preparing an angular
momentum state
In this section, we present two schemes which allow us to prepare our target state.
In order to design the scheme we start by constructing a solution to the Schro¨dinger
equation as a linear combination of two of the eigenvectors of the invariant
|ψ (t)〉 = 1√
2
[− |φ1 (t)〉 eiβ1(t) + |φ4 (t)〉 eiβ4(t)]
=
1√
2
[− |φ1 (t)〉 e−iβ4(t) + |φ4 (t)〉 eiβ4(t)] . (5.44)
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The initial and final state of the system are fixed as
|ψ(0)〉 = |00〉, (5.45)
|ψ(T )〉 = |−〉, (5.46)
which leads to the boundary conditions
α1(0) = 0, α2(0) = (C1 −Q)/2,
α1(T ) = 0, α2(T ) = (C1 +Q)/2, β4(T ) = 0, (5.47)
in the limits t→ 0 and t→ T .
We also demand that Ωx, Ωρ and their first derivatives with respect to time are
zero at the start and the end of the process. This requires that all the derivatives
of α1(t) and α2(t) up to fourth order are zero at t = 0 and t = T , which gives 10
constraints to be fulfilled by α1(t) and also 10 constraints for α2(t).
5.5.1 Polynomial scheme
A convenient choice of ansatz for α1(t) and α2(t) which fulfills all the constraints
is given by polynomials of the form
α1(sT ) = 1024W (−s10 + 5s9 − 10s8 + 10s7 − 5s6 + s5),
α2(sT ) =
1
2
(C1 −Q) + 70Qs9 − 315Qs8 + 540Qs7 − 420Qs6 + 126Qs5,
(5.48)
where s = t/T . To avoid the trivial solution α1(sT ) = 0 we also demand α1(T/2) =
W 6= 0. We are now allowed to arbitrarily pick C1 = 10 and C2 = 11 so that Q 6= 0
and α3(t) is real for all times. We also set ξ = +1 and then numerically calculate
W (≈ −2.74) so that β4(T ) = 0. The coupling strengths Ωx(t) and Ωρ(t) can be
calculated from Eqs. (5.33) and (5.34), and are shown in figure 5.3 (dashed lines).
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Let us underline again that this is just one possible choice for the auxiliary func-
tions α1(t) and α2(t) (and the constants C1 and C2). The advantage of this
inverse–engineering ansatz is that it provides a lot of freedom in choosing these
functions which can be used for further optimisations [79].
5.5.2 Piecewise scheme
The second example we introduce to generate our target state is a simple piecewise
scheme. The idea is to first perform a pi pulse in Ωx (of duration tS) which transfers
all the population from |00〉 to |10〉, followed by a pi/2 pulse in Ωρ (of duration
T − tS) which leads to the superposition |−〉. This method has the advantage that
the state |11〉 is never populated, which reduces the chance of losing population
to higher levels. However the rotating wave approximation will be more valid in
the previous scheme. The amplitudes of the couplings are determined by tS and
are given by (see figure 5.3 (solid lines))
Ωx(t) =

30pit2(t−tS)2
t5S
0 ≤ t ≤ tS,
0 tS < t ≤ T,
Ωρ(t) =
0 0 ≤ t < tS,−15pi(t−T )2(t−tS)2
(tS−T )5 tS ≤ t ≤ T.
(5.49)
Since Ωx and Ωρ are a pi pulse and pi/2 pulse respectively, we have that
∫ T
0
Ωx(t)dt =
pi and
∫ T
0
Ωρ(t)dt = pi/2.
This can be seen as a particular case of schemes derived using invariant–based
inverse engineering. In this case α1(t) and α2(t) are given by
α1(t) =
 0 ≤ t ≤ tS, cos [1
2
∫ t
tS
Ωρ (t
′) dt′
]
tS < t ≤ T,
α2(t) =

1
2
{
C1 −
√
C21 + 8C2 − 42 cos
[∫ t
0
Ωx (t
′) dt′
]}
0 ≤ t < tS,
1
2
(
C1 +
√
C21 + 8C2 − 42
)
tS ≤ t ≤ T,
(5.50)
106
and ξ = −1. Inserting Eqs. (5.50) in Eqs. (5.33) and (5.34) gives back Eqs.
(5.49). The required boundary conditions of α1 and α2 are fulfilled in the limit
→ 0+.
5.6 Numerical simulations of the shaking schemes
The presented schemes result in the desired state transfer exactly in the framework
of the four–level Hamiltonian. In order to check the validity of all the approxi-
mations we have made to reach this model, we present below simulations of the
full Schro¨dinger equation with Hamiltonian (5.5) in coordinate space for an atom
initially in the ground state of a single lattice site.
The evolution is performed by means of the Fourier split–operator method [145],
where the initial ground state is found by imaginary–time evolution. For more
details on these methods see section 2.3.3. In order to make all plots dimensionless
we define ω =
√
2V0k2
m
, which is the frequency of the harmonic oscillator potential
which approximates each well of the optical lattice. Note that the previously
defined ωd = ω10−ω00 converges to ω for increasing lattice depth V0. The rotating
wave approximation and the slowly–varying shaking amplitude approximation can
be combined in the condition T  ω−1d ≈ ω−1.
As we have assumed to be in the Mott–insulator regime, we restrict our simula-
tions to the dynamics of an atom in a single well. We have checked the validity
of this approximation by simulating our schemes in a 3× 3 lattice. With the typ-
ical parameters used below, the shaking causes only about a 1% leakage into the
neighbouring traps.
The control parameters in our system are the shaking function in the x direction,
rx(t) (as stated above, we keep ry(t) = 0), and the relative phase between the
polarisation vectors in the x and y directions, ρ(t). They relate to the couplings
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Figure 5.4: Shaking function rx(t) with ωx = −ωd (thin, blue line) and relative
phase between the polarisation vectors ρ(t) (thick, orange line) versus time
for (a) the polynomial scheme and (b) the piecewise scheme (tS = 0.75T ).
V0 = 3~ω, T = 500ω−1 and 2` = pi/k is the lattice constant.
as
rx(t) = − ~
mω2dγ1
Ωx(t) cos (ωxt) , (5.51)
ρ(t) = arcsin
(
~
4V0γ2
Ωρ(t)
)
. (5.52)
The resulting functions for both the polynomial process and the piecewise process
are shown in figure 5.4. One can see that the required amplitude of the shaking is
only a small fraction of the lattice constant.
The results of the numerical simulation of both schemes are shown in figure 5.5,
together with the ideal populations based on the four–level Hamiltonian in (5.22).
Using the polynomial scheme, even for a short (relative to the time scale of the
inverse trap frequency) total time T = 100ω−1 (figure 5.5(a)), the final population
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Figure 5.5: Populations against time calculated using the four–level ap-
proximation (dashed lines) and the full Schro¨dinger equation (solid lines)
with V0 = 3~ω for the polynomial process with (a) T = 100ω−1 and (b)
T = 500ω−1 and the piecewise process (tS = 0.75T ) with (c) T = 100ω−1 and
(d) T = 500ω−1. Colours correspond to: |〈ψ(t)|00〉|2 (red), |〈ψ(t)|10〉|2 (blue),
|〈ψ(t)|01〉|2 (green), |〈ψ(t)|11〉|2 (orange), |〈ψ(t)|−〉|2 (purple), and populations
of higher levels, i.e., 1−∑1i,j=0 |〈ψ(t)|ij〉|2 (black).
in the desired state is already greater than 90%, with about 5% of population
leaking to states outside of the four–level model. For a longer total time T (figure
5.5(b)), the agreement between the four–level Hamiltonian and the full dynamics
is almost perfect, ending up with nearly 100% in the desired state.
Similarly for the piecewise scheme, the dynamics for a short total time (figure
5.5(c)) leads to oscillations and a non–perfect population of the target state, and
approximately a 10% population of higher lying states. However, for longer T
(figure 5.5(d)), the final fidelity is nearly 100%. Note that since the second pulse
Ωρ in this scheme does not require the rotating wave approximation, it is beneficial
to give the first pulse a longer duration. Hence the choice of tS = 0.75T .
The fidelity of both schemes for different total times T and different lattice depths
V0 is shown in figure 5.6; the lattice constant 2` = pi/k is varied in such a way that
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Figure 5.6: Fidelity |〈ψ(T )|−〉|2 against total time T for different lattice
depths V0 for a fixed trapping frequency ω. Points joined with lines: V0 = 2~ω
(red circles), V0 = 2.5~ω (blue squares), V0 = 3~ω (green diamonds) and
V0 = 3.5~ω (black triangles); (a) polynomial scheme, (b) piecewise scheme
(tS = 0.75T ).
the trapping frequency ω =
√
2V0k2
m
is kept fixed. From this we can see again how
for a larger T we achieve higher fidelities, which is consistent with the rotating wave
approximation and the slowly varying shaking amplitude approximation becoming
more valid. We can also see that the fidelities decrease for deeper lattices because
as the well becomes deeper it becomes more harmonic and hence has equally
spaced energy levels. This leads to resonant coupling to higher energy levels (see
Appendix C.2 for details).
In the following, we want to examine the stability of the schemes. In figure 5.7(a),
we show the resonance curve for both processes, i.e., the fidelity against the detun-
ing of the shaking frequency with respect to the frequency difference of the first
two levels. We compare the four–level model (not assuming ωx = −ωd) against the
full Schro¨dinger equation dynamics. As expected, one achieves high fidelity when
the shaking frequency is on resonance. Perhaps surprisingly one can note that the
highest fidelity of the full dynamics is achieved for a slightly off resonant shaking
frequency. This is not true in the four–level model, as the corresponding curves
have their maximum at resonance. The reason for this is the presence of an off res-
onant coupling to the state |20〉(which is not present in the four-level model). By
slightly increasing the detuning of Ωx with respect to the |00〉 ↔ |10〉 transition,
an even greater detuning in the coupling between |10〉 and |20〉 is created, leading
to less leakage to these higher states. We can verify this by considering a six–level
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Figure 5.7: Fidelity |〈ψ(T )|−〉|2 against the deviation from resonant shaking
(ωx + ωd)/ω for V0 = 3~ω and T = 300ω−1 (resonant shaking corresponds to
ωx = −ωd). Polynomial scheme (red) and piecewise scheme with tS = 0.75T
(blue). Points correspond to the full Schro¨dinger equation, dashed lines to the
4–level model and lines to the 6–level model (C.8).
model (see Appendix C.2), which can be seen to agree with the full Schro¨dinger
equation dynamics (see figure 5.7(b))
Finally, we remark once again that in the case of more lattice sites, each containing
a single atom, the schemes would result in the pattern in figure 5.1. As a brief
aside, we now consider a single atom whose initial state is now a superposition
of all ground states of all 9 wells of a 3 × 3 lattice; the single atom is delocalised
across the entire lattice. Applying here the piecewise shaking scheme, one reaches
the final state represented in figure 5.8. It can be clearly seen that a checkerboard
pattern of left- and right-handed angular momentum states is produced, similar
to figure 5.1. Note that we have adjusted the (physically irrelevant) global phase
such that the branch cut is horizontal in this representation of the wave function.
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Figure 5.8: Final state after applying the piecewise process with V0 = 3~ω,
T = 300ω−1 and tS = 0.75T . Shown is |Ψ(x, y, T )| · arg [Ψ(x, y, T )], with the
black dots indicating the minima of the lattice wells.
In this case, we have produced a final state for a single atom in which its position
is entangled with the sign of the angular momentum in each well.
5.7 Experimental considerations
There are several options for experimentally implementing such a system depend-
ing on how one creates the two counter propagating beams for each direction. One
option is to use a beam and a retro-reflecting mirror, in which case one can induce
the shaking by mounting the mirror on a piezo-electric actuator which will then
oscillate according to rx(t) [230–232]. In the case where the beam is split in two,
one can introduce a small frequency difference ∆ν(t) between the beams by us-
ing acousto-optic modulators to make the lattice move with a velocity ∆ν(t)λ/2,
where λ is the wavelength of the laser [232, 233]. The shaking is then given by
rx(t) =
λ
2
∫ t
0
∆ν(τ)dτ .
Parameter values of V0/(~ω) = 3 and ωT = 300 could for example be reached using
133Cs atoms with λ = 1064 nm lasers and a lattice depth of 36Er, where Er =
~2k2
2m
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is the recoil energy. The shaking frequency required would be ωd/(2pi) ≈ 14 kHz
and the total time required for the operation would be T ≈ 3 ms. Under the
assumption that V0  Er (i.e. that the well is deep), one can approximate the
ground state tunnelling rate J0 as [6, 234]
J0 ≈ 4Er√
pi
(
V0
Er
)3/4
e−2
√
V0/Er . (5.53)
For our scheme to work, the operation must be performed much faster than this
tunnelling time, i.e, we want T  ~/J0 ≈ 589 ms for the parameter values above.
If one calculates the tunnelling rates using exact band structure calculations [201],
one obtains a ground state tunnelling time of ~/J0 ≈ 600ms and an excited state
tunnelling time of ~/J1 ≈ 17ms. Being in the Mott insulator ground state (for
133Cs ) corresponds to a potential depth of about 22Er [193] or greater. Being in
the Mott state for both the ground state and the first excited state (i.e. atoms are
localised in one well, regardless of being in the ground or first excited state) will
not be affected by the shaking, as it has been shown both theoretically [235] and
experimentally [236] that the shaking effectively reduces the tunnelling strength
to the neighbouring wells. In addition, the anharmonic nature of the potential
inhibits first order decay processes whereby two atoms in the first excited state
collide, promoting one to the second excited state and the other to the ground
state [201].
5.8 Conclusions
We have developed two schemes to prepare an exotic lattice state, namely a stag-
gered order angular momentum state, starting from a Mott insulator state in an
optical lattice. Both of these use shaking of the optical lattice together with a
modulation of the interference term. The flexibility of the invariant–based ap-
proach makes it possible to extend the scheme presented in multiple directions.
For instance, one could further optimise it to combat the most relevant errors in a
given experimental implementation [79]. Since the atoms are in the Mott–insulator
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regime the effects of atoms tunnelling into neighbouring wells and atom-atom in-
teractions have been neglected. Nevertheless, these effects could possibly play a
role in lattices with imperfect filling factors. It would be beneficial to generalise
our scheme to become insensitive to such imperfections.
This work could be extended in several interesting directions. One possibility
would be to prepare a state with equal angular momentum per lattice site. This
could possibly be done by additionally shaking the lattice in the y direction re-
sulting in a non-zero Ωy term. Another would be to apply the process we describe
above to a single delocalised atom, which would result in an entangled state where
the well position is entangled with the sign of the angular momentum. Finally,
atoms with angular momentum have recently been shown to be useful for gener-
ating complex tunnelling frequencies [237].
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Chapter 6
Fast and stable manipulation of a
charged particle in a Penning trap
6.1 Overview
In this chapter, we propose shortcuts to adiabaticity (STA) to achieve fast and
stable control of the state of a charged particle in an electromagnetic field. In
particular we design a non-adiabatic change of the magnetic field strength in a
Penning trap which changes the radial spread without final excitations. We apply
a streamlined version of the fast-forward formalism as well as an invariant based
inverse engineering approach. We compare both methods and examine their sta-
bility.
This chapter is based on the following publication:
A. Kiely, J. P. L. McGuinness, J. G. Muga and A. Ruschhaupt,
Fast and stable manipulation of a charged particle in a Penning trap,
J. Phys. B: At. Mol. Opt. Phys. 48 075503 (2015).
Justin McGuinness did preliminary calculations for generalising the fast-forward
approach to the minimal coupling equation as part of his undergraduate disserta-
tion. I did the definitive final analytical calculations, applied these results to the
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Penning trap, made the connection to the invariant formalism and produced the
figures. All authors contributed to the writing of the manuscript.
6.2 Introduction
The fast expansion or compression of a particle state driven by a time dependent
trap frequency is one of the paradigmatic operations for which STA have been
developed, both in theory [65, 238] and experiment [239, 240]. Interacting parti-
cles in an expanding/compressing external harmonic potential such as ion chains
[241], Bose-Einstein condensates [69], or classical gases [22], have also been studied.
There are many applications for fast expansion/compression, such as controlled
cooling/heating of the state [242, 243], implementation of quantum engines and
refrigerators based on cyclic expansions and compressions [244–246], fast switching
between manipulations suited for a low trap frequency or for a high trap frequency
configuration [241], or efficient sympathetic cooling [247, 248]. Fundamental as-
pects such as the quantification of the third law of thermodynamics [67, 244] have
also been examined.
Real traps are of course three-dimensional, but most of the theory work deals
with 1D traps with time dependent frequencies whose effective realization is not
straightforward. Torrontegui et al. [249] studied the fast expansions of cold atoms
in a three-dimensional Gaussian-beam optical trap. The radial and axial frequen-
cies are coupled and as a consequence some shortcut schemes that work in 1D
were in fact restricted to certain parameter domains, and others failed completely.
Traps with uncoupled radial and axial frequencies are of interest to perform clean
STA expansions/compressions and such a possibility is indeed provided by the
Penning trap.
In this chapter, we will put forward shortcut schemes to control a charged par-
ticle in a Penning trap. Recall from section 2.1.2.2 that a Penning trap uses a
combination of a uniform and unidirectional magnetic field and an electrostatic
quadrupole potential. This potential is typically created using three electrodes
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which are hyperboloids of revolution. Penning traps are commonly used for accu-
rate measurement of the properties of different charged particles [250–253].
Since different operations on the trapped charged particle (preparation, measure-
ment, or interactions) may require or benefit from different extensions of the den-
sity cloud, our aim is to change this extension rapidly without producing final
excitations. Therefore, we shall construct schemes to decrease the radial extension
of the particle’s wave function, without producing final excitations, by changing
the magnetic field intensity. We shall first design such shortcuts by means of the
fast-forward formalism.
In the following section we will develop a streamlined version of the fast-forward
formalism in the general case of a charged particle in an electromagnetic field. In
section 6.4, we will review the known eigenstates of a particle in a a Penning trap.
In section 6.5, we apply the streamlined formalism to change the state from an
eigenstate of one magnetic field strength to that of a larger field strength. We
also compare it with an inverse engineering approach based on Lewis-Riesenfeld
invariants and examine the stability versus systematic errors in the magnetic field.
Finally, in section 6.6 we discuss our results.
6.3 General streamlined formalism
We shall now put forward a streamlined version of the fast-forward formalism
including an electromagnetic field [138]. This will extend what was reviewed in
section 2.2.4.
6.3.1 Main equations
We consider a spinless charged particle as spin will not play any role in the trap
configuration considered below. The Schro¨dinger equation for this particle in an
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electromagnetic field is given by
i~
∂
∂t
Ψ = H(t)Ψ, (6.1)
where the Hamiltonian (expressed in some chosen gauge e.g. the Coulomb gauge)
is given in coordinate representation by
H(t) =
1
2m
[
~
i
∇− q ~A(t, ~r)
]2
+ qφ(t, ~r), (6.2)
with q being the charge, ~A the vector potential and φ the scalar potential (both
real). We write Ψ as
Ψ(t, ~r) = α(t, ~r)eiβ(t,~r), (6.3)
where α(t, ~r), β(t, ~r) ∈ R. Note that Ψ(t, ~r) corresponds to the fast-forwarded
state ΨFF in [138]. ~A and qφ correspond to the driving potentials ~AFF and VFF
in [138].
Inserting the ansatz (6.3) into (6.1) and then multiplying the equation by e−iβ(t,~r),
we get for the real part of the result
0 = − ~
2
2m
∆α +
1
2m
(
q ~A− ~∇β
)2
α +
(
qφ+ ~
∂β
∂t
)
α, (6.4)
and for the imaginary part
~
∂α
∂t
=
~
2m
∇
(
q ~A− ~∇β
)
α +
~
m
(
q ~A− ~∇β
)
∇α. (6.5)
To write these two equations in a more compact way, let us define
~χ = ~A− ~
q
∇β, Φ = φ+ ~
q
∂β
∂t
. (6.6)
The electric and the magnetic fields are now given by
~E = −∇Φ− ∂~χ
∂t
, ~B = ∇× ~χ. (6.7)
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Using these definitions of ~χ and Φ, the two equations (6.4) and (6.5) simplify to
Φ =
~2
2mqα
∆α− q
2m
~χ2, (6.8)
and
∂α
∂t
− q
2m
(∇~χ)α− q
m
~χ∇α = 0. (6.9)
These are the two main equations.
Note that ~χ and Φ as well as the main equations (6.8) and (6.9) are invariant
under a gauge transformation Λ acting in the usual way
~A→ ~A+∇Λ, φ→ φ− ∂Λ
∂t
and Ψ → e i~ qΛΨ, (6.10)
i.e., β → β + q~Λ and α is unchanged.
6.3.2 Inverse engineering and boundary conditions
Let the initial state of the system ψ0(~r) ≡ α0(~r)eiβ0(~r) be an eigenstate of the
initial time independent Hamiltonian
H0 =
1
2m
(
~
i
∇− q ~A0
)2
+ qφ0, (6.11)
with eigenvalue E0. (The eigenstates of the Penning trap are reviewed in the
following section.) The goal is to design a scheme ( ~A(t, ~r) and φ(t, ~r)) such that
the final state (at t = T ) of the system, ψT (~r) ≡ αT (~r)eiβT (~r), is an eigenstate of
the final (time independent) Hamiltonian
HT =
1
2m
(
~
i
∇− q ~AT
)2
+ qφT , (6.12)
with eigenvalue ET . The Hamiltonian should be continuous at initial and final
time, i.e., H(0) = H0 and H(T ) = HT .
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In the inversion protocol we first design α(t, ~r) and β(t, ~r) fulfilling the boundary
conditions
α(0, ~r) = α0(~r), α(T,~r) = αT (~r),
β(0, ~r) = β0(~r), β(T,~r) = βT (~r). (6.13)
In the next step, we have to solve for ~χ in (6.9). The function Φ is then given
by (6.8). Because the Hamiltonian should be changing continuously at initial and
final time, ~χ must fulfil the following boundary conditions
~χ(0, ~r) = ~A0 − ~
q
∇β0, ~χ(T,~r) = ~AT − ~
q
∇βT . (6.14)
A consequence of these conditions can be seen by evaluating (6.9) at the initial
and final time (see also Appendix D.1). This leads to
∂α
∂t
(0, ~r) = 0,
∂α
∂t
(T,~r) = 0. (6.15)
The boundary conditions of Φ can be seen by evaluating (6.8) at initial and final
time leading to (see also Appendix D.1)
Φ(0, ~r) = φ0(~r)− 1
q
E0 = φ0(~r) + ~
q
∂β
∂t
(0, ~r),
Φ(T,~r) = φ0(~r)− 1
q
ET = φ0(~r) + ~
q
∂β
∂t
(T,~r). (6.16)
These conditions are equivalent to
∂β
∂t
(0, ~r) = −1
~
E0, ∂β
∂t
(T,~r) = −1
~
ET . (6.17)
Finally, the vector potential and the scalar potential in the chosen gauge are then
given by
~A(t, ~r) = ~χ(t, ~r) +
~
q
∇β(t, ~r), (6.18)
φ(t, ~r) = Φ(t, ~r)− ~
q
∂β
∂t
, (6.19)
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and the electric and magnetic fields are given by (6.7).
The above boundary conditions guarantee that the magnetic field is continuous at
the initial and final time. To make the electric field continuous at the initial and
final time, we also impose
∂~χ
∂t
(0, ~r) = 0,
∂~χ
∂t
(T,~r) = 0. (6.20)
6.4 Energy Eigenstates of a Penning trap
Let us introduce cylindrical coordinates {r, θ, z} where x = r cos θ and y = r sin θ,
and define the orthogonal unit vectors
rˆ =

cos θ
sin θ
0
 , θˆ =

− sin θ
cos θ
0
 , zˆ =

0
0
1
 . (6.21)
For the Penning trap, we assume a homogeneous magnetic field in z direction,
~B = Bz zˆ, and an electrostatic field of the form ~E = Errˆ + Eθθˆ + Ez zˆ, where
Er =
mω2z
2q
r, Eθ = 0, Ez = −mω
2
z
q
z. (6.22)
The vector potential and the scalar potential can be written as
~A =
rBz
2
θˆ, φ =
mω2z
4q
(
2z2 − r2) . (6.23)
The corresponding Hamiltonian reads
H = − ~
2
2m
∆ +
m
2
ω˜2r2 − ωLz + 1
2
mω2zz
2, (6.24)
where ω˜2 = ω2 − ω2z/2, ω = qBz/(2m) (similar to the cyclotron frequency) and
Lz =
~
i
∂
∂θ
is the z-component of the angular momentum operator. Lz commutes
with the rest of the Hamiltonian, so it represents a conserved quantity. The
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Hamiltonian (6.24) is separable into a Hamiltonian depending on r and θ and
a Hamiltonian depending solely on z. The corresponding Schro¨dinger equation
can be solved by a product of a function of r and θ and a function of z. The
z-dependent function describes the dynamics of a harmonic oscillator with axial
(angular) frequency ωz which we assume to have a fixed value. Since we shall
consider Bz as the time dependent external parameter, the non-trivial part of
interest is the function that depends on r and θ. Hence we focus solely on this
part. We also assume qBz > 0. The energy eigenfunctions are
ψN,M,l(r, θ) = fN,M,l(r) exp (iMθ) , (6.25)
where
fN,M,l(r) =
1√
2pi
√
N !
(N + |M |)!
1
l
[
r√
2l
]|M |
exp
(
− r
2
4l2
)
L
|M |
N
(
r2
2l2
)
,(6.26)
N,M ∈ Z , L|M |N (q) are the generalised Laguerre Polynomials, defined by
LaN(Q) =
Q−aeQ
N !
dN
dQN
(e−QQN+a), (6.27)
and the constant l is defined by
l =
√
~
2mω˜
. (6.28)
M is the quantum number associated with the z component of the angular mo-
mentum operator (i.e. LzψN,M,l(r, θ) = M~ψN,M,l(r, θ) ) and N is a quantum
number that determines the radial structure. l ∈ R is the characteristic radial
length scale of the wavefunction; it is determined by the magnetic field Bz and
the axial frequency ωz via (6.28). The energy eigenvalues are
EN,M = ~ω˜ (2N + |M |+ 1)− ~ωM, (6.29)
where N = 0, 1, ... and M is an integer. Alternatively, using N˜ := 2N + |M |, the
energy eigenvalues are often written as E = ~ω˜(N˜ + 1)− ~ωM with N˜ = 0, 1, ....
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and M = −N˜ ,−N˜ + 2, ..., N˜ − 2, N˜ . For example, these eigenfunctions were
previously found for ω˜ = ω in [254].
6.5 Varying the magnetic field strength
We would like to design the time dependence of the magnetic field so that the sys-
tem starts from the eigenstate ψN,M,l0(r, θ) at initial time t = 0 with magnetic field
Bz(0) = Bz,0 and ends in the eigenstate ΨN,M,lT (r, θ) at final time t = T with mag-
netic field Bz(T ) = Bz,T , i.e. Ψ(0, r, θ) = ψN,M,l0(r, θ), Ψ(T, r, θ) = ψN,M,lT (r, θ),
where l0 =
√
~/(2mω˜(0)), lT =
√
~/(2mω˜(T )), and ω˜(t) =
√
(qBz(t)/(2m))
2 − ω2z/2.
The frequency ωz should be kept constant. Of course, this can be done in an adi-
abatic way but here we want to derive a shortcut to adiabaticity. As an example,
we will examine a way to decrease the characteristic length scale, l0 → lT .
6.5.1 Streamlined formalism
Following the algorithm presented in section 6.3, we start by choosing the following
ansatz for the time evolution of the wavefunction
α(t, r) =
√
N !
(N + |M |)!
1√
2pil(t)
(
r√
2l(t)
)|M |
exp
(
− r
2
4l(t)2
)
L
|M |
N
(
r2
2l(t)2
)
,
(6.30)
and β(t, θ) = Mθ + ζ(t). For the boundary conditions (6.13), it follows α(0, r) =
fN,M,l0(r) and α(T, r) = fN,M,lT (r) and so we get the condition l(0) = l0, l(T ) = lT .
Moreover, we get ζ(0) = ζ(T ) = 0.
As the next step, we have to solve the main equation (6.9). We assume that ~χ
does not depend on θ, i.e. ~χ = χr(t, r) rˆ + χθ(t, r) θˆ. (6.9) then becomes
2mr
q
∂α
∂t
− χr
(
α + 2r
∂α
∂r
)
− r∂χr
∂r
α = 0, (6.31)
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and (6.8) becomes
Φ = − q
2m
(
χ2r + χ
2
θ
)
+
~2
2mqα
(
1
r
∂α
∂r
+
∂2α
∂r2
)
. (6.32)
A solution of (6.9) is given by
χr(t, r) = −2m
q
1
r α2
∫ ∞
r
ds s α
∂α
∂t
(t, s). (6.33)
The solution when α and ~χ depend on θ can be found in Appendix D.2.
For α given by (6.30), we get from (6.33) that
χr(t, r) = −m
q
rl′(t)
l(t)
, (6.34)
where the prime indicates a derivative with respect to time. Note that this solution
is independent of the quantum numbers N and M .
The components of the physical fields can be written as
Bz(t, r) =
1
r
∂(rχθ)
∂r
, (6.35)
Er(t, r) = − ∂
∂r
Φ− ∂χr
∂t
, Eθ(t, r) = −∂χθ
∂t
. (6.36)
We want a uniform magnetic field and a constant radial electric field
(
Er =
mω2z
2q
r
)
during the whole process. To achieve a uniform magnetic field Bz = Bz(t) we set
χθ(t, r) =
r
2
Bz(t) +
g(t)
r
, (6.37)
with an arbitrary function g. The electric field component Er is now
Er =
M2~2 − q2g(t)2
mqr3
+
r
4mq
(
q2B2z −
~2
l(t)4
+
4m2l′′(t)
l(t)
)
. (6.38)
The demand Er =
mω2z
2q
r leads to the choice g(t) = −M~/q and
Bz(t) =
√
~2 − 4m2l(t)3l′′(t) + 2m2ω2z l(t)4
ql(t)2
, (6.39)
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where qBz(t) > 0 is assumed. The electric field components are finally
Er =
mω2z
2q
r, Eθ = −r
2
B′z(t). (6.40)
Now, we have
χ(t, r) =
[
r
2
Bz(t)− M~
qr
]
θˆ − m
q
rl′(t)
l(t)
rˆ. (6.41)
Following from (6.14), we get the boundary conditions for ~χ
~χ(0, r) = ~A0 − ~
q
∇β0 =
(
rB0
2
− ~M
qr
)
θˆ,
~χ(T, r) = ~AT − ~
q
∇βT =
(
rBT
2
− ~M
qr
)
θˆ. (6.42)
With the χ given in (6.41), this is fulfilled if l′(0) = 0, l′(T ) = 0, Bz(0) = B0,
and Bz(T ) = BT . To fulfil the last two conditions, we have to demand l
′′(0) = 0,
l′′(T ) = 0.
The boundary conditions of Φ are fulfilled if the conditions (6.17) are satisfied, i.e.
if
∂ζ
∂t
(0) = −1
~
E0, ∂ζ
∂t
(T ) = −1
~
ET . (6.43)
A simple choice of ζ may be a polynomial of degree 3 that obeys all of the boundary
conditions on ζ. Note that the magnetic and the electric fields do not depend on
the choice of the time dependent global phase ζ(t).
An additional boundary condition on l(t) can be derived by enforcing that the
electric field is continuous at t = 0 and t = T , see the conditions (6.20). This
requires B′z(0) = 0 and B
′
z(T ) = 0. Differentiating the expression (6.39) for Bz(t)
with respect to time gives
B′z(t) = −
2
(
l′(t) [~2 −m2l(t)3l′′(t)] +m2l(t)4l′′′(t)
)
ql3(t)
√
~2 − 4m2l(t)3l′′(t) + 2m2ω2z l(t)4
. (6.44)
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Noting the boundary conditions on l already derived, this requires, in addition,
that l′′′(0) = 0, l′′′(T ) = 0.
In summary, the boundary conditions for l(t) are
l(0) = l0 =
√
~
2mω˜ (0)
, l′(0) = l′′(0) = l′′′(0) = 0,
l(T ) = lT =
√
~
2mω˜ (T )
, l′(T ) = l′′(T ) = l′′′(T ) = 0. (6.45)
These conditions are independent of the quantum numbers N and M .
If l(t) satisfies these boundary conditions, the corresponding magnetic field and
electric field are given by equations (6.39) and (6.40), and fulfil ∇ · ~E = 0 and
∇× ~B = 0. They are also independent of the quantum numbers N and M . If the
system starts in the corresponding eigenstate and if these fields are implemented,
then the system will end with fidelity 1 in the final state. We will show that these
schemes which do not change the quantum number could be alternatively derived
using an invariant based approach.
6.5.2 Invariant based approach
Recall from section 2.2.2, that a Lewis-Riesenfeld invariant is a Hermitian operator
I(t) fulfilling
∂
∂t
I(t) =
i
~
[I(t), H(t)] , (6.46)
where H(t) is the Hamiltonian for the system. If we disregard again the z depen-
dent part, we find the following invariant for the Hamiltonian (6.24),
I(t) = −~2l(t)2∆− 2ml′(t)l(t)
(
~
i
∂
∂r
)
r +
(
m2l′(t)2 +
~2
4l(t)2
)
r2, (6.47)
126
where the function l(t) has to be a solution of the following Ermakov-like equation
4m2
l′′(t)
l(t)
+ 4m2ω˜(t)2 − ~
2
l(t)4
= 0. (6.48)
(In [116], the case ω˜ = ω was examined and an invariant was constructed. Eigen-
states of this invariant which are simultaneously eigenstates of Lz were also con-
structed indirectly.) An explicit expression of the eigenstates of I is
ΓN,M(t, r, θ) =
1√
2pi
√
N !
(N + |M |)!
1
l(t)
[
r√
2l(t)
]|M |
L
|M |
N
(
r2
2l(t)2
)
× exp
(
− r
2
4l(t)2
+
iml′(t)
2~l(t)
r2 + iMθ
)
(6.49)
where N,M ∈ Z and l(t) is a solution of (6.48). The corresponding eigenvalue
of I is (2N + |M | + 1)~2 and the corresponding eigenvalue of Lz is M~. A more
general invariant (which allows for a time dependent mass) was described in [255].
An eigenstate of a Lewis-Riesenfeld invariant is a solution to the Schro¨dinger
equation for H(t) up to a time dependent phase ΠN,M(t) [116], which is here given
by
ΠN,M(t) =
∫ t
0
dt′
(
Mω(t′)− (N + 1)~
2ml(t′)2
)
. (6.50)
The idea is to do inverse-engineering by demanding that the system follows the
state Ψ(t, r, θ) = ΓN,M(t, r, θ)e
iΠN,M (t). First, we choose an auxiliary function l(t)
(which has to fulfil different conditions at initial and final time, see below) and then
we get ω˜(t) from (6.48). At initial and final time the eigenstates of the invariant
should coincide with the eigenstates of the Hamiltonian, i.e. [I(0), H(0)] = 0 =
[I(T ), H(T )]. Therefore, we have to impose the following boundary conditions for
the auxiliary function l(t):
l(0) = l0 =
√
~
2mω˜ (0)
, l′(0) = 0,
l(T ) = lT =
√
~
2mω˜ (T )
, l′(T ) = 0. (6.51)
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Figure 6.1: Auxiliary function l(t) versus t.
From these boundary conditions and (6.48), it also follows that l′′(0) = 0 and
l′′(T ) = 0.
An additional boundary condition on l(t) can be derived by enforcing that the
electric field is continuous at t = 0 and t = T . This leads to B′z(0) = B
′
z(T ) = 0
or l′′′(0) = l′′′(T ) = 0. The complete list of boundary conditions is equivalent to
(6.45) above. As already mentioned, we can now design first an auxiliary function
l(t) fulfilling the above boundary conditions and then calculate ω˜(t) and hence the
magnetic field strength Bz(t) from (6.48). The resulting formula for Bz(t) is the
same as (6.39) above.
Summarising, the streamlined fast-forward formalism and the invariant based ap-
proach provide two ways to find the same boundary conditions for the auxiliary
function l(t) in this setting. So, for varying the magnetic field strength, both for-
malisms are equivalent as they both require that one chooses the auxiliary function
l(t) fulfilling these boundary conditions and then the corresponding physical po-
tentials can be calculated in the same way. In the following we look at a numerical
example of this procedure.
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Figure 6.2: Frequency ratio ω˜(t)/ω˜(0) versus t; µ → ∞ (red, dashed-dotted
line), µ = 3 (black, solid line), µ = 1 (blue, dotted line), µ = 0.672 (green,
thick, solid line).
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Figure 6.3: Time evolution of |Ψ(t, r)|2 with N = M = 0; t = 0 (green, thick,
solid line), t = T/2 (black, thin, solid line), t = 3T/4 (blue, dotted line), t = T
(red, dashed-dotted line).
6.5.3 Numerical Example
Let us first set l(t) = l0λ(τ) where τ = t/T . From the above formalism, the time
dependence of ω˜ follows as
ω˜(t) = ω˜(0)
1
λ(τ)2
√
1− λ(τ)
3λ′′(τ)
µ2
, (6.52)
where µ = T ω˜(0). µ can be seen as the final time in units of 1/ω˜(0). Therefore,
decreasing µ corresponds to decreasing the total time T of the process, with fixed
ω˜(0) (i.e. fixed ω0 =
qBz(0)
2m
> 0 and fixed ωz). The limit µ→∞ would correspond
to the adiabatic limit where we get ω˜(t)/ω˜(0)→ 1
λ2(τ)
.
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The corresponding magnetic field would then be given by (6.39) or in dimensionless
variables
Bz(t) =
~
ql20
1
λ(τ)2
[
1− λ(τ)
3λ′′(τ)
µ2
+
ν2
2− ν2λ(τ)
4
]1/2
(6.53)
where ν = ωz
ω0
is the ratio between the two initial frequencies. This parameter ν
is independent of the total time T . We want to have a trap setting at initial and
final time, i.e. ω˜(0)2 and ω˜(T )2 should be positive. From this, ν must be in the
range 0 ≤ ν < √2min{1, ωT/ω0} where ωT = qBz(T )2m > 0.
Assuming a polynomial form of λ(τ) and using the above conditions, λ(τ) can be
expressed as
λ(τ) = 1− 20 (lT/l0 − 1) τ 7 + 70 (lT/l0 − 1) τ 6
−84 (lT/l0 − 1) τ 5 + 35 (lT/l0 − 1) τ 4. (6.54)
The final value of the magnetic field is chosen in this example such that ω˜(T )/ω˜(0) =
c = 10 (i.e. lT = l0/
√
10). The ratio between initial and final magnetic field is
then
Bz(T )
Bz(0)
=
√
c2
(
1− ν
2
2
)
+
ν2
2
.
Figure 6.1 is the corresponding plot of l(t).
Figure 6.2 shows ω˜(t) for different values of µ. For µ ≈ 0.672 (green, thick, solid
line) ω˜(t)2 > 0 is no longer fulfilled for all times. The requirement that Bz(t) ∈ R
for all times results in a type of quantum speed limit of the form
µ ≥ max
τ∈[0,1]
[
λ(τ)3λ′′(τ)
1 + ν2(2− ν2)−1λ(τ)4
]1/2
. (6.55)
Recently the topic of quantum speed limits has gained renewed interest in the liter-
ature. For example recent work has been done on extending the usual Mandelstam-
Tamm(MT)[95, 96] and Margolus-Levitin(ML)[97] bounds for open system dy-
namics [256, 257]. It has also proven useful when using optimal control techniques
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[258]. The quantum speed limit of our case is clearly more restrictive than the MT
and ML bounds i.e. the minimal time of our speed limit is larger or equal than
the time limit provided by those bounds.
As an example, the wavefunction at different times with N = M = 0 can be seen
in figure 6.3. The shown time evolution is independent of µ, ν and depends only
on the chosen form of l(t).
6.5.4 Superposition
The electric and magnetic fields derived in the previous subsection are independent
of the quantum numbers N and M . Therefore, the fields can be also applied to a
superposition of different eigenstates with initial magnetic field B0 and they will
produce a superposition of eigenstates with final magnetic field BT with the same
populations as initially. Let us assume an initial wavefunction of the form
Ψ(0, r, θ) =
∑
N,M
cN,MΓN,M(0, r, θ), (6.56)
where ΓN,M(t, r, θ) are the eigenfunctions of the invariant given in (6.49) and cN,M
are (constant) complex coefficients. Then it follows that the state at final time
will be
Ψ(T, r, θ) =
∑
N,M
cN,Me
iΠN,M (T )ΓN,M(T, r, θ), (6.57)
where ΠN,M is given in (6.50), so the populations in the different eigenstates will
be the same as initially, i.e.
∣∣cN,MeiΠN,M(t)∣∣2 = |cN,M |2.
6.5.5 Stability
It is important that the scheme is not only fast but also stable concerning errors
in the implementation. We want to examine the stability of the protocol if there
is a systematic error in the magnetic field Bz(t). We assume that the magnetic
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Figure 6.4: Fidelity F versus error ; µ = 1, ν = 0.1 (blue, dotted line);
µ = 1, ν = 1 (red, dashed-dotted line); µ = 3, ν = 0.1 (black, thin, solid line);
µ = 3, ν = 1 (green, thick, solid line).
Figure 6.5: Systematic error sensitivity S versus µ and ν.
field is correctly implemented before and after the process, for t ≤ 0 and t ≥ T .
Nevertheless, during the change of the magnetic field for for 0 < t < T , we assume
that an inaccurate magnetic field B(t) = Bz(t)(1+) is implemented, where Bz(t)
is the correct one and  a small relative systematic error which is unknown but
constant.
We will examine the final fidelity as a function of  for N = M = 0. The initial
state is still Ψ(0) = ψN=0,M=0,l0 . The solution of the Schro¨dinger equation is
then still given by Ψ(t) = Γ0,0(t)e
iΠ0,0(t) (see (6.49)) with l(t) replaced by `(t), a
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solution of
4m2
`′′ (t)
`(t)
+ 4m2
[(
qB(t)
2m
)2
− ω
2
z
2
]
− ~
2
`(t)4
= 0, (6.58)
with `(0) = l0 and `
′
(0) = 0. The fidelity at t = T is now
F = |〈Ψ(T )|Ψ(T )〉|
=
2l(T )`(T )√
(l(T )2 + `(T )2)2 +
4m
~2 l(T )
4`(T )2`′(T )2
. (6.59)
Let l(t) be given again as in (6.54). We once again fix ω˜(T )/ω˜(0) = c = 10, noting
that the magnetic field is assumed to be error-free at the initial and final time.
With these values fixed, the fidelity F only depends on µ, ν and . Note ν must
be in the range 0 ≤ ν < √2. The fidelity F for different combinations of µ and ν
versus  is shown in figure 6.4. One still gets a high fidelity even if there is a small,
systematic error in the implementation of the magnetic field during the scheme.
The scheme is, in some range, stable concerning this type of systematic error.
A sensitivity S of the scheme versus this systematic error can be defined as the
negative curvature of the fidelity at  = 0, i.e. S = −∂2F
∂2
∣∣
=0
. This sensitivity S
versus µ and ν is shown in figure 6.5. The sensitivity is increasing with increasing
ratio ν for fixed µ. For fixed ν the sensitivity shows an oscillating behaviour with
increasing µ. The sensitivity for arbitrary N and M is treated in Appendix D.3.
In order to have even more stability against systematic error in the magnetic field
one could design a different l(t) which minimises the sensitivity S and still fulfils
the necessary boundary conditions (a similar strategy could also be applied to
other types of systematic errors or random errors). As shown in Appendix D.3, it
would be sufficient to minimise S only for N,M = 0.
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6.6 Conclusion
In this chapter, we have put forward shortcuts to adiabaticity for a charged particle
in an electromagnetic field focusing on a change of the radial spread in a Penning
trap by modifying the magnetic field intensity. Two methods have been used for
this: a streamlined version of the fast-forward formalism for an electromagnetic
field, and an invariant based procedure. We have shown their equivalence for this
operation. In general the fast-forward formalism presented in this chapter could be
applied to other tasks for which the invariant approach is not well suited, such as
transformations for individual states [136]. We also found that a type of quantum
speed limit applies. Moreover, we have examined the scheme in the case of a
systematic error in the magnetic field and shown its stability.
In the next chapter we will move on from STA processes to considering the effects
of classical Poisson white noise on adiabatic processes.
134
Chapter 7
Effect of Poisson noise on
adiabatic quantum control
7.1 Overview
We present a detailed derivation of the master equation describing a general time-
dependent quantum system with classical Poisson white noise and outline its var-
ious properties. We discuss the limiting cases of Poisson white noise and provide
approximations for the different noise strength regimes. We show that using the
eigenstates of the noise superoperator as a basis can be a useful way of expressing
the master equation. Using this we simulate various settings to illustrate different
effects of Poisson noise. In particular, we show a dip in the fidelity as a function
of noise strength where high fidelity can occur in the strong noise regime for some
cases. We also investigate recent claims [31] that this type of noise may improve
rather than destroy adiabaticity.
This chapter is based on the following publication:
A. Kiely, J. G. Muga and A. Ruschhaupt,
Effect of Poisson noise on adiabatic quantum control,
Phys. Rev. A 95 012115 (2017).
135
7.2 Introduction
Understanding the effect of noise is of great interest for creating many of the pre-
dicted quantum technologies, e.g., for quantum metrology, quantum cryptography
and quantum computation [2]. Almost all quantum systems suffer from decoher-
ence in one form or another as it is impossible to isolate a system completely.
Moreover interactions are needed to prepare, manipulate or read off the state of
a system. Many recent publications have focused on combating different forms of
decoherence by designing control schemes which are stable against specific forms
of decoherence. Different strategies have been followed to design such schemes, e.g,
dynamical decoupling [259], composite pulses [25–27], “shortcuts to adiabaticity”
[21], and optimal control schemes [28–30].
There are different possible approaches for modelling this decoherence. One is
based on a system-bath theory, where the bath dynamics are traced out under the
Born-Markov approximation [260, 261]. Another approach is to assume a “clas-
sical noise”, whereby the effect of the bath is described by a stochastic temporal
evolution of a closed system. It has been shown for random telegraph noise (also
known as a two-state Markov process or dichotomic Markov process) acting on a
qubit, that these descriptions lead to equivalent dynamics [262]. Classical noise
can of course also occur from classical fluctuations in the experimental system
parameters. This noise could also be purposefully used to perform quantum sim-
ulations of environmentally induced decoherence [263]. Hence understanding the
effect of classical noise on a quantum system can be quite useful.
In this chapter we will consider the effect of classical Poisson white noise (some-
times referred to as white shot noise) [264]. It is a sequence of random Markovian
strikes with exponential inter-arrival times, i.e., which are Poisson distributed in
time. It can be shown that if a general point process is boundedly finite and
non-null, has complete independence and is stationary then it must be a Poisson
point process [265]. There are also many other convergence results where Poisson
processes emerge [266], which explain why it is so widely applicable. Poisson noise
is useful for modeling noise processes which occur as a result of a small number
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of discrete events, e.g., photons for electromagnetic radiation or electrons for elec-
trical current. For a large number of events, the Poisson distribution tends to a
Normal or Gaussian distribution.
White shot noise has already been widely discussed in the context of classi-
cal physics [267–269]. It has been applied to a variety of settings, e.g., micro-
mechanical resonators [270], the statistics of current through Josephson junctions
[271, 272], modelling random impulsive excitations [273], and its effects on trans-
port of Brownian particles [274, 275]. It has also been used to model the effect of
light intensity fluctuations on photochemical reactions [276] and radiation pressure
shot noise in optomechanical systems [277, 278]. It was first considered in a quan-
tum setting in [279] and has since been proposed as a power source for a quantum
heat engine [280, 281]. It is also a special case of random telegraph noise with
vanishing correlation time [282]. General random telegraph noise has been used
to investigate noise effects on tunneling dynamics [283], model the environmental
noise of a quantum dot [284], and model decoherence of qubits in general [285]. A
master equation for random telegraph noise has been derived for time independent
systems [286].
Previous works have mainly focussed on Gaussian noise for stochastic Hamiltonian
evolution [287]. Hence, it would be interesting to have a tractable master equation
for a more general non-Gaussian noise. Here we will present a general master
equation for classical Poisson white noise and show how it simplifies in two-level
systems [280, 281] and reduces to Gaussian white noise in the appropriate limits
[264].
In a recent paper by Jing et al. [31], it is claimed that Poisson noise can coun-
terintuitely help improve adiabaticity for increasing noise strength. We will show
that what is referred to as strong noise is actually a large noise bias which implies
a stronger Hamiltonian. By coherently increasing the energy of the system (for a
fixed total time), one will of course improve the adiabaticity. However, we will also
show that for a general quantum system with Poisson noise, the system will follow
specific eigenstates of the noise superoperator (in the limit of strong noise) in a
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manner analogous to the adiabatic theorem. This has been previously outlined for
the case of Gaussian white noise and has been connected to the effect of repeated
measurements or the quantum Zeno effect [288–292].
The rest of this chapter is outlined as follows. In the next section, the master
equation for a general time-dependent quantum system with Poisson noise is de-
rived and its general properties discussed including the special case of a two-level
system. In section 7.4, we review the adiabatic approximation for density matri-
ces and derive approximations for the cases of weak and strong Poisson noise. In
section 7.5, we solve the master equation numerically for several cases, including
the setting described in [31] and Stimulated Raman adiabatic passage (STIRAP)
[113] type schemes in three-level systems. The examples we present will illustrate
the different effects of Poisson noise. Finally, in section 7.6, we summarize our
work and make some concluding remarks.
7.3 Master equation for Poisson noise
We will first derive the master equation for Poisson noise. Let us consider a
Hamiltonian
H (t) = H0 (t) + z (t)H1 (t) , (7.1)
where z (t) is a real function, given by classical Poisson white noise
z (t) =
N(t)∑
i=1
ξiδ (t− ti) . (7.2)
The probability of the number of strikes N (t) is given by a Poissonian counting
process such that the probability of n strikes after a time t is
Q (N (t) = n) = (νt)n
e−νt
n!
, (7.3)
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and the random times ti are uniformly distributed on the interval (0, t). The
strength of the strikes ξi are statistically independent of the times and are dis-
tributed according to a probability density P (ξ). The quantity ν (which corre-
sponds to the quantity W in [31]) can be thought of as the average frequency of
the noise shots. Note that z(t) is dimensionless and the strength of a strike ξi has
dimensions of time. The average and two-time correlation function are given by
〈z(t)〉 = ν〈ξ〉, (7.4)
〈z(t)z(s)〉 − 〈z(t)〉〈z(s)〉 = ν〈ξ2〉δ(t− s). (7.5)
For a particular realization of the noise z (t), the Liouville-von Neumann equation
for the density matrix ρz (t) is given by
ρ˙z (t) = − i~ [H(t), ρz (t)] . (7.6)
By taking the average over all realizations of z (t) and defining a new density
matrix ρ (t) = 〈ρz (t)〉z this becomes
ρ˙ (t) = − i
~
[H0(t), ρ (t)]− i~ 〈z (t) [H1(t), ρz (t)]〉z . (7.7)
From Eq. (7.6) it can be seen that ρz(t) remains a positive matrix for all times.
Since ρ is an average of positive matrices and positivity is preserved under sum-
mation, it follows that ρ is also positive for all times.
We now apply the Klyatskin-Tatarsky formula [279, 293] (one could also consider
using the Shapiro-Loginov formula [294]) which has the following form for a Poisson
process
〈z(t)R[z]〉z = ν
∫ ∞
−∞
dξP (ξ)
∫ ξ
0
dη〈exp
[
η
δ
δz(t)
]
R[z]〉z, (7.8)
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where R[z] is some functional of z(t). In this case R[z] = [H1, ρz]. From (7.6), the
functional derivative is
δ
δz(t)
ρz(t) = − i~ [H1(t), ρz(t)] , (7.9)
and
exp
[
η
δ
δz(t)
]
ρz(t) = Aηρz(t)A
†
η, (7.10)
where Aη = e
−iηH1(t)/~. From this we arrive at the master equation (where the
explicit time dependence has been dropped),
ρ˙ = − i
~
[H0, ρ] + ν
∫ ∞
−∞
dξ P (ξ)
(
AξρA
†
ξ − ρ
)
, (7.11)
where the following identity has been used
∫ ξ
0
dη
[
H1, AηρA
†
η
]
= i~
(
AξρA
†
ξ − ρ
)
. (7.12)
Note that (7.11) is very close to Lindblad form [295], where the operators Aξ
correspond to the Lindblad operators and the sum has been replaced by an integral.
By now applying the Hadamard lemma [296], we get the final form of the master
equation,
ρ˙ = L0(ρ) + L1(ρ), (7.13)
where
L0(ρ) = − i~ [H0, ρ] , (7.14)
L1(ρ) = ν
∞∑
s=1
1
s!
(
− i
~
)s
〈ξs〉 [H1, ρ]s , (7.15)
[H1, ρ]s =
[
H1, [H1, ρ]s−1
]
and [H1, ρ]0 = ρ. Note that L0 and L1 commute when
the two Hamiltonians (H0 and H1) commute. It is clear from the form of the
master equation that it is linear in ρ, and by taking the trace of (7.13), we get
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that ∂ttrρ = 0 and hence the trace is preserved.
Gaussian white noise is recovered if one takes the limit ν →∞ such that ν 〈ξ〉 →
J˜ , a constant, ν 〈ξ2〉 → 2D˜, a positive constant, and ν 〈ξs〉 → 0 ∀s > 2 [264].
As an explicit example where this happens, let us choose a Laplace distribution
P (ξ) =
(
1
2A
)
exp (− |ξ| /A) with A > 0. Since the distribution is symmetric, the
odd moments are 0, i.e., 〈ξ2n+1〉 = 0 for n ∈ N and the even ones are given by
〈ξ2n〉 = (2n)!A2n. From this we can see that 〈ξ〉 = 0 and that, setting A =
√
D˜
ν
,
then ν 〈ξ2〉 = 2D˜. In general we get that ν 〈ξ2n〉 = (2n!) D˜nν1−n, hence, ν 〈ξs〉 →
0 ∀s > 2 as ν → ∞. In this case (and in general taking this limit), the master
equation simply reduces to a master equation for Gaussian white noise,
ρ˙ = − i
~
[
H0 + J˜H1, ρ
]
− D˜
~2
[H1, [H1, ρ]] , (7.16)
which could also be derived directly using Novikov’s theorem [297].
7.3.1 General properties of L0 and L1
We will now outline some general properties of L0 and L1. In the following, the
density matrix ρ(t) will be represented as a vector |ρ〉〉 in a larger Hilbert space
such that the scalar product is preserved, i.e., for two operators M1 and M2,
〈〈M1|M2〉〉 = tr
(
M †1M2
)
. The equivalence between the two representations will
be indicated as |ρ〉〉 ≡ ρ(t). The superoperators L0 and L1 can be then seen as
linear operators acting on the vector |ρ〉〉.
Let us start by examining L0, see (7.14). Let |φ(0)n (t)〉 be an instantaneous eigen-
vector of H0 with eigenvalue E
(0)
n (t) and n ∈ N (assuming discrete eigenvalues).
Defining |An,m(t)〉〉 ≡ |φ(0)n (t)〉〈φ(0)m (t)|, we get
L0(t)|An,m(t)〉〉 = αn,m(t)|An,m(t)〉〉, (7.17)
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where αn,m = − i~
(
E
(0)
n − E(0)m
)
for all n,m ∈ N. Therefore, |An,m〉〉 is an eigen-
vector of the superoperator L0 with eigenvalue αn,m. Because the eigenvalues αn,m
are purely imaginary, L0 is anti-Hermitian, i.e., L†0 = −L0.
Let us now examine L1, see (7.15). Let |φ(1)n (t)〉 be an eigenvector of H1 with
eigenvalue E
(1)
n (t). Defining |Bn,m(t)〉〉 ≡ |φ(1)n (t)〉〈φ(1)m (t)|, we get
L1|Bn,m(t)〉〉 = ν
∞∑
s=1
1
s!
(
− i
~
)s
〈ξs〉 (E(1)n − E(1)m )s |Bn,m(t)〉〉
= βn,m(t)|Bn,m(t)〉〉. (7.18)
Therefore, |Bn,m〉〉 is an eigenvector of the superoperator L1 with eigenvalue
βn,m = ν
∞∑
s=1
1
s!
(
− i
~
)s
〈ξs〉 (E(1)n − E(1)m )s
= ν
[
Cξ
(
E
(1)
m − E(1)n
~
)
− 1
]
, (7.19)
where Cξ(x) = 〈eiξx〉 is the characteristic function of the probability distribution
P (ξ).
We now recall some properties of a general characteristic function which are
|Cξ(x)| ≤ 1, Cξ(0) = 1 and Cξ(−x) = Cξ(x)∗ for real x. From the last property, it
follows that βn,m = β
∗
m,n. Moreover, −2ν ≤ Re(βn,m) ≤ 0 and −ν ≤ Im(βn,m) ≤ ν
for all n,m and βn,n = 0 for all n. For a symmetric probability distribution, i.e.,
P (ξ) = P (−ξ), L1 is Hermitian and negative. In general, L1 is always diagonaliz-
able but not necessarily Hermitian.
For numerical treatment it is often useful to represent the master equation in the
eigenbasis of L1, i.e., |ρ〉〉 =
∑
n,m dn,m|Bn,m〉〉. Using (7.13) we get the following
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equation for the coefficients of |ρ〉〉 in this basis
d˙n,m − βn,mdn,m
+
∑
i,j
[
δm,j
(
〈φ(1)n |φ˙(1)i 〉+
i
~
〈φ(1)n |H0|φ(1)i 〉
)
di,j
+ δn,i
(
〈φ˙(1)j |φ(1)m 〉 −
i
~
〈φ(1)j |H0|φ(1)m 〉
)
di,j
]
= 0.
(7.20)
In this representation the total contribution from L1 arises solely from the eigen-
values βn,m. The condition for ρ to remain Hermitian is simply dn,m = d
∗
m,n and
for it to be pure is
∑
n,m |dn,m|2 = 1. By taking the complex conjugate of (7.20)
we see that ρ will indeed remain Hermitian. So in summary, the master equation
is linear and preserves both the trace and Hermiticity.
7.3.2 Special case: Two-level quantum system
As a special case, consider a two-level quantum system with Hamiltonians given
by
H0 (t) =
~
2
 −∆(t) ΩR(t)− iΩI(t)
ΩR(t) + iΩI(t) ∆(t)
 , (7.21)
H1 (t) =
~
2
 −∆˜(t) Ω˜R(t)− iΩ˜I(t)
Ω˜R(t) + iΩ˜I(t) ∆˜(t)
 . (7.22)
Physically, the Hamiltonian H0 could, for example, correspond to an atom illu-
minated by a laser which couples only two atomic levels. In that case, ΩR + iΩI
would be the Rabi frequency of the coupling and ∆ would be the detuning of the
laser. Possible physical motivations of H1 will be given in the examples in section
7.5.
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The eigenvalues of H0 and H1 are E
(0)
± = ±~2
√
Ω2R + Ω
2
I + ∆
2 and E
(1)
± =
±~
2
√
Ω˜2R + Ω˜
2
I + ∆˜
2 respectively. The master equation, (7.11), can now be simpli-
fied further by applying the Hadamard lemma [296] to the integrand of the last
term and noticing a recursion relation between nested commutators (see Appendix
E.1). We get
ρ˙ = − i
~
[H0, ρ]− D~2 [H1, [H1, ρ]]−
i
~
J [H1, ρ]
= − i
~
[(H0 + JH1), ρ]− D~2 [H1, [H1, ρ]] , (7.23)
where
J = ν
~
2
√
χ
∫ ∞
−∞
dξ P (ξ) sin
(
2
~
ξ
√
χ
)
= ν
∞∑
l=0
χl
(2l + 1)!
22l
(
− i
~
)2l 〈
ξ2l+1
〉
,
D =
ν~2
2χ
∫ ∞
−∞
dξ P (ξ) sin2
(
1
~
ξ
√
χ
)
= −ν~2
∞∑
k=1
χk−1
(2k)!
22(k−1)
(
− i
~
)2k 〈
ξ2k
〉
,
(7.24)
and χ =
(
E
(1)
±
)2
. This is the final version of the master equation for Poisson
noise in a two-level quantum system. J and D depend on the odd and even
moments of P (ξ) respectively. Note that the noise bias J (which is dimensionless)
only modifies the coherent evolution whereas the noise strength D (which has
dimensions of time) has a decoherent effect. In this case the eigenvalues of the
superoperator L1 (see (7.19)) are given by
βn,m = − i~J(E
(1)
n − E(1)m )−
D
~2
(E(1)n − E(1)m )2, (7.25)
where n = ± and m = ±.
The master equation for a two-level system with Poisson noise has the same form
as the case of Gaussian white noise (see (7.16)) apart from different expressions for
the constant coefficients J and D. In the limit in which Poisson noise converges
to Gaussian noise, then J → J˜ and D → D˜.
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7.4 Approximations for weak and strong Poisson
noise
In this section we consider the different regimes of adiabaticity with no noise, weak
noise and strong noise.
7.4.1 Adiabatic approximation without noise
We will first review the adiabatic approximation without noise. The master equa-
tion is then
d
dt
|ρ(t)〉〉 = L0(t)|ρ(t)〉〉. (7.26)
We are interested in the dynamics for a slowly varying L0, i.e., for large total time
T . In the usual adiabatic approximation for the Schro¨dinger equation with an
initial state |ψ(0)〉 = ∑n an|φ(0)n (0)〉, the state evolves as
|ψ(T )〉 ≈ |ψad(T )〉
=
∑
n
an exp
[
− i
~
∫ T
0
dsE(0)n (s)−
∫ T
0
ds〈φ(0)n (s)|φ˙(0)n (s)〉
]
|φ(0)n (T )〉
(7.27)
for large T . To simplify the notation, we will now assume that the time-dependent
phase of |φ(0)n (t)〉 has been chosen such that 〈φ(0)n (t)|φ˙(0)n (t)〉 = 0 for all n and t,
i.e., the parallel transport condition. This condition can always be fulfilled. While
it is always true that 〈〈An,n(t)|A˙n,n(t)〉〉 = 0, with this assumption about |φ(0)n (t)〉,
it also follows 〈〈An,m(t)|A˙n,m(t)〉〉 = 0 for all n,m.
Motivated by (7.27), we now use the ansatz
|ρ(t)〉〉 =
∑
n,m
bn,m(t) exp [Λn,m(t)] |An,m(t)〉〉, (7.28)
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for the density matrix, where bn,m(t) are time-dependent coefficients and
Λn,m(t) =
∫ t
0
ds αn,m(s). (7.29)
Inserting this into (7.26), it follows that
b˙n,m(t) = −
∑
l,k
(l,k)6=(n,m)
exp [Λl,k(s)− Λn,m(s)] 〈〈An,m|A˙l,k〉〉bl,k(t). (7.30)
By assuming a large value of T and following similar steps as in the derivation
of the adiabatic approximation for pure states, we get that bn,m(T ) ≈ bn,m(0) =
〈〈An,m(0)|ρ(0)〉〉. Therefore the adiabatic approximation is
|ρ(T )〉〉 ≈
∑
n,m
bn,m(0) exp [Λn,m(T )] |An,m(T )〉〉. (7.31)
Let us consider that the system starts in a pure state |ψ(0)〉 = ∑n an|φ(0)n (0)〉
(where
∑
n |an|2 = 1). It follows that |ρ(0)〉〉 ≡ |ψ(0)〉〈ψ(0)| and so bn,m(0) =
ana
∗
m. Then,
|ρ(T )〉〉 ≈
∑
n,m
ana
∗
m exp [Λn,m(T )] |An,m(T )〉〉
≡ |ψad(T )〉〈ψad(T )|, (7.32)
where |ψad(T )〉 is given in (7.27). If the system starts in an energy eigenstate of
H0, we get that |ρ(0)〉〉 = |AN,N(0)〉〉 ≡ |φ(0)N (0)〉〈φ(0)N (0)| for a fixed N . It follows
bn,m(0) = δn,Nδm,N . Therefore the adiabatic approximation becomes
|ρ(T )〉〉 ≈ |AN,N(T )〉〉 (7.33)
since αN,N(t) = 0.
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7.4.2 Approximation for weak noise in an adiabatic pro-
cess
In this section, we will consider the effect of weak Poisson noise on an adiabatic
process. We start with the general master equation for Poisson noise
d
dt
|ρ(t)〉〉 = [L0(t) + κL1(t)] |ρ(t)〉〉, (7.34)
where we have included a dimensionless coefficient κ which is an auxiliary variable
used to perform a series expansion. It corresponds to the strength of the noise
superoperator L1 and will be assumed to be a small quantity in this section.
We assume that the system starts at t = 0 in a pure state |ρ(0)〉〉 ≡ |ψ(0)〉〈ψ(0)|,
where |ψ(0)〉 = ∑n an|φ(0)n (0)〉. It should end at t = T in the state |ρad〉〉 ≡
|ψad(T )〉〈ψad(T )|. We define a fidelity F , such that F 2 = 〈〈ρad|ρ(T )〉〉 =
〈ψad(T )|ρ(T )|ψad(T )〉. We can expand this in terms of the small quantity κ to get
the approximation
F (κ) ≈ F (0) + κF ′(0), (7.35)
where the noise sensitivity is
F ′(0) =
1
2F (0)
∫ T
0
dt〈〈ρ˜(t)|L1(t)|ρ0(t)〉〉. (7.36)
We have defined |ρ˜(t)〉〉 = U0(t, T )|ρad〉〉 and |ρ0(t)〉〉 = U0(t, 0)|ρ(0)〉〉, where
U0(t2, t1) = T exp
[∫ t2
t1
dsL0(s)
]
is the noise-less time-evolution operator and T
is the time ordering operator. Note that we do not assume perfect adiabatic
transfer in the unperturbed case.
If the system starts at t = 0 in an energy eigenstate ofH0, i.e., |ρ(0〉〉 = |ANN(0)〉〉 ≡
|φ(0)N (0)〉〈φ(0)N (0)|, the target state is |ρad〉〉 = |ANN(T )〉〉 ≡ |φ(0)N (T )〉〈φ(0)N (T )|. In
this case, the noise sensitivity is
F ′(0) =
1
2F (0)
∫ T
0
dt〈〈A˜NN(t)|L1(t)|ρ0(t)〉〉, (7.37)
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where |A˜NN(t)〉〉 = U0(t, T )|ANN(T )〉〉. In the following examples, the noise sen-
sitivity F ′(0) is negative. This shows that in these cases a small amount of noise
will not improve the fidelity, contrary to the claim in [31].
7.4.3 Strong noise limit
In this section, we will consider the case of strong noise, i.e., where L1 is dominant.
Note that this is not the same as the Gaussian noise limit. The master equation
is once again given by
d
dt
|ρ(t)〉〉 = [L0(t) + κL1(t)] |ρ(t)〉〉, (7.38)
where κ is again an auxiliary variable (which corresponds to the strength of the
superoperator L1) used for the purposes of approximation. In this case it will
be assumed to be large. A discussion of the adiabatic condition for non-unitary
evolution can be found in [299]. However the setting in (7.38) differs from this
in the sense that only part of the right-hand side is dominant. Note that L0(t)
and L1(t) can always be diagonalized (see section 7.3.1). The case of an adia-
batic approximation where the superoperator can only be tranformed in a Jordan
canonical form can be found in [298].
Recall that the instantaneous eigenvectors of L1 are |Bn,m〉〉 ≡ |φ(1)n 〉〈φ(1)m | with
corresponding eigenvalues βn,m (see section 7.3.1). To simplify the notation,
we will assume that 〈φ(1)n (t)|φ˙(1)n (t)〉 = 0 for all n and t. It then follows that
〈〈Bn,m(t)|B˙n,m(t)〉〉 = 0 for all n,m. Moreover, we assume a symmetric probability
distribution P (ξ) which results in real negative eigenvalues βn,m and L1 Hermitian.
While it is always the case that βn,n = 0, we also assume that βn,m = 0 if and
only if n = m. This is fulfilled if the eigenvalues of H1 are non-degenerate and
Cξ(x) = 1 if and only if x = 0.
148
If the initial state is expressed as |ρ(0)〉〉 = ∑n,m cn,m(0)|Bn,m(0)〉〉 (where cn,m(0) =
〈〈Bn,m(0)|ρ(0)〉〉), then motivated by the usual adiabatic theorem in quantum me-
chanics and by [298] we use the general ansatz
|ρ(t)〉〉 =
∑
n,m
cn,m(t) exp
[
Λ˜n,m(t)
]
|Bn,m(t)〉〉, (7.39)
where
Λ˜n,m(t) =
∫ t
0
ds [κβn,m(s) + 〈〈Bn,m(s)|L0|Bn,m(s)〉〉] . (7.40)
If we now insert this into (7.38), we get that
c˙n,m(t) =
∑
l,k
(l,k)6=(n,m)
exp
[
Λ˜l,k(t)− Λ˜n,m(t)
]
Mn,m,l,k(t)cl,k(t), (7.41)
where
Mn,m,l,k(t) = 〈〈Bn,m|L0|Bl,k〉〉 − 〈〈Bn,m|B˙l,k〉〉. (7.42)
For large noise κ (see Appendix E.2 for details)
|ρ(t)〉〉 ≈
∑
n,m
cn,m(0) exp
[
Λ˜n,m(t)
]
|Bn,m(t)〉〉. (7.43)
Note that Λ˜n,n(t) = 0. If n 6= m, exp
[
Λ˜n,m(t)
]
→ 0 in the limit of κ→∞. Hence
the final result is
|ρ(t)〉〉 ≈
∑
n
cn,n(0)|Bn,n(t)〉〉
= |ρ∞(t)〉〉. (7.44)
We define the strong noise limit fidelity F∞ as F 2∞ = 〈〈ρ∞|ρ〉〉. The only remaining
elements are those which are not affected by L1, i.e., L1|Bn,n〉〉 = 0. These are
the diagonal elements of the density matrix in the eigenbasis of H1. For example,
if H1 = H0, the noise term simply projects on the eigenstates of H0. Hence, if
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the state starts in an eigenstate of H0, it will remain in that eigenstate in the
strong noise regime. However, a superposition of eigenstates will not survive, as
the noise term clearly kills any coherence terms (or off-diagonal elements of the
density matrix). This is different from the adiabatic approximation applied to L0
for large time in a previous subsection.
The purity of the general ansatz, (7.39), becomes
〈〈ρ(t)|ρ(t)〉〉 →
∑
n
cn,n(0)
2 (7.45)
in the limit κ → ∞. The system will remain in a pure state in the strong noise
limit if the density matrix is diagonal in the H1 eigenbasis at t = 0.
7.5 Poisson noise effect on adiabaticity
In this section, we will present different types of effects of Poisson noise on adia-
baticity using several illustrating examples.
7.5.1 Phase-changing scheme in a two-level system
We start by examining the setting which is also considered in [31], i.e., a two-level
quantum system with Poisson white noise. While the Poisson noise used in [31] is
always Gaussian, we will continue to use the notation for Poisson white noise since
obtaining the results for Gaussian white noise only requires a relabelling J → J˜
and D → D˜. The noise Hamiltonian is H1 = H0 such that the master equation is
ρ˙ = − i
~
[(1 + J)H0, ρ]− D~2 [H0, [H0, ρ]] . (7.46)
Instead of averaging over different realizations of the noise as is done in [31], we
will directly solve this master equation numerically. This avoids any convergence
issues that could arise when numerically averaging over multiple realizations. We
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(a) (b)
Figure 7.1: Phase changing scheme. Fidelity F (t) versus time t. (a) J = 0
(blue, dashed line), J = 0.01 (black, dotted line), J = 0.1 (green, dot-dashed
line), J = 1 (red, solid line), DΩ0 = 10
−4 in all cases. (b) J = 0; D = 0 (blue,
dashed line), DΩ0 = 0.01 (black, dotted line), DΩ0 = 0.05 (green, dot-dashed
line), DΩ0 = 0.1 (red, solid line). Ω = 0.4 Ω0 and TΩ0 = 20.
use the following scheme from [31]:
ΩR(t) = 2Ω0 cos (Ωt) , ΩI(t) = 2Ω0 sin (Ωt) , ∆ = −Ω0. (7.47)
This scheme only changes the relative phase of the state and not the populations.
The goal is to follow adiabatically the eigenstate |φ(0)+ 〉 of H0.
We now simulate the master equation (7.46), and plot the fidelity F (t) =√
〈φ(0)+ (t)|ρ(t)|φ(0)+ (t)〉 versus time. In figure 7.1(a), the fidelity is plotted for dif-
ferent values of the noise bias J with a very small noise strength DΩ0 = 10
−4.
The corresponding plot is qualitatively similar to Fig. 1 in [31] as we have used
similar parameter values. The fidelity increases with increasing noise bias J for
a fixed, small noise strength D (this is also discussed in detail in [31]). This can
be easily understood from the master equation (7.46); increasing J (with a fixed
and almost negligible D) has just the same effect as increasing the strength of the
Hamiltonian H0 which clearly results in a better adiabatic behavior.
The outcome is completely different if we fix J = 0 and increase D. This can be
seen in figure 7.1(b). Good adiabaticity, i.e., high fidelity, is only found for small
D. In general the fidelity is decreasing with increasing D. This agrees with the
natural intuition that noise typically destroys adiabaticity. In the following, the
151
(a) (b)
Figure 7.2: RAP scheme in a two-level system with H0 = H1. (a) Fidelity
F (T ) against noise strength D, δ0 = 3.5 Ω0(blue) and δ0 = 1 Ω0(green). Nu-
merically exact solution (solid lines), small noise approximation (7.35) (dotted
lines), Naive strong noise approximation (dashed lines) and strong noise ap-
proximation (E.10) (dot-dashed line); TΩ0 = 20. (b) Fidelity F (T ) against
both noise strength D and total time T ; δ0 = 1 Ω0.
effect of the noise strength D on adiabatic schemes is investigated further. From
this point on, J = 0 always since it only changes the coherent evolution.
7.5.2 Population transfer in a two-level system
In this section, we continue to consider a two-level system but now for a population
transfer scheme. We assume the following Rapid Adiabatic Passage(RAP) protocol
[300–302]
ΩR(t) = Ω0 sin
(
pit
T
)
,
ΩI(t) = 0,
∆(t) = −δ0 cos
(
pit
T
)
, (7.48)
which produces a population inversion in the bare basis. The system starts in an
instantaneous energy eigenstate |φ(0)+ (t)〉 of H0(t). We use the same definition of
fidelity as in the previous subsection. We now simulate (7.23).
First consider the case H1 = H0. Physically, this could originate from Poisson
noise in the total Hamiltonian, or from Poisson noise in the timing of the process.
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(a) (b)
Figure 7.3: RAP scheme in a two-level system with H0 6= H1. δ0 =
3.5 Ω0(black), δ0 = 1 Ω0(green), δ0 = 0.5 Ω0(blue). Numerically exact solution
(solid lines) and small noise approximation (7.35) (dotted lines). (a) Fidelity
F (T ) against noise strength D for frequency error. (b) Fidelity F (T ) against
noise strength D for both timing and frequency error with c = 1.
In figure 7.2(a), the fidelity is decreasing for small noise, i.e., the noise sensitivity
(see (7.37)) is negative. This shows that a small amount of noise will not improve
the fidelity as one would expect. The fidelity is decreasing with increasing noise
strength D.
However, at some point the fidelity begins to increase again due to the effect of
strong noise. Even though the noise bias J is zero, there is a convergence to the
strong noise limit fidelity F∞ = 1 in this case. The strong noise approximation
(E.10) (which is only plotted in the strong noise regime D ≥ 1) is compared to
the naive strong noise solution (which is the solution of the equation ρ˙ = L1 (ρ)).
While only heuristic, this naive approach works well in the limit of strong noise.
However, it is clearly not as accurate as the approach presented in Appendix E.2.
In figure 7.2(b), the same fidelity plotted against both noise strength D and total
time T is shown. For D = 0, the fidelity oscillates slowly towards 1 for increasing
T , i.e., the adiabatic limit. In general the fidelity increases both for increasing T
(adiabatic limit) and increasing D (strong noise limit). The same dip in figure
7.2(a) is present here also.
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We also consider examples where H1 6= H0. Firstly we consider an absolute error
in the detuning which could be due to an error in the laser frequency. In this case
Ω˜R(t) = 0, Ω˜I(t) = 0, ∆˜(t) = Ω0. (7.49)
This is shown in figure 7.3(a). For all values of δ0 the fidelity decreases for in-
creasing noise strength. In particular the value of the fidelity in the strong noise
limit is F∞ = 0 for all cases. However there are some cases whereby the fidelity
can increase again for large noise strengths even though H1 6= H0.
One possible example of this is a case where there is both noise in the detuning
z(t) and noise in the timing of the process z˜(t). In this case we assume that the
different noises are proportional z(t) = cz˜(t) and ignore higher order terms to get
a noise Hamiltonian
H1 (t) =
~
2
 −(∆(t) + c∆˜) ΩR(t)− iΩI(t)
ΩR(t) + iΩI(t) ∆(t) + c∆˜
 . (7.50)
In figure 7.3(b), we can see the fidelity is plotted against noise strength D for
c = 1. The examples shown represent c∆˜ < δ0, c∆˜ = δ0 and c∆˜ > δ0. The
limiting solution for c∆˜ > δ0 is F∞ = 1 as H0 and H1 have the same eigenvectors
at initial and final times, i.e., t = 0 and t = T . The limiting solution for c∆˜ < δ0
is F∞ = 0 since H0 and H1 have eigenvectors which are exactly opposite at the
initial time but the same at the final time. If c∆˜ = δ0, there is a degeneracy in
H1 at t = 0. This leads to a maximally mixed state in the strong noise limit with
F∞ = 1/
√
2.
While this example is perhaps not the most realistic (since it is assumed that
both noise terms are proportional and higher terms can be neglected), it provides
a nice example of the different possible effects noise may have on the fidelity. In
particular it is possible to achieve high fidelity for strong noise even when H1 6= H0.
154
Figure 7.4: STIRAP pulse sequence with TΩ0 = 1 and τΩ0 = 0.1; Ω12(blue)
and Ω23(red).
In the two-level model, the previous results can be also applied if the Poisson noise
becomes Gaussian noise because the change from Poisson noise to Gaussian noise
just corresponds to a reinterpretation J → J˜ and D → D˜. A third example, using
a more complex quantum system will be considered in the next subsection. The
master equation for Poisson white noise will no longer be of the same form as that
for Gaussian white noise.
7.5.3 STIRAP process in a three-level system
Consider now a three-level quantum system and a STIRAP scheme for population
transfer. In this setting the master equation for Poisson noise does not simplify
to a form similar to the Gaussian noise master equation. The Hamiltonian is now
H0(t) =
~
2

0 Ω12(t) 0
Ω12(t) 0 Ω23(t)
0 Ω23(t) 0
 , (7.51)
where all functions are assumed to be real. The typical counter-intuitive ordering
of a STIRAP transfer is given by
Ω12 = Ω0g [t− T (1/2 + τ)] , (7.52)
Ω23 = Ω0g [t− T (1/2− τ)] , (7.53)
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(a) (b)
Figure 7.5: STIRAP population transfer in a three-level system withH0 = H1,
τΩ0 = 0.1. Numerically exact solution (solid lines), small noise approximation
(7.35) (dotted lines) and strong noise approximation (E.10) (dashed line) (a)
Fidelity F versus frequency ν for σΩ0 = 2 and TΩ0 = 100, 200, 300 blue, black
and green respectively. (b) Fidelity F versus frequency ν for TΩ0 = 200 and
σΩ0 = 1, 2, 3 blue, black and green respectively.
where g(t) = exp [−(t/T )2/0.02] and the pulses are shown in figure 7.4. The goal
is to follow the usual dark state |φ(0)2 〉 which has eigenvalue 0 always. Hence we
define |ψad(t)〉 = |φ(0)2 (t)〉.
A Gaussian distribution is assumed for the strike strength of the noise P (ξ) =
1√
2piσ
exp
(
− ξ2
2σ2
)
with mean 〈ξ〉 = 0 and width σ. The eigenvalues of L1 can be
found from the characteristic function of P (ξ), namely
βn,m = ν
{
exp
[
−σ
2
2
(
En − Em
~
)2]
− 1
}
. (7.54)
To numerically solve this, the master equation is represented in the eigenbasis of
L1.
Different settings of the noise Hamiltonian are now considered. In the first case, let
H1 = H0. In figure 7.5, the fidelity F at final time t = T against the frequency of
the strikes ν is shown. The dip in the fidelity is present here again. In figure 7.5(a)
the fidelity is shown for different total times T . One can see that the amount that
the fidelity drops is dictated by the adiabaticity (or equivalently the total time for
the process). In figure 7.5(b) the fidelity is shown for different distribution widths
σ. The location of the turning point is determined by σ. In all cases the fidelity in
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(a) (b)
(c)
Figure 7.6: STIRAP population transfer in a three-level system. (a) Fidelity
F versus noise parameter ν and final time T for H1 = H0; σΩ0 = 2. (b) Fidelity
F versus noise parameter ν and distribution width σ for H1 = H0; TΩ0 = 200.
(c) Fidelity F versus noise parameter ν and final time T for the case of phase
fluctuations; σΩ0 = 2. τΩ0 = 0.1 in all cases
the strong noise limit is F∞ = 1. The strong noise approximation (E.10), is seen
to represent accurately the dynamics in the strong noise regime νΩ−10 ≥ 1.
In figure 7.6(a) and (b) the fidelity is shown versus the final time T , the frequency
of strikes ν and the variation in their strength σ. We can see again a dip which
comes from the fact that small noise disturbs the adiabaticity while strong noise
acts as a projector on the eigenstates of the noise Hamiltonian.
As an example where there is only decay in the fidelity consider the noise Hamil-
tonian
H1 =
~
2

0 0 0
0 0 iΩ23(t)
0 −iΩ23(t) 0
 . (7.55)
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This could arise from random fluctuations in the phase of the Rabi frequency, i.e.,
Ω23e
iκz(t) ≈ Ω23 (1 + iκz(t)) for κ  1. The fidelity in this case, plotted in figure
7.6(c), goes down to a fixed value for increasing noise strength.
7.6 Conclusion
Let us now summarize the work of the chapter. We have presented a master equa-
tion for Poisson noise in a general time dependent quantum system and outlined
various properties associated with it. We have outlined the behaviour in three
regimes, namely adiabatic processes with no noise, weak noise and strong noise.
We have also shown that previous claims in [31], that white shot noise can improve
the adiabatic condition, may be misleading. Standard adiabaticity only improves
when the noise bias is increased, i.e., when the Hamiltonian is made stronger,
without necessarily implying a strong noise. For very strong noise a different type
of adiabaticity (in operator space rather than in the usual state space) emerges
which implies the decay of coherences. Finally we have provided some numerical
examples where this master equation can be used for non-trivial systems such as
a three-level system (where Poisson noise differs from standard Gaussian noise).
In some examples, a dip in the fidelity as a function of noise strength is present
where high fidelity still occurs for large noise strengths. Our results may also
be relevant to continuous measurements, which are described by master equations
which are formally similar to those describing decoherence [303–305]. For example,
(7.23) could also describe a continuous measurement of the operator H1, where the
magnitude of D˜ is determined by the strength and frequency of measurement.
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Chapter 8
Summary and outlook
This thesis has focussed on applying the techniques of shortcuts to adiabaticity
(especially those using Lewis-Riesenfeld invariants) to a variety of quantum sys-
tems for the purpose of state transfer. In this chapter we will summarise the work
presented in the previous chapters and provide an outlook for further work that
could be done in the future.
8.1 Inhibiting unwanted transitions
In chapter 3, we designed control schemes which are both fast and stable in two-
and three-level quantum systems. The schemes are stable against an unwanted
uncontrollable transition. This was done by exploiting the freedom associated
with invariant based inverse engineering techniques. A transition sensitivity was
derived and minimised using this freedom.
The schemes developed are made stable up to second order in the strength of
the unwanted transition by minimizing the transition sensitivity. One could also
consider calculating (and then minimising) even higher orders, similar to [158].
Other constraints could be easily imposed such as demanding that the pulses are
smooth everywhere and are zero at the start and the end of the process.
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The results of this chapter could also be extended in several other ways. Firstly
one could consider combining the results with numerical optimisation techniques
such as the well known chopped random basis (CRAB) algorithm [306] where the
transition sensitivity would be a cost function. One could also use the Lewis-
Riesenfeld invariant formalism to define several additional cost functions (where
each could be associated with a different noise or error as in [79]) and then attempt
to determine a scheme which minimises both the transition sensitivity and these
new cost functions simultaneously.
While the work could be extended to different level structures with multiple un-
wanted transitions, it is likely that the least detuned transition will play a dom-
inant role over the others. More generally it would be interesting to investigate
how one can minimise transitions outside a certain subspace, i.e., how to make
a subspace effectively closed. This problem often arises when using a truncated
Hilbert space approach to modelling a system as was done in chapters 4 and 5.
8.2 Spatial non-adiabatic passage
In chapter 4, we presented schemes for manipulating a charged particle in a system
of three tunnel coupled quantum wells. Using the presence of a static magnetic
field we were able to create complex tunnelling frequencies and show how these
are useful for the purposes of control. In particular we showed how to create a
superposition of the particle between all sites.
As an outlook, it would be useful to determine another mapping to the three-
level model which leads to analytical expressions but remains as straightforward
to invert. Alternatively, a similar system (using four sites for symmetry reasons)
might prove useful as an interferometer [179]. Finally, finding an implementation
where several of these systems could exist and interact would be useful for quantum
computation. One possibility could be using artificial gauge fields with triangular
optical lattices [307].
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8.3 Creating exotic angular momentum states
In chapter 5, a method of creating higher orbital states of ultracold atoms in an
optical lattice was proposed. The main idea is to periodically modulate the posi-
tion of the lattice. This “shaking” allows one to create controlled excitations in the
motional state of the atoms. The specific schemes were designed using a four-level
model for each localised atom and invariant-based shortcuts to adiabaticity. The
example used is that of an anti-ferromagnetic type ordering of angular momentum
states. The results of the four-level model were found to agree with numerical
simulations of the full Schro¨dinger equation.
There are some obvious next steps one could take in this direction such as designing
schemes to achieve a state with all atoms having the same angular momentum or
states containing even higher orbitals by using the six-level model (presented in
Appendix C.2).
Since the atoms are in the Mott insulator regime, the effect of interactions was
completely neglected in this work. It would be interesting to consider interaction
as a perturbative effect on the process. Simulating the whole system of atoms
in a numerically exact way is much too demanding. However one could consider
as an intermediate step, to simulate the many body case using a non-standard
Bose-Hubbard type model, see [200, 308] for example.
Atoms have finite lifetimes in higher orbital states before they decay back to the
ground state. Current theoretical [201] and experimental [206] work estimates
lifetimes in the first excited state to be between 10 and 100 times longer than
the natural tunnelling time. It would be useful to explore ways of extending the
lifetime further.
Other interesting extensions of this work could include making a connection to the
effect of Bloch oscillations [309, 310]. Although the time dependence of the system
is only quasi-periodic, Floquet theory might still be exploited in this chapter’s
setting [311, 312]. Finally, in order to break the symmetry of the lattice we use the
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interference term of the two beams. One could perhaps think of other approaches
for this such as changing the angle between the lasers in time.
8.4 Manipulation of a particle in a Penning trap
In chapter 6, we outlined a way to change the radial spread (or equivalently the
motional frequency) of a single ion wavefunction in a Penning trap simply by
changing the strength of the magnetic field in time. We made use of the fast-
forward method and show that in this setting it can be equivalently formulated
using the formalism of Lewis-Riesenfeld invariants. This result has been further
explored in [139] to filter ions of different mass or charge.
It would be useful for several reasons to extend these results to the case of many
ions. In this setting different types of operations would benefit from such a change
between higher and lower motional frequencies. High motional frequencies lead
to small ion separation distance and small Lamb-Dicke parameters. This benefits
Doppler laser cooling (as the mean phonon number is lower for tighter traps [313])
and operations requiring a spectrally resolved motional normal mode (since the
frequency difference between modes is proportional to the trap curvature [314]).
However operations which are best performed with a low motional frequency in-
clude single ion addressing (as they are spaced further apart) and resolved side-
band cooling (as the rate of cooling is proportional to the Lamb-Dicke parameter
squared [315]). Therefore, being able to change between a high and low frequency
trapping potential for several ions would be beneficial.
In order to achieve an ideal harmonic trap, the electrodes of a Penning trap must in
principle be hyperbolic sheets of revolution. However different electrode geometries
are often easier to manufacture, align and allow better optical access to the trapped
ions [47]. For Penning traps the choice is often segmented cylindrical electrodes.
This leads to trapping potentials which are slightly anharmonic. This unwanted
effect could reduce the fidelity obtained by the schemes in chapter 6 and bound the
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speed at which operations could be performed. Therefore, an extension of these
schemes for slightly anharmoic potentials would be fruitful.
Other possible extensions to this work include optimising the stability of the
scheme for systematic errors in the magnetic field or designing schemes which
could change the principal or angular momentum quantum number of the state
(which is possible in the fast-forward formalism [316]). One could also consider
other applications of the streamlined fast-forward formalism for the minimal cou-
pling equation such as the Paul trap.
8.5 Effect of classical Poisson noise
In chapter 7, we presented the master equation which describes a general quantum
system in the presence of classical Poisson white noise and outlined its properties.
Various limiting cases were discussed and approximations were introduced for dif-
ferent noise strength regimes. Simulations of some simple systems in the presence
of Poisson noise were also provided.
The effect of Poisson noise was only investigated for adiabatic processes. It might
be interesting to extend this to non-adiabatic processes. As random telegraph
noise [282] is commonly used to model noise in many systems [284, 285, 317], it
would also be interesting to see how well the master equation for Poisson noise
approximates the effect of random telegraph noise with short correlation time and
if using this could provide some analytic insight into designing schemes which are
stable against this noise.
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Appendix A
Properties of Lewis–Riesenfeld
invariants
In this section, we will derive the main properties of Lewis–Riesenfeld invariants.
Since the invariant I is Hermitian, all its eigenvalues are real. We can write its
spectral decomposition as I (t) =
∑
k λk (t) |φk(t)〉 〈φk(t)|. We can now show that
these eigenvalues are also time independent as follows
∂tλk =
d
dt
〈φk (t) |I (t)| φk (t)〉
=
(
d
dt
〈φk (t)|
)
I |φk(t)〉+ 〈φk (t)| I˙ (t) |φk(t)〉+ 〈φk (t)| I
(
d
dt
|φk(t)〉
)
= λk
(
d
dt
〈φk (t)|
)
|φk(t)〉 − i~ 〈φk (t)| (Hλk − λkH) |φk(t)〉
+ λk 〈φk (t)|
(
d
dt
|φk(t)〉
)
= λk
d
dt
[〈φk (t) | φk (t)〉]
= 0 (A.1)
since the eigenvectors are normalised.
Secondly, we wish to show that the eigenvectors of the invariant are solutions of
the Schro¨dinger equation up to a time dependent phase. We start by taking the
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time derivative of I|φk〉 = λk|φk〉 which gives
λk|φ˙k〉 = I˙|φk〉+ I|φ˙k〉
= − i
~
[H, I] |φk〉+ I|φ˙k〉
= − i
~
λkH|φk〉+ i~IH|φk〉+ I|φ˙k〉. (A.2)
Now we apply 〈φp| from the left,
λk〈φp|φ˙k〉 = − i~λk〈φp|H|φk〉+
i
~
λp〈φp|H|φk〉+ λp〈φp|φ˙k〉. (A.3)
This can be rewritten as
i~ (λk − λp) 〈φp|φ˙k〉 = (λk − λp) 〈φp|H|φk〉. (A.4)
In the case where λk 6= λp we get that
i~〈φp|φ˙k〉 = 〈φp|H|φk〉. (A.5)
If this equation held for both the case of λk 6= λp and λk = λp, the eigenvector
|φk〉 would clearly be a solution of the Schro¨dinger equation for the Hamiltonian
H.
We can always add a time dependent phase to any eigenvector. With this in mind
we consider |ψk(t)〉 = eiαk(t)|φk(t)〉. In the case where I does not contain any time
derivative operators, these new states are also eigenvectors of the invariant. By
taking the time derivative we see that
i~∂t|ψk(t)〉 = i~∂t
[
eiαk(t)|φk(t)〉
]
= −~α˙k(t)eiαk(t)|φk(t)〉+ i~eiαk(t)|φ˙k(t)〉. (A.6)
Since this must equal Heiαk(t)|φk(t)〉 in order to be a solution we get that α˙k =
1
~〈φk(t)| [i~∂t −H(t)] |φk(t)〉. After integrating this we get that the Lewis–Riesenfeld
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phase is given by
αk(t) =
1
~
∫ t
0
ds〈φk(s)| [i~∂s −H(s)] |φk(s)〉. (A.7)
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Appendix B
Supplementary calculations for
chapter 4
B.1 Mapping continuum model to the three-level
approximation
In this appendix we give more details on how to connect the parameters of the
three-level approximation and the continuum model. For clarity, we set ~ = m = 1
in the following. Let us first recall the eigenfunctions of a single asymmetric delta
potential given by
V (x) = −δ(x) +
 VL x < 0VR x ≥ 0. (B.1)
This potential has only one bound state (as long as 22 > |VL − VR|) which is of
the form
ψ(x) =
 φL(x) x < 0φR(x) x ≥ 0 , (B.2)
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where
φL(x) = exp
[
(22 + VL − VR)x
2
] √44 − (VL − VR)2
23/2
, (B.3)
φR(x) = exp
[
−(2
2 + VR − VL)x
2
] √44 − (VL − VR)2
23/2
, (B.4)
with an energy
E = −4
4 + (VL − VR)2 − 42 (VL + VR)
82
. (B.5)
In our work we use these eigenstate as the localised basis states in each of the three
delta trap potentials. For example, the basis state ψ1(x) for the first trap can be
constructed from the substitutions  → 1, VL → V13, VR → V12 and x → x− l/2
(see figure 4.5) and the states ψ2(x) and ψ3(x) for the other two wells can be
obtained in a similar manner. While choosing a basis for the system this way does
not necessarily lead to an orthogonal basis set, we have checked numerically that
the states are approximately orthogonal at all times during our simulations. This
allows us to approximate the Hamiltonian associated with (4.30) as (4.6).
The coupling constants between each pair of neighbouring traps can be determined
by calculating the overlap between the two respective trap states in the barrier
region between them, i.e.,
Ω12 ≈ −2
∫ 3l/2
l/2
ψ1(x)
[
−1
2
∂2xψ2(x) + V12ψ2(x)
]
dx, (B.6)
Ω23 ≈ −2
∫ 5l/2
3l/2
ψ2(x)
[
−1
2
∂2xψ3(x) + V23ψ3(x)
]
dx, (B.7)
Ω31 ≈ −2
∫ 7l/2
5l/2
ψ1(x− 3l)
[
−1
2
∂2xψ3(x) + V31ψ3(x)
]
dx. (B.8)
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Similarly, the on-site energies (or diagonal elements) are approximated by consid-
ering only the regions for which the basis states are significant, e.g.,
E2 ≈
∫ 3l/2
l/2
ψ2(x)
[
−1
2
∂2xψ2(x) + V12ψ2(x)
]
dx
+
∫ 5l/2
3l/2
ψ2(x)
[
−1
2
∂2xψ2(x) + V23ψ2(x)
]
dx (B.9)
and correspondingly for the energies E1 and E3. We can then tabulate sets of values
for the barrier heights, {V12, V23, V13}, trap depths, {1, 2, 3}, and tunnelling rates,
{Ω12,Ω23,Ω13}, such that the energies all match a fixed reference value, i.e., E1 =
E2 = E3 = E0 where E0 is fixed to some constant value. Since for a given protocol
the required tunnelling rates are known, we can finally numerically invert the
table in order to determine how the barrier heights and trap depths have to vary
in time.
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Appendix C
Supplementary calculations for
chapter 5
C.1 Transformation into lattice frame
To transform our Hamiltonian in the lab frame,
Hlab(t) =
~p 2
2m
+ V (~r − ~R0(t), t), (C.1)
to the lattice frame we follow the procedure outlined in [232]. The relationship
between the two Hamiltonians is given by a unitary transformation U ,
Hlattice(t) = UHlabU † − i~U∂tU †, (C.2)
which can be expressed as three separate unitary operators U = U3U2U1. These
are a translation operator,
U1 = exp
[
i
~
~R0(t)~p
]
, (C.3)
170
a momentum shift operator,
U2 = exp
[
− i
~
m~˙R0(t)~r
]
, (C.4)
and an operator that removes a time–dependent energy shift from the Hamiltonian,
U3 = exp
[
− i
~
m
2
∫ t
0
dt′ ~˙R0(t′)2
]
. (C.5)
From this we arrive at the Hamiltonian in the lattice frame,
Hlattice(t) =
~p 2
2m
+ V (~r, t) +m~¨R0(t)~r (C.6)
We impose that ~R0(0) = ~R0(T ) = 0 and ~˙R0(0) = ~˙R0(T ) = 0, such that U becomes
the identity (up to a global phase) at the initial and final times.
C.2 Six–level approximation
If one were to include more levels to approximate the Hamiltonian (5.5), the
natural choice would be |20〉 and |02〉. A six–level Hamiltonian to describe our
system can be obtained following a derivation similar to the one presented in
section 5.3.2, but using the unitary operator
U(t) = e−iω10t|10〉〈10|+ e−i(ω10+ωx)t|00〉〈00|+ e−i(ω10+ωx−ωy)t|01〉〈01|
+e−iω11t|11〉〈11|+ e−iω20t|20〉〈20|+ e−iω02t|02〉〈02| (C.7)
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and setting Ωy = 0. One then arrives at the Hamiltonian
H6L =
~
2

0 Ωxθ
−
x Ωρ 0 δ1 0
Ωxθ
+
x −2 (ωd + ωx) 0 Ωρei(ωx−ωd)t 0 0
Ωρ 0 0 Ωxθ
+
x 0 0
0 Ωρe
−i(ωx−ωd)t Ωxθ−x 0 δ2 δ2
δ∗1 0 0 δ
∗
2 0 0
0 0 0 δ∗2 0 0

(C.8)
in the ordered basis {|10〉, |00〉, |01〉, |11〉, |20〉, |02〉}, where
θ±x =
(
ωx
ωd
)2 (
1 + e±2iωxt
)
, (C.9)
δ1 =
[∫ `
−`
Γ2(x)xΓ1(x)dx
]
γ−11 Ωxe
i(ω10−ω20+ωx)tθ−x , (C.10)
δ2 =
[∫ `
−`
Γ2(x) sin(kx)Γ1(x)dx
]
1√
γ2
Ωρe
−i(ω20−ω11)t. (C.11)
One can see that for deep (i.e. harmonic) potential wells ω10 − ω20 = −ωd and
ω20 = ω11. For ωx = −ωd and in the rotating–wave approximation, one gets
H6L =
~
2

0 Ωx Ωρ 0
√
2Ωx 0
Ωx 0 0 0 0 0
Ωρ 0 0 Ωx 0 0
0 0 Ωx 0
√
2Ωρ
√
2Ωρ√
2Ωx 0 0
√
2Ωρ 0 0
0 0 0
√
2Ωρ 0 0

. (C.12)
This clearly shows that for deep lattices a strong resonant coupling to levels |20〉
and |02〉 exists, and therefore the four–level approximation becomes invalid in this
limit.
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Appendix D
Supplementary calculations for
chapter 6
D.1 Boundary conditions for Φ(t, ~r)
Because ψ0(~r) ≡ α0(~r)eiβ0(~r) should be an energy eigenvector of the Hamiltonian
H0 with eigenvalue E0, it follows from the real part of the corresponding stationary
Schro¨dinger equation that
0 = − ~
2
2m
∆α0 +
1
2m
(
q ~A0 − ~∇β0
)2
α0 + (qφ− E0)α0, (D.1)
and from the imaginary part that
0 =
~
2m
∇
(
q ~A0 − ~∇β0
)
α0 +
~
m
(
q ~A0 − ~∇β0
)
∇α0. (D.2)
Equation (6.9) at initial time becomes
1
q
∂α
∂t
(0, ~r) =
1
2m
(∇~χ0)α0 + 1
m
~χ0∇α0 = 0, (D.3)
because of (D.2), and ~χ0 = ~A0 − ~q∇β0.
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Equation (6.8) at initial time becomes
Φ(0, ~r) =
~2
2mqα0
∆α0 − q
2m
~χ20 = φ0 −
E0
q
(D.4)
because of (D.1). Similar calculations also apply to the final time.
D.2 Solution of the main equations in polar co-
ordinates
We assume that α(t, r, θ) is given. We set
~χ = χr(t, r, θ) rˆ + χθ(t, r, θ) θˆ. (D.5)
The main equation (6.9) now becomes
2mr
q
∂α
∂t
− 2χθ ∂α
∂θ
− ∂χθ
∂θ
α− χr
(
α + 2r
∂α
∂r
)
− r∂χr
∂r
α = 0 (D.6)
and (6.8) becomes
Φ = − q
2m
(
χ2r + χ
2
θ
)
+
~2
2mqα
(
1
r2
∂2α
∂θ2
+
1
r
∂α
∂r
+
∂2α
∂r2
)
. (D.7)
A solution of the main equation (D.6) for χr in terms of w = α
2 and χθ can be
written down,
χr = − 1
rw
∫ ∞
r
ds
[
ms
q
∂w
∂t
(t, s, θ)− χθ(t, s, θ)∂w
∂θ
(t, s, θ)− w(t, s, θ)∂χθ
∂θ
(t, s, θ)
]
.
(D.8)
Thus a function χθ can be chosen to determine (together with the chosen α) the
function χr. Alternatively, a solution of the main equation for χθ in terms of α
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and χr is given by
χθ = −fθ(r, t)
α
+
1
α
∫ θ
0
dρ
{
mr
q
∂w
∂t
(r, ρ, t)
−rχr(r, ρ, t)∂w
∂r
(r, ρ, t)− w(r, ρ, t)
[
χr(r, ρ, t) + r
∂χr
∂r
(r, ρ, t)
]}
,(D.9)
where χθ(r, θ + 2pi, t) = χθ(r, θ, t).
D.3 Fidelity and sensitivity for arbitrary N and
M
For arbitrary N and M we get for the fidelity FN,M , by using [142],
FN,M = |〈Ψ(T )|Ψ(T )〉| = Q1+|M |
∣∣∣P (|M |,0)N (1− 2Q2)∣∣∣ , (D.10)
where P are Jacobi’s polynomials and
Q =
2l(T )`(T )√
(l(T )2 + `(T )2)2 +
4m
~2 l(T )
4`(T )2`′(T )2
. (D.11)
The result is valid for an arbitrary function l(t). Note that FN=0,M=0 = Q = F ,
this is the special case given in (6.59).
The general sensitivity SN,M = − ∂
2FN,M
∂2
∣∣∣
=0
is
SN,M =
∂FN,M
∂Q
∣∣∣∣
Q=1
× SN=0,M=0, (D.12)
where SN=0,M=0 = S is the special case discussed in the main text. The factor
∂FN,M
∂Q
∣∣∣
Q=1
only depends on N and M and is independent of the chosen l(t).
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Appendix E
Supplementary calculations for
chapter 7
E.1 Commutator recursion relation in two-level
systems
Let us first define λ = − (i/~) ξ and then split the sum into even and odd terms,
eλH1ρe−λH1 = ρ+
∞∑
n=1
λn
n!
[H1, ρ]n
= ρ+
∞∑
k=1
λ2k
(2k)!
[H1, ρ]2k +
∞∑
l=0
λ2l+1
(2l + 1)!
[H1, ρ]2l+1
= ρ+
∞∑
k=1
λ2k
(2k)!
χk−122(k−1) [H1, [H1, ρ]]
+
∞∑
l=0
λ2l+1
(2l + 1)!
χl22l [H1, ρ]
= ρ+
[
− sin2 (−1~ξ√χ)
2χ
]
[H1, [H1, ρ]]
+ i
[
sin
(−2~ξ√χ)
2
√
χ
]
[H1, ρ] . (E.1)
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We now need to prove the second last step. Let’s do each case separately. For n
odd it can be proved by induction that
[H1, ρ]n = 2
n−1χ(n−1)/2 [H1, ρ] . (E.2)
Clearly this is true for the case of n = 1. It can also be shown by explicit calculation
to be true for n = 3. Now let us show that if it is true for n it is true for n+ 2,
[H1, ρ]n+2 = [H1, [H1, [H1, ρ]n]]
= 2n−1χ(n−1)/2 [H1, ρ]3
= 2n−1χ(n−1)/24χ [H1, ρ]
= 2(n+2)−1χ((n+2)−1)/2 [H1, ρ] . (E.3)
Hence it is true for all n odd.
For n even we claim that
[H1, ρ]n = 2
n−2χ(n−2)/2 [H1, [H1, ρ]] . (E.4)
For n = 2 and n = 4 this holds true. Now let us show that if it is true for n it is
true for n+ 2,
[H1, ρ]n+2 = [H1, [H1, [H1, ρ]n]]
= 2n−2χ(n−2)/2 [H1, ρ]4
= 2(n+2)−2χ((n+2)−2)/2 [H1, [H1, ρ]] . (E.5)
Hence it is true for all n even.
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E.2 Derivation of strong noise limit
In this section a more detailed overview of the derivation of the strong noise limit
will be presented. Let us start by integrating (7.41),
cn,m(T ) = cn,m(0)
+
∑
l,k
(l,k)6=(n,m)
∫ T
0
dt exp
[
Λ˜l,k(t)− Λ˜n,m(t)
]
Mn,m,l,k(t)cl,k(t). (E.6)
We then change to the coefficients
dn,m(t) = cn,m(t) exp
[
Λ˜n,m(t)
]
, (E.7)
where dn,m(0) = cn,m(0) since Λ˜n,m(0) = 0. By now rewriting (E.6) with these
coefficients it becomes
dn,m(T ) = dn,m(0) exp
[
Λ˜n,m(T )
]
+
∑
l,k
(l,k)6=(n,m)
∫ T
0
dt exp
[
Λ˜n,m(T, t)
]
Mn,m,l,k(t)dl,k(t), (E.8)
where
Λ˜n,m(T, t) = Λ˜n,m(T )− Λ˜n,m(t)
=
∫ T
t
ds [κβn,m(s) + 〈〈Bn,m(s)|L0|Bn,m(s)〉〉] . (E.9)
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This has the property that Re
(
Λ˜n,m(T, t)
)
≤ 0 for T ≥ t and Λ˜n,n(T, t) = 0. By
using (E.8) recursively one obtains the approximation
dn,m(T ) ≈ dn,m(0) exp
[
Λ˜n,m(T )
]
+
∑
l,k
(l,k)6=(n,m)
∫ T
0
dt exp
[
Λ˜n,m(T, t) + Λ˜l,k(t)
]
Mn,m,l,k(t)dl,k(0)
+
∑
l,k
(l,k)6=(n,m)
∑
q,r
(q,r) 6=(l,k)
∫ T
0
dt
∫ t
0
dsMn,m,l,k(t)
× exp
[
Λ˜n,m(T, t) + Λ˜l,k(t, s) + Λ˜q,r(s)
]
Ml,k,q,r(s)dq,r(0), (E.10)
where the real part of all terms in the exponentials are negative. One can of course
continue this process to obtain a series expansion on the right hand side. However
for our purposes it is enough to understand the general form of the expansion so
further terms are neglected.
For times t2 > t1 it is clear that exp
[
Λ˜n,m(t2, t1)
]
→ 0 as κ → ∞ if n 6= m.
However for n = m, exp
[
Λ˜n,n(t2, t1)
]
= 1 for all κ. Recall that we assume
βn,m = 0 if and only if n = m. It is then straightforward to see that dn,m(T )→ 0 as
κ→∞ for n 6= m. An approximation to this is dn,m(T ) ≈ dn,m(0) exp
[
Λ˜n,m(T )
]
.
Converting back to the original coefficients we get that cn,m(T ) ≈ cn,m(0) for large
κ.
The result is more difficult to see if n = m. By explicit calculation it is found that
Mn,n,l,k(t) =

i
~〈φ(1)k |H0|φ(1)n 〉 − 〈φ˙(1)k |φ(1)n 〉 l = n, k 6= n
− i~〈φ(1)n |H0|φ(1)l 〉 − 〈φ(1)n |φ˙(1)l 〉 l 6= n, k = n
0 l 6= n, k 6= n
0 l = n, k = n
. (E.11)
Therefore all cases where Mn,n,l,k(t) 6= 0 have l 6= k. However in this case
exp
[
Λ˜l,k(t, 0)
]
→ 0 in the limit where κ→∞. In terms of the original coefficients
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this gives cn,n(T ) ≈ cn,n(0) for large κ. So in general we get that cn,m(T ) ≈ cn,m(0)
for all n,m in the case of strong noise i.e. large κ.
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