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Abstract
In this article we consider commuting graphs of involution conjugacy classes in the affine Weyl
group of type C˜n. We show that where the graph is connected the diameter is at most n+ 2.
MSC(2000): 20F55, 05C25, 20D60.
1 Introduction
Consider X a subset of a group G. The elements of X constitute the vertices of the commuting graph
C(G,X), in which x, y ∈ X are joined by an edge whenever xy = yx. If X is a set of involutions
then we call C(G,X) a commuting involution graph. Commuting graphs have been studied by many
authors in various contexts. For example Fischer [3] studied commuting involution graphs for the case
when X is a conjugacy class of involutions, in his work on 3-transposition groups. Segev and Seitz
looked in [10] at commuting graphs for finite simple groups G where X consists of the non-identity
elements of G. More recently Giudici and Pope [6] gave some results on bounding the diameters of
commuting graphs of finite groups. Commuting graphs for elements of order 3 have been considered
in [2]; there have also been many papers dealing with the case where X consists of all non-identity
elements of a given group such as for example [1].
In [4], Bates et al looked into the commuting involution graph C(G,X) where X is a conjugacy
class of involutions in G and G is Sym(n). The remaining finite Coxeter groups were analysed in
[5]. Much less is known for infinite Coxeter groups. Commuting involution graphs in affine groups of
type A˜n have been considered in [8]. In this article, we investigate the commuting involution graphs
C(G,X) for another collection of Coxeter groups, the affine Weyl groups of type C˜n.
For the rest of this article, let Gn be an affine Weyl group of type C˜n, for some n ≥ 2, writing G
when n is not specified, and let X be a conjugacy class of involutions of G. We write Diam C(G,X)
for the diameter of C(G,X) when C(G,X) is a connected graph, in other words the maximum distance
d(x, y) between any x, y ∈ X in the graph. Since conjugation by any group element induces a graph
automorphism, we can determine the diameter by fixing any a ∈ X, and then Diam C(G,X) =
max{d(x, a) : x ∈ X}. Our main result is the following.
Theorem 1.1. Let X be a conjugacy class of involutions in the group Gn of type C˜n. If the commuting
graph C(G,X) is connected, then its diameter is at most n+ 2.
The proof of Theorem 1.1 is broken into several cases depending on the type of the conjugacy class.
To describe this further, and in order to state our results about connectedness, we need to describe
a parameterisation of the involution conjugacy class. We will explain in Section 2 that involutions
in G can be written as ‘labelled permutations’ (Notation 2.2). These are permutations expressed as
products of disjoint cycles in which every cycle has a sign and an integer written above it. For example
in G10 one of the involutions is
0
+
(12)
0
+
(34)
3−
(5)
4−
(6)
3−
(7)
1−
(8)
0−
(9)
0
+
(10). A cycle is positive if it has a plus sign,
and negative if it has a minus sign. The labelled cycle type of an involution σ will be a quadruple
(m, ke, ko, l) where m is the number of transpositions, ke is the number of negative 1-cycles with an
even number above them, ko is the number of negative 1-cycles with an odd number above them, and
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l is the number of positive 1-cycles. For the example in G10, its labelled cycle type is (2, 2, 3, 1).
We will show (Theorem 2.6) that involution conjugacy classes in G are parametrised by labelled
cycle type. We may now give the conditions under which the graph C(G,X) is connected.
Theorem 1.2. Let X be a conjugacy class of involutions in Gn (where n ≥ 2) with labelled cycle type
(m, ke, ko, l). Then C(G,X) is disconnected in each of the following cases.
(i) m = 0 and l = 0;
(ii) m > 0, l = 0 and either ke = 1 or ko = 1;
(iii) m > 0 and max(ke, ko, l) = 1;
(iv) n = 4 and m = 1;
(v) n = 6, m = 1 and ke = ko = 2.
In all other cases, C(G,X) is connected.
We note that the bound on diameter given in Theorem 1.1 is best possible. For example we have
verified that when n = 8, m = 1 and ke = ko = 3, the commuting involution graph has diameter 10.
To construct the proofs needed for this result, we rely on the structure of the Coxeter group G
as a semi-direct product of a finite Coxeter group W of type Cn (whose elements can be thought
of as signed permutations) with a Zn lattice. In Section 2 we give the necessary detail on this
construction, and determine the involutions of G. We introduce the labelled cycle form for elements
of G, and describe the group multiplication for elements written in this form. We then show that
the involution conjugacy classes are parameterised by labelled cycle type. The section also contains
three results giving criteria under which labelled 1-cycles, transpositions and double-transpositions
commute. Section 3 is dedicated to proving the main theorems. Throughout we make use of the
labelled cycle form along with the criteria for commuting developed in Section 2. In Section 4 we give
examples of selected commuting involution graphs.
2 Involution conjugacy classes in G
For the remainder of this paper a is a fixed involution with X its conjugacy class in the affine irre-
ducible Coxeter group G. Our first job is to establish what involutions in G look like.
Let W be a finite Weyl group with root system Φ and Φ∨ the set of coroots. The affine Weyl
group W˜ is the semidirect product of W with translation group Z of the coroot lattice L(Φ∨) of W .
See, for example, [7, Chapter 4] for more detail. For α, τ ∈W and u,v ∈ Z we have
(α,v)(τ,u) = (ατ,vτ + u).
For the rest of the paper Wn will denote a Coxeter group of type Cn, and set Gn = W˜n. We write,
respectively, W and G whenever it is not necessary to specify n. We may take the roots of W to be
±2ei and ±ei ± ej , for 1 ≤ i ≤ n, where {e1, . . . , en} is the standard orthonormal basis for Rn. The
coroots are then ±ei and ±ei ± ej . Therefore in this case
Z = {(λ1, . . . , λn) : λi ∈ Z} ∼= Zn.
We may view the elements of W as signed permutations; they act on Rn by permuting the subscripts
of basis vectors and changing their signs. To obtain a signed permutation we write a permutation in
Sym(n) (including 1-cycles), add a plus sign or a minus sign above each i, and say i is positive or nega-
tive accordingly. We adopt the convention of reading the sign first; that is, if w = (
−
1
+
2
−
3) ∈W , then
1w = −2 , 2w = 3 and 3w = −1. This means, for example, that w(λe1+µe2+ρe3) = −ρe1−λe2+µe3.
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Expressing σ as a product of disjoint cycles, we say that a cycle (i1 · · · ir) of σ is positive if there
is an even number of minus signs above its elements, and negative if the number of minus signs is
odd. For example, (
+
1
+
3
−
2) is a negative cycle, whereas (
−
5
−
6) is positive. It is straightforward to
check that an involution of W only has 1-cycles (positive or negative) and positive 2-cycles. By the
definition of group multiplication in Gn, we see that the element (σ,v) of G is an involution precisely
when (σ2,vσ + v) = (1,0). This allows us to characterise the involutions in Gn.
Lemma 2.1. A non-identity element (σ,v) of Gn is an involution if and only if σ, when expressed
as a product of disjoint signed cycles, has the form
σ = (
+ +
a1 b1) · · · (
+ +
at bt)(
− −
at+1 bt+1) · · · (
− −
am bm)
−
(c2m+1) · · ·
−
(cn−l) (
+
dn−l+1) · · ·
+
(dn)
for some ai, bi, ci, di, t,m and l; and, writing v = (v1, . . . , vn), we have vbi = −vai when σ contains
(
+ +
ai bi), vbi = vai when σ contains (
− −
ai bi) and vdi = 0 for n− l < i ≤ n.
Proof. If a = (σ,v) is an involution, then a2 = (σ2,vσ + v) = (1,0). Thus σ is an involution of W ,
and so its cycles are all either 1-cycles or positive 2-cycles. Thus σ has the form given in the statement
of the lemma. Write vσ + v = (u1, . . . , un). We must have ur = 0 for all r. For 1 ≤ i ≤ t, we have
uai = ubi = vbi + vai . Thus vbi = −vai . For t < i ≤ m, we have uai = −vbi + vai and ubi = −vai + vbi .
So vbi = vai . When m < i < n− l we have uci = −vci + vci = 0, so there is no restriction on vci . For
n − l < i < n we have udi = 2vdi , forcing vdi = 0. These are the necessary conditions on σ and v; it
is clear that they are also sufficient.
Notation 2.2. There is a more compact way to write elements of G – for an element (w,v) of G,
v = (v1, . . . , vn), then above each signed number i in the expression of w as a product of disjoint
signed cycles, we will write vi. For example, we would write ((
−
1
+
2
−
3), 4e1 + 5e2 + 6e3) as (
4−
1
5
+
2
6−
3). This
allows us to employ a shorthand for writing involutions of G. Suppose (σ,v) is an involution with the
form given in Lemma 2.1. For transpositions (
± ±
ai bi) of σ, where the number above ai determines the
number above bi as described in Lemma 2.1, we write (
λ
+
aibi) for (
λ
+
−λ
+
ai bi) and (
λ−
aibi) for (
λ− λ−
ai bi). We will
call this the labelled cycle form of (σ,v). Where it is helpful, we adopt the convention that cycles (
0
+
di)
are omitted, as these fix both di and vdi .
In what follows we will be making a lot of use of the labelled cycle form, and so we give a couple
of examples of how to multiply elements in this form. Let w = (
v1−
1
v2
+
2
v3−
3) and w′ = (
u1
+
1 )(
u2−
2
u3−
3 ). These
represent the elements ((
−
1
+
2
−
3), v1e1 +v2e2 +v3e3) and ((
+
1)(
−
2
−
3), u1e1 +u2e2 +u3e3) respectively, and
we would usually write the vector components in coordinate form with respect to the standard basis,
so we write ((
−
1
+
2
−
3), (v1, v2, v3)) and ((
+
1)(
−
2
−
3), (u1, u2, u3)). Recall that multiplication in G is given
by (α,v)(τ,u) = (ατ,vτ + u). So
ww′ = ((
−
1
+
2
−
3), (v1, v2, v3))((
+
1)(
−
2
−
3), (u1, u2, u3))
= ((
−
1
+
2
−
3)(
+
1)(
−
2
−
3), (v1, v2, v3)
(
+
1)(
−
2
−
3) + (u1, u2, u3))
= ((
+
1
−
3)(
−
2), (u1 + v1, u2 − v3, u3 − v2))
= (
u1+v1
+
1
u3−v2−
3 )(
u2−v3−
2 ).
In simple cases calculations can be carried out entirely within the labelled cycle form as follows. To
multiply, for example, (
4
+
1
5
+
2) and (
6−
2
7−
3) in G3, we first calculate that (
+
1
+
2)(
−
2
−
3) = (
−
1
−
3
+
2). Then for each
3
i in {1, 2, 3} we calculate the image of i under (−2−3) and move the number appearing above i in (
4
+
1
5
+
2)
accordingly; to this we add the number appearing above i(
−
2
−
3) in (
6−
2
7−
3). For example, the number
appearing above 2 in (
4
+
1
5
+
2) is 5; now 2 is mapped to −3 by (−2−3), so the number above 3 in the labelled
cycle form of our product will be −5 + 7 = 2 (because 7 is the number appearing above 3 in (
6−
2
7−
3)).
Hence (
4
+
1
5
+
2)(
6−
2
7−
3) = (
4−
1
2−
3
6
+
2). The same result is obtained if we convert to the standard form:
(
4
+
1
5
+
2)(
6−
2
7−
3) = ((
+
1
+
2), (4, 5, 0))((
−
2
−
3), (0, 6, 7))
= ((
+
1
+
2)(
−
2
−
3), (4, 5, 0)(
−
2
−
3) + (0, 6, 7))
= ((
−
1
−
3
+
2), (4, 0,−5) + (0, 6, 7))
= ((
−
1
−
3
+
2), (4, 6, 2))
= (
4−
1
2−
3
6
+
2).
In the case of involutions, we just have to remember the rule that (
λ
+
aibi) means (
λ
+
−λ
+
ai bi) and (
λ−
aibi) means
(
λ− λ−
ai bi). Thus, for instance, (
5
+
12)(
6−
34) · (
7
+
13)(
0−
24) = (
13−
1
5−
4)(
−6
+
2
−2
+
3 ). This product is not an involution,
which means that these two involutions do not commute. Some general rules about when involutions
commute will be derived using calculations like this in Lemmas 2.7 – 2.9. Before that, we give a
characterisation of the involution conjugacy classes in terms of labelled cycle types.
Definition 2.3. Let a be an involution in Gn. The labelled cycle type of a is the tuple (m, ke, ko, l),
where m is the number of transpositions, ke is the number of negative 1-cycles with an even number
above them, ko is the number of negative 1-cycles with an odd number above them, and l is the
number of positive 1-cycles (fixed points), in the labelled cycle form of a.
For example, the labelled cycle type of
0
+
(12)
1−
(3)
1−
(4)
3−
(5)
4−
(6)
3−
(7)
1−
(8)
0
+
(9)
0
+
(10) is (1, 1, 5, 2).
It turns out that involution conjugacy classes are characterised by labelled cycle type. To see this,
we use a well-known result, due to Richardson, that gives a description of involution conjugacy classes
in Coxeter groups.
Definition 2.4. Let W be an arbitrary Coxeter group, with R the set of fundamental reflections. We
say that two subsets I and J of R are W -equivalent if there exists w ∈W such that Iw = J .
In the next result, we use the notation wI for the longest element of a finite standard parabolic
subgroup WI .
Theorem 2.5 (Richardson [9]). Let W be an arbitrary Coxeter group, with R the set of fundamental
reflections. Let g ∈ W be an involution. Then there exists I ⊆ R such that wI is central in WI , and
g is conjugate to wI . In addition, for I, J ⊆ R, wI is conjugate to wJ if and only if I and J are
W -equivalent.
The Coxeter graphs of G2 (which is a Coxeter group of type C˜2) and Gn for n ≥ 3 (which is a
Coxeter group of type C˜n) are as follows.
u u ur1 r2 r3C˜2 uu u ur1 r2 rn rn+1C˜n(n ≥ 3)
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We may set r1 =
0−
(1), ri = (
0
+
i− 1
0
+
i ) for 2 ≤ i ≤ n, and rn+1 =
1−
(n).
It is well known that in the finite Coxeter group W of type Cn, elements are conjugate if and only
if they have the same signed cycle type. In particular two involutions are conjugate when they have
the same number of transpositions, the same number of negative 1-cycles and the same number of
positive 1-cycles.
In G (which is of type C˜n), the element (σ,v) is conjugate to (τ,u) via some (g,w) if and only if:
(τ,u) = (σ,v)(g,w)
= (g−1σg,vg + w −wg−1σg). (1)
Theorem 2.6. Involutions in G are conjugate if and only if they have the same labelled cycle type.
In particular, every involution is conjugate to exactly one element a = am,ke,ko,l of the form
a =
0
+
(1 2) · · ·
0
+
(2m− 1 2m)
0−
(2m+ 1) · · ·
0−
(2m+ ke)
1−
(2m+ ke + 1) · · ·
1−
(n− l)
0
+
(n− l + 1) · · ·
0
+
(n).
Proof. Let x be an involution of G. Since G is a Coxeter group (of type C˜n for some n), we may
apply Theorem 2.5 to see that x is conjugate to wI for some finite standard parabolic subgroup WI
of G in which wI is central. Therefore the connected components of the Coxeter graph for WI are
of types A1 or Bi for some i (including, by a slight abuse of notation, B1, where we have connected
components with just the vertex r1 or rn+1). Thus I = {r1, r2, . . . , ri} ∪ J ∪ {rj+1, rj+2, . . . , rn+1}
for some i, j with 0 ≤ i < j ≤ n + 1, where J is a subset of {ri+2, . . . , rj−1} no two elements of
which are adjacent vertices in the Coxeter graph. By conjugation in 〈ri+2, . . . , rj−1〉 (which after all
is isomorphic to the symmetric group Sym(j − i − 1)), we can assume that for some i, j and m with
0 ≤ i ≤ i+ 2m < j < n+ 1 we have
I = {r1, r2, . . . , ri} ∪ {ri+2, ri+4, . . . , ri+2m} ∪ {rj+1, rj+2, . . . , rn+1}.
This gives that x is conjugate to wI , where
wI =
0−
(1) · · ·
0−
(i)
0
+
(i+ 1 i+ 2) · · ·
0
+
(i+ 2m− 1 i+ 2m)
0
+
(i+ 2m+ 1) · · ·
0
+
(j − 1)
1−
(j) · · ·
1−
(n).
Let c = (h,0), where
h = (
+
1
+
i+ 1)(
+
2
+
i+ 2) · · · ( +2m +i+ 2m)( +i+ 2m+ 1 +j ) ( +i+ 2m+ 2 +j + 1) · · · ( +i+ 2m+ 1 + n− j +n).
From Equation (1) we see that
wcI =
0
+
(1 2) · · ·
0
+
(2m− 1 2m)
0−
(2m+ 1) · · ·
0−
(2m+ ke)
1−
(2m+ ke + 1) · · ·
1−
(n− l)
0
+
(n− l + 1) · · ·
0
+
(n).
Therefore, by setting a = wcI we see that each involution in G is conjugate to at least one element of
the required form.
Now consider an involution x in G with labelled cycle type (m, ke, ko, l), and suppose y = rixr
−1
i
for some simple reflection ri. Write x = (σ,v) and y = (τ,u). By Equation (1), τ is conjugate
to σ in the underlying Weyl group W . Hence τ and σ have the same number of transpositions,
negative 1-cycles and positive 1-cycles as each other. In other words, the labelled cycle type of y
is (m, k′e, k′o, l) for some k′e, k′o satisfying k′e + k′o = ke + ko. Now, from Equation (1) again, (
λ−
i ) is
5
a labelled 1-cycle of x if and only if (
µ−
ig) is a labelled 1-cycle of y, where λ = vi and µ = uig . In
particular this means (
−
ig) is a signed cycle of τ , so that (wτ )ig = −wig . Now u = vg + w −wτ . So
µ = uig = (v
g)ig + wig − (wτ )ig = vi + 2wig ≡ λ mod 2. Therefore ko = k′o. Hence ke = k′e and
so x and y have the same labelled cycle type. In particular x is conjugate to at most one element a
of the form stated in the theorem. Conversely, any two involutions of the same labelled cycle type
(m, ke, ko, l) are both conjugate to am,ke,ko,l, and hence to each other. Thus conjugacy is parameterised
by labelled cycle type, and the set of elements {am,ke,ko,l : 2m+ ke + ko + l = n} contains exactly one
representative of each conjugacy class of involutions in Gn.
We next prove three preliminary lemmas which will be used repeatedly in the proofs in Section 3.
Lemma 2.7. Let α ∈ {1, . . . , n} and λ, µ ∈ Z. Then
λ−
(α) commutes with
0
+
(α) for all λ, whereas
λ−
(α)
commutes with
µ−
(α) if and only if λ = µ.
Proof. For convenience, we assume without loss of generality that α = 1. Note that two involutions
commute if and only if their product is an involution. We have that
λ−
(1)
0
+
(1)=
λ−
(1), which is an involution,
so
λ−
(1) commutes with
0
+
(1). In the case of two negative 1-cycles we have
λ−
(1)
µ−
(1)=
µ−λ
+
(1), which is only an
involution if µ− λ = 0. So
λ−
(1) commutes with
µ−
(1) if and only if λ = µ.
Lemma 2.8. Let α, β be distinct elements of {1, . . . , n} and let λ, µ and ν be integers.
(i)
λ
+
(α β) and
µ
+
(α β) commute if and only if λ = µ, and
λ−
(α β) and
µ−
(α β) commute if and only if λ = µ.
But
λ
+
(α β) and
µ−
(α β) commute for all λ and µ.
(ii)
λ±
(α β) and
0
+
(α)
0
+
(β) commute for all λ, but there is no value of µ or λ for which
λ±
(α β) and
0
+
(α)
µ−
(β) or
µ−
(α)
0
+
(β) commute.
(iii)
λ
+
(α β) and
µ−
(α)
ν−
(β) commute if and only if µ − ν = 2λ, whereas
λ−
(α β) and
µ−
(α)
ν−
(β) commute if and
only if µ+ ν = 2λ.
Proof. We lose no generality by assuming, for ease of notation, that α = 1, β = 2 and n = 2. Recall
that
λ
+
(1 2) and
λ−
(1 2) are shorthand for (
+
(1 2), (λ,−λ)) and (
−
(1 2), (λ, λ)) respectively. Involutions
commute precisely when their product is an involution (or the identity), which we can check using
Lemma 2.1.
(i) We calculate
λ
+
(1 2)
µ
+
(1 2) = (
+
(1 2), (λ,−λ))(
+
(1 2), (µ,−µ)) = (1, (λ,−λ)
+
(1 2) + (µ,−µ)) = (1, (µ− λ, λ− µ)).
This means
λ
+
(1 2) and
µ
+
(1 2) commute if and only if λ = µ. We also have
λ−
(1 2)
µ−
(1 2) = (
−
(1 2), (λ, λ))(
−
(1 2), (µ, µ)) = (1, (λ, λ)
−
(1 2) + (µ, µ)) = (1, (µ− λ, µ− λ)),
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so again
λ−
(1 2) and
µ−
(1 2) commute if and only if λ = µ. Finally a similar calculation shows that
λ
+
(1 2)
µ−
(1 2) =
µ+λ−
(1)
µ−λ−
(2), which is an involution for all values of λ and µ, so
λ
+
(1 2) and
µ−
(1 2) always
commute.
(ii) Certainly
λ±
(1 2) and
0
+
(1)
0
+
(2) commute for all λ; after all,
0
+
(1)
0
+
(2) is just the identity element when
n = 2. Moreover, already in the underlying group W of type B2 we observe that
±
(1 2) does not
commute with
+
(1)
−
(2) or
−
(1)
+
(2), so there is no value of µ or λ for which
λ±
(1 2) and
0
+
(1)
µ−
(2) or
µ−
(1)
0
+
(2)
commute.
(iii) We have
λ
+
(1 2)
µ−
(1)
ν−
(2) = (
µ−λ−
1
ν+λ−
2 ); this is an involution if and only if ν + λ = µ− λ. Thus
λ
+
(1 2) and
µ−
(1)
ν−
(2) commute if and only if µ− ν = 2λ. Similarly
λ−
(1 2)
µ−
(1)
ν−
(2) = (
µ−λ
+
1
ν−λ
+
2 ); this is an involution if and
only if ν − λ = −(µ− λ). Therefore
λ−
(1 2) and
µ−
(1)
ν−
(2) commute if and only if µ+ ν = 2λ.
Lemma 2.9. Let g1 =
λ1
+
(αβ)
λ2
+
(γδ), g2 =
λ1
+
(αβ)
λ2−
(γδ), g3 =
λ1−
(αβ)
λ2−
(γδ), h1 =
µ1
+
(αγ)
µ2
+
(βδ), h2 =
µ1
+
(αγ)
µ2−
(βδ) and
h3 =
µ1−
(αγ)
µ2−
(βδ), for distinct α, β, γ, δ in {1, . . . , n} and integers λi, µi. Then
(i) g1 commutes with h1 if and only if µ1 − λ1 = µ2 − λ2;
(ii) g1 does not commute with h2;
(iii) g1 commutes with h3 if and only if µ1 − λ1 = µ2 + λ2;
(iv) g2 commutes with h2 if and only if µ1 − λ1 = µ2 − λ2;
(v) g2 does not commute with h3;
(vi) g3 commutes with h3 if and only if µ1 − λ1 = λ2 − µ2.
Proof. We lose no generality by assuming, for ease of notation, that n = 4 and g1 =
λ1
+
(1 2)
λ2
+
(3 4)
(i) g1 = (
+
(1 2)
+
(3 4), (λ1,−λ1, λ2,−λ2)) and h1 = (
+
(1 3)
+
(2 4), (µ1, µ2,−µ1,−µ2)). Hence
g1h1 = (
+
(1 4)
+
(2 3), (λ1,−λ1, λ2,−λ2)(
+
(1 3)
+
(2 4) + (µ1, µ2,−µ1,−µ2))
= (
+
(1 4)
+
(2 3), (µ1 + λ2, µ2 − λ2,−µ1 + λ1,−µ2 − λ1)).
Now g1 and h1 commute if and only if g1h1 is an involution. This occurs if and only if µ1 + λ2 =
−(µ2−λ1) and µ2−λ2 = −(−µ1 +λ1). Rearranging gives µ1−λ1 = µ2−λ2, as required for part (i).
(ii) Since
+
(1 2)
+
(3 4) and
+
(1 3)
−
(2 4) do not commute, it is impossible for g1 to commute with h2.
(iii) We have g1 = (
+
(1 2)
+
(3 4), (λ1,−λ1, λ2,−λ2)) and h3 = (
−
(1 3)
−
(2 4), (µ1, µ2, µ1, µ2)), and
g1g3 = (
−
(1 4)
−
(2 3), (λ1,−λ1, λ2,−λ2)
−
(1 3)
−
(2 4) + (µ1, µ2, µ1, µ2))
= (
−
(1 4)
−
(2 3), (µ1 − λ2, µ2 + λ2, µ1 − λ1, µ2 + λ1)).
Now g1 and h3 commute if and only if g1h3 is an involution. From the above calculation this occurs
if and only if µ1 − λ2 = µ2 + λ1 and µ2 + λ2 = µ1 − λ1. That is, if and only if µ2 + λ2 = µ1 − λ1.
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(iv) We calculate g2h2 = (
−
(1 4)
+
(2 3), (µ1 + λ2, µ2 − λ2,−µ1 + λ1, µ2 + λ1)). Thus g2 commutes with h2
if and only if µ1 − λ1 = µ2 − λ2.
(v) Since
+
(1 2)
−
(3 4) and
−
(1 3)
−
(2 4) do not commute, g2 cannot commute with h3.
(vi) This part follows from the fact that g3h3 = (
+
(1 4)
+
(2 3), (µ1 − λ2, µ2 − λ2, µ1 − λ1, µ2 − λ1).
We end this section by stating the relevant results from [5] about commuting involution graphs in
Weyl groups of type Bn.
Theorem 2.10 (Theorem 1.1 of [5]). Suppose that W is of type Bn, and let
σ =
+
(12) · · ·
+
(2m− 1 2m)
+
(2m+ 1) · · ·
+
(2m+ l)
−
(2m+ l + 1) · · ·
−
(2m+ l + t).
Set X = aG and k := max{l, t}. Then the following hold.
(i) If m = 0, then C(G,X) is a complete graph.
(ii) If k = 0, then Diam C(G,X) ≤ 2.
(iii) If k = 1 and m > 0, then C(G,X) is disconnected.
(iv) If k ≥ 2 and n > 5, then Diam C(G,X) ≤ 4.
(v) If n = 5, m = 1 and k = 2 then Diam C(G,X) = 5. If n = 5, m = 1 and k = 3 then
Diam C(G,X) = 2. Finally if n = 4, m = 1 and k = 2 then C(G,X) is disconnected.
3 Proof of Main Results
We begin by looking at connectedness. For an element g = (σ,v) in a conjugacy class X of G, define
gˆ = σ. Then let Xˆ be the conjugacy class of gˆ in W . Clearly if g, h ∈ X, then gˆ, hˆ ∈ Xˆ.
Lemma 3.1. Suppose g, h ∈ X. If d(gˆ, hˆ) = k, then d(g, h) ≥ k. If C(Gˆ, Xˆ) is disconnected, then
C(G,X) is disconnected.
Proof. The result follows immediately from the observation that is g commutes with h in G, then gˆ
commutes with hˆ in W .
We can now prove Theorem 1.2 (which gives necessary and sufficient conditions for C(G,X) to be
disconnected) in one direction. The proof in the other direction will arise from bounding the diameters
of graphs not shown in Theorem 3.2 to be disconnected.
Theorem 3.2. Let X be a conjugacy class of involutions in Gn (where n ≥ 2) with labelled cycle type
(m, ke, ko, l). Then C(G,X) is disconnected in each of the following cases.
(i) m = 0 and l = 0;
(ii) m > 0, l = 0 and either ke = 1 or ko = 1;
(iii) m > 0 and max(ke, ko, l) = 1;
(iv) n = 4 and m = 1;
(v) n = 6, m = 1 and ke = ko = 2.
Proof. Let X be a conjugacy class of involutions in Gn, with labelled cycle type (m, ke, ko, l), and
a = am,ke,ko,l ∈ X as defined in Theorem 2.6. We deal with each case in turn.
(i) Suppose l = 0 and m = 0. Then any x in X is of the form
λ1−
(1)
λ2−
(2) · · ·
λn−
(n) for some λi (where ke of
the λi are even and ko are odd). By Lemma 2.7, x does not commute with any other element of X.
So in fact C(G,X) is completely disconnected in this case.
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(ii) Suppose l = 0 and ko = 1 (the case ke = 1 is similar). Then
a =
0
+
(1 2) · · ·
0
+
(2m− 1 2m)
0
−
(2m+ 1) · · ·
0
−
(n− 1)
1
−
(n) .
Suppose b ∈ X such that a commutes with b. Consider the cycle of b that contains n. This must be
a negative 1-cycle or a 2-cycle, because b has the same labelled cycle type as a. If it is a 2-cycle, then
b cannot commute with a, by Lemma 2.8(iii). Therefore it is a negative 1-cycle
λ
−
(n) where λ is odd,
and then by Lemma 2.7, b contains
1
−
(n). The same argument shows that any element c of X which
commutes with b must also contain
1
−
(n), and inductively all elements in the connected component of
C(G,X) containing a must contain
1
−
(n). Therefore C(G,X) is disconnected.
(iii) Suppose m > 0 and max(ke, ko, l) = 1. If l = 0 then C(G,X) is disconnected by (ii). So we can
assume l = 1. If either of ke or ko is zero, then Theorem 2.10(iii) and Lemma 3.1 imply that C(G,X)
is disconnected. It remains to consider the case l = ke = ko = 1. Here, 2m = n− 3 and
a =
0
+
(1 2) · · ·
0
+
(2m− 1 2m)
0
−
(n− 2)
1
−
(n− 1)
0
+
(n) .
Suppose b ∈ X such that a commutes with b, and suppose
µ
±
(t) is a 1-cycle of b. If t ∈ {1, . . . , 2m} then
as a contains a transposition
0
±
(tt′) for some t′, Lemma 2.8 (ii) and (iii) show that the only way a and b
could commute is if b contained
0
+
(t)
0
+
(t′) or
µ
−
(t)
ν
−
(t) where µ ≡ ν (mod 2), contradicting our assumptions
about the labelled cycle type of b. Therefore the elements appearing in 1-cycles of b are n− 2, n− 1
and n. Inductively this holds for all elements in the connected component of C(G,X) containing a.
Therefore C(G,X) is disconnected.
(iv) Suppose n = 4 and m = 1. If max(ke, ko, l) = 1 then C(G,X) is disconnected by (iii). If this
doesn’t happen, then one of ke, ko or l is 2. By Theorem 2.10(v) and Lemma 3.1, C(G,X) is again
disconnected.
(v) Suppose n = 6, m = 1 and ke = ko = 2. For any x in X, we have x =
λ
+
(α α′)
µ
−
(β)
µ′
−
(β′)
ν
−
(γ)
ν′
−
(γ′),
where {α, α′, β, β′, γ, γ′} = {1, 2, 3, 4, 5, 6}, µ and µ′ are even, and ν, ν ′ are odd. Associate a set
T (x) = {{α, α′}, {β, β′}, {γ, γ′}} to x. Given that, by Lemma 2.8, a transposition can only commute
with a pair of negative 1-cycles if either both cycles are odd or both are even, and also with reference
to Lemma 2.7, we see that if y in X commutes with x, then T (x) = T (y). Therefore, for example,
0
+
(1 2)
0−
(3)
0−
(4)
1−
(5)
1−
(6) and
0
+
(4 5)
0−
(1)
1−
(2)
0−
(3)
1−
(6) are not connected in C(G,X).
Our first result bounding diameters is when m = 0.
Theorem 3.3. If m = 0 and l ≥ 1, then
Diam C(G,X) =

2 if 2l ≥ n
dnl e if 0 ∈ {ke , ko}
n+ 1 if l = 1 and 0 /∈ {ke, ko}.
In all other cases dnl e ≤ Diam C(G,X) ≤ dnl e+ 2.
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Proof. In this case we have
a =
0−
(1) · · ·
0−
(ke)
1−
(ke + 1) · · ·
1−
(ke + ko)
0
+
(ke + ko + 1) · · ·
0
+
(n).
Let g ∈ X. Then for appropriate ε1, . . . , εke+ko , ρ1, . . . , ρl and λ1, . . . , λke+ko we have that g =∏ke+ko
i=1
λi−
(εi)
∏l
i=1
0
+
(ρi). Since g ∈ X, exactly ke of the λi must be even. If 2l ≥ n, that is, l > ke + ko,
then g commutes with an element h in X which contains the cycles
0
+
(1) · · ·
0
+
(ke + ke). Now h certainly
commutes with a, and so Diam C(G,X) = 2.
Now we suppose that 2l < n, and that one of ke and ko is zero. Without loss of generality, we
may choose ko = 0. Then, writing k = ke, we have a =
0−
(1) · · ·
0−
(k)
0
+
(k + 1) · · ·
0
+
(n). Since conjugation by
elements of centralizer of a preserves distance in C(G,X), without loss of generality we may take g to
be of the following form for some integer r with 0 ≤ r ≤ l and even integers λi:
g =
0
+
(1) · · ·
0
+
(r)
λr+1−
(r + 1) · · ·
λr+k−
(r + k)
0
+
(r + k + 1) · · ·
0
+
(n).
Now consider the following sequence, where p = bkl c and λr+k+1, . . ., λn are arbitrary even integers.
g0 =
0
+
(1) · · ·
0
+
(l)
λl+1−
(l + 1) · · ·
λn−
(n)
g1 =
0−
(1) · · ·
0−
(l)
0
+
(l + 1) · · ·
0
+
(2l)
λ2l+1−
(2l + 1) · · ·
λn−
(n)
g2 =
0−
(1) · · ·
0−
(2l)
0
+
(2l + 1) · · ·
0
+
(3l)
λ3l+1−
(3l + 1) · · ·
λn−
(n)
...
gp−1 =
0−
(1) · · ·
0−
((p− 1)l)
0
+
((p− 1)l + 1) · · ·
0
+
(pl)
λpl+1−
(pl + 1) · · ·
λn−
(n)
gp =
0−
(1) · · ·
0−
(pl)
0
+
(pl + 1) · · ·
0
+
((p+ 1)l)
λ(p+1)l+1
−
((p+ 1)l + 1) · · ·
λn−
(n)
It is clear that gi commutes with gi+1 for 0 ≤ i < p. Moreover g commutes with g0, and gp commutes
with a. If l divides k, then gp = a, which implies that d(g, a) ≤ p + 1 = kl + 1 = dnl e. If l does
not divide k, then d(g, a) ≤ p + 2 = bkl c + 2 = dnl e. The diameter of the graph in each case does
equal this bound because at each stage of a path from g to a we can add at most l to the number of
correct negative 1-cycles, but this requires the element being considered to share no fixed points with
a. Hence, for example the element
g =
2−
(1) · · ·
2−
(k)
0
+
(ke + ko + 1) · · ·
0
+
(n)
must be distance at least dn−ll e+ 1 = dnl e from a.
The remaining case is when ke and ko are both nonzero, and 2l < n.
For any x ∈ X define c(x) to be the number of ‘correct’ negative 1-cycles in x. That is, cycles
0−
(α)
where 1 ≤ α ≤ ke or
1−
(β) where ke < β ≤ ke + ko. Thus, for example, c(a) = ke + ko. We say that
other negative 1-cycles are ‘incorrect’.
10
Let g ∈ X. Then g commutes with an element x0 whose positive 1-cycles are
0
+
(1) · · ·
0
+
(l). We
will describe a sequence x0, x1, . . . where at each stage xi is an element of X such that c(xi) ≥ li
and the positive 1-cycles of xi are
0
+
(α1) · · ·
0
+
(αr)
0
+
(β1) · · ·
0
+
(βs) for some αj , βj where 1 ≤ αj ≤ ke and
ke < βj ≤ ke + ko, with r + s = l. Moreover, for i > 0, xi will commute with xi−1.
Observe that the positive 1-cycles of x0 have the required form, and c(x0) ≥ 0 × l = 0. As-
sume that we have x0, . . . , xi and let the positive 1-cycles of xi be
0
+
(α1) · · ·
0
+
(αr)
0
+
(β1) · · ·
0
+
(βs). To
form xi+1 we look for incorrect cycles
λ1−
(γ1) · · ·
λr−
(γr)
µ1−
(δ1) · · ·
µs−
(δs) of xi, where each λj is even, each µj
is odd, γj ≤ n − l and δj ≤ n − l. If such cycles can be found, then xi commutes with xi+1
where xi+1 is given by replacing the cycles
0
+
(α1) · · ·
0
+
(αr)
0
+
(β1) · · ·
0
+
(βs)
λ1−
(γ1) · · ·
λr−
(γr)
µ1−
(δ1) · · ·
µs−
(δs) of xi with
0−
(α1) · · ·
0−
(αr)
1−
(β1) · · ·
1−
(βs)
0
+
(γ1) · · ·
0
+
(γr)
0
+
(δ1) · · ·
0
+
(δs), and leaving all other cycles unchanged. It is clear that
xi+1 commutes with xi; moreover xi+1 ∈ X, has the appropriate positive 1-cycles and c(xi+1) ≥ (i+1)l.
This sequence can continue until we have some xi with cycles
0
+
(α1) · · ·
0
+
(αr)
0
+
(β1) · · ·
0
+
(βs) but (without
loss of generality) fewer than r incorrect cycles
λ−
(γ) where λ is even and γ ≤ n − l. Suppose there
are exactly t such cycles (with t < r). So xi has the cycles
λ1−
(γ1) · · ·
λt−
(γt). Since αj < ke for each j
there must be εt+1, . . . , εn where n − l < εj ≤ n for each εj , and even numbers λj such that xi has
the cycles
λ1−
(γ1) · · ·
λt−
(γt)
λt+1−
(εt+1) · · ·
λr−
(εr). Similarly xi has cycles
µ1−
(δ1) · · ·
µ′t−
(δ′t)
µt′+1−
(ε′t′+1) · · ·
µr−
(ε′s) for odd µ, some
t′ ≤ s, δj ≤ n− l and ε′j > n− l.
We now define y to be xi with
0
+
(α1) · · ·
0
+
(αr)
0
+
(β1) · · ·
0
+
(βs)
λ1−
(γ1) · · ·
λr−
(γt)
λt+1−
(εt+1) · · ·
λr−
(εr)
µ1−
(δ1) · · ·
µ′t−
(δ′t)
µt′+1−
(ε′t′+1) · · ·
µr−
(ε′s)
replaced with
0−
(α1) · · ·
0−
(αr)
1−
(β1) · · ·
1−
(βs)
0
+
(γ1) · · ·
0
+
(γt)
0
+
(εt+1) · · ·
0
+
(εr)
0
+
(δ1) · · ·
0
+
(δ′t)
0
+
(ε′t′+1) · · ·
0
+
(ε′s).
Now xi commutes with y, and c(y) ≥ (i + 1)l. We observe that d(g, y) ≤ i + 2. Notice that every β
with ke < β ≤ ke+ko is either a fixed point of y or appears in a cycle
µ−
(β) with µ odd. Every incorrect
even negative 1-cycle of y features a fixed point of a, so for some q ≤ l, and conjugating y by a suitable
element of the centralizer of a if necessary, we can assume that the even negative 1-cycles of y are
λ1−
(n− l + 1) · · ·
λq−
(n− l + q)
0−
(q + 1) · · ·
0−
(ke).
Now y has at least (i + 1)l correct negative 1-cycles. If we ignore the even negative 1-cycles and the
correct odd negative 1-cycles, then n− (i+1)l− q cycles remain (including l fixed points). We can use
the result for ke = 0 on this remaining part of y to see that y is distance at most dn−(i+1)l−ql e from
the element z of X given by
λ1−
(n− l + 1) · · ·
λq−
(n− l + q)
0−
(q + 1) · · ·
0−
(ke)
0
+
(1) · · ·
0
+
(q)
0
+
(n− l + q + 1) · · ·
0
+
(n)
1−
(ke + 1) · · ·
1−
(ke + ko).
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Now z commutes with a, and so d(g, a) ≤ d(g, y) + d(y, z) + 1 = i+ 2 + dn−q−(i+1)ll e+ 1 = 2 + dn−ql e.
If l = 1 and q = 0, then in fact z = a so d(g, a) = n+ 1. If q = 1 then again d(g, a) = n+ 1. If l > 1
then we have d(g, a) ≤ dnl e+ 2. To give a lower bound on the diameter consider
g =
2−
(1) · · ·
2−
(ke)
3−
(ke + 1) · · ·
3−
(ke + ko)
0
+
(ke + ko + 1) · · ·
0
+
(n).
To create l additional correct negative 1-cycles at each stage of a path from g to a one requires each
fixed point to be a point not fixed by a; moreover in this case completion of the process for, say, the
even negative 1-cycles requires the recreation of at least one fixed point between n− l + 1 and n and
hence fewer than l correct negative 1-cycles being created at the next stage. Thus when l = 1 we have
d(g, a) ≥ n+ 1, and when l > 1 we have d(g, a) ≥ dnl e. This completes the proof.
From now on, assume that m > 0. Then we can take
a =
0
+
(1 2) · · ·
0
+
(2m− 1 2m)
0−
(2m+ 1) · · ·
0−
(2m+ ke)
1−
(2m+ ke + 1) · · ·
1−
(n− l)
0
+
(n− l + 1) · · ·
0
+
(n),
where 2m+ ke + ko + l = n.
Proposition 3.4. Suppose ke = ko = 0. If 2m = n, then Diam C(G,X) ≤ 3. If n ≥ 5 and l ≥ 2 then
Diam C(G,X) ≤ 5.
Proof. Let x ∈ X. We can write a = (g,0) and x = (h,v), where g, h are conjugate elements of the
underlying Weyl group W . Define an element y = (h′,0), by h′ = hw0, where w0 is the unique central
involution of W . The result is that every minus sign in h corresponds to a plus sign in h′, and every
plus sign corresponds to a minus sign. Since k = 0, h and h′ are conjugate in W . So, by Theorem
2.10(i), d(g, h′) ≤ 2 when 2m = n and d(g, h′) ≤ 4 otherwise. Now d(a, y) = d(g, h′) and y commutes
with x by Lemmas 2.7 and 2.8. The result follows immediately.
Proposition 3.5. Suppose m ≥ 1, l = 0, one of ke and ko is zero, and either m > 1 or max{ke, k0} ≥ 3
(or both). Then C(G,X) is connected with diameter at most n. If x ∈ X and d(x, a) = n then m = 1
and the transposition of x is
λ∗
(1 2) for some λ.
Proof. Let x ∈ X. Without loss of generality ko = 0. We start with the case m = 1. We will show that
if the transposition of x is
λ∗
(1 2) for some λ, then d(x, a) ≤ n. Otherwise d(x, a) ≤ n − 1. The graph
for n = 5 (and hence m = 1) is Figure 1. We can see from this graph that the inductive hypothesis
holds for n = 5, so assume n ≥ 6. Suppose the transposition of x contains some α with α > 2. Then
by Lemma 2.8(iii) x commutes with some y ∈ X such that y has the 1-cycle
0−
(α) and such that the
transposition of y is not
λ∗
(1 2). Ignoring the cycle
0−
(α) we can work within G{1,...,α−1,α+1,...,n}, to see
that inductively d(y, a) ≤ n − 2. Hence d(x, a) ≤ n − 1. If the transposition of x is
λ∗
(1 2) then x
certainly commutes with an element of X which does not have this transposition. So d(x, a) ≤ n as
required.
Now we assume m ≥ 2 and proceed by induction on ke to show that Diam C(G,X) ≤ n − 1.
Suppose ke = 2. Then x is distance at most 2 from an element y of X which has the transposition
0
+/−
(n− 1 n). To see this, note that if both n− 1 and n appear in transpositions of x, or if both appear
in 1-cycles of x, then Lemma 2.8 or Lemma 2.9, as appropriate, implies that x commutes with some
x′ in X which contains a transposition of the form
λ
−/+
(n− 1 n) for some λ. Then x′ commutes with y.
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If on the other hand, x contains (for example) the 1-cycle
µ−
(n) and n − 1 appears in a transposition
σ
+/−
(ε n− 1) for some ε less than n − 1, then x commutes with x′′ in X containing the transpositions
λ−
(ε n− 1) and
σ−
(ε′ n) for some λ and ε′. Lemma 2.9 now implies that x commutes with an appropriate
y, in particular one containing the transpositions
σ+λ−
(ε ε′) and
0−
(n− 1 n). Now y in turn commutes with
some z in X with the 1-cycles
0−
(n− 1) and
0−
(n). If we ignore these cycles and work in Gn−2, then
Table 2 implies that when n = 6 d(z, a) ≤ 2, and when n > 6 Proposition 3.4 tells us that d(z, a) ≤ 3.
Therefore Diam C(G,X) ≤ n− 1.
Finally, suppose m ≥ 2 and ke > 2. Suppose there is some transposition of x containing an element
α with α > 2m. Then by Lemma 2.8(iii) x commutes with some y ∈ X such that y has the 1-cycle
0−
(α). By induction d(y, a) ≤ n − 2. Hence d(x, a) ≤ n − 1. The final possibility is that the elements
of the transpositions of x are {1, 2, . . . , 2m}. Since m > 1 we can use Lemma 2.9 to show that x
commutes with some y in X containing the transposition
0∗
(1 2). Working in G{3,4,...,n} (using the case
m = 1 and induction on m) we see that d(y, a) ≤ n− 2. Hence d(x, a) ≤ n− 1, which completes the
proof of Proposition 3.5.
Lemma 3.6. Suppose m = 1, l = 0, ko = 2, ke ≥ 3 and x ∈ X. Then C(G,X) is connected with
diameter at most n+ 1.
Proof. Let x ∈ X. The distance of x from a will largely hinge on the whereabouts of n and n−1. But
first we deal with the case where the transposition of x is
λ
+/−
(12). Here x commutes with an element y of
X having cycles
µ−
(1)
µ′−
(2) with µ and µ′ odd. Using Proposition 3.5 on the remaining cycles of y, we see
that y is distance at most n− 2 from the element b of X whose cycles are the same as a except that
we have
µ−
(1)
µ′−
(2)
0
+
(n− 1 n) instead of
1−
(n− 1)
1−
(n)
0
+
(1 2). Clearly d(b, a) = 2. Hence d(x, a) ≤ n + 1. This
also shows that any element with odd negative 1-cycles
µ−
(1)
µ′−
(2) is distance at most n from a. Assume
from now on that the transposition of x is not
λ
+/−
(12), and that its odd negative 1-cycles are not
µ−
(1)
µ′−
(2).
If the transposition of x is
λ
+/−
(n− 1 n) then x is distance 2 from some y ∈ X with cycles
1−
(n− 1)
1−
(n).
Ignoring these cycles we use Proposition 3.5 in Gn−2 to see that d(y, a) ≤ n− 2 if the transposition of
y is
λ
+/−
(12) and d(y, a) ≤ n− 3 otherwise. Thus d(x, a) ≤ n.
If x has cycles
µ−
(n− 1)
µ′−
(n) where µ ≡ µ′ mod 2, then x is distance 3 from some y in X with cycles
1−
(n− 1)
1−
(n). Thus d(x, a) ≤ n+ 1 if the transposition of x is
λ
+/−
(12) and d(x, a) ≤ n otherwise.
If one of n − 1 and n, say n, appears in the transposition of x and the other appears in an even
negative 1-cycle
λ−
(n− 1), then x commutes with some x′ ∈ X with the cycles
λ−
(n− 1)
λ−
(n). Then x′ is
distance 2 from some y ∈ X with the cycles
1−
(n− 1)
1−
(n), and such that the transposition of y is not
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σ+/−
(12) for any σ. By Proposition 3.5 again, d(x, a) ≤ n.
If x contains
λ−
(n− 1)
µ−
(n)
2σ−µ−
(α) where λ is even, µ is odd, σ is an integer and α < n − 1, then x
commutes with an element of X containing
λ−
(n− 1)
σ−
(n α), which commutes with an element of X
containing
λ−
(n− 1)
λ−
(n)
2σ−λ−
(α) , which commutes with an element of X containing
0−
(n− 1 n)
2σ−λ−
(α) , which
finally commutes with an element y of X containing
1−
(n− 1)
1−
(n)
2σ−λ−
(α) , such that the transposition of y
is the same as the transposition of x, namely not
λ
+/−
(1 2). By Proposition 3.5, d(y, a) ≤ n − 3. Hence
d(x, a) ≤ n+ 1.
The final case to consider is where n is contained in the transposition of x and n − 1 is in
an odd negative 1-cycle. So x contains
λ−
(α n)
µ−
(β)
2σ−µ−
(n− 1) for some α, β and integers λ, µ, σ with µ
odd. If β /∈ {1, 2} then subject to appropriate conjugation we can set β = 3. Using Propo-
sition 3.5 in G{1,...,n}\{3,n−1} we see that x is distance at most n − 3 from the element y where
y =
0
+
(12)
2σ−
(n)
0−
(4) · · ·
0−
(n− 2)
µ−
(3)
2σ−µ−
(n− 1). Then y commutes with
σ−
(3 n− 1)
2σ−
(n)
0−
(4) · · ·
0−
(n− 2)
1−
(1)
1−
(2), which
commutes with
0
+
(45)
2σ−
(n)
2σ−
(n− 1)
0−
(3)
0−
(6) · · ·
0−
(n− 2)
1−
(1)
1−
(2) which is distance 2 from a. Thus d(x, a) ≤ n+1.
The last case is where without loss of generality β = 1 and we can assume α is 2 or 5. Let α′ be the
other element of {2, 5}. Then x is distance 2 from some x′ in X containing
σ−
(1 n− 1)
τ−
(α)
τ ′−
(α′)
ν−
(3)
2κ−ν−
(4)
where τ ′ is determined by x but we may choose τ arbitrarily, and ν, κ are integers with ν odd. Now let
y =
0
+
(n− 1 n)
0−
(1)
0−
(2)
0−
(5) · · ·
0−
(n− 2)
ν−
(3)
2κ−ν−
(4) . Then d(x, x′) = 2 and d(y, a) = 3. What is d(x′, y)? If ke > 3
then n ≥ 8. Set τ = 0. Now working inG{1,...,n}\{α,3,4} we see from Proposition 3.5 that d(x′, y) ≤ n−4.
If ke = 3 then n = 7. This time set τ = τ
′. Then x′ commutes with
0
+
(25)
0−
(1)
2σ−
(6)
2σ′−
(7)
ν−
(3)
2κ−ν−
(4) for some σ′,
which commutes with
σ+σ′−
(67)
0−
(1)
0−
(2)
0−
(5)
ν−
(3)
2κ−ν−
(4) which commutes with y, so d(x′, y) = 3. Hence in all cases
d(x, a) ≤ n+ 1, which completes the proof of Lemma 3.6.
Theorem 3.7. Suppose n ≥ 7, m ≥ 1, l = 0 and ke and ko are both at least 2. Then C(G,X) is
connected with diameter at most n+ 2. If m ≥ 2, then Diam C(G,X) ≤ n.
Proof. Assume that ke ≥ ko. Suppose first that m = 1 and let x ∈ X. We use induction on ko to show
that if the transposition of x is not
λ
+/−
(1 2), then d(x, a) ≤ n + 1. Otherwise d(x, a) ≤ n + 2. If ko = 2
the result holds by Lemma 3.6. If ko > 2 and the transposition of x is not
λ
+/−
(1 2), then x contains cycles
ν
+/−
(αβ)
λ−
(γ)
λ′−
(δ) where α > 2, γ > 2,
σ−
(α) is a cycle of a and λ, λ′ and σ are all congruent modulo 2. Now
x commutes with some x′ ∈ X containing the cycles
σ−
(α)
ν′−
(γ δ) for appropriate ν ′. If we ignore
σ−
(α) and
work in G{1,...,n}\{α}, then inductively d(x′, a) ≤ n. Hence d(x, a) ≤ n+ 1. Suppose the transposition
of x is
λ
+/−
(1 2). Then x commutes with some y in X that does not contain this transposition, and we
have seen that d(y, a) ≤ n+ 1. Hence d(x, a) ≤ n+ 2. This completes the case m = 1.
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If m > 1 and ko = 2 then it is easy to see that x is distance at most 2 from an element of X
containing the transposition
0
+
(n− 1 n). Thus x is distance at most 3 from an element y of X contain-
ing
1−
(n− 1)
1−
(n). Ignoring these 1-cycles we may work in Gn−2 and apply Proposition 3.5 to see that
d(z, a) ≤ n− 3. Hence d(x, a) ≤ n.
Now suppose m > 1 and ko > 2. If x has a transposition containing an element α with α > 2m,
then x commutes with an element y containing
0−
(α) or
1−
(α) (choose whichever of these is a cycle of a).
Then we can ignore this cycle and work in G{1,...,n}\{α}. Inductively, using the base case ko = 2, we see
that d(y, a) ≤ n− 1. Hence d(x, a) ≤ n. Finally we deal with the case that every transposition of x is
of the form
λ
+/−
(α β) where α < β ≤ 2m. Because ke ≥ ko ≥ 3, it must be the case that x contains cycles:
σ1
+/−
(α1 α2)
σ2
+/−
(α3 α4)
λ1−
(β1)
λ2−
(β2)
µ1−
(γ1)
µ2−
(γ2) where λ1 ≡ λ2 mod 2, µ1 ≡ µ2 mod 2, {α1, . . . , α4} ⊆ {1, . . . , 2m},
2m < β1 < β2 ≤ 2m + ke and 2m + ke < γ1 < γ2 ≤ n. Then x is distance 2 from an element y with
the cycles
0−
(β) and
1−
(γ). Now, working inductively in G{1,...,n}\{β,γ} we see that d(y, a) ≤ n− 2. Hence
d(x, a) ≤ n.
Lemma 3.8. If n = 1, m = 1, l = 1 and ke = 2, then Diam C(G,X) = 5.
Proof. Let x ∈ X. If the transposition is
λ
+/−
(12) then using Table 1 for G{3,4,5} we see that d(x, a) ≤ 3.
Suppose the transposition of x is
λ
+/−
(α β) where {α, β} ⊆ {3, 4, 5}, and let γ be the remaining element
of {3, 4, 5}. Then x commutes with x′ =
0
+/−
(α β)
λ−
(1)
λ′−
(2)
0
+
(γ) for some even integers λ and λ′. Now x′
commutes with
(λ+λ′)/2
−
(12)
0−
(α)
0−
(β)
0
+
(γ), which commutes with a. So d(x, a) ≤ 3. The remaining cases are
(interchanging 1 and 2 if necessary) when x =
σ
+/−
(1 α)
λ−
(2)
λ′−
(β)
0
+
(γ) or
σ
+/−
(1 α)
+
+
(2)
λ′−
(β)
λ−
(γ) for appropriate σ, λ
and λ′. The following is a path of length at most 5 from either of these to a: x ,
0
−/+
(1 α)
0
+
(2)
λ′−
(β)
λ−
(γ),
(λ′+λ)/2
−
(β γ)
0−
(1)
0
+
(2)
0−
(α),
0
+
(β γ)
0−
(1)
0−
(2)
0
+
(α),
0
+
(1 2)
0−
(β)
0−
(γ)
0
+
(α), a. Hence in all cases d(x, a) ≤ 5, which completes the
proof.
We observe, because we will need it for Lemma 3.10 later, that the proof of Lemma 3.8 shows that
d(x, a) ≤ 4 in all cases except where (modulo interchanging 1 and 2, or 3 and 4) the transposition of
x is
0
+
(1 3).
Theorem 3.9. Suppose m ≥ 1, l ≥ 1 and max{ke, ko, l} ≥ 2. Then C(G,X) is connected with
diameter at most n.
Proof. Suppose n is minimal such that C(G,X) is a counterexample, and let x ∈ X such that
d(x, a) > n. By Lemma 3.8 we can assume n ≥ 6. If l ≥ 2 then x ∈ X commutes with some
y ∈ X containing
0
+
(n). Ignoring this 1-cycle we can work in Gn−1 to find a path to a, which induc-
tively is of length at most n− 1, which implies d(x, a) ≤ n, contrary to our choice of x. Hence l = 1.
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If elements α and β lying between 2m+ 1 and 2m+ ke are contained in transpositions of x, then
x commutes with some x′ ∈ X having the transposition
λ
+/−
(α β) for some λ (if m = 1 then we can set
x = x′). If we ignore this transposition of x′ we can work in G{1,...,n}\{α,β}, which is either the case
l = 1 with a smaller m, so inductively the graph has diameter at most n − 2, or (if m = 1) we can
use Theorem 3.3, in which case the graph has diameter n− 1. In either case, we see that x is distance
at most n − 1 from the element b of X whose cycles are the same as a except that b has
0−
(1)
0−
(2)
0
+
(α β)
instead of
0−
(12)
0−
(α)
0−
(β). Since b commutes with a we have d(x, a) ≤ n. The same argument holds if
2m + ke < α < β < n. If 1 ≤ α < β ≤ 2m then similar reasoning shows again x is distance at most
n− 1 from an element b containing
0
+
(α β) that commutes with a. So d(x, a) ≤ n. Thus none of these
pairs α, β exist in x. This implies m ≤ 2. Moreover if m = 2 then k0 6= 0 and without loss of generality
the transpositions of x contain 1, 5, n− 1 and n.
If there is some β in a transposition of x with 2m + ke < β < n and if ko ≥ 2, then x commutes
with some y ∈ X containing
1−
(β). Inductively we can work in G{1,...,n}\{β} to see that d(y, a) ≤ n− 1.
Hence d(x, a) ≤ n. Similarly, as long as either ke > 2 or ko ≥ 2 (or both), if there is some α in a
transposition of x with 2m < α ≤ 2m + ke then inductively d(x, a) ≤ n. This means that if m = 2
then ke = 2 and ko = 1.
Suppose that m = 2, ke = 2 and ko = 1, so that n = 8. We have observed that the transpositions
of x must contain 1, 5, 7 and 8. If 6 is not contained in an even negative 1-cycle of x, then x commutes
with some y containing a transposition
λ
+/−
(α β) for some λ, where {αβ} ⊂ {2, 3, 4}. As at the start of this
proof, d(y, a) ≤ 7. More explicitly, inductively y is distance at most 6 from an element b containing
0
+
(α β) that commutes with a. Hence d(x, a) ≤ 8, a contradiction. Thus m = 1.
If x contains
0
+
(α) where 2 + ke < α < n then x commutes with some x
′ ∈ X containing
1−
(α). So,
using the result for G{1,...,n}\{α}, we get d(x′, a) ≤ n−1. Thus d(x, a) ≤ n. The same reasoning holds if
ke > 2 and x contains
0
+
(α) for some α where 2m < α ≤ 2m+ke. Suppose first that ko 6= 1. Since n ≥ 6
we must have ko ≥ 2 or ko = 0 and ke ≥ 3. Thus the transposition of x cannot contain any α with
2m < α < n. Hence without loss of generality x contains
λ∗
(1 n)
0
+
(2). Suppose that x contains
σ−
(β)
σ′−
(β′)
where σ ≡ σ′ mod 2 and either 3 ≤ β < β′ ≤ ke + 2 or ke + 3 ≤ β < β′ < n. Then, x commutes with
some y ∈ X where y contains
λ−
(β β′)
σ−
(1) for some λ. Now a commutes with some element z containing
λ−
(β β′)
σ−
(1)
σ−
(2). Using Theorem 3.3 on G{1,...,n}\{1,β,β′} (that is, removing
λ−
(β β′)
α−
(1), from y and z) we see
that d(y, z) ≤ n− 2. Therefore, d(x, a) ≤ n. Finally, we are reduced to the possibility that x contains
λ∗
(1 n)
0
+
(2) and any pair
σ−
(β)
σ′−
(β′) where β < β′ and σ ≡ σ′ mod 2 satisfies 3 ≤ β ≤ ke+2 < β′ < n. Since
n > 5 and ko 6= 1, the only way this can occur is when ke = ko = 2 and n = 7. Conjugating by an
element of the centraliser of a if necessary, we can assume that x =
λ∗
(1 7)
σ−
(3)
σ′−
(5)
µ−
(4)
µ′−
(6)
0
+
(2) where σ and σ′
are even, and µ, µ′ are odd. The following is a path from x to a in the graph: x,
σ−σ′
+
(3 5)
0−
(1)
λ′−
(7)
µ−
(4)
µ′−
(6)
0
+
(2),
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0−
(3 5)
0−
(1)
0−
(2)
µ−
(4)
µ′−
(6)
0
+
(7),
0
+
(1 2)
0−
(3)
0−
(5)
µ′−
(6)
1−
(7)
0
+
(4),
0
+
(1 2)
0−
(3)
0−
(4)
µ′−
(6)
1−
(7)
0
+
(5),
0
+
(1 2)
0−
(3)
0−
(4)
µ′−
(5)
1−
(7)
0
+
(6), a. So d(x, a) ≤ 6,
another contradiction.
The final case to consider is where m = 1 and ko = 1. Assume first that n ≥ 7. Suppose that
x contains
λ−
(1)
λ′−
(2) with λ, λ′ both even. Then x commutes with some y ∈ X containing
ν−
(1 2) for
some ν. As observed at the start of this proof, d(y, a) ≤ n − 1. Hence d(x, a) ≤ n. Now suppose x
does not contain
λ−
(1)
λ′−
(2). Then there is a set A = {α1, . . . , α6} containing 1, 2 and n − 1 such that
x =
σ
+/−
(α1 α2)
λ−
(α3)
λ′−
(α4)
µ−
(α5)
0
+
(α6)x¯ where λ and λ
′ are both even and µ is odd. By replacing x with a
conjugate under the centraliser of a, we can further assume that A = {1, 2, 3, 4, n − 1, β} for some
β. Let z =
0
+
(1 2)
0−
(3)
0−
(4)
1−
(n− 1)
0
+
(β)x¯ . Now, using the case ko = 1, n = 6 on G{1,2,3,4,n−1,β} we see that
d(x, z) ≤ 6. Next we apply Theorem 3.3 to
0
+
(β)x′ and
0−
(5)
0−
(6) . . .
0−
(n− 2)
0
+
(n) ∈ G{5,...,n−2,n} (noting that
here there are no odd negative 1-cycles) to see that d(z, a) ≤ n− 5. Hence d(x, a) ≤ 6 +n− 5 = n− 1,
another contradiction.
The remaining possibility is that n = 6, m = 1, ke = 2, ko = 1. But Lemma 3.10 immediately after
this proof shows that this graph has diameter 6, which is the final contradiction completing the proof
of Theorem 3.9.
Lemma 3.10. If n = 6, m = 1, ke = 2 and ko = 1 then Diam C(G,X) ≤ 6.
Proof. We have a =
0
+
(1 2)
0−
(3)
0−
(4)
1−
(5)
0
+
(6). Let x ∈ X. Suppose x contains
σ
+/−
(1 2) for some σ. By Theorem
3.3, the graph of
0−
(3)
0−
(4)
1−
(5)
0
+
(6) in G{3,4,5,6} has diameter 5. Hence d(x, a) ≤ 5. If x contains
λ−
(1)
λ′−
(2)
where λ, λ′ are even, then x commutes with some x′ containing
σ
+/−
(1 2) for some σ, and we have just
seen that d(x′, a) ≤ 5. Hence d(x, a) ≤ 6.
We next consider the cases where 1 and 2 are in different types of 1-cycle of x. Because interchanging
1 and 2 does not affect the distance of x from a, there are just three cases to consider here: x contains
λ−
(1)
0
+
(2),
λ−
(1)
µ−
(2) or
µ−
(1)
0
+
(2), where λ is even and µ is odd. In the first case we have x =
σ
+/−
(α β)
λ−
(1)
λ′−
(γ)
µ−
(δ)
0
+
(2)
where {α, β, γ, δ} = {3, 4, 5, 6}, λ, λ′ are even and µ is odd. Here x commutes with
0
−/+
(α β)
λ−
(1)
λ−
(2)
µ−
(δ)
0
+
(γ),
which commutes with the element b given by b =
0
+
(1 2)
0−
(α)
0−
(β)
1−
(γ)
0
+
(δ). Glancing at Table 2 we observe
that in G{3,4,5,6} elements at distance 4 or 5 from
0−
(3)
0−
(4)
1−
(5)
0
+
(6) require at least one even label to be
nonzero. So d(b, a) ≤ 3. hence d(x, a) ≤ 5. For the second case, where x contains
λ−
(1)
µ−
(2), note that x
commutes with some x′ containing
λ−
(1)
0
+
(2). Hence, using the first case we get d(x, a) ≤ 6. The third
case is where x contains
µ−
(1)
0
+
(2). Here, x commutes with some x′ of the form
σ
+/−
(α β)
λ−
(γ)
λ′−
(5)
µ−
(1)
0
+
(2). The
following is a path from x′ to a:
x′ =
σ
+/−
(α β)
λ−
(γ)
λ′−
(5)
µ−
(1)
0
+
(2),
0
−/+
(α β)
λ−
(γ)
0−
(2)
µ−
(1)
0
+
(5),
0
+
(α β)
λ−
(γ)
0−
(2)
1−
(5)
0
+
(1),
0
+
(α β)
0−
(1)
0−
(2)
1−
(5)
0
+
(γ),
0
+
(1 2)
0−
(α)
0−
(β)
1−
(5)
0
+
(γ), a.
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So d(x, a) ≤ 6.
It remains to take care of the possibility that exactly one of 1 and 2 lies in the transposition of
x. Here, without loss of generality, we can assume x contains
σ
+/−
(1 α) for α > 2. If x contains
µ−
(2) for µ
odd, or
0
+
(2), then x commutes with some x′ containing
λ−
(1)
0
+
(2), for even λ, and as shown earlier in this
proof, d(x′, a) ≤ 5. Hence d(x, a) ≤ 6. We may thus assume that x =
σ
+/−
(1 α)
λ−
(2)
λ′−
(β)
µ−
(γ)
0
+
(δ). If δ = 5 then
x commutes with x′ given by
σ
+/−
(1 α)
λ−
(2)
λ′−
(β)
1−
(5)
0
+
(γ). By Theorem 3.8 applied to G{1,2,3,4,6} we see that
d(x′, a) ≤ 5 and so d(x, a) ≤ 6. So we can assume that δ 6= 5. Now x is distance 4 from the element b
given by b =
0
+
(1 2)
0−
(β)
0−
(δ)
1−
(α)
0
+
(γ), as shown by the following path.
x =
σ
+/−
(1 α)
λ−
(2)
λ′−
(β)
µ−
(γ)
0
+
(δ),
0
−/+
(1 α)
λ′−
(δ)
λ′−
(β)
µ−
(γ)
0
+
(2),
0
+
(β δ)
0−
(1)
0−
(α)
µ−
(γ)
0
+
(2),
0
+
(β δ)
0−
(1)
0−
(2)
µ−
(γ)
0
+
(α),
0
+
(1 2)
0−
(β)
0−
(δ)
1−
(α)
0
+
(γ) = b.
If α = 5, then d(b, a) = 1 so d(x, a) ≤ 5. If α = 6, then d(b, a) ≤ 2, so d(x, a) ≤ 6. If γ = 5, then
d(b, a) ≤ 2 so d(x, a) ≤ 6. Since interchanging 3 and 4 does not affect the distance from a, there is
only one case left to deal with: α = 3 and β = 5. So x =
σ
+/−
(1 3)
λ−
(2)
λ′−
(5)
µ−
(γ)
0
+
(δ). But x is the same distance
from a as y =
σ
+/−
(2 3)
λ−
(1)
λ′−
(5)
µ−
(γ)
0
+
(δ), and y commutes with z given by z =
σ′
+/−
(1 5)
λ−
(2)
λ′′−
(3)
µ−
(γ)
0
+
(δ) for appropriate
λ′′ and σ′. By the ‘α = 5’ case above, d(z, a) ≤ 5. Therefore d(x, a) = d(y, a) ≤ d(z, a) + 1 ≤ 6. This
completes the proof.
Proof of Theorems 1.1 and 1.2 Suppose m = 0. If l = 0 then C(G,X) is disconnected by
Theorem 3.2(i). Otherwise Diam C(G,X) ≤ n+ 1 by Theorem 3.3. Suppose m = 1 and l = 0. If one
of ke and ko is 1 or the largest of ke and ko is 2, then C(G,X) is disconnected by Theorem 3.2 (ii),
(iv) and (v). Otherwise Diam C(G,X) ≤ n + 2 by Propositions 3.4, 3.5, Lemma 3.6 and Theorem
3.7. Suppose m > 1 and l = 0. If either of ke or ko is 1, then C(G,X) is disconnected by Theorem
3.2(ii). Otherwise Diam C(G,X) ≤ n by Propositions 3.4, 3.5 and Theorem 3.7. Finally suppose
m ≥ 1 and l > 0. If max{ke, ko, l} = 1 then C(G,X) is disconnected by Theorem 3.2(iii). Otherwise
Diam C(G,X) ≤ n by Lemma 3.8, Theorem 3.9 and Lemma 3.10.
4 Examples
We first summarise the information on commuting involution graphs for G2, G3 and G4. For fixed
a ∈ X, the ith disc ∆i(a) is the set of elements of X which are distance i from a. Since a length
preserving graph automorphism interchanges classes with ke ≥ ko and those with ke ≤ ko, we list here
only those classes with ke ≥ ko. In describing the elements we omit positive 1-cycles. In G2 there are
two connected graphs, both of diameter 2. If a =
0−
(1) then ∆1(a) = {
λ−
(2) : λ even} with the remaining
elements of X comprising the second disc. If a =
0
+
(12) then ∆1(a) = {
σ−
(12) : σ ∈ Z}, with all other
elements of X lying in the second disc. Tables 1 and 2 give, for each connected graph and each disc,
a list of orbit representatives under the action of CG(a). We use λ, λ
′ and so on to represent arbitrary
even numbers, with [λ] being an arbitrary nonzero even number. We use µ, µ′ and so on for arbitrary
odd numbers, with [µ] being any odd number other than 1. Finally σ, σ′ and so on will be arbitrary
integers with [σ] an arbitrary nonzero integer.
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a ∆1 ∆2 ∆3 ∆4
0−
(1)
λ−
(2)
[λ]
−
(1)
0−
(1)
0−
(2)
0−
(1)
λ−
(3)
λ′−
(2)
λ−
(3),
0−
(1)
[λ′]
−
(2)
[λ]
−
(1)
[λ′]
−
(2)
0−
(1)
1−
(2)
0−
(1)
µ−
(3),
1−
(2)
λ−
(3)
0−
(1)
µ−
(2),
λ−
(2)
µ−
(3),
λ−
(1)
1−
(2),
µ−
(1)
λ−
(3)
µ−
(1)
λ−
(2),
[λ]
−
(1)
µ−
(3),
[µ]
−
(2)
λ−
(3)
[λ]
−
(1)
[µ]
−
(2)
Table 1: Connected Graphs for G3 (with ke ≥ ko)
a ∆1 ∆2 ∆3 ∆4 ∆5
0−
(1)
λ−
(2)
[λ]
−
(1)
0−
(1)
0−
(2)
0−
(1)
λ−
(3),
λ−
(3)
λ′−
(4) X \ (∆1(a) ∪ {a})
0−
(1)
0−
(2)
0−
(3)
0−
(1)
0−
(2)
λ−
(4)
0−
(1)
λ−
(3)
λ′−
(4),
0−
(1)
0−
(2)
[λ]
−
(3)
λ−
(2)
λ′−
(3)
λ′′−
(4),
0−
(1)
[λ]
−
(2)
[λ′]
−
(3)
[λ]
−
(1)
[λ′]
−
(2)
[λ′′]
−
(3)
0−
(1)
1−
(2)
0−
(1)
µ−
(3)
1−
(2)
λ−
(3),
λ−
(3)
µ−
(4) X \ (∆1(a) ∪ {a})
0−
(1)
0−
(2)
1−
(3)
0−
(1)
0−
(2)
µ−
(4),
0−
(1)
1−
(3)
λ−
(4)
0−
(1)
λ−
(3)
µ−
(4),
0−
(1)
0−
(2)
[µ]
−
(3)
0−
(1)
µ−
(2)
λ−
(4),
[λ]
−
(1)
1−
(3)
λ′−
(4)
[λ]
−
(1)
0−
(2)
1−
(3)
0−
(1)
µ−
(2)
λ−
(3),
[λ]
−
(1)
[λ′]
−
(2)
1−
(3)
[λ]
−
(1)
µ−
(2)
λ′−
(4),
[λ]
−
(1)
0−
(2)
µ−
(4)
0−
(1)
[µ]
−
(3)
λ−
(4),
µ−
(1)
λ−
(3)
λ′−
(4)
[λ]
−
(1)
λ′−
(3)
µ−
(4)
0−
(1)
[λ]
−
(2)
[µ]
−
(3)
[λ]
−
(1)
µ−
(2)
λ′−
(3)
[λ]
−
(1)
[λ′]
−
(2)
µ−
(4)
[λ]
−
(1)
[µ]
−
(3)
λ′−
(4)
[λ]
−
(1)
[λ′]
−
(2)
[µ]
−
(3)
0
+
(12)
0
+
(34)
σ−
(12)
0
+
(34),
σ−
(12)
σ′−
(34)
σ
+
(13)
σ
+
(24),
σ−
(13)
σ−
(24)
X \ (∆1(a) ∪ {a})
Table 2: Connected Graphs for G4 (with ke ≥ ko)
Figure 1 is the collapsed adjacency graph for a =
0
+
(12)
0−
(3)
0−
(4)
0−
(5) in G5, which has diameter 5. In
the graph σ is an arbitrary integer, [σ] is an arbitrary non-zero integer and λ, λ′ and λ′′ are arbitrary
even integers. For simplicity we have only included shortest paths – that is, we have omitted edges
between nodes in the same disc.
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Figure 1: n = 5, k = 3 and m = 1
20
References
[1] F. Ali, M. Salman, and S. Huang. On the Commuting Graph of Dihedral Group, Communications
in Algebra Vol. 44, Iss. 6 (2016) 2389–2401.
[2] A. Nawawi and P. Rowley. On commuting graphs for elements of order 3 in symmetric groups,
Electron. J. Combin. 22 (2015), no. 1, Paper 1.21, 12 pp.
[3] B. Fischer. Finite group generated by 3-transpostions, I.Invent. Math.13 (1971), 232-246.
[4] C. Bates, D. Bundy, S. Perkins and P. Rowley. Commuting involution graphs for symmetric
groups, J. Algebra, 266(1)(2003), 133-153.
[5] C. Bates, D. Bundy, S. Perkins and P. Rowley. Commuting Involution Graphs for Finite Coxeter
Groups, J. Group Theory 6(2003),461-476.
[6] M. Giudici and A. Pope. On bounding the diameter of the commuting graph of a group, J. Group
Theory, 17 (1)(2014), 131-149.
[7] J.E. Humphreys. Reflection Groups and Coxeter Groups, Cambridge Studies in Advanced Math-
ematics, 29 (1990).
[8] S. Perkins. Commuting Involution Graphs in the affine Weyl group A˜n, Arch. Math. 86 (2006),
no. 1,16-25.
[9] R.W. Richardson. Conjugacy Classes of Involutions in Coxeter Groups, Bull. Austral. Math. Soc.
26 (1982), 1–15.
[10] Y. Segev and G.M. Seitz. Anisotropic groups of type An and the commuting graph of finite simple
groups, Pacific J. Math. 202(2002), 125–226.
21
