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Abstract
A two-level atom coupled to the radiation field is studied. First prin-
ciples in physics suggest that the coupling function, representing the inter-
action between the atom and the radiation field, behaves like |k|−1/2, as
the photon momentum k tends to zero. Previous results on non-existence
of ground state eigenvalues suggest that in the most general case binding
does not occur in the spin-boson model, i.e., the minimal energy of the
atom-photon system is not an eigenvalue of the energy operator. Hasler
and Herbst have shown [12], however, that under the additional hypothesis
that the coupling function be off-diagonal -which is customary to assume-
1
2binding does indeed occur. In this paper an alternative proof of binding in
case of off-diagonal coupling is given, i.e., it is proven that, if the coupling
function is off-diagonal, the ground state energy of the spin-boson model is
an eigenvalue of the Hamiltonian. We develop a multiscale method that can
be applied in the situation we study, identifying a new key symmetry oper-
ator which we use to demonstrate that the most singular terms appearing in
the multiscale analysis vanish.
1 Introduction
The precise description of nonrelativistic matter in interaction with the quantized
radiation field has been in the focus of mathematical research ever since the pro-
posal of the quantization of the radiation field by Dirac more than eighty years
ago [9].
The invention of the Laser some fifty years ago necessitated the development
of a simplified, yet, adequate model for the description of its mechanism in the-
oretical physics. It proved useful to simplify the model of matter from atom and
molecules to two-level atoms. The corresponding model, known as the spin-boson
model, became the work horse of quantum optics and is nowadays of key impor-
tance for quantum computing, with the interpretation of the two-level atom as a
qubit.
Starting more than twenty years ago, the mathematical aspects of the models
of nonrelativistic matter coupled to the quantized radiation field -known as non-
relativistic quantum electrodynamics, NR QED- were systematically investigated.
In contrast to many models from relativistic quantum mechanics or quantum field
theory, the models in NR QED are defined by a self-adjoint, semi-bounded Hamil-
tonian H = H∗ ≥ c > −∞ acting on the tensor product H = Hat ⊗ F of the
Hilbert spaces Hat of matter and F of the radiation field, respectively. During the
past two decades or so, for many models of NR QED, basic spectral properties like
binding and the existence of resonances have been established. These represent
the expected fate of the eigenvalues of the atom as it is coupled to the radiation
field: The lowest spectral point persists to be an eigenvalue and all other atomic
eigenvalues are unstable and give rise to metastable states, the resonances.
Specifically, binding means that the infimum Egs := inf σ(H) > −∞ of the
spectrum of the Hamiltonian is an eigenvalue, called the ground state energy, with
an eigenvector ϕgs ∈ H, called the ground state, i.e., Hϕgs = Egsϕgs.
Binding in NR QED was established for atoms and molecules coupled to the
radiation field [4, 5], as well as, for the spin-boson model [1] about twenty years
ago under the assumption that the coupling function G(k) is slightly more regular,
|G(k)| ≤ C|k|−
1
2
+µ
, for some C < ∞ and µ > 0, in the infrared limit k → 0,
3than what derives from first principles in physics, namely, |G(k)| ∼ C|k|− 12 , as
k → 0.
For these latter, more singular models, with |G(k)| ∼ C|k|− 12 , as k → 0,
binding was shown to hold true a few years later [7] in the special, but physically
most relevant case that the radiation field is minimally coupled to the electrons
of the atom. Here, it was used that the model possesses additional symmetries
such as the U(1)-gauge symmetry. The key identity (in the case of one electron,
as for the hydrogen atom) made use of in the proof is ~v = i[H,~x], where ~v =
−i~∇x − ~A(~x) is the velocity operator and ~x the position operator of the electron.
Following an argument of Fro¨hlich [11] it was assumed for many years [2]
that the spin-boson model with singular coupling does not bind in the above sense,
but rather possesses a ground state that is revealed by a (non-unitary) change of
the representation of the canonical commutation relations. In view of this com-
mon belief the recent proof of Hasler and Herbst [12] for binding of the spin-
boson model with singular coupling is a remarkable result. Their proof uses the
renormalization group based on the isospectral Feshbach-Schur map developed in
[5, 6, 3]. Their additional key observation is that since there is no self-interaction
of each of the two levels of the atom, but only a coupling to one another, the
(discrete) flow equation defined by the renormalization group is more regular than
it seems to be at first glance.
In the present paper we give an alternative proof for binding of the spin-boson
model with singular coupling. We consider the spin-boson Hamiltonian
H := Hat +Hph + Φ(G), (1.1)
where Hph ≡ 1at ⊗Hph is the field Hamiltonian and Hat = σ3 + 1at ≡ Hat⊗ 1F
is the Hamiltonian of the two-level atom, with σν denoting the Pauli matrices.
Furthermore, Φ(G) is the interaction with field operator Φ(G) = a∗(G) + a(G),
withG ≡ gσ1⊗h(k), where h is a compactly supported coupling function obeying
|h(k)| ∼ c|k|−
1
2 , as k → 0, and g ≥ 0 is the coupling strength, see Eqs. (1.11)–
(1.13). For this Hamiltonian H we prove our main result, Theorem 1.1, which
states that the infimum of its spectrum is an eigenvalue.
Our construction is based on Pizzo’s method [15], rather than the renormal-
ization group induced by the Feshbach-Schur map. That is, we consider a se-
quence Hn ≡ H(Gn) of regularized Hamiltonians whose coupling functions
Gn(k) = 1(|k| ≥ ρn)G(k) are the restrictions of G to photon momenta larger than
ρn = κ γ
n
, for some fixed γ < 1 and all n ∈ N. Following the idea originally for-
mulated by Pizzo, we inductively prove that each Hn shows binding with a ground
state energy En being a non-degenerate eigenvalue with normalized eigenvector
φn and rank-one eigenprojection Pn = |φn〉〈φn|.
It is fairly easy to establish the existence of these eigenprojections Pn, for
each n, and the principal difficulty of this and all other such constructions lies
4in the proof of convergence Pn → Pgs of Pn (here the range of Pgs consists of
ground state eigenvectors of H). The additional property from which we derive
this convergence in this seemingly too singular case is that the original Hamil-
tonian H , as well as, all Hamiltonian operators Hn, commute with a symmetry
S = σ3(−1)Nph , where Nph is the photon number operator. This symmetry in-
duces a decomposition of the Hilbert space into the two subspacesH± correspond-
ing to the eigenvalues ±1 of S. The operators H and Hn leave these subspaces
invariant, and from this we draw the consequence that
Tr{Pn σ1 Pn} = 0, (1.2)
for all n ∈ N, which enters our proofs at key steps.
1.1 The Model
We study a two-level atom interacting with the radiation field. We assume, without
loss of generality, that the ground state (free) energy of the atom equals 0 and the
excited energy equals 2. In this paper we only consider non-degenerate energies.
Therefore, the Hamiltonian of the atom alone is given by the matrix
Hat :=
(
2 0
0 0
)
(1.3)
acting on the atom Hilbert space
Hat := C
2. (1.4)
For every Hilbert space h, we denote by
F [h] := C⊕
∞⊕
ℓ=1
Sℓ
ℓ⊗
k=1
h (1.5)
its associated bosonic (symmetric) Fock space. Ωh ∈ F [h] denotes the vacuum
vector. Here Sℓ denotes the orthogonal projection onto the subspace of totally
symmetric tensors. The Hilbert space for the radiation field is defined to be
F ≡ F [L2[R3]] . (1.6)
Note that it is not quite adequate to call the quanta of this scalar field photons,
as polarization is not taken into account. The free photon energy is given by the
operator
Hph ≡ Hph(ω) := dΓ(ω) =
∫
R3
ω(k)a∗(k)a(k)dk , (1.7)
5where ω(k) := |k|, and a∗(k), a(k) denote the creation and annihilation operators
representing the canonical commutation relations on F , i.e.,[
a(k), a∗(k′)
]
= δ(k − k′) ,
[
a(k), a(k′)
]
=
[
a∗(k), a∗(k′)
]
= 0 , a(k)Ω = 0 ,
(1.8)
for all k, k′ ∈ R3, in the sense of operator-valued distributions. In Eq. (1.7) we
use Nelson’s notation for the second quantization Γ(A) of a one-photon operator
A. We furthermore introduce the photon number operator Nph, defined on H, by
the following equation
Nph := Hph(1R3) ≡ dΓ(1R3). (1.9)
The Hilbert space of the (full) atom-photon system is the tensor product of the
atom and the photon Hilbert spaces:
H := Hat ⊗ F . (1.10)
The interaction between the atom and the photon field is expressed in terms of the
field operator,
Φ(G) :=
∫
R3
[G(k)⊗ a∗(k) +G∗(k)⊗ a(k)]dk, (1.11)
where we assume that G is of the form
G(k) := g
Λ(k)
4π
√
ω(k)
f(k)σ1 , ∀k ∈ R
3 , (1.12)
with Λ(k) := 1{k:|k|<κ} (the characteristic function of the set {k : |k| < κ}) being
an ultraviolet cutoff and the coupling constant g > 0 being a small parameter. For
convenience (without loss of generality) we choose the UV-cutoff scale as κ < 1.
We assume that f = f ∗ ∈ L∞(R3) is uniformly bounded by 1 and that σ1 is the
first Pauli matrix (the diagonal entries equal zero and the other entries equal 1).
The energy of the full system is the sum of all energies just introduced,
H := Hat + Φ(G) +Hph . (1.13)
Here we use the identifications Hat ≡ Hat ⊗ 1F , Hph ≡ 1Hat ⊗Hph. In general,
for pairs of Hilbert spaces V1 and V2 and operators A1 and A2 defined on V1 and
V2, respectively, we leave out trivial tensor factors and write
A1 ≡ A1 ⊗ 1V2 , A2 ≡ 1V1 ⊗A2. (1.14)
61.2 Main Theorem and Outline of its Proof
Our main result is proven in Section 3.3, specifically it is restated in Theorems 3.4
and 3.5 (see also Remark 3.6). Here we provide the core of our results in the next
Theorem 1.1. For sufficiently small g > 0 the bottom of the spectrum,
Egs := inf σ(H), (1.15)
is an eigenvalue of H .
The proof of Theorem 1.1 uses perturbation theory in a non-trivial way. Notice
that the free Hamiltonian
HFree := Hat +Hph (1.16)
has zero as an eigenvalue at the bottom of its spectrum. As the spectrum of HFree
is [0,∞), 0 is immersed in the continuum. Thus, standard perturbation theory
of isolated eigenvalues of finite multiplicity cannot be applied and multiscale or
renormalization techniques must be used, we utilize multiscale analysis. Since the
coupling function behaves asymptotically as ‖G(k)‖ ∼ |k|−1/2, the interaction
Φ(G) scales like the field Hamiltonian Hph under unitary dilations, namely, like
an inverse length. Consequently, Φ(G) is a marginal perturbation of Hph, which
makes the direct application of renormalization group schemes difficult. In order
to prove that Φ(G) is actually marginally irrelevant, we identify a new symmetry
S of the system which allows us to conclude that the matrix element 〈ψ|σ1ψ〉
vanishes, for any eigenvector of H . One of the main purposes of this paper is
to demonstrate that this information can be used to show the convergence of the
ground state construction.
The multiscale analysis is based on the construction of a sequence of infrared
regular Hamiltonians whose ground state projections converge to a projection with
range consisting of eigenvectors of H . The elements of this sequence of Hamilto-
nians cut off small momenta, but progressively incorporate ever smaller momenta
in such a way that eventually all momenta are taken into account. More specifi-
cally, we proceed as follows:
The infrared cutoff functions are characterized by a decreasing sequence (ρn)n∈N0
of numbers
ρn := κγ
n < 1 , ∀n ∈ N0 , (1.17)
for some specifically small parameter γ ∈ (0, 1) that will be conveniently chosen
later on (recall that we set κ < 1 above). Here N0 := N ∪ {0}. The number ρn
represents the lowest allowed photon energy at step n. We cut off energies below
ρn in the following manner: Define
ωn :=1R3\Bn ω , Gn :=1R3\Bn G , (1.18)
7where
Bn :=
{
k ∈ R3 : |k| < ρn
} (1.19)
is the ball centered at the origin with radius ρn. In Eq. (1.18), ωn cuts off the free
photon energies below ρn. Similarly Gn cuts off interacting energies. The symbol
1A represents the characteristic (or indicator) function of the set A. Notice that
G0 = 0, since G is supported in B0. Now we define a sequence of infrared-cutoff
Hamiltonians (Hn)n∈N. Set
Hn := Hat + Φ(Gn) +Hph(ωn) (1.20)
on Hn := Hat ⊗Fn, where
Fn := F [L
2[R3\Bn]] , (1.21)
with vacuum state denoted by Ωn. Cutting off the photon energies below ρn
implies that, for every n, the Hamiltonian Hn has an isolated eigenvalue,
En := inf σ(Hn), (1.22)
at the bottom of its spectrum, and we prove the gap above the spectrum to be
bigger than, or equal to, 1
2
ρn. The idea of our construction is quite natural, we
prove that the sequence of eigenvalues converges and that the limit of it is actually
an eigenvalue of the spectrum of H , namely, its ground state energy.
Besides the considerations involving the symmetry S, we need some robust
estimates which are standard, but included in this paper in Section 2, for conve-
nience of the reader. The principal properties we prove are bounds for the energy
differences |En+1 − En| and the distance gapn > 0 of En to the rest of the spec-
trum of Hn, which we call the gap at step n, for every n: In Proposition 2.4 we
show that
|En+1 −En| < gρn, (1.23)
and in Lemma 2.5 we prove that, for every n ∈ N0,
gapn := inf
{
σ(Hn)\{En}
}
≥
1
2
ρn, (1.24)
for sufficiently small g, uniformly in n. Eq. (1.23) already implies the convergence
of the sequence {En}n∈N. We actually prove (see Remark 3.6) that
Egs = lim
n→∞
En, (1.25)
where we recall that Egs is the infimum of the spectrum of H . The proof that
the limit limn→∞En yields the ground state energy goes along with proving the
8convergence of the ground state projections corresponding to Hn, for every n, is
the main part of our proof. These projections, at each step n, are proved to exist
and to be rank-one, for sufficiently small g uniformly in n: Eq. (1.24) permits us
to calculate the projection associated to En using Riesz integrals, since it implies
that En is isolated. We actually define, for every n ∈ N,
Γn :=
{
z ∈ C
∣∣∣ |z −En| = 1
8
ρn
}
(1.26)
and
Pn :=
−1
2πi
∫
Γn
dz
Hn − z
. (1.27)
It is not difficult to prove that Pn is a rank-one projection, for every n. It follows
from the fact that, for sufficiently small g (uniformly in n), ‖Pn+1−Pn‖ is strictly
smaller than 1 and P0 is rank-one – see Corollary 2.9. As mentioned above, this
is proved without using that G is off-diagonal.
The most difficult part of the paper is to prove that the sequence of projec-
tions {Pn}n∈N converges (the range of the limiting projection actually consists of
ground state eigenvectors of the original Hamiltonian H). Of course, the projec-
tions Pn, for n ∈ N, act on different Hilbert spaces, but we identify them with
projections acting on the full Hilbert space H by applying tensor products with
the vacuum state projections on
F∞n := F [L
2(Bn)] , (1.28)
i.e., we define
P∞n := Pn ⊗
(
|Ω∞n 〉〈Ω
∞
n |
)
, (1.29)
where Ω∞n is the vacuum in F∞n , notice that H = Hn ⊗ F∞n .
In Theorem 3.4 we prove that, for sufficiently small g and γ,
‖P∞n+1 − P
∞
n ‖ ≤
(1
2
)n
. (1.30)
Observe that the bound above is exponentially small in n. Actually, in the irrel-
evant case – if the factor is 1/|k|1/2−µ, for some µ > 0, instead of 1/|k|1/2 – a
positive power of ρn appears multiplying the right side of Eq. (1.30) (see Remark
2.10). Of course, this term makes the calculations much simpler and direct (actu-
ally if we had assumed an infrared regular interaction, Section 2 would basically
contain the proof of our main result – see Remark 2.10). The present situation
is more complicated and a more subtle argument is required. At this point the
symmetries H and Hn possess, play a key role. Namely, with the help of a sym-
metry operator S, see (2.84), which we prove to commute with Hn (n ∈ N0), i.e.,
9we identify a new conserved quantity of the model. The symmetry S is used to
prove that the fact that σ1 maps the ground state eigenspace corresponding to Hat
to its orthogonal complement holds also true for every member of the sequence
{Hn}∞n=0 of operators, i.e.,
Pnσ1Pn = 0, (1.31)
for every n, see Lemma 2.11.
The proof of Eq. (1.30) is technical and concentrated in Section 3.2, see Lem-
mas 3.1, 3.2 and 3.3. These Lemmas are collected in the proof of Theorem 3.4,
which is our principal demonstration.
Eq. (1.30) implies that the sequence of projections converges, provided that
we choose g > 0 sufficiently small. Setting
Pgs := lim
n→∞
P∞n , (1.32)
we observe that Pgs is a rank-one projection (being the limit of rank-one pro-
jections) and, most importantly: Any non-zero vector in the range of Pgs is an
eigenvector of H corresponding to the eigenvalue Egs. While this is our main
result, we do not give a proof of the simplicity of the eigenvalue Egs here. Note,
however, that the semigroup e−βH generated by H is known to be positivity im-
proving (in a suitable representation) [13], and from this the uniqueness (non-
degeneracy) of the ground state follows from a standard Perron-Frobenius argu-
ment, see, e.g., [17, Thm. XIII.44].
1.3 Prospective Generalizations
In this paper we assume that the interaction between the atom and the photon field
is off-diagonal, and we restrict ourselves to a two-level atom. The generalization
to an N-level atom is, however, not straightforward, because the mere existence
of a symmetry SN similar to the symmetry S2 ≡ S of the two-level atom implies
severe and unphysical restrictions on the structure of the coupling function G.
Indeed, the transcription of the proof of Lemma 2.11 would require the symmetry
SN to be invertible and commuting with H and the N × N coupling function
G(k) to be similar (as a matrix) to −G(k) = SNG(k)S−1N when conjugated with
SN . This is not surprising because of several known negative results and strong
requirements on putative ground states, see [2].
For a coupling function G with a bipartite structure, these requirements are
fulfilled. Bipartiteness means that the atomic energy levels form two disjoint sets,
A and B, say, and level transitions A → A and B → B are forbidden. (For
the two-level atom considered here, A = {0} and B = {2} and bipartiteness
simply means that there are no self-interactions of the atomic orbitals.) There is no
physical reason that would justify this assumption, in general. Nevertheless, the
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proof of binding presently given can be easily transcribed to the general bipartite
situation
As established here for two-level atoms or elsewhere for other models of
NR QED, binding states that the ground state energy is an eigenvalue and the
ground state vector is an element of the Hilbert space H = Hat⊗F which carries
a Fock representation of the canonical commutation relation. We believe that, fol-
lowing an argument originating in work by Fro¨hlich [10] and Pizzo [15, 16] and
further developed by Chen and Fro¨hlich [8] and by Matte and one of us [14], it is
possible to establish binding in a more general (and weaker) sense, and we now
outline how this could be done on the example of the Generalized Spin-Boson-
Hamiltonian given by
Ĥ = Hat +Hph(ω) + Φ(Ĝ), (1.33)
which is an operator on
H = Cd ⊗F . (1.34)
The atomic Hamiltonian,Hat, is a diagonal self-adjoint d×d-matrix whose lowest
eigenvalue is simple and Ĝ is of the form
Ĝ(k) := g
Λ(k)
4π
√
ω(k)
f(k)M , ∀k ∈ R3 , (1.35)
where f is as before, and M is a self-adjoint d× d-matrix. Similar to the method
applied in this paper, we define an infrared-regularized Hamiltonian Ĥn on Hn =
Cd⊗Fn by replacing Ĝ by Ĝn := 1R3\Bn Ĝ and ω by ωn in (1.33). Proposition 2.7
and its proof hold for Ĥn mutatis mutandis. In particular, if g is sufficiently small
then there exists a unique normalized ground state φ̂n of Ĥn, for every n ∈ N0.
As opposed to the sequence {φn}∞n=0 of ground states analyzed in this paper,
the sequence {φ̂n}∞n=0 of ground states does not converge (strongly), but φ̂n → 0
weakly, as n→∞. Yet, as a state on
⋃∞
m=1 B[Hm]⊗ 1F∞m ∋ A,
ωˆ(A) = lim
n→∞
〈φ˜n, A φ˜n〉. (1.36)
does exist, using φ˜n = φ̂n ⊗ Ω∞n , cf. (1.29). This limit state can be represented
as the GNS-vector in a non-Fock representation of the CCR-algebra. The absence
of binding in the strict sense is reflected here in the fact that there is no vector φ̂gs
(nor density matrix) in the original Hilbert spaceH such that ωˆ(A) = 〈φ̂gs, A φ̂gs〉.
Yet, the nature of the limit in (1.36) can be made more precise. Namely, the
conjugation of Ĥn by a unitary operator Un,
Kn := Un Ĥn U
∗
n ⊗ |Ω
∞
n 〉〈Ω
∞
n |, Ψn := Un φ̂n ⊗ Ω
∞
n , (1.37)
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for each n, yields new sequences {Kn}∞n=0 and {Ψn}∞n=0 of Hamiltonian operators
on H with ground state energies En and unique normalized ground state vectors
Ψn. The main point is that there exists a sequence {Un}∞n=0 of suitably chosen Bo-
golubov transformations (in fact, even Weyl transformations with a fairly explicit
description) such that Kn → K converges in strong resolvent sense to a self-
adjoint operator K on H and Ψn → Ψgs ∈ H, as n→∞. The sequence {Un}∞n=0
of Bogolubov transformations, however, does not converge, and even though K
can be formally obtained from a shift a(k) 7→ a(k) + h(k), for a suitable function
h : R \ {0} → C, this shift is not unitarily implementable, i.e., there is no unitary
operator U on H such that K = UĤU∗. Nevertheless, one may argue that K is
the new, renormalized Hamiltonian describing the physics (generating the actual
dynamics).
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2 The Sequence of Infrared-Regular Ground State
Energies and Projections
In this section we study spectral properties of Hn, for every n ∈ N0. We start with
a brief notation section (see Section 2.1, in which we also state some standard
results). Then we estimate the distance between consecutive spectral points En+1
and En, see Proposition 2.4. Right after, we prove that En is isolated from the
rest of the spectrum of Hn, for every n ∈ N0. This is achieved in Proposition 2.7,
which quantifies the gap above the ground state energy of Hn and is a direct con-
sequence of Lemma 2.5. The main technical tool in the proof of both, Proposition
2.4 and Proposition 2.7, is Lemma 2.2. Of course, the gap estimates ensure the
existence of ground state projections, see Eqs. (1.27) and (2.74). An additional ef-
fort permits us to estimate the norm difference of projections Pn and Pn+1, where
12
Pn denotes the projection onto the ground state eigenspace of Hn. This is derived
in Proposition 2.8, which due to ‖Pn−Pn+1‖ < 1 implies that all projections Pn,
n ∈ N0, are rank-one (see Corollary 2.9). In Section 2.3 we present a new con-
served quantity in the spin-boson model with off-diagonal interaction. We prove
that the fact that σ1 maps the ground state eigenspace corresponding to Hat to its
orthogonal complement is preserved by the flow of operators {Hn}n∈N0 , i.e., we
prove that Pnσ1Pn = 0, for all n, see Lemma 2.11. This is achieved with the help
of an operator S, see (2.84), which we prove to commute with Hn (n ∈ N0) and
hence identify a new conserved quantity of the model.
2.1 Notation and Standard Results
For every normed vector space V , we denote by ‖ · ‖V its norm. If V is a Hilbert
space, we denote by 〈·|·〉V its inner product. If it is clear, however, from the
context, we omit the subscripts V .
We introduce some basic notation that we use for the construction of the se-
quence of eigenvalues {En}n∈N0 and ground state projections {Pn}n∈N0 . Recall-
ing that
Bn := {k ∈ R
3||k| < ρn} ⊂ R
3, ρn = κγ
n, (2.38)
we introduce
ω˜n(k) :=1Bn\Bn+1 ω , G˜n(k) :=1Bn\Bn+1 G (2.39)
and the Fock spaces
F˜n := F [L
2[Bn\Bn+1]], (2.40)
with vacuum states
ΩL2[Bn\Bn+1] ≡ Ω˜n. (2.41)
The projections onto the one-dimensional subspaces generated by the vectors
Ω,Ωn and Ω˜n are denoted by
PΩ, PΩn , PΩ˜n, (2.42)
respectively. We define
H˜n := Hn ⊗ 1F˜n + 1Hn ⊗Hph(ω˜n) , (2.43)
as operators on (a suitable domain in) Hn+1. We observe that inf σ(Hn) =
inf σ(H˜n) and denote
En := inf σ(Hn) = inf σ(H˜n) . (2.44)
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The distance (gap) from En to the rest of the spectrum of Hn (respectively H˜n) is
given by
gapn := inf
{
σ(Hn)\{En}
}
−En (2.45)
and
g˜apn := inf
{
σ(H˜n)\{En}
}
−En , (2.46)
respectively. The following basic estimate is frequently used in this paper (see
[5, 6] for a proof):
Lemma 2.1. Let ρ > 0 be arbitrary. For all F ∈ L2(R3;C) with ω− 12F ∈
L2(R3;R),
∥∥∥Φ(F )(Hph(1supp(F ) ω) + ρ)− 12∥∥∥ ≤ 2(‖ω−1/2F‖L2 + ρ−1/2‖F‖L2) , (2.47)
where Φ(F ) is defined as in (1.11).
Since we assume ‖f‖L∞ ≤ 1, we immediately get by Lemma 2.1 that, for
every n ∈ N0, ∥∥∥Φ(G˜n)(Hph(ω˜n) + ρn)− 12∥∥∥ ≤ gρ 12n . (2.48)
2.2 The Sequence of Ground State Eigenvalues and Projec-
tions
In this section we estimate the distance between consecutive spectral infima En+1
and En, see Proposition 2.4. Right after we prove that En is isolated from the rest
of the spectrum of Hn, for every n ∈ N0. This is achieved in Proposition 2.7,
which is a direct consequence of Lemma 2.5. Of course, the gap estimates ensure
the existence of ground state projections, see Eqs. (1.27) and (2.74). An additional
effort permits us to estimate the norm-difference of consecutive projections Pn
and Pn+1 in Proposition 2.8. In particular we prove that ‖Pn − Pn+1‖ < 1, which
implies that all projections Pn, n ∈ N0, are rank-one (see Corollary 2.9).
Lemma 2.2. For every n ∈ N0,
Hn+1 + ρn ≥ Hn + (1− g)
(
Hph(ω˜n) + ρn
) (2.49)
holds true in the sense of quadratic forms.
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Proof: Let ψ ∈ Hn+1 be a normalized vector in the domain ofHn+1. We calculate
〈ψ|Hn+1ψ〉 = 〈ψ|Hnψ〉+ 〈ψ|Φ(G˜n)ψ〉+ 〈ψ|Hph(ω˜n)ψ〉. (2.50)
Next, we set
A := 1 +
(
Hph(ω˜n) + ρn
)−1/2
Φ(G˜n)
(
Hph(ω˜n) + ρn
)−1/2 (2.51)
and notice that
〈ψ|Φ(G˜n)ψ〉+
〈
ψ
∣∣(Hph(ω˜n) + ρn)ψ〉 (2.52)
=
〈(
Hph(ω˜n) + ρn
)1/2
ψ
∣∣∣A(Hph(ω˜n) + ρn)1/2ψ〉.
As (see Eq. (2.48))∥∥∥(Hph(ω˜n) + ρn)−1/2Φ(G˜n)(Hph(ω˜n) + ρn)−1/2∥∥∥
≤ ρ
− 1
2
n ‖Φ(G˜n)
(
Hph(ω˜n) + ρn
)−1/2
‖
≤ g, (2.53)
we obtain that
A ≥ 1− g, (2.54)
and, therefore, using (2.51) we get
〈ψ|Φ(G˜n)ψ〉+
〈
ψ
∣∣(Hph(ω˜n) + ρn)ψ〉 (2.55)
≥ (1− g)〈ψ
∣∣(Hph(ω˜n) + ρn)ψ〉.
Eqs. (2.50) and (2.55) imply Eq. (2.49).
The same argument as in the proof of Lemma 2.2 yields the following quadratic
form estimate.
Lemma 2.3. For every n ∈ N0, we have that
H + ρn ≥ Hn + (1− g)
(
Hph(ω˜n) + ρn
)
. (2.56)
Proposition 2.4 (Energy Differences). Suppose g < 1. For every n ∈ N0, we
have that
|En+1 − En| ≤ gρn. (2.57)
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Proof: First notice that, for every normalized vector φ ∈ Hn in the domain of Hn,
ψ = φ⊗ Ω˜n ∈ Hn+1 and
En+1 ≤ 〈ψ|Hn+1ψ〉Hn+1 = 〈φ|Hnφ〉Hn. (2.58)
Taking the infimum over such φ′s we get
En+1 ≤ En. (2.59)
Now we take a normalized vector ψ in the domain of Hn+1. We notice that (we
recall that g < 1)
(1− g)
(
Hph(ω˜n) + ρn
)
≥ (1− g)ρn (2.60)
and use Lemma 2.2 to obtain
〈ψ|Hn+1ψ〉Hn+1 ≥ 〈ψ|Hnψ〉Hn+1 − gρn ≥ En − gρn, (2.61)
from which we get
En+1 ≥ En − gρn. (2.62)
Eqs. (2.59) and (2.62) imply (2.57).
Lemma 2.5. Suppose g < 1
2
γ. For every n ∈ N0, we have that
gapn+1 ≥ min
(
gapn, (1− g)ρn+1
)
− gρn. (2.63)
Proof: We use the min-max principle to estimate gapn+1 as
gapn+1 = sup
ψ∈Hn+1\{0}
inf
φ⊥ψ,‖φ‖=1
〈φ
∣∣(Hn+1 − En+1)φ〉, (2.64)
where φ is additionally assumed to lie in the domain of Hn+1. We take φ as in
Eq. (2.64) and utilize Lemma 2.2 to obtain :
〈φ|(Hn+1 − En+1)φ〉 ≥ 〈φ|(Hn − En)φ〉+ En − En+1 − ρn (2.65)
+
〈
φ
∣∣∣(1− g)(Hph(ω˜n) + ρn)φ〉
=
〈
φ
∣∣∣[Hn − En + (1− g)Hph(ω˜n)]φ〉
+ En − En+1 − gρn.
We temporarily set
Q := Hn −En + (1− g)Hph(ω˜n) (2.66)
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and observe that inf σ(Q) = 0. Denoting by gap(Q) the distance between 0 and
the rest of the spectrum of Q, we arrive at
gapn+1 ≥ gap(Q) + En −En+1 − gρn, (2.67)
where we use (2.65), (2.66), and the min-max principle applied to Hn+1 and Q.
Using the fact that Hn and Hph(ω˜n) act on different factors in the tensor product
decomposition Hn+1 = Hn ⊗ F˜n, we readily get
σ(Q) ⊂ {0} ∪
[
min
(
gapn, (1− g)ρn+1
)
,∞
)
(2.68)
(recall that g < 1) and, therefore,
gap(Q) ≥ min
(
gapn, (1− g)ρn+1
)
. (2.69)
Eqs. (2.59), (2.67) and (2.69) imply Eq. (2.63), here we use that g < 1
2
γ.
Remark 2.6. We notice that the spectral theorem directly implies that, for every
n ∈ N0:
g˜apn = min
(
gapn, ρn+1
)
. (2.70)
As G0 = 0, the spectrum of H0 can be calculated explicitly, with the result
that
σ(H0) = {0} ∪ [ρ0,∞), (2.71)
and, therefore,
gap0 = ρ0 = κ. (2.72)
We simplify Eq. (2.63) by assuming some hypothesis on g and γ. Taking, for
example, g < 1
4
γ and γ < 1
2
, we inductively obtain, from (2.63), that gapn ≥ 12ρn,
for all n ∈ N0. It also follows, from Remark 2.6, that g˜apn = ρn+1. Then, we
arrive at the following proposition.
Proposition 2.7 (Gaps). Suppose that g < 1
4
γ and γ < 1
2
. Then
gapn ≥
1
2
ρn, g˜apn = ρn+1, (2.73)
for all n ∈ N0.
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Proposition 2.7 permits us to define Pn as in (1.27). It also allows defining
P˜n :=
−1
2πi
∫
Γn+1
dz
H˜n − z
, (2.74)
where the contour Γn is defined in Eq. (1.26), provided g > 0 obeys g < 164γ,
because in this case En is the only spectral point of H˜n in the interior of Γn+1 (see
Propositions 2.4 and 2.7). Notice that
P˜n = Pn ⊗ P˜Ωn. (2.75)
In the next lemma we estimate the norm-difference of Pn+1 and P˜n.
Proposition 2.8. Suppose that g < 1
64
γ and γ < 1
2
. Then
‖Pn+1 − P˜n‖ ≤
16
γ
g ≤
1
4
. (2.76)
Proof: The second inequality in (2.76) is obvious. We use the second resolvent
identity and (1.27) and (2.74) to get
Pn+1 − P˜n =
1
2πi
∫
Γn+1
1
Hn+1 − z
Φ(G˜n)
1
H˜n − z
dz. (2.77)
Next we estimate∥∥∥Φ(G˜n) 1
H˜n − z
∥∥∥ ≤ ∥∥Φ(G˜n)(Hph(ω˜n) + ρn)−1/2∥∥ (2.78)
·
∥∥∥(Hph(ω˜n) + ρn)1/2 1
H˜n − z
∥∥∥
≤ gρ1/2n
∥∥∥(Hph(ω˜n) + ρn)1/2 1
H˜n − z
∥∥∥,
where we use (2.48). Functional calculus of self-adjoint operators allows us to
compute∥∥∥(Hph(ω˜n) + ρn)1/2 1
H˜n − z
∥∥∥ = sup
s∈σ(Hn)
sup
r∈{0}∪[ρn+1,∞)
∣∣∣(r + ρn)1/2 1
s+ r − z
∣∣∣.
(2.79)
The definition of Γn+1,
Γn+1 :=
{
z ∈ C
∣∣∣ |z −En+1| = 1
8
ρn+1
}
(2.80)
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(see (1.26)), Propositions 2.4 and 2.7, and gρn ≤ γ64ρn = 164ρn+1, then lead us to
|s− z| ≥
1
16
ρn+1, ∀s ∈ σ(Hn), (2.81)
|s+ r − z| ≥
r
2
≥
1
2
(r
2
+
ρn+1
2
)
, ∀s ∈ σ(Hn), r ∈ [ρn+1,∞).
Eqs. (2.79) and (2.81) imply that∥∥∥(Hph(ω˜n) + ρn)1/2 1
H˜n − z
∥∥∥ ≤ 16
γρ
1/2
n
, (2.82)
while (2.78) and (2.82) imply that∥∥∥ 1
Hn+1 − z
Φ(G˜n)
1
H˜n − z
∥∥∥ ≤ 128g
γρn+1
. (2.83)
We prove (2.76) using (2.77), (2.83), and the definition of Γn+1.
Corollary 2.9. Suppose that g < 1
64
γ and γ < 1
2
. Then Pn is a rank-one orthogo-
nal projection, for every n ∈ N0.
Proof: As G0 = 0, it is straightforward to verify that P0 and hence P˜0 are of
rank-one. Proposition 2.8 implies that ‖P1 − P˜0‖ < 1 and, therefore, P1 is of
rank-one, too. We proceed inductively to conclude that Pn is of rank one for every
n ∈ N0. The self-adjointness of Hn ensures the self-adjointness of Pn.
Remark 2.10. In case that G was infrared regular, i.e., if ‖|k|1/2−µG(k)‖ was
bounded at k = 0, for some µ > 0, then in Eq. (2.78) and, consequently, in
Eq. (2.76) we would gain a positive power of ρn. This would immediately imply
the convergence of the projections {P∞n }n∈N0 , see Eq. (1.29), which in turn implies
the existence of the ground state. In other words: If we had an infrared regular
interaction, this section would basically contain the proof of the existence of a
ground state, our main result . Not assuming infrared regularity complicates the
matter significantly. The next section addresses this complication.
2.3 Invariant Subspaces Due to the Symmetry
In this section we present a new conserved quantity in the spin-boson model with
off-diagonal interaction. We prove that the fact that σ1 maps the ground state
eigenspace corresponding to Hat to its orthogonal complement (it is off-diagonal)
is preserved by the flow of operators {Hn}n∈N0 , i.e., we prove that Pnσ1Pn = 0,
for all n, see Lemma 2.11. This is achieved with the help of a symmetry operator
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S, see (2.84) which we prove to commute with Hn (n ∈ N0), i.e., it gives a new
conserved quantity of the model.
The photon number operator defined onHn is also denoted byNph = Hph(1R3\Bn),
see (1.9). Of course, Nph depends on n, but we omit this in our notation. We use
the standard representation for the Pauli matrices σ1, σ1, σ3 and denote by S the
following operator on Hn = Hat ⊗ Fn :
S := σ3(−1)
Nph . (2.84)
Lemma 2.11. For every n ∈ N0, we have that
Pnσ1Pn = 0 , P˜nσ1P˜n = 0 . (2.85)
Proof: The second equality in (2.85) follows from Eq. (2.75) and the first equality.
We prove that Pnσ1Pn = 0. A direct computation shows that [σ3, Hat] = 0 (here
[·, ·] denotes the commutator) . Furthermore, using the pull-through formulae,
a(k)Nph = (Nph + 1)a(k) and a∗(k)(Nph + 1) = Npha∗(k) , (2.86)
we conclude that
[S, Hn] = 0. (2.87)
As S2 = 1, we observe that
Tr(SPnσ1PnS) = Tr(Pnσ1Pn). (2.88)
Eq. (2.87) implies that S commutes with Pn and it is straightforward to verify that
it anti-commutes with σ1. Hence we have
Tr(SPnσ1PnS) = −Tr(S
2Pnσ1Pn) = −Tr(Pnσ1Pn). (2.89)
Then we obtain from (2.88) and (2.89) that Tr(Pnσ1Pn) = 0. Since Pn is a rank-
one projection, we conclude that Pnσ1Pn = 0.
2.4 Further Estimates
In this section we derive some estimates that are consequences of the computa-
tions in the present section, but will be used in our main section, Section 3.
Lemma 2.12. Suppose that g < 1
64
γ and γ < 1
2
. Take z ∈ Γn+1 (see Eq. (1.26)).
The following norm bounds hold true,∥∥∥Φ(G˜n) 1
H˜n − z
∥∥∥ ≤ 16
γ
g , (2.90)
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∥∥∥Φ(G˜n) 1
Hn+1 − z
∥∥∥ ≤ 32
γ
g . (2.91)
Proof: We use that, see (2.48),∥∥∥Φ(G˜n)(Hph(ω˜n) + ρn)−1/2∥∥∥ ≤ gρ1/2n , (2.92)
and Eq. (2.82) to prove the first inequality in (2.90). To prove the second inequal-
ity we use a Neumann series,
Φ(G˜n)
1
Hn+1 − z
= Φ(G˜n)
1
H˜n − z
∞∑
n=0
(
− Φ(G˜n)
1
H˜n − z
)n
, (2.93)
the first inequality in (2.90), and the fact that 16
γ
g ≤ 1
2
.
Corollary 2.13. Suppose that g < 1
64
γ and γ < 1
2
. Take z in the interior of Γn+1
(see Eq. (1.26)). Then the following estimates hold true∥∥∥Φ(G˜n) 1
H˜n − z
(1− P˜n)
∥∥∥ ≤ 16
γ
g, (2.94)
∥∥∥Φ(G˜n) 1
Hn+1 − z
(1− Pn+1)
∥∥∥ ≤ 32
γ
g. (2.95)
Proof: To prove the first inequality notice that 1
H˜n−z
(1 − P˜n) is analytic in the
interior of Γn+1. Then the claim follows from the maximum modulus principle.
The second inequality is proved in the same way.
3 Convergence of the Sequence of Ground State Pro-
jections
In this section we prove our main result: We demonstrate that the sequence of
ground state projections (P∞n )n∈N0 [see (1.29)], converges and that the limit of it
is a rank-one projection whose range consists of ground state eigenvectors corre-
sponding to Egs. The convergence of the ground state projections is the content of
Theorem 3.4. The proof that the limit of this sequence corresponds to the ground
state projection of H is derived in Theorem 3.5. The convergence of the sequence
of the projections Pn rests on the fact that Pnσ1Pn = 0, established in Lemma
2.11. On the technical level, this property is used in Eqs. (3.111) and (3.127)
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below. The special difficulties of our proof come from the fact that the coupling
function G(k) behaves as |k|−1/2, for small k, as explained before. In fact, for a
more regular coupling function the results in Section 2 suffice (basically) to prove
existence of the ground state. We start this section with introducing new notation
in Section 3.1. Most of technical tools we need to prove our main results are col-
lected in Section 3.2. A long line of arguments is split onto three lemmas: Lemma
3.1, Lemma 3.2, and Lemma 3.3. The idea is to bound the norm ‖Pn+1 − P˜n‖ in
terms of the quantity ‖Rnσ1Pn‖, that can be recursively estimated in terms of g
and γ. Lemmas 3.1, 3.2 and 3.3 establish the main bounds we need to reach the
recursive relation we are looking for. We put together all results of Section 3.2 in
the proof of Theorem 3.4 in Section 3.3. Theorem 3.4 gives the convergence of
the sequence of ground state projections {P∞n }n∈N0 . The limit of this sequence is
denoted by Pgs, its range consists of all ground state vectors corresponding to the
fully interacting operator H , as it is demonstrated in Theorem 3.5.
3.1 Notation
For every projection P we denote by P⊥ := 1 − P , the complement of P. We
define
Rn(z) :=(Hn − z)
−1 , (3.96)
R˜n(z) :=(H˜n − z)
−1 , (3.97)
Rn(z)
⊥ :=Rn(z)P
⊥
n , (3.98)
R˜n(z)
⊥ :=R˜n(z)P˜
⊥
n , (3.99)
whenever z is not in the spectrum of the corresponding operator. If we project out
the eigenspace corresponding to En, we can take z = En and set
Rn(En)
⊥ ≡ R⊥n ≡RnP
⊥
n , (3.100)
R˜n(En)
⊥ ≡ R˜⊥n ≡R˜nP˜
⊥
n .
We finally introduce the function ηn : R3 → C by
ηn(k) :=: g 1Bn\Bn+1
Λ(k)
4π
√
ω(k)
f(k) , (3.101)
and note that (see (2.39))
G˜n = ηnσ1.
We define the field operator Φ(ηn) := a∗(ηn) + a(ηn), as in (1.11).
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3.2 Key Estimates
Most of the technical tools we need to prove our main results are collected in this
section. The idea is to bound the norm ‖Pn+1 − P˜n‖ in terms of the quantity
‖R⊥n σ1Pn‖ that can be recursively estimated in terms of g and γ. Lemmas 3.1, 3.2
and 3.3 establish the main bounds we need to reach the recursive relation we are
looking for.
Lemma 3.1. Suppose that g < 1
64
γ and γ < 1
2
. It follows, for every n ∈ N0, that
‖Pn+1 − P˜n‖ ≤ 4‖P
⊥
n+1P˜n‖. (3.102)
Proof: A direct computation shows that
Pn+1 − P˜n =(Pn+1 − P˜n)
2(P˜⊥n − P˜n) (3.103)
+ P˜n(P˜
⊥
n − P
⊥
n+1)P˜
⊥
n + P˜
⊥
n (P˜
⊥
n − P
⊥
n+1)P˜n .
In fact, to prove (3.103) we expand the right hand side of (3.103) and use that
P˜nPn+1P˜
⊥
n + P˜nP
⊥
n+1P˜
⊥
n = P˜nP˜
⊥
n = 0, (3.104)
then we utilize the following identities
Pn+1P˜
⊥
n + P˜nPn+1P˜n − P˜
⊥
n P
⊥
n+1P˜n (3.105)
= Pn+1(1− P˜n) +
(
P˜nPn+1 − (1− P˜n)(1− Pn+1)
)
P˜n
= Pn+1 + (−1 + P˜n)P˜n = Pn+1.
Using Proposition 2.8 and (3.103) we obtain
‖Pn+1 − P˜n‖ ≤2‖(Pn+1 − P˜n)
2‖+ 2‖P˜⊥n (P˜
⊥
n − P
⊥
n+1)P˜n‖ (3.106)
≤
1
2
‖Pn+1 − P˜n‖+ 2‖P
⊥
n+1P˜n‖ .
Solving this for 1
2
‖Pn+1 − P˜n‖, we get (3.102).
Lemma 3.2. Suppose that g < 1
64
γ and γ < 1
2
. It follows, for every n ∈ N0, that
‖P⊥n+1P˜n‖ ≤ 2gρn
∥∥∥R⊥n+1(P⊥n ⊗ P⊥Ω˜n
)
σ1
(
Pn ⊗ P
⊥
Ω˜n
)∥∥∥. (3.107)
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Proof: Multiplying and dividing byHn+1−En+1 and using that (H˜n−En)P˜n = 0,
we get
P⊥n+1P˜n =R
⊥
n+1[Hn+1 − En+1]P˜n (3.108)
=R⊥n+1[Φ(G˜n) + En − En+1]P˜n
=R⊥n+1Φ(G˜n)P˜n + [En −En+1]Rn+1P
⊥
n+1P˜n .
Propositions 2.4 and 2.7 and the spectral theorem yield∥∥∥(En − En+1)Rn+1P⊥n+1P⊥n+1P˜n∥∥∥ ≤ 116‖P⊥n+1P˜n‖. (3.109)
Eqs. (3.108) and (3.109) imply that
‖P⊥n+1P˜n‖ ≤2‖R
⊥
n+1Φ(G˜n)P˜n‖ . (3.110)
The key symmetry property of our model implies that (see Lemma 2.11) Φ(G˜n)Pn
= P⊥n Φ(G˜n)Pn, which in turn, together with the fact that Φ(G˜n)[1Hn ⊗ PΩ˜n ] =
[1Hn ⊗ P
⊥
Ω˜n
]Φ(G˜n)[1Hn ⊗ PΩ˜n], gives (see also Eqs. (2.75) and (1.12), (3.101))
Φ(G˜n)P˜n =
(
P⊥n ⊗ P
⊥
Ω˜n
)
Φ(G˜n)P˜n =
(
P⊥n ⊗ P
⊥
Ω˜n
)
σ1
(
Pn ⊗ P
⊥
Ω˜n
)
Φ(ηn)P˜n.
(3.111)
Finally, we use that ηn is supported inBn and thus ‖Φ(ηn)P˜n‖ = ‖Pn‖·‖a∗(ηn)PΩ˜n‖
≤ gρn– see Eq. (1.8) – and Eqs. (3.110) and (3.111) to arrive at Eq. (3.107).
Lemma 3.3. Suppose that g < 1
64
γ and γ < 1
2
. It follows, for every n ∈ N0, that
‖Pn+1 − P˜n‖ ≤ 48gρn‖R
⊥
n σ1Pn‖ . (3.112)
Proof: By the second resolvent identity and Cauchy’s integral formula, we have
that
P˜⊥n =
−1
2πi
∫
Γn+1
(En − z)
−1 − (H˜n − z)
−1dz (3.113)
=
−1
2πi
∫
Γn+1
(En − z)
−1(H˜n −En)(H˜n − z)
−1dz
=
−1
2πi
∫
Γn+1−En
(−z)−1(H˜n − En)(H˜n − En − z)
−1dz
=
−1
2πi
∫
Γn+1−En+1
(−z)−1(H˜n − En)(H˜n − En − z)
−1dz,
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where we deform the contour from Γn+1−En to Γn+1−En+1 using Propositions
2.4 and 2.7. Eq. (3.113) implies that
R˜⊥n =
−1
2πi
∫
Γn+1−En+1
(−z)−1(H˜n − En − z)
−1dz.
(3.114)
Similarly, we get
R⊥n+1 =
−1
2πi
∫
Γn+1−En+1
(−z)−1(Hn+1 − En+1 − z)
−1dz . (3.115)
Hence, using the second resolvent identity again, we obtain
R⊥n+1 − R˜
⊥
n =
−1
2πi
∫
Γn+1−En+1
[
z−1(Hn+1 −En+1 − z)
−1
(
Φ(G˜n) + En −En+1
)
· (H˜n − En − z)
−1
]
dz.
(3.116)
We notice that
(Hn+1 −En+1 − z)
−1 = (Hn+1 −En+1 − z)
−1P⊥n+1 − z
−1Pn+1 (3.117)
and
(H˜n −En − z)
−1 = (H˜n − En − z)
−1P˜⊥n − z
−1P˜n. (3.118)
Inserting Eqs. (3.117) and (3.118) in (3.116) and using the Cauchy’s integral for-
mula for the derivative of a function, we arrive at (notice that the first terms in the
right hand side of Eqs. (3.117) and (3.118) are analytic in the interior of Γn+1)
R⊥n+1 − R˜
⊥
n =Pn+1
(
Φ(G˜n)− En+1 + En
)
R˜2nP˜
⊥
n
+R2n+1P
⊥
n+1
(
Φ(G˜n)−En+1 + En
)
P˜n
− R⊥n+1
(
Φ(G˜n)− En+1 + En
)
R˜⊥n . (3.119)
Adding R˜⊥n in Eq. (3.119) and applying it to
(
P⊥n ⊗ P
⊥
Ω˜n
)
σ1
(
Pn ⊗ P⊥Ω˜n
)
=
P⊥n σ1Pn ⊗ P
⊥
Ω˜n
leads us to
R⊥n+1
(
P⊥n ⊗ P
⊥
Ω˜n
)
σ1
(
Pn ⊗ P
⊥
Ω˜n
)
=
[
1+ Pn+1
(
Φ(G˜n)−En+1 + En
)
R˜⊥n
−R⊥n+1
(
Φ(G˜n)−En+1 + En
)
P˜⊥n
]
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· R˜⊥nP
⊥
n σ1Pn ⊗ P
⊥
Ω˜n
, (3.120)
where we used that P˜n
(
P⊥n ⊗ P
⊥
Ω˜n
)
= 0.
Using Eq. (3.120), together with Corollary 2.13, and Propositions 2.4 and 2.7, we
obtain ∥∥∥R⊥n+1(P⊥n ⊗ P⊥Ω˜n
)
σ1
(
Pn ⊗ P
⊥
Ω˜n
)∥∥∥ (3.121)
≤
(
1 + (16 + 32 + 2 + 1)
g
γ
)∥∥∥R˜⊥nP⊥n σ1Pn ⊗ P⊥Ω˜n
∥∥∥
≤ 3
∥∥∥R˜⊥nP⊥n σ1Pn ⊗ P⊥Ω˜n
∥∥∥ ≤ 6‖R⊥n σ1Pn‖,
since
‖R˜⊥nP
⊥
n σ1Pn ⊗ P
⊥
Ω˜n
‖
≤
(
1 + ‖(Hn −En +Hph(ω˜n))
−1Hph(ω˜n)[P
⊥
n ⊗ P
⊥
Ω˜n
]‖
)
· ‖R⊥n σ1Pn‖
≤
(
1 + sup
r∈[ρn+1,∞)
‖(Hn − En + r)
−1r‖
)
‖R⊥n σ1Pn‖
≤2‖R⊥n σ1Pn‖ , (3.122)
and we conclude by putting together Eqs. (3.102), (3.107), (3.121) and (3.122),
which leads us to Eq. (3.112).
3.3 Main Results : Convergence of the Regularized Ground
State Projections and Existence of the Ground State of H
Here we prove our principal theorems. We collect all results of Section 3.2 (Lem-
mas 3.1, 3.2 and 3.3) to prove our first main theorem, Theorem 3.4, which is the
most difficult and technical result in the present paper. Theorem 3.4 gives the con-
vergence of the sequence of ground state projections {P∞n }n∈N0 . The limit of this
sequence is denoted by Pgs, its range actually consists of ground state eigenvec-
tors corresponding to the full energy operator H , as it is demonstrated in Theorem
3.5.
3.3.1 Convergence of the regularized Ground State Projections
Theorem 3.4. Suppose that g < 1
64
γ and γ < 1
2
. It follows, for every n ∈ N0, that
‖Pn+1 − P˜n‖ ≤ 48g
(
γ + 147g
)n
. (3.123)
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In particular, if additionally γ ≤ 1/8, then
‖Pn+1 − P˜n‖ ≤
(1
2
)n
, (3.124)
and the sequence (P∞n )n∈N0 , see (1.29), converges to a rank-one projection
Pgs = lim
n→∞
P∞n . (3.125)
Proof: First we notice that
R⊥n σ1Pn = R
⊥
n σ1P˜n−1 +R
⊥
n σ1[Pn − P˜n−1]. (3.126)
Next we consider the following computations, which use Eq. (3.119) with n − 1
replacing n,
R⊥n σ1P˜n−1 =
[
1 + Pn(Φ(G˜n−1)−En + En−1)R˜
⊥
n−1
− R⊥n (Φ˜(Gn−1)− En + En−1)P˜
⊥
n−1
]
· R˜⊥n−1[P
⊥
n−1 ⊗ PΩ˜n−1 ]σ1P˜n−1
=
[
1 + Pn(Φ˜(Gn−1)−En + En−1)R˜
⊥
n−1
− R⊥n (Φ˜(Gn−1)− En + En−1)P˜
⊥
n−1
]
· [R⊥n−1σ1Pn−1]⊗ PΩ˜n−1 .
(3.127)
Here we use the key symmetry
P˜n−1σ1P˜n−1 = 0, (3.128)
see Lemma 2.11, to drop the contribution from the second line in Eq. (3.119). We
also use P˜⊥n−1 = P⊥n−1 + Pn−1 ⊗ P⊥Ω˜n−1 to prove that
P˜⊥n−1σ1P˜n−1 = P
⊥
n−1 ⊗ PΩ˜n−1σ1P˜n−1.
With the help of Eq. (3.127), together with Corollary 2.13 and Propositions 2.4
and 2.7, we obtain
‖R⊥n σ1P˜n−1‖ ≤
(
1 + 51
g
γ
)
· ‖R⊥n−1σ1Pn−1‖, (3.129)
where we argue as in Eq. (3.121). Lemma 3.3, together with Eqs. (3.126) and
(3.129) (see also Proposition 2.7), imply (notice that γ < 1/2)
‖R⊥n σ1Pn‖ ≤
(
1 + (96 + 51)
g
γ
)
‖R⊥n−1σ1Pn−1‖. (3.130)
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Then we inductively get, using Lemma 3.3 and (3.130), that
‖Pn+1 − P˜n‖ ≤ 48gρn
(
1 + 147
g
γ
)n
‖R⊥0 σ1P0‖ (3.131)
≤ 48g
(
γ + 147g
)n
,
where we use (2.72), recalling that κ < 1. This establishes Eq. (3.123). Eqs.
(3.124) and (3.125) are direct consequences of (3.123). Clearly Pgs being limit of
rank-one projections (see Corollary 2.9) is rank-one.
3.3.2 Construction of the Ground State Projection of H
Theorem 3.5. Suppose that g < 1
64
γ and γ < 1
8
. Then the range of Pgs is con-
tained in the domain of H and
HPgs = EgsPgs, (3.132)
where Egs = limn→∞En.
Proof. We denote
ω∞n (k) :=1Bn ω , G
∞
n (k) :=1Bn G , (3.133)
and define Hph(ω∞n ) and Φ(G∞n ) as in Eqs. (1.7) and (1.11) on F∞n (see (1.28)).
Since Hph(ωn∞)P∞n = 0, see (1.29), we have that
HP∞n =EnP
∞
n + Φ(G
n
∞)P
∞
n . (3.134)
As
lim
n→∞
EnP
∞
n = EgsPgs (3.135)
and
lim
n→∞
‖Φ(Gn∞)P
∞
n ‖ = lim
n→∞
‖Gn∞‖L2 = 0, (3.136)
we obtain that
lim
n→∞
HP∞n = EgsPgs. (3.137)
Since the sequence of projections (P∞n )n∈N converges, we can find N ∈ N and a
vector φ ∈ H such that φn := P∞n φ 6= 0, for all n ≥ N , and ψ := Pgsφ 6= 0.
Then we have
ψ = lim
n→∞
φn, Egsψ = lim
n→∞
Hφn, (3.138)
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where we use Eq. (3.137). As H is a closed operator, ψ belongs to its domain and
Hψ = Egsψ. (3.139)
The fact that Pgs is rank-one and Eq. (3.139) imply that the range of Pgs is con-
tained in the domain of H and Eq. (3.132).
Remark 3.6. It is not difficult to prove that Egs = limn→∞En is actually the
infimum of the spectrum of H . In fact, Lemma 2.3 implies that
inf σ(H) + ρn ≥ En + (1− g)ρn,
for all n. Therefore inf σ(H) ≥ Egs. As Egs is itself a spectral point of H , it
equals inf σ(H).
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