This paper examines the forecasting performance of DSGE models with and without banking intermediation for the US economy. Over the forecast period 2001-2013, the model augmented with a banking sector leads to an improvement of point and density forecasts for inflation and the short term interest rate, while the better forecast for output depends on the forecasting horizon/period. To interpret this finding it is crucial to take into account parameters instabilities showed by a recursive-window estimation. Moreover, rolling estimates of point forecasts show that a banking sector helps improving the forecasting performance of output and inflation in the recent period.
Introduction
Financial intermediaries have played a central role in the recent financial crisis by affecting the supply of credit in the economy. Ciccarelli et al. (2010) find empirical evidence that during the crisis the crunch in the credit provision to firms contributes significantly to the GDP reduction both in the Euro area and the US. In addition, the role of the financial sector is important because it can be itself a source of shocks. Fornari and Stracca (2012) estimate a panel VAR for advanced economies, where financial shocks (i.e. shocks to the financial sector) are identified through sign restrictions. They conclude that these shocks have a significant influence on key macroeconomic variables both in normal and crisis times. However, most prominent macroeconomic models assume perfectly competitive financial markets (e.g. Smets and Wouters, 2007) until recently.
Before the Great Recession, the dynamic stochastic general equilibrium (DSGE) models proposed by Bernanke et al. (1999) and Iacoviello (2005) consider financial frictions only on the borrower's side of credit markets. Under these settings, borrowers can obtain funds directly from lenders without any active role for financial intermediaries. In the wake of the financial turmoil understanding the disruption in financial intermediation has become a priority for both academics and policy makers. The DSGE literature on financial intermediation is indeed growing (see Brunnermeier et al., 2013 , for a survey). In the model by Gertler and Karadi (2011) an endogenous leverage constraint on banks effectively ties the provision of credit to the real economy. This mechanism creates a loop between financial intermediaries' balance sheet, firms' asset prices and GDP. In comparison to other DSGE models with a banking sector, their model features an agency problem which poses a limit to the financial intermediaries ability to acquire assets, and hence, to lend to the private sector. In addition, it is fairly elegant and computationally fairly tractable (Cole, 2011) .
The main focus of this paper is to evaluate empirically the role of financial intermediaries for the US economy from a forecasting viewpoint. To this end, we compare the workhorse Smets and Wouters (2007) model (hereafter, SW) with a SW economy augmented by a banking sector as in Gertler and Karadi (2011) (hereafter, SWBF) .
The forecasting literature has partly assessed the empirical relevance of DSGE models with financial frictions for the US economy. Del Negro and Schorfheide (2013) show, among other things, that a Smets and Wouters (2007) economy augmented by financial frictionsà la Bernanke et al. (1999) (BGG) can forecast output growth during the Great Recession better than the SW model, while the latter model generates more accurate forecasts in previous times. Villa (2015) compares, among other things, the forecasting performance of two DSGE models, one featuring financial frictions as in BGG and the other as in Gertler and Karadi (2011) . She finds that no model dominates the other in terms of forecasting accuracy since the root mean square forecast errors are remarkably similar across the two models. Kolasa and Rubaszek (2015) find that adding frictions in the housing sector proves very helpful during the financial turmoil, providing a forecasting performance better than both the frictionless benchmark and the alternative that incorporates financial frictions in the corporate sector.
Differently from them, we focus on the role of financial intermediation in forecasting real and nominal variables. Using Bayesian techniques, we recursively estimate the SW and -the SWBF model exhibits the best performance for output growth and inflation only in the longer horizon, whereas in the second sample -2009Q1-2013Q4 -the SWBF model outperforms the SW model in forecasting inflation and the short term interest rates, but not output growth. In order to rationalize these results, we investigate possible instabilities in parameters. The literature offers at least three different approaches to deal with parameters instability: i) time-varying coefficients/ stochastic volatilities (e.g. Fernández-Villaverde et al., 2010; Caldara et al., 2012; Bekiros and Paccagnini, 2013) ; ii) Markov-switching DSGE modeling (e.g. Eo, 2009; Bianchi, 2013; Foerster et al., 2014) ; and iii) rolling-window estimation (e.g. Castelnuovo, 2012; Hurtado, 2014) . We follow the last approach and employ a recursive estimation of the DSGE models. We find a regime change in the SW model, while the change is less evident in the SWBF model due to its richer modelling structure. The variation in the estimation of shocks and parameters implies that the role of shocks in affecting macroeconomic variables is also changing over time and across models' specification.
In addition, by computing the rolling RMSFE as in Del Negro and Schorfheide (2013), we observe that there are some quarters in which the SWBF model outperforms the SW model for both output growth and inflation. Hence, the empirical ranking among models changes over time.
The reminder of the paper is organized as follows. Section 2 briefly sketches the SW and SWBF models. The Bayesian estimation procedure is discussed in Section 3. Section 4 evaluates the forecasting accuracy. Section 5 concludes. An appendix complements the paper by providing technical details about the construction of the dataset and robustness exercises of forecasting accuracy.
The fully-fledged DSGE model
This section briefly describes two non-nested models: the linearized version of the model by Gertler and Karadi (2011) , that is included in an otherwise setup of Smets and Wouters (2007) , and the SW model. The economy is composed by households, labor unions, labor packers, financial intermediaries, a productive sector and a monetary authority. Households consume, accumulate government bonds and supply labor. A labor union differentiates labor and sets wages in a monopolistically competitive market. Competitive labor packers buy labor services from the union, package and sell them to intermediate goods firms. Output is produced in several steps, including a monopolistically competitive sector with producers facing price rigidities.
The monetary authority sets the short-term interest rate according to a Taylor rule. In the SWBF model, the presence of an agency problem limits the ability of financial intermediaries to obtain deposits from households. This, in turn, affects the leverage ratio of financial intermediaries.
Households.
The economy is populated by a continuum of households of measure unity.
Within each household there are two types of members: a share f are workers while a share 1 − f are bankers. The first earn wages while the latter manage financial intermediaries. The maximization problem of households yields the following Euler equation: 1
where
and c 3 = 1−h/γ σc(1+h/γ) . The parameter h measures the degree of superficial external habits in consumption, σ c the coefficient of relative risk aversion of households, γ is the steady state growth rate and e b t captures the risk premium shock following an AR(1) process, ρ e is an autoregressive coefficient and ε e t ∼ N (0, σ 2 e ).
Current consumption, c t , is affected by past and future consumption, c t−1 , E t c t+1 , expected increasing growth hours (l t − E t l t+1 ) and the real interest rate (r t − E t π t+1 ).
Labor market.
Wage setting is characterized by sticky wages, as shown by:
.
The parameter β represents the households discount factor, ξ w indicates the Calvo probability of not adjusting nominal wages, ι w denotes the degree of wage indexation of non-adjusting unions, (φ w − 1) is the steady state labor market markup, and e w is the curvature of the Kimball aggregator in the labor market. The wage markup disturbance, e w t = ρ w e w t−1 + ε w t − µ w ε w t−1 , is an exogenous shock to the wage markup following an ARMA(1,1) process, ρ w is an autoregressive coefficient and ε w t ∼ N (0, σ 2 w ).
The wage mark-up is the difference between the real wages and the marginal rate of substitution between consumption and labor:
where σ l is the elasticity of labor supply with respect to the real wage.
Production sector.
The production sector is characterized by different types of firms.
A continuum of infinitely-lived intermediate firms of measure one produce an intermediate good using labor and capital under perfect competition. They use a standard Cobb-Douglas production function, according to:
where u t is capital utilization, e a t is the transitory technology shock following an AR (1) process, ρ a is an autoregressive coefficient and ε a t ∼ N (0, σ 2 a ). The parameter φ p represents one plus the share of fixed costs in production.
The optimal rate of utilization, u t , depends on the marginal product of capital, z k t , as follows:
with
ψ , where ψ represents the positive function of elasticity of the capital utilization adjustment cost.
A continuum of retail firms differentiate intermediate goods and set prices following a processà la Calvo (1983) , in analogy to the labor market:
, ι p represents the indexation parameter, ξ p the degree of price stickiness in goods market and e p is curvature of Kimball aggregator in the goods market. The price markup disturbance follows an
The term (φ p − 1) is the steady-state markup in the goods market.
The price markup, µ p , is equal to the difference between the marginal product of labor and the real wage:
Cost minimization by firms implies that the marginal product of capital is negatively related to the capital-labor ratio and real wages: 
. The parameter ϕ is the elasticity of investment adjustment costs and e x t is an investment-specific technology shock following an AR(1) process with
The arbitrage equation for the value of capital is given by:
= βγ 1−σc (1 − δ). The parameter δ represents the depreciation rate and E t r k t+1 is the rental rate of capital. The law of motion of installed capital evolves as follows:
Monetary authority.
The central bank sets the nominal interest rate according to a Taylor rule of the form:
where r t is the gross nominal interest rate, y p t represents the level of output that would prevail under flexible prices and wages, ρ r , ρ π , ρ y and ρ ∆y are policy parameters referring to interestrate smoothing, and the responsiveness of the nominal interest rate to inflation, to the output gap and to changes in the output gap, respectively. The term e i t represents an exogenous shock following an AR(1) process, ρ i is an autoregressive coefficient and ε i t ∼ N (0, σ 2 i ).
Financial intermediaries.
In the SWBF model, a continuum of mass-one banks owned by the households lend funds to non financial sector. The balance sheet of the risk-neutral financial institution features assets, s t q t -s t is the quantity of financial claims on non-financial firms and q t is the relative price of each claim -and net worth n t as well as deposits, b t , on the liabilities side.
As each financial intermediary pays an interest the risk free interest rate on deposits, r t , and receives on loans E t r k t+1 , a credit spread r ep t arises:
To limit the liability of financial intermediaries a moral-hazard costly enforcement problem occurs so that they cannot borrow indefinitely from households. At the beginning of each period the banker can choose to divert the fraction φ of available funds from the project and transfer them back to their household. Depositors can force the intermediary into bankruptcy and recover the remaining fraction 1 − φ of total assets. However, costly enforcement implies that it is too costly for the depositors to recover the diverted fraction of funds by the banker.
To limit the expansion of bankers' assets, a positive exit probability prevents bankers from accumulating sufficient net worth to finance equity investment internally. In each period 1 − bankers exit and transfer their earning back to their corresponding households. Those bankers are replaced by an equal number of workers who are endowed by start-up funds, ξ, by their households. The amount of assets that financial intermediaries can acquire depends on the equity capital:
where the leverage, lev t , is endogenously determined as
Note that the leverage depends both on the the gain of having net worth, η t , and on the gain of expanding assets, v t . The first is specified as follows:
where η 1 = β γ σc z * and Λ t is the Lagrange multiplier associated to the utility maximization problem. The gross growth rate of net worth, z t , is represented by
where z 1 = lev * r k * z * , z 2 = r * (1 − lev * ) and z 3 = lev * r k * − r * .
The gain of expanding assets, v t , can be expressed as:
The gross growth rate in assets, x t , is
Finally, total net worth, n t , is composed by the sum of the net worth of existing bankers, n e t , and the net worth of new bankers, n n t :
where n 1 = n e * n and n 2 = n n * n . The law of motion of the net worth of existing bankers depends on the gross growth of net worth and on exogenous shock, e n t , to the net worth of banks following an AR(1) process, ρ n is an autoregressive coefficient and ε n t ∼ N (0, σ 2 n ):
New bankers receive a "start-up" transfer from households, equal to a fraction ξ of total assets. Therefore, their net worth is:
Equilibrium. Equilibrium conditions in labor and goods market require that the resource constraint is satisfied in every period:
where c y is the steady state share of consumption, i y the steady state share of investment, z y = z k * k * /y * represents the steady-state rental rate of capital, and e g exogenous government spending disturbance that follows an AR(1) process and it is also affected by the technology shock as in Smets and Wouters (2007) , with ρ g is the AR coefficient and ε
The model features eight exogenous disturbances: total factor productivity, price markup, wage mark-up, investment-specific technology, risk premium, net worth of financial intermediaries, exogenous spending, and monetary policy shocks.
SW model. The standard Smets and Wouters economy does not feature capital producers and financial intermediaries. The price of capital, equation (10), is given by
. The exogenous disturbance to net worth of financial intermediaries is clearly absent.
Estimation procedure
We estimate the model using Bayesian methods. The loglinearized model is solved by applying the algorithm proposed by Sims (2002) . As in Bayesian practice, the likelihood function, evaluated by implementing the Kalman Filter, and the prior distribution of the parameters are combined to calculate the posterior distribution. The posterior Kernel is then simulated numerically using the Metropolis-Hasting algorithm with 150,000 replications for two chains.
The two DSGE models, the SWBF and the SW are estimated for the US quarterly data over the period 1984Q1-2000Q4 as in Schorfheide et al. (2010) . 2 To estimate the baseline SWBF model we use GDP, investment, consumption, wages, net worth of financial intermediaries, hours of work, GDP deflator inflation and the federal funds rate. We include net worth of financial intermediaries as a financial observable since the model features a net worth shock. 3
The SW model is estimated using the standard seven observable variables and structural
shocks.
Both models are estimated with a number of shocks equal to observable variables to avoid the stochastic singularity. The following set of measurement equations shows the link between the observable variables in the dataset and the endogenous variables of the DSGE model:
whereγ = 100(γ − 1) is the common quarterly trend growth rate of GDP, consumption, investment and wages;γ N = 100(γ N − 1) is the quarterly trend growth rate of net worth of financial intermediaries, as in Gelain and Ilbas (2014) ;h is the steady-state hours of work;
π is the steady-state quarterly inflation rate; andr n is the steady-state quarterly nominal Our general calibration and estimation strategy follows the standard procedure proposed by Smets and Wouters (2007) adapted to the baseline model augmented with financial intermediation. In particular, we calibrate the parameters i) using a priori source of information
and ii) to match some stylized facts over the period of consideration. The time period in the model corresponds to one quarter in the data. As shown in Table 1 , the discount factor, β, is set equal to 0.99, implying a quarterly steady state real interest rate of 1%. The depreciation rate of capital, δ, is set equal to 0.025. The Kimball aggregators in the goods and labor market are equal to 10, and the steady state gross wage mark-up is set to 1.5.
The share of government to GDP is equal to 0.18. Similarly to Villa (2015) , the financial parameters -, φ and χ -are calibrated to target an average working life of bankers of almost a decade, a steady state spread of 150 basis points and a steady state leverage ratio of financial intermediaries equal to 4.
The remaining parameters governing the dynamics of the model are estimated using Bayesian techniques. 5 The locations of the prior mean correspond to those in Smets and Wouters (2007) .
Evaluating forecast accuracy
The , 2, 4, 6, 8, 12) . We assess the predictability of the two models by evaluating the point and the density forecasts. 6 The point forecasting accuracy is evaluated in terms of Mean Forecast Error (MFE) and Root Mean Squared Forecast Error (RMSFE).
For the density evaluation, we report the average of the log predictive density scores (LPDS) and the probability integral transform (PIT) histograms.
Point Forecast Evaluation
Before presenting the statistics computed on the forecast errors, Figure 1 shows the onequarter forecast series for output growth, investment growth, inflation, and federal funds rate (FFR) for the SWBF and the SW models for the whole forecasting period, which starts in 2001Q1. 7 The graphical demonstration of the forecasting performance is useful to evaluate which model exhibits a better forecasting performance in the recent years, similarly to Gürkaynak et al. (2013) and Marcellino and Rychalovska (2014) . The forecasts for the two DSGE models are similar, even if for output growth the SW model yields a better prediction. Overall, three main results emerge from Figure 1 : first, none of the two models is able to predict the sharp contraction in output and investment occurred during the financial crisis. Second, both models produce good forecasts for the FFR and, to a minor extent, for inflation. Third, the figure suggests us that we can split the forecasting sample as follows: 2001Q1 -2008Q4 and 2009Q1 -2013Q4. 8 6 As described in Wolters (2015) and in Kolasa and Rubaszek (2015) , for each parameter a large number of values are drawn from the parameter's posterior distribution. We take each 20th draw from the final 150,000 parameter draws calculated by the Metropolis-Hastings algorithm, which produces 7,500 draws from the posterior distribution. For each of them, we draw seven shock trajectories to generate the predictions for the seven macrovariables of interest. The obtained 52,500 trajectories are draws from the predictive density and hence can be used to evaluate the density forecasts. The point forecasts are calculated as means of these draws (see Wolters, 2015, for technical details) .
7 Since the sample ends in 2013Q4, we compute forecast errors on the basis of 52 observations for the one-quarter forecast. Table 2 , especially for output growth which is still underpredicted by the SWBF model. The bias is statistically significant during this period for investment and hours.
A possible explanation for the model-based forecasts for investment can be found in the assumption of a common trend growth rate to real GDP, consumption and investment which is not in line with the data, as noted also by Kolasa and Rubaszek (2015) . In fact, investment exhibits in the data a growth rate which is about 40% lower than that of output and consumption over the whole sample. We continue our forecasting analysis by comparing the second moments of the forecast errors. Table 4 and In our empirical contribution, we recursively estimate the DSGE model and we can adapt the idea of the rolling-window estimation to check for possible instabilities. Moreover, as stated in Castelnuovo (2012) , this methodology does not force the data to "discretize" the economy which actually occurs in the regime-switching approach.
Our chosen methodology has at least two caveats. First, the DSGE models do not feature a zero lower bound (ZLB) constraint on the nominal interest rate, which is instead present in the data. Hirose and Inoue (2014) investigate how and to what extent parameter estimates can be biased in DSGE models lacking this constraint. They find that when the nominal interest rate is bounded at zero for 6.4% of quarters the bias is small, while it becomes large when the probability of hitting the ZLB increases. Given our estimation sample, estimates up to 2010Q3 feature 6.5% of quarters in which the ZLB hits the economy. Hence, according to the study of Hirose and Inoue (2014) the bias should not be significant. However, it is worth noting that the bias in parameter estimates could potentially increase afterward.
Second, since estimation samples differ in their window size, the precision of estimates could be affected. We plan to use alternative techniques for parameters instability in DSGE models with banking in future research. The variation in the estimation of shocks and parameters implies that the role of shocks in affecting macroeconomic variables is changing over time and across models' specification. Figure 6 shows the evolution of the variance decomposition implied by the estimated SW model. The government and monetary policy shocks play an important role in affecting movements in output. The role of the risk premium shock increased following the collapse of Lehman Brothers, while the contrary happens for the investment-specific technology shock.
The explanatory power of the supply shocks is lower than all the demand shocks. Inflation is mainly driven by supply shock, with risk premium shocks accounting for about 40% of its fluctuations at the end of the recursive sample. The fed funds rate is mainly explained by the investment-specific technology shock. This in turn diminishes the productive capacity of the economy. Reifschneider et al. (2013) argue that in the recent financial crisis a significant portion of the damage to the supply side of the economy plausibly was endogenous to the weakness in aggregate demand. The different role of supply and demand shocks in the SW and SWBF models can be explained by Finally, it is worth noting that the lower degree of instability of shocks and parameters in the SWBF model leads to a more stable profile of the recursive variance decomposition analysis in the SWBF model, compared to that in the SW model. has the best prediction ability. We can conclude that it is impossible to rank the two models ignoring the time variation, which is a relevant dimension for the forecasting analysis.
Density Forecast Evaluation
The forecast evaluation is completed with an assessment of the density forecasts to provide a realistic pattern of the actual uncertainty. This kind of analysis has recently become popular in forecasting exercises involving DSGE-based models (Herbst and Schorfheide, 2012; Kolasa et al., 2012; Del Negro and Schorfheide, 2013; Wolters, 2015) . However, the evaluation of the density forecasts is less straightforward than the evaluation and the comparison of RMSFEs.
As discussed in Wolters (2015) , the true density is never observed. Notwithstanding this, the researcher can compare the distribution of observed data with density forecasts to investigate whether forecasts explain the actual uncertainty.
We evaluate and rank the density forecasts using the log predictive density scores (LPDS), similarly to Adolfson et al. (2007) , Christoffel et al. (2010) , Marcellino and Rychalovska (2014) , among others.
Considering the assumption that h-step-ahead predictive density is normally distributed, the LPDS for variable i can be written as:
where y i t+h/t and V i t+h/t are the posterior mean and variance of h-step-ahead simulated forecast distribution for the variable i.
The average score (AS) in forecasting variable i with the model m is given by:
where T h represents the number of h-step-ahead forecasts. As discussed in Adolfson et al. (2007) , the predictive density of the DSGE models estimated using Bayesian techniques does not have a known analytical form. Hence, we approximate the DSGE predictive density using a multivariate normal density. However, this assumption depends on the property of normality for the distribution of any subset of observed variables. In Bayesian estimation of DSGE models, the parameter uncertainty is the only source of non-normality of the predictive density, as argued by Christoffel et al. (2010) . In general, only a small fraction of the forecast error variance is given by parameter uncertainty, then the normality assumption does not represent a significant misspecification problem in computing the log predictive score. Tables 6 and 7 Table   6 shows that for output growth, the SWBF model offers only a small improvement (less than 10%) for horizons 2, 4, and 6. For the other horizons, instead, the SW model is marginally better, with an improvement of around 5%. Similar mixed pattern can be detected also for consumption and wage. At the 8 and 12 quarter horizon, the SW model outperforms the SWBF model, while for shorter horizons the contrary happens with a maximum improvement of the SWBF model at horizon 4, equal to 40% over the SW log score. For inflation, FFR, and hours, the SWBF produces the best performance. Table 7 horizon. This result is in line with the findings of the point forecast reported in Table 5 . An explanation for this is that the log scores of the main components of output, i.e. consumption and investment, are better in the SW model. For inflation, FFR, and hours, the SWBF is still the best model. This analysis also confirms the point density forecast in favor of the SWBF for inflation and FFR. No clear pattern emerges for wage.
In addition, we report a graphical representation of the Probability Integral Transform (PIT) using histograms. The PITs were developed by Rosenblatt (1952) , Dawid (1984) , Kling and Bessler (1989) , and introduced in an economic application by Diebold et al. (1998) . We can define the PIT as the transformation:
where f (u) is the ex ante forecast density and x τ is the ex post observed data. If the density forecast is well calibrated, p τ should be independently and uniformly distributed on the uniform interval (0,1) as noted by Dawid (1984) , Diebold et al. (1998) and Diebold et al. (1999) . Moreover, at the one step ahead horizon, PITs are independently distributed, while independence may be violated at longer horizons since multi-step-ahead forecast errors are serially correlated (see Knüppel, 2015 , for more details). As described in Diebold et al. (1998) Kolasa et al. (2012) , the DSGE models impose tight restrictions on the data, hence its misspecification should be absorbed by stochastic shocks (see Gerard and Nimark, 2008, and Schorfheide, 2009 ).
Most probably, during a short sample, such as 2009-2013, the DSGE model restrictions fail 11 We draw the histogram of PITs following the setup proposed by Kolasa et al. (2012) to match the data. For the output growth forecasts, a large fraction of PITs falls into the 0.4−0.6 bin and the peak in the middle of the histograms of the output growth forecasts shows an overestimation of uncertainty. This result is similar to the ones reported in Del Negro and Schorfheide (2013), Kolasa et al. (2012) and Wolters (2015) and it indicates that the predictive distribution is too diffuse (Del Negro and Schorfheide, 2013) . 12 
Conclusion
The Great Recession made it evident that credit market conditions play an important role in affecting business cycle fluctuations. This paper evaluates the forecasting performance of a dynamic stochastic general equilibrium (DSGE) model featuring a banking sector versus a standard DSGE modelà la Smets and Wouters (2007) We find a regime change in the estimated parameters/shocks of the SW model, while the change is less evident in the SWBF model due to its richer modelling structure. The variation in the estimation of shocks and parameters implies that the role of shocks in affecting macroeconomic variables is also changing over time and across models' specification. A comparison of the rolling root mean square forecast error indeed reveals that the empirical ranking among models changes over time. In particular, adding a banking sector helps improving the forecasting performance of output growth and inflation in the most recent period. Density forecast analysis confirms the results of the point forecast.
This exercise turns out to be useful also for policy-making since there might be frictions which are more important in some episodes. This would lead eventually to the appropriate design of policy instruments alleviating the severity of the financial frictions. Data are transformed as in Smets and Wouters (2007) . In particular, GDP, consumption, investment and net worth are transformed in real per-capita terms by dividing their nominal values by the GDP deflator and the civilian population. Real wages are computed by dividing compensation per hour by the GDP deflator. As shown in the measurement equations, the observable variables of GDP, consumption, investment, wages and net worth are expressed in first differences. Hours worked are multiplied by civilian employment, expressed in per capita terms and demeaned. The inflation rate is computed as a quarter-on-quarter difference of the log of the GDP deflator. The fed funds rate is expressed in quarterly terms. Remaining variables are expressed in 100 times log. All series are seasonally adjusted. In the robustness exercise in Section B, the spread is computed as the difference between the bank prime loan rate and the 3-month Treasury bill rate and it is expressed in quarterly terms. Data on spreads are also extracted from the ALFRED database of the Federal Reserve Bank of St.
Louis. Figure 13 shows the one quarter forecast series for output growth, investment growth, inflation, and federal funds rate (FFR) for the SWBF and the SW model for the whole forecasting period. The predictions for the two DSGE models are similar to the ones shown in Figure 1 .
B.1 Point forecast evaluation
Hence results are robust to the use of the different financial observable variable.
We now compute Mean Forecast Error (MFE). Table 8 shows the MFE of the SWBF model over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . Results are remarkably similar to the ones in Table 2: there is no bias for consumption; inflation, the nominal interest rate, wage and hours are underpredicted; output and investment are overpredicted. Same rationale applies to the MFE over the period 2009-2013, reported in Table 9 . The only difference from that there is no bias for the wage variable. Tables 10 and 11 Results are robust also for the analysis of the rolling RMSFE. Figure 16 shows the difference between the RMSFE of the SW model and the SWBF model for one step-ahead forecasts.
On average the SW model yields better forecast for output growth, but in the starting period and around 2011; while the SWBF model is preferable for forecasting inflation. Tables 12 and 13 
B.2 Density forecast evaluation

