Abstract-Digital pathology and microscopy image analysis is widely used for comprehensive studies of cell morphology or tissue structure. Manual assessment is labor intensive and prone to interobserver variations. Computeraided methods, which can significantly improve the objectivity and reproducibility, have attracted a great deal of interest in recent literature. Among the pipeline of building a computer-aided diagnosis system, nucleus or cell detection and segmentation play a very important role to describe the molecular morphological information. In the past few decades, many efforts have been devoted to automated nucleus/cell detection and segmentation. In this review, we provide a comprehensive summary of the recent state-of-the-art nucleus/cell segmentation approaches on different types of microscopy images including bright-field, phase-contrast, differential interference contrast, fluorescence, and electron microscopies. In addition, we discuss the challenges for the current methods and the potential future work of nucleus/cell detection and segmentation.
images presents significant challenges for manual image analysis, which might lead to large interobserver variations [7] ; on the other hand, the CAD can greatly reduce the bias and provide accurate characterization of diseases [8] . In addition, it allows personalized treatments that can significantly benefit the patients. In order to handle large-scale image datasets, grid computing [9] [10] [11] and computationally scalable algorithms [12] [13] [14] are reported for high-throughput pathology image analysis. Another advantage of automated methods is that they can easily provide reproducible and rigorous measurements of important image features, which will be used with clinical followup, and thus, allows comparative study and potential prognosis and personalized medicine.
A critical prerequisite in CAD is nucleus/cell detection and segmentation, which is usually considered as the basis of automated image analysis. It provides supports for various quantitative analyses including calculating cellular morphology, such as size, shape, texture, and other imagenomics. However, it is difficult to achieve robust and accurate nucleus/cell segmentation. First, pathology, especially histopathology, and microscopy images often exhibit background clutter with many noises, artifacts (e.g., blurred regions) introduced during image acquisition, and potential poor contrast between the foreground and the background. Second, there exist significant variations on nucleus/cell size, shape, and intracellular intensity heterogeneity. Finally, nuclei/cells are often clustered into clumps so that they might partially overlap with one another. Many efforts have been made to achieve automated nucleus/cell detection and segmentation, aiming to tackle some or all of these challenges.
Currently, there are several reviews on automated pathology image analysis. The review in [15] summarizes the CAD system technologies for histopathology image analysis, which covers preprocessing (color and illumination normalization), nucleus and gland segmentation, feature extraction, and classification. Some other CAD systems on histopathological images can be found in [16] and [17] . A specific review on breast cancer histopathology image analysis is presented in [18] , which additionally covers mitosis detection and proliferation assessment. Fuchs and Buhmann [19] have provided a broader overview of a workflow in computational pathology, which consists of three components: image data acquisition and ground-truth generation; image analysis including object detection, segmentation, and recognition; and medical statistics in terms of survival analysis. Kothari et al. [20] have presented a review on histopathological WSI informatics methods, which includes image quality control, feature extraction, predictive modeling, and visualization. All of these publications are not specifically summarized for nucleus/cell detection and segmentation, and thus, many recent state-of-the-art detection and segmentation algorithms are not discussed. Recently, Irshad et al. [21] have reported a survey on the methods for nucleus detection, segmentation, feature extraction, and classification on H&E and IHC-stained histopathology images, but many recent nucleus/cell detection segmentation algorithms on other types of staining images are still missed.
In this review, we extensively and specifically look at the recent state of the arts on automated nucleus/cell detection and segmentation approaches on digital pathology and microscopy (bright-field, phase-contrast, DIC, fluorescence, and electron microscopies) images. We will introduce the major categories of detection and segmentation approaches and explain the mathematical models for basic methods, with discussing their advantages and limitations. The preprocessing techniques including color normalization and image denoising, which are presented in [15] , [21] , and [22] , and extraction of regions of interest, which are introduced in [23] [24] [25] , prior to the detection or segmentation will not be reviewed in this paper. Meanwhile, although immunohistochemical staining is also used to facilitate manual assessment of image analysis [26] , [27] , it is beyond the scope of this review. We mainly highlight the work after 2000 but some basic methods before that will also be introduced. In addition, we will discuss the problems that many current cell detection and segmentation algorithms might not completely resolve, and provide the future potentials as well. For notation convenience, the nomenclature used in this review is listed in Table I .
II. NUCLEUS AND CELL DETECTION METHODS
In this review, nucleus/cell detection is viewed as obtaining the object location without accurately delineating the boundaries, and it is usually referred to as marker or seed seeking near the object centroids, one per nucleus/cell. The marker can be a single point or a small region inside the object. Clearly, marker detection can provide support for nucleus/cell counting, tracking, and segmentation. Although different types of microscopy images or staining images exhibit significant variations on image characteristics such that each might require a specific algorithm for nucleus/cell detection, the major methods presented in recent literature can be broadly classified into several groups based on their underlying algorithms: DT, morphology operation, HIT/HAT, LoG filtering, MSER detection, HT, radial symmetry-based voting, and supervised learning. For each group, we will first introduce the underlying algorithms, and then, the variants and applications on specific types of images. Note that the whole procedure of a marker detection method might combine several basic algorithms as well as other methods for specific object detection. For better comparison and illustration, we summarize those journal publications containing nucleus/cell detection in Tables II-IV. In the columns of DET results and SEG results of these tables, we report the detection and segmentation accuracy, respectively, if there exist specific quantification reported in the publications; otherwise we provide only the metrics. Note that the goals of many works are to segment or classify nuclei/cells based on the detection results so that they might not provide specific quantitative analysis of the detection but only quantify the segmentation or the classification.
A. DT
A simple approach to detect markers is DT, which assigns each pixel/voxel with the distance to the nearest feature point [49] . In nucleus/cell detection, the feature points are usually selected as the edge pixels/voxels in a binary image and Euclidean distance is chosen as the metric. Therefore, ideally the local maxima in the generated distance map correspond to the centroids of nuclei or cells. EDT is often paired with watershed segmentation, since the inverse distance map eliminates many unnecessary local minima that will lead to serious oversegmentation, and the remaining minima serve as the seeds for watershed transform flooding. Adiga et al. [28] have exploited a DT to detect nucleus centers in breast cancer histopathological images, Yan et al. [29] have used EDT to locate nucleus centers as seeds for subsequent watershed segmentation in RNAi fluorescence images, and some other similar EDT-based nucleus centroid detection methods for fluorescence microscopy images are reported in [30] and [50] . However, EDT is only effective on regular shapes in a binary image, and small variations on the edge pixels will result in false local maxima. Therefore, it might fail to detect overlapping nuclei or cells. In [31] and [32] , the original intensity is first added to the distance map, then a Gaussian filter is applied to the combined image for noise suppression, and finally, the local maxima are detected by tracing simulated particles in the GVF of the combined image. Since nonlocal maxima have very few accumulated pixels, a simple threshold is applied to the number of accumulated pixels to detect local maxima, which correspond to the centers of HeLa cell nuclei in fluorescence images. In [33] , Lin et al. have proposed a gradient weighted-DT method to locate nucleus centroids in 3-D fluorescence images, which applies a multiplication to the distance map and the normalized gradient magnitude image. Although image intensity or gradient information is used to improve the distance maps, it is often not sufficient to handle appearance variations of the complex histopathological images so that it might lead to overdetection.
B. Morphology Operation
Based on the mathematical morphology theory, binary morphological filtering is a technique processing the images with a certain structure element, such as circular disk, square, cross, etc. [51] . It performs image filtering by examining the geometrical and topological structures of objects with a predefined shape. There exist four basic shift-invariant operators: erosion, dilation, opening, and closing, which can be used to generate other basic morphological operations such as boundary extraction, hole filling, skeletonizing, etc. The binary mathematical morphology can be extended to gray-scale morphology and directly applied to gray-scale images [52] , [53] . Some widely used operators, such as top-hat and bottom-hat transforms, are derived from those basic gray-level operators and can be used for image enhancement, which facilitates further image analysis such as extracting small objects.
UE is a popular mathematical morphology operation for marker detection. It repeatedly applies a series of erosion operator to each connected component until one more erosion will completely remove the component [54] . In this way, touching or overlapping objects can be separated. However, UE might produce more than one marker per object in noisy images. In order to address this issue, Park et al. [34] have proposed an improved UE operation that exploits a noise-robust measurement of convexity as the stopping criterion for erosion. Specifically, starting with a binary image, for each non-convex connected component it iteratively performs an erosion with a one-pixelradius disk structure element until the component is convex. The convexity (or concavity) is measured based on the sensitivity to the coarseness of digital grids [55] . This method is validated for nucleus-like nanoparitcle detection in electron microscopy images, and generally can provide an earlier stopping for erosion than the traditional UE. Nevertheless, it is designed for binary images, and perfect binarization is not easy on H&E-stained histopathology images.
Instead of relying on UE, Yang et al. [35] have presented a conditional erosion method to detect nucleus markers in fluorescence microscopy images. Considering the elliptical shapes of nuclei, it defines four 7 × 7 mask structures for coarse erosion and two 3 × 3 mask structures for fine erosion. The former can preserve object shapes, and the latter is used to avoid undersegmentation. Given two threshold T 1 and T 2 , it applies a coarse-to-fine strategy to marker detection with three steps: 1) erode iteratively with coarse structures until the component size is smaller than T 1 , 2) repeat the erosion with fine structures until the component size is smaller than T 2 , and 3) collect the components from previous two steps as markers. Similar to UE, this conditional erosion is defined on binary images, and meanwhile it requires two extra predefined thresholds for termination, which need to be carefully selected for different pathology and microscopy images. Hodneland et al. [36] have proposed a morphology operation-based cell detection approach on 3-D fluorescence images. It first applies adaptive threshold [56] to ridge extraction, and then, performs iterative close operation with an increasing-radius circular structure element to link the gaps in the binary edges. The holes in the closed objects are detected as candidate markers, which are further refined by removing Algorithm 1: Gray-scale morphological reconstructionbased nucleus detection in [37] 1. Obtain initial candidate nucleus centroids based on gray-scale morphological reconstruction [58] 2. Refine the nucleus centroids by searching nucleus boundaries from the centroids in the morphological gradient image 3. Remove redundant centroids based on a distance-dependent rule 4. Recognize true nucleus centroids from others using FCM [59] or SVM [60] those area smaller than a userdefined threshold. This method is suitable for those images in which nucleus/cell boundaries are easy to extract. Without converting into binary images, gray-scale morphology operation has also been applied to nucleus/cell detection. Plissiti et al. [37] have presented a gray-scale morphological reconstruction-based nucleus detection on Pap smear images, which can be summarized as the four steps in Algorithm 1. Another similar strategy [38] in the manner of "first candidate generation, and then, classification" is reported for mitotic cell detection on H&E-stained multispectral microscopy images. It first creates candidate regions based on opening-by-reconstruction and closing-by-reconstruction, then segments out the intact regions with local thresholding, and finally, applies an SVM to mitotic cell classification. Gray-scale morphology-based marker detection can also be found in [57] , which identifies nuclei in RNAi fluorescence images. In [39] , a white blood cell detection algorithm applies morphological gray reconstruction based on a fuzzy cellular neural network to complete contour extraction of white blood cells.
C. HIT/HAT
HIT is based on the morphology operation, and it is widely used in local minima detection. Given an initial image A (e.g., an inverse distance map) and a depth value h, HIT [51] is represented by
where R ε denotes the operator of morphological reconstruction by erosion. In the resulting image, all the regional minima whose depth is not larger than h are suppressed and the initially connected components can be split in terms of the detected minima. The parameter h plays a significant role in the marker extraction: a larger value might lead to undersegmentation and conversely a smaller value can result in oversegmentation. Compared with DT using all minima as markers, HIT can remove spurious local minima caused by uneven object shapes or noises and generates correct markers. On the contrary, HAT suppresses the regional maxima whose height is not larger than h. In order to improve the robustness, it is often necessary to perform image enhancement before HIT/HAT. Like DT in pathology and microscopy image analysis, HIT/HAT is usually used to generate markers for watershed transform-based nucleus or cell segmentation.
Algorithm 2:
HAT-based nucleus detection in [41] 1. Normalize intensity by its maximum value in the blue channel 2. Perform top-hat filtering to reduce the effects of color diffusion 3. Segment out the foreground by Otsu's method [63] 4. Identify and fill the holes in a single nucleus 5. Apply HAT to marker detection HIT/HAT is very popular in locating nuclei/cells in biomedical images. Plissiti and Nikou [40] have applied HIT to overlapping nuclei detection in Pap smear images, which are smoothed in advance by a Gaussian filter, and then, enhanced by histogram equalization. Raimondo et al. [41] have proposed an HAT-based nucleus detection approach on FISH images, and the details are listed in Algorithm 2. Similar procedures for nucleus detection are applied to IHC-stained breast cancer images [61] and phase contrast microscopy images [42] . In [43] and [62] , HAT is applied to nucleus marker detection in original intensity images, which will guide the subsequent watershed segmentation in fluorescence microscopy images. These methods require a properly predefined h value, which is not easy to achieve in real applications.
An adaptive HIT algorithm is presented in [44] , which iteratively increases the h value until a region merging occurs. In this scenario, it can select an optimal h value such that resulting markers preserve the shapes of nuclei. However, it ignores the nucleus size such that the number of the nuclei might not be adaptively determined [45] . In [46] , an adaptive HAT method is applied to automatic detection of uterine natural killer (uNK) cell nuclei in endometrial histopathology images. Specifically, it clusters the image intensity histograms into multiple ranges with K-means, and then, selects the h value based on the upper bound of the range corresponding to the uNK nuclei. In addition, it detects the stromal cell nuclei using a local isotropic phase symmetry measure and a boundary searching strategy for redundant detection elimination. Jung and Kim [45] have proposed an HIT-based nucleus marker extraction method on cervical and breast cell images. Starting from the (initial) number m of regional minima, it iteratively decreases m by increasing the depth until m reaches zero. Within each iteration, it performs marker-controlled watershed segmentation and evaluates the segmentation distortion S(w h ), which is defined using an ellipse fitting model [64] 
where w h and w h,i represent the segmentation result using h value and the ith nucleus of w h , respectively. AFR(·) denotes the average of the fitting residuals. n h,i and b h,i,j are the number of boundary points and the jth boundary point on w h,i , respectively, and r(b h,i,j , F h,i ) is the distance from b h,i,j to the closet point on F h,j , which is a fitting contour. Finally, the optimal h value is determined by minimizing the segmentation distortion. A similar algorithm with weighted average fitting residuals is reported in [65] to locate nuclei in fluorescence microscopy images. Another HIT algorithm with automatic selection of the h value for cell detection is presented in [66] , which exploits the variance in the cell areas to evaluate the segmentation quality and the optimal h corresponds to the case with a minimum area variance. The h value in HAT can also be determined in terms of the intensity contrast between the nuclei and the background in phase contrast microscopy images [47] , [48] .
D. LoG Filtering
In medical image analysis, the LoG filter is one of most popular methods to identify small blob objects, which usually correspond to the central regions of nuclei or cells in microscopy images. Given an image I(x, y), the convolution of I(x, y) with the LoG filter is represented as [84] 
where ∇ 2 and G(x, y; σ) represent the Laplacian operator and the Gaussian kernel with scale parameter σ, respectively. In order to handle object scale variations, Lindeberg [85] has presented a multiscale LoG blob detector by introducing a normalizing factor γ into (4)
By using the γ, this normalized LoG filter can obtain scale invariance such that the object size can be determined at the scale corresponding to the maximal LoG response. Byun et al. [67] have successfully applied an LoG filter with a specified scale to nucleus locating on retinal images, but this method assumes that the object size is known a priori. Later, the scale-normalized LoG filter [85] is used to detect cells on phase-contrast microscopy images [86] , [87] ; nevertheless, it might fail in touching or overlapping objects which exhibit weak boundaries. To tackle this issue, Al-Kofahi et al. [68] have introduced a multiscale LoG filter constrained by a Euclidean distance map to detect nuclei in histopathology images. It is mainly composed of four steps: 1) calculate the filter response using (5) with γ = 2 and a set of σ ∈ [σ min , σ max ]; 2) exploit the distance map to constrain the maximal scale and obtain R(x, y) = arg max
represents the distance map; 3) seek local maxima of R(x, y) as seeds; and 4) use a local-maximum clustering algorithm [88] to remove false seeds caused by minor peaks in the distance map. Instead of using local-maxima clustering, Chang et al. [69] have exploited the response strength and the blue ratio intensity to constrain the LoG-based nucleus marker selection on H&E-stained histopathology images.
In order to detect rotationally asymmetric blobs, Kong et al. [70] have proposed a generalized LoG filter to identify elliptical blob structures and successfully applied it to nucleus detection in digitized pathological specimens and cell counting in fluorescence microscopy images. Different from the conventional LoG detector, it defines the Gaussian kernel as
where Z is a normalization constant. The parameters a, b, and c control the shape and the orientation of G(x, y). Another improvement of the LoG filter is presented in [71] , which applies Hessian analysis to the LoG-based detection. Specifically, it first smooths the input image with a multiscale LoG filter, then segments the candidate blobs by identifying the optimal scale based on Hessian analysis, and finally, refines the blobs using an unsupervised GMM. This detector is computationally efficient and has been applied to nucleus detection in both pathology images and fluorescence microscopy images. Similarly, Lee et al. [72] have used the determinant of the Hessian matrix to detect nucleus markers in third-harmonicgeneration microscopy images. Blob detection using other filters can be found in [73] and [89] . Due to the approximately convex shapes of Drosophila Kc167 nuclei in fluorescence microscopy images, a sliding band filter [73] is applied to nucleus detection, which is robust to image noise. In [89] , a bilateral filter is applied to the intensity images and the local maxima are detected based on a 3 × 3 window, and thereafter pairwise grouping is used to detect final cell markers.
E. MSER Detection
The MSER detector [90] is also used to locate blob objects. Similar to the procedure that applying an increasing intensity threshold to a gray-level image, it generates a set of nested extremal regions based on the level sets in the intensity landscape and considers one region to be stable using a local intensity minimum-based criterion. In microscopy image analysis, the MSER-based blob object detection algorithm usually consists of two major steps: 1) generate a sufficient number of extremal regions, and 2) recognize those regions corresponding to real nuclei or cells.
Lu et al. [91] have applied this strategy to nucleus detection in Pap smear microscopy images, and simply used the eccentricity to evaluate the MSER detected blobs and filter out those least circular ones that do not correspond to real nuclei. The same algorithm is also presented in [74] , which combines the blob appearance information and the shape properties as the criteria to filter out the undesired extremal regions. However, these criteria require empirical selection of the parameter values, which might limit the algorithm's applications. On the other hand, Arteta et al. [92] have formulated the region selection an optimization problem and proposed a more general framework for nucleus/cell detection on multiple microscopy modalities including bright field, fluorescence, and phase contrast. Specifically, it first generates a set of candidate cell-like regions using the MSER detector, then assigns a score to each candidate region using a statistical model with cell appearance, and finally, selects a set of nonoverlapping regions matching the model using dynamic programming by maximizing the total scores. This framework is extended to handle tightly overlapping cells in [75] , which can identify the blobs corresponding to multiple overlapping objects, and this method have also been applied to cell detection in time-lapse microscopy image sequences [93] . Similarly, Bise and Sato [76] have used this "generate, scoring, and select" strategy to detect cells in DIC microscopy images and 3-D image data. The main differences are that it uses multilevel thresholding to create candidate regions and binary linear programming to maximize the scores for region selection.
F. HT
Since nuclei usually exhibit circular or elliptical shapes in pathological images, HT [94] , [95] based nucleus detection has attracted many research interests. In the 2-D xy-plane (it can be easily extended to 3-D representation), a circle with center at (a, b) = (a 0 , b 0 ) and radius equal to r = r 0 is presented by
For each point on the circle, the loci for the parameters (a, b, r) form a cone in the parameter space, and the cones corresponding to all the circle points pass through a common point (a 0 , b 0 , r 0 ), which represents the location and the size of the circle in the xy-plane. For a specific radius r 0 , this discrete voting strategy actually produces a vote distribution in the Hough-transformed image, and the point at pixel (a 0 , b 0 ) collects the most votes and exhibits the highest value. In [96] , the HT has been generalized to deal with arbitrary shapes. Therefore, based on the nucleus/cell edges, HT can locate the targets by seeking peaks in the transformed parameter space. The search space can be narrowed down by introducing the gradient direction into the voting procedure [96] . Ramesh et al. [97] have first thresholded the haematopoietic cell regions in bone marrow images, and then, applied the circular HT to haematopoietic cell detection. Zanella et al. [98] have first applied the Canny edge detector [99] to confocal images of zebrafish embryogenesis, and thereafter, used the 3-D HT with a range of predefined radius values and a variation of the gradient direction to identity the nucleus centroids, which are recognized by detecting the local maxima in the Hough space. Bergmeir et al. [77] have applied a randomized HT to Canny detectorgenerated edge maps for nucleus detection, which serves as contour initialization for subsequent level-set-based nuclei segmentation in cervical images. In order to enhance the robustness, it performs mean-shift filtering for noise elimination before edge detection. Some other similar methods directly using the HTgenerated local maxima as the nucleus locations can be found in [100] and [101] .
However, the HT might generate false peaks due to image noise, incorrect edge extraction, or touching objects. Therefore, it is necessary to perform further analysis to remove the false detection. Ortiz De Solorzano et al. [102] have proposed a nucleus detection algorithm based on the 3-D generalized HT, which consists of the following major steps: 1) calculate the magnitude and the direction of the image gradient with a 3 × 3 Sobel filter, 2) use the HT to generate the transformed image that records the votes, 3) exploit a Gaussian filter to remove Algorithm 3: HT-based cell detection in [103] 1. Detect good cell edges with the pixel-wise classifier (Ilastik) [104] 2. Use the generalized HT to generate the transformed image 3. Employ a Gaussian filter to smooth the transform image and obtain continuous votes 4. Extract local maxima regions with HAT 5. Identify those maxima regions centered at real cells with ILP noises in the transformed image, and 4) extract the peaks in the image to be the nucleus locations by using morphological reconstruction [58] . Instead of relying on Gaussian smoothing and morphology operation, Filipczuk et al. [78] have evaluated the HT-generated candidate circles using an SVM classifier with three features: 1) the average intensity inside the circle, 2) the long run high gray-level emphasis texture, and 3) the percentage of nuclei pixels according to the nuclei mask. This algorithm has been validated using breast cancer cytological images and produced encouraging performance. For yeast cell detection in bright-field microscopy images [103] , ILP is used to refine the detection produced by the HT, and the details of this approach are listed in Algorithm 3. In particular, the optimization problem is solved by minimizing the shortest Euclidean distance between the edge elements and the cell center candidates.
G. Radial-Symmetry-Based Voting
Radial symmetry transform [105] , [106] , which is designed to detect points of interest, can be used to locate the centroids of nuclei or cells. Nevertheless, the high computational complexity limits its practical applications. Fortunately, Loy and Zelinsky [107] have proposed a FRST to significantly decrease the time cost such that it is well suitable for real-time vision applications. It maps an input image into a transformed image in which the points with high radial symmetry is highlighted. In other words, these points collect higher responses than the others. Specifically, for each radius r ∈ R = {r 1 , ..., r N }, FRST votes along the direction of image gradient at each point p to determine the positively affected pixel p +ve (p) and negatively affected pixel
where g(p) represents the gradient at p and the round operator rounds each vector element to its nearest integer. Based on these pixels, an orientation projection image O r and a magnitude projection image M r are generated as follows: for each positively (or negatively)-affected pixel, the corresponding point p +ve (or p −ve ) in O r and M r is increased (or decreased) by 1 and ||g(p)|| 2 , respectively. Thereafter, the radial symmetry transform is defined as
where
α controls the radial strictness, and k r is a scaling factor. Veta et al. [108] have applied the FRST to nucleus detection in H&E-stained breast cancer images. However, the FRST might produce false peaks in the transformed image due to clustered nuclei, and the radius range needs careful selection to handle nucleus scale variations. In addition, many nuclei or cells exhibit elliptical but not circular shapes, thereby presenting significant challenges for the FRST. In [109] , a distancebased non-maximum suppression method is used to refine the FRST-generated candidate nucleus centroids in FISH images. For centroblast detection in follicular lymphoma images [79] , it first uses the FRST to generate a set of candidate cell regions (combined with the foreground segmentation), then calculates the size, eccentricity, and Gaussian distribution of the gray-level run length matrix features, and finally, picks the true centroblasts by applying thresholding values to these measurements for refinement. On the other hand, Ni et al. [110] have generalized the FRST to directly handle elliptical objects by introducing an affine transform into (8) and (9) 
where G represents the affine transform matrix, and
The generalized FRST can effectively detect elliptical nuclei in H&E histopathological images. However, it introduces new parameters for the affine transform. Instead of using the interest-point operators, Parvin et al. [111] , [112] have proposed an iterative voting approach, which is adaptive to geometric perturbation and can handle elliptical objects. It defines a set of cone-shaped kernels that vote iteratively for the likelihood of the object centers. These kernels are initially aligned along the gradient direction, and within each iteration, their orientations are aligned along the maximum responses of the voting space and their shapes are updated by reducing the size. In this scenario, the object center is iteratively refined until it converges to a single response. Formally, let I(x, y) denote the original image, and ∇I(x, y) be the gradient, for each pixel (x, y), the algorithm defines its voting area A with vertex at (x, y), radial range [r min , r max ] and angular range Δ, the gradient magnitude-based iterative voting updates 
, where
Calculate the centers of the objects as This iterative voting technique has been used to detect the centers of yeast cells in DIC microscopy images [113] and red blood cells in bright-field microscopy images [114] . A similar approach applicable to gray level images is reported in [115] to decompose cell clusters in histopathological images, which updates the vote image with a weighted combination of the gradient magnitude and the gray value image. In addition, a median filter is used to smooth the final vote landscape for facilitating local maxima seeking. Another iterative method, namely regularized centroid transform [116] , has been reported to locate clustered nuclei in fluorescence microscopy images. It moves the boundary points to the local object center along a minimum energy path, which is regularized with a smoothness constraint. Instead of conducting iterative voting, Qi et al. [80] have proposed a single-pass voting to detect the nucleus on breast cancer TMA and blood smear images, which performs only one round of voting and computes the nucleus centers by applying the mean shift clustering [117] to the vote image. The marker detection results using this method on several sample images are shown in Fig. 1 . Considering the nucleus scale variations, a single-pass voting with multiple scales is presented for nucleus locating in H&E-stained lung cancer images [81] , [118] [119] [120] and IHCstained pancreatic NET images [82] , [121] . In [83] , a similar single-pass voting in applied to only touching or overlapping nuclei that are discriminated from those isolated nuclei by using ellipse descriptor analysis, and thus, reduces the number of voting points. All of these radial-symmetry-based voting methods require a careful choice of the parameters defining the voting areas.
H. Supervised Learning
To deal with complex nature of pathology (especially histopathology) images, nowadays supervised learning-based methods have attracted much attention. Supervised learning is a machine learning technique aiming to infer a mapping function or model from training data [130] . The nucleus/ cell detection is usually formulated as a pixel/voxel-wise or superpixel/supervoxel-wise classification problem, and a specific model is learned to map new data examples into discrete labels. Many classifiers with various feature representations are presented in the literature, and here, we mainly focus on SVM, random forests, and deep neural networks, which are nowadays very popular in nucleus or cell detection.
1) SVM:
Traditionally, an SVM is a nonprobabilistic binary classifier, aiming to find a hyperplane with a maximal margin to separate high-dimensional data points [131] . Given a set of training data {(
, where x i ∈ R p and y i ∈ {1, −1}, an SVM solves the following problem:
where the φ(x x x) maps the data points into a high-dimensional space. C > 0 is a penalty parameter to control the violation, which is represented by the slack variables ξ ξ ξ. Su et al. [122] , [132] have applied a binary SVM classifier to automatic myonuclear detection in isolated single muscle fiber fluorescence images. It consists of four major steps: 1) extract foreground edges by applying Otsu's method [63] to the fused z-stack image, 2) fit a sufficient number of ellipse hypotheses using heteroscedastic Errors-in-variable regression [133] , 3) use an SVM with a set of specifically designed ellipse features to select the good candidate fittings, and 4) apply inner geodesic distance-based clustering to ellipse refinement, which determines the locations of myonuclear centers. In [134] , a linear SVM classifier with RGB-value feature representation is exploited to detect nuclei in H&E-stained prostate images, along with a nonmax suppression heuristic. Mao et al. [123] have proposed a supervised learning approach for nucleus detection and segmentation in bladder cancer images. First, it trains a linear SVM classifier to convert color images into gray-level images, and then, uses Otsu's method [63] to segment out the nucleus regions. Second, it extracts the intensity values along the valley lines between minima from both gray-level and complemented distance images, and learns another SVM classifier (with selected features by an orthogonal sequential forward search method), which is used to merge falsely detected minima. Another two-step supervised learning method [135] is reported for mitotic cell detection in H&E-stained breast cancer images. In the first stage, a random forest classifier [104] with local intensity and gradient information is learned to obtain a number of candidates, and then, adopts local adaptive thresholding to segment out these candidates. In the second stage, a Gaussian kernel-based SVM model with global cell features [136] is used for final prediction. Khan et al. [137] have presented a learning approach for mitotic cell detection in breast cancer histopathology images, which models image intensities with a Gamma-GMM and performs pixel-wise classification in testing images, then generates a set of candidate regions, and finally, distinguishes mitotic from nonmitotic cells using an SVM classifier with a set of texture features.
2) Random Forests: Random forests [138] are popular due to fast training and testing, and fair error tolerance in training data. A decision forest F = {T t } is an ensemble of decision trees T t , which are trained independently on randomly selected samples S = {s i = (x i ∈ X , y i ∈ Y)}, where X and Y denote the spaces of input features and output labels, respectively. For each node n in a decision tree, a split function h(x, θ θ θ n ) is chosen to split the samples S n into left S n L or right S n R , and it is optimized by maximizing the information gain
where H(·) is the class entropy function. The split function h(x, θ θ θ n ) is often chosen as a stump function for efficiency [139] . The training procedure persistently splits the samples until either a maximal depth is reached, or too few samples are left, or information gain falls below a certain threshold. In runtime testing, a decision tree T t (x) produces the predictions by recursively branching a feature sample x ∈ X left or right down the tree until a leaf node is reached, and a majority voting or an average is applied to the predictions of all the decision trees for classification or regression.
Mualla et al. [124] , [140] have applied a random forest to cell detection in microscopy images. It is composed of five major stages: 1) extract keypoints using SIFT [141] , 2) discriminate cell keypoints with a BRF [142] that uses bootstrap sampling to handle imbalanced training data, 3) classify the cell keypoints into two categories corresponding to inner profiles and cross profiles using a BRF to measure the similarity between keypoints, 4) apply agglomerative hierarchical clustering to the keypoints based on the similarity, and 5) calculate the weighted mean of keypoints as the final location of cell center for each cluster. The difference is that the keypoint features and the profile features in [140] are calculated from the transport of intensity equation solution or the low-pass monogenic local phase images, while defocused images are used in [124] .
Gall et al. [143] , [144] have introduced a general object detection algorithm, namely Hough forests, which constructs discriminative class-specific part appearance codebooks based on random forests that are able to cast probabilistic votes within the HT framework. In [145] , Hough forests are incrementally trained to detect mitotic cells in DIC microscopy images. For random forests training, a set of small patches S = {s i } are randomly sampled from bounding-box annotated image data. Each patch s i is associated with a class label c i and an offset vector d i of the patch center to the bounding-box center. A node n is randomly assigned as a classification or regression node, whose objective function (19) or (20) is
where p(c|S n ) is the percentage of samples with label c in S n , andd is the mean of offsets d i of the positive samples in S n . After the tree is built with (18) , a split function is stored at each node, and the patches arriving at the leaf nodes have low variations in both class labels and offsets. Therefore, the leaves, which store the positive offsets, can cast probabilistic votes with low uncertainty about the existence of object centroids near the patch [144] . In order to handle an interactive annotation task, the Hough forest is trained in an incremental way similar to the online learning of Hough forests [146] , with the exception that the leaves additionally store the patches [145] .
3) Deep Neural Networks: Deep leaning-based models, especially CNN, have attracted particular attention recently [147] [148] [149] . Different from SVM and random forests that rely on hand-crafted features for object classification, CNN can automatically learn multilevel hierarchies of features that are invariant to irrelevant variations of samples while preserving relevant information [150] , [151] , and has achieved great success on image classification and scene labeling [152] , [153] . A CNN usually consists of successive pairs of convolutional and pooling layers, followed by several fully connected layers. A convolutional layer learns a set of convolutional filters, which will be used to calculate output feature maps, with each convolutional filter corresponding to one output feature map. The pooling (often chosen as max-pooling) layer summarizes the activities and picks the max values over a neighborhood region in each feature map. The fully connected layer learns more higher level feature representation and the last is often a softmax layer (fully connected), which outputs the probability that the input patch belongs to a certain category [154] .
Ciregan et al. [155] have applied a deep CNN to automatic mitotic cell detection in breast cancer histology images. With raw intensities of the testing image, the CNN provides a probability map, in which each pixel value is the probability of the centroid of a mitotic cell. Next, the probability map is smoothed with a disk kernel and final centroid detection is obtained with nonmaxima suppression. Similarly, a nine-layer CNN [156] followed by nonmaxima suppression is applied to cell detection in wide-field microscopy zebrafish images, which are converted into the YUV color space, and a seven-layer CNN [157] is used to locate circular tumor cells in both fluorescence and phase-contrast microscopy images. In [125] , Xing et al. have learned three different CNN models corresponding to brain tumor, pancreatic NET, and breast cancer pathology images, respectively, which are applied to automated nucleus detection. Instead of using a simple nonmaxima suppression for detection refinement, Liu and Yang [158] have formulated pancreatic neuroendocrine and lung cancer nucleus detection into an optimization problem. Specifically, it consists of the following three steps: 1) generate a set of nucleus candidates using different methods including LoG [67] , MSER detection-based structure learning [92] , and iterative voting [111] , 2) score each candidate using a seven layer CNN, and 3) select a best subset of candidates using maximum-weight independent set. Considering scale variations in nuclei, Song et al. [126] have proposed a multiscale CNN framework-based nucleus detection in H&E-stained cervical images, which is composed of 1) extracting feature representation with a three-scale CNN and applying it to a two-layer neural network for pixel-wise coarse segmentation, 2) building an undirected graph based on the coarse segmentation and superpixels generated from the simple linear iterative clustering (SLIC) [159] and partitioning the graph with a fast min-cut/max-flow algorithm [160] , and 3) finally, calculating nucleus markers based on the marker seeking strategy in [161] .
If CNN models are applied to testing images in a slidingwindow manner for pixel-wise classification, it will be computationally expensive for large-scale images. In [162] , a fast scanning strategy [163] is introduced to a deep CNN, which is learned to detect pancreatic nuclei in bright-field microscopy images. Inspired by [143] and [144] , the CNN model in [162] learns an implicit Hough-voting codebook, which consists of a set of pairs of offset vectors and confidence. For a testing image, fast scanning is used to perform the convolutional operations on the entire image so that the computational complexity can be significantly improved. Each testing patch votes toward several directions with specific voting confidences, and all the votes from the image are collected in an additive way and finally a Paren-window is used to estimate the voting densities as final nucleus locations. Furthermore, Xie et al. [164] have extended the conventional CNN-based classification to structure regression for nucleus and cell detection, which generates proximity patches with the fast scanning technique [163] . Let X denote the patch space, which consists of a set of d × d × c local image patches extracted from c-channel images I. An image patch x ∈ X centered at (u, v) is represented by a quintuple {u, v, d, c, I}. It defines M as the proximity mask corresponding to image I, and computes the ijth entry in M as
where D(i, j) represents the Euclidean distance from pixel (i, j) to manually annotated nucleus or cell center, r is a distance threshold (selected as 5 pixels), and α is the decay ratio (set as 0.8). Given training data {( , which maps the image space X to the output space Y. Therefore, the optimization problem can be formulated as arg min
where L is a user-defined loss function [164] . Back propagation [150] is used to learn the model parameters. To generate the proximity map, the learned CNN structure model is applied to a testing image with fast scanning. Each image pixel receives d × d predictions from its neighboring pixels, and the average is used as its final proximity value. Finally, nucleus or cell centers are obtained by seeking local maxima in the average proximity map. This approach has been successfully applied to cell detection in breast cancer, pancreatic NET, and HeLa cell images, and the detection results on several sample images are shown in Fig. 2 .
4) Others:
A supervised learning-based template matching technique is applied to nucleus seed detection on fluorescence and bright-field microscopy images [127] , [165] . In the training stage, it learns a statistical model for nucleus texture and shapes with PCA. In the testing stage, it applies this model to the image for detection map generation, and then, locates the nucleus Centroids with distance-based nonmaximum suppression. In [166] , sparse reconstruction-based template matching is used to locate nuclei in H&E-stained lung cancer and brain tumor images. It exploits K-selection [167] to learn a nucleus patch dictionary, which is used to perform sparse reconstruction with trivial templates for testing images and generate corresponding probability maps. The mean-shift clustering [117] with weighted data is applied to final nucleus center detection. Both of these approaches can produce encouraging performance, but they locate nuclei with a sliding window technique, which might be computationally expensive on large-size images.
Dong et al. [128] have proposed a Bayesian-classificationbased leukocyte detection algorithm on intravital microscopy images, which is composed of three steps: 1) conduct ellipse matching to produce maximal gradient inverse coefficient of variation (GICOV), 2) refine cell contours using B-spline snake with the GICOV constraint, and 3) retain the optimal contours based on a learned Bayesian classifier. A mitotic cell detection method presented in [129] learns a discriminative dictionary with sparse representation and conducts mitosis classification based on the sparse reconstruction errors [168] . In [169] , a graphics-processing-unit-based two-layer artificial neural network is used to efficiently identify cells in 3-D bright-field microscopy images. Raw voxel intensities are extracted and the dimensionality is reduced by the PCA. It performs voxel-wise classification on a parallel computing platform so that it can produce high-throughput cell detection.
III. NUCLEUS AND CELL SEGMENTATION METHODS
Nucleus/cell segmentation aims to separate individual nuclei/cells with delineating their boundaries. This is very important for extracting cellular morphology features or texture, which could be potentially used to identify and grade diseases. Broadly, there exist three popular strategies for nucleus/cell segmentation [18] : 1) separate the foreground from the background, and then, split the object clumps, if present, into individual nuclei or cells, 2) identify markers of nuclei or cells, and then, expand the markers to the object boundaries, and 3) generate a sufficient number of region candidates, and then, select the best ones as final segmentation. Although some other procedures might have been also proposed, the major current nucleus/cell segmentation methods are covered by these three strategies. On the other hand, the vast majority of methods are based on a few underlying algorithms: intensity thresholding, morphology operation, watershed transform, deformable models, clustering, graph-based methods, and supervised classification. We summarize the recent state of the arts based on these categories as follows. Similar to the marker detection methods, in real applications, a segmentation approach may combine some of these algorithms as well as other methods to produce satisfactory performance. Note that in Tables II-VI, we list only the segmentation metrics if no specific quantification for segmentation performance exists in the publications.
A. Intensity Thresholding
Intensity thresholding might be the first and simplest method for nucleus/cell segmentation. Based on the assumption that the intensity distributions of nuclei/cells and the background are sufficiently and consistently distinct [53] , the image can be converted into a binary image using a global threshold or locally adaptive thresholds. It is usually empirical to select the threshold level, which highly depends on the specific images. Alternatively, Otsu's method [63] performs statistical discriminant analysis of the image intensity histograms, and chooses an optimal threshold value by maximizing the interclass variance. In order to deal with noise or nonuniform illumination, local thresholding has been introduced for segmentation. One strategy for local thresholding is to divide the image into multiple subimages, and then, binarize each subimage with a threshold value; alternatively, one can also compute a threshold at each point in its neighboring region [53] , [170] . However, compared with global thresholding, local thresholding requires an additional parameter to define the local region size.
In microscopy imaging (e.g., fluorescence), nuclei are sometimes brightly stained in a relatively uniform dark background such that a single global threshold can be used as the first step of nuclei segmentation [171] [172] [173] , and further analysis is conducted to separate touching or overlapping nuclei. Callau et al. [174] have first empirically converted the RGB color images into grayscale images and then employed a threshold to segment the epithelial cell areas for cytokeratin-19 evaluation in breast cancer TMA images. In order to obtain individual cells, it [193] 100 lymphocytes in breast histopathology level set HD/MAD: 2.1/0.9 [194] 440 GBM tumor images level set precision/recall/F-measure: 71%/79%/74.8% [195] 800 breast cancer lymphocytes level set HD/MAD: 2.1/1.1 [196] 536 benign white blood cell (benign), 397 needs further processing to split the cell areas. In [175] , a global threshold is used to segment isolated nuclei in cervical images and then incremental thresholding is applied to clustered nucleus separation with a range of threshold levels. For each level, it selects those segmented regions as nuclei based on a set of predefined criteria. In order to enhance the bimodal intensity distribution for the Otsu's-method-based image segmentation, a multiscale filter is used to improve intensity contrast [176] and a supervised SVM classifier is learned to convert color images to gray-level images [123] . Zhou et al. [177] have adopted an adaptive thresholding based on a local window to binarize HeLa cell line images, Ortiz De Soloranzo et al. [178] have used a locally adaptive thresholding method to segment nuclear regions in 3-D confocal microscopy images, and another adaptive thresholding-based method [179] is evaluated on wholeslide lung cytology images. Li et al. [180] have applied Otsu's method [63] to local small regions, which are segmented in advance by using an elastic deformable model [181] in the diffused GVF. In [182] , Otsu's method [63] is applied to color deconvolution segmented images for cell segmentation across different types of tissues. The whole procedure consists of six steps: 1) detect all possible closed contours with a contour tracing algorithm, 2) score each contour based on mean gradient magnitude and gradient fit, 3) generate a set of nonoverlapping regions by picking the locally prominent contours based on scores, 4) select the compact regions based on DT, 5) separate touching nuclei using convex hull-based concave point detection, and 6) discriminate those regions corresponding to real nuclei from the others with color deconvolution [183] followed by Otsu's thresholding [63] . To achieve satisfactory segmentation performance, intensity thresholding usually needs to cooperate with other image analysis techniques, especially for touching or overlapping object cases.
B. Morphology Operation
A mathematical morphology operation-based multiscale decomposition method is presented in [197] for cell segmentation in bright-field microscopy images. It consists of two steps: topdown erosion and bottom-up dilation. Specifically, starting from a thresholding-binarized image, it iteratively applies enhanced erosion operators with increasing scales to the image until obtaining the markers, and thereafter grows the markers with iterative dilation to reconstruct the original cell shapes, with preventing the markers from merging. However, this approach might fail in dense cell clumps and produce undersegmentation results. Wang et al. [198] have presented another iterative masked erosion and dilation approach to segment bacterial, yeast, and mammalian cells, but it enhances the procedure by modeling the object shapes, and then, selecting only those undecided regions for further proceeding within next iteration.
Mathematical morphology operation, especially gray-scale morphology, is used more often in image preprocessing to facilitate subsequent segmentation. In [199] , a self-dual multiscale morphological toggle operator is derived from scale-space grayscale morphology [200] , and it is adopted to improve gradient images with edge enhancing, thereby yielding better cell segmentation accuracy in white blood cell images. The top-hat transform used to reduce the effects of color diffusion for cell segmentation is reported in [41] and gray-scale reconstruction is applied to cell clump splitting in [58] .
C. Watershed Transform
Watershed transform is the most popular region accumulation method, which starts from certain seed points and iteratively adds connected pixels to create labeled regions [201] . Viewing the image as a landscape with the intensity representing the elevation, watershed transform floods the landscape with water from regional minima, which correspond to areas of low elevation, and builds dams to prevent water merging when water in distinct catchment basins is going to meet. The flooding procedure continues until the water reaches the highest point in the landscape. The boundaries of the dams are called watershed lines, which split the landscape into regions [202] . Watershed transform is typically applied to gradient magnitude images, but it can also be used on gray intensity images, DT maps, and other gray-scale images. Nowadays, it attracts relatively more attentions than another region accumulation method called ordinary region growing [203] .
Flooding from all the regional minima in gradient magnitude images, watershed transform might be prone to oversegmentation because of intensity variations in the foreground and the background. To tackle this problem, a practical approach, marker-controlled watershed, is widely used for nucleus or cell segmentation. A (internal) marker is a connected component in the image, which corresponds to one object of interest [53] . With the constraint that the markers will be the only allowed regional minima, marker-controlled watershed can significantly alleviate the oversegmentation. Although manual marker labeling can be applied to watershed segmentation [204] , it is inefficient for large-scale images. Therefore, the automated nucleus/cell detection methods discussed in Section II can be used to locate markers for watershed segmentation. For example, based on DT-generated markers, watershed is applied to distance maps [28] [29] [30] , [50] , intensity-fused distance maps [31] , [32] , and gradient-weighted distance maps [33] for nucleus segmentation in microscopy images. Another large set of nucleus segmentation methods using watershed in distance maps are reported in [41] , [44] , [48] , and [61] , which use HIT/HAT for marker detection. Other marker-controlled watershed segmentation methods use markers detected by morphology operation [35] , [57] , HT [103] , radial-symmetry-based voting [83] . Besides DT maps, gradient information is also used in markercontrolled watershed transform, such as nuclei segmentation in H&E-stained histopathology images [108] , H&E-stained cytology images [126] , and fluorescence microscopy images [205] . Yang et al. [206] have applied marker-controlled watershed to gradient magnitude images for cell-like particle segmentation in low-SNR fluorescence images, in which markers can be easily detected on the noise-reduced gray-scale images with featurepreserving nonlocal means filtering. With supervised learningbased markers detection in [123] , watershed transform is applied to overlapping nuclei separation in histology images; in [36] , marker-controlled watershed transform is applied to ridgeenhanced intensity images for cell segmentation in 3-D fluorescence microscopy images. Recently, watershed transform is applied to cell segmentation in a wavelet coefficient space of fluorescence microscopy images, in which noise has been significantly reduced [184] .
Another approach to deal with watershed's oversegmentation is to merge falsely segmented regions into components corresponding to real nuclei or cells based on certain predefined criteria. Although gradient-weighted DT is used for watershed segmentation in [33] , oversegmentation is still inevitable in challenging images. Therefore, a statistical object model is introduced in [33] to merge undesired regions. First, it models the nucleus distribution with a multivariate Gaussian function in the feature space, which is spanned by cellular morphology and texture of nuclei; next, for each initial segment, it calculates a merging decision criterion by combing a confidence score from the Gaussian model and the average intensity gradient value; finally, it merges those regions with a threshold-based decision if the resulting segment can provides higher measurement score than single region before merging. In order to address the oversegmentation caused by watershed, Lin et al. [185] have represented the initial partition using a hierarchical merge tree and recursively searched for the candidates with maximum measurement scores, which correspond to real nuclei. Furthermore, multiple object models [186] are introduced to the framework [185] to handle various types of cell nuclei such as neuronal and glial nuclei. For nucleus segmentation in 2-D prostate carcinoma images [43] , [62] , the mean intensity along the border is used to measure the strength and merge those weak-border regions, which are generated by applying marker-controlled watershed to gradient magnitude images. To eliminate false merging, it further applies watershed transform to the inverse DT maps, which are calculated from the previous segmentation. This approach is also adopted to segment nuclei in 3-D cervical fluorescence microscopy images [43] . Long et al. [187] have presented an automated segmentation method to assist annotation of 3-D Caenorhabditis elegans nuclei, and then, build a 3-D digital nuclear atlas, which can be used to automatically identify cells in new image stacks [207] . It merges watershed-based oversegmented regions and splits undersegmented regions using both a rule-based method with statistical information of the regions and an SVM-based classification with region geometry information.
Building a hierarchical merge tree from watershed oversegmentation and searching for the best candidate is actually an optimization problem of region selection. In [209] , dynamic programming is used to segment muscle cells by selecting the optimal regions. The method consists of four major steps: 1) create an edge map using a gPb detector [210] , 2) generate a sufficient number of segments using OWT and construct hierarchical segmentation by applying different threshold values to the OWTbased ultrametric contour map [210] , 3) assign a score to each region based on edge strength and sparse shape representation [211] , and 4) select the best candidate regions via ILP. T be an indicator variable corresponding to the regions: z i = 1 means s i is selected, otherwise not. The ILP aims to select a set of nonoverlapping regions with maximizing the total score
where z i ∈ {0, 1}. The candidate regions are a set of nested segments, and the constraint in (23) guarantees at most one region will be selected for two overlapping regions. Therefore, the final segmentation will be the best nonoverlapping regions with the highest overall score. For computational efficiency, dynamic programming with a special tree structure is applied to solving (23) [209] . A similar region selection method for muscle cell segmentation is presented in [208] , except that the edge map is created using a random-forest-based structure edge detection in the first step. The segmentation results using this approach are shown in Fig. 3 . Another watershed-transform-based region selection via dynamic programming is also reported in [212] for cell segmentation in immunohistopathology images, which measures each region with unsupervised shape similarity and object scale information. For joint segmentation of nuclei and cytoplasm in Pap smear images [213] , a set of nested partitions are generated by applying watershed to the h-minima transform of gradient magnitude images with increasing h values, and then, a two-pass search algorithm [214] is used to select the best candidate regions. The classification of nuclei and cytoplasm is achieved via an SVM classifier.
D. Deformable Models
Deformable models (or active contour/surface models) are one of the most popular nucleus or cell segmentation algorithms, since they exhibit a great tradeoff between efficiency and flexibility [215] . Starting from a certain initial position, which is manually specified by a user or automatically detected by another algorithm (see Section II), an active contour evolves toward the object boundary by minimizing an energy functional, and the model achieves segmentation when the evolving contour matches the object boundary. Originally, the energy of the active contour model (called snake) is formulated as a linear combination of three terms [216] .
where v is the representation of a snake. E int , E image , and E con correspond to the internal energy constraining the snake to be smooth, the image energy encouraging the snake to move toward features of interest, and the constraint energy allowing interaction between the user and the snake, respectively. Although graph cut-based active contour models [188] , [217] are presented, the two major implementations of deformable models for nucleus or cell segmentation are geodesic and parametric snakes, which are with implicit and explicit contour representations, respectively. The choice of the representation and the energy terms usually depend on the practical applications [215] . 1) Geodesic Models: In a geodesic model (or level set model), a contour is implicitly represented as the zero level set of a high-dimensional manifold [215] , [218] . The edgebased level set models usually rely on the image gradient to terminate contour evolution [219] [220] [221] [222] , and thus, they might be effective on only objects with boundaries defined by gradients. On the other hand, recently the region-based energies [223] , [224] , which are based on the Mumford-Shah functional [225] , can detect nongradient defined contours. Compared with edgebased models, region-based models are more robust to noise and weak edges. A well-known Chan-Vese level set model used for nucleus or cell segmentation is formulated as follows [223] : H(φ(x, y) ))dxdy , y) )|∇φ(x, y)|dxdy (25) and solved with the gradient descent method. In order to simultaneously segment hundreds or even thousands of nuclei or cells in microscopy images, usually multiple level set energy functions are initialized, one per nucleus or cell. However, nuclei or cells often touch with each other, and thus, evolving each contour independently will lead to undesired segmentation results: adjacent evolving contours will cross each other, and finally, merge into a single one. Therefore, a repulsive term is introduced into the Chan-Vese formula to model the interaction among contours for Drosophila cell segmentation in RNAi fluorescent cellular images [29] and breast cancer nuclei segmentation in hematoxylin-stained TMA images [80] .
where contour φ i (x, y) corresponds to the ith object, and g(·) is a sigmoid function. The third term in (26) represents the repulsion to prevent adjacent contours from merging so that touching nuclei or cells can be correctly segmented. The last term can additionally help separate cells from the background. There exist many other geodesic deformable models for nucleus or cell segmentation. Dufour et al. [226] have extended the active contour [223] to 3-D active surface models, which have been applied to fluorescent cell segmentation, and later improved the framework by using 3-D active meshes to reformulate the problem in the discrete domain such that the computational complexity can be significantly reduced [227] . In addition, Dzyubachyk et al. [189] have presented an advanced level set-based cell segmentation and tracking framework by introducing a number of improvements on the coupled-activesurfaces framework [226] including an efficient stopping criterion, energy minimization without partial differential equations, and weighted DT for active surface reinitialization. Li et al. [228] have combined a region energy [229] and an edge energy [222] into a level set model to segment and track cells in phasecontrast microscopy images. Based on the Chan-Vese model [223] , Zhang et al. [230] have proposed a coupled geodesic active contour model for cell segmentation and tracking in fluorescence microscopy images, which minimizes the overlaps between contours (corresponding to touching or overlapping cells) to prevent them from merging. This model is also applied to red blood cell segmentation in [114] , where graph coloring is introduced to improve computational efficiency.
In order to improve the robustness of weak edge tolerance, Padfield et al. [231] have added a size constraint to the geodesic model [222] to extract G2 phase nuclei of 3-D eukaryotic cells in confocal microscopy images, and Xiong et al. [190] have introduced a new force from coarse segmentation, which is generated by FCM clustering [232] , into the geodesic model [222] for Drosophila RNAi fluorescent cell segmentation. For freezing cell segmentation, Wu et al. [191] have presented a local level set model with a competitive constraint to handle touching HeLa cells, which can tackle the heterogeneous intensity. Nath et al. [233] have proposed a fast coupled level set method based on the four color theorem to segment cells in phase-contrast microscopy images, and another efficient level set method is reported in [192] for fluorescent cell segmentation, which formulates the energy functionals into a convex problem such that a global solution can be achieved. In order to reduce the sensitiveness to initialization of the level set model [234] , EM is used to automatically segment the regions of interest in breast cancer histopathology images [193] . Furthermore, an edge-path algorithm is exploited to split overlapping cells. Similarly, Chang et al. [194] have first adopted a level set model with color and scale information constraints to segment the foreground, and then, applied Delaunay triangulation and geometric reasoning to nuclei clump splitting.
Level set models with shape priors have been widely used to handle object partial occlusion [235] , [236] . In [195] , a statistical shape model is incorporated into the level set framework [236] to segment overlapping nuclei and lymphocytes in prostate and breast cancer histopathological images; in [74] , the shape prior constraint [235] is integrated in the distance regularized level set model [237] , and thus, the method can efficiently handle severely overlapping cervical cells. Some other level set methods with object shape constraints have also reported for nucleus segmentation in FNA prepared smear images [238] , joint segmentation of nuclei and membranes in fluorescent cell images [239] , mitotic nucleus segmentation in Drosophila embryos fluorescence images [240] , and cell segmentation in 3-D zebrafish spinal cell images [241] . However, these shape models might introduce extra parameters for optimization. In addition, supervised shape prior modeling usually needs a sufficient number of training data, which might require labor-intensive annotation.
2) Parametric Models: In a parametric active contour model, a contour is explicitly represented with a continuous parameter: v(s) = (x(s), y(s)), s ∈ [0, 1]. By searching for a balance between the internal and external force, the traditional snake model [216] moves contours toward desired image edges while keeping them smooth. In order to increase the capture range of the external force, Cohen has introduced a pressure force to form a balloon snake [242] . On the other hand, Xu and Prince [243] have replaced the traditional external force with a GVF to handle the problems of sensitive initialization and poor convergence to boundary concavities. Let M (x, y) be the edge map, the GVF field f (x, y) = [o(x, y), q(x, y) ] is defined by minimizing the energy functional
Compared with geodesic models, the corresponding parametric models usually have relatively lower computational cost and can be solved faster [244] . In addition, it is more suitable to resort to parametric models when the object topology is known. This occurs frequently in cell segmentation in fluorescence microscopy images, in which nuclei are first detected, and then, used as initialization of cell segmentation. Although topology preserving level set model [245] is proposed, generally it might be more efficient to use parametric models for this case.
Based on the GVF snake [243] , Zimmer et al. [246] have introduced a new edge map, which is calculated for each snake, to handle weak object boundaries, and successfully applied it to cell segmentation and tracking in phase-contrast microscopy images. Meanwhile, the introduced repulsive mechanism, which can prevent adjacent contours from merging into each other, does not suffer from the increased complexity of multiple objects. Later, Zimmer and Olivo-Marin [244] have proposed a region-based parametric active contour model with a repulsion constraint for cell segmentation and tracking in fluorescence microscopy images. Compared with the traditional snake [216] or GVF snake [243] , it is more robust to image noise, and able to handle touching cells as well. Given an image I with N cells, let c i and c b represent the average intensity inside contour v i and outside all the contours, respectively, the coupled parametric active contour is formulated as
where s denotes the parameter for explicit contour representation and dσ is the elementary surface. Similar models have been applied to cell segmentation in phase-contrast microscopy images [247] and pancreatic NET nuclei segmentation in brightfield microscopy images [248] , [249] . The traditional GVF snake [243] is applied to schizosaccharomyces pombe cell segmentation in bright-field microscopy images [173] , where focus gradient correction and image enhancement are performed in advance to generate better edge maps. In [196] , [250] , and [251] , the GVF snake is applied to the LUV color space for simultaneous segmentation of nuclei and cytoplasm in blood smear images; in [252] , a repulsive force is incorporated to the GVF snake to separate adjacent neuronal axons, which is achieved by reversing the gradient direction of neighboring objects. Recently, Xing et al. [82] , [121] have introduced a contour-based repulsive term into the balloon snake model [242] for nucleus segmentation in pancreatic NET images. The internal F int and external F ext forces of the repulsive balloon snake model are represented as
where the two terms in (29) are the second and fourth derivative of v i (s) with corresponding weights α and β, respectively. The n i (s) together with weight γ in (30) represents the pressure force, and ∇E ext (v i (s)) denotes the image force where
The last term in (30) represents the repulsive force, where N is the number of cells, d ij (s, t) = ||v i (s) − v j (t)|| 2 denotes the Euclidean distance between contour v i (s) and v j (t). The parameter ω controls the weight for the repulsive force. The last term can prevent evolving contours from crossing and merging with one another such that touching nuclei can be correctly separated if given proper initialization.
Parametric deformable models combined with shape priors are also presented in recent literature. Cai et al. [253] have introduced a single shape prior into the GVF model for better neuron boundary delineation in 3-D microscopy images. In [254] , Xing and Yang have presented a sparsity-based shape dictionary to constrain an RBSM in lung cancer nuclei segmentation. Specifically, starting from initial contours, it alternately performs shape deformation with the RBSM and shape inference with the shape dictionary. It can segment touching nuclei with preserving smooth contours. Similarly, sparse shape prior modeling is also combined with a deformable model introduced in [125] for nucleus segmentation in multiple pathology image datasets, and the segmentation result for one sample image is shown in Fig. 4 . Another learning-based method with shape prior modeling is presented in [40] for Pap smear nuclei segmentation, which combines the physical deformable model [255] and the active shape model (ASM) [256] . This approach can effectively segment partially occluded nuclei in pair, and produce better segmentation accuracy than the standard ASM model. 
E. Clustering
Clustering is to group a collection of objects into subsets or clusters, such that those within each cluster are closely related to one another than objects assigned to different clusters [257] . One fundamental and important aspect of cluster analysis is the selection of similarity or dissimilarity among objects, which can be measured with various metrics, such as Euclidean distance, correlation, 0-1 error, etc. For image segmentation, clustering usually realizes each object as one pixel and partitions all pixels into multiple disjoint regions. In nucleus or cell segmentation, cluster analysis might not output the final segmentation, but provide supports for subsequent object boundary extraction. In this subsection, we discuss those nucleus or cell segmentation approaches based on three popular clustering algorithms: Kmeans, FCM, and EM. Although clustering models are mainly used for object segmentation in pathology or microscopy image analysis, the cluster centers can be used to locate the nuclei or cells [80] , [122] , [258] .
1) K-means: K-means clustering [130] , [259] is an iterative descent clustering algorithm, which aims to partition the dataset {x i } N i=1 into K groups. By introducing a set of prototypes {μ k } K k =1 , which are actually cluster centers, associated with K clusters, it tends to assign each data point to the nearest prototype. Formally, the K-means clustering algorithm is formulated as minimizing the distortion measure arg min
where r ik ∈ {0, 1} is a binary indicator variables: r ik = 1 if x i is assigned to cluster k, otherwise 0. The model (31) can be solved by alternately calculating the means based on the current assignment and determining the assignment by associating data points to their nearest means. K-means is sensitive to initialization, and one straightforward strategy for tackling this problem is to run the algorithm multiple times and select the one with the smallest distortion.
Kothari et al. [260] have applied K-means clustering to coarse segmentation, and then, conducted refinement for nucleus segmentation in H&E-and IHC-stained pathology images. Specifically, it mainly contains three steps: 1) separate nucleus regions from the background using K-means clustering followed by morphological reconstruction [51] and simple edge detection, 2) split touching nuclei based on concave point detection [261] , and 3) extract nucleus boundaries using direct least-square-based ellipse fitting [64] . In order to deal with different stained pathology images, it allows user interaction to select initial points for K-means clustering. An alternative and automated method to handle stain variations is to perform stain normalization [183] , [262] before image analysis. Arif and Rajpoot [263] have formulated nuclei segmentation as manifold learning-based shape classification on prostate histology images, which consists of three major steps: 1) segment nuclei or nucleus clumps with K-means clustering, 2) extract the candidate boundaries with Fourier transform representation, and 3) apply out-of-sample extension to a learned shape manifold embedding for nucleus classification.
2) FCM: Unlike hard clustering that assigns each object to exactly one cluster, soft clustering allows one object to associate with more than one cluster and uses membership degree to measure the strength of the association [264] . In this scenario, it can produce better data representation for the objects that cannot be fully assigned to one cluster. One of the most popular soft clustering algorithm is FCM [232] . FCM aims to partition the dataset into C fuzzy clusters, and its objective function is very similar to (31) , but replaces the indicator variable with a continuous variable w m ik , which represents the membership degree, and calculates the cluster centers as a weighted average as follows: (33) where m ∈ [1, + inf) is a real value controlling the fuzzy level. Similar to the K-means optimization, minimizing (32) is to alternately compute the membership degree and the weighted cluster means using (33).
Zhou et al. [57] have proposed an FCM-based cell segmentation in RNAi images. Since nuclei are brighter than image background in the DNA channel, it is easy to first segment nuclei, and then, use the segmented nuclei to guide subsequent cell segmentation. Specifically, the approach consists of four key steps: 1) segment nucleus regions based on top-hat and bottomhat transforms and split couching nuclei with Hue transform, 2) estimate a rough cell boundary with a polygon for each cell with a nonoverlapping region constraint, 3) binarize each cell region with a two-stage FCM clustering, and 4) separate touching cells using marker-controlled watershed with DT. In the two-stage FCM clustering, it first uses an FCM to partition image pixels into three clusters, and then, exploits a second FCM clustering to sharpen the regions of interest to obtain the cytoplasm regions, which automatically select a membership degree threshold for binarization. In [265] , a parallel FCM-based nucleus segmentation approach is introduced to adapt to large-scale histological images. It uses message passing interface to build the parallel programming platform, which is applicable to high resolution image analysis of WSI.
3) EM: EM algorithm [273] , which is originally designed for maximum likelihood estimation, can be used to conduct cluster analysis with soft assignment. Based on a probabilistic modeling, it provides not only the cluster means but also the covariance. EM for Gaussian mixtures is one of the most widely used method for image segmentation. Suppose a D- T ∈ R N ×K , which indicate the component from which the data are generated, then the log of the likelihood function is given as
where {π k } K k =1 denote the mixing coefficients with the constraint
, the EM algorithm maximizes the log-likelihood (34) by iteratively alternating computing the responsibilities γ(z ik ) in (35) (E-step) and estimating the parameters in (36) and (37) (M-step) until convergence as follows [130] :
represents the effective number of data points assigned to cluster k. Due to slow convergence, usually the EM algorithm is initialized with K-means clustering. After convergence, each image pixel is assigned K (posterior) probability values of associating with the K clusters. In addition, it provides both the means and covariances of the clusters, while K-means estimates only the cluster means.
Jung et al. [266] have presented an EM-based automated nucleus segmentation approach in mammary invasive ductal carcinomas and cervical images. It uses a mixture of Gaussians to model the topographic surfaces in the DT maps, and each Gaussian component corresponds to one nucleus. It incorporates the EM algorithm into a cluster validation framework based on the separation and the compactness of nuclei [274] , which can automatically select the optimal number of nuclei. In order to maximize the separability of overlapping nuclei, the data points are projected onto the direction estimated by using LDA, and their memberships are determined based on the Bayesian rule. After nuclei splitting, it further applies the direct least-square ellipse-fitting method [64] to the contours for recovering occluded nuclei. However, it exhibits high computational complexity due to the parametric EM-based cluster analysis.
Another EM-based nucleus segmentation method is reported in [193] , which focuses on lymphocyte nuclei in breast cancer histopathological images. It uses the RGB values to create a GMM, and partitions the image into four types of regions corresponding to the structures of breast cancer nuclei, lymphocyte nuclei, stroma, and background, respectively. The final membership of each pixel is determined as the one corresponding to the maximum posterior probability. The whole procedure of lymphocyte nucleus segmentation can be summarized as: 1) segment the image into the four categories of regions using the EM algorithm, 2) extract component boundaries using the magnetostatic active contour model [234] with EM-generated segmentation as initialization, 3) split touching nuclei with a concave point detection-based shortest path searching algorithm, and 4) discriminate lymphocytes from the others by using K-means clustering with the first-order statistical texture features calculated from the segmented nuclei. Due to lack of nucleus shape prior modeling, this approach would not guarantee accurate boundary delineation.
F. Graph-Based Methods
Graph-based image segmentation approaches [275] , [276] model one image as a weighted graph, in which each node associates a pixel or superpixel in the image and each edge weight between two nodes corresponds to the similarity between neighboring pixels or superpixels. According to a certain criterion, the graph is partitioned into multiple sets, each representing an object segment in the image.
1) Max-Flow/Min-Cut: Max-flow/mincut algorithms [160] , [277] have been widely applied to image segmentation in computer visions and medical image analysis. Typically, A graph-cut algorithm is used to minimize an energy function, which aims to solve a pixel-labeling problem. The energy can be generally formulated as
represents the penalty function that measures the cost of label L v assigned to pixel v, S v ,u (·) denotes an interaction potential that controls the spatial smoothness, and N ⊂ V × V is the set of all pairs of neighboring pixels. The goal is to search for a mapping from V to L. The definition for the data term D v (·) and the smoothness term S v ,u (·) depends on specific applications. Al-Kofahi et al. [68] have presented a two-stage graph cutbased method to segment nuclei in histopathology images. First, a fast max-flow/min-cut algorithm [160] is applied to foreground (nucleus regions) segmentation, which chooses the data and smoothness terms as follows:
σ is a fixed parameter. After foreground segmentation, nuclei are initially segmented with LoG detection followed by size-constrained clustering [88] . Finally, graph cut with α-expansion [277] and graph coloring [233] are used to refine the initial segmented contours. The cost for assigning pixel v to color j is calculated as
where G(v; μ i , Σ i ) is a Gaussian function representing the likelihood assigning pixel v to nucleus i, and C i is the label of
This algorithm is also applied to cell segmentation in colon fluorescence images [278] , where it further eliminates small candidates or merges adjacent regions to constrain subsequent cell phenotype analysis on only distinguishable nuclei. Lou et al. [279] have incorporated a blob-like shape prior into the graph cut framework [277] , where the weights in the energy function are optimized via structured learning, for dense nucleus segmentation in fluorescence microscopy images. Denote G = (V, E) the graph associated with an MRF, the segmentation is formulated as a labeling problem that minimizing the following energy function:
where l ∈ {0, 1} |V | is the labeling for the image x. E d (·) and E s (·) correspond to local appearance and smoothness constraint, respectively. E f (·) counteracts the shrinking bias [280] , and E p (·) encodes the shape prior. These four energy terms are weighted by their corresponding parameters w = {w d , w s , w f , w p }. This problem is solved by the maxflow/min-cut algorithm [160] . With the shape prior, this approach is able to well handle regularly shaped nuclei. In addition, it can be scaled up using dual decomposition and parallelization techniques.
Chang et al. [69] have exploited the max-flow/min-cut algorithm [160] to separate GBM nuclei regions from the H&E-stained histopathological image background, and then, split touching or overlapping nuclei using Delaunay triangulation and geometric reasoning. Different from [68] , the data term in [69] is a combination of the intrinsic local probability map and the learned global property map, and the smoothness term is represented by n-links [281] , which encourages continuous local geometric or minimal surface. In order to reduce the computational cost and memory requirement, the graph is constructed based on superpixels instead of pixels to simultaneously segment out nuclei, cytoplasm, and background regions in cervical cancer images [126] . However, similar to [69] , it requires further processing to split the nuclei clumps.
2) Normalized Cut: An early attempt to use minimum cut in image segmentation is presented in [275] . With a globally minimum cut criterion, it recursively seeks the minimum cut that partitions the graph into two disjoint segments. However, this minimum cut criterion favors partitioning out small sets of nodes, which are undesired segments in real applications. In [282] , a new cut cost named normalized cut is presented to avoid the unnatural bias. Let G = (V, E) denote the graph with V and E representing the sets of nodes and edges, respectively, and A, B be two disjoint sets of V , the normalized cut is defined as
where w(u, v) is the edge weight between nodes u and v. With this cut cost, partitioning out small isolated sets will exhibit large high cut values, which are penalized in the optimization, such that the bias will be eliminated. The normalized cut problem can be approximately solved using generalized eigenvalue system techniques. Bernardis and Yu [267] , [283] have applied a generalized normalized cut criterion [284] to cell segmentation in brightfield and fluorescence microscopy images. It formulates image segmentation as a constrained graph partitioning problem over a set of overlapping image patches, which are represented by weighted graphs, one per patch. By introducing grouping cues of attraction, which measures feature similarity, and repulsion, which encodes feature dissimilarity, it obtains cell segmentation via a two-way node partitioning. One potential limitation of this approach is that it requires multiple neighboring size selection for image feature extraction. Another spectral graph theorybased segmentation method is reported in [268] for separating overlapping red blood cells, which uses both spatial and color information to generate feature vectors for graph partitioning.
3) CRF: CRF [285] is a variant of MRF, which is a set of random variables represented by a graph. CRF is a discriminative graphical model, which usually formulates image segmentation as a labeling or classification problem, and infers the membership of each image pixel (or superpixel) based on the observations. Denote X and Y random variables corresponding to the pixels (observations) and the labels, respectively. Let G = (V, E) be a graph with nodes V and edges E, and V indexes Y . Then, (X, Y ) is a CRF when conditioned on X, the variables Y obeys the Markov property [285] . The CRF globally conditioned on X can be represented as [286] 
where −E v (·) and −E ij (·) represent the unary and pair-wise potentials, respectively, and their selection depends on specific applications (associated with parameters needed to be estimated). With parameter estimation in the potentials, the final label y of an unseen observation x is determined by computing the MAP.
Wu et al. [269] have adopted a CRF model to segment nuclei in multispectral cytology images. Considering the label state in neighboring spectra, it incorporates the energy function with an additional spectral constraint. To split clustered nuclei, watershed transform is applied to the DT images, which are generated from previous foreground segmentation. In [287] , a heterogeneous CRF model is presented to jointly detect and segment C2C12 muscle cells and bovine aortic endothelial cells in phasecontrast microscopy images. Different from the traditional CRF, it constrains each node to be associated with a specifically defined state set to design a graphical model with sufficient expressive power and avoid unidentifiability and excessive complexity. Uzunbas et al. [288] have presented a superpixel-based CRF model for neuron segmentation in electron microscopy images, which could be extended to cell segmentation applications. To improve the accuracy, it also provides a flexible interactive segmentation framework.
4) Random Walk:
Random walk is a graph-based K-way image segmentation approach given a small number of userdefined labels [289] , in which one graph edge weight represents the likelihood that a random walker will cross that edge. Specifically, the algorithm can be summarized in four steps: 1) construct the graph and calculate the edge weight with an intensity similarity-based weighting function, 2) obtain seeded nodes with K labels, 3) compute the probability of each label in every node by solving a combinatorial Dirichlet problem, and 4) assign each node the label associated with the largest probability to obtain image segmentation. The random walk algorithm is applied to joint segmentation of nuclei and cytoplasm of Pap smear cells in [290] , which consists of three major stages: 1) extract object edges with Sobel operator, 2) enhance the edges with a maximum gray-level gradient difference method, and 3) refine edges with random walk, which can separate overlapping objects. A fast random walker algorithm is presented in [291] for interactive blood smear cell segmentation, which improves the running time using offline precomputing. However, these random walk algorithms rely on interactive seeding for good segmentation. An automatically seed generation method for random walker in presented in [292] , which could be extended to nucleus or cell segmentation in digital pathology or microscopy images.
5) Others:
Yang et al. [293] have formulated touching blood cell segmentation as optimal path searching in a convex vertex graph. For an image, the segmentation procedure begins with extracting cell boundaries using color GVF snake [196] , then constructing a graph with nodes and edges corresponding to concave points and inner edges inside cells, respectively, and finally recursively searching for optimal shortest paths in the graph to separate touching cells. Wu et al. [294] have segmented interacting fibroblast cells in phase-contrast microscopy images by seeking the shortest path in a graph. With two endpoints of a gap, the graph is constructed by using the pixels between these two endpoints as nodes and the image gradient as the edge weight. It searches for the shortest path using dynamic programming. Another shortest path searching-based cell segmentation is presented in [295] and [296] . Given an image I, it defines a Riemannian metric as
where g(·) is a blurring filter, I 2 represents the 2 × 2 identity matrix, and λ is a regularization parameter. Given manually located seeds (nuclei) in Drosophila cell fluorescence images, the cell cytoplasmic regions are segmented by using the Dijsktra's algorithm [297] to assign each pixel to its nearest seed within the manifold defined by (46) [295] . This algorithm is also applied to cell segmentation in a cell tracking framework [298] , which uses the nuclei as seeds for pixel membership assignment. Zhang et al. [299] have used correlation clustering [300] to achieve joint detection and segmentation of yeast cells in brightfield microscopy images and cervical cancer cells in phasecontrast microscopy images. Given a testing image, it first uses a random forest [104] to generate a cell boundary probability map, to which watershed transform is applied for superpixel computation. Next, it builds a weighted superpixel adjacency graph, in which each edge e is assigned a real-valued potential θ e . Positive potentials favor merging superpixels, while negative ones force them to be separated. Finally, the graph partition is achieved by solving min X e ∈C θ e X e (47)
where X e is a binary indicator for edge e: X e = 1 if edge e is to be cut, otherwise X e = 0. θ e represents e's potential, p e is the edge probability from the random forest, and F (x) = max(min(x, 0.9999), 0.0001).
Arslan et al. [270] have presented an attributed relational graph-based algorithm for nucleus segmentation in fluorescence microscopy images. It mainly consists of four steps: 1) calculate the nucleus boundary primitives, which correspond to different orientations, from the gradient magnitude image, 2) build an attributed relational graph based on the primitives to represent their spatial relations, 3) identify nuclei by searching for predefined structural patterns in the graph, and 4) grow the regions from the centroids of nucleus primitives to obtain nucleus boundaries. This method needs careful selection of several significant parameters, such as the primitive length threshold, percentage threshold, and standard deviation threshold from the nuclei identification. In addition, it relies on good edge extraction, which might be challenging in complex histopathology images.
G. Supervised Classification
Supervised classification techniques have also been used for nucleus or cell segmentation nowadays. In pixel-wise classification, the membership of each pixel in the image is determined by a learned model with a certain criterion. Usually it is unable to handle touching objects. Therefore, it requires additional efforts to achieve final segmentation. On the other hand, superpixel-wise classification first partitions the image into a set of candidate regions, and then, discriminates those regions corresponding to real nuclei or cells from the others. Compared with the pixel-wise approach, superpixel-based classification might significantly reduce the time cost. However, the performance of this approach highly depends on the generated superpixels, which might not well adhere the object boundaries.
1) Pixel-Wise Classification: Kong et al . [271] have exploited supervised learning techniques to segment nuclei in follicular lymphoma pathological images. It learns a mapping from the traditional RGB space to the MDC, in which the extracted LFT features [301] exhibit strong discriminative powers for classification, based on the Fisher-Rao discrimination criterion [302] arg max
where A is a coefficient matrix for constructing MDC from the RGB space, and P is the matrix to project features for more compact representation in the MDC space.Ŝ b andŜ w are feature covariance matrices of the interclass (between nuclei and extracellular regions) and intraclass (within nuclei or extracellular regions), respectively, which are dependent on A. Given a testing image, it first converts the image into the MDC space, then extracts LFT features, and finally, performs pixel-wise classification with a K-NN classifier. However, the classification only separates the nucleus regions from the background such that the touching-nuclei clump does not be split. To address this problem, it iteratively separates individual nuclei from each other in the clumps based on concave point detection and radialsymmetry-based voting [107] . Another pixel-wise classification method is presented in [303] for cell segmentation on phase-contrast and DIC microscopy images, which learns a set of Bayesian classifiers from clustered local image appearance histograms and uses this mixture of classifiers to determine final pixel membership. In [304] , a set of convolutional filters and a sparse linear regressor are jointly learned from GBM images, and the nucleus segmentation is achieved by performing pixel-wise binary classification, which is conducted by applying a threshold to the prediction from the regressor. However, similar to [271] , these methods might need further processing to split touching cells or nuclei. Ciregan et al. [305] have applied a deep CNN-based method to neuronal membrane segmentation in electron microcopy images. It trains multiple networks and calculates the average of their outputs as final prediction, which is better than a single network. However, it conducts the segmentation in a sliding window manner, which might have high time cost on large-size images.
2) Superpixel-Wise Classification: Janssens et al. [272] have applied a multiclass SVM classifier to cell segmentation on H&E-stained skeletal muscle images. It consists of three steps: 1) generate initial segments by thresholding the saturation and the brightness of the image; 2) classify these segments into three categories with a set of features consisting of geometry, texture, bottle measurement, and luminosity: individual cells, cell clumps, and remnant connective tissues; 3) split the cell clumps based on concave point detection [306] . The last two steps are recursively conducted until no cell clumps exist. In [307] , nucleus segmentation is achieved by using an ADT [308] to select the best superpixels, which are generated using a set of intensity thresholds. However, these methods might not generate accurate object boundary delineation. For serous image segmentation, Cheng et al. [309] have used a structured SVM classifier to pick the optimal superpixels, which are created by Turbopixels [310] . Specifically, it is composed of four steps: 1) calculate a set of pixel-based features in a local region including appearance, shape, and context, 2) pool these features to form one single vector for a superpixel, 3) apply structure SVM to region selection, and 4) separate touching objects with DT and generalized Voronoi diagram [311] .
IV. DISCUSSION AND FUTURE WORK
During the last few decades, many state-of-the-art methods have been proposed for nucleus/cell detection and segmentation in digital pathology and microscopy images, but not all of them are applied to the same dataset. Instead, many of them are evaluated on their own datasets, and thus, it is difficult to determine whether one approach is better than another. In addition, since different detection and segmentation measurements are used in the literature, it is not straightforward to quantitatively compare the current methods. Therefore, common benchmarks of image data are required for comparative evaluation of various detection and segmentation approaches. Currently, there exits several public benchmarks for nucleus/cell detection and segmentation approaches: ICPR 2012 mitotic cell detection contest [312] , [313] ; AMIDAI13 dataset [314] , [315] ; UCSB Bio-Segmentation benchmark [316] ; hand-segmented U2OS/3T3 cell image dataset [317] ; and ISBI 2013 cell tracking challenge [318] .
The mitotic cell dataset at ICPR 2012 contest [312] contains H&E-stained breast cancer histology images acquired with Aperio ScanScope XT slide scanner, Hamamatsu NanoZoomer 2.0-HT slide scanner, and ten bands multispectral microscopy. It consists of 50 high-power fields images with 326 mitotic cells from the two scanners and 322 from the multispectral microscopy. All the mitotic cells are manually annotated by one pathologist. Another mitotic cell dataset AMIDAI13 [314] , [315] consists of 23 H&E-stained breast cancer histological images (12 for training and 11 for testing) from the Aperio ScanScope XT slide scanner. The ground truth of cells are annotated by multiple pathologists. These two datasets provide the locations of mitotic cells, and thus, they are suitable for cell detection. In these contests, the precision, recall, and F 1 score are suggested for algorithm evaluation.
The UCSB Bio-Segmentation benchmark [316] is composed of different types of images and associated ground truth. Four types of cellular level images are collected for cell detection and segmentation: 10 cat retinal photoreceptor images; 10 stacks of arabidopsis and cat retinal 3-D cells; 190 COSI kidney cell images; and 58 breast cancer cell images. The first three are obtained through confocal microscopy imaging, and the last one is H&E-stained histopathological images. The ground truth consists of manually annotated nuclei centroids for the first two, which can be used for evaluation of detection algorithms, and binary masks for the last two, which are created to validate segmentation methods.
The hand-segmented U2OS/3T3 cell image dataset [317] contains a set of 97 2-D fluorescence microscopy images: 48 images with U2OS cells and 49 with NIH3T3 cells. The nucleus boundaries used for comparison are manually annotated. It also suggests several segmentation metrics including Rand and Jaccard indexes, counting errors (split, merged, added, and missing), NSD, and HD. The ISBI cell tracking challenge [318] benchmark contains 48 time-lapse sequences (half for training and the other for testing), which can be used to evaluate cell segmentation or tracking algorithms. The training/testing has 12 real fluorescence microscopy videos and 12 computer-simulated videos, 6 2-D and 6 3-D, with different levels of cell densities and image noise. The ground truth for cell segmentation are manually generated by several experts.
There exist a set of public and free biomedical imaging software tools, which can be used to detect and segment nuclei or cells across different microscopy image modalities. ImageJ [319] , [320] is a widely used Java-based image analysis program, which is inspired at the National Institutes of Health. It is available for multiple operating systems including Windows, Mac OS, and Linux. It provides many algorithm implementations for medical image processing including nucleus/cell detection and segmentation. CellProfiler [321] is a very popular software tool for identifying and quantifying cell phenotypes, and it has well served the community for years [322] , [323] . It implements several existing algorithms for nucleus and cell segmentation as well as quantitative analysis. More information about popular biomedical imaging software tools can be found in [324] [325] [326] .
One of major challenges for automated nucleus/cell detection and segmentation is to accurately separate touching or overlapping nuclei/cells. Due to the significant variations in image appearance of different microscopy images including bright field, phase contrast, DIC, fluorescence, and electron, many approaches have achieved great successes on some specific image modalities, but they might produce poor performance on other datasets. Nucleus/cell segmentation with shape preserving is very important for cellular morphology computation, which can be used to determine the categories of cells or biospecimens. Therefore, detection and segmentation of touching and overlapping nuclei/cells might continuously attracts research attention.
Many current algorithms are not well scalable to a large number of nuclei or cells. In digital pathology, it is usually necessary to achieve efficient and effective cell segmentation on the whole slice images, each of which might contain millions of cells. For example, it will be more accurate to calculate the Ki-67 score based on all the cells in the whole slide image instead of several representative image patches cropped from the image. The intensity thresholding, morphological operation, and watershed can be easily implemented, but usually they are not able to effectively handle touching or overlapping cells. Although marker-controlled watershed transform is introduced to separate touching cells, sometimes it is not easy to obtain correct marker detection. Deformable models, clustering, and graph-based methods might have high computational costs when applying to whole slide images. The pixel-wise classification suffers from the limitations of the sliding window technique on large-size images, while the segmentation accuracy of superpixel-wise classifiers depends on the boundary adherence of generated superpixels. Therefore, designing a robust nuclei/cell detection and segmentation algorithm that can adapt to whole slide images (gigabytes with millions of cells) might remain to be an open challenge in digital pathology and microscopy image analysis. One potential solution might be using parallel or distributed computing techniques to improve the running time cost.
