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Abstract
The thesis addresses the study of some basic results used in statistics and estimation
of parameters. Here we have presented estimation of parameters for some well known
discrete distribution functions. Chapter 1, contains an introduction to estimation theory
and motivation. Chapter 2, contains some basic results, definitions, methods of estima-
tion and Chance constraint approach in linear programming problem. In chapter 3, we
have estimated the parameters of well known discrete distribution functions by different
methods like method of moments, method of maximum likelihood estimation and Bayes
estimation. Further in Chapter 4, a Chance Constraint method is discussed which is an
application of beta distribution function.
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Chapter 1
Introduction
The theory of estimation was first studied by R. A. Fisher around 1930. Estimation theory
traces its origin to the efforts of astronomers many years ago to predict the motion of our
solar system. Estimation is a calculated approximation of the result which is given even
if the input data is uncertain. This branch of statistic deals with estimating the value
of parameter of measured data that has random component. Considering some practical
data it is natural that it will follow certain distribution function. We may be interested
in the characteristics of the distribution functions. Basically two types of estimation
procedure is known. One is Point estimation and another is interval estimation. Here we
mainly focus on point estimation. Suppose a random variable X follows N(µ, σ2), where
µ is unknown. let us take a sample X1, X2, . . . , Xn from X ∼ N(µ, σ2). The statistic
T =
∑n
i=1 xi is the best estimate for µ. The value of T for x1, x2, . . . , xn is the estimate
of µ and T is the estimator of µ. For both the unknown parameters.
For estimating the unknown parameters we follow some simple techniques. Specifi-
cally, method of moments, method of maximum likelihood estimation, known as classical
techniques.
Further we consider a different approach where the unknown parameter is taken as an
random variable. This technique is known as Bayesian approach. For this type of study we
may consider informative prior or non-informative prior for the unknown parameter. For
1
2example: for binomial distribution taking prior as g(p) = 1. It is a noninformative prior.In
this project work we have discussed some discrete distribution functions and estimation
of its parameters.
Further, we have discussed the application of a distribution function to a stochastic
linear programming problem. In 1950, stochastic linear programming is used as an appli-
cation to linear programming problems. Here this is a special kind of linear programming
problem in which the coefficients are treated as random variables with having some joint
probability distributions.
Chapter 2
Some Definitions and Basic Results
In this chapter some definitions and basic results are given which are very much useful for
the development of the consequence chapters. Below we start from a very basic concept
known as random experiment or statistical experiment.
Definition 2.1 (Random experiment) It is an experiment in which we are aware of
all the outcomes. But the performance of the experiment is unknown. This experiment
can be repeated under identical conditions.
Definition 2.2 (Sample space) Sample space of an random experiment is a pair (Ω, S),
where Ω is the set of all possible outcomes of the experiment and S is a σ field of a subset
of ω.
Definition 2.3 (Event) A subset of a sample space Ω in which a statistician is interested
is known as event.
Definition 2.4 (Probability measure) Let (Ω, S) be a sample space. A set function
P defined on S is called probability if it satisfies the following conditions,
(i) P (A) ≥ 0, ∀ A ∈ S.
3
4(ii) P (Ω) = 1.
(iii)Aj ∈ S, j = 1, 2, .... are disjoint sequence of sets. j 6= k Then,
P (
∞∑
j=1
Aj) =
∞∑
j=1
P (Aj).
Definition 2.5 (Random variable) Random variable X is a function from sample space
Ω to the set of real numbers such that the inverse image of a Borel measurable set in R,
under X is an event. That is X : Ω→ R, such that X−1(−∞, a] ∈ S, a ∈ R.
In this thesis we are suppose to study the discrete distribution function and its param-
eters, so below we are presenting some results related to this.
Definition 2.6 (Discrete random variable) An random variable X which is define on
(Ω, S, P ) is called discrete type, if there exist a countable set E ⊆ R, such that PX ∈ E =
1.
Definition 2.7 (Cumulative distribution function) Let X be an random variable
defined on (Ω, S, P ).A point function F (.) on R defined by F (x) = Q(−∞, x] = Pω : X(ω) ≤ x
for all x ∈ R.Then the function F is known as the Cumulative distribution function of a
random variable X.
If X is a discrete random variable then we can define its probability mass function as
below.
Definition 2.8 (probability mass function) The collection of numbers pi which sat-
isfies PX = xi = pi ≥ 0 for all i and
∑∞
i=1 pi = 1, is known as probability mass function
of a random variable X.
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Definition 2.9 (Two dimensional discrete random variable) a two dimensional ran-
dom variable (X,Y ) is known as discrete type if it takes on pair of values belonging to a
countable set of pairs.
Definition 2.10 (Joint probability mass function) Let (X,Y ) be a discrete random
variable which takes a pair value (x− i, yj), i = 1, 2, ..... and j = 1, 2, .... we call
pij = PX = xj, Y = yj
is the joint probability mass function.
Definition 2.11 (Marginal probability mass function) Let (X, Y ) be discrete ran-
dom variables having distribution function F . Then the marginal distribution function of
X is defined as
F1 = F (x,∞) = lim
y→∞
(x, y) =
∑
xi≤x
pi
Definition 2.12 (Conditional probability mass function) Let (X,Y ) be discrete ran-
dom variable.If PY = yj > 0. the function
PX = xi|Y = yj = PX = xi, Y = yj
PY = yj
for a fixed j, is known as the conditional probability mass function.
Definition 2.13 (Conditional expectation) Let X and Y be random variables defined
on a probability space (Ω, S, P ) and let h be a Borel measurable function. The conditional
expectation of h(X), given Y , which can be written as Eh(X)|Y , is a discrete random
variable that takes the value Eh(X)|y defined as,
Eh(X)|y =
∑
x
h(x)PX = x|Y = y
when Y assumes the value y.
6Next we discuss some characteristics of these distribution functions
Definition 2.14 (Moments) Moments are parameters associated with the distribution
of the random variable X. Let k be a positive integer and c be a any constant. If E(X−c)k
exists, it is called the moment of order k about the point c. If we choose c = E(X) = µ,
then it is called central moments of order k. I particular if k = 2 we get variance.
Further, we will discuss some terms related to the estimation of parameters of a discrete
distribution function.
Definition 2.15 (Parameter space) Let X be a random variable defined on a sample
space Ω having probability mass function f(x, θ). Here θ is unknown and takes the values
on a set called as parameter space Θ.
Definition 2.16 (Statistic) Let X1, X2, ...., Xn be any sample taken from a distribution.
Then any function of these say T (X1, X2, ...., Xn) is called a statistic.
Definition 2.17 (Estimator) If this statistic is used to estimate an unknown parameter
θ of the given distribution then it is known as an estimator.
Definition 2.18 (Estimate) A particular value of an estimator is called an estimate of
θ.
In this thesis we will only discuss the problem of point estimation. The process of
estimating an unknown parameter is known as estimation.
When we estimate the unknown parameter θ of a distribution function Fθ(x), by an
estimator δ(X) some loss is incurred. Hence we use some loss functions to know the
amount of loss incurred as below.
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Definition 2.19 (Linear Loss) Linear loss is defined as
L(θ, δ(x)) = C1(δ(x)− θ), δ ≥ θ
= C2(θ − δ(x)), δ < θ,
where C1 and C2 are constants.
Definition 2.20 (Absolute Error loss) For this loss function the Bayes estimator is
the posterior median.The function is defined as L(δ(x, θ)) = |δ(x)− θ|.
Definition 2.21 (Quadratic Los) This loss function is defined as L(δ(x), θ) = C(δ(x)−
θ)2.
Definition 2.22 (Zero-One Loss) Zero One Loss function is defined as
L(δ(x), θ) = 0, if |δ(x), θ| ≤ k
2.1 Characteristics of Estimators
In this section we will discuss some characteristics of an estimators.
2.1.1 Unbiasedness
The estimator Tn = T (X1, X2, ...., Xn) is said to be unbiased for θ if E(Tn) = θ for all
values of parameter.
Remark 2.1 If E(Tn) > θ, Tn is said to be biased. If E(Tn) < θ, Tn is said to be negative
biased.
8Let X1, X2, . . . , Xn be identically and independently distributed random samples taken
from Bernoulli population and θ be the parameter. Then the statistic T =
∑n
i=1Xi follows
Binomial(n, θ). Here we can check that E(T ) = nθ, so T
n
is an unbiased estimate of θ.
Further, E T (T−1)
n(n−1) = θ
2, hence we can conclude that T (T−1)
n(n−1) is an unbiased estimate of θ
2.
2.1.2 Consistency
The estimator Tn = T (X1, X2, . . . , Xn) for θ, based on a random sample of size n is said
to be consistence if Tn converges to θ in probability.
Theorem 2.1 Let Xn be a sequence of estimators such that for all θ ∈ Ω Eθ(Xn) →
γ, n→∞ V arθ(Xn)→ 0, n→∞, Then Xn is a consistent operator of (θ).
Let X1, X2, . . . , Xn are i.i.d Bernoulli variants having parameter p. and the statistic T
follows B(n, p) and the expectation value is E(T ) = np and variance is V ar(T ) = npq.
Then
X¯ =
1
n
n∑
i=1
xi =
T
n
.
. such that E(X¯) = p.V ar(X¯) = pq
n
→ 0 as n→∞ As E(X¯)→ p and V ar(X¯)→ 0, for
n→∞, then X¯ is a consistent estimator of p.
2.1.3 Efficiency
If T1 is any estimator with variance V1 and T2 is the most efficient estimator with variance
V2, then the efficiency E of T1 is defined as E =
V2
V1
and E can not exceed unity.
Remark 2.2 In a class of consistent estimators of parameter, if there exists an estimator
whose sampling variance is less than other estimators is called most efficient estimator.
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2.1.4 Sufficiency
Let Y = (X1, X2, . . . , Xn) be a sample from Gθ : θ ∈ Ω.A static T = T (x) is sufficient for
θ , if and only if the conditional distribution of X, given T which does not depend on θ.
Theorem 2.2 (factorization criteria) Let X1, X2, . . . , Xn be the discrete random vari-
ables with probability mass function fθ(X1, X2, . . . , Xn), θ ∈ Ω. Then T (X1, X2, . . . , Xn)
is sufficient for θ, if and only if
fθ(X1, X2, . . . , Xn) = g(X1, X2, . . . , Xn)hθ(T (X1, X2, . . . , Xn)).
where g is a non negative function of Y1, Y2, . . . , Yn only and g does not depend on θ.
hθ is a non negative non constant function of θ and T (X1, X2, . . . , Xn) only, θ and
T (X1, X2, . . . , Xn) can be multidimensional.
Let X1, X2, . . . , Xn be the i.i.d of b(1, p) and the statistic T =
∑n
i=1Xi. Then
P{X1 = x1, . . . , Xn = xn|
n∑
i=1
Xi = t} = P{X1 = x1, . . . , Xn = xn, T = t}(n
t
)
pt(1− p)n−t , if
n∑
i=1
Xi = t
= 0, otherwise.
Thus for
∑n
1 xi = t we have P{X1 = x1, . . . , Xn = xn|
∑n
i=1Xi = t} = 1(nt) . Therefore it
is sufficient to concentrate on
∑n
1 Xi only.
2.1.5 Completeness
Definition 2.23 Let {gθ(x), θ ∈ Ω} be a family of probability mass functions, then the
family is complete if Eθh(X) = 0 for all θ ∈ Ω implies that Pθ{h(X) = 0} = 1 for all
θ ∈ Ω.
Definition 2.24 A statistic T (X) is said to be complete if the family of distributions of
T is also complete.
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2.2 Methods of Estimation
2.2.1 Method of Moments
In this method we equate few moments of the population to the corresponding moments
of the sample. Let θ, θ ∈ Θ be a parameter to be estimated on the basis of random sample
from a distribution function F . Then we calculate the sample moments and equate it to
the population moments. Solving we will get the moment estimators.
2.2.2 Method of Maximum Likelihood
The main principle of maximum likelihood is that the sample is the representative of
the population and taken as the estimator that value of parameter which maximizes the
probability mass function fθ(x).
Definition 2.25 (Likelihood function) Let (X1, X2, . . . , Xn) be a random sample with
probability mass function fθ(X1, X2, . . . , Xn), θ ∈ Θ. The function,
L(θ, x1, x2, . . . , xn) = fθ(x1, x2, . . . , xn) (2.1)
considered as a function of θ, is called the likelihood function, where θ may be multiple
parameter.
If X1, X2, . . . , Xn are identically and independently distributed random variable with
probability mass function fθ(x), then the likelihood function is
L(θ, x1, x2, . . . , xn) =
n∏
i=1
fθ(xi). θ ∈ Rm.
The main principle of maximum likelihood estimator is to choose an estimator of θ, as
θˆ(x) such that it maximizes L(θ;x1, x2, . . . , xn). As we know that log is a monotonically
increasing function we consider,
logL(θ;x1, x2, . . . , xn).
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Hence instead of maximizing likelihood function we may maximize loglikelihood function
with respect to the parameter. Further as fθ(x) is positive, differentiable function of θ,
we calculate
∂ logL(θ, x1, x2, . . . , xn)
∂θj
= 0, j = 1, 2, ...,m
and θ = (θ1, θ2, . . . , θm). Solving these equations for θ we get the maximum likelihood
estimators.
Remark 2.3 Maximum likelihood estimators are always consistent, but may not be un-
biased always.
Theorem 2.3 If maximum likelihood exists then it is most efficient in the class of such
estimators. If a sufficient estimator exists, then it is the function of the maximum likeli-
hood estimator.
Theorem 2.4 (Invariance Property) If T is a maximum likelihood estimator of θ and
µ(θ) is a one-to-one function of θ, then µ(T ) is the maximum likelihood estimator of µ(θ).
2.2.3 Bayesian Estimation
Bayesian estimation is a different approach of probability which comes under decision
theory. In this method the parameters are taken as random variables and assumes a
distribution function which is known as a priori.
In Bayesian estimation we treat θ as a random variable distributed according to prob-
ability mass function pi(θ) on Θ. Also pi is called the priori distribution. Now f(x|θ)
represents the conditional probability mass function of random variable X, given θ ∈ Θ is
held fixed. As pi is the distribution of θ, it follows that the joint probability mass function
of θ and X is given by
f(x, θ) = pi(θ)f(x|θ).
12
Here R(θ, δ) is the conditional average loss, defined by EL(θ, δ(x))|θ given that θ is
held fixed.
Definition 2.26 The Bayes risk of an estimator δ is defined by
R(pi, δ) = EpiR(θ, δ).
.
If θ is a continuous random variable and X is of continuous type then,
R(pi, δ) =
∫
R(θ, δ)pi(θ)dθ
=
∫ ∫
L(θ, δ(x))f(x, θ)dxdθ.
If θ is a discrete random variable and X is discrete type then,
R(pi, δ) =
∑
θ
∑
x
L(θ, δ(x))f(x, θ).
Definition 2.27 An estimator δ∗ is known as a Bayes estimator if it minimizes the Bayes
risk that is if R(pi, δ∗) = inf
δ
R(pi, δ).
Definition 2.28 The conditional distribution of random variable θ, given X = x, is
called a posteriori probability distribution of θ, given the sample.
Theorem 2.5 Consider the problem of estimating a parameter θ ∈ Θ ⊆ R with respect
to the quadratic loss function L(θ, δ) = (θ − δ)2. A Bayes estimator is given by
δ(x) = Eθ | X = x.
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2.3 Stochastic Linear Programming
In the stochastic linear programming, all the parameters of the problem that is the coeffi-
cients of the objective functions, the coefficients involve in inequalities are random. Hence
all the parameters are treated as random variables.
The stochastic linear programming can be stated as
min f(x) = CTX =
n∑
j=1
cjxj
subject to
ATi X =
n∑
j=1
aijxj 6 bi, i = 1, 2, . . . , n, xj > 0, j = 1, 2, . . . ,m,
Where aij,cj and bj are random variables with known probability distribution, xj assumed
to be deterministic. The generic way of expressing chance constraint inequality is as
follows.
P{h(x, ξ) > 0} > P
where x is decision, ξ random vector and P is the probability measure. We have taken
h(x, ξ) > 0 is finite system of inequality. The classical linear programming problem is
given as
maxZ(x) =
m∑
j=1
cjxj
m∑
j=1
aijxj 6 bi, i = 1, 2, . . . , n
xj ≥ 0, j = 1, 2, . . . ,m, coefficients are deterministic. Chance constraint technique is used
to solve this problem.
Chance constraint programming deals with the random parameters in the optimization
problems which is mainly used in engineering and finance sectors. The uncertainty arises
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due to uncertain state estimation as well as stochastic mode transition. This method is
proposed by Chanes and Cooper which offers a powerful modelling stochastic decision
and control system. The method mainly concerned with the problem that the decision
makers must give the solution before random variables come true. The main difficulty
of such model is due to optimal decision that to be taken prior to the observations of
random parameter. The stochastic linear programming problem having chance constraint
is formulated as
min(max)Z(x) =
m∑
j=1
cjxj
such that
P{
m∑
j=1
aijxj ≤ bi} ≥ 1− ui,
and xj ≥ 0, j = 1, 2, . . . ,m, ui ∈ (0, 1), i = 1, 2, . . . , n.
Here aij, cj and bj are random variables. ui’s are probability taken. The k
th Chance
constraint can be obtained as
P{
m∑
j=1
akjxj ≤ bk} ≥ 1− uk,
having lower bound (1 − uk) and xj are deterministic. Where akj, cj and bk are random
variables having known means and variance. If bk is the random variable and Fa is the
distribution function then the deterministic chance constraint is stated as
Pakjxj 6 bk > uk.
If and only if
P{bk > akjxj} > uk.
⇔ 1− Fa(akjxj) > uk.
⇔ akjxj < F−1a (1− uk).
Let us assume ak be the random variable with normal distribution with the mean E(akj)
and the variance V ar(akj) and the covariance is zero between akj and akl.the random
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variable dk is defined as dk =
∑n
j=1 akjxj where aki are random variables with normal
distribution and xi are unknowns.the chance constraint gives the inequality as
φ{bk − E(dk)√
V ar(dk)
} > φ(Kuk) (2.2)
where Kuk are standard normal variable. Here
φ(Kuk) = 1− uk.
The deterministic equivalent is stated as
E(dk) +Kuk
√
V ar(dk) 6 bk (2.3)
16
Chapter 3
Estimation of Parameters of Some
Well Known Discrete Distributions
In this chapter we consider the problem of estimation of parameters of different discrete
distribution functions. First we consider the estimation problem for Binomial distribution.
3.1 Binomial Distribution Function
In this section the problem of estimation of the parameter of Binomial distribution con-
sidered. Basically the method of moments, maximum likelihood and the Bayes methods
are considered.
3.1.1 Method of Moments Estimators
The probability mass function of a random variable X which follows Binomial distribution
is given by,
f(x, p) =
(
n
x
)
pxqn−x. (3.1)
17
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We have to calculate the sample moments. The first moment is calculated as
E(X) =
n∑
x=0
x
(
n
x
)
pxqn−x
= np. (3.2)
The method of moment estimator for p is
pˆ =
X
n
. (3.3)
Here we assume that n is known.
3.1.2 Method of Maximum Likelihood
Let (X1, X2, . . . , Xn) identically and independently distributed random sample from Binomial(n, p).
The joint probability mass function of these is given by
L(x, p) =
n∏
i=1
f(xi)
=
n∏
i=1
(
n
xi
)
p
∑
xi(1− p)n−
∑
xi .
Which is the likelihood function.
By taking log on both sides of the above equation we get,
logL(x, p) = log{
n∏
i=1
(
n
xi
)
p
∑
xi(1− p)n−
∑
xi}. (3.4)
Now differentiating with respect to p and equating to 0 we have,
∂
∂p
(logL(p)) =
∂
∂p
log
n∏
i=1
(
n
xi
)
p
∑
xi(1− p)n−
∑
xi = 0.
Which gives
pˆ =
n∑
i=1
Xi = X¯.
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Further we consider two Binomial distribution functions. Let X ∼ B(n, p1) and Y ∼
B(n, p2). We are interested to estimate the parameter p1 + p2.
Let (X1, X2, . . . , Xn) ∼ B(n, p1) and Y1, Y2, . . . , Yn ∼ B(n, p2).
By using above maximum likelihood estimators for both p1 and p2 we can get the
estimator of p1 + p2. Thus the estimator for p1 is
pˆ1 = X¯ (3.5)
and the estimator for p2 is
pˆ2 = Y¯ . (3.6)
Hence, the estimator for p1 + p2 can be obtained by adding above two estimator. This is
possible because of the invariance property of maximum likelihood estimator. Therefor
the estimator for p1 + p2 is given by
pˆ3 = X¯ + Y¯ .
Similarly we can estimate p1
p2
by
pˆ4 = X¯/Y¯ . (3.7)
.
3.1.3 Bayesian Estimation
The distribution for binomial distribution is given as
f(x) =
(
n
x
)
pxqn−x.
LetX1, X2, . . . , Xn be identically and independently distributed random variables taken
20
from X ∼ B(n, p). Then the likelihood function is given as
L(x | p) =
n∏
i=1
(
n
x
)
pxiqn−xi
= psqnn−s
n∏
i=1
(
n
xi
)
,
where
∑n
i=1 xi = s.
Consider the prior,
g(p) ∼ pa−1(1− p)b−1, a > 0, b > 0
f(p | x) = f(p, x)∫ 1
0
f(x, p)dp
. (3.8)
The joint probability mass function is defined by
f(p, x) =
(
n
x
)
pxqn−xpa−1(1− p)b−1. (3.9)
Marginal density is given
f(x) =
∫ 1
0
f(p, x)dp
=
∫ 1
0
Cps+a−1qnn−s+b−1dp
= C
∫ 1
0
ps+a−1qnn−s+b−1dp
= B(s+ a, nn+ b− s). (3.10)
The conditional probability mass function is give as
f(p | x) = p
s+a−1(1− p)nn+ b− s+ 1
B(s+ a, nn+ b− s) (3.11)
Hence the Bayes estimator is obtained as
E(p | x) =
n∑
p=0
p · p
s+a−1(1− p)nn+b−s+1
B(s+ a, nn+ b− s) (3.12)
=
s+ a
nn+ a+ b
. (3.13)
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So the Bayes estimator is obtained as,
pˆ =
s+ a
nn+ a+ b
. (3.14)
For prior g(p) ∼ 1√
p
the joint density function is given as
f(p, x) =
(
n
x
)
pxqn−x
1√
p
=
(
n
x
)
px−
1
2 (1− p)n−x. (3.15)
The marginal density is given by
f(x) =
∫ 1
0
f(x, p)dp
=
∫ 1
0
(
n
x
)
px−
1
2 (1− p)n−xdp
=
(
n
x
)∫ 1
0
px−
1
2
−1(1− p)n−x+1−1dp
=
(
n
x
)
B(x+
1
2
, n− x+ 1). (3.16)
The conditional probability mass function is given by
f(p | x) = f(p, x)∫ 1
0
f(x, p)dp
=
(
n
x
)
px−
1
2 (1− p)n−x(
n
x
)
B(x+ 1
2
, n− x+ 1)
=
px+
1
2
−1(1− p)n−x+1−1
B(x+ 1
2
, n− x+ 1) . (3.17)
So the Bayes estimator is given by
E(p | x) =
∫ 1
0
p · p
x+ 1
2
−1(1− p)n−x+1−1
b(x+ 1
2
, n− x+ 1)
=
x+ 1
2
n+ 3
2
. (3.18)
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So the estimator
pˆ =
x+ 1
2
n+ 3
2
. (3.19)
For noninformative prior that is
g(p) ∼ f(p) = 1. (3.20)
The probability mass function of X ∼ B(n, p) is given as
f(x) =
(
n
x
)
pxqn−x. (3.21)
Joint probability mass function is given as,
f(p, x) =
(
n
x
)
pxqn−x · p. (3.22)
The marginal probability mass function is given by
f(x) =
∫ 1
0
f(x, p)dp
=
(
n
x
)
B(x+ 1, n− x+ 1). (3.23)
The conditional density is given as
f(p | x) = f(p, x)∫ 1
0
f(x, p)dp
=
(
n
x
)
px(1− p)n−x(
n
x
)
B(x+ 1, n− x+ 1)
=
px+1−1(1− p)n−x+1−1
B(x+ 1, n− x+ 1) . (3.24)
Then the Bayes estimation is obtained as
E(p | x) =
∫ 1
0
p · p
x+1−1(1− p)n−x+1−1
b(x+ 1, n− x+ 1)
=
x+ 2
n− x+ 1 + x+ 2 =
x+ 2
n+ 3
. (3.25)
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So the Bayes estimator is given by
pˆ =
x+ 2
n+ 3
. (3.26)
Further we consider the prior g(p) ∼ B(α, β). The joint probability mass function is
defined as
f(x, p) =
1
B(α, β)
pα−1(1− p)β−1. (3.27)
Then the marginal density is given by
f(x) =
∫ 1
0
f(x, p)dp
=
1
B(α, β)
B(α, β). (3.28)
The the conditional density is given by
f(p | x) = f(p, x)∫ 1
0
f(x, p)dp
=
1
B(α,β)
pα−1(1− p)β − 1
1
B(α,β)
B(α, β)
=
pα−1(1− p)β − 1
B(α, β)
. (3.29)
The Bayes estimation is obtained as follows
pˆ = E(p | x)
=
∫ 1
0
p · p
α−1(1− p)β−1
B(α, β)
=
∫ 1
0
pα+1−1(1− p)β−1
B(α, β)
=
α + 1
α + 1 + β
. (3.30)
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3.2 Poisson Distribution Function
In this section we consider a poison distribution function with unknown parameter λ. The
problem is to estimate the parameter λ.
3.2.1 Method of Moments
Let (X1, X2, . . . , Xn) identically and independently distributed random sample from Poisson(λ).
First moment is given as
µ′1 = E(X) = λ. (3.31)
The sample moment is given by
∑n
i=1Xi. So, the estimator for λ = X¯.
3.2.2 Method of Maximum Likelihood
The Probability mass function for Poisson distribution is given as
f(x, λ) = e−λ
λx
x!
for x = 0, 1, . . . .
The likelihood function is given as
L =
n∏
i=1
f(xi, λ) = e
−nλ λ
∑
xi
x1!, x2!, ..., xn!
. (3.32)
By taking log on both sides of above equation we have,
logL = −nλ+ (
n∑
i=1
xi) log λ−
n∑
i=1
log(xi!)
= −nλ+ nx¯ log λ−
n∑
i=1
log(xi!). (3.33)
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Then the likelihood equation for λ is
∂
∂λ
log λ = 0.
⇒ −nλ+ nx¯
λ
= 0.
nx¯
λ
= x⇒ λ = x¯. (3.34)
The variance of estimate is calculated by taking expectation over the likelihood equa-
tion.
1
V (λˆ)
=
n
λ2
E(x¯) =
n
λ2
· λ = n
λ
. (3.35)
Further we consider the problem of estimating the parameter λα. If we want to estimate
for λα then by using the invariance property of maximum likelihood method we can the
result as follows. The maximum likelihood estimator of λα is given by X¯α. Similarly, for
cλ the estimator is cX¯.
3.2.3 Bayesian Estimation
The probability mass function for random variable which follows g Poisson(λ) is given by
f(x, λ) = exp(−λ)λ
x
x!
.
The prior is taken as
g(λ | a, b) = exp(−bλ) b
a
Γ(a)
λa−1. (3.36)
Then the likelihood function is defined as
L(λ | x¯) = exp(−nλ)λ
∑n
i=1 xi
x1!, x2!, ....., xn!
. (3.37)
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Let
∑n
i=1 xi = s. Then the joint density is given as
f(x, λ) =
bae−λ(n+b)λs+a−1
Γ(a)x1!, x2!, ...., xn!
= Ce−λ(n+b)λs+a−1. (3.38)
Since
Γ(α) =
∫
e−xxα−1dx. (3.39)
The marginal density can be obtained as,
f(x) =
∫ ∞
0
f(x, λ)
= C
∫ ∞
0
e−λ(n+b)λs+a−1dλ
=
CΓ(s+ a)
(n+ b)s+a−1
. (3.40)
The conditional density is obtained by
f(λ | x) = Ce
−λ(n+b)λs+a−1dλ
CΓ(s+a)
(n+b)s+a−1
=
e−λ(n+b)λs+a−1(n+ b)s+a−1
Γ(s+ a)
. (3.41)
The Bayes estimator can be calculated as,
E(λ, x) =
∫ ∞
0
λ · e−λ(n+b)λs+a−1(n+ b)s+a−1
Γ(s+ a)
dλ
=
(n+ b)s+a−1
Γ(s+ a)
1
(n+ b)s+a
∫ ∞
0
e−λ(n+b)(λ(n+ b))s+a+1−1dλ
=
(n+ b)−1
Γ(s+ a)
Γ(s+ a+ 1)
=
s+ a
n+ b
. (3.42)
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For prior g(λ) = 1 that is for noninformative prior. The probability mass function is
given as
f(x, λ) = exp(−λ)λ
x
x!
. (3.43)
The likelihood function is
L(λ | x¯) = exp(−nλ)λ
∑n
i=1 xi
x1!, x2!, ....., xn!
. (3.44)
The joint density is given as
f(x, λ) =
e−nλλs
x1!, x2!, ....., xn!
. (3.45)
Marginal density can be calculated as
f(x) =
∫ ∞
0
f(x, λ)dλ
=
∫ ∞
0
e−nλλs
x1!, x2!, ..., xn!
dλ
=
Γ(s+ 1)
nsC
. (3.46)
The posterior distribution is calculated as
e−nλλsns
Γ(s+ 1)
.
The Bayes estimator λˆ is
E(λ | x) =
∫ ∞
0
λ · e−nλλsns
Γ(s+ 1)
=
∫ ∞
0
e−nλλs+1ns
nΓ(s+ 1)
=
Γ(s+ 2)
nΓ(s+ 1)
=
s+ 1
n
. (3.47)
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3.3 Geometric Distribution
The probability mass function of a random variableX which follows geometric distribution
is given by f(x, p) = (1 − p)k−1p. Here we assume that the parameter p is unknown and
we will try to estimate with the help of samples.
The method of moments estimator for geometric distribution is obtained as pˆ = 1
X¯
.
3.3.1 Bayesian Estimation
The probability mass function of X is given as
f(x | θ) = θx(1− θ), 0 < θ < 1. (3.48)
The prior distribution for p is taken as g(θ | a) = aθa−1. The joint density is given as
f(x, θ) = θx(1− θ)aθa−1. The marginal density is given as
f(x) =
∫ 1
0
f(x, θ)dθ
=
∫ ∞
0
θx+a−1(1− θ)dθ
=
∫ 1
0
θx+a−1(1− θ)2−1dθ. (3.49)
The conditional density can be obtained by
f(θ | x) = f(x, θ)∫ 1
0
f(x, θ)dθ
=
θx+a−1(1− θ)∫ 1
0
θx+a−1(1− θ)2−1dθ
=
θx+a−1(1− θ)
B(x+ a, 2)
. (3.50)
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Then the Bayes estimator for θ is
θˆ = E(θ | x)
=
∫ 1
0
θ · θx+a−1(1− θ)dθ
B(a+ x, 2)
=
∫ 1
0
θx++1a−1(1− θ)2−1dθ
B(a+ x, 2)
=
B(a+ x+ 1, 2)
B(a+ x, 2)
. (3.51)
If we want to estimate for θk then
E(θk | x) =
∫ 1
0
θkθx+a−1(1− θ)dθ
B(a+ x, 2)
=
∫ 1
0
θx+a+k−1(1− θ)2−1dθ
B(a+ x, 2)
=
B(x+ a+ k, 2)
B(a+ x, 2)
. (3.52)
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Chapter 4
Application Of distribution Function
In this chapter we consider a stochastic linear programming problem. By using Chance
constraint approach we have derived the deterministic model when the coefficients follow
a beta distribution.
4.1 Stochastic Linear Programming
The stochastic linear programming model is considered in Chapter 2. We refer the same
model for present discussion.
Let X1, X2, ....., Xn be the random variables having EXj = 0 and E|Xj|3 < ∞ and
j = 1, 2, . . . , n, where
σ2 = EX2j , ....., Bn =
n∑
j=1
σ2j , ...., Fn(x)
= PB
1
2
n
n∑
j=1
Xj < x}, ..., Ln
= B
−3
2
n
n∑
j=1
E|Xj|3.
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Then
Sup
x
|Fn(x)− Φ(x)| ≤ SLn. (4.1)
Then the above statement can be proved as follows. The above inequality for large value
of n can be defined as
P [B
−1
2
n
n∑
j=1
Xj − E(
n∑
j=1
Xj) < x] = Φ(x) +
∑n
j=1E(Xj − E(Xj))3e
−x2
2 (1− x2)
6
√
2piB
3
2
n
+O(n
−1
2 )(4.2)
By using equation (4.2) we can explain the beta distribution for chance constraint
method.I n linear programming the constraints are as follows:
Ax ≤ b if and only if

a11a12.....a1n
axjak2.....akn
am1am2.....amn


x1
.
xk
.
xn
 6

b1
.
bk
.
bm
 (4.3)
Matrix A represent the coefficient matrix. Suppose dk = akx, k = 1, 2, ...,m then the
kth row of equation [4.3] can be written as dk ≤ bk if and only if
[ak1.ak2, ...., akn].

x1
.
xk
.
xn
 ≤ bk (4.4)
where akj’s are k
th row of matrix A which are independent beta random variable.Then
the chance constraint method define in CHAPTER-2 is stated as
P (dk ≤ bk) ≥ 1− uk, k = 1, . . . ,m. (4.5)
We have assumed each random variable akj has beta distribution having parame-
ters (αkj, βkj). By statement given in equation (4.1) the random variable rj = akjxj −
E(akjxj, j = 1, 2, ..., n) are considered.
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The expected value and variance of each random variable akj is
E(akj = αkjβkj)V ar(akj) = αkjβ
2
kj.
Hence the expected value and variance of random variable rj are given as,
E(rj) = E(d
2
j − E(akjxj)) = xj[αkjβkj − αkjβkj] = 0.
V ar(rj) = E(dj)
2 − [E(dj)]2 = x2jV ar(akj) = x2jαkjβ2kj.
Then the absolute third moment of dj can be obtained as
E|rj|3 = E|akj − E(akjxj)|3 = x3jE|akj − αkjβkj|3. (4.6)
The expected value in (4.6) can be written as
E|akj − αkjβkj|3 =
∫ ∞
0
|akj − αkjβkj|3f(akj)dakj
=
∫ αkjβkj
0
|akj − αkjβkj|3f(akj)dakj
+
∫ ∞
αkjβkj
|akj − αkjβkj|3f(akj)dakj
= Ixj + IIxj.
Where
Ixj =
∫ αkjβkj
0
−|akj − αkjβkj|3f(akj)dakj.
=
1
B(βkjαkj)
∫ αkjβkj
0
(a3kj − 3a2kjαkjβkj + 3akjα2kjβ2kj − α3kjβ3kj)aβkj−1kj (1− aαkj−1kj ).
34
Take 1
B(βkjαkj)
= K, then the integral can be written as
Ixj = K
∫ αkjβkj
0
a
βkj+2
kj (1− akj)αkj−1dakj
−K(α3kjβ3kj)
∫ αkjβkj
0
a
βkj−1
kj (1− akj)αkj−1dakj
−K3(αkjβkj)
∫ αkjβkj
0
a
βkj+1
kj (1− akj)αkj−1dakj
+K3(α2kjβ
2
kj)
∫ αkjβkj
0
a
βkj
kj (1− akj)αkj−1dakj.
= KM1 +K(3αkjβkj)M2 +K(3α
2
kj)M3 +K(α
3
kjβ
3
kj)M4. (4.7)
This integrals can be evaluated to get the dk as stated in Chapter 2. Further modifica-
tions can be done and converting to standard normal random variable we may formulate
the deterministic model. The rest of the research work will be carried out as my future
work.
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Conclusions and Scope of Future Works
In this project work I have studied a new area namely estimation of parameters of
different distribution function. Particularly Binomial(n, p), Poisson (λ) and Geometric
(µ) distribution are discussed. I have learned different techniques for estimating of pa-
rameters. Finally, an application of distribution functions in optimization problems by
chance constraint method is briefly studied.
The work of the thesis can be extended in different directions.Some of the future work
are discussed bellow. Numerical methods can be adopted to find the closed form of some
estimators. Risk of different estimators can be compared. A real world problem can be
considered to apply our method in chance constraint problem.
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