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A B S T R A C T   
This study assesses the accuracy of estimating daily grass reference evapotranspiration (PM-ETo) using daily 
shortwave radiation (Rs) and reference evapotranspiration (ETREF) products provided by the Meteosat Second 
Generation (MSG) geostationary satellite delivered by the Satellite Applications Facility on Land Surface Analysis 
(LSA-SAF) framework. The accuracy of using reanalysis ERA5 shortwave radiation data (Rs ERA5) provided by the 
European Center for Medium-Range Weather Forecasts (ECMWF) is also evaluated. The assessments were per-
formed using observed weather variables at 37 weather stations distributed across continental Portugal, where 
climate conditions range from semi-arid to humid, and 12 weather stations located in Azores islands, charac-
terized by humid, windy and often cloudy conditions. This study’s use of data from a variety of climate 
conditions contributed to a unique and innovative assessment of the usability of LSA-SAF and ERA5 products for 
ETo estimation. The first assessment focused on comparing LSA-SAF estimates of Rs (Rs LSA-SAF) against ground 
stations (Rs ground). The results showed a good matching between the two Rs data sets for continental Portugal but 
a tendency for Rs LSA-SAF to under-estimate Rs ground in the cloudy islands of Azores. ETo values computed using 
Rs LSA-SAF data and observed temperature, humidity and wind speed (ETo LSA-SAF) were then compared with PM- 
ETo estimates with ground-based data, which were used as benchmark; input data of temperature and humidity 
needed for PM-ETo were quality checked for surface aridity effects. It was observed that ETo LSA-SAF is strongly 
correlated with PM-ETo (R2 > 0.97) for most locations in continental Portugal, with regression coefficient of a 
linear regression forced to the origin ranging between 0.95 and 1.05, mean root mean square error (RMSE) 
of 0.13 mm d− 1, and Nash and Sutcliff efficiency of modeling (EF) above 0.95. For most Azores locations, 
ETo LSA-SAF over-estimated PM-ETo. This is likely a consequence of the high spatio-temporal heterogeneity of 
weather conditions that occur in these oceanic islands together with the different footprints of satellite (averaged 
over the pixel) and station observations. Reanalysis ERA5 shortwave radiation data presented similar behavior to 
the LSA-SAF products, however with slightly lower accuracy. The daily LSA-SAF ETREF product (ETREF LSA-SAF) 
was assessed and results have shown a good accuracy of this product, with acceptable RMSE and high EF values, 
for continental Portugal but a low accuracy for the Azores islands. A simplified bias correction approach 
was shown to improve both ETo derived from the LSA-SAF products, namely for Azores stations, which seem 
to be representative of smaller areas. The use of the FAO-PM temperature approach (PMT) was also assessed 
using the Rs LSA-SAF and Rs ERA5 data, which showed a superiority of the LSA-SAF product for ETo estimations 
(ETo PMT LSA-SAF). No significant differences (p < 0.05) were observed in terms of the median value of the RMSE 
when adopting ETo PMT and ETREF LSA-SAF. Differently, results showed that using the Rs LSA-SAF in the PMT 
approach (ETo PMT LSA-SAF) produces significantly better RMSE results than ETo PMT and ETREF LSA-SAF. Overall, the 
performed assessment allows concluding that the use of Rs LSA-SAF, and to a lesser extent the use of the 
Rs ERA5, highly improves the accuracy of computation of ETo when Rs observations are not available, including 
when only temperature data are accessible. The use of the ETREF LSA-SAF product is a good alternative when 
observed weather data are not available.  
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1. Introduction 
Evapotranspiration is a key meteorological and hydrological vari-
able, particularly important in terms of the water cycle, in basin water 
management to quantify the water balance from the field to the hy-
drological basin scales, and in water resources planning and manage-
ment for the diverse uses of water. Agricultural water management, 
particularly irrigation management, requires good knowledge of crop 
evapotranspiration (ETc), namely aiming at improved water use per-
formance and productivity, coping with the ever-increasing water 
scarcity, and water saving, thus addressing ongoing climate change 
challenges (Allen et al., 1998; Pereira et al., 2009, 2012; Pereira, 2017). 
FAO56 (Allen et al., 1998), aiming at improving the estimation of 
crop water requirements and defining irrigation scheduling modes, 
propose to estimate crop ET as ETc = Kc ETo, where Kc is the crop co-
efficient (dimensionless) and ETo (mm d− 1) is the grass reference 
evapotranspiration. ETo represents the evaporative demand of the at-
mosphere and results from parameterizing the Penman-Monteith com-
bination equation for clipped grass (Allen et al., 1998; Pereira et al., 
1999), while the Kc incorporates the main characteristics that distin-
guish each crop from the grass reference crop in terms of evapotrans-
piration. Updated reviews on Kc are provided in various articles of this 
Special Issue (Pereira et al., 2021a, b), as well as reviews on the esti-
mation of ETc and Kc from remote sensing (French et al., 2020; Pôças 
et al., 2020). 
The grass reference evapotranspiration (ETo) is defined as “the rate 
of evapotranspiration from a hypothetical reference crop with an 
assumed crop height (h) equal to 0.12 m, a fixed daily canopy resistance 
rs = 70 s m− 1, and an albedo of 0.23, closely resembling the evapo-
transpiration from an extensive surface of green grass of uniform height, 
actively growing, completely shading the ground and not short of water” 
(Allen et al., 1998). ETo is computed with the FAO Penman-Monteith 
equation (PM-ETo) as discussed by Allen et al. (1994, 1998) and Per-










Δ + γ(1 + 0.34u2)
(1)  
where Rn is net radiation at the crop surface [MJ m− 2 d− 1], G is soil heat 
flux density [MJ m− 2 d− 1], Tmean is mean daily air temperature [◦C] at 
the reference height of 2 m, (es − ea) represents the vapor pressure 
deficit of air [kPa] at 2 m height, u2 is wind speed [m s− 1] at 2 m height, 
Δ represents the slope of the saturation vapor pressure-temperature 
relationship at mean air temperature [kPa ºC− 1], and γ is the psycho-
metric constant [kPa ◦C− 1]. Its computation requires data on daily 
temperature, solar radiation, air humidity and wind speed. However, 
often, observed weather data do not include all the variables required 
for computing PM-ETo (Eq. (1)), or those data are not freely available 
from the relevant meteorological services, or available data sets may 
have large gaps, or may be of poor quality due to insufficient mainte-
nance of equipment and quality control. Furthermore, the observations 
required to derive PM-ETo should be performed over well-watered grass 
to avoid surface aridity errors (Allen et al., 1998). Then, to cope with 
reduced and/or inadequate data sets, alternative ET equations or 
computational approaches may be used. Approaches for computing ETo 
with reduced weather data sets are reviewed and updated by Paredes 
et al. (2020), mainly the Hargreaves-Samani equation (Hargreaves and 
Samani, 1985) and the PM-ETo temperature approach (PMT), which 
have proved accurate for daily and monthly time steps and diverse cli-
mates and regions (Popova et al., 2006; Jabloun and Sahli, 2008; Sen-
telhas et al., 2010; Todorovic et al., 2013; Raziei and Pereira, 2013; Ren 
et al., 2016; Almorox et al., 2018; Paredes et al., 2018a,b; Paredes and 
Pereira, 2019). 
In the absence of radiation measurements, an alternative source for 
shortwave radiation (Rs) is the use of remotely sensed data such as those 
retrieved from geostationary satellites. Examples include the Spinning 
Enhanced Visible and Infrared Imager (SEVIRI) radiometers onboard the 
Meteosat Second Generation (MSG) satellites (Trigo et al., 2011; Ram-
írez-Cuesta et al., 2018), or the radiances provided by the imager on 
board the Geostationary Operational Environmental Satellite (GOES) 
(Liang et al., 2010; Inamdar and Guillevic, 2015). 
The Satellite Application Facility on Land Surface Analysis (LSA- 
SAF) is part of the European Organization for the Exploitation of 
Meteorological Satellites (EUMETSAT) ground processing segment, and 
is committed to process information on land surface variables from 
remote sensing. Currently, the LSA-SAF uses observations provided by 
the geostationary system Meteosat Second Generation (MSG). As 
reviewed by Trigo et al. (2011), the main advantages of MSG products 
include the monitoring of large areas of the Earth at regular intervals of 
time. Furthermore, the increasing number of satellite products that are 
freely available make these products a practical and cost-effective means 
of gathering information over land surfaces for a wide range of appli-
cations, including the nearly continuous assessment of vegetation state 
and water stress (Trigo et al., 2011). The accuracy of remote sensing 
solar radiation products has been widely evaluated (Roerink et al., 2012; 
Bojanowski et al., 2014; Mokhtari et al., 2018; Ramírez-Cuesta et al., 
2018). However, some constraints have been reported, namely those 
referring to rapidly changing cloud sky conditions (Geiger et al., 2008; 
Macke et al., 2010; Cristóbal and Anderson, 2013; Carrer et al., 2019). 
Accurate ETo estimations were reported when combining the use of 
remotely sensed shortwave radiation with ground temperature obser-
vations (Bois et al., 2008; Cammalleri and Ciraolo, 2013; Cruz-Blanco 
et al., 2014), or with temperature data provided by reanalysis prod-
ucts (de Bruin et al. 2010, 2016; Cruz-Blanco et al., 2015). More 
recently, the studies by Trigo et al. (2018) and de Bruin and Trigo (2019) 
reported on the very good accuracy of the reference evapotranspiration 
product provided by the LSA-SAF (herein ETREF LSA-SAF) when compared 
with ETo obtained from lysimeter for sites under diverse climatic 
conditions. 
Reanalysis products are another important source of atmospheric 
variables, namely shortwave radiation, which are made available at 
various spatial resolutions and allowing high temporal sampling. 
Reanalysis has the advantage of providing consistent information that 
span along several decades. Good accuracy of ETo estimations were re-
ported when using reanalysis products such as ERA-40 (Ishak et al. 
2010), ERA-Interim (Boulard et al., 2016; Paredes et al., 2018c), both 
provided by the European Centre for Medium-Range Weather Forecasts 
(ECMWF), or reanalysis products provided by the National Center for 
Environmental Prediction/National Center for Atmospheric Research 
(NCEP/NCAR) (Srivastava et al. 2013, 2015, Martins et al., 2017). 
Recently Pelosi et al. (2020) also reported on the good accuracy of two 
ECMWF reanalysis products, the ERA5-Land and the UERRA 
MESCAN-SURFEX, used for estimating ETo. 
The present study aims at assessing the use of the LSA-SAF remote 
sensing Rs product and of the ECMWF ERA5 reanalysis Rs product for 
estimating daily ETo when full data sets are not available. The assess-
ment is performed over a wide range of climate conditions, including 
continental sites and oceanic islands; the latter are characterized by 
frequent cloudy conditions with fast fluctuating broken cloud condi-
tions, high air humidity and windy conditions throughout the year. The 
objectives of the study, using full data PM-ETo (Eq. (1)) as a benchmark, 
consists of assessing:  
1) the quality of the LSA-SAF remote sensing Rs product (Rs LSA-SAF) and 
of ERA5 reanalysis Rs product (Rs ERA5) comparatively to local Rs 
observations (Rs ground);  
2) the performance of daily PM-ETo estimates using Rs LSA-SAF and Rs 
ERA5 combined with ground-based observations of Tmax, Tmin, RH and 
u2;  
3) the accuracy of the ETREF LSA-SAF without and with bias correction to 
adjust satellite-based estimates to locally observed conditions; 
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4) the performance of the FAO-PM temperature approach (PMT) when 
using temperature data and the Rs LSA-SAF and Rs ERA5 products. 
The assessment of the usability of LSA-SAF and ERA5 products for 
ETo estimation consists of an innovative approach when observation 
data sets are incomplete since the related calculation accuracy demon-
strates that it is not only possible but appropriate to avoid the search for 
alternative ET equations and computational procedures. 
2. Overview on the geostationary Meteosat Second Generation 
products 
2.1. Products 
The Satellite Application Facility on Land Surface Analysis (LSA- 
SAF) uses observations provided by the geostationary MSG system and 
the EUMETSAT Polar System (EPS) to generate a suite of land surface 
variables, that are made publicly available in near real time or offline. 
The satellite products generated and distributed by the LSA-SAF are 
related to: (a) the surface radiation budget parameters including the 
long- and short-wave surface fluxes, the land surface temperature, the 
albedo and the emissivity; (b) vegetation products (state, stress and 
wildfires); and (c) biophysical parameters including soil moisture and 
vegetation evapotranspiration, the latter resulting from combining in-
formation on the radiation budget and vegetation state. In addition, a 
daily reference evapotranspiration product (ETREF LSA-SAF) is also made 
available in near real time, and off-line (data available since 2004 to 
present). 
The land surface variables provided by LSA-SAF are generated on a 
pixel-by-pixel basis. The data are distributed on the original satellite 
(geostationary) projection, for the whole MSG disk, encompassing Af-
rica, most of Europe and part of South America (Trigo et al., 2011). 
Geostationary platforms, such as MSG, provide high frequency obser-
vations at moderate spatial resolution and are particularly useful to 
obtain variables with pronounced diurnal cycles, such as shortwave 
radiation (Trigo et al., 2011; Carrer et al., 2012). 
2.2. Shortwave radiation (Rs LSA-SAF) 
Since 2004, the LSA-SAF has offered surface radiation budget-related 
parameters and the dissemination at a regular basis, after operational 
consolidation was performed in 2007. Shortwave radiation at the sur-
face is obtained from the Spinning Enhanced Visible and Infrared Imager 
(SEVIRI) radiometer, onboard the MSG, with a spatial resolution be-
tween 3 and 5 km over Africa and most of Europe (Schmetz et al., 2002). 
The LSA-SAF shortwave radiation products (downwelling surface 
shortwave fluxes, DSSF LSA-SAF products) are generated at high fre-
quency (every 30 min) using data from the three solar spectrum chan-
nels of the SEVIRI sensor (centered on 0.6, 0.8 and 1.6 µm). As such, the 
LSA-SAF operationally derives and distributes spatially continuous 
downward shortwave fluxes as 30 min instantaneous values or as daily 
averages (Trigo et al., 2011). Rs LSA-SAF data consists of the energy within 
the solar domain, mostly within the 0.3–4.0 µm wavelength interval, 
that reaches the Earth’s surface per surface unit, per day. EUMETSAT 
LSA-SAF has an internal quality control for each datum provided. The 
quality indicator includes the number of missing slots within the cor-
responding 24 h period (Trigo et al., 2011). The data may be acquired in 
near real time or off-line (http://lsa-saf.eumetsat.int/). 
Shortwave radiation at the surface is inferred from cloud information 
obtained from MSG observations taking into account that measured top- 
of-atmosphere (TOA) reflectances in channels within the solar spectral 
domain (visible and near infrared) are anti-correlated with the short-
wave radiation reaching the surface. Under cloudy sky conditions, the 
method proposed by Gautier et al. (1980) and Brisson et al. (1999) for 
the radiation transfer in the cloud–atmosphere–surface system is used. 
The cloud transmittance and cloud albedo may present high variability 
at small time scales depending on the daily evolution of the clouds. 
Under cloudy conditions it is assumed that the whole image pixel is 
covered by a homogeneous cloud layer. A full description of the algo-
rithm is provided by Geiger et al. (2008); here we stress that the 
methodology may be applied to any satellite data with measurements, at 
least, in the visible bands. Nevertheless, given the strong diurnal cycle of 
the shortwave radiation, the accuracy of the daily values will be highly 
influenced by the temporal sampling. 
The LSA-SAF estimations of solar irradiance at the surface have been 
thoroughly validated against in situ measurements, revealing relative 
errors generally below 5% (Geiger et al., 2008; Carrer et al., 2012). The 
actual product accuracy depends on retrieval conditions, such as the 
amount and type of clouds (Geiger et al., 2008; Journée and Bertrand, 
2010; Cristóbal and Anderson, 2013), as well as on the uncertainty in 
aerosol loads (Ceamanos et al., 2014). The impact of uncertainties in 
cloud coverage will be higher in the presence of broken clouds (Carrer 
et al., 2019). As discussed by Cristóbal and Anderson (2013), topog-
raphy may also affect remote sensing Rs estimations with slightly higher 
estimation errors for hilly locations. 
Considering such variability, we present here an assessment of the 
Rs LSA-SAF product for a set of in situ observations over both mainland 
Portugal and the Azores islands, covering a wide range of conditions. 
Focus is placed on the impact of shortwave radiation uncertainties on 
estimates of grass reference evapotranspiration. 
2.3. Reference evapotranspiration (ETREF LSA-SAF) 
Considering that evapotranspiration over the reference surface is not 
water-limited, ETo will be essentially controlled by Rs, as the main 
source of external energy driving the atmospheric evaporative demand 
(Trigo et al., 2011, 2018; de Bruin et al., 2016; de Bruin and Trigo, 
2019). Therefore, most methods to estimate ETo will require reliable 
observations, or estimations, of Rs. However, we are often faced with 
cases where Rs observations are either not available, or they are sparsely 
distributed, or measured by poorly maintained instruments, which then 
may lead to substantial measurement errors (Wild, 2009; Urraca et al., 
2018). Thus, to overcome the quality of data, as well as the lack of 
continuous measurements, the ETREF LSA-SAF product is based upon a 
thermodynamical model combined with an atmospheric boundary layer 
model. ETREF LSA-SAF is calculated from the daily Rs LSA-SAF product and 
from the daily air temperature at 2 m obtained from the operational 
forecasts provided by the ECMWF through the Claussius-Clapeyron 
equation following the algorithm described by de Bruin et al. (2016). 
For this reason, ETREF LSA-SAF is not affected by local factors such as 
aridity or local advection since the main driver for its estimation is 
global radiation (de Bruin et al., 2016; de Bruin and Trigo, 2019). The 
ETREF LSA-SAF is generated daily and made available at pixel size for the 
whole SEVIRI/MSG disk, almost at real-time. 
Air temperature data at 2 m data are provided at 3-hourly ECMWF 
forecasts with a resolution of about 9 km, which were linearly interpo-
lated in time to hourly ones, and bi-linearly interpolated in space to the 
SEVIRI/MSG resolution. The air temperature values underwent a further 
adjustment to correct differences between ECMWF model surface 
orography and the finer scale SEVIRI pixel altitude, using a constant 
slope rate of 0.0067 ºC m− 1 (de Bruin et al., 2010). A detailed descrip-
tion of ECMWF data is provided by Owens and Hewson (2018). 
As previously presented, ETREF LSA-SAF was validated against in situ 
ETo measurements, performed over well-watered grass using Eddy 
Covariance and lysimeters, collected over sites with different climates 
and characteristics. The validation of the ETREF LSA-SAF product presents 
overall very good accuracy, especially for sites which are not affected by 
advection or aridity, in accordance with the definition of ETo (Cruz--
Blanco et al., 2014; de Bruin et al. 2016; Trigo et al. 2018; de Bruin and 
Trigo, 2019). 
P. Paredes et al.                                                                                                                                                                                                                                 
Agricultural Water Management 248 (2021) 106543
4
3. The reference crop evapotranspiration 
The computation of the daily grass reference evapotranspiration PM- 
ETo (Eq. (1)) was performed using the procedures proposed by Allen 










Δ + γ(1 + 0.34u2)
(1 bis)  
where Rn is net radiation at the crop surface [MJ m− 2 d− 1], G is soil heat 
flux density [MJ m− 2 d− 1], Tmean is mean daily air temperature [◦C] at 
the reference height of 2 m, (es − ea) represents the vapor pressure 
deficit of air [kPa] at 2 m height, u2 is wind speed [m s− 1] at 2 m height, 
Δ represents the slope of the saturation vapor pressure-temperature 
relationship at mean air temperature [kPa ◦C− 1], and γ is the psycho-
metric constant [kPa ◦C− 1]. 
The daily soil heat flux G was assumed to be null because its value 
beneath a dense grass canopy is very small (Allen et al., 1998). There-
fore, the daily net balance of energy available at the grass canopy re-
duces to the net radiation Rn computed as the difference between the net 
shortwave radiation (Rns, MJ m− 2 d− 1) and the net long wave radiation 
(Rnl, MJ m− 2 d− 1), Rn = Rns − Rnl. Rns is computed as the difference 
between the incoming solar radiation (Rs, MJ m− 2 d− 1) and the reflected 
shortwave solar radiation, thus Rns = Rs (1 − α), where α is the albedo of 
the surface, with α = 0.23 for the grass reference surface as assumed in 
the definition of ETo (Allen et al., 1998). 
The net long wave radiation (Rnl, MJ m− 2 d− 1) is obtained from the 




















where σ is the Stefan-Boltzmann constant = 4.903 10− 9 MJ K− 4 m− 2 
d− 1, Tmax,K and Tmin,K are respectively the maximum and minimum 
absolute temperature [K] during the 24 h period, ea is the actual vapor 
pressure [kPa], Rs/Rso is the relative shortwave radiation, where Rso 
[MJ m− 2 d− 1] is the clear-sky radiation. Rso was computed from the 
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(3) 
When observations of maximum and minimum relative humidity 
(RHmax and RHmin, %) were available, the actual vapor pressure (ea) was 
computed as 
ea =














All wind speed data was adjusted to the standard height of 2 m using 
the logarithmic wind speed profile proposed in FAO56 (Allen et al., 
1998). 
In the FAO-PM temperature approach (PMT) air temperature is used 
as estimator of ea and Rs (Allen et al., 1998). As recommended by Allen 
et al. (1998), to compute ea it was assumed that Tdew could be acceptably 
estimated from Tmin using a correction factor aT = 0 to 3 ºC depending 
upon the aridity of the site, thus with Tdew = Tmin − aT. The aridity of the 
site was estimated using the UNEP aridity index (AI, UNEP, 1997), 
defined as the ratio between the long-term averages of the annual pre-
cipitation and the annual potential climatic ET, (PET, Thornthwaite, 
1948). This approach has been tested for several climates and locations 
as reviewed by Paredes et al. (2020). Thus, ea was estimated as 
ea = eo(Tdew) = 0.611 exp
[
17.27 Tmin − aT
Tmin − aT + 237.3
]
(6) 
For the humid sites, where daily Tdew is expected to be above Tmin, 
Tdew was estimated from Tmean (Tdew = Tmean − aD) assuming aD = 2 ◦C 
(Raziei and Pereira, 2013; Todorovic et al., 2013; Ren et al., 2016; 
Paredes et al., 2018a,c; Paredes and Pereira, 2019). 
In the PMT approach, the predictive Rs equation of Hargreaves and 
Samani (1985) was used as proposed by Allen et al. (1998) and recently 
discussed by Paredes and Pereira (2019). This equation assumes Rs as a 
linear function of the square root of the daily temperature differences, 
TD = Tmax − Tmin, thus: 
Rs = kRs (Tmax − Tmin)
0.5Ra (7)  
where kRs is an empirical radiation adjustment coefficient [◦C− 0.5] and 
Ra is the extraterrestrial radiation [MJ m2 d− 1]. 
The kRs coefficient varies with the atmospheric conditions of the 
location, which impact the availability of shortwave solar radiation at 
the surface (Allen et al., 1998). Previous studies have related the vari-
ation of kRs with the climate dryness/wetness, as well as with wind speed 
(Raziei and Pereira, 2013; Ren et al., 2016; Paredes et al., 2018a, 2020; 
Paredes and Pereira, 2019). Other factors which influence the kRs values 
include the elevation of the site (Allen, 1997) and the distance to large 
water bodies (Hargreaves and Samani, 1985; Allen et al., 1998). The 
reported increase of kRs values in areas close to large water bodies, 
namely the ocean, relative to inland locations, may be the consequence 
of the combined effect of air moisture and wind speed prevailing in 
coastal areas. To ease the use of Eq. (7) without requiring local cali-
bration of kRs, Paredes and Pereira (2019) and Paredes et al. (2020) 
adopted multi-linear regression equations to estimate kRs using long 
time averages of TD, RH and u2 characterizing the site. Thus, kRs used 
herein was obtained using these equations. 
The u2 default estimator used in the present study was the local u2 
average (u2 avg). 
The Hargreaves-Samani (HS) ETo equation (Hargreaves and Samani, 
1985) is also commonly used when only temperature data are available. 
This equation may be written as 
ETo HS = 0.0135 kRs
Ra
λ
(Tmax − Tmin)0.5(Tmean + 17.8) (8)  
where ETo HS corresponds to the daily grass reference evapotranspira-
tion [mm d− 1], Tmax, Tmin and Tmean are respectively the maximum, 
minimum and mean daily temperature [◦C], λ is the latent heat of 
vaporization (2.45 MJ kg− 1), kRs is the empirical radiation adjustment 
coefficient [◦C− 0.5], Ra is the extraterrestrial radiation [MJ m− 2 d− 1], 
0.0135 is a factor for conversion of units from the American to the In-
ternational System, and 17.8 is an empirical factor related to tempera-
ture units used in the original formulations. 
The kRs radiation adjustment coefficient used in the HS equation (Eq. 
(8)) is similar to the one used in the PMT approach and therefore varies 
with climate. Paredes et al. (2020) also developed a simple procedure to 
parameterize the ETo HS equation by estimating kRs from long time av-
erages of TD, RH and u2 characterizing the site, which is used in the 
present study. 
4. Data 
4.1. Ground-based data 
Daily weather data sets were collected across continental Portugal 
from 37 weather stations, 22 maintained by the Portuguese Institute for 
Sea and Atmosphere (IPMA) and 15 by the Operative and Technological 
Center for Irrigation (COTR). The Azores daily datasets used in the 
present study refer to 12 weather stations located in eight islands, which 
are in charge of various regional institutions. The following observations 
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are available: maximum and minimum air temperatures (Tmax and Tmin, 
◦C) measured at 2 m height; relative humidity at 2 m height (RH, %); 
shortwave radiation (Rs, MJ m− 2 d− 1) and wind speed at the standard 
height of 2 m (u2, m s− 1). In cases where wind speed data were 
measured with instruments placed above 2 m, a logarithmic wind speed 
profile (Allen et al. 1998) was used. RH were available as daily averages 
(RHmean, %) in the case of IPMA and as maximum and minimum daily 
values (RHmax, RHmin, %) in other locations. The various weather sta-
tions sites are located within regions in continental Portugal charac-
terized by diverse climate conditions, ranging from semi-arid to humid. 
The climate in the Azores islands is humid, cloudy and windy, typical for 
oceanic islands, and shows a great time and space variability of solar 
radiation due to variable cloudiness. The location of continental 
Portugal and the archipelago of Azores is presented in Fig. 1. The 
weather stations used in the study are listed in Table 1 and their loca-
tions are depicted in Fig. 2. Most of these stations were used in previous 
studies of Rs estimations and to assess ETo computations either with 
reduced datasets (Teixeira et al., 2008; Paredes et al., 2018a,b, 2020; 
Paredes and Pereira, 2019), or with data derived from ERA-Interim 
reanalysis (Paredes et al., 2018c). 
Available information suggested that the selected weather stations 
could be considered as reference sites as recommended by Allen et al. 
(1998). QA/QC for all observed data sets was performed using the 
guidelines described by Allen (1996). To further ensure the appropri-
ateness of data quality, an analysis of the lower quartile (Q1), the median 
(Q2), and the upper quartile (Q3), the minimum and maximum values as 
well as the search for outliers was performed for all locations and all 
weather variables. Additionally, a quality check for surface aridity ef-
fects was performed using temperature and humidity data. 
4.2. Remote sensing data extraction and processing procedures 
Spatial sampling of the daily Rs LSA-SAF and ETREF LSA-SAF products is 
4-to-5 km over continental Portugal and the Azores. Data were extracted 
from the MSG pixels that were nearest to the given meteorological sta-
tion location. Because the daily LSA-SAF estimations of both Rs LSA-SAF 
and ETREF LSA-SAF rely on retrievals of instantaneous solar radiation 
performed every 30 min, days with more than five missing slots out of a 
total of 48 slots were removed from the analysis performed here. This 
procedure aims to ensure that only Rs LSA-SAF and ETREF LSA-SAF estimates 
with a minimum of observation gaps were used. The missing 30 min 
slots may occur for several reasons, most notably a failure of the data 
acquisition system, or in the algorithm processing system. On average, 
less than 10% of days were removed due to missing over five 30 min 
slots. The maximum percentage of missing values from individual sta-
tions was reached in Miranda do Douro (22%) relative to the period of 
2010–2013. From 2015-on the number of missing 30 min slots is re-
sidual and gaps on both Rs and ETREF LSA-SAF data sets represent less than 
2%. 
4.3. Shortwave radiation reanalysis data 
The ERA5 is the most recent reanalysis dataset provided by the 
ECMWF, which replaced the previous ERA-Interim by August 2019. 
ERA5 data span from 1979 to present and are made available on regular 
grids with a spatial resolution of 0.25◦ × 0.25◦ latitude-longitude, cor-
responding to an approximately uniform spacing of 31 km (Hersbach 
et al., 2018, 2019). ERA5 is based on the Integrated Forecasting System 
(IFS) Cycle 41r2, which was the ECMWF’s model version used for 
operational forecasts in 2016. ERA5 further innovates from 
ERA-Interim, including an hourly forecast. The ERA5 dataset includes a 
very wide range of atmospheric and surface variables, including 
incoming solar radiation at the surface, which is used in this study. The 
solar radiation product (Rs ERA5) is estimated taking into account total 
solar irradiance, ozone and greenhouse gases profiles, model clouds, and 
aerosols developed for the World Climate Research Programme (WCRP) 
initiative CMIP5, including stratospheric sulfate aerosols (Hersbach 
et al., 2019). ERA5 reanalysis products are operationally generated with 
a 5-day latency. Further information on ERA5 is provided by Hersbach 
et al. (2018, 2019). In the present study the nearest grid points to the 
station location were considered for retrieving and cumulating the data 
on hourly global solar radiation at the surface [W m− 2]. 
5. Procedures for assessing the quality of estimates and bias 
correction 
Several goodness-of-fit indicators were used for assessing the per-
formance of the diverse approaches in representing the amplitude and 
time variation of ETo estimations when using observations. The accuracy 
assessment focused on the pairwise comparison between measured Rs or 
ETo obtained from ground observed weather values (Oi) and the corre-
sponding predicted values (Pi) through the various estimation processes 
Fig. 1. Location of continental Portugal and Archipelago of Azores.  
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assessed. Thus, to verify the similarity between Oi and Pi the following 
set of indicators were used, as in previous applications (Martins et al., 
2017; Paredes and Pereira, 2019):  
i) The regression coefficient (b0) of a linear regression forced to the 
origin (FTO), which is an overall constant of proportionality be-
tween observation and predicted values, and often interpreted as 
a measure of bias, with b0 < 1 suggesting under-estimation and 
b0 > 1 over-estimation, thus considering a target value b0 = 1.0;  
ii) The coefficient of determination (R2) of the ordinary least squares 
regression (OLS) that assesses the dispersion of pairs Oi and Pi 
along the regression line, i.e. indicates how close are the pre-
dicted and the observed variables, where R2 = 1.0 is maximum 
agreement;  
iii) The root mean square error (RMSE, mm d− 1), which is an overall 
measurement of the differences between observed and predicted 
values;  
iv) The normalized RMSE (NRMSE, %), defined as the ratio between 
RMSE and the mean of observations O, and consists of a non- 
dimensional measure of the relative error of estimate; and  
v) The Nash and Sutcliff (1970) efficiency of modeling (EF), which 
measures the relative magnitude of the mean square error (MSE =
RMSE2) relative to the observed data variance (σ) (Legates and 
McCabe Jr., 1999), with an EF value of 1.0 indicating perfect 
efficiency; contrarily, negative EF values indicate that the fitting 
is poor and that there is no advantage in using the predicted 
values (Pi) instead of the mean of observed values (Oi). 
The non-parametric Wilcoxon matched-pairs signed rank test (Wil-
coxon, 1945; Conover, 1999) was used to assess when the approaches 
used for ETo estimation were significantly different (p < 0.05) in terms 
of the median value of RMSE. This test was selected because RMSE data 
series did not follow a normal distribution. This test has been previously 
used to compare the relative performance of various hydrologic 
modeling approaches, including for reanalysis corrections in ETo 
Table 1 
Weather stations coordinates and number of daily data records.  
Weather stations Latitude (N) Longitude (W) Elevation (m) Number of data records 
Continental Portugal     
Aljustrel 37◦ 58′ 17′′ 08◦ 11′ 25′′ 104  833 
Alvalade do Sado 37◦ 55′ 44′′ 08◦ 20′ 45′′ 78.5  816 
Alvega 39◦ 27′ 39.97′′ 8◦ 1′ 37.1′′ 51  542 
Anadia 40◦ 26′ 19.89′′ 8◦ 26′ 23.79′′ 45  815 
Aveiro 40◦ 38′ 7.44′′ 08◦ 39′ 34.6′′ 5  953 
Beja 38◦ 1′ 32.62′′ 07◦ 52′ 2.35′′ 246  1032 
Braga 41◦ 34′ 32.13′′ 08◦ 27′ 3.99′′ 65  713 
Bragança 41◦ 48′ 14.86′′ 06◦ 44′ 34.69′′ 690  979 
Castelo Branco 39◦ 50′ 20.60′′ 07◦ 28′ 43.35′′ 449  1032 
Castro Verde 37◦ 45′ 20.5′′ 08◦ 04′ 35.4′′ 200  840 
Coimbra 40◦ 12′ 48.49′′ 08◦ 27′ 18.55′′ 35  1028 
Elvas 38◦ 53′ 26.88′′ 07◦ 08′ 23.14′′ 208  845 
Estremoz 38◦ 52′ 20′′ 07◦ 35′ 49′′ 404  803 
Évora 38◦ 32′ 9.78′′ 07◦ 53′ 15.09′′ 246  765 
Faro 37◦ 0′ 59.68′′ 07◦ 58′ 19.03′′ 8  961 
Ferreira do Alentejo 38◦ 02′ 42′′ 08◦ 15′ 59′′ 74  823 
Guarda 40◦ 31′ 42.81′′ 07◦ 16′ 43.23′′ 1020  941 
Leiria 39◦ 46′ 49.99′′ 08◦ 49′ 15.48′′ 45  796 
Lisboa 38◦ 45′ 58.33′′ 9◦ 7′ 38.98′′ 104  982 
Mértola 37◦ 45′ 27.03′′ 7◦ 33′ 5.47′′ 190  697 
Miranda do Douro 41◦ 29′ 55.76′′ 06◦ 16′ 17.49′′ 693  904 
Mirandela 41◦ 30′ 53.23′′ 7◦ 11′ 27.02′′ 250  959 
Montalegre 41◦ 49′ 12′′ 07◦ 46′ 48′′ 1005  606 
Moura 38◦ 05′ 15′′ 07◦ 16′ 39′′ 172  729 
Odemira 37◦ 30′ 06′′ 08◦ 45′ 12′′ 91.5  846 
Portalegre 39◦ 17′ 39.06′′ 07◦ 25′ 16.74′′ 597  1030 
Portimão 37◦ 08′ 50.93′′ 08◦ 34′ 59.82′′ 38  625 
Porto 41◦ 14′ 0.61′′ 08◦ 40′ 52.80′′ 63  960 
Redondo 38◦ 31′ 41′′ 07◦ 37′ 40′′ 235.6  809 
Santarém 39◦ 14′ 10.54′′ 08◦ 41′ 23.07′′ 99  838 
Serpa 37◦ 58′ 06′′ 07◦ 33′ 03′′ 99  801 
Setúbal 38◦ 31′ 25.86′′ 08◦ 52′ 51.75′′ 32  837 
Sines 37◦ 57′ 14.50′′ 08◦ 50′ 18.61′′ 103  1016 
Viana do Alentejo 38◦ 21′ 39′′ 08◦ 07′ 32′′ 138  830 
Vidigueira 38◦ 10′ 36.8′′ 07◦ 47′ 35.1′′ 155  807 
Vila Real 41◦ 16′ 26.71′′ 07◦ 43′ 2.61′′ 561  1013 
Viseu 40◦ 42′ 53.24′′ 07◦ 53′ 46.30′′ 636  947  
Azores islands       
Santa Cruz das Flores, Flores 39◦ 27′ 31.11′′ 31◦ 07′ 49.65′′ 28  3079 
Horta, Faial 38◦ 31′ 45.31′′ 28◦ 37′ 43.20′′ 40  2966 
Velas, São Jorge 38◦ 39′ 51.08′′ 28◦ 10′ 14.94′′ 99  279 
Santa Cruz da Graciosa, Graciosa 39◦ 5′ 29.76′′ 28◦ 1′ 32.52′′ 30  796 
Angra do Heroísmo, Terceira 38◦ 39′ 31.68′′ 27◦ 13′ 22.8′′ 74  2205 
Granja, Terceira 38◦ 41′ 45.88′′ 27◦ 10′ 14.51′′ 370  2648 
Ribeirinha, Terceira 38◦ 40′ 24.16′′ 27◦ 10′ 43.27′′ 390  2190 
Santa Bárbara, Terceira 38◦ 43′ 38.85′′ 27◦ 19′ 47.81′′ 800  2772 
Furnas, São Miguel 37◦ 45′ 42.56′′ 25◦ 19′ 44.05′′ 289  3404 
Ponta Delgada, São Miguel 37◦ 44′ 38.76′′ 25◦ 42′ 28.80′′ 71  2965 
Santana, São Miguel 37◦ 48′ 17.62′′ 25◦ 33′ 46′′ 70  2130 
Maia, Santa Maria 36◦ 56′ 25.38′′ 25◦ 1′ 3.18′′ 200  1718  
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estimations (Ricard and Anctil, 2019). 
Due to the impact of cloud coverage rapidly changing in space and 
time, such as in the cloudy and rainy region of the Azores islands, a bias 
correction of the Rs LSA-SAF could be required (Badescu and Dumitrescu, 
2013; Polo et al., 2016). Due to the ETo dependency on Rs, a bias 
correction could also be required for the ETREF LSA-SAF product. The 
objective of the bias correction is to reduce the differences between the 
satellite derived values, which are representative of a given pixel (of the 
order of 4.5 × 4.5 km2 over the Azores) and the observed Rs. The 
bias-correction procedure may be applied directly to ETo, using 
ETREF LSA-SAF and ETo computed with ground full data. Several studies 
reported on the inaccuracies of satellite derived Rs particularly under 
non-clear sky conditions (e.g. Guidard et al., 2011) and in island con-
ditions (Mazorra Aguiar et al., 2019) despite improvements on the 
removal of systematic errors prior to assimilation. In the present study a 
simplified bias correction scheme was used for operational purposes. 
However, because Rs LSA-SAF is used to compute ETREF LSA-SAF, the bias 
correction procedure was preferably applied to ETREF LSA-SAF instead of 
Rs LSA-SAF product. 
Several bias correction methods have been used and assessed for 
various Rs satellite products (Journée and Bertrand, 2010; Badescu and 
Dumitrescu, 2013; Polo et al., 2015, 2016; Kambezidis et al., 2016). 
Given that the ETREF LSA-SAF product is still fairly recent, bias-correction 
studies have not been reported yet. In the present study, the bias 
correction procedure consisted in dividing each data set relative to each 
targeted location into two subsets of the same size, separated in time. 
The more distant set of data was used for training and the more recent 
one was kept for validation. Thus, the correction parameters were ob-
tained from the training data set and the same correction parameters 
were used with the validation set. 
The simplified bias correction used in several applications of remote 
sensing and reanalysis data (e.g. Polo et al., 2015, 2016; Paredes et al., 
2018c; Mazorra Aguiar et al., 2019) consists of the difference between 
the fitted line (ysatellite = a xground + b) and the y = x line. Thus, the daily 
corrected estimates are: 
y new(t) = ysatellite −
[
(a − 1)xground + b
]
(9) 
The assessment of the performance of the bias correction procedure 
was performed for the validation sets. 
6. Results and discussion 
6.1. Comparing LSA-SAF and ERA5 shortwave radiation products  
(Rs LSA-SAF and Rs ERA5) with ground observations 
For continental Portugal, Rs LSA-SAF data are in close agreement with 
Rs ground data as per the results of the goodness-of-fit indicators (Fig. 3). 
The values of the regression coefficient b0 range from 0.96 to 1.06, with 
95% of values in the interval 0.95–1.05, with only two locations pre-
senting values above 1.05. The mean b0 is 1.02, which indicates that 
Rs LSA-SAF tends to be only slightly greater than Rs ground. The coefficients 
of determination are very high, with most locations (84%) having values 
above 0.95 and only two locations with R2 < 0.90 (Fig. 3). The 
normalized RMSE is smaller than 10% for most locations (73% of cases), 
averaging 9.2% with a standard deviation of 4.3%. NRMSE > 20% refers 
to only one weather station. The efficiency of modeling EF is larger than 
0.80 for all cases and is above 0.95 for 78% of cases. These results 
indicate that the values of Rs LSA-SAF are similar, or very similar, to those 
observed in the continental weather stations. Lower goodness-of-fit in-
dicators refer to a weather station located in higher altitude (Guarda), 
thus in agreement with results of other studies reporting lower accuracy 
for hilly locations (Cristóbal and Anderson, 2013; Gómez et al., 2016). It 
can therefore be concluded that Rs LSA-SAF data may be used with high 
accuracy throughout continental Portugal. 
The goodness-of-fit results comparing Rs ERA5 with Rs ground data in 
continental Portugal are worse than those shown for Rs LSA-SAF (Fig. 3) 
likely due to the higher heterogeneity of weather conditions within the 
larger pixels of ERA5 (31 km for ERA5 vs. 5 km for LSA-SAF), which 
reduces the ability to estimate point-site Rs values. Data in Fig. 3 shows 
that the frequency of b0 > 1.05 is larger for Rs ERA5 comparatively to 
Rs LSA-SAF, thus indicating a greater trend for over-estimation. However, 
most of R2 values are in the range 0.80–0.90. The NRMSE values are 
higher than 15% for all cases (Fig. 3), with NRMSE averaging 22%, and 
the majority of cases having NRMSE > 20%. For all cases, EF< 0.90, 
however with most weather stations having EF ranging from 0.80 to 
0.90. 
The spatial distribution of the goodness-of-fit indicators relative to 
Rs LSA-SAF throughout continental Portugal is homogeneous contrarily to 
Rs ERA5 (Fig. 3). Likely this difference depends upon the pixel size of both 
Fig. 2. Location of the weather stations in continental Portugal and in the Archipelago of Azores.  
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grids. Although ERA5 is a state-of-the art global reanalysis, its spatial 
resolution of about 31 km × 31 km is much greater than that of MSG/ 
LSA-SAF derived products, of about 5 km × 5 km, which implies that 
ERA5 products will perform less well, particularly over regions where 
the spatial variability of factors influencing solar radiation at the surface 
(most notably cloud coverage) is high. Results show that the locations 
where Rs ERA5 tends to over-estimate Rs ground (b0 > 1.05) and R2 is 
smaller are located in northern coastal area, where the weather vari-
ability is larger and cloudiness is more frequent and variable than in 
inland and southern locations. It results that higher NRMSE are also 
found in northern coastal locations, where EF shows smaller values. 
Overall, the goodness-of-fit indicators are reasonably good, thus sug-
gesting that Rs ERA5 data are also adequate to be used in the absence of Rs 
observations. The superiority of Rs provided by MSG relative to rean-
alysis products was also reported in other studies, e.g. Bojanowski et al. 
(2014), Ramirez Camargo and Dorner (2016) and Urraca et al. (2017). 
The application of LSA-SAF and ERA5 products to the Azores islands 
faces a large variability of both the cloud coverage and the respective 
dynamic influences, as well as the presence of low clouds (Azevedo 
et al., 1999; Magarreiro et al., 2014; Remillard and Tselioud, 2015; 
Mechem et al., 2018), which may contribute to increased differences 
between station and pixel Rs estimates. Indeed, high winds and scattered 
and broken clouds contribute to less favorable conditions for satellite 
observation of solar radiation (Geiger et al., 2008; Journée and Ber-
trand, 2010; Macke et al., 2010; Cristóbal and Anderson, 2013; Carrer 
et al., 2019). In addition, Palmer et al. (2018) reported higher errors of 
estimates for locations more distant to the satellite grid point and with 
elevation. Due to those weather conditions, and to the greater difficulty 
of having accurate Rs ground observations in windy and cloudy areas, the 
goodness-of-fit indicators for Azores were not as good as those for 
continental Portugal. b0 > 1.05 are often observed for both Rs LSA-SAF 
and Rs ERA5 (Fig. 4), thus indicating that both Rs products generally 
over-estimate Rs ground. R2 < 0.90 for Rs LSA-SAF and R2 < 0.70 values for 
Rs ERA5 indicate that the usability of these Rs values is less adequate in 
Azores than in continental Portugal due to the referred high variability 
of weather conditions, mainly related with clouds dynamics. The 
NRMSE values are generally high, averaging 31% for Rs LSA-SAF and 41% 
in case of Rs ERA5; low EF were obtained in Azores (Fig. 4), particularly 
relative to Rs ERA5, thus indicating a reduced gain in its use in Azores 
contrarily to continental Portugal. 
The spatial distribution of the goodness-of-fit indicators in Azores 
(Fig. 4) shows that the more favorable results of both Rs LSA-SAF and Rs 
ERA5 occurred in low altitude coastal locations, where the variability of 
Rs ground is smaller, as it is the case of most locations of the western and 
central islands groups. Differently, goodness-of-fit results are worse for 
weather stations located in elevation and slopes exposed to the wet 
winds, which is typically the case for Santa Bárbara, Terceira (Central 
group, Fig. 4). That station is located in high elevation (Table 1) and has 
very cloudy and windy conditions, with occult (horizontal) precipitation 
equaling the vertical rainfall (Fontes et al., 2006), thus where in situ 
radiation measurements are hampered by the frequent deposition of fog. 
Results for Santa Bárbara indicate that there is no gain in using Rs ERA5, 
and a reduced gain in using Rs LSA-SAF. Thus, it is likely that using both 
gridded Rs products as estimators of Rs values are questionable for high 
elevation cloudy and windy areas, where broken and low clouds impacts 
are large. A study applied to the oceanic islands of Canarias using MSG 
products also reported high errors of estimation of Rs under high cloud 
conditions, particularly in higher altitudes (Mazorra Aguiar et al., 
2019). Similar findings relative to high elevation and cloudiness con-
ditions were reported for the Corsica island, in the Mediterranean Sea 
(Voyant et al., 2014). 
Fig. 5 shows the variability of the goodness-of-fit indicators using a 
box-and-whiskers plot. It shows that the results for continental Portugal 
and Azores islands are very different for both Rs LSA-SAF and Rs ERA5. The 
interquartile ranges of the continental locations show to be much 
smaller than those of the Azores islands, which is associated with the 
high variability of weather conditions observed in the islands stations. 
Coherently, the difference between the maximum and minimum values 
Fig. 3. Spatial distribution of statistics measuring the association between ground observed shortwave radiation (Rs, MJ m− 2 d− 1) with Rs LSA-SAF and 
Rs ERA5 products over continental Portugal (b0 – FTO regression coefficient; R2 – OLS coefficient of determination; NRMSE (%) – normalized root mean square error; 
EF – efficiency of modeling). 
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of the indicators is also much smaller in continental Portugal. Both the 
interquartile ranges and the differences between the maximum and 
minimum values are also smaller for the Rs LSA-SAF product. Fig. 5 also 
shows that there is a non-symmetric distribution of the indicator values, 
which is particularly notable in the Azores islands. 
A highly critical aspect in comparing Rs products with observations 
in islands refers to the footprint sizes, with that of the weather station 
much smaller than that of the nearest MSG or ERA5 pixel. Over highly 
heterogeneous terrain, namely hilly terrains of high altitude, the area 
integrated values obtained from satellite observations or from model 
estimates, as in the case of ERA5, may differ much from in situ 
observations. This fact may contribute to explain the high b0 and NRMSE 
values for weather stations located in high and sloping fields (e.g., 
previously referred cases of Santa Bárbara, Ribeirinha, and Granja in 
Terceira island, Furnas in S. Miguel and Maia in S. Maria, Fig. 4), 
particularly referring to ERA5 products. Consequently, ranges of 
goodness-of-fit indicators for the weather stations of Azores are quite 
large since the dispersion of estimates is large. Ranges of indicators for 
continental Portugal are much smaller than for Azores (Fig. 5). 
The NRMSE results analyzed above generally agree with those re-
ported in other studies using MSG products. For two regions of France, 
one having a climate influenced by the Atlantic Ocean and the other a 































































Fig. 4. Spatial distribution of statistics measuring the association between ground observed shortwave radiation (Rs, MJ m− 2 d− 1) with Rs LSA-SAF and 
Rs ERA5 products over the Azores islands (b0 – FTO regression coefficient; R2 – OLS coefficient of determination; NRMSE (%) – normalized root mean square error; EF – 
efficiency of modeling). 
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Mediterranean climate, Bois et al. (2008) reported average NRMSE of 
20% and 14%, respectively, thus showing higher values when clouds are 
more frequent and variable. For Catalonia, Spain, Cristóbal and 
Anderson (2013) reported NRMSE averaging 17% for cloudy and hilly 
locations, in contrast with NRMSE averaging 6% under clear sky and flat 
areas. Bojanowski et al. (2014) assessed the accuracy of Rs LSA-SAF 
product for Europe reporting an average NRMSE of 16.54% ± 7.73%, 
however ranging approximately 10–15% for locations in continental 
Portugal, and ranging 15–20% or 20–30% for locations in Northern 
England and Ireland, thus with higher cloudiness. For Andalusia region, 
Spain, Cruz-Blanco et al. (2014) reported NRMSE values below 10% for 
summer, thus mostly under clear sky, and values averaging 11.5% for 
the winter months, thus suggesting the influence of increased clouds 
occurrence and variability. For the Lerma Valley, Argentina, Ramirez 
Camargo and Dorner (2016) studied the impacts of cloud conditions on 
the accuracy of Rs satellite derived products reporting NRMSE averaging 
33% and 12% under cloud and clear sky conditions, respectively. Urraca 
et al. (2017) for central Spain, thus for conditions where cloudiness is 
low, reported good accuracy of Rs satellite derived products, with 
NRMSE averaging 8.3%. Thus, the reported NRMSE results confirm the 
favorable assessment of both Rs products for continental Portugal and 
support interpretations of less good results obtained for the oceanic 
islands of Azores. 
Considering the results discussed above, it may be concluded that 
both Rs LSA-SAF and Rs ERA5 are good to very good estimates of Rs for 
continental Portugal; however, should be used with caution when 
cloudiness and clouds variability and wind highly influence the climate 
of the site. Both Rs LSA-SAF and Rs ERA5 are less accurate estimates of Rs in 
case of the Azores islands; however, depending upon local variability of 
weather conditions, their accuracy is quite acceptable for low altitude 
and less cloudy locations. Nevertheless, when Rs LSA-SAF and Rs ERA5 are 
used to compute the PM-ETo, different conditions and associated accu-
racies need to be considered as discussed in the following Sections 6.2 
and 6.4. 
6.2. Computing the PM-ETo with Rs LSA-SAF and Rs ERA5 
The assessment of Rs LSA-SAF and Rs ERA5 products performed in the 
previous section justify their use to compute the PM-ETo (Eq. (1)) when 
ground observed temperature, air humidity and wind speed are avail-
able. Their goodness-of-fit indicators for continental Portugal and the 
Azores islands are presented in Figs. 6 and 7, respectively. However, 
instead of using the NRMSE indicator to assess the accuracy of the Rs LSA- 
SAF and Rs ERA5 products, the RMSE values were used since they are 
better suited for comparing the performance of the different approaches 
used for ETo estimations as it is commonly adopted in the literature. As 
discussed before, the goodness-of-fit indicators should be used having in 
mind the differences in the footprint of the weather stations relative to 
the grid/pixel of both the MSG satellite and the reanalysis, the latter 
much larger. It was assumed that all weather stations satisfy reference 
site conditions (Allen et al., 1998), particularly that observations of air 
temperature and humidity were performed over a grass crop as already 
mentioned earlier and reported by Paredes et al. (2020). 
The goodness-of-fit indicators from comparing the PM-ETo values 
computed with the Rs LSA-SAF and Rs ERA5 products combined with 
observed temperature, air humidity and wind speed, respectively 
ETo LSA-SAF and ETo ERA5, with PM-ETo computed with full data sets 
observed at various weather stations of continental Portugal are shown in 
Fig. 6. The b0 values relative to ETo LSA-SAF are close to 1.0 for all locations, 
while there are a few cases indicating a slight over-estimation for 
ETo ERA5, mainly for weather stations located in coastal areas where the 
weather variability is higher. The R2 average is very high and its standard 
Fig. 5. Box-and-whisker plot of the goodness-of-fit indicators relative to comparing ground observed shortwave radiation (Rs, MJ m− 2 d− 1) with Rs LSA-SAF and 
Rs ERA5 products for both continental Portugal and Azores islands (lower box boundary represent the lower quartile (Q1), the line within the box represents the 
median (Q2), and the upper box boundary represents the upper quartile (Q3); the bottom and top whiskers represent respectively the minimum and maximum 
observed values; (•) is the mean value); (b0 – FTO regression coefficient; R2 – OLS coefficient of determination; NRMSE (%) – normalized root mean square error; EF – 
efficiency of modeling). 
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deviation (sd) is small: 0.99 ± 0.01 for ETo LSA-SAF and 0.97 ± 0.02 for 
ETo ERA5, thus indicating that, for all locations, these predicted values are 
close to the PM-ETo computed with observed full data sets. RMSE are 
small, particularly for ETo LSA-SAF, which average 0.13 ± 0.04 mm d− 1 
and has the majority of cases below 0.20 mm d− 1. For the ERA5 products, 
the average RMSE is higher 0.34 ± 0.06 mm d− 1, but nevertheless small, 
and most locations have RMSE < 0.30 mm d− 1. Coherently with the 
previously referred indicators, EF are very high when using both Rs 
products, averaging 0.99 and 0.96 for ETo LSA-SAF and ETo ERA5, respec-
tively. The spatial distribution of RMSE for ETo LSA-SAF is homogeneous 
and that of ETo ERA5 shows that the lower values occur inland and in 
southern areas where weather conditions are less variable, and cloudi-
ness is less frequent. ETo LSA-SAF shows superior results relative to 
ETo ERA5, thus in accordance with the results obtained for the Rs products 
analyzed in the precedent section. 
As expected from the analysis relative to Rs in the precedent section, 
the goodness-of-fit results for both ETo LSA-SAF and ETo ERA5 applied to the 
Azores islands (Fig. 7) are inferior to those relative to continental 
Portugal. For both ETo LSA-SAF and ETo ERA5, b0 > 1.05 in half of the lo-
cations, which indicates a trend for over-estimation of ETo when using the 
Rs products, thus following similar over-estimation tendency relative to 
Rs. R2 values are generally high, being greater than 0.90 for 
ETo LSA-SAF for most locations, thus showing that modeled ETo LSA-SAF are 
close to ETo computed with observed data for most stations (Fig. 7). 
Differently, for ETo ERA5 predicted and observed ETo are less close despite 
R2 > 0.80 for most locations, which likely is due to the previously 
referred large size of the reanalysis pixel, with the consequent lower 
ability in capturing the heterogeneity of the weather conditions, partic-
ularly under highly variable cloud conditions. Most RMSE values are low, 
< 0.35 mm d− 1 in case of ETo LSA-SAF and < 0.50 mm d− 1 for ETo ERA5. 
Larger RMSE values are observed for ETo LSA-SAF in four locations, and in 
five locations for ETo ERA5. EF values mostly exceed 0.80, with only three 
locations having EF < 0.80 in case of ETo LSA-SAF but five in case of ETo 
ERA5. As expected, all weather stations having worse goodness-of-fit in-
dicators are located in high elevation and in windy slopes. 
The spatial distribution of the goodness-of-fit follows those relative 
to Rs, however with b0 closer to 1.0, higher R2 and EF and reduced 
RMSE. These more favorable results are due to the fact that ETo does not 
depend only on Rs but from the combined effects of all weather vari-
ables. Therefore, it results that ETo LSA-SAF and ETo ERA5, mainly the 
former, are usable with high accuracy for the locations of low altitude, 
and with acceptable accuracy for stations located in hilly areas where 
the influence of clouds is major. 
The distribution of the goodness-of-fit indicators data into quartiles 
(Fig. 8) shows a narrower range of variation of indicators relative to both 
ETo LSA-SAF and ETo ERA5 when compared with the ranges relative to the 
same Rs products (Fig. 5) for both continental Portugal and Azores 
islands. These results indicate that both ETo LSA-SAF and ETo ERA5 are 
highly accurate despite the low accuracy of the Rs LSA-SAF and Rs ERA5 
products used for their computation with Eq. (1). Anyway, for the 
Azores islands, the interquartile range and the skewness of the distri-
butions of the indicators are larger than for continental Portugal. Results 
in Fig. 8 support the appropriateness for using Rs from LSA-SAF or, 
secondarily, from ERA5 in both studied regions, despite less accurate 
ETo estimates in the Azores islands. 
The ERA5 product has the advantage relative to LSA-SAF of the 
continuity of the data sets while the latter may present gaps. However, 
ETo ERA5 can be used for gap filling of the missing ETo LSA-SAF data sets 
because a very high association between ETo LSA-SAF and ETo ERA5 values 
exists. Results from the linear regression between ETo LSA-SAF and ETo 
ERA5 were assessed for both continental Portugal and Azores islands, 
respectively ETo ERA5 = 1.02 ETo LSA-SAF with R2 = 0.98, and ETo ERA5 
= 0.98 ETo LSA-SAF with R2 = 0.92. Therefore, the usability of ETo ERA5 
for gap filling of the ETo LSA-SAF data series may be assumed accurate, 
including for the Azores islands. 
Few studies are available relative to the use of Rs products for ETo 
calculation when other than Rs variables are observed. This is the case of 
the study by Bois et al. (2008) where ETo LSA-SAF were compared with full 
data PM-ETo, resulting in RMSE ranging 0.21–0.25 mm d− 1, thus within 
the range of values obtained for ETo LSA-SAF in continental Portugal, 
Fig. 6. Spatial distribution of statistics measuring the association between PM-ETo (mm d− 1) computed with all ground observed weather variables with ETo 
computed with RH and u2 ground observations and ingesting Rs LSA-SAF (ETo LSA-SAF) or Rs ERA5 (ETo ERA5), continental Portugal (b0 – FTO regression coefficient; R2 – 
OLS coefficient of determination; RMSE (mm d− 1) – root mean square error; EF – efficiency of modeling). 
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0.09–0.38 mm d− 1. The RMSE results obtained in the current study are 
better, or much better, than those reported in literature relative to 
estimating ETo when Rs is predicted from temperature data (Eq. (7)), 
including when the kRs coefficient is locally calibrated. For Bulgaria, 
Popova et al. (2006) reported RMSE ranging from 0.18 to 0.32 mm d− 1, 
whereas Jabloun and Sahli (2008) reported on RMSE values ranging 
from 0.34 to 0.44 mm d− 1 for continental dry climate locations of 
Tunisia. Trajkovic and Kolakovic (2009) referred RMSE ranging from 
0.10 to 0.23 mm d− 1 for Serbia, Sentelhas et al. (2010) reported RMSE 
averaging 0.70 mm d− 1, while Kwon and Choi (2011) reported RMSE 
averaging 0.27 mm d− 1 for the Korea peninsula. Using worldwide 
monthly weather data, Almorox and Grieser (2016) reported RMSE 
ranging 0.33–1.22 mm d− 1, with an average of 0.85 mm d− 1. Using a 
simplified approach to derive kRs for continental Portugal, Paredes et al. 
(2020) reported an average RMSE = 0.36 mm d− 1, while the current 
RMSE average is 0.13 mm d− 1. Comparing RMSE obtained in the cur-
rent study with those referred above it may be concluded that the use of 
Rs LSA-SAF to compute the PM-ETo when Rs data is not available leads to 
very accurate computations of PM-ETo. 
Few studies are available applied to islands environments. Paredes 
et al. (2018b) reported for the Azores islands RMSE ranging 
0.33–0.58 mm d− 1 while Paredes et al. (2020) reported RMSE averaging 
0.52 mm d− 1. In the current study, RMSE values relative to ETo LSA-SAF 
range 0.19–0.71 mm d− 1 and average 0.41 mm d− 1 with most values 
smaller than 0.35 mm d− 1. It may be concluded that the use of Rs LSA-SAF 
to compute the PM-ETo is advisable for Azores, particularly for weather 


































































Fig. 7. Spatial distribution of statistics measuring the association between PM-ETo computed with all ground observed weather variables with ETo computed with RH 
and u2 ground observations and ingesting Rs LSA-SAF (ETo LSA-SAF) or Rs ERA5 (ETo ERA5), Azores Islands (b0 – FTO regression coefficient; R2 – OLS coefficient of 
determination; RMSE (mm d− 1) –root mean square error; EF – efficiency of modeling). 
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stations located at low elevation where the frequency and variability of 
cloud cover is not high. 
6.3. Using the LSA-SAF reference evapotranspiration product  
(ETREF LSA-SAF) when ground observations are not available 
The reference evapotranspiration ETREF LSA-SAF is a main product of 
LSA-SAF, available almost at real-time, which does not require ground 
observed weather data. To assess its usability, it was compared with the 
PM-ETo (Eq. (1)) computed with full data sets of ground observed var-
iables for continental Portugal and the Azores Islands. The frequency of 
distribution of the respective goodness-of-fit indicators are presented in  
Table 2 and the variability of those indicators is shown in Fig. 9 when a 
simple bias correction is or is not applied. The spatial distribution of the 
Fig. 8. Box-and-whisker plot of the goodness-of-fit indicators relative to comparing the PM-ETo computed with ground observed weather variables with ETo 
computed with ground observations of RH, u2 and using Rs data provided by LSA-SAF (ETo LSA-SAF) and ERA5 (ETo ERA5) for both continental Portugal and Azores 
islands (lower box boundary represent the lower quartile (Q1), the line within the box represents the median (Q2), and the upper box boundary represents the upper 
quartile (Q3); the bottom and top whiskers represent respectively the minimum and maximum observed values; (•) is the mean value); (b0 – FTO regression co-
efficient; R2 – OLS coefficient of determination; RMSE (mm d− 1) – root mean square error; EF – efficiency of modeling). 
Table 2 
Comparing raw and bias corrected ETREF LSA-SAF product with PM-ETo computed with ground observed weather data: frequency (%) of occurrence of the goodness-of-fit 
indicators in various intervals relative to applications to continental Portugal and the Azores islands.  
Regression coefficient, b0 Coefficient of  
determination, R2 
Root mean square error,  
RMSE (mm d− 1) 
Efficiency of  
modeling, EF 
Continental Portugal  
Raw Bias  
correcteda  
Raw Bias  
correcteda  
Raw Bias  
correcteda  
Raw Bias  
correcteda 
]1.30, [ 0.0 0.0 ]0.95, 1.00] 35.1 40.5 [0, 0.20[ 0.0 2.7 ]0.95, 1.00] 21.6 32.4 
]1.15, 1.30] 0.0 0.0 ]0.90, 0.95] 45.9 40.5 [0.20, 0.35[ 10.8 10.8 ]0.90, 0.95] 27.0 21.6 
]1.05, 1.15] 0.0 5.4 ]0.80, 0.90] 18.9 16.2 [0.35, 0.50[ 21.6 21.6 ]0.80, 0.90] 29.7 40.5 
[0.95, 1.05] 35.1 62.2 ]0.70, 0.80] 0.0 2.7 [0.50, 0.65[ 18.9 27.0 ]0.70, 0.80] 18.9 5.4 
[0.85, 0.95[ 27.0 32.4 ]0.60, 0.70] 0.0 0.0 [0.65, 0.80[ 13.5 13.5 ]0.50, 0.70] 2.7 0.0 
[0.70 ,0.85[ 37.8 0.0 ]0.50, 0.60] 0.0 0.0 [0.80, 1.00[ 13.5 13.5 ]0.00, 0.50] 0.0 0.0 
] , 0.70[ 0.0 0.0 [0.00, 0.50] 0.0 0.0 [1.00, [ 21.6 10.8 ] , 0.00] 0.0 0.0  
Azores islands 
]1.30, [ 8.3 0.0 ]0.95, 1.00] 0.0 0.0 [0, 0.20[ 0.0 0.0 ]0.95, 1.00] 0.0 0.0 
]1.15, 1.30] 33.3 8.3 ]0.90, 0.95] 0.0 8.3 [0.20, 0.35[ 0.0 0.0 ]0.90, 0.95] 0.0 0.0 
]1.05, 1.15] 8.3 0.0 ]0.80, 0.90] 41.7 41.7 [0.35, 0.50[ 0.0 8.3 ]0.80, 0.90] 0.0 16.7 
[0.95, 1.05] 8.3 75.0 ]0.70, 0.80] 33.3 33.3 [0.50, 0.65[ 33.3 66.7 ]0.70, 0.80] 41.7 33.3 
[0.85, 0.95[ 41.7 16.7 ]0.60, 0.70] 16.7 8.3 [0.65, 0.80[ 25.0 16.7 ]0.50, 0.70] 16.7 33.3 
[0.70 ,0.85[ 0.0 0.0 ]0.50, 0.60] 8.3 8.3 [0.80, 1.00[ 33.3 8.3 ]0.00, 0.50] 33.3 16.7 
] , 0.70[ 0.0 0.0 [0.00, 0.50] 0.0 0.0 [1.00, [ 8.3 0.0 ] , 0.00] 8.3 0.0  
a Relative to the validation data set. 
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goodness-of-fit indicators relative to such comparisons follows those in 
Figs. 6 and 7, and are presented as Supplementary material (Figs. S1 and 
S2). 
For most stations of continental Portugal, ETREF LSA-SAF (raw) shows a 
tendency to under-estimate PM-ETo with b0 < 0.95 in most locations 
(Table 2). That under-estimation mainly occurs in the southern and 
inland areas of the country, which are marked by a dry climate (Fig. S1). 
R2 values are generally above 0.90, thus indicating that ETREF LSA-SAF 
values are close to PM-ETo, used as benchmark. However, the average 
RMSE exceeds 0.50 mm d− 1 for most locations (68% of cases), with a 
mean value of 0.70 ± 0.30 mm d− 1 (Table 2). EF values are in general 
above 0.80, thus showing that the magnitude of the mean square error is 
smaller or much smaller than the variance of PM-ETo. These results for 
RMSE are in line with those presented by Trigo et al. (2018) and de Bruin 
and Trigo (2019). These authors argued that ETREF LSA-SAF assumes that 
advection effects are absent from the reference surface (see Pereira et al., 
1999) and, therefore, yields lower estimates than PM-ETo for stations 
located in dry and hot conditions (e.g., summer months in Évora and 
Portalegre). 
For Azores, results are worse than for continental Portugal. Differ-
ently from the latter, an over-estimation with b0 > 1.05 is observed in 
nearly half of locations. R2 is low (R2 < 0.80) and RMSE values exceed 
0.50 mm d− 1 in all cases; consistently, EF values are lower or much 
lower than for continental Portugal. This denotes the impact of clouds 
cover and variability of weather conditions. 
The box-and-whiskers plot (Fig. 9) shows a very large range of in-
dicators’ values, thus a wide distribution of the values of the goodness- 
of-fit indicators, particularly in the Azores islands. To be noted, all in-
dicators show a skewed distribution, with the lower values of the in-
dicators generally pulling down the mean values relative to the median 
values. The extreme values of R2, RMSE and EF in Azores show a wide 
range of scores. These results show that the use of the raw ETREF LSA-SAF 
product when climatic data is missing should be performed with 
caution. 
To improve the usability of ETREF LSA-SAF for both continental 
Portugal and Azores islands, a simplified bias correction was considered 
(Section 5 and Eq. (9)), despite it can only be performed when a set of 
observations are available. As expected, the fit results generally 
improved (Table 2), decreasing the under-estimation trends in conti-
nental Portugal, with reducing to 32.4% the number of locations where 
b0 < 0.95, and decreasing the over-estimation trend in Azores, with 
decreasing to 8.3% the number of locations where b0 > 1.05. 
Observing results for the validation data set (Table 2), it may be 
noted that the benefit of bias correction over continental Portugal im-
proves b0 values in all sites. Therefore, the proximity of ETREF LSA-SAF and 
PM-ETo becomes higher. R2 results are also improved, with R2 > 0.90 in 
most locations. In addition, the average RMSE decreases from 
0.70 mm d− 1 to 0.61 mm d− 1, and the number of cases with 
RMSE < 0.65 mm d− 1 increases from 51% to 62%. There is a gain, but it 
may not justify the operational adoption of a bias correction instead of 
using the raw ETREF LSA-SAF product. In the case of the Azores, the bias 
correction largely reduces the over-estimation of ETo. The number of 
occurrences in the b0 interval [0.95–1.05] increases from 8.3% to 75% 
and R2 values become larger than 0.80 for half of the locations, thus 
Fig. 9. Box-and-whisker plot of the goodness-of-fit indicators relative to comparing the PM-ETo computed with ground observed weather with the ETREF LSA-SAF 
product before bias correction (full raw data set) and after bias correction (validation data set), for both continental Portugal and Azores islands (lower box boundary 
represent the lower quartile (Q1), the line within the box represents the median (Q2), and the upper box boundary represents the upper quartile (Q3); the bottom and 
top whiskers represent respectively the minimum and maximum observed values; (•) is the mean value); (b0 – FTO regression coefficient; R2 – OLS coefficient of 
determination; RMSE (mm d− 1) – root mean square error; EF – efficiency of modeling). 
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increasing the proximity between ETREF LSA-SAF and PM-ETo. RMSE 
become smaller, with RMSE < 0.65 mm d− 1 for most locations and its 
average decreasing from 0.74 ± 0.19 mm d− 1 to 0.62 ± 0.12 mm d− 1. 
The EF values also improve with EF > 0.70 for 49% of locations, without 
occurring negative EF values. 
The spread of the distribution of the goodness-of-fit values decreases 
for both continental Portugal and Azores (Fig. 9). The average values of 
the goodness-of-fit indicators become closer to the median value due to 
the decrease of the extreme values of the indicators. Nevertheless, the 
differences between ETREF LSA-SAF and PM-ETo remain high. These dif-
ferences may be due to uncertainties in this LSA-SAF product, mainly 
over the Azores islands, and to uncertainties of in-situ observations, 
which are affected by the prevailing climatic conditions. Moreover, it 
should be stressed that the sampling footprint differences between the 
satellite and the weather stations strongly influence the outcomes, 
especially for the highly heterogeneous island areas with their specific 
environmental conditions and frequent changes in clouds and wind. 
That uncertainty and high RMSE values are particularly important for 
weather stations located above 500 m, e.g. S. Bárbara, where fog pre-
cipitation represents about 50% of total precipitation. 
6.4. Estimating ETo with reduced data sets using temperature data and 
using the Rs LSA-SAF and Rs ERA5 products 
The Rs LSA-SAF and Rs ERA5 products were used to compute ETo with 
the PMT approach in combination with observed temperature to esti-
mate the actual vapor pressure (Eq. (6)) and the default wind speed 
u2 avg (Section 3 and Paredes et al., 2020), ETo PMT LSA-SAF and ETo PMT 
ERA5, respectively. Their accuracy was assessed in comparison with 
PM-ETo (Eq. (1)) computed with full observed data. The assessment was 
further performed through their comparison with the PMT approach 
where only observed temperature data were used, the ETo PMT, where Rs 
is estimated with Eq. (7). 
The frequency distribution of the goodness-of-fit indicators relative 
to assess ETo PMT LSA-SAF and ETo PMT ERA5 are presented in Table 3. 
Results for continental Portugal show that, for both estimation proced-
ures, the majority of the b0 values range 0.95–1.05 with the mean b0, 
1.01 and 1.02, respectively, for ETo PMT LSA-SAF and ETo PMT ERA5, thus 
indicating no trend for over- or under-estimation. The R2 values are 
high, all above 0.80, and the average R2 are 0.94 ± 0.02 and 
0.92 ± 0.03 for ETo PMT LSA-SAF and ETo PMT ERA5, respectively, thus 
suggesting that predicted values are close to the PM-ETo values. For both 
approaches, the majority of locations show a small RMSE (<
0.65 mm d− 1). ETo PMT LSA-SAF outperforms ETo PMT ERA5 with an average 
RMSE of 0.52 ± 0.12 mm d− 1 while ETo PMT ERA5 has an average RMSE 
of 0.62 ± 0.12 mm d− 1. The EF values are high, with EF > 0.90 in 87% 
of locations for ETo PMT LSA-SAF and 62.2% in case of ETo PMT ERA5. Thus, 
results show the high accuracy of using the PMT approach with both Rs 
products, preferably with Rs LSA-SAF. 
For the Azores islands, results vary with the environmental condi-
tions of the location as referred above when analyzing the accuracy of Rs 
products, i.e. with the variability and intensity of clouds cover, wind 
speed and elevation (spatial distribution shown in Fig. S4 in Supple-
mentary material). An under-estimation trend is apparent for both 
ETo PMT LSA-SAF and ETo PMT ERA5, with half of locations presenting a b0 
within the interval ]0.70, 0.95[ (Table 3). As a result of the larger 
variability of weather conditions, R2 values are lower than for conti-
nental Portugal. Most locations have R2 in the range 0.70–0.90 in case of 
ETo PMT LSA-SAF, and ranging 0.60–0.80 for ETo PMT ERA5. The RMSE 
values for ETo PMT LSA-SAF are generally below 0.65 mm d− 1 (Table 3), 
with an average RMSE of 0.62 ± 0.12 mm d− 1, which suggest an 
acceptable error of estimate. Differently, for ETo PMT ERA5, due to the 
effect of a much large pixel size, the RMSE values fall in the interval 
[0.65, 1.00] mm d− 1 for most locations, with a mean of 
0.72 ± 0.08 mm d− 1. Therefore, errors are larger but of reasonable size. 
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0.90] for all locations, whilst using the ERA5 product EF values fall in 
the interval ]0.50, 0.70] for most locations. These positive EF values 
indicate that the error of estimates is reasonably smaller than the vari-
ance of the PM-ETo values. However, there is not a clear advantage in 
using Rs products of LSA-SAF and ERA5 with the PMT approach, 
particularly ERA5, for the Azores. 
ETo PMT LSA-SAF and ETo PMT ERA5 were compared with the PMT 
approach computed with observed temperature only (ETo PMT, with 
actual vapor pressure computed with Eq. (6), Rs estimated with Eq. (7), 
and the default u2 avg) and the Hargreaves-Samani equation (ETo HS, Eq. 
(8)). The kRs values used in Eqs. (7) and (8) were computed with the 
global equation defined by Paredes et al. (2020). 
Results in Table 3 for continental Portugal show that the b0 values for 
ETo PMT commonly range 0.95–1.05, averaging 0.98, while the ETo HS 
tends to under-estimate PM-ETo in most locations, with b0 averaging 
0.93. For both approaches, the R2 values are high, with most values 
above 0.80. The average RMSE are 0.66 ± 0.12 mm d− 1 for ETo PMT and 
0.64 ± 0.13 mm d− 1 for ETo HS. However, differences in median RMSE 
for the PMT and HS approaches were not significant (p < 0.05). For 
Azores, both PMT and HS approaches show an under-estimation ten-
dency, with b0 ranging 0.85–0.95 for most locations. R2 generally range 
from 0.60 to 0.80, and RMSE values mostly range from 0.65 to 
0.80 mm d− 1. Differences in median RMSE in Azores were also not 
significant (p < 0.05). 
The dispersion of the goodness-of-fit indicators values is presented in  
Fig. 10. As expected, due to the large variability of weather conditions, 
results in Azores show a higher spread for most indicators. This behavior 
is evidenced when contrasting the mean and median of all indicators 
with those for continental Portugal. In the Azores islands, the mean b0 
values are quite similar for all approaches but the use of the LSA-SAF and 
ERA5 products lead to a wider interquartile range, which reflects the 
climatic impacts on Rs discussed in Section 6.1. Differences among ap-
proaches observed in terms of R2 are small for continental Portugal but 
the interquartile range and the differences between the maximum and 
minimum R2 values are wider for ETo PMT LSA-SAF than for other ap-
proaches in Azores. Results also show that, for all the ETo PMT ap-
proaches, the RMSE have similar mean and median values in both 
continental Portugal and Azores islands. The interquartile ranges for EF 
are quite narrow, particularly for continental Portugal. 
Comparing for continental Portugal (Table 4) the goodness-of-fit 
results of ETo PMT LSA-SAF and ETo PMT ERA5 with the temperature 
methods, ETo PMT and ETo HS, there is evidence of the superiority of 
ETo PMT LSA-SAF in capturing the variability of the weather conditions 
and, therefore, producing better fittings. The second-best approach is 
the ETo PMT ERA5. Both ETo PMT and ETo HS tend to under-estimate 
PM-ETo and to present higher differences between their predicted 
ETo values and those computed with PM-ETo with full data sets. For the 
Azores islands, ETo PMT LSA-SAF also has advantage relative to the other 
studied approaches. Despite the ETo PMT LSA-SAF inaccuracies in capturing 
the highly changing weather conditions in some locations, its perfor-
mance is generally quite adequate. The second-best option is the use of 
either the ETo HS or the ETo PMT. For the Azores islands (Table 4), ETo PMT 
ERA5 is the least accurate and therefore the less advisable approach to be 
used. 
Fig. 10. Box-and-whisker plot of the goodness-of-fit indicators relative to comparing the PM-ETo computed with full data sets of ground observed weather variables 
with ETo computed with the PMT approach using Rs LSA-SAF (ETo PMT LSA-SAF), Rs ERA5 (ETo PMT ERA5), and with Rs estimated with the Hargreaves-Samani temperature 
equation (ETo PMT) as well as ETo estimated with the Hargreaves-Samani equation (ETo HS), for both continental Portugal and Azores islands (lower box boundary 
represents the lower quartile (Q1), the line within the box represents the median (Q2), and the upper box boundary represents the upper quartile (Q3); the bottom and 
top whiskers represent respectively the minimum and maximum observed values; (•) is the mean value); (b0 – FTO regression coefficient; R2 – OLS coefficient of 
determination; RMSE (mm d− 1) – root mean square error; EF – efficiency of modeling). 
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Overall, these results indicate that it is highly advantageous to 
compute the PMT approach using the Rs LSA-SAF product. The use of the 
Rs ERA5 product is appropriate for continental Portugal but not for Azores 
likely due to the lower ability of ERA5 in capturing the heterogeneity of 
the weather conditions, particularly under highly variable cloudy con-
ditions due to a large pixel size. Nevertheless, due to the continuity of 
ERA5 products, the ETo PMT ERA5 may be used for gap filling of 
ETo PMT LSA-SAF time series. A linear regression between all data on 
ETo PMT ERA5 and ETo PMT LSA-SAF has shown a very high correlation: 
b0 = 1.02 and R2 = 0.95 for continental Portugal and b0 = 0.98 and 
R2 = 0.90 for the Azores islands. 
A comparison between the ETo PMT with the raw ETREF LSA-SAF 
product revealed that in terms of median value of RMSE there is no 
statistical difference (p < 0.05) between the approaches. However, the 
use of ETo PMT LSA-SAF reveals a median RMSE significantly lower 
(p < 0.05) than the raw ETREF LSA-SAF product. As might be expected, 
these results and those presented in Table 4 suggest that ETo estimations 
based on the PMT approach ingesting in situ Rs or Rs LSA-SAF compare 
better than the raw ETREF LSA-SAF product with the standard PMT 
approach. However, in the absence of accurate temperature measure-
ments the use of raw ETREF LSA-SAF shows to be appropriate but should be 
used with caution. 
To our knowledge, there are no studies using the ETo PMT with 
ingestion of either satellite Rs or reanalysis Rs data. Thus, a comparison 
of RMSE results were performed with other ETo PMT studies which used 
Tmin as predictors of Tdew (Eq. (6)) and used Eq. (7) with calibrated kRs 
values. For continental Portugal, the RMSE results of the current study 
are similar or better than other PMT results reported in literature using 
daily weather data (Popova et al., 2006; Jabloun and Sahli, 2008; Sen-
telhas et al., 2010; Ren et al., 2016). In addition, RMSE results of the 
current study are within the range of those reported when monthly 
climatic data were used (e.g. Raziei and Pereira, 2013; Todorovic et al., 
2013; Almorox et al., 2018). Similar RMSE results relative to the use of 
ETo PMT were reported for Azores islands by Paredes et al. (2018b). 
There are no additional studies in literature referring to the use of ETo 
PMT in islands characterized by humid, windy and often cloudy condi-
tions, thus no further assessment was possible. The ETo HS RMSE results 
of the present study are within the range of those reported in literature 
after calibration of kRs (Eq. (8)) such as the one by Gavílan et al. (2006), 
Sentelhas et al. (2010), Raziei and Pereira (2013), Todorovic et al. 
(2013), Ren et al. (2016), Almorox et al. (2018) and Paredes et al. 
(2020). 
7. Conclusions 
The LSA-SAF products assessed in this study revealed a high poten-
tial for accurately computing the reference grass evapotranspiration that 
is required for a variety of uses in agriculture, hydrology and water 
management. Results have shown that the solar radiation product 
Rs LSA-SAF consist of an accurate estimator of the shortwave radiation 
Rs when it is not observed. However, its accuracy is affected by local 
climate conditions when the cloudiness is frequent, and clouds quickly 
change. Therefore, results are less good for the oceanic islands of Azores, 
mainly for locations in higher altitude where fog is frequent, and the 
occurrence of fog precipitation is high. Results also have shown the 
superiority of Rs LSA-SAF relative to Rs ERA5 which is mainly due to the 
pixel size, smaller for LSA-SAF, about 4 × 4 km, and 31 × 31 km for 
ERA5. Therefore, obtaining the location value from the pixel value is 
more uncertain with Rs ERA5, mainly when the short-term local vari-
ability of weather conditions determining Rs is large as for Azores 
islands. 
When Rs LSA-SAF and Rs ERA5 are used with the PM-ETo to replace 
ground observations of Rs, i.e. for computing, respectively, ETo LSA-SAF 
and ETo ERA5, the goodness-of-fit indicators relative to their association 
with PM-ETo computed with full data sets are very good to excellent for 
continental Portugal, with quite small RMSE. The accuracy of estimates 
is better for the LSA-SAF product but results for ERA5 are close. For 
Azores, due to the weather variability influencing Rs, results are not as 
good as for the continental stations, particularly those relative to 
ETo ERA5; nevertheless, they can be used operationally, mainly 
ETo LSA-SAF. Considering the effective continuity of the ERA5 data sets, 
the use of its products is advantageous relative to LSA-SAF, which often 
has gaps in the time series, up to 22% values in the series used in the 
present study; however, currently the gaps represent only 2%. However, 
Table 4 
Resume of the goodness-of-fit indicators relative to continental Portugal and Azores islands comparing PM-ETo computed with full ground observed data with: (1) the 
reference ET LSA-SAF product (ETREF LSA-SAF), 2) ETo estimated with the PMT approach when using ground observed Tmax and Tmin and average local wind speed 
(u2 avg) and adopting the Rs LSA-SAF or the Rs ERA5 products (ETo PMT LSA-SAF, ETo PMT ERA5), 3) using ground observed Tmax and Tmin and u2 avg (ETo PMT) and 4) ETo 
estimated with the Hargreaves Samani equation (ETo HS) (highlighted cells refer to better results).  
(1) Raw – without bias correction and results are those relative to the entire data set. (2) ABC – after bias correction and results are those relative to the validation data 
set; b0 – FTO regression coefficient; R2 – OLS coefficient of determination; RMSE (mm d-1) root mean square error; EF – efficiency of modelling. 
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these gaps affect the operational use of Rs LSA-SAF for computing ETo. Due 
to the continuity of ERA5 products and to the closeness of ETo estimates 
using both products, despite RMSE results of ETo ERA5 are larger, the 
combined use of both Rs products may be considered, with Rs ERA5 being 
used to fill the gaps of Rs LSA-SAF. However, this option must be consid-
ered with care when the variability of weather conditions, namely for 
Azores locations at high elevation, may largely affect Rs and ETo 
estimations. 
The ETREF LSA-SAF is a unique product that estimates ETo without 
using ground observations. Its computational algorithm uses Rs LSA-SAF 
and ECWMF 2 m-air temperature forecast products. The goodness-of-fit 
results from comparing ETREF LSA-SAF with the benchmark PM-ETo, 
computed with full data, are clearly worse than those relative to ETo LSA- 
SAF and ETo ERA5. The RMSE are acceptable for continental Portugal but 
are poorer for the Azores islands. At those sites, differences between ETo 
computed with ground weather data and with satellite data may be large 
for humid, cloudy and windy locations in higher altitude. The differ-
ences between ETREF LSA-SAF and PM-ETo may result, as previously dis-
cussed, from inaccuracies of the Rs LSA-SAF product, as well as from 
uncertainties in the ground measurements themselves. Furthermore, the 
ETREF LSA-SAF makes use of a different formulation to estimate ETo, that 
allows relying on variables that can be inferred from satellite measure-
ments and avoids a high dependency on others that need to be provided 
by models. The difference in spatial resolution between 
LSA-SAF and ECMWF (source of the 2 m-air temperature), about 4 km 
vs. 9 km, may be a further source of uncertainty for ETREF LSA-SAF, 
especially in areas where elevation is irregular. 
For reduced data sets, when only temperature data are available, 
instead of using the PMT or the HS temperature approaches, ETo may be 
estimated by ingesting the Rs products Rs LSA-SAF and Rs ERA5 in the PMT 
approach, i.e., where these products are used to replace the estimation of 
Rs from temperature (Eq. (7)). The resulting ETo PMT LSA-SAF combining 
the use of ground temperature data with Rs LSA-SAF (ETo PMT LSA-SAF) 
revealed to be preferable relative to the use of ground temperature data 
only (ETo PMT and ETo HS), as well as to the use of the ETREF LSA-SAF 
product. 
The results of the current study demonstrate, for a wide range of 
climates and environmental conditions, that Rs LSA-SAF and Rs ERA5 may 
be used accurately to compute ETo when observation data sets are 
incomplete, which consists of an innovative approach relative to the use 
of alternative equations and calculation procedures. Moreover, when 
observed weather data are not available, the ETREF LSA-SAF product 
proved to be a good alternative, which is also an innovative approach 
relative to interpolating methods. However, a lower accuracy was 
observed in oceanic islands, particularly for locations sited in high 
elevation characterized by highly changing cloudy conditions, high air 
humidity and windy conditions throughout the year. While proving the 
good usability of these LSA-SAF products and, for the first time, of the Rs 
ERA5 product, also identifies the need for further research relative to their 
usability in oceanic islands. 
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