Graphical Gaussian Process Models for Highly Multivariate Spatial Data by Dey, Debangan et al.
Graphical Gaussian Process Models for Highly
Multivariate Spatial Data
Debangan Dey 1, Abhirup Datta∗2, and Sudipto Banerjee3
1Johns Hopkins Bloomberg School of Public Health,, 615 N Wolfe St,
Baltimore, MD 21205, USA
2Department of Biostatistics, University of California Los Angeles
Abstract
For multivariate spatial (Gaussian) process models, common cross-covariance func-
tions do not exploit graphical models to ensure process-level conditional independence
among the variables. This is undesirable, especially for highly multivariate settings, where
popular cross-covariance functions such as the multivariate Mate´rn suffer from a “curse
of dimensionality” as the number of parameters and floating point operations scale up in
quadratic and cubic order, respectively, in the number of variables. We propose a class
of multivariate “graphical Gaussian Processes” using a general construction called “stitch-
ing” that crafts cross-covariance functions from graphs and ensure process-level condi-
tional independence among variables. For the Mate´rn family of functions, stitching yields
a multivariate GP whose univariate components are exactly Mate´rn GPs, and conforms to
process-level conditional independence as specified by the graphical model. For highly
multivariate settings and decomposable graphical models, stitching offers massive com-
putational gains and parameter dimension reduction. We demonstrate the utility of the
graphical Mate´rn GP to jointly model highly multivariate spatial data using simulation
examples and an application to air-pollution modelling.
Keywords: Mate´rn Gaussian processes; Graphical model; covariance selection; conditional
independence.
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1 Introduction
Multivariate spatial data abound in the natural and environmental sciences for studying features
of the joint distribution of multiple spatially dependent variables (see, for example, Wacker-
nagel, 2013; Cressie and Wikle, 2011; Banerjee et al., 2014). The objectives are to estimate
spatial associations for each variable and associations among the variables. Let y(s) be a q× 1
vector of spatially-indexed dependent outcomes within any location. A multivariate spatial
regression model specifies the marginal distribution for each outcome as
yj(s) = xj(s)
Tβj + wj(s) + j(s) , j = 1, 2, . . . , q (1)
where yj(s) is the j-th element in y(s), xj(s) and βj are the predictors and slopes, wj(s) is
a zero-centred spatial process and j(s)
ind∼ N(0, τ 2j ) is random noise corresponding to out-
come j. We focus upon the zero-centred multivariate Gaussian process (random field) w(s) =
(w1(s), w2(s), . . . , wq(s))
T with special attention to large q. The cross-covariance function of
w(s) which is a matrix-valued function on D × D that maps any pair of locations (s, s′) to
the q × q matrix C(s, s′) = (Cij(s, s′)) with (i, j)-th element Cij(s, s′) = Cov(wi(s), wj(s′)).
Cross-covariance functions must ensure that for any finite set of locations S = {s1, . . . , sn},
the nq × nq matrix C(S,S) = (C(si, sj)) is positive definite (p.d.). Valid classes of cross-
covariance functions have been comprehensively reviewed in Genton and Kleiber (2015).
We build upon Gneiting et al. (2010) and Apanasovich et al. (2012) who introduced mul-
tivariate Mate´rn cross-covariance functions, where the marginal covariance functions for each
variable and the cross-covariance functions between each pair of variables are members of the
Mate´rn family. In its most general form, the multivariate Mate´rn is appealing as it ensures that
each univariate process is a Mate´rn GP with its own range, smoothness and spatial variance.
Constraints on the parameters are needed to ensure positive-definiteness. The parsimonious
Mate´rn (Gneiting et al., 2010) imposes equality of the spatial range for all variables. Apanaso-
vich et al. (2012) laid out more general sufficient conditions for the parameters, yielding a very
broad class of multivariate Mate´rn covariances. However, all current multivariate Mate´rn mod-
els require estimating O(q2) cross-covariance parameters and the multivariate Gaussian likeli-
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hood involves the inverse and determinant of the dense nq × nq covariance matrix, which is
prohibitive if n or q is large. Indeed, illustrations of multivariate Mate´rn have mostly restricted
to applications with q ≤ 5. Our work is also related to a conditional approach developed in
Cressie and Zammit-Mangion (2016), where the univariate GPs are specified sequentially, con-
ditional on the previous GPs assuming some ordering of the q variables. However, this approach
requires an ordering of the q variables, and does not attempt to retain conditional dependence
relations from an inter-variable graph over a continuous domain, which we seek here.
We address the highly-multivariate setting with tens to hundreds of variables measured at
each spatial location, which is becoming increasingly commonplace in the environmental and
physical sciences. We specifically address some key properties of multivariate GPs that are
deemed critical for handling highly multivariate data. First, we retain the flexibility to model
and interpret spatial properties of each surface separately. Except for the multivariate Mate´rn,
most other multivariate covariance functions fail to retain this property. Next, we construct
the highly multivariate model by adapting graphical models to process-based settings. While
graphical models are extensively used to model multivariate dependencies in non-spatial set-
tings, their use in spatial process modeling has primarily been to achieving scalability with
respect to the number of locations (n). Multivariate covariance functions do not, in general,
exploit an inter-variable graph to build a multivariate GP that conforms to process-level con-
ditional independence among the variables. We introduce a method of stitching GPs together
such that: (i) the marginal GP for each outcome agrees with the original process; and (ii) we
retain the conditional independence of the processes implied by the inter-variable graph. Third,
we focus on computational scalability with respect to the number of variables q. While substan-
tial attention has been accorded to settings with massive number of locations (n) (see Heaton
et al., 2019, for a very recent review), the highly multivariate setting with large q fosters rather
different computational issues. Likelihoods for popular covariance functions like the multivari-
ate Mate´rn involve an O(q2) parameter set, and O(q3) computations. Hence, even for a small
number of locations n, most methods suffer from the curse of dimensionality stemming from
optimizing in or sampling from such a high-dimensional space.
2
2 Method
2.1 Graphical Gaussian Processes
Let GV = (V , EV) be a graph, where V is the set of indices for the variables and EV is the set
of edges. We will first define and derive a Graphical Gaussian Process (GGP) from a given
cross-covariance function such that the same marginal spatial covariance functions for each
variable and the same cross-covariance functions for pairs of variables (i, j) ∈ EV are retained.
Following the development in Dahlhaus (2000) for multivariate discrete time-series, we define
process-level conditional independence of multivariate continuous-space GPs. Let B ⊂ V and
wB(D) = {wk(s) : k ∈ B, s ∈ D}, where each wk(s) is a spatial process over domain D.
We define two processes wi(·) and wj(·) to be conditionally independent given the processes
{wk(·) | k ∈ V \ {i, j}} if Cov(ziB(s), zjB(s′)) = 0 for all s, s′ ∈ D and B = V \ {i, j}, where
zkB(s) = wk(s)− E[wk(s) |σ({wj(s′) : j ∈ B, s′ ∈ D})] denotes the “residual” process.
Conditional independence boils down to zeros in the spectral density matrix for stationary
processes (see, e.g., Theorem 2.4 in Dahlhaus (2000)). If F (ω) = (fij(ω)) is the q × q spec-
tral density matrix corresponding to the cross-covariance functions Cij of a q × 1 stationary
Gaussian process on some domain D, then two processes wi(·) and wj(·) are conditionally in-
dependent if and only if f ij(ω) = 0 for almost all ω, where F (ω)−1 = (f ij(ω)). The result is
analogous to graphical Gaussian models, where the absence of an edge between two variables
implies a zero in the corresponding entry in the precision matrix. We now define a Graphical
Gaussian Process (GGP) as follows.
Definition 2.1. [Graphical Gaussian Process] A q×1 GP w(s) is a Graphical Gaussian Process
(GGP) with respect to a graph GV = (V , EV) when the univariate GPs wi(·) and wj(·) are
conditionally independent for every (i, j) /∈ EV .
Clearly any collection of q independent GPs will trivially constitute a GGP with respect to
the graph GV . Our first key result (Theorem 2.2) shows that there exists a unique GGP corre-
sponding to GV from any given cross-covariance function. To prove this, we use the following
Lemma.
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Lemma 2.1 (Covariance selection (Dempster, 1972)). Given GV = (V , EV) and any positive
definite matrix F = (Fij) indexed by V × V , there exists a unique positive definite matrix
F˜ = (F˜ij) such that F˜ij = Fij for i = j or for (i, j) ∈ EV , and (F˜−1)ij = 0 for (i, j) /∈ EV .
Proof. This is the main result developed in Dempster (1972).
The above is a seminal result on covariance selection that we use recurrently in this paper.
Theorem 2.2. Let C(h) = (Cij(h)) be a q × q stationary cross-covariance function and let
Fij(ω) = (fij(ω)) be the spectral density matrix corresponding to C(h). If fii(ω) are square-
integrable for all i, then given any graph GV = (V , EV), there exists a unique q × 1 GGP (see
Definition 2.1) with respect to GV with cross-covariance function M(h) = (Mij(h)) such that
Mij(h) = Cij(h) for i = j and for all edges (i, j) ∈ EV .
Proof. See Supplementary Materials.
Applying Theorem 2.2 to a multivariate Mate´rn GP with isotropic cross-covariance C(h) =
(Cij(h)), we obtain a GGP w(s) such that each univariate process wi(s) is a GP with its Mate´rn
covariance function Cii(h). Furthermore, for each edge (i, j) ∈ EV , the cross-covariance
function between wi(s) and wj(s + h) also remains Cij(h), i.e., also Mate´rn, and for edges
(i, j) /∈ EV the processes wi(s) and wj(s′) are conditionally independent for all s, s′ ∈ D.
Theorem 2.2, while of theoretical interest, is of limited practical value. For multivariate
spatial data observed over a (possibly irregular) set of locations, the likelihood is specified by
the cross-covariance function and Theorem 2.2 does not offer a convenient way to generate
cross-covariances in closed form. One could apply the iterative proportional scaling (IPS)
algorithm (Speed et al., 1986) for covariance selection and obtain F˜ (ω) for a large set of ω’s by
numerical integration. The cross-covariance function is then obtained by inverting the cross-
spectral densities f˜ij(ω). Since the spatial covariance parameters are unknown, this process
has to be repeated in every iteration of optimizing or sampling from the likelihood, which is
impractical. Hence, in the next Section we pursue a more practicable approach, we refer to as
stitching.
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2.2 Stitching of Gaussian Processes
We will construct GGPs by stitching together univariate GPs. Stitching will work for any
multivariate GP, but we motivate it with the multivariate Mate´rn model (Gneiting et al., 2010;
Apanasovich et al., 2012). We first argue why no simple parametrization of the existing multi-
variate Mate´rn GPs yields a Mate´rn GGP with respect to GV . The isotropic multivariate Mate´rn
cross-covariance function on a d-dimensional domain is Cij(s, s′) = σijHij(‖s − s′‖), where
Hij(·) = H(· | νij, φij), H being the Mate´rn correlation function (Apanasovich et al., 2012). If
θij = {σij, νij, φij}, then for a multivariate Mate´rn GP the ith individual variable is a univariate
Mate´rn with parameters θii. This is attractive because it endows each univariate process with its
own variance σii, smoothness νii, and spatial decay φii. Another nice property is that under this
model, Σ = (σij) = Cov(w(s)) is the covariance matrix for w(s) within each location s. The
remaining parameters i.e., the cross-correlation parameters νij and φij for i 6= j, are generally
hard to interpret, especially since νij does not correspond to the smoothness of any surface.
Recent work by Kleiber (2017) on the concept of coherence defined by the scaled spectral
density matrix of a stationary multivariate process has facilitated the interpretation of the cross-
covariance parameters. The parsimonious multivariate Mate´rn model of Gneiting et al. (2010)
is subsumed in this general specification as a sub-case with νij = (νii + νjj)/2 and φij = φ.
To ensure a valid multivariate Mate´rn cross-covariance function, it is sufficient to constrain
the intra-site covariance matrix Σ = (σij) to be of the form (Theorem 1, Apanasovich et al.,
2012)
σij = bij
Γ( 1
2
(νii+νjj+d))Γ(νij)
φ
2∆A+νii+νjj
ij Γ(νij+
d
2
)
where ∆A ≥ 0, and B = (bij) > 0, i.e., is p.d. (2)
This is equivalent to Σ being constrained as Σ = (B (γij)) where γij are constants collecting
the terms in (2) involving only νij’s and φij’s, and  denotes the Hadamard (element-wise)
product. Similarly, the spectral density matrix takes the form F (ω) = (B  (gij(ω))), where
gij(ω) involves the parameters φij and νij .
The bij’s are the q2 parameters (free of φij’s or νij’s) that are constrained to ensure B
is positive-definite. For independent and identically distributed multivariate data, when q is
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large, a sparse graphical model among the variables is typically enforced by setting elements
of the q × q inverse-covariance (precision) matrix to be zero. However, it is clear that zeros
in B−1 or Σ−1 do not generally equate to zeros in F−1(ω) for the multivariate Mate´rn. An
exception occurs when each component is posited to have the same smoothness ν and the same
spatial decay parameter φ, whence both Σ and F (ω) become proportional to B. Hence, zeros
in B−1 (specified according to GV) will correspond to zeros in Σ−1 and F−1(ω) yielding a
GGP with respect to GV . However, assuming νij = ν and φij = φ for all (i, j) implies that
the univariate GPs have the same smoothness and rate of spatial decay, which is restrictive.
Beyond this “separable” case, there is, to the best of our knowledge, no known parameter
choice for the multivariate Mate´rn GPs that will allow it to be a GGP with respect to a given
graph GV . This issue persists even when the GPs are restricted to a finite set of locations L.
The covariance C(L,L) = Cov(w(L)) is defined through νij’s, φij’s and bij’s. Even when
all parameters except the bij’s are known, C(L,L) is a complicated function depending upon
O(q2) parameters in B, and zeros in B−1 do not correspond to zeros in C(L,L)−1. There are
no obvious constraints on the parameters to enforce process level conditional independence.
Instead of constraining parameters, we will “stitch” univariate GPs to build a multivariate
GGP, given a valid q × q cross-covariance C(s, s′) and a graph GV . We begin our construction
on L, a finite, but otherwise arbitrary, set of locations in D. Our aim is to construct a q-variate
GP w(·) with the following properties: (i) each wi(L) is a realization from a univariate GP with
covariance function Cii(s, s′), i.e., Cov(wi(L)) = Cii(L,L); (ii) for any edge (i, j) ∈ EV , the
cross-covariances are preserved, i.e., Cov(wi(L), wj(L)) = Cij(L,L); and (iii) w(·) retains
the conditional independence relations specified by GV . We model w(L) ∼ N(0,M(L,L))
seeking a positive definite matrix M(L,L) such that (a) Mii(L,L) = Cii(L,L) for all i =
1, . . . , q, to satisfy (i), (b) Mij(L,L) = Cij(L,L) for all (i, j) ∈ EV , to satisfy (ii), and (c)
(M(L,L)−1)ij = 0 for all (i, j) /∈ EV to build towards (iii). 1
We identify existence of such a matrix M(L,L) as a covariance selection problem. Let
GL = (L, EL) be the complete graph on the set of locations L. To ensure that the cross-
covariances are preserved over L for (i, j) ∈ EV and the conditional independence among
1Condition (c) only ensures conditional independence over L. Process-level conditional independence over
the entire domain D follows from the subsequent extension in (3) as proved in Theorem 2.3.
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elements of w(L) are inherited from GV , we have to use the strong product GV  GL to build
M(L,L). Here, GV  GL = (V × L, EV×L) with V × L = {(v, l) : v ∈ V , l ∈ L} and EV×L
comprises edges between vertex-pairs (v, l) and (v′, l′) based upon the following strong-product
adjacency rules: (i) v = v′ and (l, l′) ∈ EL; or (ii) l = l′ and (v, v′) ∈ EV ; or (iii) (v, v′) ∈ EV
and (l, l′) ∈ EL. Lemma 2.1 with the positive definite matrix F = C(L,L) and the graph
GV  GL, ensures the existence and uniqueness of a positive definite matrix F˜ = M(L,L)
satisfying conditions (a), (b) and (c) above. In practice, M(L,L) can be obtained using an
iterative proportional scaling algorithm (Speed et al., 1986; Xu et al., 2011).
Having built the finite-dimensional distribution of w(L) from GV  GL, we now suitably
extend it to a well-defined multivariate GP w(·) over the domain D, which conforms to the
conditional dependencies implied by GV :
wi(s) = Cii(s,L)Cii(L,L)−1wi(L) + zi(s) for all s ∈ D \ L , (3)
where each zi(s) is a zero-centred Gaussian Process, independent across i and independent of
w(L), with covariance function Cii | L(s, s′) = Cii(s, s′) − Cii(s,L)C−1ii (L,L)Cii(L, s′). The
distribution of wi(L) ∼ N(0, Cii(L)) and wi(s) defined in (3) for s ∈ D \ L specifies a well-
defined q-variate GP w(·) = (w1(·), . . . , wq(·))T over D. The above construction, which we
refer to as “stitching”, ensures the following.
Theorem 2.3. Given a cross-covariance matrix C(s, s′) = (Cij(s, s′)) and an inter-variable
graph GV , stitching creates a valid multivariate GGP w(·) with positive-definite cross-
covariance function M(s, s′) = (Mij(s, s′)) such that:
(a) Mii(s, s′) = Cii(s, s′) for all s, s′ ∈ D and for each i = 1, . . . , q.
(b) If (i, j) ∈ EV , then Mij(s, s′) = Cij(s, s′) for all s, s′ ∈ L.
(c) If variables (i, j) /∈ EV , then the processes wi(·) and wj(·) will be conditionally indepen-
dent on D given wB(·), where wB(·) = {wk(·); k ∈ V \ {i, j}} are all the other processes.
Proof. See Supplementary Materials.
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Figure 1: Stitching Gaussian Processes. Left: Realizations of 4 univariate GPs. Right: Realization of
a multivariate (4-dimensional) GGP created by stitching together the 4 univariate GPs from the left
figure using the strong product graph over the 4 variables and 3 locations.
Stitching, therefore, ensures that the marginal covariance functions for each wi(s) over D
is exactly Cii(, s, s′). For variable pairs (i, j) included in the graphical model GV , Mij(s, s′) =
Cij(s, s
′) for locations in L, which can be made arbitrarily dense in the domain. Finally
process-level conditional independence relations are established using GV  GL on L and then
using independent processes zi(·) for each variable i for the extension to D without violat-
ing the specified conditional independence. In particular, if C(h) is the multivariate Mate´rn
cross-covariance (Gneiting et al., 2010; Apanasovich et al., 2012), then stitching with GV will
produce a GGP w(s) on D such that each wi(s) is a GP with univariate Mate´rn covariance
functions. Furthermore, these Mate´rn processes satisfy the conditional independence specified
by GV .
The term “stitching” is motivated from the example in Figure 1. Figure 1(a) shows real-
izations of 4 univariate Mate´rn GPs wi(·), i = 1, . . . , 4 over 3 locations, each with a different
smoothness and spatial range. Figure 1(b) shows a multivariate GGP constructed by stitching
together the 4 processes at the 3 locations in L using a path-graph as GV . Geometrically, this
looks like stitching the four surfaces together at the locations L, while exactly preserving each
univariate surface. The graph edges serve as the threads holding the surfaces together.
We point out differences between the GGP ensured by Theorem 2.2 and the one produced
by stitching. For pairs of variables (i, j) ∈ EV , the cross-covariance for the former is the
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same as the Mate´rn cross-covariance Cij on the entire domain D, whereas for the latter this
agreement is only on L. In fact, for a pair s, s′ /∈ L and i 6= j it is straightforward to see that,
Mij(s, s
′) = Cii(s,L)Cii(L,L)−1M(L,L)ijCjj(L,L)−1Cjj(L, s′) . (4)
Stitching exploits this fixed rank cross-covariance to construct a practically implementable
GGP with full-rank marginal covariance and process-level conditional independence inherited
from GV . On the other hand, unlike Theorem 2.2, stitching does not need the given cross-
covariance C to be stationary and can be used with asymmetric or even non-stationary C.
The reference set L is arbitrary and can, but need not, overlap with the set of data locations.
If Di, i = 1, 2, . . . , q denotes the set of ni data locations for the i-th variable, then the joint
probability density of wi(Di) and w(L) is specified by w(L) ∼ N(0,M(L,L)) and
wi(Di) |w(L) ind∼ N(Cii(Di,L)Cii(L,L)−1wi(L), Cii | L(Di, Di)) for i = 1, . . . , q . (5)
The distribution of {wi(Di) |w(L), i = 1, . . . , q} involves a block-diagonal covariance matrix
with variable-specific blocks. Therefore, it can be evaluated easily if all ni’s are small. If some
ni’s are large, one can use one of the many well-established variants for scaling up GPs to very
large number of locations (Heaton et al., 2019). For example, a nearest neighbour GP (NNGP,
Datta et al., 2016) yields a sparse approximation of Cii | L(Di, Di) with linear complexity, but
the joint distribution still preserves the conditional independence implied by GV .
Turning to the highly multivariate case, where q is large, note that {wi(Di) |w(L), i =
1, . . . , q} in (5) has q conditionally independent factors and is easy to compute. Hence, it is
w(L) ∼ N(0,M(L,L)) that presents the bottleneck. In particular, there are two challenges
for large q. As discussed earlier, the multivariate Mate´rn C(h) required for stitching needs to
constrain B = (bij) to be p.d. matrix on an O(q2)-dimensional parameter space. Searching
in such a high-dimensional space is difficult for large q and verifying positive definiteness
of B incurs an additional cost of O(q3) floating point operations. Second, evaluating w(L) ∼
N(0,M(L,L)) involves matrix operations for the nq×nq matrixM(L,L). While the precision
matrix, M(L,L)−1, is sparse because of GV , its determinant is usually not available in closed
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form and the calculation can become prohibitive even for small n.
3 Highly multivariate Graphical Mate´rn Gaussian processes
We now consider decomposable inter-variable graphs GV in highly multivariate settings. For
GV = (V , E), and a triplet (A,B,O) of disjoint subsets of the vertex set V , O is said to separate
A from B if every path from a vertex in A to a vertex in B passes through a vertex in O. If
V = A ∪ B ∪ O, and O is a complete subset of V , then (A,B,O) is said to decompose GV .
The graph is said to be decomposable if it is complete or if there exists a proper decomposition
(A,B,O) into decomposable subgraphs GA∪O and GB∪O. Decomposability is conspicuous in
graphical models (see, e.g., Dobra et al., 2003; Wang and West, 2009) and fitting Bayesian
graphical models is cumbersome for non-decomposable graphs (Roverato, 2002; Atay-Kayis
and Massam, 2005).
For decomposable graphs we can significantly reduce the dimension of the parameter space,
storage, and computational burden of stitching using Mate´rn GPs. An important property of
a decomposable graph is that the cliques of the graph can be ordered into a perfect sequence
(Lauritzen, 1996). LetK1, · · · , Kp be a sequence of subsets of the vertex set V for an undirected
graph GV . Let, Fm = K1 ∪ · · · ∪Km and Sm = Fm−1 ∩Km. The sequence {Km} is said to be
perfect if it satisfies the following: (i) for every l > 1, there is an m < l such that Sl ⊂ Km;
and (ii) the sets Sm are complete for all m. If GV is decomposable, then it has a perfect clique
sequence and the joint density of w(L) can be factorized as follows.
Corollary 3.0.1. If GV has a perfect clique sequence, {K1, K2, · · · , Kp}, then the GGP likeli-
hood can be decomposed as
fM(w(L)) = Π
k
m=1fC(wKm(L))
Πkm=2fC(wSm(L))
, (6)
where Sm = Fm−1 ∩Km and Fm−1 = K1 ∪ · · · ∪Km−1, and fM and fC are the densities of
Gaussian Processes with covariance functions M(s, s′) and C(s, s′), respectively.
Proof. See Supplementary Materials.
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Corollary 3.0.1 helps us manage the dimension and constraints of the parameter space and
the computational complexity. For an arbitrary graph GV , the parameter space for the stitching
covariance function M is the same as the parameter space {θij|1 < i, j ≤ q} for the original
covariance function C. For a decomposable graph GV , the likelihood (6) and, in turn, the
stitched GGP is only specified by the parameters {θij | (i = j) or (i, j) ∈ EV}. Therefore,
the dimension of the parameter space reduces from O(q2) to |EV |, the number of edges on
GV , which is small for sparse graphs. When using a multivariate Mate´rn cross-covariance C
for stitching, the parameter space for B in the stitched graphical Mate´rn is the intersection
of the parameter spaces of the low-dimensional clique-specific multivariate Mate´rn covariance
functions CK1 , . . . , CKp . Hence, the parameter space becomes {bij|(i = j) or (i, j) ∈ EV}
and needs to satisfy the constraint that BKl = (bij)i,j∈Kl is positive definite for all l = 1, . . . , p.
This reduces the complexity of the parameter space constraints fromO(q3) to at mostO(p∗q∗3),
where q∗ is the largest clique size and p∗ is the maximum number of cliques sharing a common
vertex.
The precision matrix of w(L) satisfies (see, e.g., Lemma 5.5 in Lauritzen, 1996)
M(L,L)−1 =
p∑
m=1
[C−1[KmGL]]
V×L −
k∑
m=2
[C−1[SmGL]]
V×L , (7)
where, for any symmetric matrix A = (aij) with rows and columns indexed by a subset U of
V × L, AV×L denotes a |V × L| × |V × L| matrix such that (AV×L)ij = aij if (i, j) ∈⊂ U ,
and (AV×L)ij = 0 elsewhere. From (6) and (7) we see that we can avoid the large matrix
M(L,L) and all matrix operations are limited to the sub-matrices of M(L,L) corresponding
to the cliques KmGL and separators SmGL. The entire process requires at most O(pn3q∗3)
flops and O(pn2q∗2) storage, where p is the length of the perfect ordering. Table 1 summarizes
these gains from stitching over decomposable graphs.
In addition to the computational benefits described above, stitched GGP models are natu-
rally amenable to parallel computing. In a Bayesian implementation of a stitched GGP model
(described in Section S2.1) of the Supplement, we can exploit the underlying graphical model
GV and deploy a chromatic Gibbs sampler (Gonzalez et al., 2011) to simultaneously update
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Table 1: Properties of any q-dimensional multivariate Mate´rn GP of Gneiting et al. (2010) or
Apanasovich et al. (2012) and a multivariate graphical Mate´rn GP stitched using a decomposable graph
GV with largest clique size q∗, length of perfect ordering p, and maximal number of cliques p∗ sharing a
common vertex.
Model attributes Multivariate Mate´rn Graphical model Mate´rn
Number of parameters O(q2) O(|EV |+ q)
Parameter constraints O(q3) O(p∗(q∗3)) (worst case)
Storage O(n2q2) O(pn2q∗2)
Time complexity O(n3q3) pn3q∗3
Conditionally independent processes No Yes
Univariate components are Matern GPs Yes Yes
batches of random variables in parallel. If we group all variable-specific parameters (regres-
sion coefficients, spatial parameters, noise variance and latent spatial random effects) to be the
parameter vector ηi, under a graph colouring of GV , ηi and η′i can be updated simultaneously
if i and i′ share the same colour, as illustrated in Figure 2(a). This brings down the number of
sequential steps in sampling of the ηi’s from q to the chromatic number χ(GV ). The chromatic
sampling scheme will be different for the bij’s. Let GE(GV ) = (EV , E∗) denote a graph with
vertices as the set of edges EV . An edge ((i, j), (i′, j′)) in this new graph GE(GV ) is in E∗
if {i, i′, j, j′} are in some clique K of GV . Then we can batch the updates of bij’s based on
colouring of the graph GE(GV ) (Figure 2(b)) and the number of such sequential batch updates
will be the chromatic number χ(GE(GV )), a reduction from |EV | sequential updates for bij .
(a) Colouring of a gem graph GV . (b) Colouring of the correspond-
ing edge graph GE(GV )
Figure 2: Chromatic sampling for GGP: Left: Colouring of a gem graph GV between 5 variable
processes w1, w2, w3, w4, w5, used for chromatic sampling of the marginal (variable-specific)
parameters. Right: Colouring of the corresponding edge graph GE(GV ) used for chromatic sampling of
the cross-covariance parameters bij’s.
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4 Extensions
4.1 Non-separable spatial time-series modelling
Graphical Gaussian Processes constructed from stitching can also be natural candidates for
non-separable (in space-time), non-stationary (in time) modelling of univariate or multivariate
spatial time-series data. First, consider a univariate spatial time-series modelled as a Gaussian
Process w(s, t) for s ∈ D evolving over a discrete set of time points t ∈ T = {1, 2, . . . , T}.
We envision this as a T × 1 GP w(s) = (w1(s), . . . , wT (s))T, where wt(s) = w(s, t).
Temporal evolution of processes is encapsulated using a directed acyclic graph (DAG),
which, when moralized, produces an undirected graph GT over T . We can then recast the
spatial time-series model as a T × 1 GGP conforming to the conditional independence implied
by GT . A multivariate Mate´rn used for stitching will produce a GGP with each wt(·) being
a Mate´rn GP with parameters θtt. Time-specific spatial parameters enrich the model without
imposing stationarity of the spatial process over time and space-time separability (Gneiting,
2002).
Any Autoregressive (AR) structure over time corresponds to a decomposable moralized
graph GT . For example, theAR(1) model corresponds to a path graph with edges {(t, t+1) | t =
1, . . . , T − 1}, q∗ = 2 and p∗ = 2. An AR(2) is specified by the DAG t− 2→ t and t− 1→ t
for all t ∈ 3, . . . , T (Figure S1(a) in the Supplement), which, when moralized, yields the sparse
decomposable graph GT (with q∗ = 3) in Figure S1(b) of the Supplement. Hence, Corol-
lary 3.0.1 ensures accrual of computational gains for GGP models for autoregressive spatial
time-series. An added benefit of using the GGP is that the auto-regression parameters need not
be universal, but can be time-specific, thus relaxing another restrictive stationarity condition.
Multivariate spatial time-series can also be modelled using GGPs. We envision q variables
recorded at T time-points resulting in qT variables. We now specify GV×T on the variable-time
set. Common specifications for multivariate time-series like graphical vector autoregressive
(VAR) structures (Dahlhaus and Eichler, 2003) will yield decomposable GV×T . For example,
consider the non-separable graphical-VAR of order 1 with q = 2 and specified by the DAG
(1, t−1)→ (1, t), (1, t−1)→ (2, t), and (2, t−1)→ (2, t) (Figure S1(c) of the Supplement).
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This yields the decomposable GV×T in Figure S1(d) of the Supplement, also with q∗ = 3.
4.2 Asymmetric covariance functions
So far all our examples have involved isotropic (symmetric) multivariate Mate´rn cross-
covariances. Symmetry implies Cij(s, s′) = Cij(s′, s) for all i, j, s, s′ and is not a necessary
condition for validity of a cross-covariance function. Asymmetric cross-covariance functions
have been discussed in Apanasovich and Genton (2010) and Li and Zhang (2011). An asym-
metric cross-covariance Ca can be specified in-terms of a symmetric cross-covariance C as
Caij(s, s
′) = Caij(s − s′) = Cij(s − s′ + (ai − aj)) where ai, i = 1, . . . , q are distinct variable
specific parameters. As mentioned earlier, stitching will work with any valid cross-covariance
function, and if Ca is used for the stitching, then the resulting graphical cross-covariance Ma
will also be asymmetric, satisfying Maij(s, s
′) = Caij(s, s
′) for all (i, j) ∈ EV , and s, s′ ∈ L.
4.3 Response model
We outline a Gibbs sampler in Section S2.1 of the Supplement for the multivariate spatial linear
model in (1), where the latent q × 1 process w(s) is modelled as a GGP. If |L| = n, then the
algorithm needs to sample all the O(nq) latent spatial random effects wi(L) at each iteration.
A common strategy for estimating process parameters in spatial linear models is to integrate
out the spatial random effects w and directly use the marginalized (or collapsed) likelihood for
the response process y(·) = (y1(·), . . . , yq(·))T, which is also a multivariate GP. However, w(·)
modelled as a GGP does not ensure the marginalized y(·) will be a GGP. We demonstrate this
in Figure 3(a) with a path graph GV between 3 latent processes w1(·), w2(·) and w3(·). The
response processes yi(·) = wi(·) + i(·) have complete graphs. This is because Cov(y) =
Cov(w) + Cov(), and the zeros in Cov(w)−1 do not correspond to zeros in Cov(y)−1. Hence,
modelling the latent spatial process as a GGP and subsequent marginalization is inconvenient
because the marginalized likelihood for y will not factorize like (6).
Instead, we can directly create a GGP for the response process by stitching the marginal
cross-covariance function Cov(y(s), y(s + h)) = C(h) + D(h) using GV , where D(h) =
diag(τ 21 , . . . , τ
2
q )I(h = 0) is the diagonal white-noise covariance function. If using a Mate´rn
14
(a) GGP on the latent process. (b) GGP on the response process.
Figure 3: Comparison of induced graphs for 3 processes (obeying a path graph) from marginalized
model and latent model. Blue edges indicate the dependencies modelled and red edges denote the
marginal dependencies induced from the model construction.
cross-covariance C, the resulting GGP model for y(·) has, for each yi(·), univariate processes
with mean xi(·)Tβi and covariance functionCii(h)+τ 2i I(h = 0). The cross-covariance between
yi(·) and yj(·) is also Mate´rn for (i, j) ∈ EV and locations in L. For (i, j) /∈ GV , the response
processes yi(·) and yj(·) will be conditionally independent. We denote the covariance function
of this GGP by M∗ and outline the Gibbs sampler in Section S2.2 of the Supplement.
The response model drastically reduces the dimensionality of the sampler from O(nq +
|EV |) for the latent model toO(q+|EV |). However, what we gain in terms of convergence of the
chain gets compromised in interpretation of the latent process. As we see in Figure 3(b), using
a graphical model on the response process leads to a complete graph among the latent process.
If, however, conditional independence on the latent processes is not absolutely necessary, then
the marginalized GGP model is a viable alternative for modelling highly multivariate spatial
data.
5 Simulation
We conducted multiple simulation experiments to compare five models: (a) PM: Parsimonious
Multivariate Matern of Gneiting et al. (2010); (b) MM: Multivariate Mate´rn of Apanasovich
et al. (2012) with νij = νii = νjj = 12 , and ∆A = 0 and φ
2
ij = (φ
2
ii + φ
2
jj)/2; (c) BGML:
Bayesian Graphical Matern on the latent process; (d) BGMR: Bayesian Graphical Matern on
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the response process (Sections 4.3 and S2.2); and (e) GM: Graphical Matern using classical
maximum likelihood estimation for parameter estimation (using the co-ordinate descent algo-
rithm outlined in Section S2.3 of the Supplement). All GGPs were stitched using the MM
model of (a).
Table 2: Different simulation scenarios considered for the comparison between methods.
Set q Graph GV B Nugget Locations Data model Fitted models
1 5 Gem (Figure 2(a)) Random No Same location for all variables GM GM, MM, PM, BGMR
2 15 Path bi−1,i = ρi Yes Partial overlap in locations for variables, GM PM, BGML, BGMR
3A 100 Path bi−1,i = ρi Yes Partial overlap in locations for variables GM BGML, BGMR
3B 100 Path bi−1,i = ρi Yes Partial overlap in locations for variables MM BGML, BGMR
We consider the 4 settings in Table 2. In Set 1, we have q = 5 and generate data from
a graphical Mate´rn using a gem graph (Figure 2 (a)) for stitching. We assumed no spatial
misalignment, i.e, all variables observed at each location in L. Hence, we used GM for es-
timation. As q is small, we could implement both PM and MM. Set 1 did not use a nugget,
hence BGML and BGMR are the same for this set. For all scenarios, the number of locations
was n = 250 and locations were generated uniformly from a grid within the unit square. For
Set 2, we considered q = 15 spatially misaligned outcomes, a path graph GV , and included
the nugget processes to generate the responses. The models fitted are PM, BGML and BGMR.
Sets 3A and 3B consider the highly multivariate case with q = 100 outcomes and a path graph
among the variables. Neither PM nor MM can be implemented for such settings because B
involves 4950 parameters and likelihood evaluation requires inverting a 25000× 25000 matrix
in each iteration. The data is generated using GM in 3A and MM in 3B, the latter serving as a
misspecified example.
We simulated 1 covariate xj(si) for each variable j, generated independently from aN(0, 4)
distribution and the true regression coefficients βj from Unif(-2,2) for j = 1, 2, . . . , q . The φii
and σii were equispaced numbers in (1, 5), while the bij’s where chosen as in Table 2.
For all of the candidate models, each component of the q-variate process is a Mate´rn GP.
Hence, following the recommendation outlined in Apanasovich et al. (2012), the marginal pa-
rameters θii for the univariate Mate´rn processes were estimated apriori using only the data for
corresponding i-th variable. The BRISC package (Saha and Datta, 2018) was used for estima-
tion.
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(a) Set 1 (b) Set 2
(c) Set 3A (d) Set 3B
Figure 4: Estimates of the cross-covariance parameters σijφij = Γ(1/2)bij , (i, j) ∈ EV , for the 4
simulation sets. The horizontal pink lines in Figures (a) and (b) indicate true parameter values.
We primarily focus on estimating the cross-covariance parameters bij , (i, j) ∈ EV , as they
specify the cross-covariances in stitching. In Figure 4 we present the estimates of σijφij =
Γ(1/2)bij which are the bij’s rescaled to be at the same scale as the marginal microergodic
parameters σiiφii. The variable-specific parameters are of lesser importance because stitching
ensures that each univariate process is Mate´rn GP, similar to the multivariate Mate´rn models.
The estimates of the marginal spatial parameters are plotted in Figure S2 of the Supple-
ment. The estimates of the regression coefficients βj were accurate for all models, and are not
presented.
Figure 2(a) reveals that for Set 1, the MM, GM and BGMR all produce reasonable estimates
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of the true cross-covariance parameters, whereas the parsimonious Mate´rn estimates are biased
and more variable. For Set 2, the estimates of PM are once again biased, whereas both BGML
and BGMR produce estimates much closer to the truth. For the highly multivariate setting
of Set 3A, the GGP is still competitive with both BGML and BGMR once again accurately
estimating all the bij’s for (i, j) ∈ EV . This is true even for the misspecified case of Set 3B,
where both BGML and BGMR accurately estimated all the cross covariances for variable pairs
belonging to the graphical model.
6 Spatio-temporal modelling of PM2.5
We demonstrate an application of GGP for non-stationary (in time) and non-separable (in
space-time) modelling of spatial time-series, as discussed in Section 4.1. We model daily lev-
els of PM2.5 measured at different monitoring stations across 11 states of the north-eastern US
and Washington DC for a three month period from February, 01, 2020, until April, 30th, 2020.
The data is publicly available from the website of the United States Environmental Protection
Agency.
We selected n = 106 stations that had at least two months of measured data. Meteorological
variables like temperature, barometric pressure, wind-speed and relative humidity are known
to affect PM2.5 levels. Since all of the pollutant monitoring stations do not have the meteo-
rological covariates, we collected the weather information from NOAA Local Climatological
Database. Finally, we merged the weather information from EPA and NOAA and imputed the
daily weather information at pollutant monitoring locations using multilevel B-spline smooth-
ing. Following Section 4.1, we view the spatial time-series at n = 106 locations and T = 90
days as a highly multivariate (90-dimensional) spatial dataset. Neither the parsimonious Mate´rn
nor the multivariate Mate´rn were implementable as they involve around 4000 cross-covariance
parameters and 10000× 10000 matrix computations at each iteration.
We used a Mate´rn GGP to model the data, with an AR(1) graphical model for smoothing
across time, as exploratory analysis revealed strong autocorrelation between pollutant processes
on consecutive days even after adjusting for all the covariates. The marginal parameters for
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Figure 5: PM2.5 analysis: (a) Daily RMSPE for the 6 fortnightly analyses, (b) Estimates of the
auto-regression covariance from graphical Mate´rn for the full analysis, (c) Estimates of the residual
spatial processes from BGMR for PM2.5 pollutant levels (after adjusting for covariates) in North-east
US between first two weeks of February and last two weeks of April
day t were σtt, φtt and τ 2t . The autoregressive coefficient (cross-covariance parameter) between
days t − 1 and t was ρt. Thus GGP offered the flexibility to model non-separability across
space and time, time-varying marginal spatial parameters and autoregresive coefficients. We
implemented both the latent (BGML) and the response (BGMR) models.
We first present a sub-group analysis breaking the 90 days worth of data into 6 fortnights.
Data for each fortnight is only 15 dimensional and, hence, we are able to analyse each chunk
separately using the parsimonious Mate´rn. We compare the daily RMSPE based on hold-out
data among the three methods. Figure 5(a) reveals that the three method produce very similar
predictive performance when analysing each fortnight of data separately. We analyse the full
dataset using the GGP model as other multivariate Mate´rn GPs are precluded by the highly
multivariate setting. The GGP model involves only 89 cross-covariance parameters. Since the
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largest clique size in an AR(1) graph is 2, the largest matrix we deal with is only 212 × 212.
We present the estimates of the auto-covariance parameters in Figure 5(b). We see that there is
large variation in the estimates of this parameter across time with many spikes indicating high
positive autocorrelation. The estimates provide strong evidence in favour of non-stationarity
across time.
Figure 5(c) presents the estimated average residual spatial surface yP(s) =
(1/|P|)∑t∈P(yt(s)−xt(s)Tβˆt) over two choices of the time-period P – the first two weeks of
February, 2020 (left) and the last two weeks of April, 2020 (right). These two periods represent
the beginning and end of the time period for our study and also correspond to the before and
during lock-downs imposed in the north-eastern US due to COVID-19. We observe a decrease
in intensity of the residual process from February to April suggesting a decrease in the PM2.5
levels during this period even after accounting for the meteorological covariates.
7 Discussion
We have addressed modelling highly-multivariate spatial data using GGPs with cross-
covariance functions that exploit graphical models to ensure process-level conditional indepen-
dence among the variables, while preserving attractive interpretation of the marginal covariance
functions (e.g., the Mate´rn family) for each univariate process. The existence of such processes
is formally established and a pragmatic variant using “stitching” is developed. The highly mul-
tivariate setting is scaled by stitching with decomposable graphical models and Mate´rn GPs.
This development has focused upon the highly multivariate setting that require joint mod-
elling of a very large number of spatially dependent variables. This “high-dimensional” prob-
lem is distinctly different from the burgeoning literature on high-dimensional problems refer-
ring to the massive number of spatial locations. Nevertheless, there are some obvious connec-
tions between these two problems in lieu of the recent interest in DAG-based GPs for modelling
the latter situation Datta et al. (2016, 2018). A future direction will be to simultaneously ad-
dress the problem of big “n” and big “q” by merging the ideas of nearest neighbor location
graphs with sparse variable graphs in a modified stitching procedure.
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S1 Proofs
of Theorem 2.2. For the original GP, for each ω, F (ω) = {fij(ω)} is a valid spectral density
matrix. Therefore, following Cramer’s Theorem (Crame´r, 1940; Parra and Tobar, 2017), F (ω)
is positive definite for (almost) every ω. Using Lemma 2.1 we derive a unique F˜ (ω) = (f˜ij(ω)),
which is also positive definite and satisfies F˜ (ω)ij = F (ω)ij = fij(ω) for i = j or (i, j) ∈ EV ,
and F˜ (ω)−1ij = 0 for (i, j) /∈ EV . The square-integrability assumption of fii(ω) is sufficient to
ensure that
∫ |F˜ij(ω)|dω <∞ using the Cauchy-Schwarz inequality. Thus, we have a spectral
density matrix F˜ (ω), which is positive definite for (almost) all ω, f˜ii(ω) = fii(ω) > 0 for
all i, ω, and
∫ |f˜ij(ω)|dω < ∞ for all i, j. By Cramer’s theorem, there exists a GP w(·)
with spectral density matrix F˜ (ω) and some cross-covariance function M . As by construction
f˜ij(ω) = fij(ω) for i = j or (i, j) ∈ EV , we have Mij = Cij for i = j or (i, j) ∈ EV . Since
F˜−1(ω)ij = 0 for (i, j) /∈ EV and almost all ω, using the result of Dahlhaus (2000), w(s) has
process-level conditional independence as specified by GV , completing the proof.
of Theorem 2.3. For two arbitrary locations s1, s2 ∈ D, we can calculate the covariance func-
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tion from our construction as follows:
Mij(s1, s2) = Cov (Cii(s1,L)Cii(L,L)−1wi(L) + zi(s1),
Cjj(s2,L)Cjj(L,L)−1wj(L) + zj(s2))
= Cii(s1,L)Cii(L,L)−1Cov(wi(L), wj(L))Cjj(L,L)−1Cjj(L, s2))+
I(i = j)Cii | L(s1, s2)
= I(i = j)[Cii(s1,L)Cii(L,L)−1Cii(L, s2)) + Cii | L(s1, s2)]+
I(i 6= j)Cii(s1,L)Cii(L,L)−1Mij(L,L)Cjj(L,L)−1Cjj(L, s2)
= I(i = j)Cii(s1, s2)+
I(i 6= j)Cii(s1,L)Cii(L,L)−1Mij(L,L)Cjj(L,L)−1Cjj(L, s2))
(S1)
The second equality follows from the independence of zi and zj for i 6= j, the third equality
uses Mii(LL) = Cii(L,L) and the fourth uses the form of the conditional covariance function
Cii | L from (3). It is now immediate, that wi has the covariance function Cii on the entire
domain D, proving Part (a).
If (i, j) ∈ EV , and (s1, s2) ∈ L, in (S1), we will have Mij(s1, s2) = Cij(s1, s2) directly
from the construction of M(L,L). This proves part (b).
To prove part (c), without loss of generality we only consider q = 3 processes
w1(s), w2(s), w3(s) which is constructed via stitching, with the assumption that (1, 3) /∈ EV .
First, we will show that, for any two locations s1, s2 ∈ D, w1(s1) is conditionally independent
of w3(s2) given w2(L), which we denote as w1(s1) ⊥ w3(s2) |w2(L).
As (1, 3) /∈ EV , the sets {1×L} = {(1, s) | s ∈ L} and {3×L} are separated by {2×L}
in the graph GV  GL. Hence, using the global Markov property of Gaussian graphical models,
we have w1(L) ⊥ w3(L) |w2(L).
For any s1, s2 ∈ D we have, similar to (S1),
Cov(w1(s1)w3(s2) |w2(L))
= C11(s1,L)C11(L,L)−1Cov (w1(L), w3(L) |w2(L))C33(L,L)−1C33(L, s2) = 0.
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Hence, w1(s1) ⊥ w3(s2) |w2(L) for any s1, s2 ∈ D. Now
Cov(w1(s1), w3(s2) |σ ({w2(s) | s ∈ D}))
= Cov(w1(s1), w3(s2) |σ (w2(L), {z2(s) | s ∈ D}))
= Cov(w1(s1), w3(s2) |σ (w2(L))) = 0.
(S2)
The third inequality follows from the fact that for any three random variables X, Y and Z such
that X and Y are independent of Z, E(X|Y, Z) = E(X|Y ). Equation (S2) establishes process
level conditional independence for w1(·) and w3(·) given w2(·), thereby proving part (c).
of Corollary 3.0.1. Recall from the construction of M(L,L) that the Gaussian random vector
w(L) satisfies the graphical model G = GV  GL, where GL is the complete graph between n
locations. The strong product graph G is decomposable and Km  GL;m = 1, · · · , p form a
perfect sequence for G with Sm  GL;m = 2, · · · , p being the separators.
Thus, using results (3.17) and (5.44) from Lauritzen (1996), we are able to factorize w(L)
as (6).
S2 Implementation
S2.1 Gibbs sampler for GGP model for the latent processes
Let yi = (yi(si1), yi(si2), . . . , yi(sini))
T be the ni × 1 vector of measurements for the i-th
response or outcome over the set of ni locations inD. LetXi = (xi(si1), xi(si2), · · · , xi(sini))T
be the known ni×pi matrix of predictors on the set Si = {si1, · · · , sini}. We specify the spatial
linear model as yi = Xiβi + wi + i, where βi is the pi × 1 vector of regression coefficients, i
is the ni × 1 vector of normally distributed random independent errors with marginal common
variance τ 2i , and wi is defined analogously to yi for the latent spatial process corresponding
to the i-th outcome. The distribution of each wi is derived from the specification of w(s) as
the q × 1 multivariate Mate´rn GGP with respect to a decomposable GV . Let {φii, σii, τ 2i |i =
1. . . . , q} denote the marginal parameters for each component Mate´rn process wi(·).
We elucidate the sampler using a GGP constructed by stitching the simple multivariate
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Mate´rn (Apanasovich et al., 2012), where νij = (νii + νjj)/2, ∆A = 0 in (2) and φ2ij =
(φ2ii + φ
2
jj)/2. Hence, the only additional cross-correlation parameters are {bij|(i, j) ∈ EV}.
Any of the other multivariate Mate´rn specifications in Apanasovich et al. (2012) that involve
more parameters to specify νij’s and φij’s can be implemented in a similar manner. We consider
partial overlap between the variable-specific location sets and take L = ∪iSi as the reference
set for stitching. If there is total lack of overlap between the data locations for each variable,
we can simply take L to be a set of locations sufficiently well distributed in the domain and the
Gibbs sampler can be designed analogously.
Conjugate priors are available for βi
ind∼ N(µi, Vi) and τ 2i ind∼ IG(ai, bi), where IG is the
Inverse-Gamma distribution. There are no conjugate priors for the process parameters. For
ease of notation, the collection Ma,b the submatrix of M indexed by sets a and b, Ma = Ma,a,
and Ma|b = Ma−Ma,bM−1b Mb,a. Similarly, we denote w(a) to be the vector stacking wi(s) for
all (i, s) ∈ a. We denote cliques by K and separators by S in the perfect ordering of the graph
GV .
The full-conditional distributions for the Gibbs updates of the parameters are as follows.
p(βi | ·) ∼ N((XTi Xi + V −1i )−1(µi +XTi (yi − wi)), τ 2i (XTi Xi + V −1i )−1) ;
p(τ 2i | ·) ∼ IG(a+
ni
2
, b+
(yi −XTi βi − wi)T(yi −XTi βi − wi)
2
) ;
p(σii, φii, νii | ·) ∝
∏
K3i
1
|MK×L|
1
2
exp
(−1
2
w(K × L)TM−1K×Lw(K × L)
)
∏
S3i
1
|MS×L|
1
2
exp
(−1
2
w(S × L)TM−1S×Lw(S × L)
) ∗ p(σii)p(φii)p(νii) ;
p(bij | ·) ∝
∏
K3(i,j)
I(BK>0)
|MK×L|
1
2
exp
(−1
2
w(K × L)TM−1K×Lw(K × L)
)
∏
S3(i,j)
1
|MS×L|
1
2
exp
(−1
2
w(S × L)TM−1S×Lw(S × L)
) × p(bij), for (i.j) ∈ EV .
To update the latent random effects w, let L = {s1, . . . , sn} and oi = diag(I(s1 ∈
S1), . . . , I(sn ∈ Sn)) denote the vector of missing observations for the i-th outcome. With
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Xi(L) = (xi(s1), . . . , xi(sn))T, yi(L) and wi(L) defined similarly, we have,
p(wi(L) | ·) ∼ N
(M−1i µi,M−1i ) ,
whereMi = 1
τ 2i
diag(oi) +
∑
K3i
M−1{i}×L|(K\{i})×L −
∑
S3i
M−1{i}×L|(S\{i})×L ,
µi =
(yi(L)− xi(L)Tβi) oi
τ 2i
+∑
K3i
Ti(K)w((K \ {i})× L)−
∑
S3i
Ti(S)w((S \ {i})× L) ,
Ti(A) = M
−1
{i}×L|(A\{i})×LM{i}×L,(A\{i})×LM
−1
(A\{i})×L, for A ∈ {K,S}.
The Gibbs sampler evinces the multifaceted computational gains. The constraints on the
parameters B no longer require checking the positive-definiteness of B, which would require
O(q3) flops for each check. Instead, due to decomposability, it is enough to check for pos-
itive definiteness of the (atmost q∗ dimensional) sub-matrices BK of B corresponding to the
cliques of GV . The largest matrix inversion across all these updates is of the order nq∗ × nq∗,
corresponding to the largest clique. The largest matrix that needs storing is also of dimension
nq∗×nq∗. These result in appreciable reduction of computations from any multivariate Mate´rn
model that involves nq × nq matrices and positive-definiteness checks for q × q matrices at
every iteration.
Finally, for generating predictive distributions, note that, as a part of the Gibbs sampler, we
are simultaneously imputing wi at the locations L \ Si. Subsequently, we only need to sample
yi(L \ Si) | · ∼ N(Xi(L \ Si)′βi + wi(L \ Si), τ 2i I).
S2.2 Gibbs sampler for GGP model for the response processes
Let y(L) = (y1(L), · · · , yq(L))T,X(L) = bdiag(X1(L), . . . , Xq(L)), and β = (βT1 , · · · , βTq )T.
We will consider the joint likelihood
y(L) |X(L), β, {φii, σii, τ 2i }{i=1,...,q}, {bij}{(i,j)∈EV} ∼ N(X(L)β,M∗V×L) (S3)
and impute the missing data yi(L \ Si) in the sampler. Let Ti = {i} × (L \ Si), Ui(A) =
(A × L) \ Ti for A ∈ {K,S} and β(A) be the vector stacking up βj for j ∈ A. Also, for any
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U ⊆ V × L, let X˜(U) = bdiag({Xj(U ∩ ({j} × L))|j 3 U ∩ ({j} × L) 6= {}}. We have the
following updates:
yi(Ti) | · ∼ N(Xi(Ti)βi+
H−1i
(∑
K3i
M∗−1Ti|Ui(K)M
∗−1
Ti, Ui(K)M
∗−1
Ui(K)
(y(Ui(K))− X˜(Ui(K))β(K)) −
∑
S3i
M∗−1Ti|Ui(S)M
∗−1
Ti, Ui(S)M
∗−1
Ui(S)
(y(Ui(S))− X˜(Ui(S))β(S))
)
, H−1i )
where Hi =
∑
K3i
M∗−1Ti|Ui(K) −
∑
S3i
M∗−1Ti|Ui(S)
Once again the updates require inversion or storage of matrices of size atmost nq∗ × nq∗.
The updates for the other parameters are similar to that in the sampler of Section S2.1 of the
Supplement with the cross-covariance M∗ replacing M . The only exception is τ 2i , which no
longer has conjugate full conditionals and are also now updated using Metropolis random walk
steps within the Gibbs sampler akin to the other spatial parameters.
S2.3 Co-ordinate descent
To conduct estimation and prediction using GGP in a frequentist setting, we outline a co-
ordinate descent algorithm for maximum likelihood estimation. We illustrate the implemen-
tation for the case where each of the q variables are measured at L. The case of spatial
misalignment can be handled by an EM algorithm to impute the missing responses for each
variable. For the frequentist setup, we use the GGP model for the response. From Corol-
lary 3.0.1, the joint likelihood can be factored into sub-likelihoods corresponding to specific
cliques and separators. Let θ(t) denote the values of the spatial parameters θ at the t-th itera-
tion, and M∗L = M
∗
L(θ) denote the GGP covariance matrix of y(V × L) from stitching. Let
θii = {σ2ii, φii, νii}, θ−i = θ \ θii, θ−ij = θ \ {bij}. X˜(L) := X˜(V × L) we immediately have
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the following updates of the parameters:
β(t+1) =
(
X˜(L)TM∗−1L (θ(t))X˜(L)
)
X˜(L)TM∗−1L (θ(t))y(L),
θ
(t+1)
ii = arg min
θii
[∑
K3i
lK(θii)−
∑
S3i
lS(θii)
]
, where for any A ⊂ V ,
lA(θii) = log(|M∗A×L(θii, θ(t)−i)|)+
(y(A× L)− X˜(A× L)β(A))TM−∗1A×L(θii, θ(t)−i)(y(A× L)− X˜(A× L)β(A)),
b
(t+1)
ij = arg min
bij
[ ∑
K3(i,j)
(
˜`
K(bij)− log(I(BK > 0))
)
−
∑
S3(i,j)
˜`
S(bij)
]
, for (i, j) ∈ EV ,
where ˜`A(bij) = log(|M∗A×L(bij, θ(t)−ij)|)+
(y(A× L)− X˜(A× L)β(A))TM−∗1A×L(bij, θ(t)−ij)(y(A× L)− X˜(A× L)β(A)).
The update of β involves the large nq × nq matrix M∗−1L . However, from (7), M∗−1L can be
expressed as sum of sparse matrices, each requiring at-most O(n3q∗3) storage and computation
arising from inverting matrices of the formCKL+DKL. For updates of the spatial parameters
θii and bij , coordinate descent moves along the respective parameter and optimizing the nega-
tive log-likelihood which is expresses in terms of the corresponding negative log-likelihoods of
the cliques and separators containing that parameter. This process is iterated until convergence.
Each iteration of the co-ordinate descent has the same complexity of parameter dimension,
same computation and storage costs and parameter constraint check as each iteration of the
Gibbs sampler, and hence is comparably scalable.
S3 Additional figures
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(a) DAG for a univariate
AR(2) model
(b) Moralized GT for a uni-
variate AR(2) model
(c) DAG for the graphical VAR model example of Section 4.1
(d) Moralized GV×T for the graphical VAR model of Figure (c)
Figure S1: Graphical models for autoregressive spatial time-series.
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(a) (b)
(c) (d)
Figure S2: Estimates of the marginal parameters σiiφii, i ∈ V , for the 4 simulation settings. The
horizontal pink lines in Figures (a) and (b) indicate the true parameter values.
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