The Cauchy problem for the 1-dimensional Zakharov system is shown to be globally well-posed for large data which not necessarily have finite energy. The proof combines the local well-posedness result of Ginibre, Tsutsumi, Velo and a general method introduced by Bourgain to prove a similar result for nonlinear Schrödinger equations.
Introduction
Consider the Cauchy problem for the (1+1)-dimensional Zakharov system iu t + u xx = nu (1) n tt − n xx = (|u| 2 ) xx (2) u(0) = u 0 , n(0) = n 0 , n t (0) = n 1
where u is a complex-valued and n a real-valued function defined for (x, t) ∈ R × R + . The main result shows global well-posedness of the problem for rough data (u 0 , n 0 , n 1 ) ∈ H s,2 (R) × L 2 (R) × H −1,2 (R) with 1 > s ≥ 1/2 without any smallness assumption. The same result for s = 1 is a direct consequence of the local well-posedness shown by [6] and the conservation laws satisfied for solutions of (1), (2) , (3) , namely conservation of u(t) and E(u, n) := u x (t) 2 + 1/2( n(t) 2 + V (t) 2 ) + where V x = −n t . By a slight modification of (2) it is possible to avoid n 1 ∈ H −1,2 (R) and to use only n 1 ∈ H −1,2 (R). Local well-posedness for s ≥ 1/2 follows also from [6] so that the problem is to show that the local solution exists globally in time.
Local and global well-posedness in dimension 2+1 and 3+1 for finite energy solutions was shown in [3] . Our proof uses Bougain's ideas who introduces a general method to show global well-posedness for some types of nonlinear evolution equations for data with less regularity than needed for an application of the conservation laws directly. He applied it to the (2+1)-and (3+1)-dimensional Schrödinger equation [1] , [2] . Later it was also used for other model equations [4] , [5] , [7] , [8] . This paper is organized as follows. In section 1 the needed estimates for the nonlinearities in the X s,b -spaces introduced by Bourgain and the Y s -spaces introduced by Ginibre, Tsutsumi and Velo [6] are given along the lines of [6] .
For an equation of the form
where φ is a measurable real-valued function, let X s,b be the completion of S(R 2 ) with respect to
In our case we shall use these spaces for the phase functions φ(ξ) = ξ 2 and φ(ξ) = ±|ξ|.
We also have to use the norms in X s,b (I) for a given time interval I defined as
In section 2 we modify the system (1), (2) in a trivial way by replacing the wave equation by the Klein-Gordon equation and derive an energy inequality for this system for data (u 0 , n 0 , n 1 ) ∈ H 1 × L 2 × H −1 . Morover we transform the system in a standard way into a first order system for (u, n + , n − ). For details we again refer to [6] . Using Bourgain's ideas we split the datum u 0 into a sum u 01 + u 02 where the low frequency part u 01 is regular and has large H 1 -norm whereas the high frequency part u 02 is just in H s with small L 2 -norm. In section 3 the solution ( u, n + , n − ) of the problem with data (u 01 , n 0+ , n 0− ) is further investigated on a suitable time interval I depending on s using the energy bounds.
In section 4 we consider the system fulfilled by (v, m ± ) = (u − u, n ± − n ± ) with data (u 02 , 0, 0) and construct a solution in the same time interval I, thus we have a solution of the original problem on I. The inhomogeneous part w(t) of v(t) is shown to belong to H 1,2 (R), thus is smoother than the homogeneous part e it∂ 2 x u 02 which is just in H s,2 (R). In section 5 we show that this process can be iterated to construct a solution on any time interval [0, T ]. What one does is to construct a solution on time intervals of equal length |I|. One takes as new initial data at time |I| the triple ( u(|I|)+w(|I|), n ± (|I|)+m ± (|I|) and repeats the argument in [|I|, 2|I|]. Of course in each step the involved norms have to be controlled in order to be able to choose intervals of equal length.
We collect some elementary facts about the spaces X s,b and Y s . If u is a solution of (4) with u(0) = f we have for b ≥ 0 :
If v is the solution of the problem
(for a proof see [6] , Lemma 2.1).
Here the cut-off function ψ is in 
Thus if F ∈ Y 0 (I) we have w ∈ C 0 (I, L 2 (R)) and
where c is independent of I. Next we need an interpolation property for the spaces X s,b (I). It is well-known that
where
This also holds true if R is replaced by I because the restriction operator from
) is a retraction with a corresponding coretraction (extension). We refer to [9] here. The following interpolation property is a consequence:
with s, b, θ as above. One only has to remark that
is an isometric isomorphism. Finally we have the following consequence of the Strichartz inequalities in the case of the (1+1)-dimensional Schrödinger equation φ(ξ) = ξ 2 :
and
where 1/q + 1/q ′ = 1 , 1/r + 1/r ′ = 1 and [6] , Lemma 2.4 with ν = 1 , plus duality. We use the following notation for λ ∈ R:
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Nonlinear estimates
Our aim here is to estimate the nonlinearities f = n ± u in X s,−a 1 for given n ± ∈ X l,a and u ∈ X k,a 2 for suitable s, l, k, a 1 , a, a 2 and also in Y s . We estimate
We also introduce the variables
In order to estimate f in X s,−a 1 we take its scalar product with a function in
In the sequel we want to show an estimate of the type
This directly gives the desired estimate n ± u X s,−a 1 ≤ c n ± X l,a u X k,a 2 (19) 
Region a: σ 1 dominant, i.e. |σ 1 | ≥ |σ| , |σ 1 | ≥ |σ 2 |. We show according to (28),(29):
by (27) and [6] , Lemma 4.2 with α 1 := 2 min(a, a 2 )−[1−2 max(a, a 2 )] + if a+a 2 > 1/2 which holds by (23). Thus
According to [6] , Lemma 4.1 the integral takes its maximum at ξ 2 1 = σ 1 , so that
The integral converges if k+α 1 > 1/2. By definition α 1 = 2a or 2a 2 or 2(a+a 2 )−1 up to an ǫ-term. Now k + 2a > 1/2 by (20),(23), similarly k + 2a 2 > 1/2, and k + 2(a + a 2 ) − 1 > 1/2 by (20),(24), thus k
Case aba: |ξ 2 | ≥ 1 By (27) σ = σ 1 − σ 2 − ξ 2 1 + ξ 2 2 , thus for fixed ξ 1 , σ 1 , σ 2 we have dσ dξ 2 = 2ξ 2 and thus, because s − k ≤ 1/2 by (21):
This follows from (23),(24): if a ≥ 1/2 the l.h.s. equals up to an ǫ-term −2a
Now the inner integral is estimated using [6] , Lemma 4.2 by c < σ 2 + z > −α 2 , if a+a 1 > 1/2 (which follows from (23)) with α 2 := 2 min(a, a 1 )−[1−2 max(a, a 1 )] + . This gives
We split up the integral into the parts 0 ≤ z ≤ 1 2 |σ 2 | and 1 2 |σ 2 | ≤ z ≤ 3|σ 2 |. Assuming w.l.o.g. s − l ≥ 0 we estimate the first part by c < σ 2 > s−l+ 1 2 −α 2 and the second part by c < σ 2 > s−l− 1 2 +[1−α 2 ] + which is the larger one. Thus
Now α 2 = 2a or 2a 1 or 2(a + a 1 ) − 1 and we have
Now by (27) and [6] , Lemma 4.2: 
This means −2k ≤ 0 which is fulfilled by (20) and 2(s − k) < 2α 2 − 1. Nowα 2 = a 2 + 2a or a 2 + 2a 1 or 2(a + a 1 + a 2 ) − 1. One easily checks
by (21),(23),(24), so that (31) holds.
We have to show that
we get
by [6] , Lemma 4.2 with α = 2 min(a 1 , a 2 )−[1−2 max(a 1 , a 2 )] + using a 1 +a 2 > 1/2 which holds by (23). Substitute y = z − ξ 2 and use |y| ≤ |z| + ξ 2 ≤ 4ξ 2 by (32) to conclude
by [6] , Lemma 4.1.
If |ξ| ≤ 1 we directly get
By the definition of α (33) holds if 2k + a 1 > 1 and 2k + 2a 2 > 1 and 2k + 2(a 1 + a 2 ) − 1 > 1 which follows from (25). In order to show (34) we use α = 2a 1 or 2a 2 or 2(a 1 + a 2 ) − 1 and get 2(s − l) ≤ 2 < 4a + 1 and 2(s − l) ≤ 2 < 2(a + a 1 ) + 2a = 4a + 2a 1 and 2(s − l) ≤ 2 < 2(a + a 2 ) + 2a = 4a + 2a 2 and 2(s − l) ≤ 2 < 2(a + a 1 ) + 2(a + a 2 ) − 1 by (22),(23),(24), which implies (34). Case cb:
The second term is again treated by the Schwarz method (28),(29). One has to show that 
provided β > 1. Now by definition β = a + 2a 1 or a + 2a 2 or 2(a + a 1 + a 2 ) − 1 and a + 2a 1 = (a + a 1 ) + a 1 > 1 , a + 2a 2 = (a + a 2 ) + a 2 > 1 , 2(a + a 1 + a 2 ) − 1 = 2(a + a 1 ) + 2a 2 − 1 > 1 by (23),(24).
The last term to be estimated is (35) where we use Strichartz' inequalities for the Schrödinger equation.
by Hölder's inequality. From [6] , Lemma 2.4 (which is a direct consequence of Strichartz' estimates) we have for any b > 1/4 (choose b 0 = 2b , η = 1/2):
Applying this inequality with f =< σ i > −a 1 | v i | we have for i = 1, 2 :
Moreover by Sobolev
Our next aim is to give a similar estimate for f = n ± u in Y s . We first integrate < σ 1 > −1 f over τ 1 and take the scalar product with a function in
We show that an estimate of the type |S| ≤ c v 2 w 1 2 v 2 2 holds, wherẽ
and the notation is the same as for S before. This directly gives the estimates 
Remark: The same remarks as for Prop. 1.1 apply. Thus we estimatē
where again (27) holds with the same notation again. 
We consider the regions of integration similarly as in the proof of Prop.1.1 with the minor variation that region a means |σ 1 | ≥ 4|σ 2 | , |σ 1 | ≥ 4|σ| , region b is given by |σ 2 | ≥ 1 4 |σ 1 | , |σ 2 | ≥ |σ| , and region c by |σ| ≥ 1 4 |σ 1 | , |σ| ≥ |σ 2 |. Case aa:
Now in the considered region we have z = ξ 2 1 − ξ 2 2 ≥ 3 4 ξ 2 1 and
This means that in the case at hand χ ≡ 1 , so that
where the integral runs over the region aa. This is exactly the term treated in case aa of Prop. 1.1 with a 1 replaced by 1/2. Since all the assumptions of Prop. 1.1 are satisfied with a 1 = 1/2 under our assumptions (37) -(42) we get from that proof an estimate by c v 2 v 1 2 v 2 2 . Because we want to have an estimate by c v 2 w 1 2 v 2 2 , the only thing to be checked is v 1 2 ≤ w 1 2 . But this is true, namely
Now the inner integral is bounded independently of ξ 1 by some logarithm. Thus v 1 2 ≤ c w 1 2 . This concludes the proof of case aa.
In all other cases we define v 1 :=< σ 1 > a 1 −1 w 1 with a 1 as above. 
Energy bounds and decomposition of data
The system (1),(2),(3) is now transformed into a system of first order in t in the usual way. A slight modification is made by replacing the d'Alembertian by the Klein-Gordon operator in order to have a bounded inverse which is useful if one wants to have initial data in inhomogeneous Sobolev spaces, especially n 1 . So we replace the system by
we have
and the equivalent problem reads as follows
with initial data u(0) = u 0 , n ± (0) = n 0 ± iA −1/2 n 1 (51)
The standard conservation laws for the original system are: conservation of the L 2 -norm u(t) and the energy
where V x = −n t . This would require n 1 to be the derivative of an L 2 -function which I want to avoid. Similarly it is possible to consider the modified system (46) and show conservation of u(t) again and an energy inequality by formally taking the scalar product of the first and second equation with u t and A −1 n t respectively. This gives
Adding these two identities we get
Integrating over t we arrive at
The r.h.s. can easily be estimated as follows
Thus we get
Now we have by Gagliardo-Nirenberg and L 2 -conservation:
This gives
Gronwall's lemma implies for all t ∈ I = [0, |I|] :
This estimate together with L 2 -conservation of u and local well-posedness for data in H 1,2 × L 2 × H −1,2 which is given by [6] implies directly also global wellposedness for these data.
Let now data be given with
and decompose for N ≥ 1 :
One easily shows that
Thus we have the following bounds for the solution (ũ,ñ) of (1),(2) with data (u 01 , n 0 , n 1 ) on an existence interval I with |I| ≤ 1:
The corresponding solution (ũ,ñ ± ) of (50) with data (u 01 , n 0+ , n 0− ) therefore fulfills for t ∈ I , |I| ≤ 1 :
3 Further bounds for the regular part
In order to give further estimates of (ũ,ñ ± ) we consider the system of integral equations which belongs to problem (50) with data (u 01 , n + (0), n − (0)):
We always assume t ∈ I = [0, |I|] with |I| ≤ 1. In this case we could, whenever helpful, place a factor ψ 1 (t) in front of the first terms on the r.h.sides and ψ |I| (t) in front of any of the integrals in (58),(59) without changing the equations at all. Here ψ ∈ C ∞ 0 (R) is a non-negative cut-off function with ψ(t) = 0 if |t| ≥ 2 , ψ(t) = 1 if |t| ≤ 1 and ψ δ := ψ(t/δ). The energy estimate (54),(55) gives
Using (59) we conclude
Now by Gagliardo-Nirenberg and (54),(55):
(62) From (61),(62) we get ñ ± L ∞ (I,L 2 (R)) ≤ 2( n 0+ L 2 (R) + n 0− L 2 (R) ) + c|I|N 
We here also used Gagliardo-Nirenberg and (54),(55). Next we estimate ñ ± X 
where the last term comes from the estimate
The last expression is finite and can be further estimated by 
where the last estimate follows by interpolation from (12). Thus we have ñ ± X 0, 1 2 + (I) < ∞. Therefore the last term in (65) can easily be estimated by 
. This defines an iteration process which implies the claimed result provided β j → −∞ (j → +∞). This is true. We namely have for j ≥ 0 : β j+1 −β j = 1 2 β j + 6−13α 8 . Now for α > 13 17 we have β 0 = 3 2 −α < 13α−6 4 , and therefore β 1 −β 0 = 1 2 β 0 + 6−13α
The next step is an estimate of ũ
.
From the integral equation (58) we get by (5), (7):
) ũ 
Proof: The integral equation (59) and (5), (6) imply
As before the last term can be estimated by 1/2 · l.h.s.. By [6] , Lemma 4.4 we conclude (|ũ| 2 ) x X − 1 2 ,− 1 2
which completes the proof.
Remark: If the data fulfill the following conditions
the solutions of (50) on any interval I with |I| ≤ 1 fulfill:
This follows directly from section 2.
Remark: If the data fulfill the conditions 
The part with rough data
Let (u, n + , n − ) be a solution of (50) with data (u 0 , n 0+ , n 0− ) and (ũ,ñ + ,ñ − ) the solution with data (u 01 , n 0+ , n 0− ).
Define v := u −ũ , m ± := n ± −ñ ± . Then (v, m + , m − ) fulfills
Furthermore
The corresponding system of integral equations reads as follows
Here we have u 02 ∈ H s,2 (R) with
We construct a solution of (86),(87) in some time interval I by the standard contraction mapping principle. We define 
