Abstract-Deep learning (DL) has been used for many natural language processing (NLP) tasks due to its superior performance as compared to traditional machine learning approaches. In DL models for NLP, words are represented using word embeddings, which capture both semantic and syntactic information in text. However, 90-95% of the DL trainable parameters are associated with the word embeddings, resulting in a large storage or memory footprint. Therefore, reducing the number of word embedding parameters is critical, especially with the increase of vocabulary size. In this work, we propose a novel approximate word embeddings approach for convolutional neural networks (CNNs) used for text classification tasks. The proposed approach significantly reduces the number of model trainable parameters without noticeably sacrificing in computing performance accuracy. Compared to other techniques, our proposed word embeddings technique does not require modifications to the DL model architecture. We evaluate the performance of the the proposed word embeddings on three classification tasks using two datasets, composed of Yelp and Amazon reviews. The results show that the proposed method can reduce the number of word embeddings parameters by 98% and 99% for the Yelp and Amazon datasets respectively, with no drop in computing accuracy.
I. INTRODUCTION
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machines. One of the popular word representation methods is called word embeddings.
Word embeddings have been adopted by many DL for NLP applications [3] , [4] , and have shown the ability to capture semantic information via observed similarities in word contexts. Word embeddings work by converting words into numerical vector representations which are used as inputs of DL models. The size of word embeddings is proportional to the vocabulary size, which is millions of words in language models [5] . Thus, word embeddings exploit most of the DL model trainable parameters, i.e., more than 90% of the CNN model parameters are associated with word embeddings [6] .
The challenges of large size vocabulary are: 1) The time complexity of model training increases, where computations increase quadratically with the complexity of tasks [7] . 2) The number of trainable parameters increases, which is memory intensive, and becomes a bottleneck of the physical memory of graphical processing units (GPUs). 3) These DL models are impossible to run on mobile devices with limited resources without server access, which has become critical, especially with the recent evolution of virtual reality and smart wearable devices. 4) Large vocabularies also increases the communications in distributed learning. 5) Finally, the gradients of large word embedding matrix are sparse, and few embedding vectors need parameter updates in every minibatch. Updating all of the embedding parameters at every backward pass, as in Pytorch, is inefficient. Therefore, compressing word embeddings without a significant loss in performance is required for these kinds of models to overcome the challenges of high volume vocabulary size, and deploying neural NLP models to mobile devices and devices with limited memory capacity.
Different techniques have been proposed to compress the size of word embeddings, including vocabulary size reduction, hashing tricks, and parameter sharing. In this work, we propose a novel approximate word embeddings technique. This technique uses a binary representation of matrix indices instead of using integer values. The approximation level of the proposed method is tunable and can be considered as a hyper-parameter which can be optimized with other model hyperparameters. We can control the quality of word embeddings simply by adjusting the number of parameters depending on the availability of resources. The proposed method shows its capability to handle large vocabulary size with high efficiency in memory usage. Therefore, this method can facilitate the hardware realization of of neural NLP models with FPGA devices while considering hardware resources and bandwidth limitations.
II. RELATED WORKS
State-of-the-art deep networks are computationally expensive and require huge memory resources. This affects their applicability in many real-world applications that require high energy efficiency. Compact data types with a small reduction in accuracy have been proposed to represent data using 4-8 bits instead of using 32-bit single precision floating point [8] , [9] . 2-bit data representation is used in ternary neural networks [10] to represent weights, however neuron values are represented by 32 bits. Researchers have also exploited network sparsity to improve the efficiency. Data sparsity results from the presence of zeros in neuron values and weights [11] . Mostly ReLU units produce zeros from negative neuron values. This approach requires less operations due to the use of sparse matrix multiplication instead of dense ones. Another approach to exploit sparsity is to prune the network weights that are considered redundant by making them zeros [12] .
These techniques reduce the parameters from a global perspective and do not focus on the input layer. Since the embedding layer is the input layer of DL models used for NLP and exploits most of the parameters, we consider it in this paper. Different approaches have been proposed to compress word embeddings. The simplest approach is reducing the size of vocabulary by keeping only high frequent words, and deleting stop words [13] . However, a word's frequency does not represent its importance. Low prevalent words might be valuable for some problems, such as in the medical domain. Also, stop words might be unimportant for some tasks, but very important for other tasks. In [14] - [16] , a hashing trick is used to reduce the word embedding parameters. However, this approach causes collisions, where different words might share the same embedding vector. It is not suitable for embedded systems with limited computing resources since it costs more computing overhead. Also, it does not deal with outputs, which is important for language modeling. Sharing word embedding parameters by using char-level models has been proposed to reduce the number of model parameters [17] . In this approach, updating the word embedding of a particular word affects the embeddings of other words that share any of its characters. However, word-level models generally outperform char-level models. Also, word-level models compute much faster than char-level models [18] .
A state-of-the-art study employing compression techniques to compress CNN models for sentiment analysis is presented in [19] . Specifically, they implement quantization and pruning techniques of CNNs and deploy the implementation on an FPGA platform. Their experiments show 93% reduction in word embeddings parameters with a performance degradation of approximately 1%. However, our work focuses on compressing the word embeddings without applying quantization and pruning techniques. These techniques can be applied as a second step to achieve higher reduction in model parameters. The results show that more memory footprint reduction can be achieved by using our proposed approach with less of a drop in computing accuracy. A CNN for sentence classification was introduced by Kim et al. [17] , and has been repeatedly adopted and enhanced upon. The input to the CNN model is a list of word tokens that represents a document text. To accommodate documents of variable lengths, we specify a document length of L = 1500, which represents a length greater than that of about 95% of the documents in the datasets we use in this paper. All documents longer than L are truncated and all documents shorter than L are padded. The CNN model begins with a word embeddings layer. It is used to represent the semantic meanings of words using d-sized numerical vectors and produce twodimensional document matrices. Convolutions can be applied to the document matrices, as in image processing, by sliding linear filters over the text in order to extract features at each position. The filters region size K corresponds to a context length of K word vectors. The convolution layer generates feature maps which form the representation of every context window over the entire document matrix. To extract multiple features, we use multiple sets of filters F 1, F 2, and F 3 with variable kernel sizes, K1, K2, and K3, respectively. Max pooling layers are used to capture the most important features from a particular filter and aggregate the selected contexts using concatenation. The concatenated output of the pooling stage is propagated to a softmax fully connected layer to produce a rank for each label(class). The softmax layer size is determined by the number of classes. In this paper, we demonstrate three tasks to train CNN models: (1) Yelp reviews sentiment analysis (5 classes), (2) Amazon reviews category classification (4 classes), (3) Amazon reviews sentiment analysis (5 classes). Our network weights are trained using the ADADELTA adaptive gradient descent algorithm and we treat the loss weight for all tasks equally. Dropout was applied with probability 50%. The number of filters in each set F i is 300, and the kernel sizes, K1, K2, and K3 are 3, 4, and 5 respectively. Word embeddings have been recognized as one of the key breakthroughs in NLP. They provide a way of converting words to real-valued vectors. These vectors have relatively lower dimensional features than the one-hot representation. The vector representations of semantically similar words are close to each other, which helps algorithms to automatically understand word analogies and capture their semantic properties [20] . The featurized representations of words can be learned from a large text corpus through word2vec or GloVe techniques separately from the the other model parameters. They can also be learned from a task specific dataset with the other model parameters through back propagation. In this paper, the word embeddings parameters are randomly initialized and learned through back propagation. The number of embedding layer parameters is proportional to the vocab size and word vector representation length, i.e. if a text corpus has V vocabulary words and the feature representation of each word is a d sized vector, then the embedding matrix is going to be d dimensional by V dimensional, and each word has a notation that corresponds to d by a one-dimensional embedding vector. Figure 2 shows the traditional word embeddings diagram. The index to a word in the vocabulary list is used as its index to the corresponding word vector in the embedding matrix.
III. MATERIALS AND METHODS

A. Convolutional Neural Networks
B. Word Embeddings
C. Approximate Word Embeddings
In our proposed approximate word embeddings, instead of using a unique numerical vector representation of size v ∈ R Figure 3 shows three different word embedding configurations with different approximation level. The first configuration uses one channel which is equivalent to the conventional word embeddings without any approximation. In this configuration, the bit width of each word index is n = ceil(log 2 V ), where V is the vocabulary size, and the word vector size is d. The variable number of index channels is derived from the input word index. The number of index channels depends on the approximation level defined by the user or optimized through the hyper-parameter optimization process. A subset of input index bits is assigned to each channel to access a sub vector from the word embedding matrix as shown in Figure 3 Table I . 0  0000  0  0  0  0  0  1  0001  0  1  0  0  1  2  0010  1  2  0  1  2  3  0011  1  3  0  1  3  4  0100  2  4  1  2  0  5  0101  2  5  1  2  1  6  0110  3  6  1  3  2  7  0111  3  7  1  3  3  8  1000  4  0  2  0  0  9  1001  4  1  2  0  1  10  1010  5  2  2  1  2  11  1011  5  3  2  1  3  12  1100  6  4  3  2  0  13  1101  6  5  3  2  1  14  1110  7  6  3  3  2  15  1111  7  7  3 We evaluate the performance of the proposed word embeddings on three classification tasks using two datasets summarized in Table II. We utilize the Yelp dataset from [3] , which was obtained from the 2015 Yelp dataset challenge and consists of Yelp text reviews of various businesses. We use this dataset to train a CNN model that predicts the rating, denoted by the number of stars the user has given, ranging from 1-5. Each rating class has 130,000 training samples and 10,000 testing samples, and the total number of samples and vocabulary size are listed in Table II .
IV. EXPERIMENTAL RESULTS
A. Datasets and Pre-processing
The second dataset is the Amazon dataset, which contains reviews and product metadata from Amazon. The full dataset contains more than 140 million reviews, and it is split into the top level categories to fit in memory on a single machine. We use this dataset for two separate classification tasks: sentiment analysis and product classification. Since the dataset is split by category, we have a separate dataset for each category. In our evaluation, we randomly select 500,000 reviews from the four popular categories -Electronics, Cell Phones and Accessories, Toys and Games, Tools and Home Improvement -(125,000 each). This experiment needs a 4-class classification model. For the sentiment analysis task, all datasets, coming from different categories, have the same feature space. The rate value can be in the range [1] [2] [3] [4] [5] , so it is a 5-class classification model.
B. Performance Evaluation
The CNN models are implemented using Keras with Tensorflow backend in Python. The performance of the proposed approximate word embeddings is compared with the baseline conventional word embeddings. Performance is measured using the standard NLP metrics, micro and macro-averaged Fscores. The micro-averaged F-score assigns weight to each class proportional to its prevalence in the dataset, while the macro-averaged F-score gives equal weight to each class without considering the class size. For both micro and macro Fscores, we calculate 95% confidence intervals using bootstrapping samples from the test set. The confidence intervals are used to determine the statistical significance in performance between the baseline model and our proposed approach. The results are listed in Tables III, IV , and V for Yelp, Amazon (category prediction), and Amazon (sentiment analysis) tasks, respectively. The scores are reported for each task separately. The number of channels determines the number of input indices to the word embedding matrix. In other words, it represents the approximation level of word representation. The results show that we can maintain the accuracy performance across all three tasks even when using five channels of indices and reducing the number of embedding parameters by 98% and 99% for the Yelp and Amazon dataset models, respectively. Although there is a slight drop in performance metrics, the difference is not statistically significant and it is within the confidence intervals across all tasks as shown in the tables. The trained CNN models using Keras framework are treated as in Figure 4 to be implemented and synthesized using Xilinx Vivado HLS environment for hardware realization. the JSON file defines the inference operations of a model to be performed on the input data, while the HDF5 file contains the model's weights. Figure 5 shows the system diagram of the CNN for NLP implementation using an FPGA platform. The system constructs from a computing unit and a storage or memory unit. The computing component, or logic design part, is implemented on Xilinx Virtex-6 FPGA. It consists of three main components: AXI direct memory access (AXI DMA), Word embeddings buffers and the CNN model. Both the baseline model and the proposed model have the same architecture except the word embeddings component. The difference between the conventional and approximate word embeddings is presented in Section III-B and III-C. The AXI DMA module is used to transfer data between the two units, computing and memory, by converting the AXI4-Stream to full AXI4. While the CNN module includes the inference computations on document matrices from the word embeddings. The read and write operations on DDR3 memory are managed by the DRAM controller. Since the contribution of this paper is reducing the number of word embedding parameters, we will focus on examining the impacts on the memory usage. The proposed technique uses the same computing complexity of CNNs for NLP because the input document matrix is the same for conventional and proposed CNN models; therefore, we used traditional realization of the CNN computing component.
Figures 6 and 7 illustrate the memory utilization comparison of models used for Yelp and Amazon datasets, respectively. The figures compare the baseline CNN model, which uses the conventional word embeddings, and our proposed model, which uses the approximate word embeddings, with different level of approximation by changing the number of channels connecting the input indices to the feature representation buffer as shown in Figure 3 . The results show that using approximate embeddings with two index channels instead of one, as in the conventional embeddings, reduces the memory usage to 9,830,550 and 6,553,700 instead of 36,612,900 and 56,834,100 for Yelp and Amazon dataset models, respectively. The reason is that the proposed method minimizes both the memory width and height, as presented in Section III-C and shown in Figure 3 V. CONCLUSION This paper presents a novel technique to efficiently reduce the number of parameters required in word embeddings. The proposed method resolves the challenge of CNN for NLP models hardware realization due to word embeddings memory requirement. This technique is effective for deploying these models to mobile devices and devices with limited storage capacity. The results demonstrate the capability of the approximate word embeddings to reduce memory consumption without sacrificing computing accuracy. Future directions of this work include applying the approximate word embeddings method to different DL models such as recurrent neural networks, and studying the performance of the proposed technique when combined with model compression approaches, such as parameters quantization and model pruning.
