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Abstract
Let F be a p-adic fied, E be a quadratic extension of F , and D be an F -division algebra
of odd index. Set H = GL(m,D) and G = GL(m,D ⊗F E), we carry out a fine study
of local intertwining open periods attached to H-distinguished induced representations of
inner forms of G. These objects have been studied globally in [J-L-R.99] and [L-R.03], and
locally in [B-D.08]. Here we give sufficient conditions for the local intertwining periods to
have singularities. By a local/global method, we also compute in terms of Asai gamma
factors the proportionality constants involved in their functional equations with respect to
certain intertwining operators. As a consequence, we classify distinguished unitary and ladder
representations of G, extending respectively the results of [M.14] and [G.15] for D = F , which
both relied at some crucial step on the theory of Bernstein-Zelevinsky derivatives. We make
use of one of the main results of [BP.17] in our setting, which in the case of the group G,
asserts that the Jacquet-Langlands correspondence preserves distinction. Such a result is for
discrete series representations, but our method in fact allows us to use it only for cuspidal
representations of G.
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1 Introduction
Let H be a reductive group defined over some number field k, and let A be the ring of adeles
of k. Let l be a quadratic extension of k, and let G = Resl/k(H). Let θ be the non trivial
element of Galk(l) and suppose that it stabilizes a minimal parabolic subgroup P0 of G. Let
P =MU be a standard parabolic subgroup of G with standard Levi subgroup M, and suppose
for simplification that θ(M) = M. We denote by ZM the connected center of M, and identify
the dual of the complexification of the character group of ZM with C
t for some t. If w is a Weyl
involution stabilizing M(A), we denote by Ct(w,−1) the space of w-anti-invariant vectors in Ct.
Let σ be a cuspidal automorphic representation of M(A) which we suppose, for simplification
in this introduction, has a trivial central character. Then to φ in Ind
G(A)
P(A) (σ) and certain Weyl
involutions w stabilizing M, Jacquet, Lapid and Rogawsky ([J-L-R.99] and [L-R.03]) attached
the intertwining period J(w, φ, s), which is a meromorphic function of the variable s ∈ Ct(w,−1).
These intertwining periods appeared naturally in [J-L-R.99] and then [L-R.03], in the expression
of the regularized H(A)-periods of the Eisenstein series E(., φ, s) on G(A). In particular, writing
σ[s] for the twist of σ with the unramified character ofM(A) attached to s, they define for almost
all s an H(A)-invariant linear form on the space Ind
G(A)
P(A) (σ[s]), and satisfy functional equations
with respect to certain standard intertwining operators. These objects are powerful tools to study
distinction globally, for example Offen used them in [O.06] and [O.06-2] to determine the residual
spectrum of GL(2n) distinguished by the symplectic group.
Here we are interested in local distinction for a very specific Galois pair. We consider E/F a
quadratic extension of p-adic fields, D a division algebra of odd index over its center F , and set
H = GL(m,D) and G = GL(m,D⊗F E). The group H is the subgroup of G fixed by the Galois
involution θ of E/F . We classify H-distinguished ladder and unitary representations of G, thus
extending the results of [G.15] and [M.14] obtained for D = F . Both papers make use, at some
crucial steps, of the theory of Bernstein-Zelevinsky derivatives, which is not developed for non
split G. In fact even if it was, it would probably not give as much information on distinction
for the pair (G,H) that it gives in the case of split G. To circumvent this difficulty, we use the
local version of the intertwining periods defined above. Let’s be more specific and give the main
point of our method, which already appears in a very elementary form in [M.17]. Let P = MN
be a standard parabolic subgroup of G, attached to a partition of the form m = (m1, . . . ,mt)
of m, such that mt+1−i = mi for all i ∈ {1, . . . , t}, and let w be the element of St defined by
w(i) = t + 1 − i, it acts on M as follows: w.diag(g1, . . . , gt) = diag(gw(1), . . . , gw(t)). Setting
θw = w ◦ θ ◦w, if
σ = δ1 ⊗ · · · ⊗ δt
is a discrete series representation ofM such that w(σ)∨ = σθ, to L ∈ HomMθw (σ,C)−{0}, Blanc
and Delorme attach in [B-D.08] a non zero H-invariant linear form Jσ(w, ., s, L) on Ind
G
P (σ[s])
which depends meromorphically on the variable s ∈ Ct(w,−1). For s in general position, the
space HomH(Ind
G
P (σ[s]),C) is of dimension 1, hence for any τ ∈ St commuting with w, if A(τ, s) is
the standard intertwining operator from IndGP (σ[s]) to Ind
G
Q(σ[τ(s)]) (where Q is the appropriate
standard parabolic subgroup of G), there is a meromorphic function α(s) such that
Jσ(w,A(τ, s)., τ(s), L) = α(s)Jσ(w, ., s, L).
Our first main result (Theorem 9.2) is to compute this function in terms of Asai gamma fac-
tors, when t = 2r and τ = τr := (r r + 1). This is done using the functional equation of the
global intertwining period of [J-L-R.99] and [L-R.03], and an unramified computation which fol-
lows the one done in [J-L-R.99] (Section 9.1). Notice that we do it only in the case t = 2r and
τ = τr = (r r + 1), but the same argument would give a similar expression for any t ∈ N − {0}
and any τ commuting with w.
Then when IndGP (σ) is the standard module lying over a proper ladder representation L, there
is up to scalar a unique non zero H-invariant linear form Λ on IndGP (σ). This implies that L
is distinguished if and only if Λ descends to L. When t = 2r + 1 is odd, this is equivalent to
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δr+1 being distinguished, and the proof for split G given in [G.15] is valid. When t = 2r, as
Λ = Jσ(w, ., 0, L) (Jσ(w, ., s, L) is holomorphic at s = 0 whenever Ind
G
P (σ)’s irreducible quotient
is a ladder), the part of the proof for split G which is still valid shows that L is distinguished if
and only if Jσ(w, ., 0, L) vanishes on the image of the regularized standard intertwining operator
A′(τr,−ar) from Ind
G
P (τr(σ)) to Ind
G
P (σ). Our second main result (Theorem 10.1) gives a suffi-
cient condition for the intertwining J(w, ., s, L) to have a singularity at (0, . . . , 0,−ar, ar, 0, . . . , 0).
Combining this with our formula for α as well as the knowledge of analytic properties of standard
intertwining operators, we show in our third main result (Theorem 10.3) that L is distinguished
if and only if the discrete series δ corresponding to the segment which is the union of those cor-
responding to δr and δr+1 is η-distinguished (here η is the quadratic character attached to the
extension E/F ).
Notice that we use [BP.17, Theorem 1], which asserts that a discrete series of G if and only
if its Jacquet-Langlands transfer to the split form is distinguished. In particular, from what is
known for the split form, the classification of proper ladders that we get is in terms of cuspidal
distinguished representations (see Proposition 5.2). However we show in Section 10.4, using the
ideas of our paper, that we only need Beuzart-Plessis’ result in the cuspidal case.
Finally, we classify in Section 10.6 the distinguished ladder (not necessarily proper) and unitary
representations of G.
It will be clear to the reader that the ideas of the paper also work when the index of D
over F is even, however the double cosets P\G/H (P a standard parabolic subgroup of G) are
different, and the results will not take the same form. We shall investigate this case later for sake
of completeness.
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comments and corrections, which allow this updated version to be much more correct. We thank
the organizers of the conference ”New Developments in Representation Theory” which took place
in March 2016 at the National University of Singapore for their invitation, some of the ideas
developed here first occurred there to the author. This work benefited from financial support
of the grant ANR-13-BS01-0012FERPLAY. Finally, the author thanks M. and M. Planchat for
fruitful conversations.
2 Notations and preliminaries
2.1 Notations
We denote by Sn the symmetric group of degree n. For w ∈ Sn, we denote by Inv(w) the set of
inversions of w, i.e. the set couples (i, j) of {1, . . . , n}×{1, . . . , n} such that i < j but w(i) > w(j).
By definition l(w) is the cardinality of Inv(w), it is known to be the length of w with respect to
the set of generators of Sn given by the transpositions (i, i + 1). We denote by wn the element
of Sn of maximal length, which sends i to n+ 1− i.
If V is a complex vector space, and v and w are two nonzero elements of V , we write v ∼ w
if they span the same line. More generally if M is an R-module over some ring R, and m and n
are two nonzero elements ofM , we writem ∼
R×
n if they are equal up to an invertible element of R.
If G is a group, we denote by Z(G) or ZG its center. If G acts on X , we denote by X
G the
set of points of X fixed by G. If A is a ring (commutative or not, but always unital), we denote
by Mn,m(A) the space of n × m-matrices with coefficients in A, and set Mn(A) = Mn,n(A).
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We denote by Gn(A) the group of invertible elements inMn(A). We will often consider Sn as a
subgroup of Gn(A) via the permutation matrices. If we denote by An(A) the diagonal subgroup
of Gn(A), and by Tn(A) the center of An(A), we will denote by αi the simple root of Tn(A)
defined by αi(a) = ai/ai+1. It will sometimes be convenient to parametrize Tn(A) as follows: let
Zi,n(A) = {diag(aIi, In−i), a ∈ Z(A)
×}, then
Tn(A) =
n∏
i=1
Zi,n(A),
and
αi(z1 . . . zn) = zi.
We will most of the time drop the subscript n in the notation Zi,n(A), i.e. write Zi(A) instead
of Zi,n(A).
If n = (n1, . . . , nt) is a partition of n (i.e. n = n1+ · · ·+nt with the ni positive), we denote by
Pn(A) = P(n1,...,nt)(A) the subgroup of matrices of the form
g1 ⋆ ⋆. . . ⋆
gt
 with gi ∈ Gni(A),
and call Pn(A) a standard parabolic subgroup of Gn(A). We denote by Mn(A) the standard Levi
subgroup of Pn(A), the elements of which are the matrices of the form diag(g1, . . . , gt) in Pn(A),
and we denote by Nn(A) the subgroup of matrices
In1 ⋆ ⋆. . . ⋆
Int
 in Pn(A). If n = (1, . . . , 1),
we will write Bn(A) for Pn(A), and Nn(A) for Nn(A). The center of Mn(A) is the group
Zn1,n1+n2,...,n1+···+nt−1,n(A) := Zn1(A)Zn1+n2(A) . . . Zn1+···+nt−1(A)Zn(A).
We will sometimes, when convenient, replace the subscript n in Pn, Mn, Nn, by the subscript
n1, n1 + n2, . . . , n1 + · · ·+ nt−1, n. For example Pn = Pn1,n1+n2,...,n1+···+nt−1,n.
Notice that Mn(A) being a product of linear groups, we can define in a similar fashion the
standard parabolic subgroups of Mn(A), and they correspond to sub-partitions of n. To n, we
also associate an injection w 7→ wn of the set St into Sn. Writing [1, n] = [I1, . . . , It] where Ik is
an interval on integers of length nk, the permutation w
n just permutes the intervals Ik without
changing the order inside such an interval. If the context allows it, we will most of the time
remove the exponent n of wn. We say that a partition n = (n1, . . . , nt) is self-dual if nwt(i) = ni
for all i (remember that wt(i) = t + 1 − i), in which case we say that the standard parabolic
subgroup Pn(A) is self-dual as well.
We will use the letter K to denote the fields R or C, and we set |.|K for the absolute value on
K, which is the usual one on R, and defined by |z|C = zz on C. We will use the letter F to denote
a p-adic field (a finite extension of Qp), and the letter E to denote a quadratic extension of F ).
We denote by ̟E (or simply ̟) a uniformizer of E, by ̟F a uniformizer of F , by vE (or just
v) and vF the valuations on E and F , and by |.|E (or just |.|) and |.|F the normalized absolute
values. We denote by OE (or just O) and OF the respective integer rings, by q or qE the residual
cardinality |0/̟O| of E, and by qF that of F . We use the letter k to denote a number field, and
the letter l to denote a quadratic extension of k. In both cases we denote by θ the corresponding
Galois involution. We denote by DF a division algebra of center F , and of odd index over F (the
index being the integer which is the square root of the dimension of a division algebra over its
center), in which case DE := DF ⊗F E (which we will also denote by D) is a division algebra with
center E, and same index as DF . We denote by NrdE (or Nrd) and NrdF the reduced norms on
Mm(DE) andMm(DF ). We denote by νE (or ν) the map |.|E ◦NrdE , and set νF = |.|F ◦NrdF ,
notice that νF = ((νE)|Mm(DF ))
1/2. We also denote by ODE the ring of integers (which is also
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the maximal order) of DE , and by ODF that of DF . Let NE/F be the norm map from E to F ,
and ηE/F be the quadratic character of F
× the kernel of which is NE/F (E
×), we write η for the
character of GL(m,DF ) equal to ηE/F ◦NrdF . We denote by Ak the ring of adeles of k, and by
Al that of l. We recall that we can view Al as the restricted product
∏′
lv over the places v of
k, of the the algebras lv := l ⊗k kv (kv being the completion of k with respect to v), and that
either lv is a field (hence a quadratic extension of kv) if v remains nonsplit in l, or lv ≃ kv × kv
if v splits in l.
2.2 Haar measures
If G is a locally compact topological group, we denote by δG its modulus character, defined by
the fact that δ−1G dG,lg is a right invariant Haar measure on G, if dG,lg is a left invariant one (some
authors define the modulus character of G to be δ−1G ). We set dG to be a right invariant Haar
measure on G, and most of the time omit the index G. More generally, if H is a closed subgroup
of G, then there is up to scalar a unique nonzero right invariant linear form on the space
Cc(H\G, δ
−1
G δH) =
{f : G→ C, continuous with support compact modH, f(hg) = δ−1G (h)δH(h)f(g), h ∈ H, g ∈ G},
which we will denote by dH\Gg, or just by dg again.
We recall that if K < H < G is a chain of closed subgroups of G, then for f ∈ Cc(K\G, δ
−1
G δK)
and g ∈ G, the map h 7→ f(hg)δG(h)δH(h)
−1 belongs to Cc(K\H, δ
−1
H δK), and the map f
H,δGδ
−1
H
defined (up to the choice of dHh) by the equality
fH,δGδ
−1
H (g) =
∫
K\H
f(hg)δG(h)δH(h)
−1dK\Hh
belongs to Cc(H\G, δ
−1
G δH). We then have the formula (up to compatible normalizations):∫
H\G
fH,δGδ
−1
H (g)dg =
∫
K\G
f(g)dg,
which we can also write∫
H\G
(
∫
K\H
f(hg)δG(h)δH(h)
−1dHh)dg =
∫
K\G
f(g)dg.
The above formula will tacitly be used a lot. In what follows, the Haar measures on the
different subgroups of the general linear groups (p-adic, real, adelic) involved will be normalized
by giving volume 1 to maximal compact subgroups. In particular such the usual integration
formulas with respect to Iwasawa decomposition (for example) will be valid.
3 Representations of real, p-adic, and adelic groups
If π is a representation of a group or of an algebra, we will write Vπ for its underlying vector
space, or even π. Moreover we will write cπ for its central character whenever it has one.
3.1 Representations of p-adic groups
In this subsection we set G = Gm = Gm(DE), and K = Km = Gm(ODE ). Let d be the index of
DF , see DE as a subalgebra ofMd(E) such that ODE ⊂Md(OE), hence G as a closed subgroup
of Gmd(E) such that K ⊂ Gmd(OE). We define the norm
||g|| = max
i,j
[max(|gi,j |E , |(g
−1)i,j |E)]
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on Gmd(OE), hence on G. Note that ||.|| is Gmd(OE)-invariant on the left and on the right, its ≥ 1
and satisfies ||g1g2|| ≤ ||g1||||g2|| for g1 and g2 in Gmd(E). Similarly we will write Am = Am(DE),
Pm = Pm(DE), Nm = Nm(DE). We will only consider smooth complex representations of G and
its closed subgroups. We will denote by Ind and ind normalized smooth and compact smooth
induction respectively. If M is a standard Levi subgroup of G, and M ′ is a standard Levi sub-
group of M , we will denote by rM ′,M the normalized Jacquet functor. If π is a representation
of M of finite length, then rM ′,M (π) as well, hence the center of M
′ acts by a character on each
irreducible subquotient of rM ′,M (π), we denote by XM ′(π) this set of characters of Z(M
′). If
M = G, and M ′ =Mi1,...,it , we will also denote XM ′(π) by Xi1,...,it(π).
If π is a representation of a closed subgroup L of G, we call coefficient of π a map on L of the
form l 7→< π(l)v, v∨ > for v ∈ π, and v∨ in the smooth dual π∨ of π. If π is irreducible and has
a coefficient which belongs to L2(L/Z(L)), we say that π is square integrable. If χ⊗ π is square
integrable for some character of L, we say that π is a discrete series representation of L.
If m = (m1, . . . ,mt) is a partition of m and σ = σ1 ⊗ · · · ⊗ σt is a representation of M =
Mm = Pm/Nm, we set
σ1 × · · · × σt = Ind
Gm
Pm
(σ) = indGmPm (σ).
If δ1, . . . , δt are discrete series (i.e. essentially square integrable) representations of Gmi , such
that Re(cδi) ≥ Re(cδi+1), then the representation δ1 × · · · × δt is called a standard module. By
[S.78], it has a unique irreducible quotient L(δ1, . . . , δt) (its Langlands’ quotient). The represen-
tation π = L(δ1, . . . , δt) determines the set {δ1, . . . , δt} uniquely, it is called the essentially square
integrable support of π. Any irreducible representation π of G is obtained in that manner. If
D = F , we say that π = L(δ1, . . . , δt) is generic if π = δ1×· · ·×δt, in which case the product is nec-
essarily commutative. We shall give a more usual definition of generic representations in Section 6.
Finally we will need some uniform control on the asymptotic behaviour of matrix coefficients
of parabolically induced representations. We refer to the beginning of Section 7.1 the definition
of flat sections, and the notations fs, ηs...
Lemma 3.1. For i = 1, . . . , t, let πi be a finite length representation of Gmi , let fs be a flat
section for
πs = ν
s1π1 × · · · × ν
stπt
and h−s be a flat section for
π∨s = ν
−s1π∨1 × · · · × ν
−stπ∨t .
Set G = Gm1+···+mt , P = P(m1,...,mt), and define the coefficient cs of πs by:
cs(g) =
∫
P\G
< fs(xg), hs(x) > dx
where < . , . > is the natural duality between Vπ1 ⊗ · · · ⊗ Vπt and V
∨
π1 ⊗ · · · ⊗ V
∨
πt . Then there
is C > 0 and a and b ≥ 0 such that for any g ∈ G:
|cs(g)| ≤ C||g||
amaxi(|Re(si)|)+b.
Proof. We set f = f0, h = h0 and c = c0. By the Iwasawa decomposition, we have
cs(g) =
∫
P∩K\K
< fs(kg), h−s(k) > dk =
∫
P∩K\K
ηs(kg) < f(kg), h(k) > dk
We write the Iwasawa decomposition kg = pk′ of kg for k ∈ K, with p = mn,m = diag(g1, . . . , gt),
n ∈ N(m1,...,m) and k
′ ∈ K. Using that ||.|| ≥ 1:
|ηs(kg)| =
∏
j
ν(gj)
Re(sj) ≤
∏
j
||gj ||
|Re(sj)| ≤ (
∏
j
||gj ||)
maxi |Re(si)|
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≤ ||m||maxi |Re(si)| ≤ ||p||maxi |Re(si)| = ||g||maxi |Re(si)|.
We obtain
|cs(g)| ≤ ||g||
maxi |Re(si)|
∫
P∩K\K
| < f(kg), h(k) > |dk.
Both f(K) and h(K) are finite sets, which we respectively denote {v1, . . . , vl} and {w1, . . . , wl′}.
Again we write the Iwasawa decomposition kg = pk′ of kg for k ∈ K, with p = mn and k′ ∈ K.
Then | < f(kg), h(k) > | is one of the δP (m)
1/2| < π1 ⊗ · · · ⊗ πt(m)vi, wj > |. But by [W.03,
Corollary I.4.4], there is A > 0 and b ≥ 0, independent of i, j and m such that such that
δP (m)
1/2| < π1 ⊗ · · · ⊗ πt(m)vi, wj > | ≤ A||m||
b.
Hence
| < f(kg), h(k) > | ≤ A||m||b ≤ A||g||b
as we already saw for the second inequality. The statement follows.
3.2 Representations of real groups
In this paragraph, G = Gn will stand for GL(n,K), for K = R or C. Let n = (n1, . . . , nt) be a
partition of n, and write Pn = Pn(K),Mn =Mn(K)... If K = R, K = Kn will denote the compact
orthogonal group O(n,R), whereas it will denote the unitary group U(n,C/R) if K = C. We will
consider finitely generated admissible (which is the same as finite length) (Lie(G),K)-modules, as
in Section 3.3 of [W.88], or more generally finitely generated admissible (Lie(M),K∩M)-modules
for standard Levi subgroups M of G. We will call such modules Harish-Chandra modules of M .
We will also need to consider finitely generated smooth admissible Fre´chet modules of moderate
growth (see [W.88, Section 1] and [W.92, Chapter 11] for the definition) of M , we will call such
modules Casselman-Wallach representations. By the Casselman-Wallach globalization theorem
([C89], [W.83], [W.92, Chapter 11], [B-K.14]), it is known that if π is a Harsish-Chandra module
of M , there is up to isomorphism a unique Casselman-Wallach representation π∞, such that π is
the subspace πK∩M of K ∩M -finite vectors in π, and that the map π 7→ π
∞ is an equivalence
between the categories of M -Harish-Chandra modules and Casselman-Wallach representations of
M , the quasi-inverse of which is given by τ 7→ τK∩M . It is shown in these references that one
can always realize π∞ as the dense subspace of smooth vectors in some Hilbert representation π
(a continuous representation of M in a Hilbert space), and in fact the space of smooth vectors in
any Hilbert completion of π provides a model for π∞.
As Casselman-Wallach representations are nuclear Fre´chet spaces, the injective and projective
completed tensor products of two such representations V1 and V2 are the same, and we denote it
by V1⊗̂V2. If σ
∞ = σ1
∞⊗̂ . . . ⊗̂σt
∞ is a Casselman-Wallach representation ofM =Mn = Pn/Nn,
we set
σ1
∞ × · · · × σt
∞ = IndGnPn (σ
∞),
where here IndGnPn stands for normalized smooth parabolic induction as in Section 2.4 of [A-G-S.15].
If σ = σ1 ⊗ · · · ⊗ σt is an M -Harish-Chandra module, we then set
IndGPn(σ) = σ1 × · · · × σt := (σ1
∞ × · · · × σt
∞)K .
3.3 Automorphic representations
We recall that the notations k, l, θ and others have been introduced in Section 2.1. We fix D a
division algebra with center k of odd index d, so that the l-central simple algebra Dl = D⊗k l
is again a division algebra. For each place v of k, we set Dv = D ⊗k kv, and we say that
D is split at v if Dv ≃ M(d, kv), it is in fact split at all places except a finite number. We
suppose that D is split at the infinite places of k. In any case, Dv is always of the form form
M(d′,Dv) for Dv a kv-division algebra, and with our conventions from Section 2.1, one has
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Gm(Dv) =M(m,Dv)
× =M(md′,Dv)
×. With this identification we set ODv to be M(d
′, ODv )
for ODv the ring of integers of Dv. We recall that lv = kv⊗k l, and we set D
′
v = Dv⊗k l = D⊗k lv.
If v splits in l, then lv ≃ kv × kv and we identify Olv with Okv × Okv . We then define OD′v by
the equality OD′v = ODv ⊗Okv Olv . We denote by A the ring of adeles of k. In this context, by
definition
G = Gm := Gm(D⊗k Al) = Gm(Dl ⊗l Al)
is the restricted direct product of the groups Gv = Gm,v = Gm(D
′
v) (with respect to the com-
pact open subgroups Kv = Km,v = Gm(OD′v )). More generally, if S is a subset of G, we set
Sv = S ∩ Gv. Extending θ to G in the natural manner, the subgroup H = G
θ = Gm(D ⊗k Ak)
is thus restricted direct product of the groups Hv = Hm,v = Gm(Dv) (with respect to the com-
pact open subgroups Kθv = Gm(ODv )). We set G∞ =
∏
v|∞Gv, and we identify each Gv in the
product to Gmd(K) for K = R × R or C, depending of whether v splits or not. We set K∞
to be the corresponding product of the maximal compact subgroups O(md,R) × O(md,R) or
U(md,C/R) of Gmd(K). We denote by K the product of K∞ with the product over v finite of
the groups Gm(OD′v ). On each Gv, the reduced norm NrdGv (with values in lv) gives birth to
NrdG =
∏′
v NrdGv with values in A
×
l , and we set ν = νAl : g 7→ |NrdG(g)|Al .
If M =Mm1,...,mt(D⊗k Al) is a standrad Levi subgroup of G, then ZM ≃ (A
×
l )
t. We denote
by M1 the kernel of the homomorphism
diag(g1, . . . , gt) ∈M 7→ (ν(g1), . . . , ν(gt)) ∈ (R>0)
t.
We recall that by definition l∞ = k∞ ⊗k l = R ⊗Q l, and denote by AM the subgroup of ZM,∞
corresponding to (R>0 ⊗Q 1)
t through the isomorphism above, in particular M = AM ×M
1.
To stick with the frame of [J-L-R.99] and [L-R.03], that we shall refer to a lot, we now consider
σ a M ∩ K-finite cuspidal automorphic representation of M ([B-J.77, 4.6]). However we shall
need to use other results which are written for smooth or L2 automorphic representations. We
denote by Vσ
∞
its smooth completion in the space of smooth cuspidal automorphic forms, and
if σ is unitary, we denote by Vσ its completion in the space of L
2-cuspidal automorphic forms.
We denote by σ∞ and by σ the corresponding representations of M . If P =MN is the standard
parabolic subgroup of G with standard Levi M , we define IndGP (σ
∞) to be the space of smooth
functions from G(A) to Vσ∞ satisfying:
f(mng)( . ) = δ
1/2
P (m)f(g)( . m).
We denote by IndGP (σ) the subspace of K-finite vectors inside Ind
G
P (σ
∞). For f ∈ IndGP (σ
∞), we
denote by f˜ the map from G to C defined by the equality:
∀g ∈ G, f˜(g) = f(g)(In).
The map f 7→ f˜ is injective from IndGP (σ
∞) to its image, and we identify IndGP (σ
∞) with this
image, as well as IndGP (σ). Denoting by AP (G)σ the space of functions φ from M(k)N(A)\G(A)
to C, such that for all k ∈ K, the map m 7→ φ(mk) belongs to Vσ, then the vector space Ind
G
P (σ)
is a subspace of AP (G)σ .
If σ decomposes as a module of the global Hecke algebra of M :
σ ≃ ⊗′vσv,
then
IndGP (σ) ≃ ⊗
′
vInd
Gv
Pv
(σv).
If σ = σ1 ⊗ · · · ⊗ σt, we will again use the notation
IndGP (σ) = σ1 × · · · × σt.
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If σ is unitary, there is also a natural definition for
IndGP (σ) = σ1 × · · · × σt,
its subspace of smooth vectors being IndGP (σ
∞), and its subspace of K-finite vectors being
IndGP (σ).
4 Local and global Jacquet Langlands correspondence
We state here results from [Z.80], [D-K-V.84], [T.90], [B.07] and [B.08] about discrete series
representations of G in the p-adic and adelic case, and the Jacquet-Langlands correspondence.
Notice that we will use the letter G for the possibly non split forms of GL(n), and G′ for the split
form, which is the opposite convention to that used in [B.08] for example.
4.1 The local correspondence
The results here are extracted from [Z.80], [D-K-V.84], and [T.90], we refer to [D-K-V.84] for the
definition of the Jacquet-Langlands correspondence. Here Gm = GL(m,DE) is as in Section 3.1,
and we set n = md, and G′n = GL(n,E). If ρ
′ is a cuspidal representation of G′n, and a ≤ b are
two real numbers equal modulo Z, and if ∆′ is the cuspidal segment [a, b]ρ′ = {ν
aρ′, . . . , νbρ′}, we
denote by δ′ = L(∆′) the unique irreducible quotient of the induced representation νaρ′×· · ·×νbρ′.
If a = 1−k2 , and b =
k−1
2 , we will also write Stk(ρ
′) for L(∆′). If ρ′ is unitary, then Stk(ρ
′) is
a unitary discrete series (equivalently square-integrable) representation, and all unitary discrete
series are obtained in this manner. Now if ρ is a cuspidal representation of Gm, then its Jacquet-
Langlands transfer JL(ρ) to G′n is of the form Stl(ρ
′) for a unique l ∈ N>0 and a unique cuspidal
representation of G′n
l
, and we set l = lρ (it is known that lρ divides d and is coprime to m). This
allows to extend the notion of cuspidal segment to Gm: if ρ is a cuspidal representation of Gm
with l = lρ, and c ≤ d two real numbers equal modulo Z, by definition the cuspidal segment
∆ = [c, d]ρ is the set {ν
lcρ, . . . , νldρ}. The induced representation νlcρ× · · · × νldρ has a unique
irreducible quotient δ = L(∆), we set lδ = l = lρ. If c =
1−k
2 , and d =
k−1
2 , we will also write
Stk(ρ) or for L(∆). If ρ is unitary, then Stk(ρ) is a unitary discrete series representation, and all
unitary discrete series are obtained in this manner. If ρ is a cuspidal representation of Gm such
that JL(ρ) = Stl(ρ
′), then for all r ∈ N>0, one has JL(Str(ρ)) = Strl(ρ
′).
4.2 The global correspondence
We now recall a particular case of the main result of [B.08]. Denote by P(k) the set of places of k,
and by P(l) that of l. We recall that A = Al, and set G = Gm = Gm(Dl⊗lA) =
∏′
v∈P(k)Gv is as
in Section 3.3. Here it will in fact be more convenient to write G =
∏′
w∈P(l)Gw, as the fact that l
is a quadratic extension of k plays no role. We also set G′ = G′n = Gn(A) =
∏′
w∈P(l)G
′
w. Notice
that we allow the case G = G′ in what follows. For c a unitary character of A×/l×, we denote by
L2(A×Gm(Dl)\G, c) the space of functions f on Gm(Dl)\G, transforming by c under the center of
G, and such that |f |2 is integrable on A×Gm(Dl)\G. We call τ a square integrable representation
of G if it is an irreducible subspace (in the topological sense) of L2(A×Gm(Dl)\G, c) for some
such unitary character c. If ρ is a unitary cuspidal representation of G (in the K-finite sense),
then ρ is square integrable.
For π a unitary cuspidal representation of G, by [B.08, Theorem 5.1], there exists a square
integrable representation JL(π) of G′ such that for all places w where Gw is split (i.e. Dl is split),
then (π)w = πw = JL(π)w. In fact, if W is the finite set of finite places such that Dw = Dl ⊗l lw
is non split, by [B.08, Proposition 5.5] together with [B.08, Theorem 5.1], a unitary cuspidal
representation π′ of G′ is is such that π′ is equal to JL(π) for a (unique) unitary (necessarily)
cuspidal representation π of G, if and only if for all w ∈W , the representation π′w is d-compatible
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(see [B.08, Section 2.7]). In this case we set π′ = JL(π), notice that π′ is the space of K ′-finite
vectors in JL(π). We don’t recall the definition of d-compatible here but if π′w is square integrable,
then it is d-compatible; that is all that we need to know. Hence suppose that for all w ∈ W ,
the representation π′w is square integrable, then [B.08, Theorem 5.1] tells us that for all places
w ∈W , πw is square integrable, and for all such places (hence for all w ∈ P(l) if we set JL to be
the identity for places outside W ), one has JL(π)w = JL(πw) = π
′
w.
4.3 A globalization result
In this section, we explain how to globalize a finite number of local discrete series representations
as local components of cuspidal automorphic representations of GL(n). It seems well-known that
this result is true for general reductive groups, and for local cuspidal representations, the proof can
be found in [H.83, Appendice 3]. For local discrete series representations and a general reductive
group, we could not find a written proof if the number of these discrete series is greater than
one ([C.91, Corollary 8]). For GL(n), the arguments of [A-C.89, Lemma 6.5] prove the result.
More details about the proof sketch of [A-C.89, Lemma 6.5] are given [G.96, Lecture 9, Theorem
2.1], which we follow, expand, and precise. In particular we explain why a pseudo-coefficient of
a discrete series representation of GL(n) kills the trace of any generic (rather than tempered)
representation not isomorphic to it. Notations are as in Section 4.2.
Proposition 4.1. Let c be a unitary character of l×\A×l (here l is any number field). Let S be
a finite set of finite places of l, and for each w ∈ S, let δw be a square integrable representation
of G′w with central character cw. Then there is a cuspidal representation π of G
′, such that for
each w ∈ S, one has πw ≃ δw.
Proof. We set S′ = S ∪ w′, where w′ is another finite place of l, and we fix δw′ a cuspidal
representation of G′w′ with central character cw′ . For w a place of l, γw an elliptic element of
G′w (i.e. with irreducible characteristic polynomial) with centralizer G
′
w(γw), and fw ∈ Iw =
C∞c (Zw\G
′
w, c
−1
w ), we set O(γw , fw) =
∫
G′w(γw)\G
′
w
fw(g
−1γwg)dg (such an integral is known to
converge absolutely).
For each w ∈ S′, by [K.86, Theorem K] or [C89, Proposition 6], there is a function fw ∈ Iw
called a pseudo-coefficient of δw, such that Tr(σw(fw)) = 0 for any tempered representation σw
with central character cw not isomorphic to δw, whereas Tr(δw(fw)) = 1. More generally, let
σw be a non tempered generic representation of G
′
w with central character cw. One can write
σw = ν
r1δ1×· · ·×ν
rtδt with t ≥ 2, the δi’s being square integrable, and the ri’s being real numbers
not all equal to zero. Moreover as cw is unitary, one has
∑t
i=1 ri = 0, and cw =
∏t
i=1 cδi . In this
situation the representation σw,s (see the beginning of Section 7.1 for the notations) is tempered
for s in the real affine line −r + iR.r ⊂ iRt. However, if fw,s is the flat section ηsfw (see again
the beginning of Section 7.1), then the map Tr(σw,s(fw,s)) is holomorphic in the variable s, and
as it is zero for s ∈ −r + iR.r ⊂ iRt, it is zero for all s, hence Tr(σw(fw)) = 0 for any generic
representation σw with central character cw not isomorphic to δw. For w ∈ S
′, fw a pseudo-
coefficient and γw an elliptic element in G
′
w, it is known that O(γw, fw) ∼ χδw(γw) where χπ is
the Harish-Chandra character of π, and it is also known that for some elliptic γw, the value of
χδw (γw) is non zero. In particular, as a function of γw in the elliptic set, it is locally constant
and non zero for some elliptic element γw. A pseudo-coefficient fw′ of δw′ can be taken to be any
coefficient of δ∨w′ . We fix such pairs (fw, γw) for w ∈ S
′, with fw′ a coefficient of δ
∨
w′ .
By the weak approximation theorem, we can take γ ∈ Gn(l), close enough to all γw for w ∈ S
′,
so that O(γ, fw) 6= 0 for w ∈ S
′. For w′′ a fixed finite place not in S′, we take fw′′ ∈ Iw′′ with
support in the elliptic set of G′w′′ , such that O(γ, fw′′) 6= 0. Denoting by Sf the set of finite places
of l and S′′ = S′ ∪ {w′′} for all w ∈ Sf − S
′′ outside a finite subset Sγ of Sf − S
′′, the element
γ belongs to K ′w and cw is unramified, we take fw to be the only element in Iw supported on
Z ′wK
′
w, and equal to 1 on K
′
w for w ∈ S(γ) = Sf − (S
′′ ∪ Sγ). We choose fw ∈ Iw such that
O(γ, fw) 6= 0 for w ∈ Sγ (notice that Sγ could be empty).
At this point, we notice the following fact. We say that an element h of G′ has a characteristic
polynomial χh if χh ∈ l[X ] and χhw = χh for all w ∈ P(l). For each w ∈ S
′′ ∪ Sγ , we choose
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a compact open subset Cw of Gw such that supp(fw) ⊂ Z
′
wCw. Then there exists a lattice L of
l such that the elements h of G′ with a characteristic polynomial, and such that hw belongs to
Cw for w ∈ S
′′ ∪ Sγ and to Mn(Ow) for w ∈ S(γ), have their characteristic polynomial χh with
coefficients in L. Hence, it is possible to chose, for each w in the set S∞ of infinite places, a small
enough open neighborhood Cw of γ in G
′
w such that if h ∈ G
′ has a characteristic polynomial
and satisfies hw ∈ Cw for w ∈ P(l)− S(γ) and hw ∈ Mn(Ow) for w ∈ S(γ), then χh = χγ . We
choose fw ∈ Iw for w ∈ S∞ whith support in Z
′
wCw and such that O(γ, fw) 6= 0.
With such choices, setting f =
∏
w∈P(l) fw, the global orbital integral O(γ, f) is non zero, as it
is the product of the nonzero local orbital integrals. Now if ν is another element of Gn(l) such
that O(ν, f) 6= 0, then ν is conjugate in G′ to an element h ∈ supp(f), and h has a characteristic
polynomial which is equal to χν . For all places w in S(γ) − Sµ, where Sµ is a possibly empty
finite subset of S(γ), one has hw ∈ K
′
w ⊂ Mn(Ow). For w ∈ Sµ, there is λw ∈ l
×
w such that
λwhw ∈ K
′
w, and for w ∈ S
′′ ∪ Sγ , there is also λw ∈ lw such that λwhw ∈ Cw. By the so called
approximation lemma, there is λ ∈ l, close enough to λw for w ∈ S
′′∪Sγ ∪Sµ, and which belongs
to Ow if w ∈ S(γ) − Sµ, such that λh belongs to Cw for all w ∈ S
′′ ∪ Sγ , and to Mn(Ow) for
w ∈ S(γ). This implies that χλh = χγ , hence that χλν = χγ . As γ is elliptic, this implies that
λν and γ are conjugate inside Gn(l), hence that ν and γ are conjugate in Gn(l)/Zn(l).
To conclude, we notice that the simple trace formula given in [H.83, 4.9, p. 61] applies to f , and
the only remaining term on the right hand side is a non zero multiple of the global orbital integral
O(f, γ) 6= 0. Considering the left hand side, this implies that there is a cuspidal representation
π of G′ such that Tr(π(f)) is non zero. In particular for all w ∈ S, Tr(πw(fw)) is non zero, but
as πw is unitary and generic, and as fw is a pseudo-coefficient of δw, we deduce that πw ≃ δw for
w ∈ S′, hence in S.
We will use the following corollary of the result above.
Corollary 4.1. With the notations as above, if δw0 is a discrete series representation of Gw0
for w0 a finite place of l, then there is a cuspidal automorphic representation π of G, such that
πw0 ≃ δw0 , JL(π) is cuspidal, and JL(π)w0 ≃ JL(δw0).
Proof. Up to torsion by an unramified character, we can assume that δw0 is unitary. As l
×
w0
identifies with a closed subgroup of l×\A×l , by Pontryagin duality, there is a character c of l
×\A×l
such that cw0 equals the central character c0 of δ
′
w0 = JL(δw0). Now we select for w ∈ W
(different from w0 if w0 ∈ W ), a discrete series representation δ
′
w with central character cw, we
can apply Proposition 4.1 to the family of representations δ′w for w ∈ W ∪ w0, to get a cuspidal
representation π′ of G′ with central character c, such that π′w ≃ δ
′
w for all w ∈ W ∪ w0. This
cuspidal representation is of the form JL(π) for some cuspidal representation π of G according
to Section 4.2, and moreover JL(π)w = JL(πw) = π
′
w for all places w according to [ibid.]. In
particular, JL(πw0) = JL(δw0), hence πw0 = δw0 .
5 Basic results on the pair (G,H)
5.1 Multiplicity one and distinguished discrete series
In this section, G is as in Section 3.1, and H = Gθ the subgroup of G fixed by θ. If π is
a representation of G, we say that it is distinguished (we will also say H-distinguished, or θ-
distinguished) if HomH(π,C) is non zero. More generally if χ is a character of H , we say that π
is χ-distinguished (we will also say (H,χ)-distinguished, or (θ, χ)-distinguished) if HomH(π, χ) is
non zero. A pleasant property of the pair (G,H) is that it affords multiplicity one, as it has been
proved by Flicker when G is split, and his proof has been extended to non split G by Conliglio.
Proposition 5.1 ([F.91] Proposition 11, [C.14] Appendix). Let π be an irreducible representation
of G, then HomH(π,C) is of dimension at most 1.
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Another classical result of Flicker ([F.91, Proposition 12]) when G is split is that if π is irre-
ducible distinguished, then it is conjugate self-dual, i.e. π∨ ≃ πθ. It is maybe possible to extend
Flicker’s proof to the non split case, but we shall obtain it as a corollary of the classification of
distinguished standard modules.
For discrete series of split G with central character trivial on the Z(G)θ, some kind of converse
statement is also true and is a result of Kable ([K.04, Theorem 7]). The paper [K.04] has
had a great influence on many of the author’s works, and in particular it uses a local-global
argument to obtain an equality of local factors, as we shall do later here. The result below is not
original, it is a combination of various results of different authors (see the immediate proof for the
references), including the very recent [BP.17, Theorem 1] of Beuzart-Plessis already mentioned
in the introduction. In fact we shall see in Section 10.4 that we only need this result for cuspidal
representations of G, as the technique developed here allows to reduce the study of distinction
of discrete series representations to cuspidal representations. However for the moment, in order
to already state the following result for discrete series representations, we shall use it for discrete
series.
Proposition 5.2. Let δ = Str(ρ) be a discrete series representation of G, and l = lρ.
1. The representation δ is distinguished if and only if the cuspidal representation ρ is ηl(r+1)-
distinguished.
2. One has δ∨ ≃ δθ if and only if either δ is distinguished, or δ is η-distinguished. The
representation δ cannot be both distinguished and η-distinguished at the same time.
Proof. We recall that if JL(ρ) = Stl(ρ
′), then JL(δ) = Stlr(ρ
′). By [BP.17, Theorem 1], the
representation δ is distinguished if and only if JL(δ) is distinguished, but by Corollary 4.2 of
[M.09] (see also the last section of [A-R.05]), this is the case if and only if ρ′ is ηlr−1-distinguished,
so by the same result, if and only if Stl(ρ
′) is ηl(r+1)-distinguished, i.e. if and only if ρ is ηl(r+1)-
distinguished by [BP.17, Theorem 1] again. The second statement is also a consequence of [BP.17,
Theorem 1], [K.04, Theorem 7] and [A-K-T.04, Corollary 1.6].
5.2 Double cosets P\G/H and the geometric lemma
We denote by f a field of characteristic different from 2, and by e a quadratic extension of f .
We choose δe/f an element of e − f , such that δ
2
e/f ∈ f . We denote by Df a central division
algebra of odd index over f , and by De the division algebra Df ⊗f e. We denote by θ the Galois
involution of e over f and its various natural extensions. We denote by G the group Gm(De),
by H the group Gm(Df ), and for m = (m1, . . . ,mt) a partition of m, we set P = Pm(e), with
its standard Levi decomposition P = MN . We denote by I(m) the set symmetric matrices of
size t with coefficients in N, such that the sum of the i-th row is equal to mi. In particular if a
belongs to I(m), the sequence of non zero coefficients from the upper left corner to the bottom
right corner of a form a subpartition
ma = (m1,1,m1,2, . . . ,mt,t−1,mt,t)
of m. We denote by Pma the associated standard parabolic subgroup of G, it is contained in P .
To each a ∈ I(m), we associate the element ua of G defined as follows: the block mi,j × mk,l
of ua is equal to 0mi,j ,mk,l if {k, l} 6= {i, j}, the block mi,i ×mi,i is equal to Imi,i , and if i < j,
the block (mi,j ∪mj,i)× (mi,j ∪mj,i) (we hope that the reader finds this intuitive notation clear
enough, we recall in passing that mi,j = mj,i) is equal to(
Imi,j −δe/fImi,j
Imi,j δe/fImi,j
)
.
The proof of Propositions 3.7 and 3.9 of [M.11] is valid in the generality in which we state the
following result, to which we add obvious observations.
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Proposition 5.3. • The matrices ua, when a varies in I(m) forms a set of representatives
R(P\G/H) of the double cosets P\G/H.
• The element wa = uau
−θ
a is a permutation matrix of order 2, and if one writes [1, n] =
[I1,1, I1,2, . . . , It,t−1, It,t] with Ii,j of length mi,j, then wa fixes Ii,i, its restriction to any Ii,j
is order preserving and it exchanges the intervals Ii,j and Ij,i. Moreover the map ua 7→ wa
is injective.
• If one sets θwa : g ∈ G 7→ waθ(g)w
−1
a , then G
θwa = uaHu
−1
a , and for
m = diag(g1,1, g1,2, . . . , gt,t−1, gt,t) ∈Mma ,
θwa(m) is the element
diag(g′1,1, g
′
1,2, . . . , g
′
t,t−1, g
′
t,t) ∈Mma ,
where g′i,j = θ(gj,i).
We shall as well write wua instead of wa. We will often write Pa = MaNa or Pua = MuaNua
for Pma . For X ⊂ G and u ∈ R(P\G/H), we will sometimes write X
u or Xwu for Xθwu , and
X(u) for u−1Xuu.
Following [J-L-R.99, Definition 1] or [L-R.03, Definition 3.1.2] with σ = Id, we say that
u ∈ R(P\G/H) is P -admissible if wuMw
−1
u = M . In particular any ua ∈ R(P\G/H) is Pma -
admissible. If u is P -admissible, then Pu = MuNu, hence P (u) = M(u)N(u). Take u ∈
R(P\G/H), an easy consequence of the equality P ∩ wuPw
−1
u = Pu is the equality (see [M.11,
Proposition 4.1])
Pu = Puu =M
u
uN
u
u .
Now f = F and e = E. We denote by σ a smooth representation of M . Then according to
the discussion before [M.11, Lemma 5.5] (see more generally [O.17, Theorem 1.1 and Corollary
6.9]), one has the following consequence of [B-Z.77, Theorem 5.2].
Proposition 5.4. • There is a vector space injection of HomH(ind
G
P (σ),C) into∏
u∈R(P\G/H)
HomPuu (
δ
1/2
P
δPuu
σ,C).
•
HomPuu (
δ
1/2
P
δPuu
σ,C) ≃ HomMuu (rMu,M (σ),C)
Remark 5.1. The following useful observation is [G.15, Lemma 2.1]. If u = ua ∈ R(P\G/H)
corresponds to a ∈ I(m) (setting ma = (m1,1, . . . ,mt,t)), σ is an admissible representation of M ,
and the Jacquet module rMu,M (σ) is a pure tensor ⊗i,jσi,j with σi,j a representation of Gmi,j ,
then
HomMuu (rMu,M (σ),C) ≃ ⊗
t
i=1HomHmi,i (σi,i,C)⊗1≤i<j≤t HomGmi,j (σj,i, (σ
θ
i,j)
∨).
If (λ, . . . , λ) is a partition of m, ρ is a cuspidal representation of Gλ, and a and b are integers with
b+1−a = m/λ. We set ∆ = [a, b]ρ. We say that a partition m = (m1, . . . ,mt) of m is ρ-adapted
if each mi is a multiple of λ. If m is such a partition, by convention, we write ∆ = [∆1, . . . ,∆t]
with ∆t+1−i = [a +
m1+···+mi−1
λ , a +
m1+···+mi
λ − 1]ρ, and if δ = L(∆), we set δi = L(∆i). We
recall that by [M-S.14, Proposition 7.16],
rMm,G(δ) = 0
if m is not ρ-adapted, and
rMm,G(δ) = δ1 ⊗ · · · ⊗ δt
if m is ρ-adapted. In particular this remark applies to discrete series representations.
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6 Rankin-Selberg and Asai L-functions
Notice that for simpler notations, in this section and the rest of the paper, our definition of γ and
ǫ-factors might differ from that of the usual sources by a sign.
Let L be a p-adic field, and µ a non trivial character of L. Then we denote by µ again the
non degenerate character of Nn(L) defined by µ(u) = µ(
∑n−1
i=1 ui,i+1). By [Z.80, Theorem 9.7],
it is equivalent to say that a representation π of Gn(L) is generic or that HomNn(L)(π, µ) 6= {0},
and in this case, the dimension of HomNn(L)(π, µ) is one by [G-K.75]. This allows to embed in
a unique way (up to scaling) a generic representation π of Gn(L) in Ind
Gn(L)
Nn(L)
(µ), in which case
we denote by W (π, µ) the image of this embedding, that we call the Whittaker model of π. For
W ∈ W (π, µ), the map W˜ : g 7→ W (wn
tg−1) belongs to W (π∨, µ−1). The space C∞c (L
n) is by
definition that of smooth functions on Ln with compact support.
6.1 The p-adic Asai L-factor
Let ψ be a non trivial character of E trivial on F , it is of the form z 7→ ψ′(δE/F (z + θ(z))) for a
unique non trivial character ψ′ of F . We set ǫ = ǫn = (0, . . . , 0, 1) in M1,n(Z). If π is a generic
representation of Gn(E), for W ∈W (π, ψ), φ ∈ C
∞
c (F
n), and s ∈ C, we define the Asai integrals
I+(s,W, φ) =
∫
Nn(F )\Gn(F )
W (h)φ(ǫh)νF (h)
sdh,
and
I−(s,W, φ) =
∫
Nn(F )\Gn(F )
W (h)φ(ǫh)η(h)νF (h)
sdh.
By the appendix of [F.93], there is rπ ∈ R such that for Re(s) ≥ rπ , all integrals I
+(s,W, φ)
(resp. I−(s,W, φ)) converge absolutely. They in fact extend to elements of C(q−sF ), and the vector
space they span, as W and φ vary, is a fractional ideal of C[q−sF , q
s
F ] with a unique generator
normalized by the fact that it is the inverse of a polynomial in q−sF with constant term 1, which
we denote by
L+(s, π) (resp. L−(s, π))
and call the even (resp. the odd) Asai L-function of π.
The following result describes when the Asai L-factor attached to a cuspidal representation
has a pole. It is a consequence of [A-K-T.04, Corollary 1.5] (see [M.10, Proposition 3.6] for a
different approach).
Proposition 6.1. Let π be a cuspidal representation of Gn(E). Then the Asai L-factor L
+(s, π)
(resp. L−(s, π)) has a pole at s0 if and only if π is ν
−s0
F -distinguished (resp. ην
−s0
F -distinguished),
and such a pole is always simple.
Finally, we recall the local functional equation of the local Asai L-factor, which can again be
found in the appendix of [F.93]. We denote by φ̂ the Fourier transform of φ with respect to ψ′-self
dual Haar measure on Fn.
Proposition 6.2. Let π be a generic representation of Gn(E), and e ∈ {+,−}, there is a unit
ǫe(s, π, ψ) of C[q±sF ] such that if one sets
γe(s, π, ψ) = ǫe(s, π, ψ)
Le(1 − s, π∨)
Le(s, π)
,
then for any W ∈W (π, ψ) and φ ∈ C∞c (F
n), one has
Ie(1− s, W˜ , φ̂) = γe(s, π, ψ)Ie(s,W, φ).
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Finally, we will need the following consequence of the inductivity relation of Asai L-factors
of discrete series representations. First notice that we also denote by η (see Section 2.1) any
extension of the character ηE/F ◦ det of Gn(F ) to Gn(E).
Proposition 6.3. Let Stk(ρ) be conjugate self-dual a discrete series representation of Gn(E).
Then
γ+(−s, Stk(ρ), ψ)
−1γ−(s, Stk(ρ), ψ)
−1 ∼
C[q±s]×
L+(s, ηkρ)
L+(s+ k, ρ)
L+(−s, ηk+1ρ)
L+(−s+ k, ηρ)
.
Proof. We recall that according to [M.09, Corollary 4.2], one has the relation
Le(s, Stk(ρ)) =
k−1∏
i=0
Le(s+ i, ηk−1−iρ).
In particular:
L−(s, Stk(ρ))
L+(1 + s, Stk(ρ))
=
∏k−1
i=0 L
−(s+ i, ηk−1−iρ)∏k−1
i=0 L
+(s+ i+ 1, ηk−1−iρ)
=
∏k−1
i=0 L
−(s+ i, ηk−1−iρ)∏k
i=1 L
+(s+ i, ηk−iρ)
=
∏k−1
i=0 L
+(s+ i, ηk−iρ)∏k
i=1 L
+(s+ i, ηk−iρ)
=
L+(s, ηkρ)
L+(s+ k, ρ)
.
This implies that
L+(−s, Stk(ρ))
L−(1− s, Stk(ρ))
=
L+(−s, ηk+1ρ)
L+(−s+ k, ηρ)
.
Note that because Stk(ρ) is conjugate self-dual, one has L
ǫ(s, Stk(ρ)
∨) = Lǫ(s, Stk(ρ)
σ) =
Lǫ(s, Stk(ρ)) for ǫ ∈ {±1}, hence we deduce the relation
γ+(−s, Stk(ρ), ψ)
−1γ−(s, Stk(ρ), ψ)
−1 ∼
C[q±s]×
L+(s, ηkρ)
L+(s+ k, ρ)
L+(−s, ηk+1ρ)
L+(−s+ k, ηρ)
.
6.2 The p-adic Rankin-Selberg L-factor
Let ψ be a non trivial character of F , and π and π′ be generic representations of Gn(F ). For
W ∈ W (π, ψ), W ′ ∈ W (π′, ψ−1), φ ∈ C∞(Fn), and s ∈ C, we define the the Rankin-Selberg
integral
I(s,W,W ′, φ) =
∫
Nn(F )\Gn(F )
W (h)W ′(h)φ(ǫh)νF (h)
sdh.
By [J-PS-S.83], there is rπ,π′ ∈ R such that for Re(s) ≥ rπ,π′ , all integrals I(s,W,W
′, φ)
converge absolutely. They in fact extend to elements of C(q−sF ), and the vector space they span,
as W W ′, and φ vary, is a fractional ideal of C[q−sF , q
s
F ] with a unique generator normalized by
the fact that it is the inverse of a polynomial in q−sF with constant term 1, which we denote by
L(s, π, π′), and call the Rankin-Selberg L-factor of (π, π′).
The poles of Rankin-Selberg L-factors attached to a pair of cuspidal representations are de-
scribed in [J-PS-S.83, Proposition 8.1], the result is as follows.
Proposition 6.4. Let π and π′ be cuspidal representations of Gn(F ), then the Rankin-Selberg
L-factor L(s, π, π′) has a pole at s0 if and only if π
′ ≃ ν−s0F π
∨. Such a pole is always simple.
To state the functional equation of the p-adic Rankin-Selberg L-factor, for φ ∈ C∞(Fn), we
denote by φ̂ its Fourier transform with respect to a ψ-self dual Haar measure on Fn. Then by
[J-PS-S.83, Theorem 2.7], one has:
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Proposition 6.5. Let π and π′ be generic representations of Gn(F ), there is a unit ǫ(s, π, π
′, ψ)
of C[q±sF ] such that if one sets
γ(s, π, π′, ψ) = ǫ(s, π, π′, ψ)
L(1− s, π∨, π′
∨
)
L(s, π, π′)
,
then for any W ∈W (π, ψ), W ′ ∈ W (π∨, ψ−1) and φ ∈ C∞(Fn), one has
I(1− s, W˜ , W˜ ′, φ̂) = γ(s, π, π′, ψ)I(s,W,W ′, φ).
6.3 Archimedean Rankin-Selberg gamma factors
Let K be R or C, we recall some results from [J.09], and refer the reader to the references therein
for the original bibliography on the subject, which in any case is due to the author of [J.09] and
his collaborators. We denote by ψ again a non trivial character of K, as well as its extension
to Nn(K) as before. If π is an irreducible Casselman-Wallach representation of Gn(K), such
that there is a nonzero continuous linear form in HomNn(K)(π, ψ), we will call π a generic rep-
resentation. If π is unitary, it is known that such a linear form is unique by [Shal.74], and for
generic π (and more generally when π is generically induced), this fact still holds as explained in
[J.09, p. 4]. If π is generic, we denote by W (π, ψ) its Whittaker model (the space of functions
g ∈ Gn(K) 7→ λ(π(g)v) for v ∈ Vπ and λ ∈ HomNn(K)(π, ψ)). Again W˜ : g 7→W (wn
tg−1) belongs
to W (π∨, ψ−1) if W belongs to W (π, ψ).
We denote by S(Kn) the space of Schwartz functions on Kn. For φ ∈ S(Kn), we denote by
φ̂ its Fourier transform with respect to the ψ-self dual Haar measure on Kn. For π and π′ two
generic representations of Gn(K), W ∈W (π, ψ), W
′ ∈ W (π, ψ−1), and φ ∈ S(Kn), the definition
of the archimedean Rankin-Selberg integral I(s,W,W ′, φ) is the same as in the p-adic case. The
following assertions are a consequence of [J.09, Theorem 2.1] and its proof.
Proposition 6.6. Let π and π′ two generic representations of Gn(K).
• There is rπ,π′ ∈ R such that for Re(s) ≥ rπ,π′ , all integrals I(s,W,W
′, φ) converge absolutely
for W ∈ W (π, ψ), W ′ ∈ W (π′, ψ−1), and φ in S(Kn), and they extend to meromorphic
functions on C.
• There is a meromorphic function γ(s, π, π′, ψ) such that for all W ∈ W (π, ψ), W ′ ∈
W (π′, ψ−1), and φ in S(Kn), the following equality holds:
I(1 − s, W˜ , W˜ ′, φ̂) = γ(s, π, π′, ψ)I(s,W,W ′, φ).
6.4 The functional equation of the global Asai and Rankin-Selberg L-
functions
First we need to set up a convention. Let F be a p-adic field, R or C, and ψ be a non trivial
character of F . Let π and π′ be generic representations of Gn(F ), so that π ⊗ π
′ is a smooth
representation of Gn(F )×Gn(F ) if F is p-adic, and π⊗̂π
′ is a Casselman-Wallach representation
of Gn(F )×Gn(F ) if F = R or C. Then by definition, we set
L+(s, π ⊗ π′) = L−(s, π ⊗ π′) = L(s, π, π′),
ǫ+(s, π ⊗ π′, ψ ⊗ ψ−1) = ǫ−(s, π ⊗ π′, ψ ⊗ ψ−1) = ǫ(s, π, π′, ψ),
and
γ+(s, π ⊗ π′, ψ ⊗ ψ−1) = γ−(s, π ⊗ π′, ψ ⊗ ψ−1) = γ(s, π, π′, ψ),
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when F is p-adic, and
γ+(s, π⊗̂π′, ψ ⊗ ψ−1) = γ−(s, π⊗̂π′, ψ ⊗ ψ−1) = γ(s, π, π′, ψ)
when F = R or C. In fact, if F = R or C, and π and π′ are Harish-Chandra modules of Gn(F )
such that π∞ and π′
∞
are generic, we set
γe(s, π ⊗ π′, ψ ⊗ ψ−1) = γe(s, π∞⊗̂π′
∞
, ψ ⊗ ψ−1)
for e ∈ {+,−}.
We now suppose that the number fields k and l are such that all infinite places of k in split
l. We denote by π a cuspidal representation of Gn(Al) =
∏′
v∈P(k)Gv, so that π = ⊗
′
v∈P(k)πv.
Finally we take ψ a non trivial character of Al, trivial on l + Ak, so that ψ = ⊗
′
v∈P(k)ψv, where
ψv is a character of lv trivial on kv. The functional equation of the global Asai integrals is proved
in [F.88] but not explicitly stated there, so we refer to [K.04, Propositions 5 and 6] for it.
Proposition 6.7. Take π and ψ as above, and e ∈ {+,−}. For any finite set S ⊂ P(k) which
contains all archimedean and ramified places (by ramified we mean that either the representation,
or the additive character, or the quadratic extension is ramified). The product
∏
v/∈S L
e(s, πv)
is convergent for Re(s) large enough, and it extends to a meromorphic function LS,e(s, π). The
global functional equation of the Asai L-function is:∏
v∈S
γe(s, πv, ψv)L
S,e(1− s, π∨) = LS,e(s, π). (1)
We shall also need the following basic result on the partial Rankin-Selberg L-function which
can be extracted from Section 4 of [J-S.81]. We will use the following convention: for v ∈ P(k),
we will write L(s, πv, π
′
v) for L(s, πw, π
′
w) if v does not split in l and w is the unique place of l
dividing v, or for the product L(s, πw1 , π
′
w2)L(s, πw2 , π
′
w2) if v splits in l into the places w1 and
w2.
Proposition 6.8. Take π, ψ and S as above, and π′ another cuspidal automorphic representation
of Gn(Al). The product
∏
v/∈S L(s, πv, π
′
v) is convergent for Re(s) large enough and it extends to
a meromorphic function LS(s, π, π′).
7 Standard intertwining operators
7.1 Generalities
Here we consider G as in one of the paragraphs 3.1, 3.2, or 3.3. We take M = Mm a standard
Levi subgroup of G for m = (m1, . . . ,mt), P = Pm, and N = Nm. Let
σ = σ1 ⊗ · · · ⊗ σt
be a representation of M , If G is p-adic, σ is smooth of finite length, if G is real, σ is a Harish-
Chandra module (of finite length by definition), and if G is adelic, σ is K-finite cuspidal auto-
morphic representation.
For s = (s1, . . . , st) in C
t, we write σ[s] = νs1σ1 ⊗ · · · ⊗ ν
stσt, and Ind
G
P (σ, s) = Ind
G
P (σ[s]).
If π = IndGP (σ), we write πs for Ind
G
P (σ, s). If we write m ∈ M as m = diag(g1, . . . , gt), then in
terms of the Iwasawa decomposition of G, one defines
ηs(umk) =
t∏
i=1
ν(gi)
si .
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We then define, for f in IndGP (σ) and s ∈ C
t, the map fs = ηsf which belongs to Ind
G
P (σ, s). We
call fs a flat section (which means that the restriction of fs to K is independant of s). We denote
by F(σ) the space of flat sections of IndGP (σ, s). We shall need the following lemma concerning
flat sections in the next section.
Lemma 7.1. Take G as in Section 3.1. Suppose that t = 2r is even, and that mt+1−i = mi for
i ∈ [1, t], then the map
R : fs 7→ [g 7→ fs(diag(Im1 , . . . , Imr−1 , g, Imr+2 , . . . , Imt))]
defines a surjection from the space F(σ) to the space
Vσ1 ⊗ · · · ⊗ Vσr−1 ⊗F(σr ⊗ σr+1)⊗ Vσr+2 ⊗ · · · ⊗ Vσt .
Proof. The assumptions on the mi’s guarantee that the modulus character of P restricts to
P(mr ,mr+1) as its modulus character, so the image of R is indeed a subspace of
Vσ1 ⊗ · · · ⊗ Vσr−1 ⊗F(σr ⊗ σr+1)⊗ Vσr+2 ⊗ · · · ⊗ Vσt .
Take now h(sr ,sr+1) an element of F(σr ⊗ σr+1), and vi ∈ Vσi for i /∈ {r, r + 1}, to show the
surjectivity of R, it is enough to find a flat section fs in F(σ) such that
R(fs) = v1 ⊗ · · · ⊗ vr−1 ⊗ h(s1,s2) ⊗ vr+2 ⊗ · · · ⊗ vt.
Let’s denote by L the standard Levi subgroup M(m1,...,mr−1,2mr,mr+2,...,mt), and by Q = LU the
associated standard parabolic subgroup. Fix c ≥ 1 large enough for Kmi(c) = Imi+̟
cMmi(OE)
to fix vi for i /∈ {r, r+1}, and for K2mr(c) to fix h(sr,sr+1). Then, because Km(c) has an Iwahori
decomposition with respect to Q, the map with support in LUKm(c), defined on this set by the
equality
fs(luk) = δQ(l)
1
2σ1(g1)v1 ⊗ · · · ⊗ σd(gr−1)vr−1 ⊗ h(sr ,sr+1)(g)⊗ σr+2(gr+2)vr+2 · · · ⊗ σt(gt)vt
for l = diag(g1, . . . , gr−1, g, gr+2, . . . , gt) is well defined and does the job.
For w ∈ St, we set w(m) = (mw−1(1), . . . ,mw−1(t)), hence
w(M) :=Mw(m) = wMw
−1,
w(σ) for the representation σ(w−1 . w) of w(M), in other words
w(σ) = σw−1(1) ⊗ · · · ⊗ σw−1(t).
Let Q = Pw(m), L =Mw(m) and U = Nw(m). For r ∈ R, and w ∈ St, we set
D(w, r) = {s ∈ Ct, ∀ (i, j) ∈ Inv(w), Re(si − sj) > r.}
It is proved for example in [Sh.81, Section 2], [W.92, Chapter 10], [M-W.94, II.1.6], that there is
r = rσ ∈ R, such that for s ∈ D(w, rσ), the following integral is absolutely convergent for all fs
in IndGP (σ, s), and all g ∈ G:
Aσ(w, s)fs(g) =
∫
wNw−1∩U\U
fs(w
−1ng)dn.
In both the p-adic and real case, a way to give a meaning to the absolute convergence of the
integral above is to realize (it is always possible) the space Vσ of σ as a dense subset of a Hilbert
space Vσ , such that σ extends to a continuous representation of M on this space (Vσ is the space
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of smooth vectors in Vσ in the p-adic case, and M ∩ K-finite vectors in the real case). In the
p-adic case, it is equivalent to say that for all v∨ ∈ V ∨σ , the integral∫
wNw−1∩U\U
< fs(w
−1ng), v∨ > dn
is absolutely convergent. We set
DAσ (w) = D(w, rσ).
It is shown in the same references ([M-W.94, IV.1] for the adelic case) that if fs is a flat section,
then for g ∈ G, the integral Aσ(w, s)fs(g) extends to a meromorphic function of s. Whenever
Aσ(w, s) is holomorphic at s0 (meaning that Aσ(w, s)fs(g) is holomorphic at s = s0 for all f and
g), which is the case for s0 in a dense open subset of C
t, then
Aσ(w, s0)fs0 ∈ Ind
G
Q(w(σ), w(s0)) = ν
s0,w−1(1)σw−1(1) × · · · × ν
s0,w−1(t)σw−1(t).
Moreover, for each s0 ∈ C, there is a nonzero polynomial Ps0(s), such that Ps0(s)Aσ(w, s)fs(g)
is holomorphic at s0 for all f and g. In the p-adic case, one can in fact choose P ∈ C[q
−s]− {0},
such that P (q−s)Aσ(w, s)fs(g) belongs to C[q
−s]⊗ Vσ for all f and g.
Finally, in all cases, if w1 and w2 are elements of St such that ℓ(w1 ◦ w2) = ℓ(w1) + ℓ(w2), then
Aσ(w1 ◦ w2, s) = Aw2(σ)(w1, w2(s)) ◦Aσ(w2, s).
7.2 Poles of certain p-adic intertwining operators
In this section G is as in Section 3.1. We will mainly recall some results from [M-W.89], and
explain why they hold for inner forms of GL(n) as well. We say that a cuspidal segment ∆
precedes a cuspidal segment ∆′ and we write ∆ ≺ ∆′, if ∆ is of the form [b, e]ρ, ∆
′ of the form
[b′, e′]ρ for ρ cuspidal, with b
′ − b ∈ Z and b ≤ b′ − 1 ≤ e ≤ e′ − 1. We say that ∆ and ∆′ are
linked if either ∆ precedes ∆′ or ∆ precedes ∆′. We say that ∆ and ∆′ are juxtaposed if they
are linked, and either b′ = e + 1 or b = e′ + 1. We consider M = M(m1,...,mt), with t = 2r an
even number. We denote by τr the transposition (r r + 1) in St. We consider a discrete series
representation δ1⊗· · ·⊗ δt ofM , such that δr = δ[sr] and δr+1 = µ[sr+1] with δ and µ unitary, sr
and sr+1 ∈ R, and moreover δ = Stk1(ρ) and µ = Stk2(ρ) for ρ the same cuspidal representation.
Let’s write
σ = δ1 ⊗ . . . δr−1 ⊗ δ ⊗ µ⊗ δr+2 ⊗ · · · ⊗ δt
For
s = (0, . . . , 0, s︸ ︷︷ ︸
r
, sr + sr+1 − s, 0, . . . , 0︸ ︷︷ ︸
r
) ∈ Ct,
we set
Aσ(τr, s) = Aσ(τr, s).
For each δi, we recall that δi = L(∆i) for a cuspidal segment ∆i.
Proposition 7.1. Suppose that the situation is as above and set l = lρ. If sr− sr+1 < −
l|k1−k2|
2 ,
then the standard intertwining operator Aσ(τr, s) has a (necessarily simple) pole at s = sr if
and only if ∆r ≺ ∆r+1 but ∆r and ∆r+1 are not juxtaposed, otherwise we recall that it is
automatically (holomorphic and) nonzero. If sr > sr+1, then Aσ(τr , s) is defined by absolutely
convergent integrals at s = sr and is in particular holomorphic at this point.
Proof. We use the notations of Lemma 7.1. If
R(fs) = v1 ⊗ · · · ⊗ vr−1 ⊗ hs ⊗ vr+2 ⊗ · · · ⊗ vt,
then
R(Aσ(τr , s)fs) = v1 ⊗ · · · ⊗ vr−1 ⊗Aδ[s]⊗µ[sr+sr+1−s]((1 2), 0)hs ⊗ vr+2 ⊗ · · · ⊗ vt
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hence it is enough to treat the case where t = 2 thanks to Lemma 7.1. The second assertion
follows from [W.03, Proposition IV.2.1.]. Let’s justify the first. We want to use Lemma I.4 of
[M-W.89], in the context of inner forms of GL(n). We claim that it is still valid. It is proved in
[A-C.89, Lemma 2.1] that the normalization factors of normalized intertwining operators can be
taken to be the Langlands-Shahidi normalizing factors of the Jacquet-Langlands lifts, in order for
the expected properties stated in [M-W.89, I.1] to be satisfied. More precisely Properties I.1(1)
follows from [A-C.89, Lemma 2.1], I.1(3) follows from the references stated in [M-W.89], as well as
from the fact that parabolically induced representations from irreducible unitary representations
remain irreducible, a result which is also true for inner forms of GL(n) thanks to [S.09]. The proof
of I.1(2) and (4) then holds without modification (notice that the case of (2) where Re(si−sj) > 0
is true for general reductive groups by [W.03, Proposition IV.2.1.]). This implies that I.2(1),
hence Lemma I.2 (ii) hold too. Finally, replacing the reference to Zelevinsky by the reference to
[T.90], the proof of Lemma I.4 in [M-W.89] is reduced to the classical result of [O.74] concerning
poles of standard intertwining operators between representations induced by two cuspidal ones,
and this result is for all inner forms of GL(n). Now set τ = (1 2), we recall that JL(ρ) = Stl(ρ
′)
for l = lρ. We set δ
′ = JL(δ) = Stk1l(ρ
′), µ′ = JL(µ) = Stk2l(ρ
′) and denote by rδ⊗µ(τ, s) the
normalizing factor of Aδ⊗µ(τ, s). By definition, and using the equality of the Langlands-Shahidi
factors and the factors defined in [J-PS-S.83] (see [Sh.84]), we have
rδ⊗µ(τ, s) = rδ′⊗µ′(τ, s).
By a reformulation of [M-W.89, Lemma I.4], the normalized intertwining operator
rδ′⊗µ′(τ, s)Aδ′⊗µ′(τ, s)
has a simple pole at s = sr if and only if ∆r ≺ ∆r+1. By [ibid.] again, one has:
rδ′⊗µ′(τ, s) ∼
C[q±s]×
L(2s− (sr + sr+1) + l
|k1 − k2|
2
, ρ′, (ρ′)∨)L(2s− (sr + sr+1) + l
(k1 + k2)
2
, ρ′, (ρ′)∨)−1.
Hence rδ′⊗δ′(τ, s) has no pole at sr as sr − sr+1 < −l
|k1−k2|
2 , and it has a zero at sr if and only
if ∆r ≺ ∆r+1 and ∆r and ∆r+1 are juxtaposed. The statement follows.
8 Open intertwining periods
The intertwining periods appear naturally in the study of the relative trace formula investigated
in [J-L-R.99] and [L-R.03], and more precisely in the formula which computes the period integral
of truncated Eisenstein series. We will recall results from [L-R.03] in this context. However, we
notice that [L-R.03] extends the results of [J-L-R.99] from the pair (Gn(Al), Gn(Ak)) to general
reductive Galois pairs. Here the set of double cosets Pm(Dl)\Gm(Dl)/Gm(Dk) canonically iden-
tifies with Pm(l)\Gm(l)/Gm(k), which is the case considered in [J-L-R.99]. Hence, the results of
[J-L-R.99, Chapter VII] as well as their proofs hold without modification for the non split case,
so we could most of the time refer directly to [J-L-R.99].
If w is a involution in St, we set C
t(w,−1) = {s ∈ Ct, w(s) = −s}.
8.1 Global intertwining periods
Here G is as in Section 3.3, we take t = 2r with r ∈ N − {0}, and m = (m1, . . . ,mt) a self-dual
partition of m. We set P = Pm = P(m1,...,mt) = MN as before. For S a subgroup of G, we will
write S(l) for S ∩G(l).
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We set
u =

Im1 −δl/kIm1
Im2 −δl/kIm2
. . . . .
.
Imr −δl/kImr
Imr δl/kImr
. .
. . . .
Im2 δl/kIm2
Im1 δl/kIm1

.
It is the representative u ∈ R(Pm(Dl)\Gm(Dl)/Gm(Dk)) such that uθ(u)
−1 is the longest
Weyl element w = wt of St (associated to the partition m). It is P -admissible. For any subgroup
S of G, we denote by Su the subgroup of fixed points of the involution g 7→ wθ(g)w−1 of G in S,
and we denote by S(u) the group u−1Suu, in particular S(u) ⊂ H = Gθ.
Let σ be a cuspidal automorphic representation of M , the space of which is included in
L2(AMM(l)\M), i.e. σ is unitary, and its central character is trivial on AM . We moreover
suppose that
σ = σ1 ⊗ · · · ⊗ σt
with σθt+1−i = σ
∨
i for all i. To f in Ind
G
P (σ) and s ∈ C
t(w,−1), one can attach ([J-L-R.99,
Chapter VII] where the parabolic induction is not normalized, or [L-R.03, Definition 5.1]) the
intertwining period (note that P (u) =M(u)):
Jσ(w, fs, s) =
∫
P (u)\H
∫
AuMM(l)
u\Mu
fs(muh)dmdh.
Notice that our definition is the same as that of [J-L-R.99], as ηs is left invariant under M
u,
but the notation slightly differs as we write Jσ(w, fs, s) instead of J(w, f, s).
By [J-L-R.99, Theorem 31], [L-R.03, Proposition 5.2.1 and Theorem 10.2.1], there is qσ ∈ R
such that all such integrals are absolutely convergent for
s ∈ DJσ(w) = C
t(w,−1) ∩D(w, qσ)
and extends to a meromorphic function on Ct(w,−1). Moreover, by [ibid.], it satisfies a series of
functional equations with respect to standard intertwining operators associated to certain Weyl
elements. Here we will only be interested with the Weyl element τr = (r r + 1) ∈ St. Clearly w
commutes with τr, hence, in order to state the functional equation of the intertwining periods,
we only need to check that τr belongs to the set denoted by W (w,w) in Section 3.4 of [L-R.03]
(Ω(w,w) in [J-L-R.99, Chapter VII]). But noticing that there is no positive root of the center of
M which is fixed by w, the first part of [L-R.03, Proposition 3.4.1] tells us that τr indeed belongs
to W (w,w). Then, for s ∈ Ct(w,−1), according to [L-R.03, Theorem 10.2.1], the intertwining
period satisfies the functional equation:
Jσ(w,Aσ(τr, s)fs, τr(s)) = Jσ(w, fs, s). (2)
8.2 Local open periods and their functional equation
8.2.1 The non archimedean non-split case
Here G = Gm and the other notations are as in Section 3.1. We take t = 2r with r ∈ N−{0}, and
m = (m1, . . . ,mt) a self-dual partition of m. We set P = Pm = P(m1,...,mt) =MN . The element
u is as in Section 8.1, but with δE/F instead of δl/k, and for S a subgroup of G, the definitions of
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Su and S(u) are the same. Moreover, in this situation, for w = uθ(u)−1, the involution θw sends
P to P− = tP . In particular the double coset PuH is open in G.
For each i, let σi be a finite length representation of Gmi , and assume that σ
θ
t+1−i = σ
∨
i for
all i. We set σ = σ1⊗· · ·⊗σt as usual. The representation σ is M
u-distinguished, and we denote
by L the nonzero Mu-invariant linear form on Vσ defined by
L : v1 ⊗ · · · ⊗ vt 7→
r∏
i=1
< vi, vt+1−i >
where< , > is the natural pairing between a representation and its contragredient. More generally
for s = (s1, . . . , st) ∈ C
n(w,−1), the linear form L belongs to HomMu(σ[s],C). For fs a flat
section in the space of πs = Ind
G
P (σ[s]), we define:
Jσ(w, fs, s, L) =
∫
P (u)\H
L(fs(uh))dh.
This is the situation studied in [B-D.08]. Here we summarize how their results apply in our
particular situation. The following theorem follows from [B-D.08, Theorems 2.8 and 2.16], and
the fact that the condition on η in Theorem 2.16 of [ibid.] is always satisfied by Theorem 4(i) of
[L.08].
Theorem 8.1. There is qσ ∈ R, such that the integral Jσ(w, fs, s, L) is absolutely convergent for
s ∈ DJ,Lσ (w) = C
t(w,−1) ∩D(w, qσ).
For s ∈ DJ,Lσ (w), the map fs 7→ Jσ(w, fs, s, L) defines a nonzero H-invariant linear form on
Vπs . Moreover, there is a nonzero Laurent polynomial P such that P (q
±s)Jσ(w, fs, s, L) belongs
to C[q±s] for all f .
Remark 8.1. Notice that for some well chosen f = f0 in the subspace C
∞
c (P\PuH, δ
1/2
P σ) ⊂
π = π0, the local intertwining/open period Jσ(w, fs, s, L) is identically equal to 1.
We will say that Jσ(w, ., s, L) has a singularity (a pole if s consists of one complex variable)
at s = s0 if for some flat section fs, the function Jσ(w, fs, s, L) has a singularity at s = s0.
Otherwise we will say that Jσ(w, ., s, L) is holomorphic or regular at s = s0. By Remark 8.1, if
Jσ(w, ., s, L) is holomorphic or regular at s = s0, then Jσ(w, ., s0, L) is nonzero.
We now suppose that σ is irreducible. By Theorem 5.1, and because πs is irreducible for all
s in a Zariski open subset of Ct(w,−1), we deduce the following functional equation.
Proposition 8.1. If σ is irreducible, there exists an element ασ (depending on w, τr and L...)
of C(q−s), such that for any flat section fs in πs:
Jτr(σ)(w,Aσ(τr, s)fs, τr(s), L) = ασ(s)Jσ(w, fs, s, L).
8.2.2 The non-Archimedean split case
As above, the reference for the results of this paragraph can be chosen to be [B-D.08], but
the results also follow from the usual properties of intertwining operators. The field F is p-
adic and E = F × F . The involution θ of E is just θ : (x, y) 7→ (y, x). The group G is
Gm(DE) = Gm(DF ) × Gm(DF ), and H = G
θ is just Gm(DF ) embedded diagonally inside G.
We take t = 2r with r ∈ N− {0}, and m = (m1, . . . ,mt) a self-dual partition of m. We set
P = Pm(DF )× Pm(DF ) =MN.
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We consider κi a finite length representation of Gmi(DF ) for all i from 1 to t, and set
κ = κ1 ⊗ · · · ⊗ κt.
We denote by w the element wt of St, then set
w(κ)∨ = κ∨t ⊗ · · · ⊗ κ
∨
1 ,
and define the representation σ of M =Mm(DF )×Mm(DF ) to be the tensor product
σ = κ⊗ w(κ)∨.
We then set u = (In, w) ∈ G, hence uθ(u)
−1 = (w,w), or just w seen as an element inside H .
The definitions of θw, Su and S(u) for S a subgroup of G are as before. For s ∈ Ct, we set
σ[s] = κ[s]⊗ w(κ[s])∨,
and
πs = Ind
G
P (σ[s]) = Ind
Gm(DF )
Pm(DF )
(κ[s])⊗ Ind
Gm(DF )
Pm(DF )
(w(κ[s])∨).
We define the linear form L ∈ HomMu(σs,C)− {0} by the formula:
L : (⊗ti=1vi,⊗
t
i=1wi) 7→
t∏
i=1
< vi, wt+1−i > .
With these notations the definition of the intertwining period Jσ(w, fs, s, L) is the same as
above for fs a flat section of πs. In fact, if fs is a pure tensor hs ⊗ gs, the intertwining period is
related to the standard operator associated to w by the following identity:
Jσ(w, hs ⊗ gs, s, L) =< Aσ(w, s)hs, gs >, (3)
where < , > is the natural pairing between a representation and its contragredient.
The immediate analogues of Theorems 8.1, Remark 8.1, and Proposition 8.1 are then valid,
and we don’t state them (in fact we state their exact analogues in the archimedean split case
hereunder), they either follow from [B-D.08], or from the usual properties of standard intertwining
operators.
8.2.3 The archimedean split case
Now we recall the similar results in the archimedean situation. They can either be deduced
from [B-D.92] and [C-D.94] or from the usual properties of standard intertwining operators in
the archimedean situation. The only reason why we need to consider archimedean intertwining
periods being for our local-global application, we thus restrict to the split case (in the sense that
the group and the quadratic algebra are split). Hence F = R or C, E = F ×F , θ(x, y) = (y, x) for
x and y in F . We set G = Gn(E), and define H , and P =MU (associated to self dual partition
n = (n1, . . . , nt) of n, with t = 2r an even positive integer), u, w, S
u and S(u) for S a closed
subgroup of G as in Section 8.2.2. We consider for each i from 1 to t a Harish-Chandra module
of Gmi(F ), and set
κ = κ1 ⊗ · · · ⊗ κt.
For s ∈ Ct(w,−1), we define κ[s] and w(κ[s])∨ as in Section 8.2.2, and set
σ[s] = κ[s]⊗ w(κ[s])∨
together with its Casselman-Wallach completion σ[s]
∞
. We define L ∈ HomMu(σ[s],C)− {0} as
in Section 8.2.2. We then set
πs
∞ = IndGP (σ[s]
∞
),
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and πs the Harish-Chandra subspace of K-finite vectors in πs
∞. For fs a flat section in the
normalized smooth induced representation πs
∞, we set
Jσ(w, fs, s, L) =
∫
P (u)\H
L(fs(uh))dh.
Because of Equation (3), the following result can be seen either as a consequence of the basic
properties of standard intertwining operators, or of [C-D.94, Theorem 3]. Its statement will be
enough for our purpose.
Theorem 8.2. There is qσ ∈ R, such that the integral Jσ(w, fs, s, L) is absolutely convergent for
s ∈ DJ,Lσ (w) = C
t(w,−1) ∩D(w, qσ).
For s ∈ DJ,Lσ (w), the map fs 7→ Jσ(w, fs, s, L) defines a nonzero H-invariant linear form on
Vπs∞, which is moreover continuous.
As the representation πs is dense in πs
∞, because it is by definition the subspace of K-finite
vectors in there, we deduce the following corollary.
Corollary 8.1. There is f ∈ π = π0, such that the archimedean intertwining period Jσ(w, fs, s, L)
is nonzero.
We suppose that σ is irreducible, hence πs
∞ is irreducible for all s in a Zarisky open subset
of Ct(w,−1), and so by Schur’s lemma, there is up to scaling a unique nonzero H-invariant
continuous linear form on πs
∞. This implies the following functional equation.
Proposition 8.2. If σ is irreducible, there is a meromorphic function ασ on C
t(w,−1), such
that for all f ∈ π∞, one has the equality:
Jτr(σ)(w,Aσ(τr, s)fs, τr(s), L) = ασ(s)Jσ(w, fs, s, L).
In fact, when we moreover suppose that σ is generic unitary, which is the case when it is
the local component of a cuspidal automorphic representation, this functional equation can be
obtained by a direct computation, which moreover gives a formula for ασ(s) that we shall use in
our local-global application.
Proposition 8.3. Suppose that σ is generic unitary, and that ψ is a non trivial character of K,
then
ασ(s) ∼ γ(2sr, κr, κ
∨
r+1, ψ)
−1γ(−2sr, κ
∨
r , κr+1, ψ)
−1.
Proof. Take f = h⊗ g ∈ π, then it is shown in [B-D.92, Section 4] that
Jσ(w, fs, s, L) =< Aκ(w, s)hs, gs >,
where
< u, v >=
∫
K
< u(k), v(k) > dk,
and
(v1 ⊗ · · · ⊗ vt, v
∨
1 ⊗ · · · ⊗ v
∨
t ) =
t∏
i=1
< vi, v
∨
i > .
Set w′′ = w ◦ (τr)
−1, so that ℓ(w) = ℓ(τr) + ℓ(w
′′). Hence
Jτr(σ)(w,Aκ(τr, s)fs, τr(s)) =< Aτr(κ)(w, τr(s))Aκ(τr, s)hs, Aw(κ)∨(τr,−s)gs >
=< Aκ(w
′′, s)Aτr(κ)(τr , τr(s))Aκ(τr, s)hs, Aw(κ)∨(τr,−s)gs >
∼ γ(2sr, κr, κ
∨
r+1, ψ)
−1γ(−2sr, κr+1, κ
∨
r , ψ)
−1 < Aκ(w
′′, s)hs, Aw(κ)∨(τr ,−s)gs >,
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where the relation
Aτr(κ)(τr, τr(s))Aκ(τr, s) ∼ γ(2sr, κr, κ
∨
r+1, ψ)
−1γ(−2sr, κr+1, κ
∨
r , ψ)
−1Id
follows from [A.89, Section 3], which applies here as for some choice of s, the representation πs is
tempered. Finally
< Aκ(w
′′, s)hs, Aw(κ)∨(τr,−s)gs >=< Aw′′(κ)(τr, w
′′(s))Aκ(w
′′, s)hs, gs >
by [A.89, (J4)], which is in turn equal to < Aκ(w, s)hs, gs >, and this ends the computation.
9 Computation of the local proportionality constants
9.1 Unramified computations
In this section, we take D = F so that DE = E. We now focus on the explicit computation
of intertwining periods at the unramified places following [J-L-R.99, Chapter VII, 20], so the
notations will be those of Section 3.1. Setting Bn = Bn(E) , we recall that a generic unramified
representation π of Gn can always be written as a commutative product
π = χ1 × · · · × χn = Ind
Gn
Bn
(χ1 ⊗ · · · ⊗ χn),
where the χi’s are unramified characters of G1, which don’t differ from one another by ν
±1.
Notations being as in section 3.1, we set G = Gn, we write H or Hn for G
θ
n, A = An,
U = Nn(E) (or Nn), so B = AU . If π is an unramified generic representation, we denote by φ0
the normalized spherical vector in π0 = π, hence φs that in πs. Following [J-L-R.99, Chapter VII,
20], we are going to define the unramified intertwining periods attached to more general Weyl
elements than just w = wt considered before, when the representation is induced from the Borel
subgroup. This is the generality of [J-L-R.99] and [L-R.03] but in this paper, we mainly need the
intertwining period attached to wt except in this section. Hence let’s consider n
B = (1, . . . , 1),
and take u = uc for c = (ni,j) ∈ I(n
B). It is automatically B-admissible, and we denote by ξ the
involution uu−θ in Sn < G. Again for any subgroup S of G, we denote by S
u the fixed points in
S of the involution x 7→ ξθ(g)ξ−1 of G, and by S(u) the group u−1Suu. Let
χ = χ1 ⊗ · · · ⊗ χn
be an unramified character of A which is distinguished by Au and s an element of Cn(ξ,−1), then
χ[s] is still Au-distinguished. Set
πs = χ1ν
s1 × · · · × χnν
sn ,
and suppose that π is irreducible (i.e. unramified generic). For fs a flat section for πs, we formally
define the following integral:
Jχ(ξ, fs, s) =
∫
B(u)\H
fs(h)dh.
It is well defined and absolutely convergent for s in a cone of the form
DJχ(ξ) = C
n(ξ,−1) ∩D(ξ, qχ)
for some qχ > 0. This latter claim can be checked for example by induction on the number of
transpositions occuring in the support of ξ, reducing to the n = 2 and ξ = (1, 2) computation, for
which the absolute convergence follows from Theorem 8.1. Then, for all values of s in a Zariski
open subset of Cn(ξ,−1) the representation πs is irreducible, hence HomH(πs,1) has dimension
1 and one can apply Bernstein’s principle recalled in [M.15, Theorem 2.11] to conclude that
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Jσ(ξ, fs, s) extends to a rational function of q
−s for s ∈ Ct(ξ,−1).
Now we want to state explicitly the functional equations satisfied by those unramified inter-
twining periods. This is given once again by [J-L-R.99], where it has been noticed in Proposition
39, that the analogue of Proposition 33 of [ibid.] holds in the local unramified situation. For the
reader’s convenience, we recall their proof.
Proposition 9.1. Let π and χ be as above, u ∈ R(B\G/H) and set ξ = uu−θ. Take α = ei−ei+1
a simple root which satisfies ξ(α) < 0 but ξ(α) 6= −α. Denoting by sα the permutation matrix
corresponding to the transposition (i i+ 1), then one has for fs a flat section in πs:
Jχ(ξ, fs, s) = Jsα(χ)(sαξs
−1
α , A(sα, s)fs, sα(s)).
Proof. Thanks to meromorphic continuation, it is enough to prove it for s ∈ DJχ(ξ). We first set
ξ′ = sαξsα
−1, u′ = sαu. We denote by Uα the elementary subgroup of U attached to the simple
root α, and by R = L.V the standard parabolic subgroup of G generated by B and U−α. We
introduce p : Uu
′
→ L, which to an element in Uu
′
⊂ U ⊂ R, associates its L-part. By definition
of R, one has U = Uα.V , with Uα ⊂ L, hence p is in fact a morphism from U
u′ to Uα. Clearly,
the kernel of p is equal to V u
′
= V ∩ Uu
′
. Moreover V ∩ Uu
′
6= Uu
′
thanks to our hypothesis
on ξ and α, so that p is nontrivial, hence surjective. Thus p induces a continuous isomorphism
still denoted p from V u
′
\Uu
′
to Uα. Then one has (up to the convergence issue, which will follow
from Fubini’s theorem at the end of the proof)
Jsα(χ)(sαξs
−1
α , A(sα, s)fs, sα(s)) =
∫
B(u′)\H
A(sα, s)fs(u
′h)dh =
∫
h∈B(u′)\H
∫
n∈Uα
fs(s
−1
α nu
′h)dndh.
Notice that for fixed g, the map n ∈ U 7→ fs(s
−1
α ng) is left V -invariant, hence the above integral
equals ∫
h∈B(u′)\H
∫
n∈V u′\Uu′
fs(s
−1
α nu
′h)dndh =
∫
B(u′)\H
∫
V (u′)\U(u′)
fs(s
−1
α u
′nh)dndh
=
∫
B(u′)\H
∫
V (u′)\U(u′)
fs(unh)dndh.
Again, seeing the integrand as a function of n, it is left A(u′)-equivariant. Moreover, as u′ is
B-admissible, one has B(u′) = A(u′)U(u′), hence the above integral is equal to∫
B(u′)\H
∫
A(u′)V (u′)\A(u′)U(u′)
fs(unh)dndh =
∫
A(u′)V (u′)\H
fs(unh)dndh.
Now we assert that one has the semi-direct product decomposition
B(u) = B(u′).u′
−1
Uαu
′,
which amounts to prove the equality
sαB
us−1α = B
u′ .Uα.
It remains to show that B(u) = A(u′)V (u′) to end the proof, or what amounts to the same:
sαB
us−1α = A
u′V u
′
.
Notice that for any subgroup S of G normalized by sα (for example A or V ), one has the equality
Su
′
= sαS
us−1α . In particular
sαB
us−1α = (sαA
us−1α )(sαU
us−1α ) = A
u′ .sαU
us−1α ,
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As Uu is the set of elements n in U such that θ(n) = ξ−1nξ, one has Uu ⊂ U ∩ ξ−1Uξ ⊂ V (the
last inclusion because ξ(α) < 0). Hence, finally:
sαU
us−1α = sα(U
u ∩ V )s−1α = sα(U ∩G
u ∩ V )s−1α = sα(V
u)s−1α = V
u′ .
We will apply this proposition repeatedly thanks to the following two lemmas.
Lemma 9.1. Let c = 2a+2b, write [1, c] = [A1, A2, B2, B1], with A1 and B1 of length a, and A2
and B2 of length b. Denote by w the element of Sc which exchanges Ai and Bi for i = 1, 2, and
by µ the element of Sc which exchanges B1 and B2. One has µ = µa ◦ µa−1 ◦ · · · ◦ µ2 ◦ µ1, where
µi = sa+b+i+1 ◦ · · · ◦ sa+b+i+b−1 ◦ sa+b+i+b
with sa+b+i+k = (a + b + i + k − 1 a + b + i + k), which gives a reduced expression of µ. For
1 ≤ i ≤ a, set
wi,r = (sa+b+i+r ◦· · ·◦sa+b+i+b)◦(µi−1 ◦· · ·◦µ1)◦w◦(µ
−1
1 ◦· · ·◦µ
−1
i−1)◦(s
−1
a+b+i+b ◦· · ·◦s
−1
a+b+i+r)
for r between 1 and b. Write α = el−1−el with l = a+b+i+r−1 if r ≥ 2, and l = a+b+i+1+b
if r = 1 and i ≤ a− 1. Then wi,r(α) is < 0, but not equal to −α.
Proof. First suppose that l = a + b + i + r − 1 with r ≥ 2. Then l is sent to a + b + i + b by
s−1a+b+i+b ◦ · · · ◦ s
−1
a+b+i+r, which remains untouched by µ
−1
1 ◦ · · · ◦ µ
−1
i−1, which is then sent to i by
w, and i is untouched again by µi−1 ◦ · · · ◦ µ1 and by sa+b+i+r ◦ · · · ◦ sa+b+i+b, i.e. wi,r(l) = i.
On the other hand, one has (s−1a+b+i+b ◦ · · · ◦ s
−1
a+b+i+r)(l − 1) = l− 1, then
l − 1
µ−1i−1
−→ l− 2
µ−1i−2
−→ l − 3
µ−1i−3
−→ . . .
µ−11−→ l − i = a+ b+ r − 1,
w(a+b+r−1) = a+r−1, and sa+b+i+r ◦· · ·◦sa+b+i+b fixes a+r−1, hence wi,r(l−1) = a+r−1,
in particular wi,r(α) is negative, and not equal to −α.
Now suppose that r = 1, hence l = a + b + i + 1 + b, then µ−1j (l) = l for all j from i to 1,
w(l) = i+1, and µk(i+ 1) = i+ 1 for all k from 1 to i, hence wi,1(l) = i+ 1. On the other hand
l − 1
µ−1i−→ l− 2
µ−1i−1
−→ l − 3
µ−1i−2
−→ . . .
µ−11−→ l − i− 1 = a+ b+ b,
w(a + b + b) = a + b, and µ(a + b) = a + b, hence wi,1(l − 1) = a + b. In particular wi,1(α) is
negative and 6= −α.
Lemma 9.2. Let c = 2a+2b, write [1, c] = [A1, A2, B1, B2], with A1 and B1 of length a, and A2
and B2 of length b. Denote by w the element of Sc which exchanges Ai and Bi for i = 1, 2, and
by µ the element of Sc which exchanges A2 and B1. One has µ = µa ◦ µa−1 ◦ · · · ◦ µ2 ◦ µ1, where
µi = sa+i+1 ◦ · · · ◦ sa+i+b−1 ◦ sa+i+b
with sa+i+k = (a+ i+ k− 1 a+ i+ k), which gives a reduced expression of µ. For 1 ≤ i ≤ a, set
wi,r = (sa+i+r ◦ · · · ◦ sa+i+b) ◦ (µi−1 ◦ · · · ◦ µ1) ◦ w ◦ (µ
−1
1 ◦ · · · ◦ µ
−1
i−1) ◦ (s
−1
a+i+b ◦ · · · ◦ s
−1
a+i+r)
for r between 1 and b. Write α = el−1− el with l = a+ i+ r− 1 if r ≥ 2, and l = a+ i+1+ b if
r = 1 and i ≤ a− 1. Then wi,r(α) is < 0, but not equal to −α.
Proof. If r ≥ 2, hence l = a+i+r−1 then (s−1a+i+b◦· · ·◦s
−1
a+i+r)(l) = a+i+b, µ
−1
j (a+i+b) = a+i+b
for j from i− 1 to 1, then w(a+ i+ b) = i, µk(i) = i for k from 1 to i− 1, and sa+i+k′ (i) = i for
k′ from r to b, hence wi,r(l) = i. On the other hand, one has (s
−1
a+i+b ◦ · · · ◦ s
−1
a+i+r)(l− 1) = l− 1,
then
l − 1
µ−1i−1
−→ l − 2
µ−1i−2
−→ l − 3
µ−1i−3
−→ . . .
µ−11−→ l− i = a+ r − 1,
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w(a+ r− 1) = 2a+ b+ r− 1, and sa+b+i+r ◦ · · · ◦ sa+b+i+b fixes 2a+ b+ r− 1, hence wi,r(l− 1) =
2a+ b+ r − 1, in particular wi,r(α) is negative, and not equal to −α.
If r = 1, hence l = a + i + 1 + b, then µ−1j (l) = l for all j from i to 1, w(l) = i + 1, and
µk(i+ 1) = i+ 1 for all k from 1 to i, hence wi,1(l) = i+ 1. On the other hand
l − 1
µ−1i−→ l − 2
µ−1i−1
−→ l − 3
µ−1i−2
−→ . . .
µ−11−→ l− i − 1 = a+ b,
w(a+ b) = c, and µ(c) = c, hence wi,1(l− 1) = c. In particular wi,1(α) is negative and 6= −α.
We will also need to know that the intertwining periods are multiplicative in a certain sense.
Proposition 9.2. Let l1 and l2 be positive integers, l = l1 + l2, choose u1 = uc1 for c1 ∈
I(1, . . . , 1︸ ︷︷ ︸
l1
), u2 = uc2 for c2 ∈ I(1, . . . , 1︸ ︷︷ ︸
l2
), and set wi = uiθ(ui)
−1. Set u = diag(u1, u2) ∈ G, so
that the Weyl element w = uθ(u)−1 is equal to diag(w1, w2). Let χ
i
1 ⊗ · · · ⊗ χ
i
li
be an unramified
character of Ali which is A
ui
li
-distinguished, si ∈ C
li(wi,−1), so that s = (s1, s2) belongs to
Cl(w,−1). Denote by φsi the normalized unramified vector in πi,si = ν
si,1χi1× · · ·× ν
si,liχili , and
by φs that in
πs = π1,s1 × π2,s2 ,
then one has
Jχ(w, φs, s) = Jχ1(w1, φs1 , s1)Jχ2(w2, φs2 , s2).
Proof. Take si ∈ D
J
χi(wi). Then writing
B = diag(Bl1 , Bl2)N(l1,l2),
one has B(u) = diag(Bl1(u1), Bl2(u2))N
θ
(l1,l2)
. We thus obtain
Jχ(w, φs, s) =
∫
B(u)\H
φs(uh)dh =
∫
B(u)\P θ
(l1,l2)
φs(uh)dh
∫
Bl1 (u1)\Hl1
∫
Bl2 (u2)\Hl2
φs(diag(u1h1, u2h2)dh1dh2
=
∫
Bl1(u1)\Hl1
φs1(u1h1)dh1
∫
Bl2(u2)\Hl2
φs2(u2h2)dh2 = Jχ1 (w1, φs1 , s1)Jχ2(w2, φs2 , s2).
Now consider two generic unramified representations of Gn and Gm respectively,
π = χ1 × · · · × χn
and
π′ = χ′1 × · · · × χ
′
m.
Then by the inductivity relation of the Rankin-Selberg L-factors proved in [J-PS-S.83, Proposition
(9.4)], one has:
L(s, π, π′) =
∏
i,j
L(s, χi, χ
′
j),
where the factors L(s, χi, χ
′
j) are those defined in Tate’s thesis. By [M.11, Theorem 5.3], the Asai
L-factors also satisfy a similar relation:
L+(s, π) =
∏
i<j
L(s, χi, χj)
∏
k
L(s, χk|F×),
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and
L−(s, π) =
∏
i<j
L(s, χi, χj)
∏
k
L(s, ηE/Fχk|F×).
Notice that for π as above (and in fact it is true for any standard module but we don’t need
this result here):
L+(s, π)L−(s, π) = L(s, π, πθ).
Now suppose that σi = χi,1 × · · · × χi,ni is an unramified generic representation of Gni for
i = 1, . . . , t. We identify π = σ1 × · · · × σt with χ1,1 × · · · × χt,nt via the map
f 7→ [g 7→ f(g)(In1 , . . . , Int)].
In particular we will talk of the normalized spherical vector φ ∈ π, hence of the normalized
spherical vecor φs in πs for s ∈ C
t. The following lemma is an immediate consequence of the
Gindikin-Karpelevic formula of [L.71].
Lemma 9.3. Suppose that n = n1 + · · ·+ nt, and let σ = σ1 ⊗ · · · ⊗ σt be a generic unramified
representation of Gn1 × · · · × Gnt . We write [1, n] = [I1, . . . , It], with Ii of length ni, and for
1 ≤ j ≤ t− 1 let τj = (j, j + 1). If φ is the normalized spherical vector in π = σ1 × · · · × σt, one
has
Aσ(τj , s)φs =
L(sj − sj+1, σj , σ
∨
j+1)
L(sj − sj+1 + 1, σj , σ∨j+1)
φτj(s).
Before we state the next result, let’s identify two intertwining periods seen as intertwining
periods for the same representation, but induced from different Levi subgroups. As in Section
we start with n = (n1, . . . , nt) a self-dual partition of n, and P = Pn = MN the corresponding
parabolic subgroup of G. As in Section 8.2.1, we let u ∈ R(P\G/H) be the P -admissible element
corresponding to the open orbit, and w = wt = uθ(u)
−1 the associated permutation matrix.
We then consider σ = σ1 ⊗ · · · ⊗ σt be a generic unramified representation of Gn1 × · · · × Gnt ,
with σi = χi,1 × · · · × χi,ni . We set χ = χi,1 ⊗ · · · ⊗ χi,ni , it is an unramified character of A.
Note that σ∨i canonically identifies with χ
−1
i,1 × · · · × χ
−1
i,ni
via the pairing given by integrating
on Bni\Gni . We moreover suppose that σ is M
u-distinguished, i.e. that σw(i) = (σ
θ
i )
∨ for all
i, or equivalently σw(i) = σ
∨
i as the σi’s are unramified. With the chosen identifications, this is
equivalent to χw(i),j = χ
−1
i,j for all i and j. Note that for s ∈ C
t(w,−1), the representation σ[s]
is still Mu-distinguished, and in this situation there is a canonical Mu-invariant linear form on
σ[s] given by:
L(ψs) =
∫
B∩Mu\Mu
ψs(m)dm.
The corresponding open intertwining period attached to a flat section fs : G→ Vσ is then
Jσ(w, fs, s, L) =
∫
P (u)\H
L(fs)(h)dh.
As the linear form L is canonical, we set
Jσ(w, fs, s) = Jσ(w, fs, s, L)
Now identify π = σ1 × · · · × σt and χ1,1 × · · · ⊗ χt,nt as already explained, then an immediate
generalization of the computation before [J-L-R.99, Theorem 36] shows the equality:
Jσ(w, fs, s) = Jχ(w, fs, s).
We can now state the main result of this section, which is the explicit computation of the
open intertwining period of Section 8 for spherical vectors.
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Theorem 9.1. Let r be a positive integer, t = 2r, and n = (n1, . . . , nt) be a self-dual partition of
n, and w = wt ∈ St. Let σi be an unramified generic representation of Gni for i = 1, . . . , t, and
suppose that σ∨wt(i) = σ
θ
i . Write [1, n] = [I1, . . . , Ir, Jr, . . . , J1], with each interval Ik and Jk of
length nk. Set for s ∈ C
t(w,−1), πs = ν
s1σ1× · · · × ν
stσt and φs the normalized spherical vector
in πs. Then
Jσ(w, φs, s) =
 ∏
1≤i<j≤r
L(si − sj, (σ
θ
j )
∨, σθi )L(si + sj , σi, σ
θ
j )
L(si − sj + 1, (σθj )
∨, σθi )L(si + sj + 1, σi, σ
θ
j )
 r∏
k=1
L+(2sk, σk)
L−(2sk + 1, σk)
.
Proof. We take s ∈ DJχ(w) as it is sufficient to prove the equality there, hence all the integrals
we consider will be absolutely convergent. We proceed exactly as in [J-L-R.99, Proposition 39],
where the case r = 1 is treated, with an induction on r. We suppose r ≥ 2. We denote by β the
permutation of [1, n] which acts like this on the intervals: J1 → I2, I2 → I3, . . . , Ir−1 → Ir, Ir →
Jr, Jr → Jr−1, . . . , J2 → J1. For 1 ≤ i ≤ r − 1, write
[1, n] = [A1, . . . , Ar, Br, . . . , Bi+1, B1, Bi, . . . , B2],
with each Ak and Bk of size nk, then define βi as the permutation exchanging Bi+1 and B1.
Similarly for 1 ≤ j ≤ r − 1, write
[1, n] = [A1, . . . , Aj+1, B1, Aj+2, . . . , Ar, Br, . . . , B2],
with each Ak and Bk of size nk, then define β
′
j as the permutation exchanging Aj+1 and B1. One
can decompose β as
β = β′1 ◦ · · · ◦ β
′
r−1 ◦ βr−1 ◦ · · · ◦ β1.
Counting the number of inversions, we see that ℓ(β) = ℓ(β′1)+ · · ·+ℓ(β
′
r−1)+ℓ(βr−1)+ · · ·+ℓ(β1).
Hence we can factorize A(β, s) as
A(β, s) = A(β′1, β
′
2 ◦ · · · ◦ β1(s)) ◦ · · · ◦A(β2, β1(s)) ◦A(β1, s)
We set
γi = βi ◦ · · · ◦ β1
for 1 ≤ i ≤ r − 1, and
wi = γi ◦ w ◦ γ
−1
i .
We also put
γ′j = β
′
j ◦ · · · ◦ β
′
r−1 ◦ βr−1 ◦ · · · ◦ β1 = β
′
j ◦ · · · ◦ β
′
r−1 ◦ γr−1
for 1 ≤ j ≤ r − 1, and:
w′j = γ
′
j ◦ w ◦ γ
′
j
−1
.
Hence, writing
[1, n] = [A1, . . . , Ar, Br, . . . , Bi+2, B1, Bi+1, . . . , B2]
with Ak and Bk of length nk, wi exchanges Ak and Bk for all k. Similarly, writing
[1, n] = [A1, . . . , Aj , B1, Aj+1, . . . , Ar, Br, . . . , B2],
then w′j exchanges Al and Bl for all l. Setting w0 = w, γ0 = Id, w
′
r = wr−1, and γ
′
r = γr−1, we
claim that
Jγi−1(χ)(wi−1, φγi−1(s), γi−1(s)) =
L(s1 − si+1, (σ
θ
i+1)
∨, σθ1)
L(s1 − si+1 + 1, (σθi+1)
∨, σθ1)
Jγi(χ)(wi, φγi(s), γi(s)) (4)
for 1 ≤ i ≤ r − 1 and
Jγ′j+1(χ)(w
′
j+1, φγ′j+1(s), γ
′
j+1(s)) =
L(s1 + sj+1, σj+1, σ
θ
1)
L(s1 + sj+1 + 1, σj+1, σθ1)
Jγ′j(χ)(w
′
j , φγ′j(s), γ
′
j(s)) (5)
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for 1 ≤ j ≤ r−1. Indeed, by Lemma 9.1 applied to the restriction of wi−1 to [A1, Ai+1, Bi+1, B1],
and βi, we can apply Proposition 9.1 repeatedly, and this gives the equality
Jγi−1(χ)(wi−1, φγi−1(s), γi−1(s)) = Jγi(χ)(wi, A(βi, γi−1(s))φγi−1(s), γi(s)).
Similarly Lemma 9.2 applied to the restriction of w′j+1 to [A1, Aj+1, B1, Bj+1], and β
′
j , allows to
apply Proposition 9.1 repeatedly, and this gives the equality
Jγ′j+1(χ)(w
′
j+1, φγ′j+1(s), γ
′
j+1(s)) = Jγ′j(χ)(w
′
j , A(β
′
j , γ
′
j+1(s))φγ′j+1(s), γ
′
j(s)).
Equalities (4) and (5) now follow from Proposition 9.3. Hence we get that:
Jχ(w, φs, s) =
∏
1≤i≤r−1
L(s1 − si+1, (σ
θ
i+1)
∨, σθ1)L(s1 + si+1, σi+1, σ
θ
1)
L(s1 − si+1 + 1, (σθi+1)
∨, σ1)L(s1 + si+1 + 1, σi+1, σθ1)
Jβ(χ)(β
−1wβ, φβ(s), β(s))
However β−1wβ = wr ◦ w−, where if one writes
[1, n] = [A1, B1, A2, . . . , Ar, Br, . . . , B2],
the permutation wr exchanges A1 and B1, whereas w
− exchanges Ai and Bi for 2 ≤ i ≤ r. In
particular, setting s− = (s2, . . . , sr,−sr, . . . ,−s2), σ
− = σ2 ⊗ . . . σr ⊗ σ
∨
r ⊗ . . . σ
∨
2 and applying
Proposition 9.2 and the case r = 1, we obtain:
Jσ(w, φs, s) = Jχ(w, φs, s) = ∏
2≤i≤r
L(s1 − si, (σ
θ
i )
∨, σθ1)L(s1 + si, σi, σ
θ
1)
L(s1 − si + 1, (σθi )
∨, σ1)L(s1 + si + 1, σi, σθ1)
 L+(2s1, σ1)
L−(2s1 + 1, σ1)
Jσ−(w
−, φs− , s
−)
The statement follows by induction.
Finally, we just say a word about the easier case where E = F ×F , with θ(x, y) = (y, x) for x
and y in F . In this situation the statement of Theorem 9.1 is still valid, and can be proved in a
similar but easier fashion. It is in fact a direct consequence of the Gindikin-Karpelevich formula
thanks to Equality (3).
9.2 Ramified proportionality constants
In this paragraph, we will use a local-global method to obtain an explicit expression of the con-
stant ασ(s) of Proposition 8.1, when the intertwining period is induced from a discrete series
representation. We take E/F a quadratic extension of p-adic fields, and DF a division algebra of
odd index d over its center F . Thanks to Lemma 5 and the proof of Theorem 6 in [K.04], we can
choose l/k a quadratic extension of number fields, such that:
1) there is a unique place v0 of k lying over p and F ≃ kv0 .
2) v0 is non split in l, and if w0 is the place of l dividing it, then E ≃ lw0 .
3) every infinite place of k splits in l.
Thanks to the Brauer-Hasse-Noether theorem ([P-R.91, Theorem 1.12]), we also choose D a
division algebra with center k, such that Dv0 = DF : it automatically splits at every infinite place
because its index is odd. We denote by θ the the involution associated to l/k, hence to lv/kv
for every place v of k. The central simple l-algebra Dl = D ⊗k l is also a division algebra. Now
the group Gi is as in Section 3.1 for i ∈ N, as well as the other associated subgroups such as
Hi = G
θ
i . For t = 2r a positive even integer, and m = (m1, . . . ,mt) a self-dual partition of m,
we consider for each i between 1 and r a quasi-square integrable representation δi of Gmi , and
suppose that δt+1−i = (δ
θ
i )
∨ for all i between 1 and t. We set w = wt and A = Al. Thanks to
Corollary 4.1, for i = 1, . . . , r, we consider δi as the component at the (only) place (dividing) v0
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of a cuspidal automorphic representation σi of Gmi(Dl ⊗l A) such that JL(σi) is also cuspidal,
and JL(σi)v0 = JL(σi)w0 = JL(δi) (the first equality is our convention). We then set
σ = σ1 ⊗ · · · ⊗ σr ⊗ (σ
θ
r )
∨ ⊗ · · · ⊗ (σθ1)
∨ = σ1 ⊗ · · · ⊗ σt.
It is a cuspidal automorphic representation of M(A), and there is a unique r ∈ Ct(w,−1) such
that σr is trivial on AM , this observation will thus allow to consider the global intertwining period
attached to σ and w. For s ∈ Ct(w,−1), we define as usual πs = Ind
Gm
Pm
(σ[s]). The linear form
L : ψs ∈ σ[s] 7→
∫
(AM)uM(l)u\M(A)u
ψs(m)dm
is defined by convergent integrals thanks to [A-G-R.93, Proposition 1], and it provides a lin-
ear form Lv (independant of s) on each σv[s], which is (Mv)
u ∩ Kv-invariant and cancelled by
Lie((Mv)
u) when v is infinite, and (Mv)
u-invariant when v is finite. Notice that when v is infinite,
such a linear form automatically extends to a unique continuous (Mv)
u-invariant linear form on
σv[s]
∞
by [B-D.92, Theorem 1]. By local multiplicity one, this implies that the global intertwining
period attached to a flat section fs = ⊗
′
v∈P(k)fv,s in πs decomposes for s ∈ C
t(w,−1)∩D(w, qσ)
with qσ large enough, as an infinite product of the intertwining periods studied in Section 8.2 for
good choices of Lv:
Jσ(w, fs, s) =
∏
v∈P(k)
Jσv (w, fv,s, s, Lv).
Moreover, thanks to Theorem 9.1, Remark 8.1 and its non inert analogue, and Corollary 8.1,
for some good choice of decomposable f , we obtain the following result.
Proposition 9.3. For some choice of decomposable f , the function s 7→ Jσ(w, fs, s) is nonzero.
In fact, taking S as in Propositions 6.7 and 6.8, the fs above can be taken such that fv,s is
spherical for v /∈ S. We set
Jσ,S(w, fs, s) =
∏
v∈S
Jσv (w, fv,s, s, Lv)
and
JSσ (w, fs, s) =
Jσ(w, fs, s)
Jσ,S(w, fs, s)
.
We enlarge S if necessary, so that it contains all places v of k such that D is non split. Hence
for s ∈ Ct(w,−1)∩D(w, qσ) with qσ large enough, Theorem 9.1 and its split analogue yields the
following equality where both sides converge:∏
1≤i<j≤r
LS(si − sj + 1, (JL(σj)
θ)∨, JL(σi)
θ)LS(si + sj + 1, JL(σi), JL(σj)
θ)×
r∏
k=1
LS,−(2sk + 1, JL(σk))J
S
σ (w, fs, s)
=
∏
1≤i<j≤r
LS(si−sj , (JL(σj)
θ)∨, JL(σi)
θ)LS(si+sj, JL(σi), JL(σj)
θ)
r∏
k=1
LS,+(2sk, JL(σk)). (6)
By extension of meromorphic identities Equality (6) is true everywhere. Using the relation
LS(JL(σr), JL(σr)
θ) = LS,+(s, JL(σr))L
S,−(s, JL(σr)) and after simplifications, we obtain the
following equality of meromorphic functions:
JSτr(σ)(w,A(τr , s)fs, τr(s))
JSσ (w, fs, s)
=
LS,−(2sr, JL(σr))
LS,−(1− 2sr, JL(σr))
LS,+(−2sr, JL(σr))
LS,+(1 + 2sr, JL(σr))
. (7)
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Applying Proposition 6.7, we deduce:
JSτr(σ)(w,A(τr , s)fs, τr(s))
JSσ (w, fs, s)
=
∏
v∈S
γ−(2sr, JL(σr,v), ψv)γ
+(−2sr, JL(σr,v), ψv). (8)
We will need the following elementary lemma.
Lemma 9.4. Let (p1, . . . , pl) be a finite family of prime numbers, and let r belong to N
×, then
the family of functions (p
−sj
i )i=1,...,l,j=1,...,r of the variable s ∈ C
r is algebraically independent
over C.
Proof. We recall that if u1, . . . , um are different complexe numbers, then the functions of the
complex variable t: eu1t, . . . , eumt, are linearly independent over C (by a Vandermonde deter-
minant argument for example). This implies at once that if a1, . . . , al are linearly independent
over Z, then the functions ea1t, . . . , ealt are algebraically independent over C. By the prime
factorization theorem, this applies to the family a1 = ln(p1), . . . , al = ln(pl), hence for all
i = 1, . . . , r, the functions (psi1 , . . . , p
si
l ) are algebraically independent over C. Now suppose
that P (ps11 , . . . , p
s1
l , . . . , p
sr
1 , . . . , p
sr
l ) = 0 for P a polynomial with coefficients in C. Writing this
equality ∑
i1,...,il
Ai1,...,il(p
s1
1 , . . . , p
s1
l , . . . , p
sr−1
1 , . . . , p
sr−1
l )p
i1sr
1 . . . p
ilsr
l = 0,
and fixing s1, . . . , sr−1, we deduce that Ai1,...,il(p
s1
1 , . . . , p
s1
l , . . . , p
sr−1
1 , . . . , p
sr−1
l ) = 0 for all values
of s1, . . . , sr−1. By induction we deduce that P = 0, which proves the statement of the Lemma.
It has the following corollary, which generalizes [K.04, Lemma 3].
Lemma 9.5. Let F be a finite set of primes, and for each prime p ∈ F , let Rp(s1, . . . , sr) be an
element of C(p−s1 , . . . , p−sr), such that∏
p∈F
Rp(s1, . . . , sr) = 1,
Then each Rp ∼ 1.
Proof. Write Rp = Ap/Bp, with Ap and Bp in C[p
−s1 , . . . , p−sr ]− {0}. This implies that∏
p∈F
Ap(s1, . . . , sr) =
∏
p∈F
Bp(s1, . . . , sr).
By Lemma 9.4, we can read this ∏
p∈F
Ap(Xp) =
∏
p∈F
Bp(Xp),
with the variables Xp,i algebraically independent. Hence we can specialize all Xp except one (say
p0) to xp ∈ C
r such that Ap(xp) 6= 0, from which we get Ap0 ∼ Bp0 .
Now considering for each place v of k, the proportionality constants αv = ασ,v defined in
Propositions 8.1 and 8.2. Using the functional equation of global intertwining periods and global
Asai L-functions with our unramified and Archimedean computations, we obtain the following
formula.
Theorem 9.2. Let δ = δ1 ⊗ · · · ⊗ δt be a discrete series representation of M with t = 2r and
δt+1−i = (δ
θ
i )
∨, let ψ be a non trivial character of E, trivial on F . Then one has the up to scalar
equality of meromorphic functions on Cn(w,−1):
αδ(s) ∼ γ
−(2sr, JL(δr), ψ)
−1γ+(−2sr, (JL(δr))
∨, ψ)−1.
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Proof. We consider l,k, σ, π etc. as in the beginning of the section, hence σv0 = δ. Let
∏
v∈P(k) ψv
a non trivial character of Al trivial on l + Ak such that ψv0 = ψ. We take S and fs with the
same requirements as those before Equality (8), in particular v0 ∈ S. Thanks to the functional
equation of Jσ(w, fs, s) (Equation (2) of Section 8.1) and the local functional equations for v ∈ S,
we have: ∏
v∈S
αv(s) =
Jτr(σ),S(w,A(τr , s)fs, τr(s))
Jσ,S(w, fs, s)
=
JSσ (w, fs, s)
JSτr(σ)(w,A(τr , s)fs, τr(s))
which is in turn equal to∏
v∈S
γ−(2sr, JL(σr,v), ψv)
−1γ+(−2sr, (JL(σr,v)
θ)∨, ψv)
−1
thanks to Equation (8). Then thanks to Proposition 8.3 and Lemma 9.5, using our assumption
on v0, we deduce as expected that
αv0(s) ∼ γ
−(2sr, JL(σr,v0 ), ψv0)
−1γ+(−2sr, (JL(σr,v0 )
θ)∨, ψv0)
−1.
10 Distinguished representations of GL(m,D)
Following the authors of [L-M.14], we make the following definition.
Definition 10.1. • Let (∆1, . . . ,∆t) be a sequence of cuspidal segments, we say that they
form a ladder if there is a cuspidal representation ρ such that ∆i = [ai, bi]ρ, with a1 > · · · >
at and b1 > · · · > bt. We also say that the discrete series δ1 = L(∆1), . . . , δt = L(∆t) form
a ladder in this case. We say that the ∆i’s (or the δi’s) form an anti-ladder if the ∆wt(i)
form a ladder.
• We say that the ladder is proper if ∆i+1 ≺ ∆i for all i, and that the anti-ladder is proper
if ∆i ≺ ∆i+1 for all i.
• If (δ1, . . . , δt) is a ladder of discrete series, we call the Langlands’ quotient L(δ1, . . . , δt) of
the standard module δ1 × · · · × δt a ladder representation, or just a ladder. We say that it
is proper if (∆1, . . . ,∆t) is proper.
In this section, we will use the functional equation of p-adic open periods to classify distin-
guised ladder representations. We will also show that thanks to our method, we in fact only
need Beuzart-Plessis’ result in the cuspidal case (see Section 10.4 for the reduction to this case).
The main step will be to understand the singularities of these open periods, this will be done in
Section 10.3. Many proofs of known results for G = GL(m,E) are valid for G = GL(m,DE).
Whenever we refer for non split G to a result proved only in the split case, this means that the
proof still holds for the inner form without modification.
10.1 Distinguished induced representations
We complete the results of Paragraph 5.2, the notations are the same. Most of the results here
are consequences of Proposition 5.4. We first recall Proposition [O.17, Proposition 7.1].
Proposition 10.1. Let σ be a representation of M such that HomM∩H(σ,C) 6= 0, then Ind
G
P (σ)
is H-distinguished. Moreover for λ ∈ HomM∩H(σ,C), the linear map
Jσ(., λ) : f 7→ Jσ(f, λ) =
∫
P∩H\H
λ(f(h))dh
is H-invariant on IndGP (σ), and the map λ 7→ Jσ(., λ) is injective.
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We now suppose that P = P(m1,...,mt) is self dual, and let u be the element of R(P\G/H)
attached to w = wt, with t even or odd. Then the following is a consequence of Theorem 8.1
(see [G.15, Proposition 2.3] and more generally [O.17, Proposition 7.2]). The definition of Jσ
hereunder is straightforward when t is odd (we only defined it when t is even) and the properties
of such a map are the same according to [B-D.08].
Proposition 10.2. With notations as above, and σ = σ1⊗· · ·⊗σt is a finite length representation
of M , such that HomMu(σ,C) 6= {0}, then if L ∈ HomMu(σ,C) − {0}, there is an element
a ∈ Ct(w,−1)− {0}, and o ∈ Z (and in fact necessarily in N), such that
ΓL : f 7→ lim
s→0
soJσ(w, fsa, sa, L)
defines a nonzero H-invariant linear form on IndGP (σ).
Remark 10.1. The integer m is indeed in N, because of Remark 8.1.
Let us state some consequences of the results stated above. We have the following result due
to Gurevich.
Proposition 10.3. A standard module δ1 × · · · × δt of G is distinguished if and only if there is
ǫ ∈ St such that δǫ(i) = (δ
θ
i )
∨ for all i, and δǫ(i) is moreover θ-distinguished if ǫ(i) = i.
Proof. One direction is [G.15, Proposition 3.4], its proof is essentially based on Remark 5.1.
The converse direction is explained in [M-0.17, Proposition 2.9], and uses Propositions 10.1 and
10.2.
Corollary 10.1. If π is an irreducible representation of G, which is H-distinguished, then π∨ =
πθ.
Proof. It is a consequence of the statement [M-0.17, Proposition 2.9], the Langlands’ quotient
theorem, and (2) of Proposition 5.2.
Let’s go back to the setting of Proposition 10.2 and Remark 10.1. A favorable situation is
when o = 0. This is the case in the following situation.
Proposition 10.4. In the situation of Proposition 10.2, suppose that among all ui ∈ R(P\G/H),
the only Muiui -distinguished Jacquet module rMui ,M (σ) is rMu,M (σ) = σ, then Jσ(w, . , s, L) is
holomorphic at 0. Moreover, the map
L 7→ Jσ(w, . , 0, L)
is an isomorphism between HomMu(σ,C) and HomH(ind
G
P (σ),C). The inverse map between
HomH(ind
G
P (σ),C) and HomMu(σ,C) ≃ HomHu(ind
Hu
Mu(σ),C) ≃ HomH(C
∞
c (P\PuH, δ
1/2
P σ),C)
is given by the following isomorphism composed with the natural isomorphisms above
J 7→ J
|C∞c (P\PuH,δ
1/2
P σ)
.
Proof. It follows from Proposition 5.4 that there is a natural injection of HomH(ind
G
P (σ),C) into
HomMu(σ,C) in this situation. However [O.17, Proposition 7.2] and its proof show that the map
L 7→ Jσ(w, . , 0, L)
is an injection in the other direction. The two maps can be shown to be inverse of each other.
The proposition above applies in the following situation.
Proposition 10.5. Let σ = δ1⊗· · ·⊗ δt be such that Ind
G
P (σ) is a standard module, and suppose
moreover that δi and δj are not isomorphic whenever i 6= j. If HomMu(σ,C) 6= 0, then we are in
the situation of Proposition 10.4, and HomH(Ind
G
P (σ),C) is one dimensional.
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Proof. This is the content of the proof of [G.15, Proposition 3.6].
We will also need to apply Proposition 10.4 to the following extra cases.
Proposition 10.6. Let δ1 = L(∆i), . . . , δt = L(∆t) be an anti-ladder of discrete series, such
that there is a cuspidal unitary representation ρ, with ∆i = [ai, bi]ρ, and at+1−i = −bi for all i.
Suppose moreover that the ∆i and ∆i+1 are juxtaposed if they are linked. Set
σ = δ1 ⊗ · · · ⊗ δt.
Then the condition HomMu(σ,C) 6= 0 is equivalent to the condition HomH(Ind
G
P (σ),C) 6= 0. If
HomMu(σ,C) 6= 0, then we are in the situation of Proposition 10.4 (and HomH(Ind
G
P (σ),C) is of
dimension 1).
Proof. We do an induction on t, the case t = 1 being trivial. If t ≥ 2, we write each δi under
the form L([ci, di]ρ), and we only need to consider the Jacquet modules rMa,M (δ1 ⊗ · · · ⊗ δt)
with a ∈ R(P\G/H), and ma a ρ-adapted sub-partition (see Remark 5.1 and the conventions
there for the notations here) of m. By Proposition 5.4, it is enough to show by induction that if
rMa,M (δ1⊗· · ·⊗δt) isM
ua
a -distinguished, then ua = u. Hence we assume that rMa,M (δ1⊗· · ·⊗δt) is
Muaa -distinguished. We write δj = [δj,1, . . . , δj,t], with each δj,l corresponding to a possibly empty
segment (i.e. not appearing in δj) of length of length mj,l where a = (mj,l). Let i0 be the largest
integer ≥ 1 such that δ1,i0 appears in δ1, so that δ1 = [. . . , δ1,i0 ]. The Jacquet module
rMa,M (δ1 ⊗ · · · ⊗ δt) = (δ1,i0 ⊗ · · · ⊗ δ1,1)⊗ · · · ⊗ (δi0,t ⊗ · · · ⊗ δi0,1)⊗ · · · ⊗ (δt,t ⊗ · · · ⊗ δt,1)
being Muaa -distinguished forces δi0,1 = (δ
θ
1,i0
)∨, and this implies that i0 = t because of the
anti-ladder condition and the condition on the left and right ends of the segments. We write
δt = [δt,1, . . . ]. Suppose that there was k0 > 1 such that δt = [δt,1, δt,k0 , . . . ], then we would
have δk0 = [. . . , δk0,t]. The only way that δ1 and δk0 would be non linked or juxtaposed, which
respects the anti-ladder condition is that δ1 = δ1,t, and this is absurd as δt and δ1 have the
same length. Thus δt = δt,1 and so δ1 = δ1,t = (δ
θ
t )
∨. Writing b = (ai,j)2≤i≤t−1,2≤j≤t−1,
and M ′ =M(m2,...,mt−1), then rMb,M ′(δ2 ⊗ · · · ⊗ δt−1) is M
ub
b -distinguished, and we conclude by
induction. The space HomH(Ind
G
P (σ),C) has dimension one because HomMu(σ,C) has dimension
one.
Proposition 10.7. Let δ1, . . . , δt be a proper ladder of discrete series, with t = 2r a positive
even integer. Set σ = δ1 ⊗ · · · ⊗ δt. Suppose moreover that δr and δr+1 are juxtaposed and
set τr = (r r + 1). If HomMu(σ,C) 6= 0, then Proposition 10.4 applies to Ind
G
P (τr(σ)) (and
HomH(Ind
G
P (τr(σ)),C) is of dimension 1).
Proof. We do an induction on r. If r = 1, then we are in the anti-ladder situation of Proposition
10.6. If r ≥ 2, we have τr(1) = 1 and τr(t) = t. Each δi is of the form L([ci, di]ρ), and we only
need to consider the Jacquet modules rMa,M (δτr(1) ⊗ · · · ⊗ δτr(t)) with a ∈ R(P\G/H), and ma
a ρ-adapted sub-partition. Suppose that rMa,M (δτr(1) ⊗ · · · ⊗ δτr(t)) is M
ua
a -distinguished. We
proceed as in the proof above, and write again δj = [δj,1, . . . , δj,t]. Let i0 be the smallest integer
≥ 1 such that δ1,i0 appears in δ1, so that δ1 = [δ1,i0 , . . . ]. Then δi0,1 = (δ
θ
1,i0
)∨, this implies
that i0 = t because of the ladder condition and because δt = (δ
θ
1)
∨. Hence δt = [δt,1, . . . ] with
δt,1 = (δ
θ
1,i0 )
∨. As δt = (δ
θ
1)
∨, this in turn implies that δt = δt,1 and that δ1 = δ1,t. Writing
b = (ai,j)2≤i≤t−1,2≤j≤t−1, and M
′ = M(m2,...,mt−1), then rMb,M ′(δτr(2) ⊗ · · · ⊗ δτr(t−1)) is M
ub
b -
distinguished, and we conclude by induction. The multiplicity one statement is proved as in
Proposition 10.6.
10.2 Properties of p-adic open periods
In this quite technical section, we establish that local open periods are compatible in a certain
way with the associativity of parabolic induction (of ×), see Proposition 10.9 for the precise
37
meaning of this sentence. This property is not so easy to prove, if one wants to be rigorous. We
will need to collect much more precise information than that given in Theorem 8.1 about the
cone of convergence of local open periods. The setting is that of Section 3.1. Let m1, . . . ,mr
be positive integers, with mr = n + n
′ for n and n′ ∈ N. We set m = 2(m1 + · · · + mr),
m = (m1, . . . ,mr,mr, . . . ,m1), and m
′ = (m1, . . . ,mr−1, n, n
′, n′, n,mr−1, . . . ,m1), and intro-
duce the following self-dual parabolic subgroups of G = G2(m1+···+mr) with their standard Levi
decompositions (notice that U here is not the unipotent radical of the standard Borel subgroup
of GL(n,E) as in Section 9.1):
P = Pm =MN, Q = Pm′ = LU.
For u ∈ C, we consider
τu = τ1 ⊗ · · · ⊗ τr−1 ⊗ (µ[u]× µ
′)⊗ ((µ′
∨
)θ × (µ∨)θ[−u])⊗ (τ∨r−1)
θ ⊗ · · · ⊗ (τ∨1 )
θ
a finite length representation of M , with µ and µ′ representations of Gn and Gn′ respectively.
We set t = 2r and w = wt, and for s ∈ C
t(w,−1), we denote by
Φ : F 7→ F (.)(Imr , Imr )
the canonical isomorphism corresponding to associativity of parabolic induction from IndGP (τu[s])
to πs,u = Ind
G
Q(τ [s, u]), where we set
τ [s, u] =
τ1[s1]⊗· · ·⊗τr−1[sr−1]⊗µ[sr+u]⊗µ
′[sr]⊗(µ
′∨)θ[−sr]⊗(µ
∨)θ[−u−sr]⊗(τ
∨
r−1)
θ[−sr−1]⊗· · ·⊗(τ
∨
1 )
θ[−s1],
and by F : f 7→ Ff its inverse isomorphism. Now we denote by
A(u) = A(µ′∨)θ⊗(µ∨)θ (w2, (0,−u))
the standard intertwining operator from (µ′∨)θ × (µ∨)θ[−u] to (µ∨)θ[−u]× (µ′∨)θ. Denote by I
the linear form on C∞(P(n,n′)\Gmr , δPm,m′ ) given by
I : j 7→
∫
P(n,n′)\Gmr
j(g)dg =
∫
Kmr
j(k)dk.
We denote by R(A) the subset of C where the intertwining operator A is holomorphic. For
u ∈ R(A), one defines a linear form
Iu : f ⊗ f
′ 7→ I(< f,A(u)f ′
θ
>)
on
(µ[u]× µ′)⊗ ((µ′
∨
)θ × (µ∨)θ[−u]).
This linear form belongs to the set
Hom
M
θw2
(mr,mr)
((µ[u]× µ′)⊗ ((µ′
∨
)θ × (µ∨)θ[−u]),C)− {0}.
For u still in R(A), this gives birth to a linear form Lu ∈ HomMθw (τu,C)− {0} defined by
Lu : v1 ⊗⊗ · · · ⊗ vr−1 ⊗ f ⊗ g ⊗ v
∨
r−1 ⊗ · · · ⊗ v
∨
1 7→ Iu(f ⊗ g)
r−1∏
i=1
< vi, v
∨
i > .
We also define, for w′ = wt+2, the linear form ℓ ∈ HomLθw′ (τ [s, u],C)−{0} for all s and u by
ℓ : v1 ⊗⊗ · · · ⊗ vr−1 ⊗ v ⊗ v
′ ⊗ v′
∨
⊗ v∨ ⊗ v∨r−1 ⊗ · · · ⊗ v
∨
1 7→< v, v
∨ >< v′, v′
∨
>
r−1∏
i=1
< vi, v
∨
i > .
We will need a few technical results, the first one being the following.
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Lemma 10.1. Let fs,u be a flat section of πs,u, and set Fs,u = Ffs,u . For fixed g ∈ G, the vector
F0,u(g) can be written as a finite sum∑
i
λi(u)v1,i ⊗⊗ · · · ⊗ vr−1,i ⊗ fi,u ⊗ f
′
i,u ⊗ v
∨
r−1,i ⊗ · · · ⊗ v
∨
1,i,
where fi,u and f
′
i,u are respectively flat sections of µ[u] × µ
′ and (µ′
∨
)θ × (µ∨)θ[−u], and the
functions λi are holomorphic. Moreover, the map u 7→ Lu(F0,u(g)) is holomorphic in the variable
u on R(A).
Proof. The element g is fixed. By definition (and smoothness and admissibility properties), one
can write
F (u)(g) := F0,u(g)
as a finite sum ∑
i
λi(u)v1,i ⊗⊗ · · · ⊗ vr−1,i ⊗ fi,u ⊗ f
′
i,u ⊗ v
∨
r−1,i ⊗ · · · ⊗ v
∨
1,i,
where the fi,u’s belong to a basis of the space of flat sections in τ [u]×τ
′ (with possibly fi,u = fj,u
for i 6= j), the f ′i,u’s belong to a basis of the space of flat sections in (τ
′∨)θ × (τ∨)θ[−u], and for
fixed k, the vk,i’s belong to a basis τk, and the v
∨
k,i’s belong to a basis τk. Moreover two pure
tensors with different indices i are never equal. Now for all (k1, k2) ∈ Kmr ×Kmr , one has
(F (u)(g))(k1, k2) =
∑
i
λi(u)vt,i ⊗⊗ · · · ⊗ v2,i ⊗ fi(k1)⊗ f
′
i(k2)⊗ v
∨
2,i ⊗ · · · ⊗ v
∨
t,i.
Because
F (u)(g)(k1, k2) = F (u)(diag(k1, k2)g)(Imr , Imr ) = f0,u(diag(k1, k2)g),
and as f0,u is a flat section, the map u 7→ F (u)(g)(k1, k2) is holomorphic in the variable u for all k1
and k2 in Gm1 . However, as the map a 7→ a|Kmr is injective on τ [u]×τ
′ and (τ ′
∨
)θ×(τ∨)θ[−u], this
implies that the functions u 7→ λi(u) are also holomorphic. Now by definition, in a neighbourhood
of u0 where A(.) is holomorphic, the map u 7→ Lu(F (u)(g)) is equal to
∑
i
λi(u)
r−1∏
j=1
< vj,i, v
∨
j,i > I(< fi,u, A(u)f
′θ
i,u >), (9)
and I(< fi,u, A(u)f
′θ
i,u >) is just a finite sum of functions of the form < fi,u(k), A(u)f
′
i,u(k
θ) >
for k ∈ Kmr . This ends the proof.
We keep the same notations as above.
Lemma 10.2. There are positive real numbers x, α and β, such that for any u and any coefficient
cu of the representation
τu = τ1 ⊗ · · · ⊗ τr−1 ⊗ (µ[u]× µ
′),
there is Cu ∈ R>0, which satisfies for all (g1, . . . , gr) ∈ Gm1 × · · · ×Gmr :
|cu(g1, . . . , gr−1)| ≤ Cu||g1||
x . . . ||gr−1||
x||gr||
α|Re(u)|+β.
Proof. Writing g = diag(g1, . . . , gr−1, gr), it is enough to prove the result when cu is of the form
cu(g) = c1(g1) . . . cr−1(gr−1)cr,u(gr),
where each ci is a coefficient of τi for i ≤ r − 1, and cr,u is a coefficient of µ[u]× µ
′. The result
then follows directly from Lemma 3.1 (note that for fixed u, any function in µ[u] × µ′ can be
extended to a flat section).
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We now need to go deeper into the technicalities of [B-D.08]. We denote by uw the element
of R(P\G/H) such that uwθ(u
−1
w ) = w, and set H
′ = uwHu
−1
w = G
θw . A norm map, that we
denote ||.||BD, is defined before [B-D.08, Proposition 2.14] on the set M ∩H
′\M . We won’t really
need its definition as the reader shall see in the proof of the following lemma, we will in fact use
another norm. However, the constant r in Theorem 2.16 of [B-D.08] depends on this norm so
we temporarily introduce it because we first need a majorization of this constant. As we already
used the letter r for something else, we will denote it by r0. This constant always exists by the
results of [L.08] and [K-T.10] but we shall in fact reprove this fact in our context, it can be taken
to be any real number which satisfies that for any vu ∈ τu, there is Cu ∈ R>0 such that
|Lu(τu(m)vu)| ≤ Cu||m||
r0
BD
for all m in M (where we write ||m||BD for ||(M ∩H
′).m||BD).
Lemma 10.3. There are two positive real numbers x and y such that for any u ∈ R(A) and any
vu ∈ τu, there is Cu ∈ R>0 such that
|Lu(τu(m)vu)| ≤ Cu||m||
x|Re(u)|+y
BD
for all m in M . If moreover vu is of the form F0,u(g) for g ∈ G independant of u, one can take
u 7→ Cu to be continuous.
Proof. Now, denoting by ||.||0 the norm ||m||0 = ||θw(m)
−1m|| onMθw\M , it is shown in Section
3.2 of [L.08] that there are C′ > 0 and c′ > 0, such that ||.||BD ≤ C
′||.||c
′
0 . The map
Φ : (m1, . . . ,mr,m
′
r, . . . ,m
′
1) 7→ ((m
′
1)
−θm1, . . . , (m
′
r)
−θmr)
identifies Mθw\M and Gm1 × · · · × Gmr , and ||Φ( . )|| = ||.||0. Moreover the map Lu(τu( . )vu)
on Mθw\M can be identified via Φ to a coefficient cu of the representation
τ1 ⊗ · · · ⊗ τr−1 ⊗ (µ[u]× µ
′).
Hence for any r0 ∈ R, to say that
|Lu(τu(m)vu)| ≤ C
′C||m||c
′r0
0
for all m in M amounts to saying that
|cu(x)| ≤ C
′C||x||c
′r0
for all x ∈ Gm1 × · · · × Gmr . The first part of the statement of the lemma now follows from
Lemma 10.2. If moreover vu = F0,u(g), then the second part of the statement is a consequence
of the discussion above and Equality (9) in the proof of Lemma 10.1.
We keep on digging into [B-D.08]. In Theorem [B-D.08, 2.16], the authors use in a crucial
manner a certain function ǫ, the properties of which we shall use soon. Let us first recall its
definition, keeping the same notations. We extend τu to P trivially on N , and define for u ∈ R(A)
a map from G to HomC(τu,C) which vanishes outside PH
′, and is defined on PH ′ by the formula:
ǫs,u(ph
′) = δ
1/2
P (p)Lu ◦ τu[s](p
−1).
The following proposition contains important properties of ǫs,u, from which we deduce a result
about the holomorphy of intertwining periods.
Proposition 10.8. There are positive real numbers a and b such that if we set
U(a, b) = {(s, u), u ∈ R(A), s ∈ Ct(w,−1) ∩D(w, a|Re(u)|+ b)},
the following assertions are satisfied:
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1. If fs,u is a flat section in πs,u and Fs,u = Ffs,u , the map
(s, u, g) 7→ ǫs,u(g)(Fs,u(guw))
is continuous on the open set U(a, b)×G.
2. For (s, u) ∈ U(a, b) and any F (s, u) ∈ indGP (τu[s]), the map g 7→ ǫs,u(g)F (s, u)(guw) is
continuous on G and left δP -equivariant, moreover
Jτu(w,F (s, u), s, Lu) =
∫
K∩P\K
ǫs,u(k)(F (s, u)(kuw))dk.
3. For Fs,u as in 1, the map
(s, u)→ Jτu(w,Fs,u, s, Lu)
is holomorphic on U(a, b).
Proof. Property 1 is the most difficult. Suppose that the sequence (sk, uk, gk) converges to
(s, u, g) ∈ U(a, b)×G, we want to show that ǫsk,uk(gk)(Fsk,uk(gkuw)) tends to ǫs,u(g)(Fs,u(guw)).
If g is not in the closure PH ′ of PH ′, then the property is immediate and the limit is zero. If
it is sufficient to consider gk ∈ PH
′. Hence we write gk = nkmkhk with nk ∈ N, mk ∈ M and
Hk ∈ H
′. We distinguish two cases:
a) g ∈ PH ′.
b) g /∈ PH ′.
In case a), the map gkg
−θw
k = nk(mkm
−θw
k )n
−θw
k tends to an element in NMθw(N). However,
as θw(N) is opposite toN , the map (n,m, n
′) 7→ nmn′ is a homeomorphism fromN×M×θw(N) to
NMθw(N) (see for example before [C, Proposition 1.3.2]) and nk converges to an element n ∈ N .
This implies that mkm
−θw
k also tends to an element ofM . Then by [B-D.08, Proof of Proposition
2.12, end of p. 254], we deduce that mk converges to m ∈M , hence that hk converges to h ∈ H .
We now write
ǫsk,uk(gk)(Fsk,uk(gkuw)) = δP (mk)
1/2ηsk(hkuw)Luk(τuk(mk)F0,uk(gkuw)) (10)
and notice that F0,uk(gkuw) = F0,uk(guw) for k large enough so case a) follows from Lemma 10.1.
It remains to treat case b): we want to show that for a and b large enough in the statement of
the proposition, the sequence ǫsk,uk(gk)(Fsk,uk(gkuw)) tends to zero. Thanks to Equation (10),
we deduce for k large enough:
|ǫsk,uk(gk)(Fsk,uk(gkuw))| ≤ δP (mk)
1/2|ηsk(m
−1
k )ηsk(gkuw)||Luk(τuk(mk)F0,uk(guw))|.
By the second part of Lemma 10.3, we obtain
|ǫsk,uk(gk)(Fsk,uk(gkuw))| ≤ CukδP (mk)
1/2|ηsk(m
−1
k )ηsk(gkuw)||mk||
x|Re(uk)|+y
BD
with Cu continuous with respect to u. The quantity Cuk converges to Cu, and ηsk(gkuw) converges
to ηs(guw) hence they are bounded. Now by [B-D.08, Proposition 2.14] (taking gn := g
−1
n as we
consider PH and not HP here), there is A > 0 such that
||mk||
x|Re(uk)|+y
BD ≤ Aη(x|Re(uk)|+y)r0(mk)
for some r0 ∈ C
t(w,−1) ∩ Rt, so |ǫsk,uk(gk)(Fsk,uk(gkuw))| is bounded by
|ηsk−(x|Re(uk)|+y)r0(m
−1
k )| =
r∏
i=1
(
ν(mk,i)
ν(mk,2r+1−i)
)−(Re(si)−(x|Re(uk)|+y)r0,i)
.
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For a and b large enough, the sequence (Re(sk,i) − (x|Re(uk)| + y)r0,i)i=1,...,r converges to an
element in (a1, . . . , ar) such that a1 > a2 > · · · > ar > 0, in particular one can find real numbers
bi and cisuch that b1 > a1 > c1 > b2 > a2 > c2 > · · · > br > ar > cr > 0, and for k large enough:(
ν(mk,i)
ν(mk,2r+1−i)
)−(Re(sk,i)−(x|Re(uk)|+y)r0,i)
≤ max
((
ν(mk,i)
ν(mk,2r+1−i)
)−bi
,
(
ν(mk,i)
ν(mk,2r+1−i)
)−ci)
.
We consider the finite number of elements d = (d1, . . . , dr,−dr, . . . ,−d1) of C
t(w) with d1 >
· · · > dr > 0 such that for each i, di = bi or ci. Thanks to the previous inequality, we have
|ηsk−(x|Re(uk)|+y)r0(m
−1
k )| ≤ maxd
ηd(m
−1
k ),
but the right hand side of this inequality tends to zero according to [B-D.08, Proposition 2.12,
(iii)], and this concludes the proof of the statement 1.
We now fix until the end of the proof a and b such that point 1 is true. Then the first part of
point 2 is immediate from the definitions and point 1. The second part can be found in the proof
of [B-D.08, Theorem 2.16].
Finally for fixed k, the integrand ǫs,u(k)(F (s, u)(kuw)) is holomorphic in the variables (s, u) ∈
U(a, b) and for (s, u) in a compact set C of U(a, b), the integrand is bounded on C ×K thanks
to point 1. As we integrate on K which is compact, this implies that Jτu(w,Fs,u, s, Lu) is
holomorphic on U(a, b).
We now apply the technical propositions above. We recall that for u ∈ R(A), the intertwining
period Jτu(w,Fs,u, s, Lu) is meromorphic in the variable s. Moreover, by the proposition above,
considered as a map of two variables, it is holomorphic on the connected open set U(a, b). On
the other hand, setting w′ = wt+2 ∈ St+2, τ = τ [0, 0] and
s(u) = (s1, . . . , sr−1, sr + u, sr,−sr,−u− sr,−sr−1, . . . ,−s1) ∈ C
t+2,
the map Jτ (w
′, fs,u, s(u), L) is meromorphic as a map of the variable (s, u) ∈ C
t(w,−1)×C. We
set
z = diag(In+n′ ,
(
In′
In
)
)
and
b(z) = diag(Im1 , . . . , Imr−1 , z, Imr−1 , . . . , Im1).
We are going to prove that for u fixed in R(A), the meromorphic functions Jτu(w, ρ(b(z))Ffs,u , s, Lu)
and Jτ (w
′, fs,u, s(u), ℓ) of the variable s are equal.
Proposition 10.9. Take u ∈ R(A) and s ∈ Ct(w,−1), then for all f ∈ π:
Jτu(w, ρ(b(z))Ffs,u , s, Lu) = Jτ (w
′, fs,u, s(u), ℓ).
Proof. First note that for fixed u ∈ R(A), it is sufficient to prove the equality for s ∈ D(w,α(u))
for α(u) large enough, hence we can suppose that (s, u) belongs to U(a, b). Moreover as U(a, b)
is open and connected, and the intertwining periods on each side of the equality are holomorphic
as functions of (s, u) on this set, they will agree if they do an open subset of U(a, b) of the form
{(s, u) ∈ U(a, b), Re(u) > β}. We will take β large enough for A to be given by an absolutely
convergent integral and also greater than the constant qτ of the statement Theorem 8.1. Hence we
can thus suppose that Re(u) > β, and that for such a fixed u, the vector s belongs to D(w,α(u))
for α(u) large enough so that the intertwining periods on both sides of the equation are given by
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absolutely convergent integrals. For • ∈ M2mr , we set
a(•) =

Im1 −δIm1
. . . . .
.
Imr−1 −δImr−1
•
Imr−1 δImr−1
. .
. . . .
Im1 δIm1

.
In particular, for
x =

In −δIn
In′ −δIn′
In′ δIn′
In δIn
 ,
the matrix a(x) is the representative in R(Q\G/H) which corresponds to w′, whereas for
y =
(
Imr −δImr
Imr δImr
)
,
the matrix a(y) is the representative in R(P\G/H) which corresponds to w. We notice that
x = zyz−1 = zyz, hence a(x) = b(z)a(y)b(z). One has
Jτ (w
′, fs,u, s(u), ℓ) =
∫
Q(a(x))\Gθ
ℓ(fs,u(a(x)h))dh
=
∫
Qθw′ \Gθw′
ℓ(fs,u(ha(x)))dh =
∫
Lθw′ \Gθw′
ℓ(fs,u(ha(x)))dh
=
∫
Lθw′ \Gθw′
ℓ(fs,u(hb(z)a(y)b(z)))dh =
∫
Lθw\Gθw
ℓ(fs,u(b(z)ha(y)b(z)))dh
=
∫
Mθw\Gθw
∫
Lθw\Mθw
ℓ(fs,u(b(z)mha(y)b(z)))dmdh
For H a subgroup of G, we denote by H ′ its intersection with the group G′ of matrices
diag(Im1 , . . . , Imr−1 , g, Imr−1 , . . . , Im1)
with g ∈ G2mr . The integral over L
θw\Mθw can be rewritten:∫
Lθw\Mθw
ℓ(fs,u(b(z)mha(y)b(z)))dm =
∫
L′θw\M ′θw
ℓ(fs,u(b(z)mha(y)b(z)))dm
=
∫
Q′θw\M ′θw
(∫
L′θw\Q′θw
ℓ(fs,u(b(z)qmha(y)b(z)))δ
−1
Q′θw
(q)dq
)
dm.
We define the matrix
v(x1, x2) = diag(Im1 , . . . , Imr−1 ,
(
In x1
In′
)
,
(
In x2
In′
)
, Imr−1 , . . . , Im1)
for x1, x2 ∈ Mn,n′ . The inner integral above is thus equal to∫
Q′θw\M ′θw
(∫
x1∈Mn,n′
ℓ(fs,u(b(z)v(x
θ
1, x1)mha(y)b(z))dx1
)
dm
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=∫
Q′θw\M ′θw
(∫
x1∈Mn,n′
ℓ(fs,u(b(z)v(0, x1)mha(y)b(z))dx1
)
dm
=
∫
Q′θw\M ′θw
ℓ
(∫
x1∈Mn,n′
fs,u(b(z)v(0, x1)mha(y)b(z))dx1
)
dm = Lu(Fs,u(ha(y)b(z)))
Hence
Jτ (w
′, fs,u, s(u), ℓ) =
∫
Mθw\Gθw
Lu(Fs,u(ha(y)b(z)))dh =
∫
P (a(y))\Gθ
Lu(Fs,u(a(y)hb(z)))dh
and we recognize the integral defining the intertwining period Jτu(w, ρ(b(z))Ffs,u , s, Lu).
10.3 Poles of certain p-adic open periods
The following result is a consequence of multiplicity one. We send the reader back to Propositions
10.1 and 10.2 for a better understanding of the following result. In what follows, if we write
lims→a Ls = L for some linear form Ls on an induced representation πs, it will mean that La is
a linear form on πa, and lims→a Ls(fs) tends to La(fa) for any flat section fs.
Proposition 10.10. Let π be a distinguished representation of Gm, such that π×π is irreducible
(in particular π is irreducible hence πθ = π∨ by Corollary 10.1). Take
λ ∈ HomMθ
(m,m)
(π ⊗ π,C)− {0},
and
L ∈ Hom
M
θw2
(m,m)
(π ⊗ π,C)− {0}.
Then Jπ⊗π(w2, ., (−s, s), L) has a pole at zero, and if this pole has order k ≥ 1, one has:
lim
s→0
skJπ⊗π(w2, ., (−s, s), L) ∼ Jπ⊗π(., λ).
Proof. By proposition 10.2, there is k ≥ 0 such that the linear form lims→0 s
kJπ⊗π(w2, ., (−s, s), L)
is nonzero. As it lives together with Jπ⊗π(., λ) in the line (Theorem 5.1) HomH2m(π × π,C), the
relation lims→0 s
kJπ⊗π(w2, ., (−s, s), L) ∼ Jπ⊗π(., λ) follows. It remains to show that k ≥ 1, but
if k was equal to 0, this would imply that Jπ⊗π(., λ) is non vanishing on the space
C∞c (P(m,m)\P(m,m)uw2H2m, δ
1/2
Pm,m
π ⊗ π),
a contradiction.
We can extend the result above to the following useful situation. Let π be distinguished
representation of Gmr+1 , such that π× π is irreducible (in particular π
θ = π∨). Let σ1, . . . , σr be
finite length representations of Gm1 , . . . , Gmr . Set m = 2(
∑r+1
i=1 mi), t = 2r, and
m = (m1, . . . ,mr+1,mr+1, . . . ,m1).
Set w = wt+2, σ = σ1⊗ . . . σr ⊗ π⊗ π⊗ (σ
θ
r )
∨⊗ · · · ⊗ (σθ1)
∨, and define ℓ ∈ HomMθwm
(σ,C)−{0},
by
ℓ : v1 ⊗ · · · ⊗ vr ⊗ v ⊗ v
∨ ⊗ v∨r ⊗ · · · ⊗ v
∨
1 7→< v, v
∨ >
r∏
i=1
< vi, v
∨
i >,
We set P = Pm, G = Gm, H = Hm and denote by u0 the element of R(P\G/H) corresponding
to w.
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Proposition 10.11. With notations as above, set
H = {s ∈ Ct+2(w,−1), sr+1 = 0}.
Then there is f ∈ IndGP (σ) such that for any a ∈ H,
lim
s→a
Jσ(w, fs, s, ℓ) =∞.
Proof. We set m′ = (m1, . . . ,mr, 2mr+1,mr, . . . ,m1), Q = Pm′ , w
′ = wt+1 and denote by u1
the (admissible) element of R(Q\G/H) corresponding to w′. Let LU be the standard Levi
decomposition of Q, and ℓ′ be the linear form
ℓ′ : v ⊗ v∨ 7→< v, v∨ >
on π ⊗ π, and take any hsr+1 ∈ ν
sr+1π × ν−sr+1π. For i = 1, . . . , r, take vi and v
∨
i such that
< vi, v
∨
i > 6= 0, and take k large enough so that L∩Km(k) fixes v1⊗· · ·⊗vr⊗hr+1⊗v
∨
r ⊗· · ·⊗v
∨
1 .
We set H(k) = H∩u−11 Km(k)u1, and define a map fs on G supported on Qu1H(k) = ULu1H(k)
(which is open in G) by the formula
fs(ulu1h) = δ
1/2
Q (l)σ1(l1)v1 ⊗ · · · ⊗ σr(lr)vr ⊗ hsr+1(lr+1)⊗ (σ
θ
r )
∨(lr+2)v
∨
r ⊗ · · · ⊗ (σ
θ
1)
∨(lt+1)v
∨
1 .
This map belongs to πs, and
Jσ(w, fs, s, ℓ) ∼ Jπ⊗π(w2, hsr+1 , (sr+1,−sr+1), ℓ
′).
Indeed, set n = m1 + · · ·+mr,
G′ = {g′(g) := diag(In, g, In), g ∈ G2mr+1} < G,
H ′ = H ∩G′, P ′ = P ∩G′, and u′0 = g
′
(
Imr+1 −δImr+1
Imr+1 δImr+1
)
. Then for s ∈ DJσ(w), one has
Jσ(w, fs, s, ℓ) =
∫
Q(u1)\H
∫
P ′(u′0)\H
′
ℓ(fs(u0h
′h))dh′dh =
∫
Q(u1)\H
∫
P ′(u′0)\H
′
ℓ(fs(u
′
0h
′u1h))dh
′dh
=
∫
Q(u1)∩H(k)\H(k)
∫
P ′(u′0)\H
′
ℓ(fs(u
′
0h
′u1h))dh
′dh
∼
r∏
i=1
< vi, v
∨
i >
∫
P ′(u′0)\H
′
ℓ′(hsr+1(u
′
0h
′))dh′ ∼
∫
P ′(u′0)\H
′
ℓ′(hsr+1(u
′
0h
′))dh′
= Jπ⊗π(w2, hsr+1 , (sr+1,−sr+1), ℓ
′).
The statement of the proposition now follows from Proposition 10.10.
Remark 10.2. Keeping the notations of the proof of Proposition 10.11, we denote by λ the up
to scalar unique element of HomMθ2mr+1
(π × π,C). We define Λ ∈ Hom
M
θ
w′
m′
(σ,C) − {0} by
Λ : v1 ⊗ · · · ⊗ vr ⊗ v ⊗ v
∨ ⊗ v∨r ⊗ · · · ⊗ v
∨
1 7→ λ(v ⊗ v
∨)
r∏
i=1
< vi, v
∨
i > .
For s ∈ Ct+2(w,−1), we set s− = (s1, . . . , sr, 0,−sr, . . . ,−s1) ∈ C
t+1(w′,−1) and we define
Jσ(w
′, ., s−,Λ) to be the meromorphic continuation of the following linear form (given by con-
vergent integrals for s− ∈ D(w′, rσ) for rσ large according to [B-D.08, Theorems 2.8 and 2.16]
again)
Jσ(w
′, ., s−,Λ) : fs− 7→
∫
Q(u1)\H
Λ(fs−(u1h))dh.
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For k as in Proposition 10.10, we define
F (s) = skr+1Jσ(w, ., s, ℓ),
it would be interesting to know if it satisfies the relation
F (s)|H = Jσ(w
′, ., s−,Λ).
We notice that P (u0) ⊂ Q(u1), and also that P (u0)\Q(u1) ≃ P
′(u′0)\H
′. We formally have
Jσ(w, fs, s, ℓ) =
∫
Q(u1)\H
∫
P ′(u′0)\H
′
ℓ(fs(u0h
′h))dh′dh.
By Proposition 10.10, we know that
lim
sr+1→0
skr+1
∫
P ′(u′0)\H
′
ℓ(fs(u0h
′h))dh′ =
∫
P ′∩H′\H′
Λ(fs−(u1h
′h))dh′,
hence
lim
sr+1→0
skr+1Jσ(w, fs, s, ℓ) =
∫
Q(u1)\H
∫
P ′∩H′\H′
Λ(fs−(u1h
′h))dh′dh
= Jσ(w
′, fs− , s
−,Λ).
But the intertwining periods are defined by integrals only in some cone, and the inversion of the
limit and of the integral does not make sense as there is no reason that the cone of convergence
should intersect H...
Now, as a consequence of the results above and those of Section 10.2, we state and prove the
main result of the section (and one of the main results of the paper as well).
Theorem 10.1. Let (δ1 = L(∆1), . . . , δt = L(∆t)) be a proper ladder of discrete series with
t = 2r a positive even integer, write σ = δ1 ⊗ · · · ⊗ δt, and suppose that
HomMθw
(m1,...,mt)
(δ1 ⊗ · · · ⊗ δt,C)
is nonzero for w = wt. Take L ∈ HomMθw
(m1,...,mt)
(δ1⊗ · · · ⊗ δt,C)−{0}, and write δr = δ[sr] with
δ∨ = δθ, so that δr+1 = δ[−sr]. More generally write σ[s] for σ[s], with
s = (0, . . . , 0, s− sr, sr − s, 0, . . . , 0),
i.e.
σ[s] = δ1 ⊗ · · · ⊗ δr−1 ⊗ δ[s]⊗ δ[−s]⊗ δr+2 · · · ⊗ δr.
Suppose that ∆r and ∆r+1 are juxtaposed, then the open period
Jσ[t](w, ., s, L) := Jσ[s](w, ., s, L)
is holomorphic at s = −sr, whereas if ∆r and ∆r+1 are non juxtaposed and if L(∆r ∩∆r+1) is
distinguished, then the open period Jσ[s](w, ., s, L) has a pole at s = −sr.
Proof. First, according to Proposition 10.5, the intertwining period Jσ[s](w, ., s, L) is well defined
and holomorphic at s = sr, in particular it defines a meromorphic function of s. Notice that
Proposition 10.7 gives the first part of the statement, i.e. that Jσ[s](w, ., s, L) is holomorphic at s =
−sr if ∆r and ∆r+1 are juxtaposed. Suppose now that ∆r and ∆r+1 are linked non juxtaposed.
Write ∆(a) = ∆r ∩∆r+1, it is a non empty centered segment. Write ∆(b) = ∆r+1−∆(a), it is a
possibly empty segment. Write moreover δa = L(∆(a))[sr ], and δb = L(∆(b))[sr ], so that δ is the
unique irreducible quotient of δb× δa. Notice that δa[−sr] = L(∆(a)) = (L(∆(a))
∨)θ = (δ∨a )
θ[sr].
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Call A : δb[s] × δa[s] → δ[s] the (unique up to scaling) nonzero intertwining operator, which we
can choose independant of s, and pick similarly B : (δ∨a )
θ[−s]× (δ∨b )
θ[−s]→ δ[−s]. Set
γ[s] = δ1 ⊗ · · · ⊗ δr−1 ⊗ (δb[s]× δa[s])⊗ ((δ
∨
a )
θ[−s]× (δ∨b )
θ[−s])⊗ δr+2 ⊗ · · · ⊗ δt.
Then A and B define a surjective intertwining operator
C = Idδ1 ⊗ · · · ⊗ Idδr−1 ⊗A⊗B ⊗ Idδr+2 · · · ⊗ Idδr : γ[s]→ σ[s].
Notice that if Fs is a flat section in Ind
G
P (γ[s]), then C(Fs) is a flat section in πs = Ind
G
P (σ[s]), and
any flat section in πs is of that form. Setting L0 = L◦C, and taking a flat section Fs ∈ Ind
G
P (µ[s]),
then by definition, with obvious notations, one has
Jσ[s](w,C(Fs), s, L) = Jγ[s](w,Fs, s, L0).
Hence we just need to prove that Jγ[s](w,Fs, s, L0) has a pole at s = −sr for some F . Now notice
that
γ[−sr] = δ1 ⊗ · · · ⊗ δr−1 ⊗ (δb[−sr]× L(∆(a))) ⊗ (L(∆(a)) × (δ
∨
b )
θ[sr])⊗ δr+2 ⊗ · · · ⊗ δt.
To compare with the notations of Section 10.2, one has δi = τi for i ≤ r−1, L(∆(b))[sr ] = δb = µ,
and L(∆(a))[sr ] = δa = µ
′, a flat section Fs is of the form Fs,u, for
s = (0, . . . , 0, s,−s, 0, . . . , 0),
and u = 0, γ = τ0 (i.e. τu for u = 0) and finally L0 is in fact Lu for u = 0. In this case,
according to Proposition 7.1, the standard intertwining operator from L(∆(a))[−u]×(L(∆(b))∨)θ
to (L(∆(b))∨)θ×L(∆(a))[−u] is holomorphic at u = 0 because ∆(a) and (∆(b)∨)θ are juxtaposed
segments. Then we set
γ′[s] = δ1 ⊗ · · · ⊗ δr−1 ⊗ δb[s]⊗ δa[s]⊗ (δ
∨
a )
θ[−s]⊗ (δ∨b )
θ[−s]⊗ δr+2 ⊗ · · · ⊗ δt
and take fs to be a flat section in
πs = δ1 × · · · × δr−1 × δb[s]× δa[s]× (δ
∨
a )
θ[−s]× (δ∨b )
θ[−s]× δr+2 × · · · × δt,
so with the notations of Section 10.2 is τ [s, u] for u = 0 and s as above. We define
ℓ ∈ Hom
M
θwt+2
(m1,...,mt)
(γ′,C)
as in Section 10.2. According to Proposition 10.9, one has:
Jγ[s](w, ρ(b(z))Ffs , s, L0) = Jγ′[s](wt+2, fs, s, ℓ).
Equivalently
Jγ[s](w,Ffs , s, L0) = Jγ′[s](wt+2, ρ(b(z))fs, s, ℓ),
(z = z−1) for any flat section fs ∈ πs. However, as L(∆(a)) is distinguished, the local open
period Jγ′[s](wt+2, gs, s, ℓ) has a pole at s = −sr for some flat section gs ∈ πs according to
Proposition 10.11. As ρ(b(z))gs is a finite sum
∑
i λi(s)fi,s for fi,s independent flat sections
in πs, and λi(s) holomorphic functions of s, i.e. gs =
∑
i λi(s)ρ(b(z))fi,s, this implies that
Jγ′[s](wt+2, ρ(b(z))fs, s, ℓ) has a pole at s = −sr for f = fi for some i. This implies that
Jγ[s](w,Ffs , s, L0), i.e. that Jσ[s](w,C(Ffs ), s, L) has a pole at s = −sr and as Ffs (hence
C(Ffs )) is also a flat section, this ends the proof.
Remark 10.3. It can be shown that the sufficient condition above is also necessary when the
standard module above is induced from two discrete series representations.
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10.4 Distinction of discrete series
We keep the notations of Section 3.1. We first show that our method reduces the use of [BP.17,
Theorem 1] for discrete series of G representations to its cuspidal case, which we thus assume,
i.e. we assume that a cuspidal representation ρ of G is distinguished if and only if JL(ρ) is.
We first start with a simple case of our main result to come on ladder representations. Its
proof already contains the main idea of the general proof, which is to use the functional equation
of the corresponding intertwining period. If ∆ = [a, b]ρ, we set Z(∆) = L(ν
lρbρ, . . . , νlρaρ), it is a
ladder representation, and it is also the unique irreducible submodule of νlρaρ× · · · × νlρbρ.
Proposition 10.12. Let ρ be a cuspidal representation of G and set l = lρ, then Z([−1/2, 1/2]ρ)
is distinguished if and only if ρ is ηl−1-distinguished.
Proof. If G = Gm, we denote by P = MN the standard parabolic subgroup of G2m attached
to the partition (m,m). We have JL(ρ) = Stl(ρ
′). First, we notice that if Z([−1/2, 1/2]ρ)
is distinguished, then νl/2ρ × ν−l/2ρ is distinguished. It then follows from Proposition 10.3
that ρ∨ = ρθ. Hence we can assume that ρ is conjugate self-dual while proving the statement
(we recall that by the cuspidal case of [BP.17, Theorem 1], if ρ is distinguished, it is indeed
conjugate self-dual as this is true in the split case). Set σ = ρ ⊗ ρ, by Proposition 10.4, the
intertwining period Jσ(w2, ., l/2, ℓ) is (up to scaling) the only nonzero invariant linear form on
νl/2ρ× ν−l/2ρ, and Jσ(w2, .,−l/2, ℓ) is (up to scaling) the only nonzero invariant linear form on
ν−l/2ρ × νl/2ρ. By Proposition 7.1, the intertwining operator Aσ(w2,−l/2) is well defined and
nonzero. As the space of intertwining operators between ν−l/2ρ × νl/2ρ and νl/2ρ × ν−l/2ρ is
one dimensional by adjunction and an easy Jacquet module computation, its image must be the
unique proper submodule of νl/2ρ × ν−l/2ρ as this submodule is a quotient of ν−l/2ρ × νl/2ρ
(see [T.90, Proposition 2.7]), so we deduce that Z([−1/2, 1/2]ρ) is distinguished if and only if
Jσ(w2, ., l/2, ℓ) vanishes on the image Aσ(w2,−l/2). By the functional equation (Theorem 9.2)
of Jσ(w2, ., s, ℓ) and Proposition 6.3, denoting by η any extension of η to GL(m/l, E), we have:
Jσ(w2, Aσ(w2, s)fs,−s, ℓ) ∼
C[q±s]×
L+(2s, ηlρ′)
L+(2s+ l, ρ′)
L+(−2s, ηl+1ρ′)
L+(−2s+ l, ηρ′)
Jσ(w2, fs, s, ℓ).
However, thanks to Proposition 6.1, the quotient
L+(2s, ηlρ′)
L+(2s+ l, ρ′)
L+(−2s, ηl+1ρ′)
L+(−2s+ l, ηρ′)
has a zero at s = −l/2 if and only if ρ′ is distinguished, i.e. if and only if Stl(ρ
′) is ηl−1-
distinguished, which is the same as ρ being ηl−1-distinguished. It thus follows that Jσ(w2, ., l/2, ℓ)
vanishes on the image of Aσ(w2,−l/2) if and only if ρ is η
l−1-distinguished.
As a consequence, we have the following result.
Lemma 10.4. Let ρ be a conjugate self-dual cuspidal representation of Gr, and set l = lρ. The
representation
πj(ρ) = ν
l(1−k)
2 ρ× · · · × ν
l(j−3)
2 ρ× Z([
j − 1
2
,
j + 1
2
]ρ)× ν
l(j+3)
2 ρ× · · · × νl
l(k−1)
2 ρ
(with j ≡ k mod 2) is not distinguished if j 6= 0, or if j = 0 (hence k is even) and ρ is ηl-
distinguished.
Proof. Set π = πj(ρ) and
τ = ν
l(1−k)
2 ρ⊗ · · · ⊗ ν
l(j−3)
2 ρ⊗ Z([
j − 1
2
,
j + 1
2
]ρ)⊗ ν
l(j+3)
2 ρ⊗ · · · ⊗ ν
l(k−1)
2 ρ.
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Let m = kr, and m = (r, . . . , r, 2r, r, . . . , r) with 2r in position k+j2 . If π is distinguished, then by
Proposition 5.4, there is an element a ∈ I(m) such that rMa,M (τ) is M
ua
a -distinguished. Notice
that the only nonzero Jacquet modules of τ are obtained forma = m, in which case rMa,M (τ) = τ ,
and ma = (r, . . . , r), in which case
rMa,M (τ) = ν
l 1−k2 ρ⊗ · · · ⊗ νl
k−1
2 ρ.
In the first case, writing a = (mi,j), for rMa,M (τ) to be M
ua
a -distinguished one should have
mi = mi,i(= 2r) for i =
k+j
2 . Hence in this case Z([
j−1
2 ,
j+1
2 ]ρ) should be distinguished, but this
is impossible if j 6= 0 because the central character of Z([ j−12 ,
j+1
2 ]ρ) is not unitary, and it is also
impossible if j = 0 and ρ is ηl-distinguished according to Proposition 10.12. In the second case,
the only possibility would be mi = mi,k+1−i, which is not the case.
We now recover the distinction result concerning discrete series representations of G. We recall
from the proof of [T.90, Proposition 2.7] that the kernel of the surjective intertwining operator
from ν
l(1−k)
2 ρ × · · · × ν
l(k−1)
2 ρ to Stk(ρ) is equal to the sum of the representations πj(ρ) from
j = 2− k to k − 2 with j ≡ k[2].
Proposition 10.13. Let ρ be a cuspidal representation of Gf , and l = lρ.
If k is odd: Stk(ρ) is distinguished if and only if ρ is.
If k is even: Stk(ρ) is distinguished if and only if JL(ρ) is η
l-distinguished, i.e if and only if ρ is
ηl-distinguished.
In both cases Stk(ρ) is distinguished if and only JL(Stk(ρ)) is distinguished.
Proof. We set M = M(f,...,f). First we start with k odd. If Stk(ρ) is distinguished, then by
Proposition 10.6, the representation ν
l(1−k)
2 ρ ⊗ · · · ⊗ ν
l(k−1)
2 ρ is Mu-distinguished, hence ρ is
distinguished. Conversely, if ρ is distinguished, as ρ∨ = ρθ, then ν
l(1−k)
2 ρ × · · · × ν
l(k−1)
2 ρ is
distinguished according to Proposition 10.2. However, no πj(ρ) is distinguished according to
Lemma 10.4, so Stk(ρ) is distinguished. When k = 2r is even, if Stk(ρ) is distinguished, then
again by Proposition 10.6, the Jacquet module ν
l(1−k)
2 ρ⊗· · ·⊗ν
l(k−1)
2 ρ isMu-distinguished, hence
ρθ ≃ ρ∨. We can thus consider, for
σ[s] = ρ[
l(1− k)
2
]⊗ · · · ⊗ ρ[
−3l
2
]⊗ ρ[s]⊗ ρ[−s]⊗ ρ[
3l
2
] · · · ⊗ ρ[
l(k − 1)
2
],
the intertwining period Jσ(w, ., s, L) with L ∈ HomMu(σ,C)−{0}. As we supposed that Stk(ρ) is
distinguished, it in particular implies that the linear form Jσ(w, .,−l/2, L) which is well defined
according to Proposition 10.6, must vanish on π0(ρ) = Im(Aσ(τr , l/2)) (Aσ(τr, l/2) is well defined
by Proposition 7.1). However, by Theorem 9.2, setting JL(ρ) = Stl(ρ
′) and denoting again by η
any extension of η to GL(f/l, E):
Jσ(τr , Aσ(τr, s)fs,−s, L) ∼
C[q±s]×
L+(2s, ηlρ′)
L+(2s+ l, ρ′)
L+(−2s, ηl+1ρ′)
L+(−2s+ l, ηρ′)
Jσ(τr, fs, s, L).
Making s tend to l/2 above, the only possibility is that the quotient
L+(2s, ηlρ′)
L+(2s+ l, ρ′)
L+(−2s, ηl+1ρ′)
L+(−2s+ l, ηρ′)
has a zero at s = l/2, i.e. that ρ′ is η-distinguished (and then also that Jσ(τr, ., s, L) is holomorphic
at l/2, this is in fact automatic but we don’t need to know it), i.e. that ρ is ηl-distinguished.
Conversely, if ρ is ηl-distinguished, the linear form Jσ(w, .,−l/2, L) vanishes on all πj(ρ) according
to Lemma 10.4, hence Stk(ρ) is distinguished.
Remark 10.4. For D = F , Theorem 10.13, which is [M.09, Corollary 4.2], was mainly proved
in [A-R.05], as a consequence of their proof of the equality of the Flicker and Langlands-Shahidi
Asai L-factor for discrete series. Here we give a different proof, even in the case D = F , which is
still local/global as in [A-R.05].
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10.5 Distinction of proper ladders
Now we recall [L-M.14, Theorem 1.1 (i)], which is valid for non split G as noticed in the intro-
duction of [ibid.].
Theorem 10.2. Let S be a standard module attached to a proper ladder (∆1, . . . ,∆t). Then the
kernel of the nonzero intertwining operator from S to L = L(∆1, . . . ,∆t) is equal to the sum for
i between 1 and t− 1 of the standard modules
Si = L(∆1)× · · · × L(∆i−1)× L(∆i ∪∆i+1)× L(∆i ∩∆i+1)× L(∆i+2)× · · · × L(∆t).
We want to know when certain H-invariant linear forms on S descend to L. Clearly, this is the
case if and only if each Si lies in the kernel of such a linear form. The following easy consequence
of Proposition 10.3, which is a special case of a part of the proof of [G.15, Theorem 4.2], will thus
be useful.
Lemma 10.5. Let ∆1, . . . ,∆t be a proper ladder, such that L(∆t+1−i) = (L(∆i)
θ)∨ for all i.
If t ≥ 2 is odd, then no Si is distinguished. If t = 2r is even, then no Si is distinguished for
i 6= r, and Sr is distinguished if and only L(∆r ∪∆r+1) is distinguished. This latter condition is
equivalent to L(∆r ∩∆r+1) being distinguished if ∆r and ∆r+1 are non juxtaposed.
Proof. Suppose that Si is distinguished. We set ∆
′
k = ∆k if k /∈ {i, i + 1}, ∆
′
i = ∆i ∩∆i+1 and
∆′i+1 = ∆i ∪∆i+1. Suppose that Si = ∆
′
1 × · · · ×∆
′
t is distinguished, and let ǫ be the associated
involution of Proposition 10.3 (with the convention that ǫ(i) = i if ∆′i is empty). We do an
induction on t ≥ 2. If t = 2, then L(∆1 ∩∆2)×L(∆1 ∪∆2) is distinguished, and as the segments
∆1 ∪ ∆2 and ∆1 ∩ ∆2 have different lengths, the involution ǫ must be the identity and we are
done. Suppose that t ≥ 3. First we consider the case i 6= 1.
If i < t − 1, then L(∆ǫ(t)) = (L(∆t)
θ)∨ must be equal to L(∆1), so ǫ(t) = 1. Hence if i 6= t − 1,
we conclude by induction applied to
L(∆2)× · · · × L(∆i−1)× L(∆i ∪∆i+1)× L(∆i ∩∆i+1)× L(∆i+2)× · · · × L(∆t−1).
If i = t− 1, then (L(∆t−1 ∪∆t)
θ)∨ should be equal to L(∆1) considering the end of the segment
associated to (L(∆t−1 ∪∆t)
θ)∨, and this is impossible for length reasons.
Finally the remaining case i = 1 is also impossible for the same argument as above, hence we
are done with the first assertion. For the second, write L(∆r ∩ ∆r+1) = Stk(ρ) for ρ
θ = ρ∨.
Then L(∆r ∪∆r+1) is of the form Stk+2b(ρ) for b ∈ N, and the assertion follows from Proposition
5.2.
Using Theorem 10.2, and Proposition 10.3, we easily obtain the following result. It is stated
and proved in [G.15] in different terms.
Proposition 10.14. Let L = L(∆1, . . . ,∆t) be a proper ladder representation, with t is odd. Then
L is distinguished if and only if L∨ = Lθ and the middle discrete series L(∆ t+1
2
) is distinguished.
Proof. We set δi = L(∆i), and w = wt. If L is distinguished, then the conditions L
∨ = Lθ
and L(∆ t+1
2
) distinguished are a consequence of Proposition 10.3, where we notice that the
ladder condition implies that ǫ = wt. Conversely, let M be the standard Levi subgroup of
which σ = δ1 ⊗ · · · ⊗ δt is a representation. If L
∨ = Lθ and L(∆ t+1
2
) is distinguished, i.e. if
HomMθw (σ,C) 6= 0, then
S = ∆1 × · · · ×∆t
is distinguished by Proposition 10.3 again, but no Si by Lemma 10.5. Hence L is distinguished.
Finally we are now able to prove the main theorem of the paper.
Theorem 10.3. Let L = L(∆1, . . . ,∆t) be a proper ladder representation, with t = 2r even.
Then L is distinguished if and only if L∨ = Lθ and L(∆r ∪∆r+1) is η-distinguished.
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Proof. We set
σ[s] = δ1 ⊗ · · · ⊗ δr−1 ⊗ δ[s]⊗ δ[−s]⊗ δr+2 ⊗ · · · ⊗ δt.
By Proposition 10.3, we can assume that σ is Mw-distinguished. In this situation, thanks to
Proposition 10.5, the ladder L is distinguished if and only if the H-invariant linear form Λ on S
descends to L. According to Lemma 10.4, this is equivalent to Λ being zero on Sr = Im(Mr),
where Mr is the regularized intertwining operator from Ind
G
P (σ[−sr]) to S = Ind
G
P (σ[sr]). We set
δ = Stk(ρ), and JL(ρ) = Stl(ρ
′), hence JL(δ) = Stkl(ρ
′). Let us write the functional equation in
this case:
Jσ(w,Aσ(τr, s)fs,−s, L) ∼
C[q±s]×
L+(2s, ηklρ′)
L+(2s+ kl, ρ′)
L+(−2s, ηkl+1ρ′)
L+(−2s+ kl, ηρ′)
Jσ(w, fs, s, L).
Notice that Jσ(w, ., sr , L) is always well defined. There are then two cases. Either ∆r and ∆r+1 are
juxtaposed, which amounts to saying that sr = lk/2. In this case Jσ(w, .,−sr, L) and Aσ(τr,−sr)
are well defined thanks to Theorem 10.1 and Proposition 7.1. The functional equation thus tells
us that Jσ(w,Aσ(τr ,−sr)fs, sr, L) will vanish for all f if and only if L
+(−2sr + kl, ρ
′) =∞, i.e.
if and only is ρ′ is distinguished. This is then equivalent to St2lk(ρ
′) being η-distinguished, i.e.
to JL(St2lk(ρ
′)) = L(∆r ∪∆r+1) being η-distinguished by Proposition 10.13.
Now if ∆r and ∆r+1 are linked but not juxtaposed, i.e. sr < lk/2. Then one has
L+(2sr, η
klρ′)
L+(2sr + kl, ρ′)
L+(−2sr, η
kl+1ρ′)
L+(−2sr + kl, ηρ′)
6= 0.
On the other hand Aσ(τr , s) has a simple pole at −sr, i.e. Mr = lims→−sr (s+sr)Aσ(τr, s). Hence
Jσ(w,Mrfs, sr, L) is zero for all f if and only if lims→−sr (s+ sr)Jσ(w, ., s, L) is zero. This is the
case if and only if Jσ(w, ., s, L) is holomorphic at s = −sr. In particular according to Theorem
10.1 this implies that L(∆r ∩ ∆r+1) is not distinguished, i.e. is η-distinguished. Conversely, if
L(∆r∩∆r+1) is η-distinguished, in particular not distinguished according to Proposition 5.2, this
implies that Sr is not distinguished thanks to Lemma 10.5, hence L is distinguished.
Remark 10.5. Notice that the above proof implies that Jσ(w, ., s, L) is holomorphic at s = −sr
if and only if L(∆r ∩∆r+1) is not distinguished, and moreover that if Jσ(w, ., s, L) has a pole at
s = −sr, then it is simple.
10.6 Distinguished ladder and unitary representations
The notations are as above. If δ is a unitary discrete series representation of G and k ≥ 1, we set
l = lδ and denote by u(δ, k) the ladder representation
u(δ, k) = L(ν
l(k−1)
2 δ, . . . , ν
l(1−k)
2 δ).
By [T.90], [B-R.04], and [S.09], any unitary representation of G can be written in a unique
manner as a commutative product of representations of the type:
• u(δ, k) for δ a unitary discrete series. We call u(δ, k) a Speh representation.
• ν−lδαu(δ, k)× νlδαu(δ, k) for δ a unitary discrete series, and α ∈]0, 1/2[.
If π = L1 × · · · × Lt is a commutative product of proper ladders, we say that π is θ-induced
if there is an involution ǫ ∈ St, such that L
∨
ǫ(i) = L
θ
i for all i, and Li is distinguished whenever
ǫ(i) = i. We say that proper ladder representations L1, . . . ,Lt are (mutually) unlinked if no
segment occurring in a Li is linked with a segment occurring in Lj if i 6= j, and in this case their
product is commutative. The following result, which is [G-M-M.17, Proposition 7.3], is true for
non split G with the same proof.
Proposition 10.15. Let L1, . . . ,Lt be mutually unlinked ladders, then the product L1 × · · · × Lt
is distinguished if and only if it is θ-induced.
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In particular, as a ladder representation is a product of unlinked proper ladder representations,
this classifies distinguished ladder representations in terms of distinguished discrete series (and in
fact cuspidal representations by Theorem 10.13). It also reduces the classification of distinguished
unitary representations to the following statement.
Theorem 10.4. Let δ1, . . . , δt be unitary discrete series representations with each δi of the form
L([−ai, ai]ρ) with ai ∈
1
2N, and ρ a conjugate self-dual cuspidal representation. The unitary
representation π = u(δ1, k1)× · · · × u(δt, kt) is distinguished if and only if it is θ-induced.
Proof. Each δi is a representation of Gli , and we set mi = kili and m = (m1, . . . ,mt). We
can always switch the order in the product, so that mi ≥ mi+1 for all 1 ≤ i ≤ t − 1. If π is
θ-induced, it is certainly distinguished as an application of Propositions 10.1 and 10.2. For the
converse direction, according to Proposition 5.4, it is enough to prove the following statement:
”let δ1, . . . , δt be unitary discrete series representations which have cuspidal support on the same
cuspidal line. If the unitary representation π = u(δ1, k1)×· · ·×u(δt, kt) induced from the standard
Levi M = Mm is such that µ = u(δ1, k1) ⊗ · · · ⊗ u(δt, kt) has a Jacquet-module rMa,M (µ) which
is θwa-distinguished for a ∈ I(m), then it is θ-induced.”
So let’s prove it by induction on t. It will be more convenient to write
u(δi, ki) = L(δi,1, . . . , δi,ki) = Li,
with δi,j ≻ δi,j+1. Thanks to our assumption, and the description of Jacquet modules of
ladder representations given in [K-L.12] (see the picture there for a visual description of lad-
ders and their Jacquet modules as well), we can write each δi,j as δi,j = [δ
t
i,j , . . . , δ
1
i,j ] with
(δki,1, δ
k
i,2, . . . , δ
k
i,ki−1
, δki,ki) forming a ladder of all k, so that if we set
Lki = L(δ
k
i,1, δ
k
i,2, . . . , δ
k
i,ki−1, δ
k
i,ki),
then Lki is a (possibly trivial) ladder, and the representation
L11 ⊗ L
2
1 ⊗ · · · ⊗ L
t−1
1 ⊗ L
t
1 ⊗ · · · ⊗ L
1
t ⊗ L
2
t ⊗ · · · ⊗ L
t−1
t ⊗ L
t
t
is θwa-distinguished. We select i0 the smallest integer between 1 and t, such that δ
i0
1,1 is non
trivial. If i0 = 1, then L
1
1 is conjugate selfdual. As δ
i0
1,1 corresponds to the upper right bit of
the ladder L11, then ((δ
i0
1,1)
θ)∨ corresponds to its lower left bit. The representation δi01,1 is also
the upper right bit of L1, and ((δ
i0
1,1)
θ)∨ its lower left bit because L1 is a Speh representation.
In particular L11 necessarily has k1 floors, and using the intuitive notation for concatenation of
ladder representations
L1 = [L
1
1, . . . ,L
t
1],
we see that it implies that L11 = L1. Notice that the visual picture of the ladder from [K-L.12] that
we use to describe it does not match with the notation L1 = [L
1
1, . . . ,L
t
1] which is more adapted to
Jacquet modules, right and left should be reversed. Hence if i0 = 1, we can conclude by induction
applied to
L2 × · · · × Lt.
If i0 > 1, then consider
Li0 = [L
1
i0 , . . . ,L
t
i0 ].
As Lσi0,1 = L
∨
1,i0
, then ((δi01,1)
θ)∨ is the lower left bit of the ”right” sub-ladder L1i0 of Li0 . As
m1 ≥ mi for all i, and because all Li are Speh representations, the beginning of the segment
corresponding to the representation ((δi01,1)
θ)∨ is the smallest of all beginnings of all segments
occurring in the Li’s. This implies that Li0 = Li0,1, hence that L1 = L1,i0 . We conclude by
induction applied to
L2 × · · · × Li0−1 × Li0+1 × · · · × Lr.
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