Abstract-There are always tradeoffs between security and performance, and security protocols are no exception. This report specifically focuses on one of the most common security protocols, Secure Sockets Layer (SSL), and its effect on the web server performance. Secure Socket Layer (SSL) is the most popular protocol used in the Internet for facilitating secure communications through authentication, encryption, and decryption. Although the use of SSL provides adequate security, it might lead to performance degradations compared to non-secure protocols. In this paper, we analyze the performance and impact of SSL on the web server in terms of the percentage of total processing time, memory available (in bytes), network interface bytes total per second and average disk queue length. The experimental study is based on Intel Pentium IV Windows 2003 operating systems. The major conclusions of this paper are first, SSL increases the percentage of total processing time, second, it decreases the memory available bytes, and third, it has not impacted the network interface bytes total per second as well as physical disk average disk queue length. SSL has more significant impact on the percentage of total processing time than the impact on the memory available bytes.
I. INTRODUCTION
Local Area Network (LAN) was used to conduct our experiment. It is well known SSL consumes too much time encrypting and decrypting to protect the exchange of the privacy key. Also, the handshake protocol consumes significant resources by exchanging information. Depending upon the performance aspects, SSL could cause a major, impact on the windows web server performance. For example, SSL decreases some software performance counters such as CPU utilization, link utilization, packets per second, memory usage, etc. On the other hand, SSL might not affect other counters such as physical disk, page fault per second. Therefore, we will experiment with multiple counters to study and measure SSL impacts on the Windows web server performance with different counters such as processors, memory, network and physical disk. In the next section we will discuss the related work to our project. In the following section, we will discuss the overview of SSL, following by how SSL secures a transaction, and SSL task outline. Then, we will discuss experiment setup, performance measurements, and performance counters. Afterwards, we will explain our results. In the last section, we will discuss our conclusion and future work.
II. OVERVIEW of SSL
The original design of the Internet was based on a noncommercial environment that included research and education. This, of course, was considered a trustworthy environment in which to operate. However, Internet usage has proliferated in the commercial environment. This now makes security considerations of paramount importance to the buyers, merchants, and other users.
Secure socket layer (SSL) is the most popular protocol used in the Internet for facilitating secure communication through authentication, encryption, and decryption. Although the use of SSL provides adequate security, the performance degradation can be drastically compared to non-secured data retrieval [1] .
It is estimated that 10-25% of e-commerce transactions are aborted because of unduly long client response times. These aborted uses basically translate into 1.9 billion dollars of lost revenue [2] . According to Zona Research, users are willing to wait about eight seconds for a page to load. After eight seconds, customers go somewhere else, and they think twice about coming back to the same site. Of those users who leave a site because of a bad experience, 42% never go back (Forrester Research) [3] .
SSL can consume significant amount of processing resources [4] . Some researchers have concluded in their research that SSL multiplies the computational cost of the transactions by a factor of 5-7 [1] .
Netscape developed SSL for transmitting private documents via the Internet. SSL works by using a private key to encrypt the data that is transferred over the SSL connection. Netscape Navigator and Internet Explorer have supported SSL for obtaining confidential user information, such as credit card numbers. So, by convention, URLs that require an SSL connection start with https: instead of http [5] .
SSL protocol establishes secure connections between clients and server applications, which, in tum, provide authentication of one or both end points of the communication session. Also, SSL provides privacy and integrity of the data that client and server applications exchange. Despite the fact that Netscape Communications Corporation originally developed SSL for securing web browser and server communications, SSL was designed in such a way that other applications, such as TELNET and FTP, could also be enabled to use SSL [6] . Netscape could have incorporated this encryption directly into its browser application, but this would not have provided a unified solution that non-HTTP applications could also use. Therefore, an application of an independent form of security was essential. Consequently, Netscape developed SSL to sit on top of TCP (Transmission Control Protocol), thus providing a TCP-like interface to upper-layer applications. In theory, application developers could take advantage of the new layer by replacing all traditional TCP socket calls with the new SSL calls [7] .
SSL uses TCP/IP on behalf of the higher-level protocols and, in the process, allows an SSL-enabled server to authenticate itself to an SSL-enabled client. This enables the client to authenticate himself to the server, thus permitting both machines to establish an encrypted connection. SSL capabilities address fundamental concerns about communication over the Internet and other TCP/IP networks. A few of the most basic concerns are SSL server authentication and SSL client authentication [4] .
SSL requires all information sent between a client and a server to be encrypted by the sending software and decrypted by the receiving software, thus providing a high degree of confidentiality. Confidentiality is important for both parties to trust the security of any private transaction. In addition, all data sent over an encrypted SSL connection is protected with a mechanism for detecting tampering. This translates into the automatic determination of whether or not the data has been altered in transit [4] .
SSL is available in two strengths, 40-bit and 128-bit. This refers to the length of the "session key" generated by every encrypted transaction. The longer the key, the more difficult it is to break the encryption code. Most browsers support 40-bit SSL sessions. The latest browsers, including Netscape Communicator 4.0, enable users to encrypt transactions in 128-bit sessions-trillions of times stronger than 40-bit sessions. Global companies that require international transactions over the web can use global server certificates program to offer strong encryption to their customers [8] - [10] . SSL implements RSA, a public-key cryptosystem for encryption and authentication. The server then performs a mathematics operation C=M e mod N, where C is the encrypted message, M is the plain message, e is the public key, and N is the modulus. M, N, and C are 1024-bit numbers, and e is a small number. To decrypt the message sent by the client, the web server uses its private key and performs the operation M=C d mod N, where d is the server's private key and is typically 1,024 bits long. RSA encryption requires 1024 bit numbers, but CPUs web server operates on 64-bit numbers. Therefore, CPU must divide 1024-bit data into 32-bit or 64-bit pieces. Many CPUs do not have dividers on chips and depend upon software to perform division operations. As a result, encryption and decryption require a significant amount of CPU processing power. The server CPUs bog down when confronted with SSL private-key numbers and the arithmetic operations used in RSA algorithms, resulting in poor performance [11] .
III. HOW SSL SECURE A TRANSACTION
SSL consists of two phases: handshake and data transfer. Both client and server use a public key encryption algorithm to determine secret-key parameters during the handshake phase. In the transfer phase, however, clients and server use secret key to encrypt and decrypt successive data transmissions [7] .
The client starts initiating the SSL handshake connection by first transmitting a Hello message. The hello message contains a list of the secret-key algorithms, called cipher specs, which the client supports. On the other side of the connection, the server responds with a similar Hello message, selecting its own preferred cipher spec [7] .
Following the Hello message, the server sends a certificate that contains its public key. A certificate is simply a set of data that validates the server's identity. The certificate contains information such as server's ID, its public key, and several other parameters. Certificate authority generates (CA) generates the certificate and verifies its authenticity. In order to obtain a certificate, a server must use secure channels to send its public key to a CA. After the CA generates the certificate, which contains its own ID, the server's ID, and the server's public key and other information, it uses a message digest algorithm to create a certificate fingerprint. The message digest takes a given stream of data and produces a deterministic, fixed-length output. Then, CA encrypts fingerprint with its private key to create the certificate signature. In order to validate the server's certificate, the CA's public key must first decipher the signature and read the pre-calculated fingerprint. Then the client independently computes the certificate's fingerprint. If the two fingerprints don't match, the certificate has been tampered with [7] .
The client should maintain a list of trusted CAs and their public keys. This will ensure that whenever the client receives a server's certificate, it verifies that the CA signing the certificate belongs to its list of trusted CAs. As soon as the client authenticated the server, both of them can use public-key algorithm to determine secret-key information. In order to complete the handshake phase with finished messages, and the connection enters the data transfer phase, both client and server need to indicate their readiness to begin using the secret key [7] .
During the data transfer phase, client and server break up their outgoing messages into fragments and append to them message authentication codes (MACs). The MAC an encrypted message digest (fingerprint) computed from the message contents. When transmitting data, the client or server combines the data fragment and a record header encrypts them with the secret key to produce the completed SSL packet. When receiving data, the client or server decrypts the packet, computes the MAC, and compares the computed MAC to the received MAC [7] .
Another SSL interesting feature is session resumption. When SSL was originally designed, the designers knew the fact that public-key algorithms were computationally expensive. Client always made several new connections with the same server in a short period of time. These connections would heavily burden the server, and thus the client would experience a noticeable delay in response time. On the other hand, if the client and the server established a unique session ID at the beginning of a new session, any successive connections within a given time frame could simply refer to that ID and use the same secret key [7] .
IV. SSL TASK OUTLINE
There are three categories that an SSL entity must be able to perform: handshake processing, bulk-data operations, and administration. Compared to the other tasks, handshake processing consumes most the power computing, followed by bulk-data encryption and decryption, and then administration [7] .
A. Handshake Processing Handshake processing breaks down into several distinct categories.
1) Message exchange
Both the client and the server must recognize the defined messages, such as Hello and Finished [7] .
2) Public-key computations
The client must use public-key algorithms to either distribute or generate secret-key parameters. Moreover, the client must use a CA's public key to validate a server's certificate. On the other end, the server must use public-key algorithms to either decrypt or generate secret-key parameters. If the server requires client authentication, it must also use a CA's public key to validate the client's certificate [7] .
3) Random-number generation
Both the client and server might need to generate random numbers to reduce the predictability of secret keys depending on the type of public-key encryption algorithm used [7] .
4) Handshake authentication
Both the client and server generate a message digest based on, among other inputs, all messages transmitted during the handshake phase. Then, each side encrypts and sends this message digest as part of the finished message. The recipient of the finished message must verify the message digest's authenticity by performing an independent message digest calculation that includes all previously received handshake messages. If the two message digests do not match, one or more of the handshake messages has been tampered with [7] .
B. Bulk-Data Operations
Bulk-data operations are performed in actual data that must be securely transferred between the client and server [7] .
1) Encryption/decryption
During data transfer phase, both the client and server use the secret key to encrypt and decrypt data [7] .
2) Message authentication
For every SSL data record transmitted, the sender must calculate and adds a MAC. For every SSL data record received, the receipt must verify the MAC [7] .
C. Administration
Administrative components require the least amount of computation [7] .
1) Certificate and key maintenance
If the client plans to access a site that requires client authentication, it must maintain its certificate and the associated private key. If not, the client does not need to maintain a certificate. The server must always maintain its certificate and the associated private key [7] .
2) Session ID storage:
Both the client and server must maintain a cache of session IDs and associated secret keys to use during a session resumption handshake [7] .
Because a single web server services multiple Web clients, the SSL server entity causes much more of a bottleneck during SSL transactions than the client.
V. RELATED WORK
There is significant related work to our project. In Sandhu [12] , the authors discuss analysis of the performance and security in e-commerce applications. Also, the authors describe their findings after measuring the impact of Security Sockets Layer (SSL) protocol on the request response time. The results for the overhead secure connections case show that use of secure connections increased the client response time from 0.1 to 6 seconds on average. In addition, the costs of receiving and sending encrypted data is about 40 % higher than the costs for handling raw data. Thus, while requests that transmit more data are more affected by secure connections, the authors who compared apache modules to CGI determined that the use of modules did not improve the performance of the server significantly. In J. Almeida, Almeida, Yates [1] , the authors discuss the analysis and performance impact of SSL on the servers in terms of various parameters. These parameters include throughput, utilization, ache sizes, cache miss ratios, number of processors, control dependencies, file access sizes, bus transactions, and network load, among other various components. 'The authors conclude that processors with higher core frequency will improve the SSL performance, In addition, a processor with high pipeline depth can improve the performance of SSL transactions, whereas the increase in the issue width may not provide any significant performance improvement, especially in cases where the performance is dominated by bulk data encryption. However, increasing the size of L1 cache will have a positive impact on the SSL performance. The frequencies of branches are low, and the efficiency of BTB is also low. Thus a complex logic and large BTB for branch handling will not be beneficial for SSL transactions. Increasing the size of L2 caches to any reasonable extent will have minimal impact on the performance of SSL transactions. SSL handshake and encryption/decryption of large web-pages has very good scaling with respect to the number of processors in s SMP system, which may promote the use of 4-way or 8-ways systems for these applications. In SSL Accelerator [13] , the author examines the maximum throughput for Secure Sockets Layer for various combinations of cryptographic algorithms and key lengths. The authors concludes that 1,280 bits public key should be sufficient to protect against attacks from individuals, but a 1,536 bit key will be needed to protect from attacks originating in large corporations. In addition, a 2,048 bit key would be the best protection against attacks from the government. In Securing Application with SSL [14], the authors study the tradeoffs between security and performance in e commerce applications. Their results show that SSL handshake is expensive and the effect of other security measures is dependent on the specific architecture of the business application. In System Monitor [15] , the authors develop a tool for evaluating and understanding server performance and present new results for realistic workloads. Their results shows that in a web server saturated by client requests, up to 90 % of the time spent handling HTTP requests is spent in the kernel.
VI. EXPERIMENT SETUP DESCRIPTION

A. Server Setup
The web server on which we have chosen to run our experiment is Internet Information Service 6.0 (lIS 6.0). lIS is a powerful web server and provides highly reliable, manageable, and scalable Web application infrastructure for all versions of Windows Server 2003. lIS helps organizations increase website and application availability while lowering system administration costs [16] . lIS 6.0 supports the Microsoft Dynamic Systems Initiative (DS1) with automated health monitoring, process isolation, and improved management capabilities and provides the services to support a secure, available, and scalable web server on which to run your websites and applications.
B. Using SSL to Encrypt Confidential Data
We can use SSL security features on our web server to encrypt network transmissions, which will help ensure the integrity of data transmission, as well as to verify the identity of users. We can configure SSL to help protect confidential data on a URL-by-URL basis. One portion of the application might require encryption of data transmissions with SSL, while another portion of the application might allow unencrypted data transmission (by specifying HTTP in the URL). This flexibility in security configuration allows us to provide encryption of confidential data as required, unlike IPSec and VPNs because they require that you encrypt all traffic between the clients and the web server. Our web server, for example, contains both secure and insecure content. The URL for the unsecured home page is http://server.alnatheer.com. The URL for the secured e-commerce portion of the web site is https://server.alnatheer.com.
The client is simply a web browser making the request to the web server. The client runs on Windows XP operating systems, and it has 2.4 GHZ with Pentium IV Processor. The server has a specification of 2.79 GHZ, Pentium IV, and a Windows 2003 operating system. Both the client and the server are covered by Local Area Network (LAN). LAN internet connection speed is 100 Mb per second.
The workload of the experiment varies from 3MB to 250 MB. Due to the fact that it would be relatively difficult to measure the Secure Socket Layer impact on small workloads, we have decided to start with a relatively large workload such as 3 MB to start our first workload of the experiment. For smaller workloads, more complex tools would be needed to obtain more accurate results. Our tool is basically a Windows 2003 performance tool which is part of the Windows 2003 operating system.
C. Performance Measurement and Performance Counters
The System Monitor, a tool for data collection/monitoring, is the most powerful monitoring tool and can be used in multiple ways for tracking system performance and determining how to optimize server functions. The System Monitor is like a window into the inner workings of just about every aspect of the system, such as hard disks, memory, the processor, the page file, etc. The Performance Monitor monitors system components, which are called objects (e.g. Processor, Memory), and there can be multiple instances of the same object. A counter is an indicator of a quantity of the object that can be measured in some unit, such as percent, rate per second, or peak value, depending on what is appropriate to the object. The System Monitor offers three modes of monitoring: chart, histogram and report. A chart is a running line graph of the object that shows distinct peaks and valleys. A histogram is a running bar chart that shows each object as a bar in a different color. The report mode simply provides numbers on a screen which you can capture to put in a report. The System Monitor can be used to monitor not only the local computer, but other computers on the network [17] .
In this case, we have concentrated in the following counters [18] : 1) Percentage of Total Processor Time: percentage of processor time shows the percentage of elapsed time that this thread used the processor to execute instructions. An instruction is the basic unit of execution in a processor, and a thread is the object that executes instructions. Code executed to handle some hardware interrupts and trap conditions is included in this count. 2) Memory Available Bytes: Shows the amount of physical memory, in bytes, immediately available for allocation to a process or for system use. It is equal to the sum of memory assigned to the standby (cached), free, and zero page lists. 3) Network Interface Bytes Total/Sec: Shows the rate, in incidents per second, at which bytes were sent and received on the network interface, including framing characters. Bytes Total/sec is the sum of the values of Bytes Received/sec and Bytes Sent/sec. 4) Avg. Disk Queue Length: Shows the average number of both read and writes requests that were queued for the selected disk during the sample interval.
VII. EXPERIMENT RESULTS
In this experiment, we analyze the performance and impact of SSL on the web server in terms of the percentage of total processing time, memory available (in bytes), bytes total per second and average disk queue length. Therefore, we need to use statistical analysis such as mean, variance, and coefficient of variance to verify whether SSL has impacted the web server performance. We will discuss the conclusion in detail later in the report. Table I shows the difference in values of SSL and Without-SLL, in reference to the total processing time. Table  I illustrates the exponential increase of total processing time The increase in total processing time is a result of decrypting a message that was encrypted with a public-key algorithm is quite CPU-intensive. Additionally, since CPUs web server operates on 64-bit numbers, RSA encryption requires 1024 bit numbers. CPU must then divide 1024-bit data into 32-bit or 64-bit pieces. Many CPUs do not have dividers on chips and depend upon software to perform division operations. Therefore, encryption and decryption require significant numbers of CPU processing power. The server CPUs bog down when confronted with SSL private-key numbers and the arithmetic operations used in RSA algorithms, combining to result in poor performance. Finally, SSL handshakes are performance-intensive operations because of the cryptographic operations using the public and private keys. Handshake processing takes up a lot of CPU time. Table VI shows Coefficient of Variance in SSL and Without-SSL. Although the difference in the total memory available bytes is less than 1 % as we have seen in the total processing time, SSL still impacts the memory available bytes. Table VIII shows the difference in variance for the Network Interface Bytes Total/Sec in SSL and Without-SSL. The large variance occurs during the first few seconds when we transfer the file from client to server. Our findings demonstrate that in the first counter, SSL increases the total processing time proportionally to the increase in workload. In the second counter, SSL still impacts the memory available bytes, but the result is less significant compared to the total processing time. In the third and fourth counters, we have not noticed any noteworthy changes in total bytes per second and the average disk queue length.
A. Counter 1: Percentage of Total Processing Time
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VIII. CONCLUSION AND FUTURE WORK
In the experiments express in this paper, our main objective is to study the SSL impact on a web server running Windows 2003 OS since SSL degrades the server performance compared to Without-SSL. Based on the collected data of the tools provided with the Windows 2003 operating system, we have concluded the following:  SSL has a significant impact on the percentage of total processing time with larger workloads such as 73MB or higher.  SSL has a measurable impact on memory available bytes with all the workloads  SSL does not have any impact on the network interface bytes total/sec because SSL does not affect the number of packets sent or received from client to server.  SSL does not have impact on the physical disk Average Disk Queue Length. SSL is very computational intensive. The increase in total processing time, a result of decrypting a message that was encrypted with a public-key algorithm, is quite CPU intensive. Furthermore, SSL handshakes are performance-intensive operations because of the cryptographic operations using the public and private keys. So, Handshake processing takes up a lot of CPU time. The aforementioned are the most influential reasons for increasing the percentage of the total processing time.
In Web Media SSL terms [19] , the authors propose solutions for performance degradation. For example, the adapter off-loads the RSA decryption function as part of the key exchange and generation. By off-loading these functions from the host CPU, the accelerator adapter speeds up the secure Web transactions needed to protect personal and proprietary information during e-business transactions [11] . Therefore, SSL adapter cards help offload the server's CPU load and increase server performance [19] . Another option is to use the Broadcom SSL 800 accelerator to enhance performance [11] . Broadcom's SSL solutions significantly outperform the fastest general-purpose server CPUs on a 1024-bit private-key operation when running at a fraction of the frequency of the CPU [11] . The findings of these experiments can be extended to investigate other performance counters in processor such as thread processor time and thread user time. As in any performance analysis, we should also identify the performance bottlenecks devices. Another approach for this experiment is to use multiple clients performing multiple requests instead of one client performing one request. We can further our study to investigate different workload sizes and their effects on the server performance. Finally, we can look into real live applications of SSL. For example, we can design e-commerce sites and test the performance from different clients as well as different workloads.
