Abstract
Introduction
The process of edge detection is based on the hypothesis which directs that the edge is a point where the image intensity has sharp intensity transitions [1] [2] [3] . Important regions of interest are separated by different level of pixel intensity value. Upon this assumption, many edge detectors have been proposed. Most of them depend on the local pixel intensity gradient, done by differencing [4, 5] as a calculation of convolution of weighted matrix called local gradient mask. This group consists of well-known edge detector, such as Sobel, Roberts, Prewitt, Robinson, Kirsch [6, 7] . Another interesting principle of edge detection [8, 9] is done by approximation of circular masks and associating each image point with a local area of similar brightness. Their major drawbacks are high sensitivity to noise and disability to discriminate edges versus textures. Because of these limitations more advance edge detectors have been proposed which do not only detect edges but also try to connect neighboring edge points into a contour. In this way, many authors have developed different edge detectors based on the scale space [10, 11] , active contours [12] , morphological operations [13] and also gradient values [14] . Among all, the fundamental one is Canny edge detector [15] , which is fast, reliable, robust and generic, but the accuracy is not satisfactory, because of the ENO interpolation method starts using a zero degree interpolation polynomial which coincides with the function value at one point ( , ) ij xy . To obtain a higher order, another point should be added to the stencil, which is chosen from the two contiguous neighbors based on the lowest value of the two respective divided differences. This is an iterative process, carried out until the polynomial gets the desired order. The stencil selection is based on the use of divided differences as smoothness indicators [28] :
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From the possible candidate points, the one with the lower divided difference value will be added to the stencil.
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ENO interpolation based subpixel edge detection

ENO based non-linear fourth-order interpolation algorithm
The pixel values of digital image are acquired as a weighted average of the luminosity of a portion of the scene. Therefore, the approach considers that the pixels of an image represent the averages of a function ( , ) f x y : In the first step of the interpolation process, the resolution is increased by dividing the original pixel into four new pixel. Pixel values in the interpolated image will also be averages of the same function. Thus, the four average values can be computed from (5) to (8) A Gaussian quadrature formula with four nodes is employed in order to compute these integrals with the desired local truncation error: 
According to [19] : 
, considering (15) and applying the same procedure described in the step (B) (section 2), then: 
Sub-pixel Edge detection steps
The steps for ENO based subpixel edge detection method are as follows: (a) Canny edge detection algorithm was applied to detect pixel edge of images, followed by extracting and saving edge information; (b) ENO interpolation method was used to adjust the edge factors. Sixteen points were selected around every pixel, namely,
which were then applied to formula (9)、(10)、 (11)and (12)to generate interpolation results. The points were selected according to method used in literature [29] ; (c) Subpixel edge was generated by interpolation in step (b).
Simulation
To explore the utility and demonstrate the efficiency of the proposed subpixel edge detection algorithm, computer experiments on gray-level images are carried out. Figure 1  (including (a) and (b) ) is the ideal image of plant roots.
The computer experiments are conducted to test the proposed algorithm. The experiments are designed to compare the ability of the proposed method on extracting sub-pixel edges from the plant roots image with centered cubic convolution interpolation method (algorithm 1) and non-centered cubic convolution interpolation method (algorithm 2). Figure 2 , the edge was blurry, because the image was made by centered cubic convolution interpolation edge detection algorithm which couldn't interpolate discontinuously. In Figure 3 , the noncentered cubic convolution interpolation method was applied. Smoothing effect could be observed, but it's visually blurry. In Figure 4 , our method was used. The image was clear and smoothing with good detection effects. Because ENO based interpolation detection method could perform better in conserving the geometrical features of image edge due to its uniform response, as a result, it improved the abilities of edge detection.
Because the quadric derivative of image edges is zero-cross, the convergence rates of quadric derivatives can be used as the relative accuracy for edges detected by different interpolation algorithms. For centered cubic convolution interpolation,
, which indicates that error increases,
which means the speed that quadric derivative error converges to zero is at least the same as that d decreasing to zero [30] . From formula (17) , the speed that error decreases to zero in our algorithm is faster than that d decreasing to zero Therefore, in regards to convergence rate, the detecting accuracies of the three algorithms compared here from high to low were our algorithm, non-centered cubic convolution interpolation, and centered cubic convolution interpolation.
Given an image, different sampling rate were applied to obtain images with resolutions of The subpixel edges with different precisions were respectively compared with the baseline edge images generated by canny operator convolution. The larger the detection rate is, the higher the accuracy is. Table 1 is the comparison of accuracy of subpixel edges obtained by the three different subpixel edge detection algorithms. 
Conclusion
ENO based nonlinear fourth-order subpixel edge detection algorithm was proposed in this paper. ENO interpolation algorithm was first introduced, and then ENO based fourth-order interpolation algorithm was proposed. Our proposed method applied classical Canny operator for detecting image edges, followed by processing gray images to obtain gradient images. Based on the gradient images, ENO based fourth-order interpolation was performed along gradient direction of target edges for sub-division of subpixel by calculation to accurately locate target edges. The performance of our method was finally compared with that of centered cubic convolution interpolation-based or non-centered cubic convolution interpolation-based edge detection algorithm. The centered cubic convolution interpolation based edge detection method generated damages and blur effects for images to high extent. Non-centered cubic convolution interpolation based method made diffuse or smoothing effects. The simulation results demonstrated that our ENO based interpolation method performed better in conserving image dimensionality and direction, improving the abilities of image edge detection.
