User mobility management is one of the important components of mobile multimedia systems. In a cell-based network, a mobile should be able to seamlessly obtain transmission resources after hando to a new basestation. This is essential for both service continuity and quality of service assurance. In this paper, we present strategies for accommodating continuous service to mobile users through estimating resource requirements of potential hando connections. A diverse mix of heterogeneous tra c with diverse resource requirements is considered. We investigate static and dynamic resource allocation schemes. The dynamic scheme probabilistically estimates the potential number of connections that will be handed o from neighboring cells, for each class of tra c. The performance of these strategies in terms of connection blocking probabilities for hando and local new connection requests are evaluated. The performance is also compared to a scheme previously proposed in 15]. The results indicate that using dynamic estimation and allocation, we can signi cantly reduce the dropping probability for hando connections.
I. Introduction
A wireless network is typically organized into geographical regions called cells 12] . The mobile users in a cell are served by a basestation. Before a mobile user can communicate with other user(s) in the network, a connection must usually be established between the users. The establishment and maintenance of a connection in a wireless network is the responsibility of the basestation. To establish a connection, a mobile user must rst specify its tra c characteristics and Quality of Service (QoS) needs. This speci cation may be either implicit or explicit depending on the type of services provided by the network. For example, in a cellular phone network, the tra c characteristics and the QoS needs of voice connections are known a priori to the basestation and, therefore, they are usually implicit in a connection request.
However, future wireless networks will have to provide support for multimedia services where the tra c characteristics and the QoS needs of a connection may not be known a priori to the basestation. In this case, the mobile user must explicitly specify the tra c characteristics and QoS needs as part of the connection request. Wireless ATM networks are an example of such a network 10], 8], 2]. In either case, the basestation determines whether it can meet the requested QoS needs and, if possible, establish a connection.
When a user moves from one cell to another, the basestation in the new cell must take responsibility for all the previously established connections. A signi cant part of this responsibility involves allocating su cient resources in the cell to maintain the QoS needs of the established connection(s). If su cient resources are not allocated, the QoS needs may not be met, which in turn may result in premature termination of the connection. Since premature termination of established connections is usually more objectionable than rejection of a new connection request, it is widely believed that a wireless network must give higher priority to the hando connection requests as compared to new connection requests. Many di erent admission control strategies have been discussed in literature to provide priorities to hando requests without signi cantly jeopardizing the new connection requests 1], 4], 7], 11], 14], 15] .
The basic idea of these admission control strategies is to a priori reserve resources in each cell to deal with hando requests. In conventional cellular networks, where the tra c and QoS needs of all connections are the same, the reservation of resources typically occurs in the form of \guard channels", where a new connection request is established if and only if the total available channels or capacity is greater than a pre-determined threshold 4], 7], 11], 14], 15]. The strategies di er in how the number of guard channels (i.e., the threshold) is chosen by a basestation.
One simple strategy is to reserve a xed percentage of the basestation's capacity for hando connections. If this percentage is high, adequate capacity will most likely be available to maintain the QoS needs of hando connections, but, at the expense of rejecting new connections. The advantage of this strategy is, of course, its simplicity because there is no need for exchange of control information between the basestations. A more involved, but possibly better, strategy is for each basestation to dynamically adapt the capacity reserved for dealing with hando requests based on the current connections in the neighboring cells. This will enable the basestation to approximately re-serve the actual resources needed for hando requests and thereby accept more new connection requests as compared to a xed scheme. Such dynamic strategies are proposed and evaluated in 11], 15].
In 11], Naghshineh and Schwartz develop a theoretical model to compute the resource requirements for hando requests so as to maintain a target hando blocking probability. This is the probability of not having adequate capacity to allocate to a hando request. Their model assumes that all connection requests are identical and the analysis is carried out for a simple three cell con guration under stationary tra c conditions. In 15], Yu and Leung also propose a technique to compute the capacity to be reserved for hando requests so as to either strictly or loosely maintain the hando blocking probability within a speci ed target. They also simulate a more realistic multicell wireless network and compare the performance of their strategy with that of a static strategy. To estimate the future probability of blocking, they assume Poisson arrival of new connection requests, Poisson arrival of hando connection requests, exponential connection duration, and exponential channel holding time. Note that, channel holding time for a connection in a cell depends on the unencumbered cell residence time (i.e., cell residence time if the connection is of an in nite duration) and the remaining connection duration. In practice, unencumbered cell residence time may not be exponentially distributed 16] , in which case, the strategy proposed in 15] will not be theoretically valid. Also, as in 11], Yu and Leung's model assumes that all connection requests are identical, which is not valid if multimedia services are to be supported by the wireless network.
In contrast, in this paper, we consider a wireless network supporting diverse tra c characteristics of voice, data, and video applications. Since the connections can now di er in the amount of resources (say bandwidth) required to meet their QoS needs, the question is how should a basestation dynamically adapt the amount of resources reserved for dealing with hando requests. The strategy proposed in this paper is an approximation of the ideal strategy described below.
Consider an ideal wireless network in which each basestation knows the exact arrival times and resource requirements of all future hando requests, and the completion times and the cell residence times of connections presently in its cell. Now suppose a new connection request comes into a basestation at time t and let T be the amount of time this connection will spend in the cell. Further suppose that, the objective is to accept all hando requests. Then, the basestation must accept the new connection request, if and only if, the additional resources needed to accept all incoming hando requests in the interval (t; t+T) plus the resources needed to support the new request is less than the amount of resources available at time t. This strategy is ideal because a basestation can only estimate the arrival times of hando requests, the resource requirements of hando requests, and the residence time of connections in the cell. Therefore, in the proposed approach, a basestation rst estimates T, the expected cell residence time of the new connection request and the expected maximum additional resources needed to accept all incoming hando requests in the interval (t; t+T). If the estimated maximum additional resources needed to deal with hando s plus the resources needed to support the new connection requests is less than the resource available at time t, then the new request is accepted.
The blocking probabilities for hando and new connection requests in the proposed strategy are evaluated using a discrete-event simulator of a cellular network in a metropolitan area. The simulator also implements an extended version of the strategy proposed in 15] and two static schemes. The strategy in 15] is extended to deal with connection requests with di erent tra c characteristics. A comparison of the blocking probabilities show that the hando blocking probability is among the smallest for the proposed scheme in di erent network types and trafc scenarios. The tra c scenarios simulated include the morning and evening rush-hour situations. The simulation also shows that an extended version of the strategy in 15] does not always perform better than a static scheme when connections with diverse tra c requirements are present.
The rest of the paper is organized as follows. Section II presents our assumed model of the wireless network and reviews details of related strategies from literature. Section III describes the proposed strategy. Section IV presents results of an empirical evaluation of the proposed strategy. Section V provides the summary and conclusions.
II. System Model and Related Work
A basestation in a cellular network may receive new connection requests from mobile users within its cell as well as hando requests from mobile users in the neighboring cells. As part of a connection request, a mobile user promises to adhere to certain tra c characteristics and in return seeks some quality of service (QoS) guarantees from the network. The connections may di er in the tra c characteristics (constant bit rate, variable bit rate) and the desired QoS guarantees (e.g., delay bound, loss bound, throughput). In this paper, we assume that the promised tra c characteristics and the desired QoS guarantees can together be represented by a single number called the e ective bandwidth of the connection.
Techniques for computing the e ective bandwidth for di erent tra c characteristics and QoS requirements have been discussed elsewhere in literature 5], 6], 9], 3], and is not the focus of this paper. For example, given a tra c envelope (i.e., a bound on the number of bytes generated by the user in any given time interval) and a desired delay bound, Le Boudec discusses an approach for computing the e ective bandwidth which completely characterizes the envelope and the delay requirement 3]. Similarly, given stochastic characteristics of the tra c, the bu er size at a network element, and a desired bound on probability of packet loss, many di erent techniques have been proposed to compute the equivalent e ective bandwidth 5], 6], 9].
Given the e ective bandwidths of all the active connections in a cell and the e ective bandwidth of a new connection request, the QoS requirements of all connections can be guaranteed if the sum of the e ective bandwidths including the new request is less than or equal to the capacity of the cell. If this simple admission control criterion is used to accept both new and hando connection requests, then the blocking probability for both types of requests will be the same. However, since it is desirable to have smaller blocking probabilities for hando requests, the proposed strategy is based on the admission control scheme shown in Figure 1 . In Figure 1 and in rest of this paper, we assume that the connection requests in the network belong to one of M diverse classes. The classes correspond to di erent multimedia applications like voice, data, and video which are expected to run on future wireless networks. From the point of view of the wireless network, each class is represented by its e ective bandwidth . For admission control, we associate two guard thresholds h; and n; with each tra c class . A cell accepts an incoming hando request of class if and only if the available bandwidth in that cell is greater than h; plus the bandwidth of the connection. Otherwise, the hando request is rejected and the connection is prematurely terminated. Similarly, a request for a new connection in a cell is accepted if and only if the available bandwidth in the cell is greater than n; plus the bandwidth of the connection. Otherwise, the new connection request is rejected. Since premature termination of an ongoing connection is usually more undesirable than rejection of a new connection request, n; h; for each tra c class .
The challenge is how to select the values of the guard thresholds such that most, if not all, hando requests are accepted without signi cantly jeopardizing the probability of acceptance of a new request. In Section III, we propose a strategy for selecting the values of the guard thresholds. Other strategies have been discussed in the literature. Before describing our strategy we brie y describe three di erent strategies from the literature. We refer to these strategies as Fixed, Static, and YL97. A comparison of the performance of our strategy relative to these strategies is given in Section IV.
A. Fixed(f ) Strategy
In this strategy, each basestation sets aside f% of its capacity for dealing with hando requests. This is achieved by choosing the guard threshold values to be f% of the cell's capacity. Speci cally, if ? c is the capacity of cell c, then the basestation in c selects h; = 0 and n; = f ? c for each tra c class .
The key limitation of the Fixed(f ) strategy is that the threshold values are not directly based on the e ective bandwidths of the connection requests. The Static(k) strategy, on the other hand, is cognizant of the e ective bandwidths of the hando requests.
In this strategy, the basestation is assumed to be aware of the steady fraction of connection requests for each trafc class . This fraction may be determined from historic tra c information available to the basestation. Let p denote the fraction of connection requests for class . Then, the expected e ective bandwidth for a hando request is Note that, if all connection requests are identical, then this strategy is equivalent to selecting k guard channels.
C. YL97 Strategy
This strategy is based on the scheme presented in 15]. For comparison to the proposed strategy, this strategy has been modi ed slightly to deal with M classes of tra c.
We rst give an overview of the strategy proposed in 15] and then discuss our extension to deal with multiple tra c classes.
In this strategy, each basestation dynamically adapts the guard threshold values based on current estimates of the rate at which mobiles in the neighboring cells are likely to incur a hando into this cell. The objective of the adaptation algorithm is to maintain a target block probability for hando requests, despite temporal uctuations in the connection request rate into the cell.
The determination of the guard threshold values is based on an analytic model which relates the guard threshold values to the blocking probabilities for hando and new connection requests. This model requires the following key assumptions 1 .
1 These assumptions are not required for the strategy proposed in End. Fig. 2 . Extended version of YL97 scheme to deal with multiple tra c classes.
1. The arrival of new connection requests in a cell forms a Poisson process.
2. The arrival of hando requests in a cell forms a Poisson process.
3. The time spent by a connection in a cell is exponentially distributed. 4. The change in arrival rates is moderate in the sense that the network reaches steady state between any two changes in the arrival rate. In this strategy, each basestation periodically queries neighboring basestations and computes an estimate of the rate at which hando connection requests are expected to arrive in the next update period. This estimate is derived from known stochastics of the connection duration times, cell residence times, and mobility patterns. The arrival of new connection requests is also estimated based on local measurements. Using expressions from queueing analysis, the basestation can then estimate the blocking probabilities for hando and new connection requests as a function of the number of guard channels. From this function, the basestation computes the minimum number of guard channels required to meet the target blocking probabilities for hando requests.
For comparison to the proposed strategy, we extend this strategy to deal with multiple tra c classes. To explain this extension, we need the following notations. Consider a typical cell c. Let n; and h; respectively be the estimated arrival rate of new and hando connections of class in cell c for the next update period. Let be the estimated departure rate of class connections in cell c. Also let, B h and B n denote the target blocking probabilities for hando and new connection requests and let ? c be the total capacity of the cell. Furthermore, without loss of generality, assume that the e ective bandwidths are such that Figure 2 shows a pseudo-code of the extended version of the YL97 scheme. In this pseudo-code, the function f() computes the minimum number of guard channels required to achieve the target hando blocking probability exactly as in 15]. this paper.
III. Dynamic ExpectedMax Strategy
Consider a typical cell c. Let t be the time of arrival of a new connection request in cell c. At time t, the basestation in cell c sends a query to the basestations in the neighboring cells requesting the information required to compute the guard threshold values. Once the guard threshold values are computed, the admission control scheme described in Figure 1 is used to determine whether or not to establish the new connection. Presented below is a formal description of the scheme used to compute the guard threshold values.
Ideally, the update of the guard threshold values in the proposed strategy must occur in a cell upon arrival of each new connection request. However, because of the associated communication and control overhead, it may not be possible in practice to update the threshold values so frequently. Therefore, in practice, basestations may update the guard threshold values once every K 1 new connection requests, where K is a design parameter. Larger values of K means less overhead. However, since larger K means that the updates will be performed less frequently, the performance of the proposed strategy may worsen as compared to the ideal strategy. The e ect of the value of K on the performance of the proposed strategy is evaluated using a discrete-event simulator and the detailed results of this evaluation are shown in Section IV. The results basically show that impact on the performance is very small. Therefore, for ease of understanding, in the description of the proposed strategy, we assume that the update is performed upon arrival of each new connection request.
If accepted, let d be the expected duration of the new connection in cell c. Note that, the connection will leave cell c either due to completion or due to a hando out of the cell. Therefore, the expected duration of the new connection in the cell can be estimated based on known stochastics of the unencumbered completion and cell residence times of connections. A technique for estimating the value of d is discussed later in this section. For now, assume that the value of d is known. Let m be the number of class connections in cell c which are expected to either complete or incur a hando out of the cell in the time interval (t; t + d]. Likewise, let n be the expected number of connections of class in the neighboring cells which will incur a hando into cell c in the time interval (t; t + d]. In practice, the values of m and n must be estimated by the cell and can therefore be inaccurate. However, for now, assume that their values are known exactly. After describing the basic idea of the proposed strategy, we describe a method for estimating the values of m and n .
De ne an outgoing -event (denoted by O) to be either a completion of a class connection or a hando of a class connection from cell c. Similarly, de ne an incomingevent (denoted by I) to be a hando of a class connection into cell c. Note that, a request for a new connection of class is not considered an incoming -event. This is because the threshold n; for accepting a new connection request is set based on the expected bandwidth required to deal with the hando requests; therefore, the computation ExpectedMax strategy (see Figure 3 ). This idea is further clari ed by the following example. requests and the actual sequence of events happens to be IIOIO, then all the incoming hando requests can be accepted. However, IIOIO is only one out of the ten possible sequence of events and the bandwidth that will be required to accept all hando requests will di er depending on the actual sequence of events. Table I shows the values of Y (s) for all s 2 S(2; 3) and the corresponding probability of occurrence of that s. From this table, it follows that the probability of the cell needing +3 additional bandwidth to accept all incoming hando requests is 0.1. Similarly, the probability of the cell needing 2 additional bandwidth is 0.5, and the probability of the cell needing additional bandwidth is 0.4. If the basestation in the cell assumes that 3 bandwidth will be needed, then all incoming hando requests can be accepted irrespective of the actual sequence. However, in most cases, it will be overallocating for hando , because the probability of requiring 3 is only 0.1. Therefore, in the ExpectedMax strategy, the basestation assumes that it will only need the expected value of Y (s) instead of the maximum value of Y (s). Note that, as a result, all incoming hando requests are not guaranteed to be accepted. However, since Y (s) is the maximum net bandwidth required if s is the actual sequence of events, reserving the expected value of Y (s) will result in accepting most hando requests. In this example, the basestation will assume that the bandwidth required to deal with hando s is 3 0:1+2 0:5+ 0:4 = 1:7 .
A. Modi cation to ExpectedMax Strategy for Fairness
In the ExpectedMax strategy as described above, the hando and new connection blocking probabilities will not be the same for the di erent classes of tra c. More specifically, classes with higher e ective bandwidth will have higher hando and new connection blocking probabilities as compared to those with smaller e ective bandwidths. In some situations, it may be desirable to have comparable blocking probabilities irrespective of their e ective bandwidths. To achieve fairness in blocking probabilities among all tra c classes, the guard threshold value for each class should be chosen as follows.
h; = max ? ;
where max = max 1 i M i . The basic idea of this modi cation is to accept connection requests with smaller e ective bandwidth if and only if the cell can accept a connection with the largest e ective bandwidth. As a result, there will be an increase in the blocking probabilities for some tra c classes (especially, the ones with small e ective bandwidth needs) and a decrease in the blocking probabilities of other tra c classes. The end result is that all classes will have comparable hando blocking probabilities and comparable new connection blocking probabilities. However, since the guard threshold values for new connection requests includes the term P M i=1 Y , the blocking probabilities for hando requests will be larger than that for new connection requests.
B. Computational issues in ExpectedMax strategy
B.1 Estimation of d
As described earlier, a connection leaves a cell either because it completes or because it incurs a hando out of the cell. Therefore, the expected time spent by a connection in a cell can be derived from the probability distribution functions of the duration of class connection and the unencumbered cell residence times (i.e., residence time in a cell if the connection is of an in nite duration). Let F (t) denote the probability distribution function of the duration of class connection. Also, let R (t) denote the probability distribution function of the unencumbered cell residence time of a class connection. Let r (t) denote the probability density function corresponding to R (t).
Then, the probability distribution of the time spent by a connection in a cell is 1 ? (1 ? F (t))(1 ? R (t)). The value of d can be estimated to be the expected value of the time spent by a connection in a cell computed from this probability distribution function. The above expressions for estimating m and n hold for any given probability distribution function for connection duration time and cell residence time. For the special case, when the connection duration time is exponentially distributed and the cell residence time is also exponentially distributed, the above expressions become even simpler and are as shown below. These expressions are obtained by substitution and algebra in the above general expressions. 
Y (s)p (s):
If this expression is evaluated directly, the computational complexity is proportional to the cardinality of the set S(m ; n ). We know that the cardinality of S(m ; n ) is jS(m ; n )j = (m + n )! m !n ! The main problem with this approach is that jS(m ; n )j can be large when m and n are large. We describe below a scheme to reduce the computational complexity of the above expression. 
Theorem 1: Given m and n such that m + n 1, f(m ; n ; b) is the solution of the recursive equation shown in Table II. Proof: The proof of this theorem is given in the appendix. 
IV. Evaluation of ExpectedMax Strategy
In this section, we compare the performance of ExpectedMax strategy with that of other schemes in literature. The comparison is done using a C-based discreteevent wireless network simulator. The inputs to the simulator are a model of the wireless network and the characteristics/requirements of the multimedia tra c in this network. The outputs of the simulator include the blocking probabilities for hando and new connection requests.
In this section, we compare the hando and new connection blocking probabilities of four di erent strategies. The rst strategy, labeled Fixed(5%), is a static scheme in which each basestation sets the threshold n; to be 5% of its capacity for all . The second strategy, labeled Static(3) is also a static scheme in which each basestation sets the threshold n; to be 3 times the average bandwidth requirement of the connection requests. This strategy requires knowledge of the relative occurrences of di erent tra c classes in the network. The third strategy is the extended version of YL97 scheme (see description in Section II) with hard constraint. Finally, the fourth strategy is the proposed ExpectedMax strategy.
The performance of the four strategies was compared for three di erent type of networks. In all cases, the assumed topology of the wireless network is as shown in Figure 4 . The other common aspects in all the three network types 2. The duration of each class connection request is selected from an exponential distribution with rate . The duration of a connection is selected when it is rst admitted into the network. Once determined, its value is xed until the connection completes. The basestations, of course, do not use this information to make any decisions because in practice exact duration of a connection will not be known to the network. 3. The residence time of a class connection in a cell is chosen when the connection starts and when it incurs a hando . Consider a connection which enters a cell at time v (i.e., it either started in the cell at time v or it incurred a successful hando into the cell at time v). Let u 0 be the selected completion time for the connection. First, a random number w is generated from an exponential distribution with rate . If v + w > u 0 , then the connection completes in the cell at time u 0 . Otherwise, it incurs a hando out of the cell at time v + w. Since, in practice, a basestation will not know the exact time of completion or hando of a connection, this is assumed to be unknown to the basestation. 4. When a connection enters a cell (i.e., it either starts or it incurs a hando into the cell), one of the neighboring cells is picked as a preferred cell for hando . If the connection incurs a hando (see discussion above), then hando occurs to the preferred cell with 0.9 probability and with equal probability to one of the other neighboring cells. Since, in practice, a pro le of a connection can be used to estimate the preferred hando cell, the basestation is assumed to be aware of the preferred cell for each connection. The selection of the preferred cell for hando is done as follows. As part of the input to the simulator, we specify parameters q i;j for each pair of adjacent cells i and j. q i;j represents the fraction of connections incurring a hando from cell i which enter cell j. When a connection enters cell i, cell j is picked as a preferred cell for hando with probability q i;j .
A. Network 1 In this network type, we simulate the wireless network of Figure 4 with cell 0 in a downtown region, cells 1{6 in the city and cells 7-18 in the suburbs. We rst consider the morning rush hour scenario in which most users are moving towards the downtown area from the suburbs and the city by selecting the parameters as shown in Table III .
There are three classes of tra c in this network. We refer to them as class 0, class 1 and class 2. The parameters for class 2 connections are similar to that of a typical cellular phone conversation. In particular, the bandwidth requirement of a class 2 connection is 64 Kbps and its mean duration is assumed to be 150 seconds. Class 0 and Class 1 require much higher bandwidths and they also last longer on the average. This is because, in practice, users of higher bandwidth connections like video conferencing are typically connected for much longer duration as compared to typical voice connection. Speci cally, the bandwidth requirements of class 0 and class 1 connections are respectively eight and four times that of a class 2 connection. Moreover, the mean duration of class 0 and class 1 connections are respectively 25 and 5 times that of a class 2 connection.
In each cell, the arrival rate of each class of connection increases in the rst half of our simulation and decreases in the second half. This corresponds to a typical increase in the call arrival rate from say 6:00 a.m. to 8:00 a.m. and then a decrease in the call arrival rate from 8:00 a.m. to 10:00 a.m. The increases in the call arrival rate in the various cells do not occur at the same rate. In the rst half of the simulation, approximately once every 24 minutes, the call arrival rate in a cell is increased by a random factor chosen from an uniform distribution between 1.0 and 1.4.
Similarly, in the second half of the simulation, approximately once every 24 minutes, the call arrival rate in a cell is decreased by a random factor chosen from an uniform distribution between 1.0 and 1.4.
There is usually a di erence in the new connection request arrival rate between a downtown cell and a suburb cell. To account for this, the new connection request arrival rate in downtown is assumed to be 40% higher on the average than in the suburb. Likewise, new connection request arrival rate in the city is on the average 20% higher than in the suburb. Similarly, in practice, there is also likely to be a di erence between the cell residence times of a connection for downtown, city, and suburb. For instance, cellular phone users in a downtown are more likely to remain in downtown as compared to city or suburb. To account for this the mean unencumbered cell residence times of each connection in downtown and city are respectively assumed to be 100% and 33% longer than that in the suburb.
Furthermore, since the cells di er considerably in the arrival rate of hando and new connection requests, we assume that the total bandwidth available in the cells differ correspondingly. Speci cally, we assume that the total bandwidth available in downtown is twice that of the suburb and 25% more than that of the city. Furthermore, in downtown, we assume that the total bandwidth available is adequate to simultaneously support at most twenty class 0 connections. The di erence in the cell capacity can be achieved in practice by allocating more channels to the downtown cell as compared to the city and suburb. For example, 20 di erent frequencies can be assigned to the downtown cell, 16 frequencies to the city cells, and 10 frequencies to the suburb cells to achieve the above variation in cell capacity. the rst half and decreases in the second half of the simulation, the mean arrival rate is computed as the total number of connections which arrive during the simulation divided by the duration of the simulation. First observe that, as expected, the blocking probabilities for hando and new connection request increase in all strategies with increase in the arrival rate of new connection request. The performance of Fixed(5%) and Static(3) schemes are better than that of YL97 strategy. Importantly, note that the blocking probabilities for hando request is the smallest for the proposed ExpectedMax strategy. The maximum load for which the target hando blocking probability of 0.01 is achieved, is largest for our ExpectedMax strategy. Figure 5(b) shows that the new connection blocking probabilities are lower for all schemes compared to ExpectedMax. As mentioned earlier, there is an obvious tradeo in blocking probabilities for hando versus new connections. The network designer needs to make a decision regarding the amount of penalty he is willing to accept in terms of higher new connection blocking probability. For instance, the designer can decide on target probabilities of 0.005 and 0.10 respectively for hando and new connections respectively. Our scheme targets such a situation and strives to closely estimate hando resource requests to actual future requests. Figures 6 and 7 show the blocking probabilities for the three individual classes, for two di erent system loads (medium and high). The medium load corresponds to a new connection arrival rate of 0.53 connections/sec whereas the high load corresponds to an arrival rate of 0.672 connections/sec. The ExpectedMax strategy consistently re- sults in lower hando blocking probabilities for all the three classes in both cases. Note that, class 2 has typically very low blocking probability, while class 0 has higher blocking probability. This is expected since class 2 has lower bandwidth requirements. This is also attractive to network service providers where voice (class 2) typically is the mainstream application compared to video (class 0). A.0.a Update Frequency. As described earlier, ideally each basestation must get updated information about expected hando s from neighboring cells upon arrival of each new connection request. The overhead of such frequent updates is clearly very high. Our objective is to minimize the frequency of update while achieving accurate estimates of hando resource requests. Figure 8 shows the variation in blocking probabilities as update rate is decreased at one particular load, namely 0.672 conn/sec new connection arrival rate. The x-axis in Figure 8 shows the ratio of the mean new connection inter-arrival rate and the mean inter-update rate. A ratio of 1 means that, on the average, updated information is obtained from neighboring nodes for each incoming new connection request (i.e., approximately the ideal update rate). A ratio of 100 means that, the average, updated information is obtained from neighboring nodes once every 100 new connection requests. Observe that, the blocking probabilities are fairly steady even when the update rate is reduced to approximately 1/100 To provide more perspective, we also simulated the condition where users are moving away from downtown towards city and suburbs. Specically, the mobility parameters are as shown in Table IV .
Here, we assume that, on the average, arrival rate of new connection requests in downtown is 2.5 times that in suburb, and in the city is 2.0 times that in the suburb. As before, the arrival rates in each cell for tra c type increases in the rst half of the simulation and decreases in the second half. The relative behavior of all strategies are very similar to that discussed for morning rush hour situation in Network 1 (see Figure 9 ). In particular, the proposed ExpectedMax strategy has the least hando blocking probability. Correspondingly, it has the highest new connection request blocking probability. As stated earlier, since premature termination of established connection requests is probably more undesirable than rejection of new connec-tion request, the proposed ExpectedMax strategy seems to be better even in this situation.
B. Network 2
The wireless network and the mobility pattern in this network are exactly as in Network 1. However, instead of three di erent classes of tra c, all connections requests are of the same class in this network. Speci cally, the parameters of all the connection requests are that of a typical cellular phone conversation (i.e., class 2 connection of 1). This network was used in the evaluation described in 15] and is included here for comparison.
As in Network 1, the arrival rate of new connection requests increases in the rst half of the simulation and then decreases in the second half. The method used to increase and decrease the rate of arrival of connections is exactly as in Network 1. Also, as in Network 1, the average call arrival rate in a downtown is 40% higher than that in suburb. The call arrival rate in the city is on the average 20% higher than in the suburb. Moreover, to account for the di erences in the residence times among cells, mean unencumbered cell residence time in downtown (city) is assumed to be twice (1.33 times) that in suburb. Figure 10 shows the variation in the blocking probabilities in the di erent strategies when arrival rate of new connection requests is increased. Unlike in Network 1, the Static(3) and the Fixed(5%) strategies perform quite well in this network. They have the smallest hando blocking probability as compared to the dynamic schemes. The main reason is that the average bandwidth per connection is very small (approximately 0.0064) and therefore reserving 5% results in over-reserving resources for hando s.
Since the Static(3) reserves for at most three hando connections, its blocking probability is higher when compared to Fixed(5%). The hando blocking probabilities in the proposed ExpectedMax strategy are smaller than that of the YL97 schemes. However, the di erence between the two schemes seems to be much less in this network as compared to in Network 1. The new connection blocking probabilities for the YL97 schemes are much better than that for ExpectedMax strategy. The results here seem to indicate that with a low-bandwidth homogeneous tra c network, a static scheme will be su cient to obtain good performance. As mentioned earlier, static schemes do not require the overhead associated with basestation updates. As shown in the previous section, there is signi cant advantage in multiple class networks, with diverse tra c requirements.
C. Network 3
This network is meant to capture a uniform network where all cells are identical in terms of tra c ow and the probabilities of moving between cells is uniform. That is, a mobile is equally likely to move to any of the neighboring cells. The parameters of the tra c classes are as in Network 1.
Here again, Figure 11 shows the variation in hando and new connection blocking probabilities for di erent loads. As in Network 1, the hando blocking probability is the least for the ExpectedMax strategy. In this network, YL97 strategies are worse than the Fixed(5%) strategies and the Static(3) schemes for both hando and new connection blocking probabilities. This shows that our ExpectedMax strategy is well adapted to di erent network conditions and tra c patterns.
V. Conclusions
This paper addressed the problem of providing resources to mobile connections during hando between basestations. The network is assumed to be cell-based with support for diverse tra c types. The goal is to estimate the requirements for resources from mobiles that are currently in neighboring cells and that might potentially move to the current cell. This estimate is then used to appropriately reserve resources in the current cell for potential hando connections. A dynamic strategy that uses the estimated holding times and mobility pattern information is proposed in the paper. The performance of this strategy is compared to two xed or static schemes that do not use any dynamic information, and to a scheme proposed earlier. The results were studied for three di erent type of networks. The performance metrics studied are blocking probabilities for hando and for new connections. A fundamental assumption is that the network designer desires a lower hando blocking probability. This requirement might result in higher blocking probability for new connections. A suitable tradeo is required based on the network service objectives.
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