The aim of this paper is to show an odd behavior of a (hypothetical) Collatz sequence going to infinity, hinting to the possibility that such an orbit has positive density in the sense of [2] .
Introduction
Let a ∈ N + 1, the Collatz operation is Col(a) = 3a + 1, If a is odd and Col(a) = a/2 if a is even. The Collatz process is the sequence a n = Col (a n−1 ), of the iterations of Col(a 0 ), starting with a given natural number a 0 . Since 3a + 1 is always even, we can divide by 2 in the same step and consider the iterations of where [ · ] denotes the biggest integer less than or equal to the given number.
The Collatz conjecture says that any orbit contains 1, eventually becoming the loop 1,2,1. The book by Jeffrey C. Lagarias (ed.) [1] is an exelent source, we can appreciate so many different approaches, from Number Theory, Dynamical Systems, Stochastic Processes, Numerical Methods, also including the motivation and origin of this problem as well as an annotated bibliography from 1963 to1999. The very recent article by Terence Tao [2] , refined considerably previous results on this problem, from the probabilistic perspective and revived the interest of the public. Following a seemingly overlooked approach, the aim of this paper is to prove the theorem below.
Theorem 1.1. Assume that for some a 0 ∈ N + 1, lim α→∞ a α = ∞. Then, for all ψ ∈ N + 1
where p = ln ψ ln 3 . The equality [3 p−qα a α ] = ψ means that the first p digits of a α in base 3 match those of ψ.
In the whole paper, (a α ) α∈N is a fixed orbit of Col 2 going to infinity. i.e. (1.4) ∀α ∈ N + 1, a α = Col 2 (a α−1 ) and lim α→∞ a α = ∞.
Bounded version of the Collatz process
For all α ∈ N + 1, put
To work with c α , we need to obtain it directly as the iterations of a single operation starting from c 1 . i.e. We need to understand how the Collatz operation works on c α , for α ≥ 1.
Note: If b 2 / ∈ N, the base 3 expansion of b 2 ends in an infinite string of 1's, starting at the position −q − 1. In that case, we "round up" to b+3 −q−1 2 and Col 3 (b) ∈ N. When the rounding occurs, the last position is −q − 1 and its value 2. Working with Col 3 , we take advantage of the long division procedure (in base 3) by starting with division by 2, without caring about the parity of the number until we get to the last digit.
For future reference, observe that for all b ∈ N and n ∈ N,
Clearly, for all α ≥ 1,
(If a 0 is not divisible by 3, (2.7) is also true for α = 0.)
The usefulness of this version of the Collatz iteration is that we can multiply by the cumulated 3's after any number of iterations of Col 3 .
Indeed, for all α, the coeficients of a α , c α and
in base 3, are the same, just shifted.
The main ingredient in the proof of Theorem 1.1 is the following result, interesting in their own.
Proposition 2.4.
(2.9) lim inf α→∞ c α = 1.
preliminary results
Assume that 3 k φ = 3 k φ and 3 k θ = 3 k θ (unless φ = θ). Then, for all m ∈ N,
Proof. Write φ and θ in base 3, and divide them by 2 using the long division procedure.
(The assumption 3 k φ = 3 k φ and 3 k θ = 3 k θ ensures that the roundings on all the iterations occur outside of the first k base-3 digits.
Observation: Since Col m 3 (b) → 0, when m → ∞, the Lemma 3.1 becomes irrelevant for m big enough. To keep it meaningful, we restric it to m ≤ n, where n is defined by
After the next iteration, all the meaningful base-3 digits of Col n+1 3 (φ) and Col n+1 3 (θ) disappear from the "window" we are observing (the first k positions) and there is nothing more we can say from (3.1). Then, as long as k 1 ≤ q 0 or k 2 ≤ q 0 , we have k 1 = k 2 and their common value, k, does not depend on b ∈ Φ ξ , only on n.
In particular, for all pairs (n, k), k ≤ q 0 verifying (3.5),
For further reference, let's write this conclusion in other form. 1 ≤ 3 k · Col n 3 (b) < 3 and/or 1 ≤ 3 k · b · 2 −n < 3. for which k ≤ q 0 .
Note that given n, k is unique, while for each k, there might be two values of n verifying (3.7), but not more than two.
Lemma 3.5. There is a sequence (n j , k j ) (increasing in both components), such that for all real number x, 1 < x < 3, there is j 0 ∈ N such that for all j ≥ j 0 ,
(In particular, (n j , k j ) verifies 1 ≤ 3 k · x · 2 −n < 3, see (3.7).)
Proof. Since ln 3 ln 2 is irrational,
So, there is an increasing sequence k j ∈ N such that lim j→∞ k j · ln 3 ln 2 − k j · ln 3 ln 2 = 1.
Put n j = k j · ln 3 ln 2 + 1.
So, (3.9) k j · ln 3 ln 2 < n j < k j · ln 3 ln 2 + 1.
Since ln x > 0 and lim j→∞ n j − k j · ln 3 ln 2 = 0, there exist j 0 such that for all j ≥ j 0 , (3.10) n j < k j · ln 3 ln 2 + ln x ln 2 .
By (3.9)and (3.10), we have (3.8). Let (n j , k j ) be the sequence given by Lemma 3.5. By (3.8), for 0 < ǫ < ln l ln 2
Proofs
fixed, there is j 0 such that for all j ≥ j 0 , (4.1) k j · ln 3 ln 2 < n j < k j · ln 3 ln 2 + ǫ.
For later reference, note that (4.2) n j · ln 2 ln 3 − ǫ · ln 2 ln 3 < k j < n j · ln 2 ln 3 .
Since ǫ · ln 2 ln 3 < ln l ln 3 < 1, (4.3) k j = n j · ln 2 ln 3 .
Since lim j→∞ 3 −k j 3 k j l − 1 = l, we choose j 1 ≥ j 0 such that
Now, choose a sequence (c α i ) i∈N , converging to l, such that for all i,
If no such sequence exist, necessarily l ∈ N and any sequence c α i → l approach l by below. In that case, we can choose c α i such that for all i,
The key point is we have chosen c α i → l such that 3 k j 1 c α i does not depend on i. In other words, taking ξ = 3 k j 1 c α i (for some i),
Then, by (4.4), for all i, (4.9) ln c α i > ǫ ln 2 and, by (4.2), (4.10) − k j 1 < ǫ ln 2 ln 3 − n j 1 ln 2 ln 3 < ln c α i ln 3 − n j 1 ln 2 ln 3 .
Therefore, by Corollary 3.3,
is constant and, by (3.6), (4.12) Col
By (2.5),
q α i is given by (2.1) (or equivalently by (2.4)). Note that q α i → ∞, since a α → ∞.
Putting (4.12) and (4.13) together, (4.14)
Col
Finally, since
Which is a contradiction, since 3 k j 2 n j < 1. 4.2. Proof of Theorem 1.1. Given ψ ∈ N + 1, set (4.17) p = ln ψ ln 3 and ψ 0 = 3 −p ψ.
Put
In other words, . Since 1 ≤ ψ 0 < 3, τ is completely defined and 0 ≤ τ < 1.
By the irrationality of ln 3 ln 2 , there is a sequence k j such that (4.20) lim j→∞ k j · ln 3 ln 2 − k j · ln 3 ln 2 = τ.
For all ǫ > 0, there is j 0 such that for all j ≥ j 0 ,
Now, fix (4.23) 0 < ǫ < ln 1 + 3 −p−2 ln 2 .
Since (4.24)
, multiplying all members of (4.21) by 3 p , for all j big enough, we obtain
Now, fix j verifying (4.21) and take ξ = 3 k j +q in Definition 3.2, q ∈ N will be determined later. By Proposition 2.4, there is a subsequence
By Corolary 3.3, for all i,
If 1 ≤ ψ 0 < 2, put q = p+1. By (4.25) and (4.30), since Col n j 4 (c α i ) = c α i +n j , for all i,
Then, for all i, (4.32) 3 p−q α i +n j a α i +n j = 3 p c α i +n j = ψ.
Then, (4.37) 3 k j +1 2 n j +1 < c α i +n j +1 < 3 k j +1 2 n j +1 + 1 3 q−1 + 3 −q α i +n j 2 .
By (4.26), (4.38) ψ − 1 3 < 3 p · c α i +n j +1 < ψ + 1, (since q α → ∞, we can assume that 3 p+1−q α i +n j < 1). Then, for all i, (4.39) 3 p−q α i +n j +1 a α i +n j +1 = 3 p c α i +n j +1 = ψ.
An inmediate consequence of Theorem 1.1 is the following corollary. where p = ln φ ln 3 and q = ln θ ln 3 . Note that is an order relation and we have the following corollary.
Corollary 4.2. For any φ ∈ N + 1, there is an −increasing subsequence (a α i ) i∈N , minored by φ.
It would be interesting to study a single orbit {a α } α∈N , going to infinity, from the averaging measure perspective. i.e. Assuming a α → ∞, does {a α } α∈N has positive or zero density in the sense of [2] ?
