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SUMMARY
Un syste`me re´parti est une application qui exe´cute un ensemble de protocoles pour
coordonner les actions de processus multiples sur un re´seau, de telle sorte que tous les
composants coope´rent ensemble pour re´aliser une seule ou un petit ensemble de taˆches.
Ainsi, un syste`me re´parti peut eˆtre beaucoup plus grand et plus puissant compte tenu
de l’ensemble des capacite´s de composants re´partis, que des combinaisons des syste`mes
centralise´s. Toutefois, un tel syste`me soit utile, elle doit eˆtre fiable. C’est un objectif
difficile a` atteindre en raison de la complexite´ des interactions entre les composants
fonctionnant simultane´ment. Pour eˆtre vraiment fiable, un syste`me distribue´ doit avoir
les caracte´ristiques suivantes:
1. Tole´rance aux pannes: Il peut re´cupe´rer aupre`s de de´faillances sans effectuer les
actions incorrectes.
2. Hautement Disponible: Il est possible de restaurer les ope´rations afin de lui per-
mettre de reprendre la fourniture de services, meˆme si certains composants ont
e´choue´.
3. Re´cupe´rables: les composants e´choue´s peuvent eux-meˆmes rede´marrer et rejoindre
au syste`me, apre`s que la cause de l’e´chec a e´te´ re´pare´.
4. Cohe´rent: Le syste`me peut coordonner les actions par de multiples composants
souvent en pre´sence de la concurrence et l’e´chec. Celui-ci sous-tend la capacite´
d’un syste`me distribue´ a` agir comme un syste`me non-distribue´.
5. Passage a` e´chelle: Il peut fonctionner correctement alors meˆme que certains aspects
du syste`me sont augmente´s a` une plus grande taille. Par exemple, nous pourrions
augmenter la taille du re´seau sur lequel le syste`me est en cours d’exe´cution. Cela
augmente la fre´quence des pannes de re´seau et pourrait de´te´riorer un syste`me
“non-e´volutif ”. De meˆme, nous pourrions augmenter le nombre d’utilisateurs ou
de serveurs, ou charge globale sur le syste`me. Dans un syste`me e´volutif, ce ne
devrait pas avoir un effet significatif.
6. Performances pre´visibles: La capacite´ de fournir la re´activite´ souhaite´e.
7. Se´curise´: Le syste`me authentifie l’acce´s aux donne´es et de services.
Ce sont des normes e´leve´es, qui sont difficiles a` atteindre. Probablement le plus
difficile est un syste`me distribue´ doit eˆtre capable de continuer a` fonctionner correcte-
ment meˆme lorsque ses composants e´chouent. Dans les grands syste`mes distribue´s, la
re´plication des donne´es est l’approche la plus fre´quemment utilise´e pour offrir des donn-
e´es de haute disponibilite´, faible consommation de bande passante, l’augmentation de la
tole´rance aux pannes et l’ame´lioration de l’e´volutivite´ (passage a` l’e´chelle) du syste`me
global. Les syste`mes re´plique´s mettent en œuvre des protocoles controˆle de re´plique
(cohe´rence) qui appliquent une se´mantique spe´cifique d’acce´s aux donne´es.
Dans le chapitre 2 de ce manuscrit, nous introduisons les protocoles controˆle de
re´plique qui ont e´te´ propose´s dans la litte´rature. Ces protocoles varient en fonction
de divers parame´tres tels que leurs couˆts de communication, leur capacite´ a` tole´rer les
e´checs de re´pliques (e´galement de´signe´e par l’expression de leur disponibilite´), ainsi que
la charge qu’ils imposent sur le syste`me. En outre, ces protocoles peuvent eˆtre classe´s
en deux cate´gories: les protocoles non-structure´s et structure´s. Contrairement a` ce
dernier, le premier ne ne´cessite pas d’imposer une structure sur les re´pliques du syste`me.
D’abord, on introduit les protocoles controˆle de re´plique non-structure´s et montre que
de tels protocoles ont un couˆt de communication de O(n): le couˆt de communication
augmente tant que le nombre de re´pliques dans le syste`me augmente. Plus tard dans
le chapitre, nous donnons les protocoles controˆle de re´plique structure´s et on indique
que, en imposant une structure logique sur les re´pliques du syste`me, il est possible
de re´duire les couˆts de communication. Une introduction aux protocoles controˆle de
re´plique qui imposent une structure arborescente sur les re´pliques du syste`me est fournie.
Le chapitre est conclu en fournissant une comparaison entre les diffe´rents protocoles en
tenant compte de ces trois parame´tres mentionne´s.
Dans le chapitre 3, nous pre´sentons notre travail, le protocole “Arbitrary Tree” qui
organise logiquement les re´pliques dans une arborescence ou` chaque nœud de cet arbre
peut eˆtre soit logique ou physique: un nœud physique correspond a` une re´plique du
syste`me alors que un nœud logique ne l’est pas. Au cœur de ce protocole est la nouvelle
notion de niveau physique qui contient au moins un nœud physique, et de niveau logique
qui a tous ses nœuds logiques. Fondamentalement, la lecture est effectue´e sur un seul
nœud physique de chaque niveau physique de l’arbre alors que l’ope´ration d’e´criture
est effectue´e sur tous les noeuds physiques d’un seul niveau physique de l’arbre. La
structure de cet arbre peut eˆtre configure´e en se basant sur les fre´quences de lecture et
d’e´criture. Si les ope´rations d’e´criture dominent dans le syste`me, alors on ajoute autant
de niveaux physiques a` l’arbre que possible. D’autre part, si le syste`me est “read-most”
(lire la plupart), alors toutes les re´pliques du syste`me sont organise´es en un seul niveau
physique. Nous proposons un algorithme qui configure l’arborescence en tenant compte
a` la fois les fre´quences de lecture et d’e´criture. En outre, une extension du protocole
“Arbitrary Tree”est pre´sente´e en vue d’ame´liorer la disponibilite´ de ses ope´rations lecture
et e´criture par le biais de “perfect failure detector” P.
L’e´valuation de la performance du protocole “Arbitrary Tree” est donne´e au chapitre
4. Pour ce but, nous utilisons un syste`me de grille et on met en place plusieurs con-
figurations avec diffe´rents modes et taux de lecture et d’e´criture. Les re´sultats obtenus
montrent que certaines configurations ont la capacite´ a` re´partir les ope´rations de lecture
entre des re´pliques du syste`me tandis que d’autres peuvent le faire pour les e´critures.
CHAPTER I
INTRODUCTION
The area of distributed systems has evolved during the last 2-3 decades, and inthe last decade, the spreading of the Internet and intranets has made the areaa central for the development of modern softwares. Today distributed systems
are everywhere: from the world wide web, through the banks interconnected systems,
to the network of computers in a modern car.
A distributed system consists of a set of distinct processes that cooperate with each
other, by exchanging messages through a network, in order to perform a single or small
set of tasks. Thus, a distributed system can be much larger and more powerful given the
combined capabilities of the distributed components, than combinations of stand-alone
systems. However, such a system to be useful, it must be reliable. This is a difficult
goal to achieve because of the complexity of the interactions between simultaneously
running components. To be truly reliable, a distributed system must have the following
characteristics:
• Fault-Tolerant : It can recover from component failures without performing incor-
rect actions.
• Highly Available : It can restore operations, permitting it to resume providing
services even when some components have failed.
• Recoverable: Failed components can restart themselves and rejoin the system, after
the cause of failure has been repaired.
• Consistent : The system can coordinate actions by multiple components often in
the presence of concurrency and failure. This underlies the ability of a distributed
system to act like a non-distributed system.
• Scalable: It can operate correctly even as some aspect of the system is scaled to
a larger size. For example, we might increase the size of the network on which
the system is running. This increases the frequency of network outages and could
degrade a “non-scalable” system. Similarly, we might increase the number of users
or servers, or overall load on the system. In a scalable system, this should not have
a significant effect.
• Predictable Performance : The ability to provide desired responsiveness in a timely
manner.
• Secure: The system authenticates access to data and services.
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These are high standards, which are challenging to achieve. Probably the most diffi-
cult challenge is that a distributed system must be able to continue operating correctly
even when components fail.
In large distributed systems, data replication is the most widely used approach to
offer high data availability, low bandwidth consumption, increased fault-tolerance and
improved scalability of the overall system. Replication-based systems implement replica
control (consistency) protocols that enforce a specified semantics of accessing data. Also,
the performance depends on a host of factors chief of which is the protocol used to
maintain consistency among the replicas.
In Chapter 2 of this manuscript, we introduce the replica control protocols that have
been proposed in the literature. These protocols differ according to various parameters
such as their communication costs, their ability to tolerate replica failures (also termed
as their availability), as well as the load they impose on the system. Furthermore, such
protocols can be classified into two categories: non-structured and structured protocols.
Unlike the latter, the former does not require any structure to be imposed on replicas
of the system. We first introduce the non-structured replica control protocols and show
that such protocols have a communication cost of O(n): the communication cost in-
creases as the number of replicas in the system increases. Later in the chapter, we give
the structured replica control protocols and show that by imposing a logical structure on
replicas of the system, it is possible to reduce the communication costs further. A pro-
found introduction to replica control protocols that impose a tree structure on replicas
of the system is provided. The chapter is concluded by supplying a comparison among
these protocols by taking into account the above-mentioned three parameters.
In Chapter 3, we present our work the Arbitrary Tree protocol which organizes
logically the replicas into a tree structure where every node of this tree can be either
logical or physical: a physical node corresponds to a replica of the system whereas a
logical one does not. At the heart of this protocol lie the new notion of physical level
which contains at least one physical node, and the new notion of logical level which has
all of its nodes logical. Basically, the read operation is carried out on any single physical
node at every physical level of the tree whereas the write operation is performed on
all physical nodes of a single physical level of the tree. The structure of this tree can
be configured based on the frequencies of read and write operations. For instance, if
write operations dominate in the system, then the tree is configured to possess as many
physical levels as possible. On the other hand, if the system is mostly-read, then all
replicas of the system are arranged into one physical level. We propose an algorithm
that configures the tree structure by taking into account both read and write frequencies.
Also, an extension of the Arbitrary Tree protocol is presented in order to ameliorate the
availability of its read and write operations by means of the perfect failure detector P.
The performance evaluation of the Arbitrary Tree protocol is given in Chapter 4.
To this aim, we make use of a grid-wide system and set up several configurations with
different patterns of read and write operation interleavings and read-write ratios. The
obtained results show that certain configurations have the ability to evenly distribute
read operations among replicas of the system while others can do it for write operations.
SUMMARY
Dans les grands syste`mes distribue´s, les donne´es sont re´plique´es dans le but
d’atteindre la tole´rance aux pannes ainsi que d’ame´liorer les performances du syste`me.
Cependant, les protocoles de synchronisation sous-jacents, e´galement connus sous le
nom de protocoles controˆle de re´plique, sont ne´cessaires afin de maintenir la cohe´rence
des donne´es entre les re´pliques. Ces protocoles essentiellement mettent en place deux
ope´rations: lecture et e´criture. Quand une copie-e´quivalence (one copy-equivalence) doit
eˆtre assure´e, l’ope´ration d’e´criture doit stocker une nouvelle valeur des donne´es alors que
l’ope´ration de lecture doit retourner la plus re´cente valeur e´crite.
Compte tenu de l’importance du sujet, plusieurs protocoles de re´plication ont e´te´
de´crits dans la litte´rature. Ils diffe`rent en fonction de divers parame`tres tels que
leurs couˆts de communication, leur capacite´ a` tole´rer les e´checs de re´plique (e´galement
de´signe´e par l’expression de leur disponibilite´), ainsi que la charge qu’ils imposent sur
le syste`me. Pour un syste`me de n re´pliques, le bien connu protocole ReadOneWriteAll
(ROWA)[BHG87] a un couˆt de lecture de 1 et un couˆt d’e´criture de n. En d’autres
termes, un client a besoin seulement de prendre contact avec une seule re´plique pour
lire une valeur, alors qu’il doit prendre contact avec toutes les re´pliques pour e´crire une
valeur. Les ope´rations de lecture sont tre`s tole´rantes aux pannes et induisent une charge
de 1n alors que la disponibilite´ des ope´rations d’e´criture est pe´nalise´e en raison du fait
que l’e´chec d’une seule re´plique empeˆche l’ope´ration d’e´criture de mettre fin avec succe`s.
Elles induisent une charge de syste`me de 1.
Pour les ope´rations de lecture et d’e´criture, le protocole de la Majorite´ (Majority
Quorum) [THOM79] a un couˆt de communication de n+12 pour un impair nombre de
re´pliques n et impose une charge de syste`me d’au moins 0.5. Il tole`re les e´checs de
re´plique en lecture ou en e´criture au de´triment de l’augmentation des couˆts de lecture
par rapport a` ceux de ROWA. Les deux protocoles ROWA ainsi que la Majorite´ ont
un couˆt de communication de O(n): le couˆt augmente line´airement avec le nombre de
re´pliques du syste`me.
En imposant une structure logique sur les re´pliques du syste`me, il est possible de
re´duire les couˆts de communication plus loin. Le protocole
√
n (Finite Projective Plan
FPP) [MAE85] , le protocole de la Grille (Grid protocol) [CAA90], le protocole de l’arbre
(Tree Quorum protocol) [AA90], le protocole HQC (Hierarchical Quorum Consensus)
[KUM91] et le Syste`me de Chemins (Paths System) [NW98] organisent logiquement les
re´pliques du syste`me dans une structure spe´cifique tandis que, comme le protocole de
la Majorite´, utilisent un syste`me de quorum. La charge de ces protocoles a e´te´ e´tudie´e
dans [NW98] en utilisant la programmation line´aire. Il a e´te´ prouve´ que la meilleure
charge optimale d’un syste`me de quorum de n re´pliques est 1√
n
si le plus petit quorum
du syste`me est de taille
√
n. Il a e´galement e´te´ e´tabli que la charge devient plus e´leve´e
autant que la taille du plus petit quorum du syste`me devient de moins de
√
n.
L’organisation logique de n re´pliques du syste`me en certaines structures telles qu’un
plan projectif ou une grille, rend le plus petit quorum d’avoir une taille de
√
n re´sultant
de la meilleure charge optimale de 1√
n
. La structure d’un arbre fournit beaucoup plus
petite taille de quorums de log(n), mais au de´triment d’une charge de syste`me tre`s
e´leve´e.
Dans un protocole d’un arbre, chaque nœud repre´sente une re´plique du syste`me: la
hauteur de l’arbre est ge´ne´ralement de´signe´e par h alors que n indique le nombre de
re´pliques du syste`me. L’un des premiers protocoles d’un arbre [AA90] a un couˆt de
lecture qui varie de 1 a` (d + 1)h et un couˆt d’e´criture de (d+1)
h+1−1
d ou` chaque nœud
de l’arbre a 2d+1 descendants (pour une valeur non ne´gative de d). Dans [KOCH93],
l’ide´e de [AA90] a e´te´ ge´ne´ralise´e pour obtenir un protocole avec un couˆt de lecture qui
varie de 1 a` Sh alors que le couˆt d’e´criture est de O(log(n)) ou` chaque nœud de l’arbre a
S = 3 descendants. Dans [CYC03], le protocole propose´ exige beaucoup moins de couˆts
de lecture que dans [KOCH93] ou` un tel protocole a un couˆt de lecture qui varie de 1 a`
S
h
2 alors que l’ope´ration d’e´criture a un couˆt de O(log(n)) ou` chaque nœud de l’arbre
a S = 3 descendants. Tous ces protocoles ont un couˆt de lecture de 1 dans le meilleur
des cas. Toutefois un tel couˆt est atteint seulement par l’acce`s a` la racine de l’arbre:
donc les ope´rations de lecture de [AA90] et [KOCH93] ayant un couˆt de 1 induisent une
charge de syste`me de 1 tandis que celles de [CYC03] induisent une charge de syste`me
de 0.5. Aussi, tous ces protocoles sont vulne´rables a` l’e´chec de la racine; dans ce cas,
aucune ope´ration d’e´criture ne peut eˆtre faite et ces ope´rations d’e´criture imposent une
charge de syste`me de 1, car la racine est un membre de chaque quorum d’e´criture.
L’inconve´nient de ne pas terminer une ope´ration d’e´criture lorsque la racine de l’arbre
tombe en panne a e´te´ re´solu dans [AA91]. Une ope´ration de lecture ou d’e´criture est
re´alise´e en se´lectionnant un chemin qui part de la racine de l’arbre et se termine a` une
des feuilles. Si un tel chemin ne peut se construire en raison de quelques e´checs alors
toute re´plique inaccessible est remplace´e par des chemins qui commencent de tous ses
descendants et finissent a` leurs feuilles correspondantes. Ce protocole a donc un couˆt de
lecture ou d’e´criture qui varie de log(n) a` n+12 . Pour l’efficacite´, les auteurs ont examine´
le cas d’un arbre binaire. Il a e´te´ de´montre´ dans [NW98] que la charge de syste`me
optimale de [AA91] est 2h+2 lors de l’exe´cution des ope´rations de lecture ou d’e´criture.
Toutefois, cette charge optimale est obtenue avec un couˆt de communication beaucoup
plus e´leve´ que log(n). Un couˆt de communication (ou une taille de quorum) de log(n)
peut eˆtre atteint en prenant un chemin qui part de la racine de l’arbre et se termine
a` une des feuilles. Ces quorums de taille de log(n) induisent une charge de syste`me
optimale de 1 car la racine de l’arbre est un membre de chaque quorum.
Dans le protocole HQC [KUM91], un nœud ne correspond pas ne´cessairement a`
une re´plique. Le protocole est base´ sur l’approche de Quorum Consensus et organise
logiquement les re´pliques du syste`me aux plusieurs hie´rarchies ou` seuls les nœuds de fe-
uilles de l’arbre repre´sentent les re´pliques du syste`me. Pour l’efficacite´, le cas d’un arbre
ternaire est examine´ et prouve´ que la taille du quorum d’un tel syste`me est de n0.63
si la taille d’un quorum a` chaque niveau est de 2. Il a e´te´ de´montre´ dans [NW98] que
la charge de syste`me optimale de HQC est n−0.37 qui est plus e´leve´e que la meilleure
charge optimale de syste`me de 1√
n
.
Donc, la premie`re partie de ce chapitre donne une vue ge´ne´rale des syste`mes dis-
tribue´s, la ne´cessite´ de re´pliquer les donne´es dans ces syste`mes, et de ses inconve´nients.
Apre`s l’introduction des mode`les de cohe´rence, probabilistes, charge et syste`me, plusieurs
protocoles controˆle de re´plique sont pre´sente´s et leurs caracte´ristiques sont fournies sur
la base de trois crite`res: les couˆts de communication, la disponibilite´ et la charge de
syste`me. Une profonde description des protocoles d’arborescence est fournie et une
comparaison est faite en prenant les trois crite`res ci-dessus. Le chapitre se conclut par
une comparaison ge´ne´rale entre les principaux existants protocoles controˆle de re´plique.

CHAPTER II
PREVIOUS WORK
The first part of this chapter provides an overview of distributed systems, the need
for replicating data in such systems, and its inconveniences. After introducing the
consistency, probabilistic, load and system models, several replica control protocols are
presented and their characteristics are provided based on three criteria: communication
costs, availability and system load. A profound description of tree structure based
replication protocols is provided and a comparison is made by taking the above three
criteria. The chapter is concluded by a general comparison among the main existing
replica control protocols.
2.1 Motivation
D istributed computing refers to the means by which a single computer programruns in more than one computer at the same time. In particular, the differentelements and objects of a program are being run or processed using different
computer processors. Besides executing concurrently, some of the processes of a dis-
tributed system might stop operating, for instance, by crashing or being disconnected,
while others might stay alive and keep cooperating. This very notion of partial failures
is a characteristic of distributed systems.
When a subset of the processes have failed, or became disconnected, the challenge
is usually for the processes that are still operating, or connected to the system to syn-
chronize their activities in a consistent way. In other words, the cooperation must be
made robust in order to tolerate partial failures. This makes distributed computing a
quite hard, yet extremely stimulating problem. Due to the asynchrony of the processes
and the possibility of failures in the communication infrastructure, it may be impossible
to accurately detect process failures, and in particular, to distinguish a process failure
from a network failure. This makes the problem of ensuring a consistent cooperation
even more difficult. The challenge to researchers in distributed computing is precisely
to devise algorithms that provide the processes that remain operational with enough
consistent information that they can cooperate correctly and solve common tasks.
Many programs that we use today involve distributed computing. For instance,
reading email and browsing the Web are simple examples of client-server computing. In
this scheme, a centralized process, the server provides a service to many remote clients.
The clients and the server interact with each other by exchanging messages in a request-
reply form. It is desirable that the clients continue to access the web page, even if the
site it is consulting fails, by automatically switching to other operational sites. Such
a problem is already nontrivial to deal with when distributed computing is limited to
client-server interaction. However, there is more to distributed computing than handling
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the client-server case. Quite often, not only two, but several processes need to cooperate
and synchronize their actions to achieve a common task. The existence of not only two
but multiple processes does not make the task of distributed computation much simpler.
Actually a real distributed system application would have parts following a client-server
interaction pattern and other parts following a multi-party interaction pattern. For
instance, when a client contacts a server to obtain a service, it may be unaware that,
in order to provide that service, the server itself must need to request the cooperation
of several other servers, with which it needs to coordinate and synchronize in order
to satisfy the client’s request. A typical replication-based system application is a good
example that involves both a client-server and a multi-party interaction patterns in
which a client sends a request to a server (replica), in order to perform read and write
operations, which on its turn requires the synchronization of the servers (replicas) of the
system in such a way that these servers are maintained in a consistent state.
In large distributed systems, data is replicated in order to achieve fault-tolerance as
well as to improve the system performance. By having several replicas of data, the system
becomes more reliable because it continues to be operational despite the failure of one or
more replicas. Moreover, performance improvement is necessary when the distributed
systems need to scale in numbers and geographical areas. Scaling in numbers occurs,
for example, when an increasing number of clients needs to access data that is managed
by a single server. In that case, performance can be improved by replicating the server.
Scaling with respect to the size of a geographical area may also require replication. The
basic idea is that by placing a copy of data in the proximity of the clients that use them,
the time to access the data decreases and hence the performance improves. However,
there is a price to be paid when data is replicated. The problem with replication is that
having multiple copies may lead to consistency problems because whenever a copy is
modified, that copy becomes different from the rest. Therefore, replication-based systems
require underlying synchronization protocols also known as replica control protocols, that
use Quorum systems whose notations and definitions are given in section 2.2, in order
to maintain data consistency among replicas of the system.
Basically, such replica control protocols implement two operations; read and write:
an operation is classified as read, if it does not change (update) the data, otherwise it
is classified as write. When one-copy equivalence is to be ensured, the write operation
must store a new value of data whereas the read operation must return the most recent
value written. In the absence of a global clock in distributed systems, it is difficult to
define precisely which write operation is the “most recent” one. As an alternative, we
need to provide other definitions, leading to a range of consistency models.
A consistency model states that if processes (replicas) agree to obey certain rules,
then the replication-based system promises to work correctly. In the literature, there
exists several consistency models each restricting the values that a read operation on a
data item can return. The ones with minor restrictions are easy to use, whereas those
with major restrictions are sometimes difficult to implement. The trade-off is, of course,
that the easy-to-use models do not perform equally well as the difficult ones. Section
2.3 introduces the most relevant consistency models and their corresponding properties.
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Several replica control protocols that enforce a specified semantics of accessing data
(a consistency model) have been described in the literature. They differ according to
various parameters such as their communication costs, their ability to tolerate replica
failures (also termed as their availability), as well as the load they impose on the system
when performing their read and write operations. In order to compute the availability of
these operations, it is necessary to define the failure probability of individual replica as
well as the entire system. All these definitions lead us to what is known as a probabilistic
model which is introduced in section 2.4.1. Moreover, to study the load that each
operation of a replica control protocol induces to the system, a load model is defined in
section 2.4.2 which specifies precisely how the computation of the load is carried out in
a system.
Finally, describing the relevant elements of a distributed system in an abstract way,
identifying their intrinsic properties, and characterizing their interactions, lead us to
define what is called a system model. Section 2.5 provides a deeper definition and
discussion on the system model used throughout this manuscript.
2.2 Notations and Definitions of Quorum Systems
In the Webster English dictionary, the word quorum has the following definition:“ a quorum is the minimum number of officers or members of a body that whenduly assembled is legally competent to transact business ”
Hence, a quorum is the set of sufficient number of participants that can take a de-
cision on behalf of the whole community. In distributed systems and particularly in
replication-based systems, such a definition of quorum was adopted in order to ensure
data consistency. A quorum is the minimum number of replicas to be contacted when
performing a read or write operation, in such a way that the replicas preserve their
consistent state.
Figure 2.1 illustrates an example of a quorum system composed of three replicas of
a data item x which are represented respectively by: x1, x2 and x3. In this example,
a quorum is composed of a majority of replicas. Therefore, such a quorum system,
which is also classified as a coterie, consists of three different quorums such as: {x1, x2},
{x1, x3} and {x2, x3}. A read or write operation must be performed on any of these
quorums. We can notice that between any two quorums, there exists one replica in
common. Hence, this intersection property of quorum systems guarantees the one-copy
equivalence among the replicas and preserve their consistent state even though not all
replicas are read (written) when a read (write) operation is performed.
2.2.1 Quorum Systems and Coteries
Given a finite universe U of n replicas. Then a set system is defined in the following
manner:
Definition 2.2.1. A Set system S = { S1, S2, . . . , Sm } is a collection of
subsets Si ⊆U of a finite universe U.
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Figure 2.1: Read and Write operations of a quorum system of 3 replicas.
Definition 2.2.2. A Quorum system is a set system S that has the
intersection property: S ∩ R 6= ∅ for all S,R ∈ S . The sets of the system are
called quorums. The number of elements (replicas) in the underlying universe is
denoted by n = |U |. The number of quorums in the system is denoted by m.
The cardinality of the smallest quorum in S is denoted by
c(S ) = min { |S |: S ∈ S }. The degree of an element (replica) i ∈ U in a quorum
system S is the number of quorums that contain i : deg(i)= | { S ∈ S : i ∈ S } |.
Definition 2.2.3. Let S be a quorum system. S is s-uniform if |S | = s for all
S ∈ S.
Definition 2.2.4. A quorum system S is (s,d)-fair if it is s-uniform and
deg(i) = d for all i ∈ U. S is called s-fair if it is (s,d)-fair for some d.
Definition 2.2.5. A coterie is a quorum system S that has the minimality
property: there are no S,R ∈ S : S ⊂ R.
We can notice that a coterie has both the intersection and the minimality properties.
The former is a safety property which permits to preserve the replicas in a consistent
state whereas the latter is not necessary for correctness but is useful for efficiency. A
read or write operation must obtain the agreement of all the replicas of a quorum of
the coterie. Due to the fact that any quorum has a non empty intersection with any
other one, then it can take any action on behalf of the whole system and preserve its
consistent state.
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Definition 2.2.6. LetR, S be two coteries over the same universe U. ThenR
dominates S, denoted byR > S, ifR 6= S and for each S ∈ S there is R ∈R
such that R ⊂ S. A coterie S is called dominated if there exists a coterie R,
such that R > S. If no such coterie exists, then S is non-dominated (ND). Let
NDC denote the class of all ND coteries.
As we have mentioned previously, when performing a read or write operation, all
members of a quorum are contacted in order to obtain their agreement in carrying out
the corresponding operation. Intuitively, the size of a quorum can have an impact on
the response time of the operation. Hence, quorum systems have a communication
complexity which is in function of the size of their quorums. The definition of the
complexity of a coterie is defined next:
Definition 2.2.7. Let a coterie C be given over a finite universe U of size n.
Then the communication complexity of a coterie is defined as the order of magni-
tude of a quorum Q of C with respect to n. We denote O(f(n)) the complexity
of a coterie with f (n) being the function to express the size of a quorum of C in
terms of n.
The communication complexity of a quorum system over a finite universe U of size n,
where every quorum is composed of a majority of replicas, is O(n+12 ). In section 2.6, we
will provide other examples of quorum systems having different levels of communication
complexities.
In the above-mentioned definition of coteries and quorums, no distinction is made
between read and write operations: any operation can be achieved by any quorum of
the system. For replica control protocols, it is possible to separate the system into two
collections, the read quorums and write quorums such that all read quorums intersect
all write quorums. Such a system is called a bi-coterie whose definition is given next:
Definition 2.2.8. A bi-coterie is a system S that has a separate set of read
quorums R = { R1, R2, . . . ,Rm } where Ri ⊆ U and a separate set of write
quorumsW = {W1, W2, . . . ,Wm } whereWi ⊆ U, such that every read quorum
intersects every write quorum, i.e. R ∩W 6= ∅ ∀R ∈R and ∀W ∈W.
2.2.2 Algorithms for Read and Write Operations in a Quorum System
In this section, we provide two algorithms for quorum systems: one for reading the
most recent value of a data and another for writing a new value to a data. As we have
mentioned in section 2.2.1, such systems can guarantee data consistency by means of
their intersection property. In order to ensure that read and write operations are carried
out in a proper manner, it is necessary to associate with each data of a replica, a version
number. Every time a read operation is performed on a quorum, the data of a replica
that has the highest version number must be read because such a replica has necessarily
the most updated data ensured by means of the quorum systems’ intersection property.
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On the other hand, every write operation, after obtaining the highest version number of
the data and incrementing it by one, updates all replicas of a quorum with a new value
and a version number.
Algorithm 1 Write(x, v) - The write operation in a quorum system
REQUIRE:
x: identity of the data item to be written
v: the new value of the data item x
GIVEN:
d : the version number to be added with the new value
ENSURE:
The couple ( v, d ) of the data item x is written on all replicas of a quorum
BEGIN
1 - Choose a quorum Qw∈C to perform the write operation
2 - ∀ Replicas i ∈Qw send a request to access the data item x (i locks the data item x upon receiving
the request)
3 - Wait for the |Qw| replies of the replicas of Qw in the form d i(x )
4 - Choose the highest version number among the replicas of Qw
∀i ∈ Qw, ∃j ∈ Qw; d j(x ) > d i(x )
5 - increment the highest version number by one
d =d j(x ) + 1
6 - Send the new value with its version number to the replicas of the quorum
∀ Replicas i ∈ Qw, send the couple (v, d) to i in order to perform the update on data item x
7 - Release all the replicas i ∈ Qw that have a copy of the data item x
END
Algorithm 2 Read(x) - The read operation in a quorum system
REQUIRE:
x: identity of the data item to be read
ENSURE:
The most recent value of the data item x is read from the replicas of a quorum
BEGIN
1 - Choose a quorum Qr∈C to perform the read operation
2 - ∀ Replicas i ∈Qr send a request to access the data item x (i locks the data item x upon receiving
the request)
3 - Wait for the |Qr| replies of the replicas of Qr in the form d i(x )
4 - Choose the highest version number among the replicas of Qr
∀i ∈ Qr, ∃j ∈ Qr; d j(x ) > d i(x )
5 - Read the most recent value of the data item x by sending a request to j
6 - Release all the replicas i ∈ Qr that have a copy of the data item x
END
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2.3 Consistency Models
Although several consistency models have been proposed, the main ones are dis-cussed in this section. They differ in how restrictive they are, how complextheir implementations are, their ease of programming, and their performance.
We start by introducing the most restrictive consistency model which is known as strict
consistency. Then we introduce more weaker models that are more suitable for real
environments such as distributed systems than the strict consistency.
2.3.1 Strict Consistency
The most stringent consistency model is called strict consistency . It is defined by the
following condition:
Any read on a data item x returns a value corresponding to the result of the most
recent write on x.
This definition is natural and obvious, however it implicitly assumes the existence of
absolute global time so that the determination of the “most recent” is unambiguous.
Therefore, when a replication-based system is strictly consistent, all writes are instan-
taneously visible to all replicas and an absolute global time order is maintained. If a
data item is changed, all subsequent reads performed on that data return the new value,
no matter how soon after the change the reads are done, and no matter which replicas
are doing the reading and where they are located. Similarly, if a read is done, it gets
the then-current value, no matter how quickly the next write is done. The problem
with strict consistency is that it relies on absolute global time and it is impossible in a
distributed system to assign a unique timestamp to every operation that corresponds to
actual global time. In the next section, we introduce a model that relaxes this condition
of absolute time by considering time intervals.
2.3.2 Sequential Consistency
Sequential consistency is a slightly weaker consistency model than the strict consistency.
It was first defined by Leslie Lamport [LAMP79], in the context of shared memory for
multiprocessor systems. In general, a replication-based system is said to be sequentially
consistent when it satisfies the following condition:
The result of any execution is the same as if the read and write operations by all
replicas on the data were executed in some sequential order and the operations of each
individual replica appear in this sequence in the order specified by its program.
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What this definition means is that when replicas run concurrently, any valid inter-
leaving of read and write operations is acceptable behavior, but all replicas see the same
interleaving of operations. Note that nothing is said about time; that is, there is no
reference to the “most recent” write operation on a data. Linearizability, which is a
stronger form of sequential consistency, is based on synchronized clocks. In this model,
operations are assumed to receive a timestamp using a globally available clock and all
replicas must see these operations in the same order based on these timestamps. It
makes reasoning about the correctness of concurrent programs easier, but it is otherwise
hardly ever used for actually building distributed programs.
2.3.3 Causal Consistency
The causal consistency [HA90] represents a weakening of sequential consistency in that
it makes a distinction between events that are potentially causally related and those
that are not. For instance, if event B is caused or influenced by an earlier event A, then
causality requires that all replicas first see A and then see B.
When there is a read followed later by a write, the two events are potentially causally
related. Similarly, a read is causally related to the write that provided the data the read
got. Operations that are not causally related are said to be concurrent. For a replication-
based system to be considered causally consistent, it is necessary to obey the following
condition:
Writes that are potentially causally related must be seen by all replicas in the same
order. Concurrent writes may be seen in a different order on different machines.
Therefore, in a causally consistent replication-based system, concurrent writes are not
required to be seen by all replicas in the same order. Implementing causal consistency
requires keeping track of which replicas have seen which writes. It effectively means that
a dependency graph of which operation is dependent on which other operations must
be constructed and maintained which is viable by means of vector timestamps.
2.3.4 FIFO Consistency
In causal consistency, it is permitted that concurrent writes be seen in a different order
on different replicas, although causally related ones must be seen in the same order by all
replicas. The next step in relaxing consistency is to drop the latter requirement. Doing
so gives us FIFO consistency model [LS88], which is subject to the following condition:
Writes done by a single replica are seen by all other replicas in the order in which
they were issued, but writes from different replicas may be seen in a different order by
different replicas.
In such a model, writes by a single replica can be pipelined: the replica does not
have to stall waiting for each one to complete before starting the next one. FIFO
consistency is interesting because it is easy to implement. In effect, it says that there
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are no guarantees about the order in which different replicas see writes, except that two
or more writes from a single replica must arrive in order to all replicas. The model
can be implemented by simply tagging each write operation with a (replica, sequence
number) pair, and performing writes per replica in the order of their sequence number.
The key difference between sequential consistency and FIFO consistency is that with
the former, although the order of statement execution is nondeterministic, at least all
replicas agree what it is. With the latter, they don’t need to agree and different replicas
can see the operations in different orders.
2.3.5 Weak Consistency
Although FIFO consistency can give better performance than the stronger consistency
models, it is still unnecessarily restrictive for many applications because it requires that
writes originating in a single replica to be seen everywhere in order. Therefore such a
condition can be relaxed by introducing what is called a synchronization variable. A
synchronization variable S has only a single associated operation synchronize(S), which
synchronizes all replicas of the system whenever it is called. It is worthwhile to note that,
a replica P performs operations only on its locally available copy of the data. When the
replication-based system is synchronized, all local writes by replica P are propagated to
the other replicas of the system, whereas writes by other replicas are brought into P ’s
copy.
Using synchronization variables to partly define consistency leads to what is called
weak consistency [DSB88], which has the following properties:
1. Accesses to synchronization variables in the system are sequentially consistent.
2. No operation on a synchronization variable is allowed to be performed until all
previous writes have completed everywhere.
3. No read or write operations on data are allowed to be performed until all previous
operations to synchronization variables have been performed.
The first point states that all replicas see all operations on synchronization variables in
the same order. The second point says that synchronization flushes the pipeline and it
forces all writes that are in progress or partially completed or completed at some local
replicas but not others to complete everywhere. Therefore, when synchronization is
done, all previous writes are guaranteed to be done as well. Finally, the last point states
that when a data is accessed in order to be read or written, all previous synchronizations
must have been completed.
Unlike the previous consistency models, weak consistency enforces consistency on a
group of operations, not on individual reads and writes. This model is most useful when
isolated accesses to shared data are rare, with most accesses coming in clusters. Another
important distinction with the previous consistency models is that we now limit only
the time when consistency holds, rather than limiting the form of consistency. In fact,
we could say that with weak consistency, sequential consistency is enforced between
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groups of operations instead of between individual operations by using synchronization
variables.
2.3.6 Release Consistency
Weak consistency has the problem that when a synchronization variable is accessed, the
replication-based system can not differentiate whether this is being done because the
replica is either finished writing the shared data or is otherwise about to start reading
the data. Consequently, it must take the actions required in both cases, namely making
sure that locally initiated writes are propagated to all replicas of the system, as well
as gathering in all writes initiated by other replicas of the system. In order that the
replication-based system detects the difference between reads and write, two kinds of
synchronization variables are needed instead of one.
Release consistency [GLLGGH90] provides these two kinds of variables. An acquire
operation is used to tell the replication-based system that a critical region is about to
be entered, whereas a release operation says that a critical region has just been exited.
These operations can be implemented in either of two ways: (1) ordinary operations on
special variables or (2) special operations. Either way, the programmer is responsible
for inserting explicit code in the program stating when to do the operations by calling
some predefined library procedures such as acquire and release or procedures such as
enter–critical–region and leave–critical–region.
In addition to these synchronization operations, reading and writing shared data
is also possible. Acquire and release do not have to apply to all data in the system.
Instead, they may guard only specific shared data, in which case only those data items
are kept consistent. The shared data that are kept consistent are said to be protected.
A replication-based system that offers release consistency guarantees that when a
replica does an acquire, the system will ensure that all the local copies of the protected
data are brought up to date to be consistent with the remote ones if needed. When
a release is done, protected data that have been changed are propagated out to other
replicas of the system. Doing an acquire does not guarantee that locally made changes
will be sent to other replicas immediately. Similarly, doing a release does not necessarily
import changes from other replicas.
Release consistency can be implemented in a replication-based system by means of
a centralized synchronization manager where in order to perform an acquire, a replica
sends a message to this manager requesting a particular lock. In the absence of any com-
petition, the request is granted and the acquire completes. Then an arbitrary sequence
of reads and writes to the shared data can take place locally. None of these changes
are propagated to other replicas of the system. When the release is done, the modified
data are sent to the other replicas that use them. After each replica has acknowledged
receipt of the changes, the synchronization manager is informed of the release. In this
way, an arbitrary number of reads and writes on shared data can be performed with a
fixed amount of overhead. Acquires and releases on different locks occur independently
of one another and such a scheme is known as eager release consistency. Therefore, with
eager release consistency, the replica that is doing the release pushes out all the modified
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data to all other replicas of the system. There is no way to tell if they actually need it,
so to be safe, all of them get everything that has changed. In lazy release consistency, at
the time the replica does a release, nothing is sent anywhere. Instead, when an acquire
is done by another replica, this replica has to get the most recent values of the data from
the replica or replicas holding them. A timestamp protocol can be used to determine
the most recent value of the data. However, this scheme sacrifices data consistency in
favor of system efficiency.
Finally, a replication-based system is considered to provide release consistency if it
obeys to the following rules:
1. Before a read or write operation on shared data is performed, all previous acquires
done by the replica must have been completed successfully.
2. Before a release is allowed to be performed, all previous reads and writes done by
the replica must have been completed.
3. Accesses to the synchronization variables are FIFO consistent (sequential consis-
tency is not required).
2.4 Probabilistic and Load Models
In the first part of this section, we introduce the probabilistic failure model used inthe availability computations, whereas in the following subsection we give the loadmodel which states how load computations are carried out for the operations of the
replica control protocols.
2.4.1 Probabilistic Failure Model
In this section, we present the probabilistic failure model used when computing the
availability of read and write operations of the replica control protocols of section 2.6.
Although several models exist in the literature, few of them address to the general
fault-tolerance properties of replication-based systems.
The most general approach, that we adopt in this manuscript, is introduced in
[PW95] where the fault-tolerance properties of quorum systems were studied. The fault
tolerance of a quorum system is measured by the maximal number of elements (replicas)
that can fail before all the quorums are hit, in the worst possible configuration of failures.
A quorum is hit if at least one of its members has failed. To study the fault-tolerance
properties of coteries, the authors assumed that every element (replica) of the system fail
independently with a uniform probability p′ and examined the properties of the global
failure probability, denoted by Fp′(S). The global failure probability Fp′(S) of a quorum
system S is the probability that no complete quorum is functioning. This probability
is a good measure of the availability of protocols based on S. It was shown that the
most available quorum systems are the non-dominated coteries (see Definition 2.2.6).
Over the NDCs, it was proven that the Fp′(S) is symmetric: Fp′(S) = 1 – F1−p′(S).
Furthermore, for 0 < p′ < 12 , it was proven that the most available NDC is Majority
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Quorum Consensus. Finally, the asymptotic behavior of Fp′(S) is considered, when
the number of elements (replicas) tends to infinity. It was shown that some NDC
constructions enjoy the property that for 0 < p′ < 12 , Fp′(S) −→ 0 as n −→ ∞. Next,
we give some useful notations and definitions which were provided by [PW95].
Definitions and Notations
It is assumed that every element (replica) of the system fails independently with a
uniform probability p′. It is also assumed that the failures are transient, fail-stop and
that they are detectable. A failure is said to be transient whenever a crashed replica
joins again to the system after it recovers from the failure. A failure is fail-stop whenever
the processing as well as the communication terminate at the failed replica.
NOTATION 2.4.1 For a vector y ∈ [0, 1]n and a set S ⊆ U , let y(S) =
∑
i∈S
yi.
DEFINITION 2.4.1 A configuration is a vector x ∈ {0, 1}n in which xi = 1 iff the
element (replica) i has failed.
NOTATION 2.4.2 For a configuration x, let dead(x) = { i ∈ U : xi = 1 } denote the
set of failed elements (replicas), and let live(x) = { i ∈ U : xi = 0 } denote the set of
functioning elements (replicas). Let Ω denote all the possibilities of failure.
NOTATION 2.4.3 We use p = 1 – p′ to denote the probability of survival of an
element (replica) i ∈ U .
DEFINITION 2.4.2 For every quorum S ∈ S, let εs ⊂ Ω be the event that S is hit:
at least one element i ∈ S has failed (xi = 1 for some i ∈ S). Let fail(S) be the event
that all the quorums S ∈ S are hit: fail(S) = ∩ εs ∀S ∈ S.
DEFINITION 2.4.3 Fp′(S) = P(fail(S)).
DEFINITION 2.4.4 A parameterized family of functions gp′(n) : N −→ [0, 1], for
p′ ∈ [0, 1], is said to be Condorcet [CONDOR] iff:
As n −→∞ , lim gp′(n) = 0 when p′ < 1
2
As n −→∞ , lim gp′(n) = 1 when p′ > 1
2
and g 1
2
(n) = 12 for all n. If gp′(n) has this behavior for p
′ 6= 12 but g 12 (n) 6=
1
2 , then it
is said to be almost Condorcet.
DEFINITION 2.4.5 Let S ∈ NDC be given, let m denote the number of quorums
in the system and let c = c(S) denote the cardinality of the smallest quorum: then the
lower and upper bounds in terms of the failure probability of quorum systems is [PW95]:
Fp′(S) = Pp′(fail(S)) ≥
∏
S∈S
Pp′(εs) ≥ (1− pc)m
and
Fp′(S) ≤ (p′)c
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2.4.2 Load Model
In the literature, there exist several studies of load distribution of quorum systems.
Nevertheless, most of them are based on computing the average load of the system
without taking into account how often a quorum is accessed. In [PMH97], the question of
how evenly balanced the workload can be was studied. Trade-offs between the potential
load balancing of a system and its average load are obtained, and it was shown that in
some systems it is impossible to have a perfect load balance in which all the replicas have
an equal load. However, it was proven in [NW98] that load distribution proposals which
take into consideration the average load of the system are uninteresting due to the fact
that they emphasize on the size of the quorums rather than their accessing frequencies.
Hence, in this manuscript, we adopt the approach presented in [NW98] when computing
the load induced by read and write operations of different replica control protocols of
section 2.6.
In [NW98], three criteria were considered in order to measure how good a quorum
system is: the load, capacity and availability. For this purpose, the notion of a strategy
was introduced, a definition of the load induced by this strategy on a quorum system
was presented and the computation of the optimal system load was given using linear
programming. Such a definition of the system load was extended to the case where the
replicas may fail. Also, lower bounds on this system load were provided using linear
programming and hypergraph theorems and it was proven that the best optimal load of
a quorum system of n replicas is 1√
n
if the smallest quorum of the system has a size of√
n. It was also stated and proven that as much as the size of the smallest quorum of
the system becomes less than
√
n, as much as the load of this system becomes higher.
Of the four novel quorum system constructions that were presented, the Paths system,
which is based on a percolation grid, has the best optimal load of O( 1√
n
) with a very
high availability (failure probability of Fp′(PATH) ≤ e−Ω(
√
n)). Finally, an analysis
of the load of some known quorum system constructions was provided based on the
above mentioned three criteria. Next, we give the load definition as well as the results
presented in [NW98].
Load Definitions and Computations
A strategy is a probabilistic rule giving each quorum an access probability (frequency)
so that the probabilities sum up to 1. A strategy induces a load on each element (replica)
of the system, which is the sum of the accessing probabilities of the quorums it belongs
to. This represents the fraction of time an element (replica) is used. For a given quorum
system S , the load L(S ) is the minimal load on the busiest element, minimizing over the
strategies. The load measures the quality of the quorum system: if the load is low, then
each element (replica) is accessed rarely, thus it is free to perform other unrelated tasks.
Next, we give the precise definitions of a strategy, the load induced by this strategy and
the computation of the optimal load.
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DEFINITION 2.4.6 Let a quorum system S = { S1, S2, . . . , Sm } be given over a
finite universe U. Then w ∈ [0, 1]m is a strategy for S if it is a probability distribution
over the subsets Sj ∈ S, i.e.
m∑
j=1
wj=1.
DEFINITION 2.4.7 Let a strategy w be given for a quorum system S = { S1, S2,
. . . , Sm } over a finite universe U of size n. For an element ( replica ) of the system
i ∈ U , the load induced by w on i is given by lw(i) =
∑
i∈Sj
wj. The load induced by a
strategy w on a quorum system S is:
Lw(S) = max lw(i) ∀i ∈ U.
The system load on a quorum system S is given by:
L(S) = minLw(S) ∀w ,
where the minimum is taken over all possible strategies w.
DEFINITION 2.4.8 Let EL(S)denote the expectation of L(S) given that replicas of
the system fail independently with a probability p′, then we have:
EL(S) = (1−Fp′(S))× L(S) + Fp′(S)× 1
The load of S is said to be stable if EL(S) is close to L(S).
Capacity of a Quorum System
Each time that a distributed protocol generates an access to a quorum, it causes work
to be done by the elements ( replicas ) of S. During the time that the elements of S are
busy with one quorum access, they can not handle another. However, other elements
may be used in the next quorum access, making use of parallelism in the system. Hence,
the capacity of the system S is defined as the maximal rate at which the system handles
quorum accesses and it was proven that: Cap(S ) = 1L(S) where Cap(S ) is the capacity
and L(S) is the optimal load of the quorum system S.
Properties of the Load
The authors have provided three lower bounds on the system load of quorum systems
in terms of the smallest quorum cardinality c(S ) and the universe size n. Hence they
have proven that:
PROPOSITION 2.4.1 L(S) ≥ c(S)n for any quorum system S.
PROPOSITION 2.4.2 L(S) ≥ 1
c(S)
for any quorum system S.
PROPOSITION 2.4.3 L(S) ≥ 1√
n
for any quorum system S.
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They have presented several conditions that guarantee the optimality of a strategy w
and provided the following proposition which holds true for any system S :
PROPOSITION 2.4.4 Let a system S be given, and let w be a strategy for S with an
induced load of Lw(S)= L. Then L is the optimal load iff there exists: y ∈ [0, 1]n such
that y(U) = 1 and y(S) ≥ L ∀S ∈ S.
2.5 System Model
Areplication-based system consists of a set of distinct replicas that communicateby exchanging messages through communication links. A replica consists ofa processing unit, a storage device and has a unique RID (replica identifier)
whereas a communication link is a bidirectional communication medium between two
replicas.
Replicas and communication links are prone to failures, which are violations of their
behavioral specifications. In standard terminology, a failure is enabled by the exercise
of an error that leads to a faulty state. A failure does not occur, however, until the
faulty state causes an externally visible action that deviates from the set of acceptable
behaviors. Errors arise from human mistakes in design, manufacturing or operation,
or from physical damage to storage or processing devices. An error can lay dormant
for a very long time before it ever causes a fault: a state transition into a faulty state.
When that happens, the subsystem may be able to correct its state either by luck or by
fault-tolerant design, before any external ill-effects are released, in which case failure is
warned. In general, software and hardware tend to be designed so as to fail by shutting
down – crashing – when a fault is detected, before they produce erroneous externally
visible actions, that can trigger further failures in other non-faulty subsystems.
Replicas can fail by stopping, as a result of the crash of a critical subsystem, or they
can fail by performing arbitrary or malicious actions. In this thesis, such Byzantine
failures [PSL79] are not dealt. It is assumed that replicas fail independently with the
same probability p′. Moreover they are fail-stop and failures are transient and detectable.
By fail-stop we mean that the processing as well as communication are terminated at
the failed replica before any external components are affected by the failure.
Links can fail either by not delivering messages at all to their desired destination,
or by dropping or excessively delaying some of them. We also consider a special case of
replica and link failures that lead to the partitioning of the system where only replicas
in the same partition can communicate with each other. No assumption is made on the
underlying topology of the network.
In this thesis, it is assume that clients interact with replicas by means of transactions
which are partially ordered set of read and write operations. Moreover, we assume that
transactions are executed atomically, i.e. a transaction either commits or aborts at
all participating replicas. If a transaction contains write operations, a 2-phase-commit
protocol at the end of the transaction is executed among all replicas.
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2.6 Replica Control Protocols
Although several protocols have been proposed for data replication, in this sectionwe introduce the main ones in the literature. All these replica control protocolsuse quorum systems (section 2.2) which serve as basic tools for providing a
uniform and reliable way to achieve sequential consistency (section 2.3.2) among the
replicas of the system.
In short, a quorum system is defined as a set of subsets of replicas called quorums
having pair-wise non-empty intersections. The non-empty intersection property is cru-
cial in that it allows any quorum to take decisions on behalf of the whole system and
still guarantees the overall sequential consistency. In particular, read (Rq) and write
(W q) quorums must be such that read and write operations or two write operations on
the same data item overlap in order to eliminate conflicting operations. Keep in mind
that two operations are said to be conflicting, if they operate on the same data and one
of them is a write operation.
The existing quorum-based replica control protocols differ according to the following
three parameters:
1. The number of replicas need to be contacted when performing a read or write
operation and henceforth called the communication cost of the operations.
2. The probability with which a read or write operation terminates successfully and
henceforth called the availability of the operations.
3. The load induced to the replication-based system when performing a read or write
operation.
In order to provide a large overview of these protocols, we give each one’s charac-
teristics based on these three criteria and then compare them by taking into account
the above-mentioned three parameters. The first criteria is straightforward and needs
no additional explanation. The second one is computed, using the probabilistic failure
model of section 2.4.1, by taking into account that every replica is available indepen-
dently with a probability p greater than 12 : it was proven in [PW95] that if the replicas
are fail-prone with an individual availability probability less than 12 then the best strat-
egy is not use a replicated system and to pick a centralized system. The third criteria is
studied by taking into account the load model as well as the results of section 2.4.2.
In general, the replica control protocols can be classified into two categories: those
that arrange logically the replicas of the system into a particular structure that we
call structured replica control protocols and those that do not impose any structure
on the replicas and we call such protocols non-structured. The difference between the
two categories is that the structured ones have lower communication costs than the
non-structured ones when performing read and write operations. Next, we start by
introducing the replication protocols that do not impose any logical structure on the
replicas of the system and then represent the structured replica control protocols.
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2.6.1 Non-Structured Replica Control Protocols
In this section, we introduce ROWA, Majority Quorum Consensus andWheel protocols
that do not impose a logical structure on the replicas of the system. These protocols
have a communication cost of O(n) where n is the number of replicas of the system:
the cost thus increases linearly with the number of replicas in the system [SRT96]. We
start by introducing ROWA and its variations and then represent the Majority Quorum
Consensus and Wheel approaches respectively.
-A- ROWA and its Variations
In this section, we introduce the basic ROWA protocol as well as three of its variations.
The basic protocol has a very low availability as a write operation cannot be performed
in the presence of a single replica failure or network partitions. ROWA-A solves the
drawback of not completing write operations when replicas fail however it can not guar-
antee data consistency in the presence of network partitions. Hybrid ROWA/QC as
well as HA-ROWA approaches were proposed in order to solve the problem of network
partitions, however the former has substantial logging of transaction information as well
as has a substantial read performance penalty in case of a single replica failure.
1. Basic ROWA
Under Read-One-Write-All protocol [BHG87], a logical read operation on a
replicated data item is converted to one physical read operation on the nearest
available replica which results in conserving network bandwidth whereas a logical
write operation is translated into n physical writes which results in consuming
network bandwidth. Given a replication-based system of n replicas, this protocol
has a communication cost of 1 for read operations and a cost of n for write opera-
tions. It has an availability of ( 1 – ( 1 – p )n ) for read operations ( Fp′ = (p′)n )
and an availability of pn for write operations ( Fp′ = 1− (1− p′)n ). Therefore, we
can notice that the read operations are highly fault-tolerant (if only one replica
remains operational, the system still performs read operations) whereas the avail-
ability of the write operations is penalized due to the fact that the crash of a
single replica prevents these write operations from terminating successfully. This
protocol induces an optimal system load of 1n when performing read operations
and a load of 1 for write operations. The reason for having a very high load for
the write operations is that every replica of the system participates in every write
operation and there is no way of evenly distributing the transactional load of the
write operations among the replicas of the system.
Several variations of this protocol exist which were proposed in order to ame-
liorate its performance. The problem of low write availability was solved by an
approach known as ROWA-Available which is the subject of the next section.
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2. ROWA-A
In this modified ROWA approach [BHG87], a transaction is no longer required
to ensure updates on all replicas of the system but only on all the available ones.
This avoids the delay incurred by update transactions when some replicas in the
system are not operational. For this scheme to work correctly, failed replicas are
not allowed to be available again until they recover by copying the current value
of the data from one of the available replicas.
Write operations w [d ] issued by a transaction T are sent to all replicas of the
system that have a copy of the data item d. If a particular replica s is down, there
will be no response from it and T’s coordinator will timeout. If s is operational
then it responds indicating whether w [ds] was rejected or accepted. The replicas
from which the coordinator did not obtain a response are called missing writes.
Finally, before committing the transaction, the coordinator initiates a two-step
validation protocol:
(a) Missing writes validation : determines if all replicas that caused missing
writes are still unavailable. The coordinator sends a message UNAVAIL
to every replica s that has a copy of d whose write is missing. If s has come
up in the meantime and has initialized ds , it would acknowledge the request
causing T to abort since the occurrence of a concurrent w [ds] operation be-
fore T commits indicates inconsistency. If no response is received, then the
coordinator proceeds to the next step.
(b) Access validation : determines if all replicas that it read from, or wrote to are
still available. To achieve this, the coordinator sends a message AVAIL to
every replica s having a copy of d that T read or wrote. An acknowledgment
is sent to the coordinator if s is still available at the time it receives the
message. If all AVAIL messages are acknowledged, then the access validation
has succeeded and T is allowed to commit.
Given a replication-based system of n replicas, this protocol has a communication
cost of 1 for read operations and a cost of n ′ ≤ n (number of available replicas
of the system) for write operations. It has an availability of ( 1 – ( 1 – p )n ) for
both read and write operations ( Fp′ = (p′)n ). Hence we can notice that, for the
write operation to terminate successfully, it is no more necessary that all replicas
of the system to be operational. This protocol induces an optimal system load of
1
n′ when performing read operations and an optimal system load of 1 for write
operations.
The major drawback of this protocol is that it doesn’t work properly when the
network is partitioned and hence results in data inconsistency problems. In order
to solve this problem two approaches have been proposed which we introduce them
in the coming two sections.
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3. Hybrid ROWA/QC
This approach which is also known as missing writes protocol [ES83] solves
the problem of network partitioning of ROWA-A by adopting a ROWA strategy
during reliable periods of the system and switching to Quorum Consensus (QC)
method during periods when there are replica or communication link failures. A
transaction works under ROWA approach in its normal mode and switches to a
failure mode when it becomes aware of missing writes at which point it obeys the
QC protocol. A transaction T that has been submitted to the replication-based
system becomes aware of a missing write for a replica ds in some execution if: (1)
either T performs w [d ] but is unable to perform w [ds], or (2) some transaction
T′ is aware of a missing write for ds and there is a path from T′ to T in the
serialization graph of that execution.
If a transaction T becomes aware of a missing write for some copy ds that it has
already read from, then T must abort. This can be detected by T when it times
out on the acknowledgment from the replica s. However, if T learns of the missing
write on ds before reading this copy, it must switch to QC mode and read from
replicas that are not missing any writes (a quorum). This requires an additional
mechanism using a versioned missing write list (MWL). An MWL is associated
with each replica of the data item. A transaction T that accesses the replica tags
the missing writes that it is aware of in this list. When another transaction T′
accesses the same replica but in conflicting mode, it becomes aware of the missing
writes.
The major drawback of this approach is that failures cause substantial extra
logging of transaction information and even worse a single replica failure causes a
substantial read performance penalty, which is incurred for the whole duration of
the failure. These drawbacks are solved by the approach that is discussed next.
4. Highly Available ROWA
The protocol proposed in [RL93], that we call HA-ROWA, allows a replication-
based system to adjust to failures dynamically in order to keep the data highly
available. If failures arrive mostly sequentially, this protocol keeps the data avail-
able as long as there is at least one operational replica. This is achieved by making
use of an epoch mechanism. In short, an epoch is the set of replicas in the system
known at some point to be operational and connected. The system periodically
runs a special operation called epoch checking that polls all the replicas. If any
members of the current epoch are not accessible (failures detected), or any replicas
outside of the current epoch are connected (repairs detected), then an attempt is
made to form a new epoch. It is worthwhile to note that epochs are distinguished
by their epoch numbers, with later epochs assigned greater epoch numbers. For
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this attempt to be successful, the new epoch must contain a majority of repli-
cas from the previous epoch, and the list of the new epoch members along with
the new epoch number must be recorded on all replicas that are members of this
new epoch. Adjusting the system to a new configuration in this protocol is done
asynchronously with reads and writes. Moreover, write operations are allowed to
succeed if they obtain permission from all replicas of the current epoch rather
than from all replicas of the system, and data items will remain available as long
as there is at least one replica included in the current epoch. On the other hand,
read operations are performed on one replica (local) of the current epoch.
Given a replication-based system of n replicas, this protocol has a communication
cost of 1 for read operations and a cost of n
′ ≤ n (number of replicas of the
current epoch) for write operations. It has an availability of ( 1 – ( 1 – p )n )
for both read and write operations (Fp′ = (p′)n and is Condorcet) since these
operations can terminate successfully as long as one replica remains operational in
the system. This protocol induces an optimal system load of 1n′ when performing
read operations and an optimal system load of 1 for write operations.
5. Conclusion
The Read-One-Write-All replication scheme is commonly used in replication-
based systems in order to improve the performance and availability of mostly-
read data. It was proven in [KAJP01] that if the read to write ratio is 70/30 or
even 80/20, then ROWA scheme is the best choice for applications requiring data
replication than the quorum-based ones. Also, its implementation is simple and
requires no programming skills as it can be either implemented using a centralized
synchronization controller or a total order multicast communication primitives in
order to guarantee sequential consistency. However, its main drawback is that the
write operations impose a system load of 1 and have a communication costs of n.
-B- Majority Quorum Consensus
The general quorum consensus approach was proposed by [GIFF79]. In this scheme,
to perform a read operation in a replication-based system of n replicas, it is necessary to
assemble a read quorum (Rq) which contains an arbitrary collection of any r q replicas of
the system, or more. Similarly, in order to carry out a write operation, a write quorum
(W q) of at least w q replicas is required. The values of r q and w q are subject to the
following two constraints:
1. r q + w q > n
2. 2w q > n
The first constraint is used to prevent read-write conflicts, whereas the second pre-
vents write-write conflicts. These two constraints are necessary in order to enforce
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sequential consistency. A data can be read (written), if only the client transaction
receives permission from all r q (w q) replicas of a read quorum Rq (write quorum W q).
The minimum quorum sizes satisfying the above two constraints are: 2w q = n + 1
and r q + w q = n + 1 and therefore, w q =
n+1
2 and r q =
n+1
2 if n is odd, whereas if n is
even w q =
n
2 + 1 and r q =
n
2 + 1. By fulfilling these quorum sizes, the general quorum
consensus approach is transformed to what is known as Majority Quorum Consensus
approach [THOM79]. It is worthwhile to note that, since between any two majorities
there is at least one replica in common, then sequential consistency is ensured.
For a replication-based system of n replicas, the Majority QC protocol has a read
and write communication costs of n+12 for an odd number of replicas n and has a
cost of n2 + 1 for an even number of replicas n. In order the read and write operations
terminate successfully, it is necessary that at least any majority of replicas of the system
be operational and connected. Hence, it has a read and write availability of:
k+1∑
i=1
(
n
k + i
)
pk+i(1− p)k+1−i where k = n− 1
2
It was proven in [PW95] that the Majority QC has the best availability among the
quorum-based protocols and was shown that it has an Fp′ ≤ e−ε(p′)n and satisfies the
Condorcet property, where p′ = p – 1 represents the individual failure probability of
every replica of the system and ε(p′) is a positive constant depending on p ′. It was
proven in [NW98] that the read and write operations of Majority QC protocol impose
an optimal system load of at least 0.5.
-C- The Wheel Coterie
TheWheel Coterie was presented in [MP92] which is an almost centralized system. It
contains n – 1 “spoke” quorums of the form {1,k} for k = 2, . . . , n and one “rim”quorum
of the form {2, . . . , n} where n denotes the number of replicas of the system.
For a replication-based system of n replicas, the Wheel Coterie replica control pro-
tocol has a minimum read and write costs of two and a maximum cost of n – 1. For the
read and write operations to terminate successfully, it is crucial that either the hub and
at least one other replica of the system be available or the hub be crashed and all other
replicas be available. Therefore, the read and write operations of this protocol have an
availability of : p(1 – (1 – p)n−1) + (1 – p)(pn−1). It was proven in [PW95] that the
Wheel Coterie has an Fp′ = p′ − p′p(pn−2 − p′(n−2)) and that such a failure probability
function does not have the Condorcet property. Finally, it was proven in [NW98] that
the system load of this protocol is 0.5 which is very high.
-D- Conclusion
In this section, we have presented the non-structured replica control protocols namely
ROWA,Majority Quorum Consensus andWheel Coterie approaches respectively. Among
the three approaches, ROWA has the best performance for read operations as they have
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a communication costs of 1, are highly fault-tolerant and induce a system load of 1n . On
the other hand, Majority Quorum Consensus has the best availability, has a communi-
cation costs of n+12 and imposes a system load of at least 0.5 for both read and write
operations. However, the major drawback of non-structured replica control protocols
is that their communication costs increase linearly as the number of replicas n of the
system increases which is an undesirable characteristic for many distributed systems
having more than 100 replicas. Next, we introduce the family of protocols that impose
a logical structure on the replicas of the system and demonstrate that such protocols
have smaller communication costs than those of non-structured ones.
2.6.2 Structured Replica Control Protocols
By arranging logically the replicas of the system into some structure, it is possible to
reduce the communication costs of read and write operations of the replica control pro-
tocols further. Given the importance of the topic, several protocols have been proposed
in the literature which make use of quorum systems and assume that the replicas are
organized logically into a specific structure: finite projective plane [MAE85], a grid struc-
ture [CAA90] and [NW98], or a tree structure [AA90], [AA91], [KUM91], [KOCH93] and
[CYC03]. The load of these protocols was studied in [NW98] and it was proven that the
best optimal load of a quorum system of n replicas is 1√
n
if the smallest quorum of the
system is of size
√
n.
However, the major drawback of these structured replication protocols is that an
arbitrary number of replicas n can not be added to a system since these protocols require
that n obeys certain values in order to obtain the optimal performance. Also, we have
to take into account specific replica failures as certain replicas cause the entire system to
stop functioning despite the fact that many other replicas are operational. For instance,
most tree-structured replication protocols can not perform write operations when the
root replica of the system crashes. Next, we introduce these replica control protocols in
their order of used structure: finite projective plane, grid and tree structures.
-A- The
√
n Protocol
The
√
n protocol, which is also known as the finite projective plane FPP protocol,
associates a quorum with each replica of the system so that this quorum has a non-
empty intersection with all other quorums corresponding to other replicas of the system.
In order to perform a read or write operation, a client transaction must obtain the
permission of all replicas of the quorum associated with its originator replica. Since this
quorum intersects with every other quorum, then sequential consistency is guaranteed.
Whenever a replica s i needs to perform a read or write operation, the protocol
requires it to obtain a consensus from a quorum Q i , such that all the following conditions
hold:
1. Q i∩Q j 6= ∅. There must exist at least one replica in common among every pair
of quorums Q i and Q j , that serves as an arbitrator when members of Q i disagree
with those of Qj as to which replica is due to enter its critical region.
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2. s i ∈ Q i. The replica issuing the request obtains permission from itself without
any message transmission.
3. |Q i| = K. Each replica needs to send and receive the same number of messages.
4. | {Q: s i ∈ Q } | = M, where M is constant. Each replica serves as an arbitrator for
the same number of replicas bearing equal responsibility for insuring consistency.
The above requirements translate into a relation n = K (K – 1) + 1. The problem
of finding a set of Q is that satisfy these conditions is determined to be equivalent to
finding a finite projective plane of n points. It was shown that the optimal value of K
for a given n is determined to be K =
√
n.
Given a replication-based system of n replicas, this protocol requires
√
n communi-
cation costs to perform a read or write operation. It was proven in [PW95] that the
finite projective plane protocol has an Fp′ ≥ ( 1 – p
√
n )n and that it is non Condorcet
since Fp′ −→ 1 as n −→∞ for 0 < p′ < 12 . Finally, it was shown in [NW98] that such
a protocol imposes the best optimal system load of
√
4n−3+1
2n which is O( 1√n) however it
was stated that such a system load is instable due to the non Condorcet property of its
failure probability function Fp′ .
-B- The Grid-Structured Protocols
In this section, we present the Grid protocol as well as the Paths quorum system which
assume that replicas are arranged logically into a grid structure. The read and write
operations of both of these protocols have a communication costs of
√
n and induce the
best optimal system load of O( 1√
n
). However, the load of the Grid protocol is instable
due to the non Condorcet property of its failure probability function.
1. The Grid Protocol
A different kind of quorum-based protocol is proposed in [CAA90]. This protocol
assumes that replicas of the system are arranged logically into a grid structure of r
rows and c columns such that the number of replicas n = r×c. A read operation
is performed by accessing a read quorum that consists of a single arbitrary replica
of every column of the grid. On the other hand, a write operation is carried out
by accessing a write quorum that consists of all replicas of any single column of
the grid in addition to a single arbitrary replica of every other remaining columns
of the grid.
Figure 2.2 illustrates a system of 9 replicas that are arranged logically into
a 3 by 3 grid structure. Examples of read quorums are: {1,5,9}, {4,8,6}, or
{7,8,9}. Examples of write quorums are: {1,2,4,7,9}, {2,4,5,6,8} or {1,3,6,8,9}. It
is worthwhile to note that, any read and write quorums as well as any two write
quorums have non-empty intersections with each other. Also, in order to obtain
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Figure 2.2: A 3-by-3 Grid Structure.
the optimal performance of this protocol, it is necessary to organize the replicas
into a square grid such that r = c =
√
n.
Given a replication-based system of n replicas that are logically organized into
a square grid, this protocol has a communication costs of
√
n for read and write
operations. It has an availability of ( 1 – ( 1 – p )
√
n )
√
n for read operations
since such operations can terminate successfully as long as every column has one
operational replica. On the other hand, the availability of the write operations is:
( 1 – ( 1 – p )
√
n )
√
n – ( 1 – p
√
n – (1 – p )
√
n )
√
n because for such an operation to
terminate, it is necessary to have one whole column whose replicas are operational
in addition to the existence of one operational replica in every other column of the
grid. It was proven in [PW95] that the square grid has an Fp′ ≥ ( 1 – p
√
n )
√
n
and that such a failure probability function is non Condorcet due to fact that
Fp′ −→ 1 as n −→∞ for 0 < p′ < 12 . It was shown in [NW98] that read and write
operations of such a protocol impose a best optimal system load of 1√
n
and 2
√
n−1
n
respectively which are O( 1√
n
) and for the same reason as the FPP protocol, it was
stated that such a system load is instable.
2. The Paths Quorum System
The Paths quorum system is proposed in [NW98], which assumes that the repli-
cas are arranged logically into a square grid. This grid structure is constructed by
taking into account the following two constraints:
(a) Let G(d) be the subgrid of Z2 with vertex set {v ∈ Z2: 0 ≤ v1 ≤ d + 1,
0 ≤ v2 ≤ d} and edge set consisting of all edges joining neighboring vertices
except those joining vertices u, v with either u1 = v1 = 0 or u1 = v1 = d+1.
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Figure 2.3: The grids G(3) (full lines) and G*(3) (dotted lines).
(b) Let G*(d), the dual of G(d), be the subgrid with the vertex set {v + (12 ,12):
0 ≤ v1 ≤ d, −1 ≤ v2 ≤ d } and edge set consisting of all edges joining neigh-
boring vertices except those joining vertices u, v with either u2 = v2 = −12
or u2 = v2 = d+
1
2 .
Therefore, the Paths quorum system of order d has n = 2d2 + 2d + 1 replicas,
where a replica is identified with a dual pair of edges e ∈ G(d) and e∗ ∈ G*(d).
A quorum in the system is the union of replicas identified by the edges of a left-
right path in G(d) and the edges of a top-bottom path in G*(d). In other words,
a quorum is the union of two paths, one connecting the left and the right sides
and one connecting the top and bottom sides. In Figure 2.3, we illustrate a Paths
quorum system that consists of 25 replicas. The possible quorums of such a system
are: {1,2,3,4,8,15,22}, {4,11,18,22,23,24,25}, {1,4,5,7,9,10,13,16,17,19,21,22,25}.
Given a replication-based system of n replicas, the Paths quorum system has a
minimum communication costs of
√
2n− 1 for both read and write operations. It
was proven in [NW98] that such a quorum system has an Fp′ ≤ e−Ω(
√
n) for some
positive Ω and p′ < 12 and hence we can notice that such a probability failure
function has a Condorcet property since Fp′ −→ 0 as n −→ ∞ for 0 < p′ < 12 . It
was also proven in [NW98] that the system load of the Paths system of n replicas
is
√
2n−1+1
2n which is O( 1√n) and such a load is stable due to the Condorcet property
of its failure probability function. It is important to note that, it was proven that
such a system load is the best optimal load in any quorum-based protocols and
was stated that as much as the smallest quorum of the system becomes smaller
than
√
n, as much as the system load becomes higher.
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Figure 2.4: An example of a write quorum of the basic tree protocol.
-C- The Tree-Structured Protocols
In this section, we introduce the replication protocols which assume that replicas of
the system are arranged logically into a tree structure. In general, these tree-structured
protocols are divided into two categories: those which assume that every node of the
tree represents a replica of the system and those that do not require every node of
the tree to represent a replica. Recurrence relations are used in order to compute the
communication costs, availability and load of these protocols.
Most of the tree-structured protocols have the advantage of inducing a read cost of
one while having a reduced write cost compared to that of ROWA. However, such a read
cost of one, which is achieved by accessing only the root of the tree, imposes a system
load of 1. Therefore, the tree-structured protocols have a tight trade-off between the
communication cost and the load induced by their operations: a low communication
cost results in inducing a high system load and vice versa. In the rest of this section, we
use n to denote the number of replicas of the system and h to denote the height of the
tree. We start by introducing the basic protocol and then represent more general ones.
1. The Basic Tree Protocol
The simplest replica control protocol, that logically organizes n replicas of the
system into a tree structure such that every node of the tree represents a replica
of the system and has 2d + 1 descendants (for a non negative value of d), is the
one where the write operation is performed on the majority replicas of every level
of the tree whereas the read operation is carried out by accessing the majority
replicas of a single level of the tree. The idea of this protocol appeared in [AA90]
where the authors proposed a new protocol, which is discussed in the next section,
that ameliorates the performance of this basic tree protocol. Figure 2.4 demon-
strates an example of a write quorum whose members are represented by light
orange circles. We can notice that the followings can also be valid write quorums:
{1,2,4,5,6,7,8,9}, {1,3,4,8,9,10,11,12}, and {1,2,3,9,10,11,12,13}.
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Figure 2.5: An example of 3 possible read quorums of the basic tree protocol.
Figure 2.5 illustrates an example of 3 possible read quorums where the members
of every such quorum are represented by a specific color: green, yellow and orange.
The followings can also be valid read quorums: {2,3}, {3,4}, {5,6,7,8,9}, and
{8,9,10,11,12}. Note that the highlighted circles represent the replicas that were
written by the previous write operation (Figure 2.4). Hence we can notice that
there is always a non-empty intersection between any read and any write operation
due to the fact that between any two majorities there is at least one replica in
common. Any two write quorums have also a non-empty intersection which is
achieved by means of the root of the tree.
Since the performance of this protocol is ameliorated in [AA90], here we introduce
only the communication costs of its read and write operations. Given a replication-
based system of n replicas, such a protocol has a write communication cost of:
d(1+h+dh)−(2+h)
2(d−1) if d is odd, and has a write cost of:
d(1+2h+dh)−2(1+h)
2(d−1) if d is even.
On the other hand, this protocol has a minimum read cost of one and a maximum
cost of: d
h+1
2 if d is odd and has a maximum read cost of:
dh
2 + 1 if d is even.
2. The Tree Quorum Protocol
The Tree Quorum (TQ) protocol was proposed in [AA90] to improve the per-
formance of the Basic Tree protocol. It assumes that replicas of the system are
logically organized into a tree structure where every node of the tree represents a
replica of the system and has 2d + 1 descendants (for a non negative value of d).
A write quorum is constructed by having as its members the root, any majority
replicas of the root’s children, any majority replicas of each of these previously
selected replica’s children and so forth until the leaves are reached. Figure 2.6
illustrates an example of a valid write quorum of this protocol where its members
are represented by light orange circles. We can notice that the followings can also
be valid write quorums: {1,2,4,5,7,11,12}, {1,3,4,8,9,11,13}, and {1,2,3,6,7,9,10}.
On the other hand, a read quorum is composed of the root replica. If the
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Figure 2.6: An example of a write quorum of the TQ protocol.
root is inaccessible, then majority replicas of its children are added as members of
this quorum. Furthermore, for every inaccessible replica, majority replicas of its
children are added as members, and so forth. Figure 2.7 represents three possible
read quorums of the TQ protocol where the members of every such quorum are
represented by a specific color: green, yellow and orange. The followings are
equally well formed read quorums: {2,3}, {3,4}, {4,5,6}, {5,7,11,12}. Note that
the highlighted circles represent the replicas that were written by the previous
write operation (Figure 2.6). We can notice that, there is always a non-empty
intersection between any read and any write quorum due to the fact that these
quorums are constructed by having as their members a majority descendants of
every selected replica, in addition to the fact that between any two majorities there
is at least one replica in common. Any two write quorums have also a non-empty
intersection which is achieved by means of the root of the tree. For efficiency
purposes, the authors studied the case of a ternary tree (d=1).
Given a replication-based system of n replicas organized logically into a tree of
height h, this protocol has a write communication costs of (d+1)
h+1 − 1
d , whereas it
has a minimum read cost of 1 and a maximum read cost of (d+1)h. A recurrence
relation was used in order to compute the average read cost, by introducing a
parameter f which indicates the fraction of read operations that use the root of
the tree. RC l was defined to denote the average cost of executing read operations
in a tree of height l. Then the cost RC l+1 for a tree of height l+1 was given by:
RC l+1 = f + (1 – f )(d+1)RC l where RC 0 = 1. Note that the first term of the
recurrence relation corresponds to the fraction f of read operations that execute
using the root of the tree. The second term corresponds to the situation when
the read operations collect a read quorum on a majority of subtrees. Thus, f = 0
is the upper bound on the cost of read operations which is (d + 1)h for a tree of
height h and degree 2d+1, and f = 1 is the lower bound on the cost which is one.
Let WAV l+1 denote the availability of the write operation of a tree of height
l+1. Then it was proven in [AA90] using the recurrence relation that WAV l+1 is
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Figure 2.7: An example of 3 valid read quorums of the TQ protocol.
given by P(root is up) and P(a majority of subtrees is write available):
WAVl+1 = p
d∑
i=0
(
2d+ 1
d+ 1 + i
)
(WAVl)
(d+1+i)(1−WAVl)(d−i) where WAV0 = p
Hence we can notice that, this protocol suffers from the fact that if the root crashes,
no more write operations can be terminated successfully. On the other hand, let
RAV l+1 denote the availability of the read operation of a tree of height l+1. Then
it was proven in [AA90] using the recurrence relation that RAV l+1 is given by
P(root is up) or P(root is down) and P(a majority of subtrees is read available):
RAVl+1 = p+ (1− p)
d∑
i=0
(
2d+ 1
d+ 1 + i
)
(RAVl)
(d+1+i)(1− RAVl)(d−i)
where RAV 0= p.
We can easily notice that, the system load induced by write operations of this
protocol is always one due to the fact that the root of the tree is a member of
every possible write quorum and any strategy of picking write quorums of this
protocol always picks the root of the tree. On the other hand, the read operations
of this protocol induce a system load of one whenever a minimum communication
cost of one is desired since this can be achieved only by accessing the root of the
tree. However, it is possible to diminish this load of one by accessing different
read quorums having varying sizes which leads to a higher read communication
cost than one.
3. The Logarithmic Protocol
The Tree Quorum protocol was generalized in [KOCH93] by assigning to each
node Ri of the tree a value w qRi (r qRi) which specifies the number of descendants
of Ri to be added as members of the write (read) quorum. In short, the write
quorum consists of the root replica, w qRoot replicas of the root’s descendants,
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Figure 2.8: An example of a write quorum of the Logarithmic protocol.
w qRi replicas of these previously selected replicas’ descendants and so forth until
the leaves are reached. On the other hand, a read quorum has as its members
the root. If the root is inaccessible, r qRoot replicas of the root’s descendants are
added as members of this quorum. Then for every inaccessible node Ri, r qRi
replicas of this node’s descendants are added as members, and so forth until the
leaves are reached. The choice of selecting values for r qRi and w qRi of any node
Ri having S i descendants must be in such a way that r qRi + w qRi > Si in order
to guarantee the quorum intersection property. Keep in mind that the condition
2w qRi > Si is not necessary because this is achieved by means of the root.
The case of a ternary tree was studied, by setting S i = 3 for every node Ri of
the tree. Instances of different protocols were created by giving different values to
r qRi and w qRi of every node Ri. For instance, by setting r qRi to 1 and w qRi to
S i of every node Ri of the tree, the ROWA protocol was applied. On the other
hand, by giving r qRi and w qRi values of
Si+1
2 to every node Ri of the tree, the
Tree Quorum protocol was employed. Finally, by setting r qRi to S i and w qRi
to 1 of every node Ri of the tree, an instance of a new protocol, the Logarithmic
protocol, was created. More precisely, a write quorum consists of replicas found on
a path that starts from the root and ends up at one of the leaves, whereas a read
quorum has as its members all the replicas of a single level of the tree and every
inaccessible replica is replaced by its S i descendants.
Figure 2.8 illustrates a write quorum of this protocol such that its members
(light orange circles) are selected by setting w qRi = 1 for every node Ri of the
tree. The followings are also valid write quorums: {1,2,5}, {1,2,6}, {1,3,8}, {1,3,9},
{1,4,11}, {1,4,12}. Figure 2.9 represents three valid read quorums (green, yellow
and orange) whose members are selected by setting r qRi = 3. The followings are
also possible read quorums: {3,4,5,6,7}, {2,3,11,12,13}, {2,8,9,10,11,12,13}.
Given a replication-based system of n replicas organized logically into a tree of
height h such that every node Ri has S ≥ 3 descendants, the Logarithmic protocol
has a write communication cost of O(log(n)), whereas it has a minimum read
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Figure 2.9: An example of 3 valid read quorums of the Logarithmic protocol.
cost of 1 and a maximum cost of Sh. A recurrence relation was used in order to
compute the average read cost, by introducing a parameter f which indicates the
fraction of read operations that use the root of the tree. RC l was defined to denote
the average cost of executing read operations in a tree of height l. Then the cost
RC l+1 for a tree of height l+1 was given by: RC l+1 = f + (1 – f )(S )RC l where
RC 0 = 1. By solving the above recurrence equation, it was proven in [KOCH93]
that the average read cost of a tree of height h is:
Cread =
 f . h+ 1 if (1− f)S = 1f ((1−f)S)h−1(1−f)S−1 + ((1− f)S)h otherwise
Let WAV l+1 denote the availability of the write operation of a tree of height
l+1. Then it was proven in [KOCH93] using the recurrence relation that WAV l+1
is given by P(root is up) and P(any single subtree is write available):
WAVl+1 = p
S∑
i=1
(
S
i
)
(WAVl)
i(1−WAVl)S−i = p(1− (1−WAVl)S)
where WAV 0 = p. Hence we can notice that, this protocol suffers from the fact
that if the root crashes, no more write operations can be terminated successfully.
On the other hand, let RAV l+1 denote the availability of the read operation of a
tree of height l+1. Then it was proven in [KOCH93] using the recurrence relation
that RAV l+1 is given by P(root is up) or P(root is down) and P(all subtrees are
read available):
RAVl+1 = p+ (1− p)(RAVl)S such that RAV 0= p
It is important to note that the availability equations of the read and write
operations of the Logarithmic protocol are derived from the general protocol of
[KOCH93] in the following manner: let RQ (WQ) denote the value r qRi (w qRi )
of every node of the tree. Then:
WAVl+1 = p
S∑
i=WQ
(
S
i
)
(WAVl)
i(1−WAVl)S−i
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and
RAVl+1 = p+ (1− p)
S∑
i=RQ
(
S
i
)
(RAVl)
i(1− RAVl)S−i
As this protocol is the generalization of the previous one, it has the same system
load characteristics: the write operations of this protocol induce a load of one due
to the fact that the root of the tree is a member of every possible write quorum
and any strategy of picking write quorums of this protocol always picks the root of
the tree. On the other hand, the read operations of this protocol induce a system
load of one whenever a minimum communication cost of one is desired since this
can be achieved only by accessing the root of the tree. However, it is possible to
find a strategy that picks the read quorums of the tree with a probability of 1h+1
such that these read quorums are formed by all replicas of a single level of the tree.
Then, when performing the read operations of the Logarithmic protocol, such a
strategy induces a system load of 1h+1 .
In addition to the drawback of not completing any write operation when the root
crashes, the number of replicas grows rapidly as the height of the tree increases
which results in very high read communication costs.
4. The Symmetric Tree Protocol
The drawback of the Logarithmic protocol having very high read costs as the
height of the tree increases was solved in [CYC03], where the proposed protocol,
called the Symmetric Tree protocol, requires much smaller read costs than those
of the Logarithmic one.
Such a protocol assumes that replicas of the system are arranged logically into
two symmetric tree structures that are joined to each other at their corresponding
leaves such that there are two roots: one at the up-tree and the other at the
down-tree. The read and write quorums are constructed in the same manner as in
the Logarithmic protocol. Briefly, a write quorum has as its members all replicas
found on a path that starts from one of the root replica of the two trees and ends
up at the root replica of the other tree. On the other hand, a read quorum consists
of the root replica of either the up-tree or the down-tree. If the root replica is not
available, all of its descendants are chosen as members of this read quorum and
any inaccessible replica is replaced by all of its descendants.
Figure 2.10 illustrates a write quorum of this protocol where its members are
presented by light orange circles. The followings are also possible write quo-
rums: {1,2,5,14,17}, {1,2,6,14,17}, {1,3,8,15,17}, {1,3,9,15,17}, {1,4,11,16,17},
{1,4,12,16, 17}. Figure 2.11 represents five valid read quorums (green, yellow,
salmon, light orange and blue) whose members are chosen by selecting all replicas
of a single level of the tree. It is worthwhile to note that the followings are also
valid read quorums: {2,4,8,9,10}, {5,6,7,11,12,13,15}, {14,15,17}.
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Figure 2.10: An example of a write quorum of the Symmetric Tree protocol.
Given a replication-based system of n replicas organized logically into a tree of
height h where every node Ri has S ≥ 3 descendants, this protocol has a write
communication cost of O(log(n)), whereas it has a minimum read cost of 1 and a
maximum cost of S
h
2 . Like the previous two protocols, in order to compute the
average read cost, a recurrence relation was used and was proven that the average
read cost of the Symmetric Tree protocol is:
f
 h2∑
k=0
((1− f)S)k
+
h2−1∑
k=1
(1− f)h2+k(S)h2−k
+(1− f h∑
k=0
(1− f)k
)
Let WAV l+1 denote the availability of the write operation of a tree of height
l+1. Then it was proven in [CYC03] using the recurrence relation that WAV l+1
is given by P(up-root is up) and P(down-root is up) and P(any single subtree is
write available):
WAVl+1 = p
2
S∑
i=1
(
S
i
)
(WAVl)
i(1−WAVl)S−i = p2(1− (1−WAVl)S)
where WAV 0 = p. Hence we can notice that, like the previous two protocols,
it suffers from the fact that if one of the roots crashes (up-root or down-root),
no more write operations can be terminated successfully. On the other hand, let
RAV l+1 denote the availability of the read operation of a tree of height l+1. Then
it was proven in [CYC03] using the recurrence relation that RAV l+1 is given by
P(up-root is up) or P(up-root is down) and P((all subtrees are read available) or
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Figure 2.11: An example of 5 valid read quorums of the Symmetric Tree protocol.
(at least one subtree is down and the down-root is up)):
RAVl+1 = p+ (1− p)((RAVl)S + (1− (RAVl)S)p) such that RAV 0= p
Since both root replicas belong to every write quorum of the Symmetric Tree
protocol, then each write operation of this protocol imposes a system load of one.
On the other hand, since the tree structure is composed of two roots, one for the
up-tree and another for the down-tree, then the read operations of this protocol
induce a system load of 0.5 whenever a read cost of one is desired. As in the
previous two protocols, it is possible to reduce this system load imposed by read
operations however with a higher communication cost.
5. The Binary Tree Quorum Protocol
All of the previously introduced tree-structured replica control protocols suffer
from the fact that if the root of the tree crashes or becomes disconnected, no more
write operations can be accomplished. The drawback of not completing any write
operation when the root of the tree becomes inaccessible was solved in [AA91].
The proposed protocol assumes that replicas of the system are arranged logically
into a tree structure where every of its nodes represents a replica. A read or a
write quorum is constructed by having as its members all replicas found on a path
that starts from the root of the tree and ends up at one of the leaves. If such
a path can not be formed due to some failures (replica or link), then any non
accessible replica is replaced by all replicas found on paths that start from all of
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Figure 2.12: An example of a write (read) quorum of the Binary TQ protocol.
the inaccessible replica’s descendants and end up at their corresponding leaves.
For efficiency purposes, the case of a binary tree was studied: every node of the
tree has two descendants. The choice of a binary tree is trivial for this protocol
since the nodes of such a tree have the minimum number of descendants. It is
worthwhile to note that, in order to obtain the optimal results, the number of
replicas n of the system must obey to the following equation: n = 2h+1 – 1 where
h is the height of the tree.
Figure 2.12 illustrates an example of a write quorum, which can be equally well a
read quorum, where its members (light orange circles) are selected by choosing all
replicas found on a path that starts from the root and ends up at one of the leaves.
The followings can also be possible write (read) quorums: {1,2,4,8}, {1,2,5,10},
{1,2,5,11}, {1,3,6,12}, {1,3,6,13}, {1,3,7,14} and {1,3,7,15}. We can notice in this
example that, only O(log(n)) replicas are needed to form a valid quorum. This case
is achieved both when there are no failures, and for certain patterns of failures:
when a replica at the level above the leaves fails, a quorum of size O(log(n)) is still
possible. For example, if replica 4 is inaccessible, then a quorum of size O(log(n))
can still be formed with {1,2,8,9}. It is worthwhile to note that the protocol can
tolerate the failure of up to n – O(log(n)) specific replicas, and still form a quorum.
On the other hand, it may not be able to form a quorum in some cases after the
failure of O(log(n)) replicas. For instance, if replicas 1, 2, 4 and 9 are inaccessible
then the remaining replicas of the system, which represent the majority, can not
form a valid quorum.
Figure 2.13 represents a read quorum (light orange circles) which is constructed
by taking into account that replicas 1, 2, 3, 4, 5, 6 and 7 are inaccessible. We can
notice that in such a worst case configuration, a majority of replicas is necessary
for constructing a quorum which is the same as the Majority QC protocol.
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Figure 2.13: An example of a write (read) quorum of the Binary TQ protocol.
Given a replication-based system of n replicas which are logically organized
into a binary tree of height h, this protocol has a read or write communication
cost of O(log(n)) or h+1 in the best case and a cost of n+12 in the worst case.
In order to compute the average cost, a parameter f was introduced that indi-
cates the fraction of quorums that include the root of the tree. It was proven in
[AA91] that the average cost of forming quorums in a binary tree of height l+1
is: C l+1 = f (1+Cl) + (1 – f )2Cl where Cl denotes the average cost of forming
quorums in a binary tree of height l such that C0 = 1.
Let AV l+1 denote the availability of a quorum in a binary tree of height l+1. It
was proven in [AA91] using the recurrence relation that AV l+1 is given by (P(root
is up) and Avail(Left subtree) and Unavail(Right subtree)) or (P(root is up) and
Avail(Right subtree) and Unavail(Left subtree)) or (P(root is up) and Avail(Left
subtree) and Avail(Right subtree)) or (P(root is down) and Avail(Left subtree)
and Avail(Right subtree)):
AVl+1 = pAVl(1− AVl) + pAVl(1− AVl) + p(AVl)2 + (1− p)(AVl)2
AVl+1 = 2pAVl + (1− 2p)(AVl)2
It was proven in [PW95] that the failure probability function of the Binary TQ
protocol is Fp′ ≤ n−ε(p′) for some constant ε(p′) > 0 depending on p′ and it was
shown that such a failure probability function has a Condorcet property.
As mentioned above, in the best case, the Binary TQ protocol has a communi-
cation cost of O(log(n)). However, such a cost is achieved by finding a path that
starts from the root of the tree and ends up at one of the corresponding leaves.
Therefore, a communication cost of O(log(n)) always imposes a system load of one
since the root of the tree is a member of every quorum that has a size of O(log(n))
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Figure 2.14: An example of 9 replicas organized into 3 subgroups.
and any strategy of picking quorums of this size picks the root of the tree. On the
other hand, it was proven in [NW98] that the optimal system load of the Binary
TQ protocol induced by its read and write operations is 2h+2 where h is the height
of the binary tree. However, such a system load can be achieved by having a high
communication cost of 2
h(1+h)h
h(2+h)h−1 − 2h . Therefore, we can conclude that there is a
tight trade-off between the communication cost and the load induced by the op-
erations of the Binary TQ protocol: a low communication cost results in inducing
a high system load and vice versa.
6. The Hierarchical Quorum Consensus Protocol
The Hierarchical Quorum Consensus (HQC ) protocol, which was introduced by
[KUM91] and is based on the Quorum Consensus approach, assumes that replicas
of the system are organized into a logical, multilevel hierarchy where only the leaf
nodes of the tree represent replicas of the system.
More precisely, a set of physical replicas are logically organized into a multi-level
tree of height h with the root at level 0 and l i logical subgroups at level i. A node
at level i, where 0 ≤ i ≤ h− 1 , is viewed as a logical group which in turn consists
of l i+1 subgroups at level i+1. The physical replicas form the leaves of the tree
at level h. Consequently, there are lh level h physical replicas for each logical
subgroup in level h – 1. The total number of physical replicas in the system is
given by: n = l1×l2× ∙ ∙ ∙ × lh. Figure 2.14 illustrates an example of a two-level
hierarchy where the root has 3 level 1 subgroups (l1 = 3), each in turn containing
three physical replicas (l2 = 3).
A quorum is associated with each level and to access a logical group at a certain
level, a quorum consisting of its subgroups must first be assembled. Hence a read
(write) quorum at level i, denoted by r i (w i), is defined as the number of subgroups
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of a level i – 1 group that must be locked by a read (write) operation in order
to obtain read (write) access to the group. The process is initiated at the root of
the hierarchy and proceeds recursively down to the leaves, resulting in a quorum
of physical replicas. The number of physical replicas in a read quorum is given
by r1×r2× ∙ ∙ ∙ × rh, whereas that for a write quorum is w1×w2× ∙ ∙ ∙ × wh. It is
important to note that the write quorum is at least as large as the read quorum:
any effort of decreasing the size of the read quorum results in increasing the size
of the write quorum and vice versa. The choice of selecting values for r i and w i of
any level i having l i logical subgroups must be in such a way that r i + w i > li and
2w i > li for all levels i = 1,. . . ,h in order to guarantee the quorum intersection
property.
Because any two write quorums must intersect at every level of the tree, then the
size of a write quorum at any level is minimum when it is equal to a majority of
the total number of subgroups of that level. On the other hand, the read quorums
need not be any larger than the write quorums at any level in order to satisfy the
quorum intersection property. In order to obtain minimum quorum sizes, the tree
hierarchy must be constructed by respecting the following conditions:
• Given n replicas, n is repeatedly rewritten in the form n ′ = 3h×5b where b
is either 0 or 1, and n ′ is the least upper bound of n.
• The number of levels in the minimum quorum size solution is h if b = 0
otherwise it is h+1.
Therefore, we can notice that the size of the read and write quorums is 2h if b = 0
and 3×2h if b = 1.
By respecting the above conditions of finding the minimum quorum sizes, it
was shown that the HQC protocol has a minimum communication cost of n0.63:
the minimum size of a read and write quorum is 2h (every level has 3 subgroups
whose majority is 2) such that h = log3(n) (n =
h times︷ ︸︸ ︷
1× 3× 3× 3× ∙ ∙ ∙ × 3 = 3h).
Then by letting x = 2log3(n) and taking log to the base of three on each side:
log3(x ) = log3(n)×log3(2) =⇒ x = n0.63.
Figure 2.15 illustrates an example of a write quorum where its members are
represented by light orange circles with their correspond replica numbers as shown.
The tree construction obeys to the above conditions, therefore the size of the write
quorum is 2h = 4 such that w0 = 1, w1 = 2 and w2 = 2. Figure 2.16 illustrates
an example of a read quorum whose members are represented by light orange
circles. Keep in mind that the highlighted circles correspond to the replicas that
were written by the last write operation (Figure 2.15). In order to guarantee the
quorum intersection property, the minimum size of a read quorum at each level
must obey r i + w i > 3 for all levels i = 1,. . . ,h where w i = 2. Then the minimum
size of the read quorum is 2h = 4 such that r0 = 1, r1 = 2 and r2 = 2.
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Figure 2.15: An example of a write quorum where w i = 2 for i = 1,. . . ,h.
Given a replication-based system of n replicas organized logically into a tree
structure of height h = log3(n), it was shown in [KUM91] that the HQC protocol
has a minimum read or write communication cost of n0.63 if the size of a quorum
at each level is two (r i = w i = 2 for i = 1,. . . ,h).
Let Ai denote the availability of a subgroup at level i, where the overall avail-
ability of the HQC protocol is denoted by A0. Furthermore, the availability of
a group at level h − 1 is the probability that a quorum of size qh can be assem-
bled from lh subgroups, where each is independently available with a probability
p. It was shown in [KUM91] that the overall availability A0 is computed from
the following recurrence relation by working upwards from the lowest level of the
hierarchy (leaves) one level at a time:
AHQC = A0
Ai =
li∑
j=qi
(
li
j
)
(Ai+1)
j(1− Ai+1)li−j
Ah = p
It is important to note that whenever the tree construction obeys to the above
mentioned conditions, the availability computation of the read and write operation
becomes:
AHQC = A0
Ai =
3∑
j=2
(
3
j
)
(Ai+1)
j(1− Ai+1)3−j
Ah = p
In [NW98], the failure probability function of the Hierarchical Quorum Consen-
sus protocol was computed and it was proven that such a protocol has a failure
probability Fp′ ≤ e−Ω(n0.63) when p′ < 13 and Fp′ ≤ n−α(p
′
) when p′ < 12 if every
node of the tree has three descendants and each quorum of every level has a size
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Figure 2.16: An example of a read quorum where r i = 2 for i = 1,. . . ,h.
of 2 as explained above. In [NW98], the system load imposed by read and write
operations of the Hierarchical Quorum Consensus protocol was studied and it was
proven that these operations impose an optimal system load of n−0.37 if every node
of the tree has three descendants and each quorum of every level has a size of 2.
7. Comparison and Conclusion
In this section, we compare the tree-structured replica control protocols by tak-
ing into account the communication cost, availability and system load of their read
and write operations. The configurations “TQ” and “LOG” are studied by consid-
ering the Tree Quorum and Logarithmic protocols of sections 2 and 3 respectively
such that their number of replicas n = 3
h+1−1
2 where 1 ≤ h ≤ 4. The configuration
“SYM” is examined by taking the Symmetric Tree protocol of section 4 such that
the number of replicas n = 2×3h – 1 where 1 ≤ h ≤ 4. The configuration “BTQ”
is studied by considering the Binary Tree Quorum protocol of section 5 such that
the number of replicas n = 2h+1 – 1 where 1 ≤ h ≤ 6. The configuration “HQC”
is considered by studying the Hierarchical Quorum Consensus protocol of section
6 such that the number of replicas n = 3h × 51 where 1 ≤ h ≤ 3 (a system of 3
replicas is achieved by setting n = 31×50). Next we give the communication costs
of read and write operations of these configurations and then demonstrate their
availability and system load.
(a) The Communication Costs
Figure 2.17 illustrates the communication costs of read operations of the
above mentioned configurations. The AVG cost of “TQ”, “LOG” and “SYM”
is computed by giving the parameter f a value of 11+h whereas that of “BTQ”
is computed by setting f = 22+h . Keep in mind that the parameter f is used
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Figure 2.17: Read costs of the five configurations having varying replica sizes n.
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Figure 2.18: Write costs of the five configuration having varying replica sizes n.
in these protocols in order to compute the average costs as we have explained
in previous sections.
We can notice that “TQ”, “LOG” and “SYM”configurations have the least
minimum read cost (MIN) of 1, which is achieved only by accessing the root
replica of the tree, whereas “HQC” has the worst minimum read communica-
tion cost of n0.63. On the other hand, among the five studied configurations,
“TQ” has the least maximum read cost (MAX) of 2h whereas the configura-
tions “LOG” and “SYM” have the worst maximum cost (MAX) of 3h and we
can observe that such a cost augments as the height of the tree increases. Fi-
nally, “TQ” has the least average read cost (AVG) of h(2h)
h
(h−1)(1+h)h − 1h−1 when
h>1 whereas the configuration “BTQ” has the worst average cost (AVG) of
2h(1+h)h
h(2+h)h−1 − 2h .
Figure 2.18 demonstrates the write communication costs of the five studied
configurations. Except for “BTQ”, the write operations of the remaining
other configurations have no varying sizes. Therefore, we can notice that
the MIN, AVG and MAX values of “TQ”, “LOG”, “SYM” and “HQC”
are identical. Furthermore, since the Binary Tree Quorum protocol does
not differentiate between read and write quorums, then the MIN, AVG and
MAX values of the write operations of “BTQ” are computed in the same
manner and have the same values as the read operations.
Among the five configurations, “LOG” has the least minimum write cost
(MIN) of h+1 whereas “TQ” has the worst minimum write cost (MIN) of
2h+1 − 1. On the other hand, “LOG” has the least maximum write cost
(MAX) of h+1, whereas “BTQ” has the worst maximum write cost (MAX)
of n+12 for n > 10. Finally, “LOG” has the least average write cost of h+1
whereas “BTQ” has the worst average write cost of 2
h(1+h)h
h(2+h)h−1 − 2h for n > 30.
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(b) The Availability
The availability computations of read and write operations of the five con-
figurations are carried out by setting, the individual availability probability
of every replica, p to 0.7 (70% of the time a replica is available).
The availability of read operations is given in Figure 2.19 where we can
notice that all five configurations have quite comparable availability and
that it becomes better as the number of replicas of the system increases.
Moreover, we can observe that the read availability of these configurations
is always greater than the individual availability probability p.
Figure 2.20 illustrates the availability of write operations of the five stud-
ied configurations. We can notice that their write availability is no longer
identical like the read one. The configurations “TQ”, “LOG”, and “SYM”
have always an availability less than the individual availability probability p
which is due to the fact that the root replica of the tree must be functional in
order the write operations terminate successfully. Also, “TQ” configuration’s
availability deteriorates whereas that of “LOG” and “SYM” configurations
remains quite stable as the number of replicas of the system increases. On
the other hand, the configurations “BTQ” and “HQC” have an identical
availability which is always greater than the individual availability proba-
bility p due to the fact that write operations can be carried out despite
the inaccessibility of the root replica. Also, we can notice that their write
availability ameliorates as the number of replicas increases.
(c) The (Expected) System Loads
The write operations as well as read operations that have a communication
cost of 1 of the configurations “TQ”, “LOG”, and “SYM” always impose a
system load of 1. The reason for this is that every write quorum of these
configurations contains the root replica as its member and hence any strategy
of picking write quorums picks every time the root of the tree, whereas a
minimum quorum size of 1 is achieved by picking only the root replica of the
tree as a member of this quorum. Moreover, the read and write operations
of the configuration “BTQ” that have a minimum cost of O(log(n)) impose
a system load of 1 because in this case as well the root is a member of
every quorum that has a size of O(log(n)). For this reason, in the rest of this
section, we compare the system and expected system loads of read operations
of the five studied configurations.
The read operations of the configurations “TQ”, “LOG”, and “SYM”
impose an optimal system load of 11+h if the members of a read quorum are
selected by choosing all replicas of any single level of the tree. Moreover, we
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Figure 2.19: Read availability of the five configurations for different number of replicas
n when p = 0.7.
Figure 2.20: Write availability of the five configurations for different number of replicas
n when p = 0.7.
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showed in sections 5 and 6 that read and write operations of the configura-
tions “BTQ” and “HQC” impose an optimal system load of 22+h and n
−0.37
respectively. The expected system load of these configurations is computed
using the definition 2.4.8.
Figure 2.21 illustrates the (expected) system loads imposed by read oper-
ations of the five studied configurations. We can observe that their system
loads are quite stable due to the high availability of their read operations
and that they diminish gradually as the number of replicas in the system
increases. Furthermore, among the configurations, “SYM” has the least sys-
tem load of 11+h where 2 ≤ h ≤ 8 such that h is even, whereas “BTQ” has the
highest system load of 22+h where 1 ≤ h ≤ 6. On the other hand, “SYM” has
the least expected system load whereas the configurations “LOG”, “BTQ”
and “HQC” have quite similar highest expected system loads.
It is worthwhile to note that, the system load of 11+h of the configura-
tions “TQ” and “LOG” induces a communication cost of h(2h)
h
(h−1)(1+h)h − 1h−1
where h>1 and 2h(3h)
h−(1+h)h
(2h−1)(1+h)h respectively. On the other hand, the system
load of 22+h of the configuration “BTQ” induces a communication cost of
2h(1+h)h
h(2+h)h−1 − 2h whereas a load of n−0.37 of “HQC” imposes a cost of n0.63.
Therefore, we conclude that the Binary Tree Quorum and Hierarchical
Quorum Consensus protocols are the only two protocols among the tree-
structured replica control protocols that provide equal performance for both
read and write operations whereas the other protocols favor the read opera-
tions over the write ones. However, the Binary Tree Quorum protocol has a
tight trade-off between the communication cost and the load imposed by its
read and write operations: a minimum cost of h+1 induces a system load of
1 and an optimal load of 22+h induces a communication cost of
2h(1+h)h
h(2+h)h−1 − 2h
which is very high.
2.6.3 Comparison of Replica Control Protocols
In this section, we compare the communication cost, availability and (expected) system
loads of read and write operations of the non-structured as well as structured replica
control protocols of sections 2.6.1 and 2.6.2 respectively by setting up seven different
configurations. “ROWA” and “MQC” are studied by considering the Highly Available
ROWA (section 2.6.1 A-4) and Majority Quorum Consensus (section 2.6.1 B) protocols
respectively, where we take into account a system composed of 5, 17, 64 and 145 replicas.
The configurations “FPP” and “GQ” are examined by taking the Finite Projective
Plane (section 2.6.2 A) and Grid Quorum (section 2.6.2 B-1) protocols respectively such
that the number of replicas n = 4, 16, 64 and 144. “PQS” is considered by studying
the Paths Quorum System (section 2.6.2 B-2) protocol having a number of replicas
n = 2d2 + 2d+ 1 where 1 ≤ d ≤ 8. Finally, the configurations “BTQ” and “HQC” are
studied by considering the Binary Tree Quorum (section 2.6.2 C-5) and Hierarchical
Quorum Consensus (section 2.6.2 C-6) protocols respectively which are the same as the
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Figure 2.21: The expected (ELD) and system (LD) loads of the read operations of the
five configurations for different number of replicas n.
ones that were used when comparing the tree-structured replica control protocols of the
previous section (section 2.6.2 C-8). We start by comparing the communication costs of
read and write operations of these configurations and then demonstrate their availability
and (expected) system loads.
-A- The Communication Costs
Figure 2.22 illustrates the communication costs of read operations of the seven studied
configurations. We can notice that among these configurations, “ROWA” has the least
read cost of 1 for any number of replicas n. It is important to note that such a cost
of one is the best to be achieved in any replica control protocol. On the other hand,
“MQC” has the highest read cost of n+12 for an odd number of replicas n and a cost
of n2 + 1 when n is even. “BTQ” has the second highest cost of
2h(1+h)h
h(2+h)h−1 − 2h where h
is the height of the binary tree. We can observe that “FPP” and “GQ” have identical
read cost of n0.5 which is smaller than the read cost of (2n − 1)0.5 of “PQS” which on
its turn is always smaller than the read cost of n0.63 of the configuration “HQC” when
n>10.
Figure 2.23 demonstrates the write communication costs of the studied configura-
tions. We can remark that “FPP” has the least write cost of n0.5 whereas “ROWA” has
the highest write cost of n. The reason for this high communication cost of “ROWA”
is that every replica is a member of the one and only one write quorum. On the other
hand, “MQC” has the second highest write cost of n+12 for an odd number of replicas n
and a cost of n2 +1 when n is even. The configurations “GQ”, “PQS” and “HQC” have
comparable write costs, where the first one has a write cost of 2×n0.5 – 1, the second
has a cost of (2n − 1)0.5 and the last one has a write cost of n0.63. It is important to
note that when n>10, “BTQ” has the third highest write cost of 2
h(1+h)h
h(2+h)h−1 − 2h where h
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Figure 2.22: The read communication costs of the seven configurations for different
number of replicas n.
is the height of the binary tree.
-B- The Availability
The availability computations of read and write operations of the seven studied
configurations are carried out by setting, the individual availability probability of every
replica, p to 0.7 (70% of the time a replica is available).
Figure 2.24 presents the availability of read operations of the studied configurations.
We can notice that, these configurations have a read availability always greater than
the individual availability probability p. Except for “FPP”, we can observe that the
other six configurations have quite similar read availability and that it ameliorates as
the number of replicas n in the system increases. The reason for the read availability
worsening of “FPP”, when the number of replicas n becomes greater than 100, is related
to its failure probability function Fp′ that has a non Condorcet property which means
that as the number of replicas n increases, Fp′ reaches to one.
Figure 2.25 illustrates the write availability of the seven studied configurations. We
can notice that, except for “GQ”, all the other configurations have a write availability
always greater than the individual availability probability p. Furthermore, among these
configurations, “GQ” has the worst write availability and that it deteriorates as the
number of replicas n increases. Also, as we have mentioned in the previous paragraph,
the write availability of “FPP” starts to deteriorate as the number of replicas n becomes
greater than 100 replicas. On the other hand, the configurations “ROWA”, “MQC”,
“PQS”, “BTQ” and “HQC” have quite comparable availability as the number of replicas
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Figure 2.23: The write communication costs of the seven configurations for different
number of replicas n.
n increases.
-C- The (Expected) System Loads
In this section, we present the system and expected system loads of the different
studied configurations. The expected system load of these configurations is computed
using the definition 2.4.8.
The (expected) system loads of read operations of the seven configurations are given
in Figure 2.26. Among these configurations, we can observe that “ROWA” has the
least read system (LD) and expected system (ELD) loads of 1n , whereas when n > 10,
“MQC” has the worst read system (LD) and expected system (ELD) loads of 0.5 + 12n .
It is worthwhile to note that the read load of 1n is the best to be achieved in any replica
control protocol. The configurations “FPP”, “GQ” and “PQS” have read system loads
of
√
4n−3+1
2n ,
1√
n
and
√
2n−1+1
2n respectively and that these read loads are quite comparable
with each other. However, unlike “GQ” and “PQS” configurations, the expected system
load of “FPP” starts to impair when the number of replicas n becomes greater than 100
due to the non Condorcet property of its failure probability function. Finally, “HQC”
has the third highest read (expected) system load of 1
n0.37
.
Figure 2.27 demonstrates the (expected) system loads imposed by write operations of
the studied configurations. We can remark that “PQS” has the least (expected) system
loads of
√
2n−1+1
2n whereas “ROWA” has the worst (expected) system loads of 1 due to the
fact that every replica participates in every write operation. The configurations “FPP”,
“GQ” and “PQS” have write system loads of
√
4n−3+1
2n ,
2
√
n−1
n and
√
2n−1+1
2n respectively
2.6 Replica Control Protocols 61
Figure 2.24: The read availability of the seven configurations for different number of
replicas n when p = 0.7.
Figure 2.25: The write availability of the seven configurations for different number of
replicas n when p = 0.7.
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Figure 2.26: The system (LD) and expected system (ELD) loads of read operations
of our configurations for different number of replicas n.
and that these write loads are quite comparable with each other where “GQ” has always
a higher write system load than the other two configurations. However, unlike “PQS”,
the configurations “FPP” and “GQ” have instable write system load since their expected
system load starts to impair when the number of replicas n becomes greater than 100
due to the non Condorcet property of their failure probability function. Finally, “MQC”
has the second worst write system load of 0.5 + 12n .
We conclude this chapter by stating that if read operations dominate over write
ones with a ratio of 70 – 30 or more then the Highly Available ROWA protocol is the
most suitable one since it provides the least read communication cost of 1, the lowest
read system load of 1n such that its read operations are highly fault-tolerant. However,
if we are searching for a protocol that provides equal performances for both read and
write operations, then Paths Quorum System protocol is the most suitable one since it
provides for both read and write operations, a communication cost of O(√n), the best
system load of O( 1√
n
) such that its read and write operations are highly fault-tolerant
(Fp′ −→ 0 as n −→∞).
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Figure 2.27: The system (LD) and expected system (ELD) loads of write operations
of our configurations for different number of replicas n.
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SUMMARY
Dans ce chapitre, nous proposons le protocole Arbitrary Tree [BBG08] qui
ge´ne´ralise en quelque sorte le protocole de [KUM91]. Comme dans ce dernier, nous
avons e´galement organise´ logiquement les re´pliques dans une structure arborescente ou`
chaque nœud de cet arbre peut eˆtre soit logique ou physique: un nœud physique cor-
respond a` une re´plique du syste`me alors que un nœud logique ne l’est pas. Au cœur
de notre protocole est la nouvelle notion de niveau physique qui contient au moins un
nœud physique et de niveau logique qui a tous ses nœuds logique. Fondamentalement,
l’ope´ration de lecture est effectue´e sur un seul nœud physique de chaque niveau physique
de l’arbre alors que l’ope´ration d’e´criture est effectue´e sur tous les nœuds physiques d’un
seul niveau physique de l’arbre. La structure de cet arbre peut eˆtre configure´e sur la
base des fre´quences de lecture et d’e´criture. Si les ope´rations d’e´criture dominent dans
le syste`me, alors on ajoute autant de niveaux physiques a` l’arbre que possible. D’autre
part, si le syste`me est lire la plupart (mostly-read), alors toutes les re´pliques du syste`me
sont organise´es en un niveau physique.
Nous proposons un algorithme qui configure l’arbre en tenant compte a` la fois les
fre´quences de lecture et d’e´criture. Nous montrons que les ope´rations d’e´criture ne
doivent induire qu’une charge de syste`me de 1√
n
avec un couˆt de communication de√
n, ce qui est plus faible que les autres protocoles d’arborescence. Pourtant, nous
pre´servont une disponibilite´ d’e´criture comparable. D’autre part, nous montrons que
les ope´rations de lecture ne doivent induire qu’un couˆt de
√
n, ce qui est infe´rieur aux
protocoles de re´plication pre´ce´demment propose´s qui imposent une structure d’un arbre,
avec une charge de syste`me et disponibilite´ comparables. Nous prouvons une nouvelle
borne infe´rieure de la charge de syste`me de l’arbre binaire de [AA91] et on montre que
l’ope´ration d’e´criture de notre protocole induit une charge de syste`me de 1
log(n+1) ce qui
est infe´rieure a` celle re´ve´le´e dans [NW98] de charge 2
log(n+1)+1 .
Aussi, nous proposons une approche qui inte`gre le de´tecteur de de´faillance parfait P
dans le concept du protocole Arbitrary Tree en vue d’ame´liorer la disponibilite´ de ses
ope´rations de lecture et d’e´criture. Dans le protocole Arbitrary Tree, la racine de l’arbre
est toujours conside´re´e comme un nœud logique (pour des conside´rations lie´es a` la charge
des ope´rations de lecture), ou` les ope´rations de lecture et d’e´criture sont effectue´es sur les
nœuds et niveaux physiques de l’arbre comme il est explique´ ci-dessus. L’ide´e principale
du protocole Extended Arbitrary Tree est que, au lieu de conside´rer la racine comme un
nœud logique, on la conside´re une machine qui a une tre`s haute disponibilite´ (presque
jamais elle tombe en panne) et on effectue les ope´rations d’e´criture et lecture de la meˆme
manie`re que dans le protocole Arbitrary Tree (sans acce`s a` la racine). Cependant, chaque
fois qu’il n’est pas possible d’effectuer soit une lecture ou une e´criture, la machine a` ra-
cine est acce´de´e, afin d’atteindre l’ope´ration, jusqu’a` ce que le syste`me re´cupe`re les
pannes et retourne a` son propre fonctionnement. Nous montrons qu’en utilisant le
de´tecteur de de´faillance parfait P, le protocole Extended Arbitrary Tree a beaucoup plus
grande disponibilite´ pour ses ope´rations de lecture et d’e´criture que celles du protocole
Arbitrary Tree.
CHAPTER III
AN ARBITRARY TREE-STRUCTURED REPLICA
CONTROL PROTOCOL
As we mentioned in the previous chapter, traditional replica control protocols which
assume that replicas of the system are arranged logically into a tree structure have
reasonable availability, low communication cost but induce high system load. In this
chapter, we introduce the Arbitrary Tree protocol: a tree-structured replica control
protocol that can be configured based on the frequencies of read and write operations
in order to provide lower system load than the tree-structured replica control protocols
of the previous chapter, yet with comparable communication cost and availability. Our
protocol enables the shifting from one configuration into another by just modifying the
structure of the tree. There is no need to implement a new protocol whenever the
frequencies of read and write operations change. At the heart of this protocol lies the
new idea of logical and physical levels in a tree. In short, a logical level corresponds to a
level of the tree where all of its nodes are logical, whereas a level of the tree is physical
if it contains at least one physical node (replica). Hence, read operations are carried out
on any single physical node at every physical level of the tree whereas a write operation
is performed on all physical nodes of a single physical level of the tree. We show that the
write operations need only induce a system load of 1√
n
with a communication cost of
√
n,
which is lower than the previous tree-structured protocols, yet preserving comparable
write availability. On the other hand, we demonstrate that the read operations need
only induce a cost of
√
n which is lower than the previous tree replication protocols
with comparable system load and availability. Also, we introduce an approach which
integrates the perfect failure detector P concept into the Arbitrary Tree protocol in
order to ameliorate the availability of its read and write operations. This is achieved,
unlike the Arbitrary Tree protocol, by considering the root of the tree a machine which
is almost always available. We show that such a proposal has better availability than
the arbitrary one.
3.1 Motivation
In large distributed systems, replication is the most widely used approach to offerhigh data availability, low bandwidth consumption, increased fault-tolerance andimproved scalability of the overall system. Replication-based systems implement
replica control (consistency) protocols that enforce a specified semantics of accessing
data. Also, the performance depends on a host of factors chief of which is the protocol
used to maintain consistency among the replicas.
As we saw in the previous chapter, several replica control protocols have been de-
scribed in the literature that differ according to three parameters: their communication
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cost, their ability to tolerate replica failures (also termed as their availability), as well
as the load they impose on the system. Furthermore, we stated that these protocols
are classified either as non-structured or structured replica control protocols. Unlike
the former, the latter ones assume that replicas of the system are arranged logically
into some structure and have much lower communication costs than the non-structured
protocols.
Among the structured protocols, we showed that the Paths Quorum System possesses
the best performance for both read and write operations where it has a communication
cost of O(√n) and the best system load of O( 1√
n
). On the other hand, we denoted
that the tree-structured replica control protocols have a tight trade-off between the
communication cost and the load induced by their operations: a low communication cost
results in inducing a high system load and vice versa. For instance, the read operations
of the protocols of Tree Quorum (section 2.6.2 C–2) and Logarithmic (section 2.6.2 C–3)
having a cost of one induce a system load of 1 whereas those of the Symmetric Tree
protocol (section 2.6.2 C–4) induce a system load of 0.5. This is due to the fact that only
the root replica can be accessed in order to achieve a minimum cost of one. The read
and write operations of the Binary Tree Quorum protocol (section 2.6.2 C–5) having a
cost of log(n) as well as the write operations of the above mentioned protocols induce a
system load of 1 since the root replica is a member of every possible quorum. Finally, we
showed that the read and write operations of the Binary Tree Quorum protocol impose
an optimal system load of 2h+2 , however with a high communication cost of
2h(1+h)h
h(2+h)h−1 –
2
h
where h denotes the height of the binary tree.
In the next section, we introduce the Arbitrary Tree protocol which belongs to the
family of tree-structured replica control protocols where every node of this tree can
be either logical or physical: a physical node corresponds to a replica of the system
whereas a logical node does not. It is worthwhile to note that logical nodes are used
only to preserve the tree structure. Furthermore, we present the new ideas of logical
and physical levels in a tree. In short, a logical level corresponds to a level of the tree
where all of its nodes are logical, whereas a level of the tree is physical if it contains at
least one physical node (replica). Hence, read operations are carried out on any single
physical node at every physical level of the tree whereas a write operation is performed
on all physical nodes of a single physical level of the tree. We show that the structure of
this tree can be configured based on the frequencies of read and write operations. For
instance, if the write operations dominate in the system, then as many physical levels
must be added to the tree as possible. On the other hand, if the system is mostly-read,
then all replicas of the system must be arranged into one and only one physical level. We
introduce an algorithm that configures the tree structure by taking into account both
read and write frequencies. A comparison among the Arbitrary Tree as well as two elite
tree-structured replica control protocols is provided in section 3.3 by setting up several
different configurations. We demonstrate that write operations of the Arbitrary Tree
need only induce a system load of 1√
n
with a communication costs of
√
n, which is lower
than the other two protocols, yet we preserve comparable write availability. Moreover,
we show that its read operations need only induce a cost of
√
n which is lower than the
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other two protocols with comparable system load and availability.
In section 3.4, we introduce an approach that integrates the perfect failure detector
P concept into the Arbitrary Tree protocol in order to ameliorate the availability of its
read and write operations. In the Arbitrary Tree protocol, the root of the tree structure
is always considered as a logical node (for considerations related to the load of read
operations) where the read and write operations are performed on the physical levels of
the tree as explained above. The main idea of the Extended Arbitrary Tree protocol is,
instead of considering the root as a logical node, to consider it a machine that has a very
high availability (almost never crashes) and carry out the read and write operations in
the same manner as in the Arbitrary Tree protocol (without accessing the root replica).
However, whenever it is not possible to perform either a read or a write operation due to
replica failures, the root machine is accessed, in order to achieve the desired operation,
until the system recovers from crashes and returns to its proper functionality. We show
that by using the perfect failure detector P, the Extended Arbitrary Tree protocol has
a much higher availability for its read and write operations than those of the Arbitrary
Tree one.
3.2 The Arbitrary Tree Protocol
In this section, we present our approach, the Arbitrary Tree protocol [BBG08]. Westart by introducing a few notations and give our representation of a tree structureusing these notations. We detail how read and write operations of our protocol are
performed and give for each operation its corresponding communication cost, availability
and system load. Then we discuss the trade-offs in constructing the tree structure
based on the frequencies of read and write operations. Finally, a comparison among the
Arbitrary Tree, Binary Tree Quorum and Hierarchical Quorum Consensus protocols is
provided at the end of this section, by taking into account their communication cost,
availability and (expected) system loads.
3.2.1 Notations and Tree Representation
Given a replication-based system of n replicas, we organize them logically into a tree
structure of height h where any non-leaf node of this tree can have any number of
descendants. More precisely, let S (i,k) denote the i th node of the k th level of the tree
where the orientation is taken from left to right and top to bottom respectively such
that i ∈ {1, . . . ,mk} and k ∈ {0, . . . , h}. Let mk denote the total number of nodes
at level k such that mk =
mk−1∑
i=1
m(i, k − 1) ∀k ∈ {1, . . . , h} and m0 = 1. Let m(i, k)
denote the number of descendants of a non-leaf node S (i,k), where i and k have the
same definitions as above, such that m(i, h) = 0 ∀i ∈ {1, . . . ,mh}.
A node of the tree is said to be logical if it does not represent a replica; otherwise
the node is said to be physical. Let S log(i,k) and S phy(i,k) denote a logical and a physical
node of the tree respectively. Let mlog(i, k) and mphy(i, k) denote respectively the number
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Figure 3.1: A tree of one logical level and two physical level.
of logical and physical descendants of a non-leaf node S (i,k) such that:
m(i, k) = mlog(i, k) +mphy(i, k) ∀i ∈ {1, . . . ,mk} and ∀k ∈ {0, . . . , h}
where m(i, h) = mlog(i, h) = mphy(i, h) = 0 ∀i ∈ {1, . . . ,mh}. The total number of
physical nodes at level k is denoted by:
mphy,k =
mk−1∑
i=1
mphy(i, k − 1) ∀k ∈ {1, . . . , h}
and mphy,0 = 1 if the root of the tree is a physical node. On the other hand, the total
number of logical nodes at level k is denoted by:
mlog,k =
mk−1∑
i=1
mlog(i, k − 1) ∀k ∈ {1, . . . , h}
andmlog,0 = 1 if the root of the tree is a logical node. Hence we have mk = mphy,k + mlog,k
∀k ∈ {0, . . . , h} such that m0 = 1 because the root of the tree is either a physical or a
logical node.
A level of the tree is called physical if it contains at least one physical node. Let
Kphy denote the set of all physical levels of the tree where |Kphy| denotes the number of
physical levels such that 1 ≤ |Kphy| ≤ h + 1. Let Kphy[u] indicate the level number of
the physical level at index u of Kphy such that 0 ≤ u ≤ |Kphy| – 1. We assume that the
physical levels of Kphy are sorted in ascending order of their level numbers. On the other
hand, we call a level of the tree logical if all of its nodes are logical: mk = mlog,k and
mphy,k = ∅. Let Klog denote the set of all logical levels of the tree and let |Klog| denote
the number of such logical levels where 0 ≤ |Klog| ≤ h and |Klog| + |Kphy| = 1 + h.
ASSUMPTION 3.2.1 We assume that: mphy,0 < mphy,1 ≤ mphy,2 ≤ . . . ≤ mphy,h such
that the total number of replicas of the system is given by: n =
∑
k∈Kphy
mphy,k
Figure 3.1 illustrates a tree of height h = 2 where every of its non-leaf node has 3
descendants. The light orange circles denote logical nodes whereas the blue ones denote
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physical nodes with their node and level numbers as shown. We can notice that such a
tree has one logical level at zero and two physical levels at 1 and 2 respectively. A more
general example will be given later in this section.
3.2.2 The Operations
Our system is a bi-coterie where the set of read quorums R and the set of write quo-
rums W are constructed based on definition 2.2.8. Furthermore, we assign separate
strategies of picking read and write quorums using definition 2.4.6. More precisely, let
wread denote a strategy for picking read quorums of R such that wread =
m(R)∑
j=1
wread,j and
let wwrite =
m(W)∑
j=1
wwrite,j denote a strategy for picking write quorums of W where wread,j,
wwrite,j, m(R), andm(W ) are defined later in this section. The availability computations
are carried out by taking the assumption that every replica is independently available
with a probability p = 1− p′ greater than 12 : it was proven in [PW95] that if the replicas
are fail-prone, with an individual availability probability less than 12 , then the best strat-
egy is not to replicate and to pick a single centralized king. In the rest of this section, we
use d to denote the minimal number of physical nodes of the physical levels of the tree
such that d = min {mphy,k | k ∈ K phy}, use e to denote the maximal number of physical
nodes of the physical levels of the tree such that e = max {mphy,k | k ∈ K phy}, and h to
denote the height of the tree. We consider timestamps that consist of a version number
and a replica identifier (RID) which are used during read and write operations of our
protocol. Next, we demonstrate how the read and write quorums of the Arbitrary Tree
protocol are constructed and give the communication cost, availability and system load
of its read and write operations.
-A- The Read Operation
A read operation takes place by accessing all the members of a read quorum Rj ∈ R
and retrieving the value of data whose timestamp has the highest version number and
the smallest replica identifier (RID). A read quorum Rj is constructed by taking as its
members any physical node of every physical level of the tree:
Rj = {Sphy(i,k) | ∀k ∈ Kphy ∧ ∃i : 1 ≤ i ≤ mk}
FACT 3.2.1 Let R = { R1, R2, . . . , Rj } be the set of read quorums such that every
read quorum Rj is constructed in the same manner as explained in the previous para-
graph. Then the number of read quorums (size) of R is denoted by m(R) =
∏
k∈Kphy
mphy,k.
In order to compute the load of the system induced by this read operation, a strategy
wread is taken that picks each read quorum Rj with a probability wread,j =
1
m(R) where
j ∈ {1,. . . ,m(R)}.
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The read operation of the Arbitrary Tree protocol has:
A communication cost of RDcost = 1 + h − | Klog |
An availability of RDav (p) =
∏
k∈Kphy
(1− (1− p)mphy,k) (3.2.1)
An optimal system load of LRD = 1
d
(3.2.2)
The proof of the optimality of the system load induced by read operations of the
Arbitrary Tree protocol is provided in the Appendix A of this manuscript.
It is important to note that as much as d increases, as much as the load imposed by
the read operations on the system and communication cost diminish and the availability
ameliorates.
-B- The Write Operation
A write operation, after fetching the highest version number of data and incrementing
it by one, accesses all the members of a write quorum Wj ∈W in order to update their
data with a new value and timestamp. A write quorum Wj is constructed by taking as
its members all the physical nodes of any single physical level of the tree:
Wj = {Sphy(i,k) | ∃k ∈ Kphy ∧ ∀i : 1 ≤ i ≤ mk}
FACT 3.2.2 Let W = { W1, W2, . . . , Wj } be the set of write quorums such that
every write quorum Wj is constructed in the same manner as explained above. Then the
number of write quorums of W denoted by m(W ) = 1 + h – |Klog|.
In order to compute the load of the system induced by this write operation, a strat-
egy wwrite is taken that picks each write quorum of our system Wj with a probability
wwrite,j =
1
m(W) where j ∈ {1,. . . ,m(W )}.
The write operation of the Arbitrary Tree protocol thus has a minimum cost of d, a
maximum cost of e and an average cost of WRcost =
∑
k∈Kphy
mphy,k×wwrite,j. Hence such
a strategy wwrite of picking write quorums induces a communication cost of
n
1+h−|Klog | .
This operation has an availability of:
WRav (p) = 1−WRfail (p) (3.2.3)
where WRfail (p) =
∏
k∈Kphy
(1− pmphy,k) and it imposes an optimal system load of:
LWR = 1
1 + h− |Klog| (3.2.4)
The proof of the optimality of the system load induced by write operations of the
Arbitrary Tree protocol is provided in the Appendix A of this manuscript.
It is important to note that as much as the number of physical levels |Kphy| of the
tree increases, as much as the load imposed by the write operation on the system and
communication cost diminish and the availability becomes better.
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-C- Discussion
The optimal system loads imposed by read and write operations of the Arbitrary
Tree protocol are computed by assuming that all replicas of the system are functioning
properly. Therefore, the load of the system induced by these operations becomes higher
as replicas of the system start to fail one after another. In order to compute the expected
load knowing that replicas are available with a probability p, we use the following two
equations which are expressed in terms of equations (3.2.1), (3.2.2), (3.2.3) and (3.2.4):
ELRD = RDav(p)× (LRD − 1) + 1 (3.2.5)
ELWR = WRav(p)× LWR +WRfail(p)× 1 (3.2.6)
As we can notice from equations 3.2.5 and 3.2.6 that the expected system load com-
putations largely depend on the availability of the operations: as much as the availability
of the operations are high, as much as the expected system load becomes close to the
computed optimal system load and thus the system is classified as stable. Next, we
demonstrate that our system is a bi-coterie i.e. any read quorum has a non empty
intersection with any write quorum.
The read and write quorums of our protocol are of the following form:
Read Quorum = any single replica of every physical level
Write Quorum = all replicas of any single physical level
The proof is by induction on the number of physical levels of the tree:
Basis Step: Trivial for a tree of one physical level because all replicas of the system are
found at one and only one physical level.
Induction hypothesis : Assume that it holds for a tree of h physical levels: |Kphy| = h .
Induction Step: Consider a tree of h + 1 physical levels. Since every read quorum already
had an intersection with every write quorum of h physical levels (induction hypothesis
step) then it holds true because the fact of adding one new physical level does not
prevent the read quorums to have a non-empty intersection with any write quorum of
h physical levels. On the other hand, since the read quorums contain a replica from
the new physical level and the new write quorum contains all the replicas of this same
new physical level, then any read quorum has a non-empty intersection with this write
quorum. Hence, by induction, our protocol guarantees non-empty intersection of read
and write quorums.
3.2.3 The Tree Organization and its Trade-offs
Given a replication-based system of n replicas, we organize them logically into a tree
structure as explained in section 3.2.1. However, this tree structure must be configured
in such a way that it takes into account the frequencies of read and write operations of
the system.
By adding as many physical levels to the tree as possible (the maximal value is
|Kphy| = n−12 for an odd number of replica n), the communication cost as well as the
system load of write operations diminish and their availability ameliorates. However,
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the fact of adding more physical levels to the tree results in increasing the communica-
tion cost and the system load of read operations and in deteriorating their availability.
Therefore, such a configuration is suitable for systems where write operations dominate
the read ones.
On the other hand, by lessening as many physical levels from the tree as possible (the
minimal value is |Kphy| = 1), the communication cost as well as the system load of read
operations decrease and their availability improves. However, the fact of diminishing the
number of physical levels of the tree results in increasing the communication cost and
the system load of write operations and in deteriorating their availability. Therefore,
such a configuration is appropriate for systems whose operations are mostly-read.
If both read and write operations happen in proportional frequencies, then the tree
must be configured in such a way that both operations provide acceptable performance.
For a replication-based system of n replicas where every replica is available indepen-
dently with a probability p such that n > 36 and p > 0.65, the following organiza-
tion of replicas always gives us satisfactory results for both read and write operations:
mlog,0 = 1, mphy,1 = 4, mphy,2 = 4, mphy,3 = 4, mphy,4 = 4, mphy,5 = 4, mphy,6 = 4 and
mphy,7 = 4 whereas the remaining (n – 28) replicas of the system can be added to the
succeeding physical levels of the tree in such a way that they obey the assumption 3.2.1.
Next we give an algorithm to construct the arbitrary tree when n > 64:
Algorithm 3 An algorithm to construct the arbitrary tree when n > 64
1- Construct the arbitrary tree of a logical root node by fixing |Kphy| = √n and h =|Kphy|.
2- Arrange 4 replicas at 1, . . . , 7 physical levels of the tree.
3- Arrange n−28√
n−7 replicas at every remaining physical level of the tree.
Therefore, when using Algorithm 3 to configure the tree, our protocol behaves in the
following manner:
• The write operation has a minimum cost of 4, a maximum cost of n−28√
n−7 and an
average cost of
√
n. It imposes an optimal system load of 1√
n
and has a failure
probability of WRfail (p) = (1− p4)7 × (1− p(
n−28√
n−7 ))(
√
n−7).
• The read operation has a communication cost of √n, imposes an optimal system
load of 0.25 and has an RDav(p) = (1− (1− p)4)7 × (1− (1− p)(
n−28√
n−7 ))(
√
n−7).
In order to study the behavior of the availability of read and write operations for
very large number of replicas n such that 12 < p < 1, we compute:
lim
n→∞WRav(p) = 1− limn→∞WRfail (p) = 1− (1− p
4)7
and
lim
n→∞RDav(p) = (1− (1− p)
4)7
We can notice from these two equations that when p > 0.8, both operations have an
availability of ≈ 1.
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Finally, if we assume that our protocol is applied directly to a tree structure, where
every node of the tree has the same number of descendants and represents a replica of
the system, then the write operations of our protocol have an average cost of n
log(n+1) ,
impose an optimal system load of 1
log(n+1) and have very high availability (always greater
than the availability probability p). On the other hand, the read operations of our
protocol have a communication cost of log(n+1), impose the highest system load of 1
and these operations are poorly available (always less than the availability probability
p). Furthermore, it was proven in [NW98] that the optimal system load imposed by read
or write operations of the Binary Tree Quorum protocol (section 2.6.2 C–5) is 2
log(n+1)+1
which is higher than the system load imposed by the write operations of our protocol.
Therefore, we provide a new lower bound on the load of the tree structure of the Binary
Tree Quorum protocol imposed by write operations of our protocol.
3.2.4 A General Example
In this section, we give an example of a replication-based system of 15 replicas which
are organized logically into a tree structure as illustrated in Figure 3.2 such that light
orange-colored circles represent logical nodes whereas the blue-colored ones represent
physical nodes. We can observe that such a tree has a logical root node, a height h = 5,
one logical level at zero, and five physical levels (1,. . . ,5). It is important to note that
not all logical nodes are represented in this figure. Next we give some notations that
were introduced in section 3.2.1 whereas Table 1 demonstrates the communication cost,
availability and (expected) system loads of read and write operations of the Arbitrary
Tree protocol.
• Level 0: m0 = 1, mlog,0 = 1, mphy,0 = ∅
• Level 1: m1 = 6, mlog,1 = 3, mphy,1 = 3
• Level 2: m2 = 12, mlog,2 = 9, mphy,2 = 3
• Level 3: m3 = 24, mlog,3 = 21, mphy,3 = 3
• Level 4: m4 = 48, mlog,4 = 45, mphy,4 = 3
• Level 5: m5 = 96, mlog,5 = 93, mphy,5 = 3
• n =mphy,1 +mphy,2 +mphy,3 +mphy,4 +mphy,5 = 15 such that ∅ ≤ 3 ≤ 3 ≤ 3 ≤ 3 ≤ 3
• Kphy = {1, 2, 3, 4, 5} and |Kphy| = 5
• Klog = {0} and |Klog| = 1
• m(R) = mphy,1×mphy,2×mphy,3×mphy,4×mphy,5 = 243
• m(W ) = 1 + 5 – 1 = 5
In the rest of this chapter, we represent such an arbitrary tree in the following
manner: 1–3–3–3–3–3 where the numbers 3 denote the number of physical nodes at
each physical level of the tree and “1” denotes a logical root node.
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Figure 3.2: An arbitrary tree of 5 physical levels.
Table 1: The read and write operations.
READ OPERATION WRITE OPERATION
RDcost = 1 + h – |Klog| = 5 WRcost = 155 = 3
RDav (0.7) = (1− (0.3)3 )5 = 0.87 WRav (0.7) = 1− (1− (0.7)3 )5 = 0.88
LRD = 1d = 13 = 0.33 LWR = 1d = 15 = 0.20
ELRD = 0.87×0.33 + 0.13 = 0.42 ELWR = 0.88×0.20 + 0.12 = 0.30
3.3 Configurations and their Comparison
In this section, we compare the communication cost as well as the system and ex-pected system loads of read and write operations by setting up six different config-urations. The first four configurations are studied by configuring several different
tree structures and applying to them the read and write operations of the Arbitrary
Tree protocol. More precisely, in the first one, we configure the tree structure in such a
way that the root is a logical node and all replicas of the system are placed in one and
only one physical level. By implementing read and write operations of the Arbitrary
Tree protocol, it behaves like ROWA and we call such a configuration Mostly Read
(“MR”). The tree structure of the second configuration, which we call Mostly Write
(“MW”), is constructed by setting |Kphy| = n2 and mphy,k = 2 ∀k ∈ Kphy if n is even and
|Kphy| = n−12 and mphy,k = 2 for every physical level of the tree except for the last one
which contains three physical nodes if n is odd. The third case is taken by creating a
completely arbitrary tree of a logical root node by means of the Algorithm 3 whenever
possible and we call such a configuration Arbitrary Tree (“AT”). In the fourth case, the
tree structure is constructed by taking the case of a binary tree having a physical root
node such that the number of replicas n = 2h+1 – 1 where 3 ≤ h ≤ 7 and we call such
a configuration Unmodified Arbitrary Tree (“UAT”). The configuration “BTQ”which
stands for Binary Tree Quorum is studied by setting up a binary tree structure and
considering the Binary Tree Quorum protocol (section 2.6.2 C–5) such that the number
of replicas n = 2h+1 – 1 where 3 ≤ h ≤ 7. The difference between “UAT”and “BTQ”
configurations is that both have the same binary tree structure however the former ap-
plies the Arbitrary Tree protocol of section 3.2.2 whereas the latter applies the Binary
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(a) 4 replicas (b) 15 replicas (c) 10 replicas
Figure 3.3: The tree structures of “MR” (a), “MW” (b) and “AT” (c) configurations.
Tree Quorum protocol of section 2.6.2 C–5. These five configurations are carried out
by considering a replication-based system composed of 15, 31, 63, 127 and 255 replicas.
The followings are the representations of the arbitrary tree of the “AT” configuration
for the above-mentioned number of replicas respectively:1-3-3-3-3-3, 1-3-4-4-4-4-4-4-4,
1-4-4-4-4-4-5-5-10-10-13, 1-4-4-4-4-4-4-4-24-25-25-25 and 1-4-4-4-4-4-4-4-25-25-25-25-25-
25-25-25-27. Finally, the configuration “HQC” is considered by studying the Hierarchi-
cal Quorum Consensus protocol (section 2.6.2 C–6) such that the number of replicas
n = 3h × 51 where 1 ≤ h ≤ 3 (a system of 27 and 243 replicas is achieved by setting
n = 33 × 50 and 35 × 50 respectively).
Figure 3.3 illustrates an example of tree structures of “MR”, “MW”, and “AT”
configurations for n = 4, 15 and 10 replicas respectively such that the light orange
circles represent logical nodes whereas the blue ones represent physical nodes with their
node and level numbers as shown. Next we give the communication costs of read and
write operations of these configurations and then demonstrate their availability and
system load.
3.3.1 The Communication Cost
Figure 3.4 illustrates the communication costs of read and write operations of our con-
figurations. We can notice that, of the six configurations, “MR” has the lowest commu-
nication cost of 1 for read operations and the worst cost of n for write operations. This
is due to the fact that the read operations of the Arbitrary Tree protocol access any
single replica of every physical level of the tree and the write operations access all the
replicas of a single physical level of the tree. Since “MR” arranges logically n replicas
into one and only one physical level, then the costs of read and write operations become
evident. For an odd-sized number of replicas n, the configuration named “MW” has the
highest costs of n−12 for read operations and the lowest cost of two for write operations.
This is because “MW” maximizes the number of physical levels of the tree by adding
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Figure 3.4: The communication costs of read (RD) and write (WR) operations of our
configurations for different number of replicas n.
at each physical level two replicas. However, these two configurations are suitable for
specific environments where read and write operations do not happen in proportional
frequencies. Hence in the rest of this section, we compare the communication costs of
read and write operations of the last four configurations: “AT”, “UAT”, “BTQ” and
“HQC”.
Of these four configurations, “BTQ” has the highest costs of 2
h(1+h)h
h(2+h)h−1 –
2
h for both
read and write operations where h denotes the height of the binary tree. On the other
hand, “AT” has the lowest communication costs for write operations whereas for read
operations, it has lower communication costs than “BTQ” and “HQC”, where the latter
has a read and write costs of n0.63, and has comparable costs with respect to “UAT”.
Finally, this latter has the least communication costs of log(n+1) for read operations and
has write costs of nlog(n+1) which is comparable with respect to “AT” when the number
of replicas n is less than 200 and has comparable write costs with respect to “HQC” for
number of replicas greater than 200. However, we are going to see in the next section
that, “UAT” has some drawbacks with respect to the system loads imposed by its read
operations. It is important to note that, whenever the tree of the configuration “AT” is
constructed using Algorithm 3, the read and write operations have communication costs
of
√
n.
3.3.2 The (Expected) System Loads
In this section, we present the (expected) system loads imposed by read and write op-
erations of our configurations. The expected system loads of read and write operations
of the first four configurations are computed using equations (3.2.5) and (3.2.6) re-
spectively, whereas those of the configurations “BTQ” and “HQC” are computed using
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Figure 3.5: The system (LD) and expected system (ELD) loads of read operations of
our configurations for different number of replicas n.
definition 2.4.8. Next we give the (expected) system loads of read operations which is
followed by giving those of the write ones.
-A- The Read Operation
The (expected) system loads of read operations are illustrated in Figure 3.5. We can
notice that, of the six configurations, “MR” has the lowest system load of 1n and we
can observe that such a system load is stable and diminishes as the number of replicas
of the system increases. On the other hand, “MW” has a system load of 12 for any
number of replicas n and such a system load is instable and reaches easily to 1 due to
the fact that at every physical level there are two replicas. As we have mentioned in
the previous section, these two configurations are appropriate for environments where
either read or write operations happen excessively. Hence in the rest of this section, we
compare the system and expected system loads imposed by read operations of the last
four configurations: “AT”, “UAT”, “BTQ” and “HQC”.
We can observe that “UAT” has the highest system and expected system loads of
1 for any number of replicas n among the six configurations. This is due to the fact
that the root is a member of every possible read quorum and hence every read operation
must access it. On the other hand, we can notice in Figure 3.5 that “AT”, “BTQ” and
“HQC” have quite stable system loads which is due to the high availability of their read
operations.
Among the last four configurations, “HQC” has the least (expected) system loads
of n−0.37 when the number of replicas n is greater than 15. On the other hand, “AT”
and “BTQ” have quite similar (expected) system loads and that they are comparable to
those of “HQC”. More precisely, “AT” has always a system load of 14 when n > 32 due
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Figure 3.6: The system (LD) and expected system (ELD) loads of write operations of
our configurations for different number of replicas n.
to the way this configuration organizes the tree structure, whereas “BTQ” has always
a system load of 2
log(n+1)+1 .
-B- The Write Operation
The system and expected system loads of write operations are illustrated in Figure 3.6.
We can remark that, among the six configurations, “MR” has the highest system and
expected system loads of 1 due to the fact that all n replicas of the system participate
in every write operation. On the other hand, “MW” has the least system load of 2n−1
for an odd-sized number of replicas n and such a system load is stable and diminishes as
the number of replicas of the system increases. For the same reason as in the previous
two sections, in the rest of this section, we compare the system and expected system
loads imposed by write operations of the last four configurations namely “AT”, “UAT”,
“BTQ” and “HQC”.
We can observe that among the last four configurations, “BTQ” has the highest
(expected) system loads of 2
log(n+1)+1 for any number of replicas n. On the other hand,
we can notice that “AT” has the least system load for any number of replicas. The
load imposed by write operations of this configuration is always 1√
n
whenever the tree
is constructed using the Algorithm 3. Furthermore, this configuration has the smallest
expected system load for small number of replicas n and has comparable expected system
loads with respect to “HQC” as the number of replicas n becomes larger due to the fact
that the availability of the write operations of “HQC” is better than that of the write
operations of “AT” when p < 0.8. Additionally, the write operations of “HQC” impose a
system load of n−0.37 and have the best expected system load for large number of replicas
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n. Finally, “UAT” has the second lowest system load of 1
log(n+1) and has comparable
expected system load with respect to the configurations “AT”, “BTQ” and “HQC”.
However as we have seen in the previous section such a configuration has the worst
system load of 1 for its read operations.
3.3.3 Conclusion
“MR” is best suited for systems where read operations are carried out excessively because
such a configuration provides the best performance for read operations but the worst
one for write operations. On the other hand, “MW” is appropriate for systems where
write operations dominate since such a configuration has the opposite behavior of “MR”
in favor of the write operations. However, its major drawback is that it does not ensure
system dependability when the two replicas of a physical level that hold the most recent
value of data crash at the same time. Among the configurations “AT”, “BTQ”, and
“HQC”, the first one has the least read and write communication costs of
√
n and hence
has the best combined read and write costs of 2
√
n for any number of replicas n. The
difference between the combined read and write costs of “AT” and those of “BTQ” and
“HQC” becomes obvious when the number of replicas n becomes larger. Furthermore,
“AT” has the lowest system load of 1√
n
imposed by its write operations whereas its read
operations always induce a system load of 14 . The expected system load imposed by
read and write operations of “AT” becomes similar to the computed system load, as the
availability probability p of the replicas becomes higher than 0.8.
3.4 The Extended Arbitrary Tree Protocol
In the Arbitrary Tree protocol [BBG08], the tree structure is constructed by consid-ering the root as a logical node. The reason for this obligation is related to theload that read operations impose to the system, since we saw in section 3.2.2 that
LRD = 1d where d = min {mphy,k | k ∈ K phy}. As a consequence, by not considering the
root as a logical node, the read operations will always impose a system load of 1.
In this section, we introduce an approach which assumes the existence of a global
perfect failure detector P that provides to each replica with the set of suspected (crashed)
machines. Also it assumes that there exists a machine in the system which is available
most of the time (p ≥ 0.95) and such a machine is placed at the root of the tree
structure. Finally, this approach requires that the replicas do not crash all at a sudden
(they fail gradually one after another).
The Extended Arbitrary Tree protocol works in the same manner as the Arbitrary
Tree protocol when performing read and write operations: as if the root is a logical
node. However, whenever it is not possible to perform either a read or a write operation
due to some replica failures, the root machine is accessed, in order to achieve the desired
operation, until the system recovers from replica crashes. The decision as when to shift
to the root machine is taken by means of the perfect failure detector P as it provides an
accurate information concerning the crash of one or more replicas. It is worthwhile to
note that during this abnormal period, the load of the system imposed by the operations
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is always 1 due to the root replica. However this load diminishes gradually as soon as
the replicas are recovered and the normal functionality returns to the system. Hence we
show that the Extended Arbitrary Tree protocol has much higher availability for read
and write operations than those of the Arbitrary Tree one.
3.4.1 The Perfect Failure Detector P
Basically, a failure detector can be seen as a distributed oracle related to the detection
of failures. Its essential characteristic is related to the guess it provides about failures.
A failure detector is not defined in terms of a particular implementation but rather
in terms of abstract properties related to the detection of failures that allow problems
to be solved despite process crashes. Thus, the failure detection approach allows a
modular decomposition that not only simplifies protocol design but also provides general
solutions.
The failure detector concept was first introduced in [CHT91] and it was extensively
studied in [CHT96] where two properties of a failure detector class were defined: a com-
pleteness property and an accuracy property. Completeness is on the actual detection of
failures, while accuracy restricts the mistakes a failure detector can make. Furthermore,
several other classes of failure detectors were proposed in the literature to solve problems
related to either a synchronous or an asynchronous crash-recovery distributed systems
[DFKM96], [OGS97], [HMR98] and [ACT00]. Unlike [ACT00], the first three proposals
require that unstable processes be eventually suspected forever where a process is called
unstable if it may keep on crashing and recovering indefinitely. However in the Extended
Arbitrary Tree protocol, we are interested in those that are used in synchronous systems
and particularly the one which is known as the perfect failure detector.
The perfect failure detector that we are considering in the Extended Arbitrary Tree
protocol is the one that was defined and implemented in [GR06]. Such a failure detector
is denoted by P, and outputs, at every replica, the set of replicas that are detected to
have crashed (simply said detected). Once the crash of a replica is detected by P, the
detection is permanent and P will not change its mind. This perfect failure detector is
characterized by the following completeness and accuracy properties:
PFD 1 : Strong completeness: Eventually every replica that crashes is permanently
detected by every correct replica.
PFD 2 : Strong accuracy: If a replica p is detected by any other replica, then p has
crashed.
Algorithm 4, which is called “Exclude on Timeout”, implements the perfect failure
detector by considering a synchronous system. Such an algorithm assumes that commu-
nication links do not lose messages sent by a correct process and that the transmission
period of every message is bounded by some known constant. The algorithm sends a
“HEARTBEAT” message to replicas of the system and waits their reply for a specific
period of time fixed by the variable TimeDelay. During this period, those replicas that
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Algorithm 4 Exclude on Timeout
REQUIRED:
π: the set of all replicas of the system and has a size of n.
alive: the set of replicas that are known to be operational at a specific period of time.
detected : the set of replicas that are detected to have crashed.
TimeDelay : the delay that expires the timer.
INITIALIZATION:
1 - alive = π
2 - detected = ∅
3 - start the timer which expires at TimeDelay and causes for TIMEOUT
TIMEOUT
1 - ∀ Replica i ∈ π do
if(i /∈ alive) and (i /∈ detected) then
detected = detected ∪ {i}
send “HEARTBEAT” message to the replica i
2 - alive = ∅
3 - start the timer which expires at TimeDelay and causes for TIMEOUT
REPLY FROM src TO THE MESSAGE “HEARTBEAT”
alive = alive ∪ {src} where src ∈ π
have replied to the message “HEARTBEAT” are added to the variable alive, and those
that have not are added to the variable detected which indicates that they have crashed.
It is worthwhile to note that the time to detect the failure depends strongly on
the timeout delay. Also Algorithm 4 takes into account the crash-recovery model since
at every TIMEOUT step, the “HEARTBEAT” message is sent to all replicas of the
system. As a consequence, whenever a crashed replica recovers, it responds to this
message and hence it is added again to the list of alive replicas.
3.4.2 The Availability of the Extended Arbitrary Tree Protocol
Let dead(S phy(i,k)) and alive(S phy(i,k)) denote a failed and a functional physical node
at level k respectively where i ∈ {1, . . . ,mk} and k ∈ Kphy (for definitions of i and k, see
section 3.2.1).
Let alive(k) = {@ dead(S phy(i,k))| ∀i : 1 ≤ i ≤ mk} denote a level k ∈ Kphy of the
tree whose physical nodes are all functional. Let alive(K ) =| {alive(k) | k ∈ Kphy } |
denote the number of physical levels of the tree whose physical nodes are all functional
such that 0 ≤ alive(K ) ≤ |Kphy|.
Let dead(k) = {@ alive(S phy(i,k))| ∀i : 1 ≤ i ≤ mk} denote a level k ∈ Kphy of the
tree whose physical nodes are all crashed.
Let fail(k) = { dead(S phy(i,k)) | ∀i : 1 ≤ i ≤ mk} denote the set of failed physical
nodes (replicas) of a level k ∈ Kphy and let |fail(k)| denote the number of failed physical
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Algorithm 5 : An algorithm to perform a write operation of the Extended Arbitrary
Tree protocol.
– Ask the perfect failure detector P to provide the list of suspected replicas.
– IF alive(K ) = 1 OR ∃k ∈ Kphy such that | fail(k)| = mphy,k – 1 THEN add the root
replica as a member to the write quorum constructed in the same manner as section
3.2.2 –B.
– ELSE IF alive(K ) = 0 OR ∃k ∈ Kphy such that | fail(k)| = mphy,k THEN perform
the write operation only on the root replica.
– ELSE perform the write operation in the same manner as the write operation of the
Arbitrary Tree protocol: construct the write quorum in the same manner as explained
in section 3.2.2 –B.
nodes of the level k ∈ Kphy where 0 ≤ | fail(k) | ≤ mphy,k. It is worthwhile to note that
when | fail(k)| = mphy,k, then we have dead(k) ∀k ∈ Kphy.
Next we give an algorithm to perform a write operation and another to perform a read
operation by means of the Extended Arbitrary Tree protocol and give their corresponding
availability computations.
-A- The Write Operation
Algorithm 5 implements the write operation of the Extended Arbitrary Tree protocol
using the perfect failure detector P. In this algorithm, the first “IF” statement is
necessary in order to ensure data consistency. For instance, let us suppose that such an
obligation is not necessary and assume that there exists a physical level t ∈ Kphy that
has only one functional physical node (replica). We consider that a write operation
is carried out which updates all the replicas that are members of the write quorum
with a new value. Keep in mind that such a write quorum is constructed as explained in
section 3.2.2 –B. Let us suppose that, after a while the replica that was functional at the
physical level t crashes. Any subsequent read operation (as it can not be performed by
means of the Arbitrary Tree protocol) should access the root replica in order to achieve
this operation (see Algorithm 6). However, such an operation might return a stale copy
of data since the last write operation didn’t modify the value of the root replica. On
the other hand, let us suppose that there exists one and only one physical level t ∈ Kphy
whose all physical nodes are operational. Let us assume that a write operation is carried
out using a quorum whose members consist of all physical nodes of t. The same scenario
as in the preceding case might take place if any physical node of t crashes and a read
operation is carried out later. For this reason, before carrying out a write operation, it is
necessary to perform the first “IF” statement. Another point concerning this statement:
when alive(K ) = 1, the addition of the root replica as a member to the current write
quorum does not increase the load imposed by this write operation to the system. More
precisely, since we saw in equation (3.2.4) that LWR = 11+h−|Klog | and alive(K ) = 1 then
LWR = 1 no matter the root is added or not.
Concerning the load computation of the “ELSE IF” statement, any write operation
imposes a system load of 1 because every write operation accesses the root replica. But,
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Algorithm 6 : An algorithm to perform a read operation of the Extended Arbitrary
Tree protocol.
– Ask the perfect failure detector P to provide the list of suspected replicas.
– IF alive(K ) = 0 OR ∃k ∈ Kphy such that | fail(k)| = mphy,k THEN perform the read
operation only on the root replica.
– ELSE perform the read operation in the same manner as the read operation of the
Arbitrary Tree protocol: construct the read quorum in the same manner as explained
in section 3.2.2 –A.
we assume that such a load of 1 is temporary until the system recovers from crashes and
returns to its proper behaviour. Next we give the new computation of the availability
of write operations in terms of the equation (3.2.3).
Assuming that the root replica has an availability of g ≥ 0.95 and by using Algo-
rithm 5, the write operations of the Extended Arbitrary Tree protocol have an availabil-
ity:
WRITEav =WRav (p) + (1−WRav (p))× g ≥ WRav (p) (3.4.1)
Hence we can notice from the above equation that the write operations of the Extended
Arbitrary Tree protocol have always a better availability than those of the Arbitrary
Tree one.
-B- The Read Operation
The read operation of the Extended Arbitrary Tree protocol is provided by Algorithm 6
using the perfect failure detector P. When the protocol applies the “IF” statement of
this algorithm, the load imposed by read operations to the system is always 1 due to the
fact that only the root replica is accessed every time that a read operation is performed.
However, as mentioned in the previous section, we assume that such a load of 1 is
temporary until the system recovers from crashes and returns to its proper behaviour.
Assuming that the root replica has an availability of g ≥ 0.95 and by using Algo-
rithm 6 and equation (3.2.1), the read operations have an availability:
READav = RDav (p) + (1−RDav (p))× g ≥ RDav (p) (3.4.2)
Hence we can notice from the above equation that the read operations of the Extended
Arbitrary Tree protocol have always a better availability than those of the Arbitrary
Tree one.
It is worthwhile to note that, the write operations of the Extended Arbitrary Tree
protocol have just one additional communication cost (root replica) than those of the
Arbitrary Tree one during the abnormal periods of the system. Finally, when replicas
recover from their crashes, they initialize their state by accessing the root replica before
participating again to the system.
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3.4.3 Can a Weaker Failure Detector Satisfy Our Need ?
Since in the literature, several other failure detectors have been proposed which have
quite weaker specifications than those of the perfect one, then intuitively we ask the
following question: “ Is there another failure detector with weaker specifications that is
appropriate to the Extended Arbitrary Tree protocol ? ”
The answer to this question is unfortunately no, since the Extended Arbitrary Tree
protocol can ensure data consistency only by means of the perfect failure detector P when
there are replica failures. In order to provide arguments to our answer, let us suppose
that the system is equipped with an eventually perfect failure detector of [GR06] which
is denoted by ♦P and has the following two specifications:
EPFD 1 : Strong completeness: Eventually every replica that crashes is permanently
suspected by every correct replica.
EPFD 2 : Eventual strong accuracy: Eventually, no correct replica is suspected by any
other replica.
Let us assume that a write operation followed by a read operation is performed
using Algorithms 5 and 6 respectively however instead of the perfect failure detector,
the eventually one is used. For the first operation, the ♦P erroneously suspected the
crash of a set of replicas that prevented this write operation to be carried out normally
and hence this operation, based on the information provided by ♦P, is performed at
the root replica. Later, for the read operation, the ♦P revises its judgment on previ-
ously suspected replicas and no replica is suspected by ♦P. Based on the information
provided by ♦P, the read operation is carried out normally without accessing the root
replica. However, the previous write operation was performed on the root, hence the
read operation returns a stale copy of data and data consistency is violated.
Therefore we conclude that it is the strong accuracy property of P that guarantees
data consistency and any effort of weakening this property will result in data consistency
problems.
3.4.4 The Arbitrary versus Extended Arbitrary Tree Protocols
In this section, we compare the availability of read and write operations of the Arbitrary
as well as Extended Arbitrary Tree protocols. The comparison is performed by setting
up four different configurations and considering a replication-based system composed of
15, 31, 63, 127 and 255 replicas respectively. The tree structure of the configuration
Arbitrary Tree (“AT”) is constructed using Algorithm 3 whenever possible such that
the root is a logical node whereas the tree of Extended Arbitrary Tree (“EAT”) has
the same structure as that of “AT” however with a physical root node. On the other
hand, the tree structure of Square Arbitrary Tree (“SAT”) is constructed by setting
|Kphy| ' √n and mphy,k ' √n ∀k ∈ Kphy such that the root is a logical node whereas
the tree of Extended Square Arbitrary Tree (“ESAT”) has the same structure as that of
“SAT” however with a physical root node. The followings are the tree representations of
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“SAT” for the above-mentioned number of replicas respectively:1-3-4-4-4, 1-5-5-5-5-5-6,
1-7-8-8-8-8-8-8-8, 1-11-11-11-11-11-11-11-11-11-11-17 and 1-15-16-16-16-16-16-16-16-16-
16-16-16-16-16-16-16. Keep in mind that such a representation of the arbitrary tree was
followed in section 3.2.
The availability computations of read and write operations of “AT” and “SAT”
configurations are based on the equations (3.2.1) and (3.2.3) respectively whereas those
of “EAT” and “ESAT” configurations are carried out by considering the equations (3.4.2)
and (3.4.1) respectively. We suppose that the replicas are individually available with
a probability p = 0.6 and 0.7 respectively whereas we assume that the root replica for
“EAT” and “ESAT” configurations has an availability of g = 0.95.
Figure 3.7 illustrates the availability of read operations of the (Extended) Arbitrary
Tree protocols. We can notice that, the availability of “EAT” and “ESAT” configura-
tions (Extended Arbitrary Tree protocol) is always superior to that of “AT” and “SAT”
configurations (Arbitrary Tree protocol) when p = 0.6. However, as p becomes greater
than 0.65, the read availability of the Arbitrary Tree protocol becomes comparable to
that of the Extended Arbitrary Tree one.
Figure 3.8 illustrates the availability of write operations of the two protocols. In
this figure, we can observe the big amelioration in availability of “EAT” and “ESAT”
configurations (Extended Arbitrary Tree protocol) with respect to “AT” and “SAT”
configurations (Arbitrary Tree protocol), due to the fact that, every time the write
operation is incapable of being carried out normally (because of replica failures), the
root replica is accessed which is almost always available.
3.5 Conclusion
In this chapter, we introduced the Arbitrary Tree protocol whose tree structure canbe configured appropriately by taking into account the frequencies of read and writeoperations of the system. We identified a configuration which has the best combined
read and write communication costs of 2
√
n and has the least system load of 1√
n
imposed
by write operations compared to the other (previously existing) tree-structured replica
control protocols. This proposal enables the shifting from one configuration into another
by just modifying the structure of the tree. There is no need to implement a new protocol
whenever the frequencies of read and write operations of the system change.
Also, an approach was presented that integrates the perfect failure detector P into
the Arbitrary Tree protocol in order to ameliorate the availability of read and write
operations. We showed that such a proposal has better availability for its read and
write operations which is achieved by considering the root of the tree a physical node
instead of assuming it a logical one as it is the case for the Arbitrary Tree protocol.
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Figure 3.7: The availability of read operations of the Arbitrary and Extended
Arbitrary Tree protocols for different number of replicas n.
Figure 3.8: The availability of write operations of the Arbitrary and Extended Arbitrary
Tree protocols for different number of replicas n.
SUMMARY
Dans ce chapitre, nous e´valuons la performance du protocole Arbitrary Tree en util-
isant un syste`me de Grille [ViSaGe07]. ViSaGe est l’acronyme de “ Virtualisation du
Stockage applique´e aux Grilles informatiques” et a pour objectif le partage et la mobil-
isation des ressources de stockage distribue´es dans un environnement Grille.
ViSaGe est organise´ autour de cinq composants de base: un composant de gestion de
fichiers pour grille (VisageFS), un composant de virtualisation des ressources de stockage
pour agre´ger les ressources physiques de stockage (VRT), un composant de gestion de
la concurrence et de la cohe´rence (VCCC), un composant d’administration et de mon-
itoring (MonAmin) pour controˆler et piloter le syste`me, ainsi qu’un composant ge´rant
la communication pour les messages de controˆle et le transfert des donne´es (VCOM).
Une ope´ration de lecture ou d’e´criture est ge´ne´ralement initie´e par l’application qui en-
voie sa requeˆte au composant VisageFS. Ce dernier s’occupe de ge´rer les droits d’acce`s
aux fichiers et aux re´pertoires. Il s’occupe e´galement de ge´rer la concurrence des acce`s
par le biais de la librairie VCCC. Une fois que l’objet de stockage qui correspond au
fichier demande´ a e´te´ trouve´ par l’ope´ration de lookup, une demande d’acce`s a` cet ob-
jet est envoye´e par VisageFS au VRT. Le VRT s’occupe de l’agre´gation des ressources
physiques distribue´es sur la grille et doit fournir a` VisageFS une vue de ces ressources
sous la forme d’un espace de stockage virtuel. Au sein de cet espace virtuel, le VRT peut
appliquer diverses politiques de placement et de migration de donne´es afin d’ame´liorer
les performances d’acce`s a` ces donne´es. Pour cela, il manipule des objets de stock-
age qui peuvent eˆtre re´plique´s parmi les ressources physiques distribue´es. Lorsque les
donne´es sont re´plique´es, le VRT assure la cohe´rence des acce`s en lecture/e´criture par
le biais de la librairie VCCC. L’architecture de ViSaGe e´tant syme´trique, tous les com-
posants logiciels sont distribue´s sur les diffe´rentes ressources de stockage. Le composant
VCOM permet a` deux composants situe´s sur deux nœuds distants de communiquer sans
se soucier des proble`mes de se´curite´. Le composant MonAdmin est de´compose´ en un
module d’administration et un module de monitoring. Ces modules sont utilise´s par
tous les composants de ViSaGe. La partie monitoring de MonAdmin doit collecter les
informations relatives a` l’e´tat de chacun des composants ainsi que l’e´tat de la ressource
repre´sente´e par la couche fabrique. La partie administration de MonAdmin permet de
controˆler les autres composants afin d’optimiser l’acce`s aux ressources de stockage. Ce
composant d’administration sert e´galement d’interface de gestion pour tous les com-
posants de ViSaGe.
L’e´valuation des performances est effectue´e en tenant compte deux facteurs: le temps
de re´ponse des ope´rations de lecture et d’e´criture ainsi que la fraction des ope´rations de
lecture et d’e´criture chaque re´plique rec¸ue. Nous avons mis en place trois diffe´rentes
configurations et effectue´ les essais dans des circonstances diffe´rentes, par exemple en
conside´rant que toutes les re´pliques se trouvent dans le meˆme site local ainsi que de
localiser certains d’entre eux dans un site diffe´rent. Plusieurs modes et taux de lecture
et d’e´criture sont prises. Les re´sultats expe´rimentaux obtenus confirment fermement
aux re´sultats the´oriques qui ont e´te´ fournis avec preuves mathe´matiques dans [BBG08].
CHAPTER IV
PERFORMANCE EVALUATION OF THE ARBITRARY
TREE PROTOCOL
In this chapter, we evaluate the performance of the Arbitrary Tree protocol by making
use of a grid-wide system ViSaGe1 [FM04, TFM05], which aims at facilitating the sharing
and the mobilization of distributed storage resources within a grid environment.
The performance evaluation is performed by taking into account two factors: the
read and write operations’ response time as well as the fraction of read and write op-
erations each replica of the system received. For this purpose, we set up three different
configurations and carry out the experiments under different circumstances such as by
considering that the replicas are found in the same local site as well as by locating
some of them in a different site. Several different patterns of read and write operation
interleavings are taken with varying read-write ratios.
The obtained experimental results firmly confirm the theoretical ones whose math-
ematical proofs are provided in Appendix A. Additionally, they show that among the
studied configurations, some have the ability to evenly distribute read operations among
replicas of the system whereas others can do it for write operations. Furthermore, the
experiments show that, for certain configurations, the distribution of read operations
among the replicas depends on the used pattern of read and write operation interleav-
ings as well as on the number of read quorums in the system.
In section 4.1, we introduce ViSaGe and its relevant components and give its ar-
chitectural design whereas the experimental results of the Arbitrary Tree protocol is
provided in section 4.2.1.
4.1 Software Architecture of ViSaGe
Figure 4.1 illustrates the architectural organization as well as the interaction of thedifferent components of ViSaGe which is mainly composed of the following fiveprinciple components:
1. The file system component, VisageFS.
2. The administration and monitoring component, MonAdmin.
3. The concurrency and coherency controller component, VCCC.
4. The storage virtualization component, VRT.
5. The communication component, VCOM.
1ViSaGe is the french acronym for “Virtualisation du Stockage applique´ aux Grilles informatiques”
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Figure 4.1: The five principle components of ViSaGe system.
Basically, a read or write operation of a file is initiated by the application which
sends the desired request to VisageFS. This component, which deals with the access
rights (permissions) of files as well as directories, manages concurrent accesses by means
of the VCCC component. Once the storage object that corresponds to the needed
file has been identified by the lookup operation, a request for accessing this object
is sent from VisageFS to VRT. The VRT component’s main role is to aggregate the
physical storage resources that are dispersed throughout the grid and must provide to
VisageFS a global and homogeneous view of these resources in the form of virtual storage
spaces. Within a virtual space, VRT can apply several data placement and migration
strategies in order to ameliorate the data accessing performance. This can be achieved by
manipulating storage objects that can be replicated throughout the distributed physical
resources. Whenever data is replicated, VRT ensures access consistency of read and
write operations by means of the VCCC component. In ViSaGe, the communication is
performed between a pair of the same component found on two distinct nodes by means
of the VCOM component. It is important to note that VCOM is used by all components
of ViSaGe in order to send control messages as well as to transfer large amounts of
data. Finally, the administration and monitoring component has the responsibility of
managing the physical or virtual storage resources of ViSaGe. The administration part
permits to control the different components in order to optimise the access to the storage
resources whereas the monitoring part is used to visualize the system state (the CPU
and network bandwidth usage) of the shared storage resources as well as to collect
information regarding the state of each component.
Figure 4.2 demonstrates an example of how VRT and VCCC components interact
with each other when data is replicated in order to ensure consistent state of the system.
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Figure 4.2: The interaction between VCCC and VRT components.
By computing node, we mean the node that initiates the desired operation and by stor-
age node we mean the node that receives the operation. Hence, we can notice that the
VRT component of the computing node sends the request (read or write) to its VCCC
component which on its turn contacts the VCCC component of the storage node by
means of tunnels which are provided by VCOM. The VCCC component of the storage
node after receiving the request contacts to its local VRT component in order to perform
the desired operation (read from the disk or write to the disk), because only VRT has
the global view of the storage resources. After VRT notifies its VCCC component of
the proper execution of the operation (request), this latter then notifies the VCCC com-
ponent of the computing node whether the desired operation is declined or terminated
successfully. The functionalities of each of the VCOM, VRT and VCCC components are
given in the following subsections starting by the communication component VCOM.
4.1.1 The Communication Module (VCOM)
VCOM, “ViSaGe COMMUNICATION”, is the communication abstraction layer of ViS-
aGe which provides to the components with a reliable and efficient means of communica-
tion. In addition to allowing two components of distinct nodes located either in the same
site or distant sites to send messages to each other, it permits two components situated
in the same node to send messages to each other between user and kernel spaces.
This module provides two types of communication for sending and receiving mes-
sages: either through mailbox (asynchronous communication) or through tunnel (syn-
chronous communication). In the first case, each component possesses a mailbox which
is identified by the triplet <site, node, component>. Hence a component that needs to
send a message using the mailbox communication type must know the recipient com-
ponent’s address and call the function vcom send(). The communication by means of
the mailbox is used to send control messages and not to transfer large amounts of data
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which in that case the second communication type of VCOM must be used. Once a tun-
nel connection is established (by sending control messages) between two components,
they can send and receive large amounts of data using vcom read() and vcom write()
functions.
It is worthwhile to note that the VCOM module by its conception permits to dif-
ferentiate between different needs in terms of communication performance or security.
By default, every communication is encrypted by means of the SSL protocol but it can
be deactivated if encryption turns out to be useless. Moreover, it is possible to choose
among different qualities of data transfer such as UDP or TCP.
4.1.2 The Virtualization of Storage Resources (VRT)
One of the challenging aspects of storage management in grid environments is to pro-
vide an easy and transparent way of accessing the heterogenous and disparate storage
resources of the system. In ViSaGe, this is achieved by the VRT component. Once the
grid administrator identifies the storage resources to be shared, such as a new partition,
formatted partition with a local file system, an ftp server, etc., VRT can access and
integrate them into the pool of storage resources of ViSaGe. To achieve this task, VRT
federates logically these storage resources into virtual storage spaces and puts them un-
der the disposition of the file system VisageFS. Furthermore, these virtual spaces are
decomposed into logical volumes, and these in their turn are broken down into placement
objects which are the abstraction of physical data of the storage resources.
To each placement object is associated a data placement strategy which is chosen
based on the stored location of the data. For instance, depending on the desired per-
formance of accessing the data, the strategy can favor for storage resources possessing a
large network bandwidth, or can activate data replication and choose the most appro-
priate replica control protocol among the pool of protocols provided by means of the
VCCC component whose functionality is introduced in the next subsection.
The choice of the data placement strategy can be realized by means of the infor-
mation provided by the application to the file system VisageFS, as well as by means
of the information provided by the monitoring component MonAdmin. In essence, the
application can provide information related to its required quality of service by means of
the extended file attributes which are managed by VisageFS. VisageFS then passes this
information to VRT in order that the latter implements an appropriate data placement
strategy for the placement object. However, when using the data, it can happen that the
initially chosen placement strategy no more satisfies to the application’s needed quality
of service. Then based on the information provided by the MonAdmin component, VRT
can adapt to a new (better) placement strategy, for example by changing the replica
control protocol or creating a new replica, etc.
4.1.3 The Concurrency and Coherency Management of ViSaGe (VCCC)
The concurrent data access management as well as the coherent replicated data manage-
ment are provided in ViSaGe by means of the VCCC component: “ViSaGe Concurrency
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Figure 4.3: The VCCC component.
and Coherency Controller”. This component provides to VRT and VisageFS a set of
concurrency and coherency management protocols such that new ones can be added in
the form of plug-ins.
Figure 4.3 represents the control flow of a file access procedure starting from the
file system VisageFS. We can notice that the figure is composed of several nodes: a
computing node which possesses an instance of VisageFS as well as VRT, and three
storage nodes which use only their VRT component. It is important to note that not
every communication between the computing node and storage nodes is represented in
this figure. In this example, we assume that the computing node performs read and write
operations on data which is replicated among three storage nodes. VisageFS and VRT
components, by means of the VCCC component, must provide protocols that manage
concurrent accesses as well as maintain coherency among the replicas during each read
and write operation. Next we demonstrate the different steps of a write operation
initiated by an application of a computing node (the steps for a read operation are
almost identical to those of the write one however they depend on the chosen replica
control protocol):
• After receiving a write file operation request from the application, VisageFS sends
a request to the VCCC component in order to lock the data objects that are related
to this file. In the figure this step is plotted by (1).
• Based on the desired quality of service related to this file (presented by the ex-
tended attributes of its metadata), the VCCC component selects among the set
of available concurrency protocols the one that best suits for this access. In the
figure this is plotted by (2).
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• The protocol for obtaining the lock starts and might need the distant communi-
cation with other instances of the VCCC component found in storage nodes for
their cooperation. These communications are plotted in the figure by (3) and (4).
It is worthwhile to note that the number of these distant communications must be
as small as possible since in a grid environment such a protocol can be a bottle-
neck because of large latency and low network bandwidth of the grid environment.
In the literature, several concurrency (locking) management protocols have been
proposed to this type of environments which can be implemented in the form of
plug-ins of the VCCC component [BRL00, KS92].
• Once the locking phase terminates successfully (5), this lock is granted to VisageFS
(6).
• After completing step (6), VisageFS can then send the request to VRT. This step
is plotted in the figure by (7).
• VRT, knowing the data placement strategy of the application, must apply the
most convenient replica control protocol. Hence, the VRT component sends to
the VCCC component the list of nodes having a copy of the data to be written,
the operation’s offset and size as well as the replica control protocol that must be
applied when performing this operation (8).
• The VCCC component chooses, among the list of plug-ins of replica control proto-
cols, the proper one (as advised by the VRT component). This step is plotted in
the figure by (9). In function of the used replica control protocol, several distant
nodes possessing a copy of the data (replica) are contacted. For instance, if the
used replica control protocol is ROWA, then every node that possesses a replica
must be contacted when carrying out a write operation. This step is plotted in
the figure by (10).
• Upon receiving this message, the VCCC component at the storage node which
possesses a copy of the data treats the request based on the used replica control
protocol (11). Several exchange of messages can take place between the VCCC
component of the computing node and that of the storage nodes. For example,
in the first message exchange, the VCCC component of a storage node sends the
version number of the copy of its data whereas in the second message exchange it
sends the value of this data.
• Once this procedure terminates, the VCCC component of the storage node sends
an update (write) operation to its local VRT component (12).
• The VRT component of the storage node acknowledges its VCCC component of
whether the operation was performed successfully or it was declined (13).
• After receiving the response of VRT, the VCCC component of the storage node
sends a reply message to the VCCC component of the computing node informing
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this latter of the state of the operation (whether declined or terminated success-
fully) (14) and (15).
• When the VCCC component of the computing node receives the reply message of
every replica of the system (in the case of ROWA), then based on these responses,
this component acknowledges its VRT component of the state of the operation
(whether declined or terminated successfully) (16) and (17).
• The VRT component in its turn notifies VisageFS whether this operation was
carried out successfully or it was declined (18).
• After receiving a notification from VRT, VisageFS can now liberate the lock that
it was granted in the steps (1), (2), (3), (4) and (5).
Therefore, the VCCC component of ViSaGe manages the concurrent data accesses and
maintains coherency of replicated data by implementing replica control protocols in the
form of plug-ins and chooses the most appropriate protocol based on the application’s
required quality of service.
4.2 Experimental Results
In this section, we evaluate the performance of the Arbitrary Tree protocol intro-duced in the previous chapter by making use of ViSaGe such that a new plug-inis added to its VCCC component that implements this protocol. In order to pro-
vide a large overview of the Arbitrary Tree protocol, we have set up the following three
configurations:
• “MOSTLY-READ” whose tree structure is constructed by logically arranging all
replicas of the system in one and only one physical level.
• “ARBITRARY TREE” whose tree structure is constructed by setting |Kphy| ' √n
and mphy,k ' √n ∀k ∈ Kphy (see section 3.2.1 for definitions of k, Kphy and mphy,k).
• “MOSTLY-WRITE” whose tree structure is constructed by setting |Kphy| = n2 and
mphy,k = 2 ∀k ∈ Kphy if n is even and |Kphy| = n−12 and mphy,k = 2 for every physical
level of the tree except for the last one which consists of three physical nodes if n
is odd (see section 3.2.1 for definitions of k, Kphy and mphy,k).
Figure 4.4 illustrates the tree structures of the “MOSTLY-READ”, “ARBITRARY
TREE” and “MOSTLY-WRITE” configurations for a system composed of 4, 10 and 19
replicas respectively. The light orange circles denote a logical node whereas the blue
ones represent a physical node. It is important to note that, by applying read and write
operations of the Arbitrary Tree protocol to the tree structure of the “MOSTLY-READ”
configuration, it behaves like ROWA.
The experiments are carried out by considering a replication-based system composed
of 4, 10 and 19 replicas respectively. For n = 4 and 10, we assume that all replicas are
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(a) 4 replicas (b) 10 replicas (c) 19 replicas
Figure 4.4: The tree structures of “MOSTLY-READ” (a), “ARBITRARY TREE” (b)
and “MOSTLY-WRITE” (c) configurations.
located in one local site. However, when n = 19, we consider the possibility of having
some of the replicas located in a distant site.
Some of the replicas are equipped with four Opteron 2212 processors per machine
running at 2GHz (Dataswift 2U), others are equipped with two Opteron 246 processors
per machine running at 2GHz (Dataswift 1U) whereas there are replicas which are
outfitted with two Opteron 244 processors each, running at 1.8GHz (SunFire V20z 1U).
The replicas are connected to a 3COM 3824 switch possessing 24 Gigabit ports such
that every two ports are linked to a replica. The transfer rate of the network is 66Mbps
and can reach to a maximum rate of 125Mbps by means of the Link Aggregation Control
Protocol (LACP) and Jumbo frames. The tests are launched by means of one and only
one computing node which sends the read and write operations of size 100MB to the
corresponding storage nodes using the VCCC component as explained in the previous
section.
To cover a wide range of possibilities, we have executed 120 combined read and
write operations of varying patterns and read-write ratios: write dominates over read
(75% – 25%), equiprobable read and write operations (50% – 50%) and read dominates
over write (75% – 25%).
Each data of our system is equipped with a meta-data part which is used to store its
version number. Hence we differentiate meta-data read operation (MD) from ordinary
read one (RD). The former is a simple version number fetching procedure and such
an operation has a negligible load, whereas the latter is used to read the content of
the desired data and imposes a certain amount of load like the write operation (WR).
Furthermore, before performing a write operation (WR) on data, a meta-data read
operation (MD) is carried out in order to obtain the data’s current version number.
After incrementing it by one, the new value with this new version number are written
to all nodes that have a copy of the data and are members of a write quorum. On the
other hand, a read operation also performs a meta-data read operation (MD) in order
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to know which replica has the most recent value of the data and then to send a read
request to the replica possessing the most recent data.
Finally, the performance evaluation is performed by taking into account two factors:
the fraction of read (RD) and write (WR) operations each replica received from the
total of 120 operations as well as the response time of these read and write operations.
We start by giving the results obtained when write operations dominate over read ones
and then introduce the results of other read-write ratios in the subsequent sections.
4.2.1 Write Dominates Over Read
In this subsection, we study the case where write operations dominate over read ones.
For this purpose, we execute 80 write (WR) and 40 read (RD) operations by setting up
three different patterns of read and write operation interleavings:
• Pattern 1 (Patt1): two write operations followed by a read (W – W – R).
• Pattern 2 (Patt2): a read operation which is followed and preceded by two write
operations (W – R – W).
• Pattern 3 (Patt3): the sequence W – R – W – W – W – R – W – W – W – R –
W – R of read and write operations.
It is worthwhile to note that patterns 1 and 2 are repeated 40 times whereas pattern 3
is repeated 10 times.
Figure 4.5 illustrates how read (RD) and write operations (WR) are distributed
among 4 replicas of the system by taking into account the three patterns and configu-
rations. We can observe that in the “MOSTLY-READ” configuration, no replica has
received any meta-data read (MD) operation since such a configuration has no need for
fetching a version number neither for its read nor for its write operations. Moreover,
we can notice the even distribution of 40 read operations (RD) among 4 replicas of the
system as each replica received 10 read requests. However, the major drawback of this
configuration is that, out of 80 write operations (WR), every replica received 80 of them
which is inappropriate for any environment where write operations dominate over the
read ones.
On the other hand, the “ARBITRARY TREE” and “MOSTLY-WRITE” configura-
tions have identical results for a simple reason that when n = 4 both of them have the
same tree structure. We can notice the even distribution of the write operations (WR)
among 4 replicas of the system as each replica received 40 write operations from a total
of 80. Also, we can note the even distribution of meta-data read operations (MD) as
each replica received 60 such operations out of 120 (80 for write and 40 for read). How-
ever, we can observe that the distribution of read operations (RD) among the replicas
is strongly related to the patterns. For instance, in the “ARBITRARY TREE” config-
uration and for pattern 1 (Patt1), replicas 1 and 2 did not receive any read operation
(RD). The same is true for replicas 3 and 4 when pattern 2 (Patt2) is used. Finally, for
pattern 3 (Patt3), replicas 2 and 3 didn’t receive any read operation neither. This is due
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Figure 4.5: The distribution of 40 read (RD) and 80 write (WR) operations among 4
replicas along with their meta-data read operations (MD).
to the fact that at the time read operations were being carried out, these replicas didn’t
have the most recent value: the last write operation that took place didn’t include any
of these replicas as a member of its quorum.
Therefore, we can conclude that the pattern of read-write operation interleavings
also plays a role in distributing the load of read operations (RD) among replicas of the
system.
In order to compare the experimental results with the theoretical ones, we can easily
verify the followings for the “ARBITRARY TREE” and “MOSTLY-WRITE” configu-
rations based on equations (3.2.2) and (3.2.4):
• The load of read operations is: LRD = 2040 = 12 = 1d
• The load of write operations is: LWR = 4080 = 12 = 11+h−|Klog |
whereas for the “MOSTLY-READ” configuration:
• The load of read operations is: LRD = 1040 = 14 = 1d
• The load of write operations is: LWR = 8080 = 11+h−|Klog |
Figure 4.6 presents the distribution of read (RD) and write (WR) operations among
10 replicas of the system. In this example, we can see that the “ARBITRARY TREE”
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Figure 4.6: The distribution of 40 read (RD) and 80 write (WR) operations among 10
replicas along with their meta-data read operations (MD).
and “MOSTLY-WRITE” configurations have different results because each configura-
tion has a different tree structure. We can notice that in the “MOSTLY-WRITE”
configuration, every replica received 16 write operations (WR), whereas those of the
“MOSTLY-READ” and “ARBITRARY TREE” configurations received 80 and 27 re-
spectively. Therefore, “MOSTLY-WRITE” is more suitable for environments where
write operations dominate over read ones. However, every replica of the “MOSTLY-
WRITE” configuration has received an average of 60 meta-data read operations (MD)
whereas in “ARBITRARY TREE” only replica 1 has the highest received meta-data
read operations (MD) of 48.
Finally, we can observe that the replicas of the three configurations have received
similar amount of read operations (RD)(no more than 7) except for replica 1 of patterns
2 and 3 of the “ARBITRARY TREE” configuration which received 8 and 12 read op-
erations (RD) respectively and replica 8 of pattern 2 of the same configuration which
received 9 read requests (RD). Once again, in this example, we show that the pattern
plays a role in distributing the read operations: based on where the last write operation
took place.
Figure 4.7 shows how read (RD) and write (WR) operations are distributed among
19 replicas of the system for the above mentioned three configurations and patterns. In
this example, we can clearly see that every replica of the “MOSTLY-WRITE” configu-
ration has received only 9 update operations (WR) whereas those of the “ARBITRARY
TREE” and “MOSTLY-READ” configurations have received 20 and 80 write operations
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Figure 4.7: The distribution of 40 read (RD) and 80 write (WR) operations among 19
replicas along with their meta-data read operations (MD).
(WR) respectively. We can notice that replicas 2 and 4 of the “MOSTLY-WRITE” con-
figuration did not receive any meta-data read operation (MD) whereas replicas 1 and 3
of the same configuration received all 120 such operations. The reason for the disequi-
librium in distributing the meta-data read operations (MD) has to do with the number
of read quorums with respect to the number of meta-data read operations (MD). More
precisely when n = 19, the “MOSTLY-WRITE” configuration consists of 28 × 3 read
quorums. Since the total number of meta-data read operations is less than the total
number of read quorums, then such a situation might happen. However, on the long
term, as the number of meta-data read operations augment in the system, the replicas
2 and 4 will receive the same number of meta-data read operations as replicas 1 and 3.
Before concluding this subsection, we give in Figure 4.8 the response times of read
(RD) and write (WR) operations for the three configurations. We can easily notice that
the “MOSTLY-READ” configuration has better (smaller) response times for both read
(RD) and write (WR) operations for any number of replicas (n=4, 10 and 19) than the
other two configurations. This is due to the fact that read and write operations of this
configuration do not need to perform a meta-data read operation (MD) in order to fetch
the version number. Also, its read operations (RD) need to contact only a single replica
(sometimes by accessing the computing node that initiated the read request if it has
a copy of the needed data). Keep in mind that, with the “ARBITRARY TREE” and
“MOSTLY-WRITE” configurations, it is possible to apply some optimizations such as
when several consecutive write operations are performed by means of a single computing
node, it is not necessary to fetch each time the version number, after fetching it for the
first write operation. However, in our evaluation, we didn’t apply such an optimization
as we wanted to study the worst use case of the system.
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Figure 4.8: The response times of read (RD) and write (WR) operations of the three
configurations.
As we have mentioned in the introduction of this section, we have carried out the
experiments by placing replicas 11, 12, 16, 17, 18 and 19 in a distant site which causes a
delay of 4 seconds during every communication. Hence, we can see that read operations
(RD) of the “MOSTLY-WRITE” configuration have slightly worse (bigger) response
times than those of “ARBITRARY TREE” due to its tree structure as well as to the
replicas that are found in a distant site. Again, the “MOSTLY-READ” configuration
has better response times than the other two configurations for both read (RD) and
write (WR) operations because these two configurations have to pay the penalty of
fetching the data’s version number.
4.2.2 Equiprobable Read and Write Operations
In this subsection, we present the obtained results of the three configurations for the case
of equiprobable read (RD) and write (WR) operations. Therefore, we execute 60 read
and 60 write operations by taking into account the following three different patterns of
read and write operation interleavings:
• Pattern 1 (Patt1): A write followed by a read ( W – R ).
• Pattern 2 (Patt2): A read followed by a write ( R – W ).
• Pattern 3 (Patt3): the sequence of R – W – W – R – W – R – W – R – W – R –
W – R read and write operations.
Patterns 1 and 2 are repeated 60 times whereas pattern 3 is repeated 10 times. Figure 4.9
illustrates the distribution of these read (RD) and write (WR) operations among 4
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Figure 4.9: The distribution of 60 read (RD) and 60 write (WR) operations among 4
replicas along with their meta-data read operations (MD).
replicas of the system for the three configurations. As mentioned in the previous sec-
tion, we can see the even distribution of read operations (RD) among replicas of the
“MOSTLY-READ” configuration which is not the case for the other two configurations.
On the other hand, we can observe that each replica of the “ARBITRARY TREE” and
“MOSTLY-WRITE” configurations received 30 write requests (WR) whereas those of
“MOSTLY-READ” received all 60 write operations (WR). Figures 4.10 and 4.11 present
the obtained results for the three configurations composed of 10 and 19 replicas respec-
tively. Note in Figure 4.10 that replicas of the “ARBITRARY TREE” configuration re-
ceived more read (RD) and (WR) write operations than those of “MOSTLY-WRITE”.
However replicas of the former received fewer meta-data read (MD) operations than
those of the latter. We can notice in Figure 4.11 that replicas of the “MOSTLY-READ”
configuration received a maximum of 4 read requests (RD), whereas those of the “AR-
BITRARY TREE” and “MOSTLY-WRITE” configurations received a maximum of 15
and 8 requests respectively. Concerning the response times of read (RD) and write
(WR) operations of the three configurations, they have identical results as in the previ-
ous section since they have no relation neither with the pattern nor with the domination
of one operation over the other.
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Figure 4.10: The distribution of 60 read (RD) and 60 write (WR) operations among
10 replicas along with their meta-data read operations (MD).
Figure 4.11: The distribution of 60 read (RD) and 60 write (WR) operations among
19 replicas along with their meta-data read operations (MD).
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Figure 4.12: The distribution of 80 read (RD) and 40 write (WR) operations among
4 replicas along with their meta-data read operations (MD).
4.2.3 Read Dominates Over Write
In this subsection, we give the obtained results of our final evaluation which is studied for
the case where read operations (RD) dominate over write ones (WR). For this purpose,
we execute 80 read and 40 write operations by considering the following three patterns:
• Pattern 1 (Patt1): between two reads a write (R – W – R).
• Pattern 2 (Patt2): a write followed by two reads (W – R – R).
• Pattern 3 (Patt3): two reads followed by a write (R – R – W).
The fraction of read (RD) and write (WR) operations each replica received for a
system of 4 replicas is given in Figure 4.12. We can notice that replicas of the “MOSTLY-
READ” configuration received the same amount of read operations (RD) as those of the
other two configurations. For the case of “MOSTLY-READ”, this is related to the
number of read operations with respect to the number of replicas in the system as there
are 80 read operations which must be evenly distributed among 4 replicas. On the other
hand, the other two configurations have 4 (2×2) read quorums each such that 80 read
operations (RD) must be distributed among these quorums.
Figures 4.13 and 4.14 illustrate the distribution of read (RD) and write (WR) op-
erations for a system composed of 10 and 19 replicas respectively. The advantage of
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Figure 4.13: The distribution of 80 read (RD) and 40 write (WR) operations among
10 replicas along with their meta-data read operations (MD).
Figure 4.14: The distribution of 80 read (RD) and 40 write (WR) operations among
19 replicas along with their meta-data read operations (MD).
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the “MOSTLY-READ” configuration is more apparent in Figure 4.14 where the maxi-
mum number of read operations (RD) received by its replicas is 5 whereas those of the
“ARBITRARY TREE” and “MOSTLY-WRITE” configurations received a maximum
of 21 and 12 respectively. Hence we can conclude that the “MOSTLY-READ” configu-
ration is more appropriate to environments where read operations dominate over write
ones despite its drawback of distributing all write operations among every replica of the
system.
4.3 Conclusion
In this chapter, we evaluated the performance of the Arbitrary Tree protocol [BBG08]by making use of a grid-wide system ViSaGe which aims at facilitating the sharingand the mobilization of distributed storage resources within a grid environment.
Furthermore, we set up three different configurations and executed different patterns as
well as ratios of read and write operations.
In the first part of this chapter, we introduced ViSaGe and its software architectural
design which is composed of five different components. Also, we detailed the role of each
component and explained the way they interact with each other.
In the second part of this chapter, we presented the obtained experimental results,
which in addition to being identical to the theoretical ones, showed that certain config-
urations have the ability to evenly distribute the read operations among replicas of the
system while others can realize it for write operations. Moreover, the obtained results
showed that the distribution of read operations among the replicas might also depend
on the used pattern of read and write operation interleavings as well as on the number
of read quorums.
SUMMARY
The`me The´orique
Les existants protocoles controˆle de re´plique sont divise´s en deux re´gimes: haˆte (eager)
et paresseux (lazy). Les protocoles de re´gime haˆte assurent que les changements se
produisent a` des copies dans les limites de la transaction. En d’autres termes, quand
une ope´ration s’engage, toutes les copies ont la meˆme valeur. Les paresseux protocoles
propagent les modifications seulement qu’apre`s l’ope´ration s’engage, permettant ainsi
a` des re´pliques d’avoir des valeurs diffe´rentes. Bien que la re´plication de re´gime haˆte
mette l’accent sur la cohe´rence, celle de re´gime paresseux paie une plus grande attention
a` l’efficacite´. Dans ce manuscrit, nous nous sommes inte´resse´s a` e´tudier les protocoles
de re´gime haˆte et pre´cise´ment ceux qui supposent que les re´pliques du syste`me sont
organise´es logiquement dans une structure d’un arbre.
Fondamentalement, les protocoles de re´plication qui se basent sur une structure d’un
arbre et supposent que chaque nœud de l’arbre repre´sente une re´plique du syste`me, ont
une ferme “trade-off”entre le couˆt de communication et la charge impose´e par leurs
ope´rations de lecture ou d’e´criture. Plus pre´cise´ment, chaque fois un faible couˆt de
communication est ne´cessaire, une haute charge de syste`me est verse´e et vice versa. En
outre, la plupart de ces protocoles d’arborescente souffrent du goulot d’e´tranglement de
la racine comme les ope´rations d’e´criture ne peuvent eˆtre effectue´es en pre´sence d’e´chec
de la racine.
Un nouveau protocole controˆle de re´plique qui impose une structure d’un arbre a
e´te´ pre´sente´ dans ce manuscrit: le protocole “Arbitrary Tree” qui peut eˆtre configure´
de manie`re approprie´e sur la base de fre´quences des ope´rations de lecture et d’e´criture
du syste`me. Nous avons identifie´ une configuration spe´cifique et avons montre´ que ses
ope´rations d’e´criture induisent une charge de syste`me de 1√
n
avec un couˆt de commu-
nication
√
n, ce qui est infe´rieur aux protocoles de re´plication pre´ce´demment propose´s
qui imposent une structure d’un arbre. Pourtant, nous avons pre´serve´ une disponibilite´
d’e´criture comparable. D’autre part, nous avons prouve´ que ses ope´rations de lecture
ne doivent induire qu’un couˆt de
√
n qui est infe´rieur aux protocoles d’arborescente
propose´s pre´ce´demment avec une charge de syste`me et une disponibilite´ comparables.
Nous avons discute´ des configurations optimales, de´montrant en particulier une nouvelle
borne infe´rieure, d’un inte´reˆt inde´pendant, dans le cas d’un arbre binaire.
L’avantage principal de notre protocole sur les autres protocoles de re´plication c’est que
notre proposition permet le changement d’une configuration en une autre en modifiant
seulement la structure de l’arbre. Il n’est pas ne´cessaire de mettre en place un nouveau
protocole chaque fois que les fre´quences des ope´rations de lecture et d’e´criture du syste`me
changent.
En outre, une extension du protocole “Arbitrary Tree”a e´te´ introduite en vue d’ame´lio
rer la disponibilite´ de sa lecture et e´criture en utilisant le de´tecteur de de´faillance parfait
P et nous avons montre´ qu’une telle extension a une disponibilite´ de lecture et d’e´criture
mieux que celles du protocole “Arbitrary Tree”.
The`me Pratique
La dernie`re de´cennie a vu une ame´lioration substantielle de l’informatique et des perfor-
mances du re´seau, principalement en raison de mate´riel plus rapide et des logiciels plus
sophistique´s. Ces technologies de base ont e´te´ utilise´es pour de´velopper des syste`mes
informatiques a` faible couˆt et haute performance, populairement appele´s Syste`mes de
Grilles, afin de re´soudre les proble`mes relie´s aux ressources dans les nombreux domaines
d’application. En particulier, dans le domaine scientifique, la mise a` disposition des
puissantes ressources informatiques a permis aux scientifiques d’e´largir leurs simula-
tions et expe´riences pour prendre en compte plusieurs parame`tres que jamais aupara-
vant. Re´cemment, des organismes de recherche ont commence´ a` lancer des programmes
ambitieux qui facilitent la cre´ation de telles collaborations pour faire face de proble`mes
scientifiques a` grande e´chelle.
Une grille typique comporte des services tels que la se´curite´, l’information, re´pertoire,
l’allocation des ressources, le de´veloppement d’applications, gestion de l’exe´cution, l’agre´
gation des ressources, et de l’allocation des taˆches (scheduling). Les outils logiciels et la
fourniture de ces services pour e´tablir un lien entre les capacite´s de calcul et capacite´
des sources de donne´es, afin de soutenir l’analyse distribue´ et la collaboration, sont
collectivement connus sous le nom d’intergiciel de la grille.
Les applications de la grille impliquent souvent de grandes quantite´s de stockage
et/ou des ressources informatiques qui ne´cessitent le partage des ressources se´curise´ a`
travers les frontie`res organisationnelles. Cela rend la gestion ainsi que le de´ploiement des
applications de la grille une taˆche complexe. Les intergiciels de la grille fournissent aux
utilisateurs des grandes capacite´s de calcul ainsi qu’un acce`s uniforme aux ressources en
environnements he´te´roge`nes. Plusieurs outils logiciels et des syste`mes ont e´te´ de´veloppe´s,
dont la plupart sont des re´sultats de projets de recherche acade´mique, partout dans le
monde.
ViSaGe, qui est un projet d’intergiciel, vise a` faciliter le partage et la mobilisation
des ressources de stockage dans un environnement grille. Il est inte´ressant de noter que
de tels syste`mes de grille de grande e´chelle se caracte´risent par une forte latence et une
faible bande passante qui sont leurs principaux inconve´nients. Dans ce manuscrit, nous
nous sommes inte´resse´s a` inte´grer le protocole “Arbitrary Tree”en ViSaGe afin d’e´valuer
ses performances dans un syste`me de grande e´chelle d’une part, et d’autre part pour
re´soudre les inconve´nients de ces syste`mes de grille. Le composant VCCC de ViS-
aGe ge`re la cohe´rence des donne´es entre les re´pliques ainsi que les acce`s simultane´s a`
des fichiers. Le protocole “Arbitrary Tree” a e´te´ ajoute´ sous la forme d’un nouveau
plug-in du composant VCCC et ses performances ont e´te´ e´tudie´es par la cre´ation de
plusieurs configurations et prenant diffe´rents motifs et taux de lecture et d’e´criture. Les
expe´riences ont e´te´ fonde´es en tenant compte des temps de re´ponse des ope´rations ainsi
que la fraction des ope´rations de lecture et d’e´criture chaque re´plique rec¸ue.
Perspectives
Une grande partie de travail a e´te´ re´alise´e, et il reste encore beaucoup d’autres cibles
a` attaquer. Par conse´quent, nous proposons quelques perspectives qui peuvent eˆtre
atteints a` long ou a` court termes.
• La Ge´ne´ralisation du protocole “Arbitrary Tree”: Une recherche the´orique peut
eˆtre de´die´e pour ge´ne´raliser le protocole de telle manie`re qu’il prend en compte
d’autres structures que l’arbre. Par exemple, il peut eˆtre possible d’e´tudier s’il est
possible de mettre en œuvre le protocole a` une structure grille.
• Mise en œuvre d’autres protocoles controˆle de re´plique: Il pourrait eˆtre possible
de mettre en œuvre plusieurs autres protocoles controˆle de re´plique sous la forme
de nouveaux plug-ins du composant VCCC de sorte qu’il a un grand choix des
protocoles. Sur la base des informations fournies par le composant Administration
et Monitoring de ViSaGe, le composant VCCC doit eˆtre en mesure de se´lectionner,
de la piscine de protocoles, le plus approprie´.

CHAPTER V
CONCLUSION AND PERSPECTIVES
5.1 Theoretical Domain
Existing replica control protocols are divided into eager and lazy schemes. Eagerprotocols ensure that changes to copies happen within the transaction bound-aries. That is, when a transaction commits, all copies have the same value. Lazy
replica control protocols propagate changes only after the transaction commits, thereby
allowing replicas to have different values. While eager replication emphasizes consis-
tency, lazy one pays more attention to efficiency. In this manuscript, we were interested
in studying the eager replica control protocols and precisely those which assume that
replicas of the system are arranged logically into a tree structure.
Basically, the tree-structured replica control protocols, which assume that every
node of the tree represents a replica of the system, have a tight trade-off between the
communication cost and the load imposed by their read and write operations. More
precisely, whenever a low communication cost is required, a high system load penalty is
paid and vise versa. Furthermore, most of these tree-structured protocols suffer from the
bottleneck of the root replica as no write operations can be performed in the presence
of the root replica failure.
A new tree-structured replica control protocol was presented in this manuscript: the
Arbitrary Tree protocol which can be configured appropriately based on the frequencies
of read and write operations of the system. We identified a specific configuration and
showed that its write operations need only induce a system load of 1√
n
with a com-
munication cost of
√
n, which is lower than the previously proposed tree replication
protocols. Yet we preserved comparable write availability. On the other hand, we illus-
trated that its read operations need only induce a cost of
√
n which is lower than the
previously proposed tree-structured replica control protocols with comparable system
load and availability. We discussed optimal configurations, proving in particular a new
lower bound, of an independent interest, for the case of a binary tree. The main advan-
tage of our protocol over the other replica control protocols is that our proposal enables
the shifting from one configuration into another by just modifying the structure of the
tree. There is no need to implement a new protocol whenever the frequencies of read
and write operations of the system change.
Also, an extension of the Arbitrary Tree protocol was introduced in order to amelio-
rate the availability of its read and write operations by using the perfect failure detector
P and we showed that such an extension has better read and write availability than
those of the Arbitrary Tree protocol.
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5.2 Practical Domain
The last decade has seen a substantial increase in commodity computing and net-work performance, mainly as a result of faster hardware and more sophisticatedsoftware. These commodity technologies have been used to develop low-cost and
high-performance computing systems, popularly called Grid Systems, to solve resource-
intensive problems in number of application domains. Particularly, in the scientific
arena, the availability of powerful computing resources has allowed scientists to broaden
their simulations and experiments to take into account more parameters than ever be-
fore. Recently, research bodies have begun to launch ambitious programs that facilitate
creation of such collaborations to tackle large-scale scientific problems.
A typical Grid environment involves services such as security, information, directory,
resource allocation, application development, execution management, resource aggrega-
tion, and scheduling. Software tools and services providing these capabilities to link
computing capability and data sources in order to support distributed analysis and
collaboration are collectively known as Grid middlewares.
Grid applications often involve large amounts of storage and/or computing resources
that require secure resource sharing across organizational boundaries. This makes Grid
application management and deployment a complex undertaking. Grid middlewares pro-
vide users with seamless computing ability and uniform access to resources in heteroge-
nous Grid environments. Several software toolkits and systems have been developed,
most of which are results of academic research projects, all over the world.
ViSaGe, which is a middleware project, aims at facilitating the sharing and mobi-
lization of storage resources in a Grid environment. It is worthwhile to note that such
large-scale Grid Systems are characterized by high latency and low bandwidth which are
their major drawbacks. In this manuscript, we were interested in integrating the Arbi-
trary Tree protocol into ViSaGe in order to evaluate its performance in such large-scale
systems on one hand, and on the other hand to solve the drawbacks of such systems.
The VCCC component of ViSaGe manages the data coherency among the replicas as
well as the concurrent accesses to files. The Arbitrary Tree protocol was added in the
form of a new plug-in of the VCCC component and its performance was studied by set-
ting up several configurations and taking different patterns of read and write operation
interleavings as well as read-write ratios. The experiments were based by taking into
account the response time of the operations as well as the fraction of read and write
operations each replica received.
5.3 Perspectives
A big part of the work has been realized, and it still remains many other targetsto attack. Hence, we propose some perspectives that can be achieved in longor short terms.
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Generalization of the Arbitrary Tree protocol: A theoretical research can be
dedicated to generalize the protocol in such a way that it takes into account structures
other than the tree one. For instance, it can be possible to study whether it is possible
to implement the protocol to a grid structure.
Implementation of other replica control protocols: It might be possible to im-
plement several other replica control protocols in the form of new plug-ins of the VCCC
component so that it has a large verity of protocols. Based on the information provided
by the Administration and Monitoring component of ViSaGe, the VCCC component
must be able to select, from the pool of protocols, the most convenient one.
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APPENDIX A
PROOFS OF SYSTEM LOAD OPTIMALITY OF THE
ARBITRARY TREE PROTOCOL
In this chapter, we provide the mathematical proofs of optimal system loads induced by
read and write operations of the Arbitrary Tree protocol of sections 3.2.2 -A- and -B-
respectively.
A.1 The Load of Read Operations
In this section, we prove that the optimal system load imposed by read operationsof the Arbitrary Tree protocol of n replicas arranged logically into a tree structureis: LRD = 1d where d = min { mphy,k | ∀k ∈ K phy }.
A.1.1 Proof of the Upper Bound
LetR = { R1, R2, . . . , Rj } be the set of read quorums such that every read quorum Rj
is constructed in the same manner as explained in section 3.2.2 -A-. Then by Fact 3.2.1,
we have m(R) =
∏
k∈Kphy
mphy,k. Let f (u) =
|Kphy |−1∏
x=u
mphy,Kphy [x] ×
u−1∏
y=0 ; y 6=u
mphy,Kphy [y] and
let g(u) = mphy,Kphy [u]. Then every replica Sphy(i,Kphy[u]) of the system is a member
of mq read quorums where mq is given by: mq =
f(u)
g(u) ∀u ∈ {0, . . . , |Kphy| − 1} and
∀i ∈ {1, . . . ,mKphy [u]}.
Let wread =
m(R)∑
j=1
wread,j be a strategy of picking read quorums Rj ∈ R as in definition
2.4.6 such that every wread,j =
1
m(R) ∀j ∈ {1, . . . ,m(R)}. It is clear that wread is a
strategy since
m(R)∑
j=1
wread,j = 1. By definition 2.4.7, the load induced by this strategy
wread on every replica of the system is: lwread (Sphy(i,Kphy[u])) = mq×wread,j = f(u)g(u)×m(R)
∀u ∈ {0, . . . , |Kphy| − 1} and ∀i ∈ {1, . . . ,mKphy [u]}.
However, f (u) =
∏
k∈Kphy
mphy,k ∀u ∈ {0, . . . , |Kphy| − 1}, then the load induced on
every replica of the system is:
lwread (Sphy(i,Kphy[u])) =
1
g(u)
∀u ∈ {0, . . . , |Kphy| − 1} and ∀i ∈ {1, . . . ,mKphy [u]}.
Therefore, by definition 2.4.7, the load induced by this strategy wread on the set of read
quorums R is:
Lwread(R) = max{ lwread (Sphy(i,Kphy[u]))} ∀u ∈ {0, . . . , |Kphy|−1} and ∀i : 1≤ i ≤ mKphy [u].
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Let d = min{ mphy,Kphy [u] } ∀u ∈ {0, . . . , |Kphy| − 1} then Lwread(R) = 1d and hence
we prove that LRD ≤ 1d . Keep in mind that Lwread(R) is the load induced by a strategy
wread on the set of read quorums R. Next we have to prove that such a strategy is
the optimal one that induces the optimal system load of LRD when performing read
operations of the Arbitrary Tree protocol.
A.1.2 Proof of the Lower Bound
Given a tree of height h, let t denote the first physical level of this tree where the
orientation is taken from top to bottom. Let mphy,t denote the number of physical nodes
at level t. Then by assumption 3.2.1, we have mphy,t = d where d denotes the minimal
number of physical nodes of the physical levels of the tree. Let us suppose that there
exists a strategy wread that induces a system load of Lwread(R) = 1d when performing
read operations of the Arbitrary Tree protocol. Now we have to show that such a load
is the optimal one. By using notation 2.4.1, then ∀i ∈ {1, . . . ,mt} where mt denotes the
total number of nodes at level t, let yj =
1
d for every replica Sphy(i,t) and yj = 0 for the
replicas other than those at level t. Then clearly y(U ) = 1 where U is the universe of
the system and y(Rj) =
1
d for every read quorum Rj ∈ R. Then by proposition 2.4.8
such a load is the optimal one and therefore we prove that LRD ≥ 1d . Hence we deduce
from the lower and upper bounds that LRD = 1d .
A.2 The Load of Write Operations
In this section, we prove that the optimal system load imposed by write operationsof the Arbitrary Tree protocol in a replication-based system of n replicas organizedlogically into a tree structure is: LWR = 11+h−|Klog | where h is the height and |Klog|
is the number of logical levels of the tree such that 0 ≤ |Klog| ≤ h.
A.2.1 Proof of the Upper Bound
The proof of the upper bound is provided in two methods. The first method is based
on the recurrence relation whereas the second one is similar to the proof of the upper
bound of the read operations.
A.2.1.1 Method 1
First we start by proving that LWR ≤ 11+h for any tree of height h that does not have
any logical level : |Klog| = 0 and |Kphy| = h + 1. Then we generalize the proof by adding
some logical levels to the tree and prove that LWR ≤ 11+h−|Klog | .
CASE 1 : |Klog| = 0 and LWR ≤ 11+h
Denote a tree rooted at a physical node i by T (i), and denote its subtrees by T1(i),
T2(i), T3(i), . . . , Tm(i) where m denotes the number of descendants of i. We take
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a probabilistic recursive strategy Pick to pick a write quorum, using values wh to be
defined later, as follows:
Pick =
{
i wh
Pick(T1(i)) ∪ Pick(T2(i)) ∪ . . . ∪ Pick(Tm(i)) 1–wh
Let L(h) denote the load induced by this strategy Pick on a tree of height h. L(h) is
determined either by the load of the physical root node i, or by the most heavily loaded
physical node of one of its subtrees. Hence L(h) = max { wh, (1–wh)×L(h – 1) }. In
order to have a balanced load, we must have wh = (1 – wh)×L(h – 1) and solving for
wh we obtain: wh =
L(h – 1)
1+L(h – 1) .
Thus L(h) = L(h – 1)1+L(h – 1) where L(0) = 1 for a tree of a physical root node. A simple
check shows that L(h) = 11+h solves the recurrence and that wh = 11+h for h > 0 where
h is the height of the tree. Therefore, L(h) = 11+h−0 with a strategy wh = 11+h−0 . Hence
in this way we show that if |Klog| = 0 then LWR ≤ 11+h .
CASE 2 : 0 < |Klog| ≤ h− 1 and LWR ≤ 11+h−|Klog |
For the sake of this proof only, we assume that the logical levels are added succes-
sively to the tree of height h from bottom (leaves) to top. The fact of adding logical
levels in this manner results in having a level z in the tree such that this level divides the
tree into two parts: the first part consists of a tree of a physical root node and physical
levels and such a tree has a height of h
′
= h – |Klog|. On the other hand, the second
part consists only of |Klog| logical levels that start at level z and end up at level h of
the tree i.e. at the leaves of this tree. Hence based on the results of CASE 1 :
L(h′) = 1
1 + h
′ =
1
1 + h – |K log|
However, L(h) = L(h′) since the nodes at the logical levels can not participate in
the write quorum construction. Therefore, we prove that when 0 < |Klog| ≤ h− 1 then
LWR ≤ 11+h−|Klog | .
CASE 3: |Klog| = h then LWR ≤ 11+h−|Klog |
In this case, we assume that the logical levels are added to the tree in the same manner
as in the previous case except that this time the root is a logical node. Hence a tree
of height h that has h logical levels corresponds to a tree whose root is logical, all the
replicas of the system are found at level 1, and the remaining levels of the tree are
logical until the leaves. L(h) is determined by the most heavily loaded physical node of
one of the root’s descendants because the nodes at the logical levels can not be picked
as members of the write quorums. Hence L(h) = L(0) = 1 = 11+h−h . Therefore, if
|Klog| = h then LWR ≤ 11+h−|Klog | .
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A.2.1.2 Method 2
LetW = {W1,W2, . . . ,Wj } be the set of write quorums such that every write quorum
Wj is constructed in the same manner as explained in section 3.2.2 -B-. Then by Fact
3.2.2, we have m(W ) = 1 + h – |Klog| where h is the height and |Klog| is the number
of logical levels of the tree. Furthermore, every replica Sphy(i,Kphy[u]) of the system
is a member of one and only one write quorum Wj where u ∈ {0, . . . , |Kphy| − 1} and
i ∈ {1, . . . ,mKphy [u]}.
Let wwrite =
m(W )∑
j=1
wwrite,j be a strategy of picking write quorums as in definition 2.4.6
such that every wwrite,j =
1
m(W ) . It is clear that wwrite is a strategy since
m(W )∑
j=1
wwrite,j = 1.
Then by definition 2.4.7, the load induced by this strategy wwrite on every replica of the
system is:
lwwrite (Sphy(i,Kphy[u])) =
1× 1
m(W)
∀u ∈ {0, . . . , |Kphy| − 1} and ∀i ∈ {1, . . . ,mKphy [u]}.
Hence by definition 2.4.7, the load induced by this strategy wwrite on the set of write
quorums W is:
Lwwrite(W) = max{ lwwrite (Sphy(i,Kphy[u])) } ∀u ∈ {0, . . . , |Kphy|−1} and ∀i ∈ {1, . . . ,mKphy [u]}.
Then from the above equation we can say that: Lwwrite(W) = 11+h−|Klog | . Therefore, we
can conclude from the proofs provided by methods 1 and 2 that LWR ≤ 11+h−|Klog | .
A.2.2 Proof of the Lower Bound
Given a tree of height h that has |Klog| logical levels, then we have ( 1 + h – |Klog| )
write quorums such that every replica r of the universe U belongs to one and only one
write quorum. Let us suppose that there exists a strategy wwrite that induces a system
load of Lwwrite(W) = 11+h−|Klog | when performing write operations of the Arbitrary Tree
protocol. The next step is to prove that such a strategy is the optimal one that induces
the optimal load. As we have mentioned above, the system consists of (1 + h – |Klog|)
write quorums. By using notation 2.4.1, then ∀u ∈ {0, . . . , |Kphy|−1} we pick one replica
Sphy(i,Kphy[u]) from every physical level of the tree and assign a value of
1
1+h−|Klog | to
its yj and a value of zero to the yj ’ s of all replicas Sphy(i,Kphy[u]) other than the picked
ones. Then clearly y(U ) = 1 where U is the universe and y(Wj) =
1
1+h−|Klog | for every
write quorum Wj . Then by proposition 2.4.8, such a load is optimal and therefore
LWR ≥ 11+h−|Klog | .
Hence we deduce from the lower and upper bounds that LWR = 11+h−|Klog | where h is
the height and |Klog| is the number of logical levels of the tree such that 0 ≤ |Klog| ≤ h.
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