Introduction
The distributed computing is an approach relying on the presence of multiple devices that can interact among them in order to perform a pervasive and parallel computing. This chapter deals with the communication protocol aiming to be used in a distributed computing scenario; in particular the considered computing infrastructure is composed by elements (nodes) able to consider specific application requests for the implementation of a service in a distributed manner according to the pervasive grid computing principle (Priol & Vanneschi, 2008; Vanneschi & Veraldi, 2007) . In the classical grid computing paradigm, the processing nodes are high performance computers or multicore workstations, usually organized in clusters and interconnected through broadband wired communication networks with small delay (e.g., fiber optic, DSL lines). The pervasive grid computing paradigm overcomes these limitations allowing the development of distributed applications that can perform parallel computations using heterogeneous devices interconnected by different types of communication technologies. In this way, we can resort to a computing environment composed by fixed or mobile devices (e.g., smartphones, PDAs, laptops) interconnected through broadband wireless or wired networks where the devices are able to take part to a grid computing process. Suitable techniques for the pervasive grid computing should be able to discover and organize heterogeneous resources, to allow scaling an application according to the computing power, and to guarantee specific QoS profiles (Darby III & Tzeng, 2010; Roy & Das, 2009 ). In particular, aim of this chapter is to present the most important challenges for the communication point of view when forming a distributed network for performing parallel and distributed computing. The focus will be mainly on the resource discovery and computation scheduling on wireless not infrastructured networks by considering their capabilities in terms of reliability and adaptation when facing with heterogeneous computing requests.
Related works
A particular interest in the literature is towards the interactions between high performance and distributed computing schemes. The main paradigms that allow a wide-area computing in a distributed fashion are represented by the grid (Parashar & Lee, 2005) and the cloud computing (Foster et al., 2008) ; in the last years these paradigms, originally disjointed, aim to be more overlapped considering the remarkable research efforts regarding communication standards and computing devices. In particular, if we also take into account hardware and
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software capabilities of consumer mobile devices (like PDAs or mobile phones) we can realize that they no longer can be considered simply as service consumers through which to request a service to an elaboration center, but now they are able to take part to a distributed elaboration process (e.g., the distributed problem solving, etc.). The pervasive grid and cloud computing paradigms are placed in a scenario characterized by fixed and mobile nodes characterized by different computing power and interconnected by several wired and wireless links relying on different communication technologies with heterogeneous rate and delay profiles.
Strategies for pervasive grid computing
The pervasive grid paradigm is strictly related to the computational grid concept (Foster & Kesselman, 1999) ; in this vision a computing architecture is composed by a central computing center made of clusters of fixed nodes that provide a set of services on the outside. An user can exploit these services through a pervasive infrastructure allowing a completely transparent access to the end-user at the computing center. The pervasive infrastructure can be composed by heterogeneous networks, devices with different computing power and equipped by different softwares. The pervasive grid computing represents a significant innovation because in this case the computing resources are "pervasive" (Parashar & Pierson, 2010) ; for this reason not only a cluster of workstations can take part to a distributed and parallel computing process, but also a mobile device can be used as a computing node.
The most challenging problems related to a computing infrastructure composed by mobile nodes, interconnected by not reliable communication networks (e.g., P2P networks, etc.) are defined in (Batista & da Fonseca, 2010; Darby III & Tzeng, 2010; Ranjan et al., 2008) . The key aspects of a distributed application are: the context-awareness, the self-adaptiveness, the QoS-awareness. Ref. (Hingne et al., 2003; McKnight et al., 2004; Vanneschi & Veraldi, 2007 ) present a set of distributed computing models that try to address the context-awareness problem; it is important to note that this aspect is strictly related to the self-adaptiveness problem because if a change in the computing resource set is detected (e.g., a CPU is overloaded or a PDA battery is exhausted) the distributed application should react to this change in order to preserve, e.g., the integrity of a result in a distributed problem solving process. This problem has been addressed in two ways:
• relying on a middleware software layer shared among the computing nodes that globally reconfigures the distributed application (e.g., switching at run-time to different implementation or configuration of a service (Coronato & De Pietro, 2008; Coulson et al., 2005; Emmerich, 2000) ) in a way fully invisible to the application itself;
• expressing the self-adaptiveness directly in the distributed application demanding to it the self-configuration problem (Aldinucci et al., 2008; Fantacci et al., 2009; Huebscher & McCann, 2008; Vanneschi & Veraldi, 2007) . In particular (Fantacci et al., 2009 ) describes a pervasive gird application as a set of components interconnected by logical communication channels; a component provides a pool of functionalities and can be deployed in different versions characterized, e.g., by different memory footprints, CPU usages, etc. In this model the self-adaptiveness problem is addressed by switching at run-time between the versions of the same component deployed in the computing nodes.
The QoS problem related to the grid paradigm has been addressed in the literature jointly with the resource discovery problem and the optimal job allocation: a job should be completed according to the SLA between the user and the organization holding the computing infrastructure. In order to make it possible a job must be mapped in a set of nodes with enough computing power; they can be identified only through an efficient resource discovery technique. In (Al-ali et al., 2003; Sundararaj et al., 2004 ) all these aspects have been analyzed for networks at "Internet scale"; in particular, the first one proposes an extension of the classical Globus model (Morohoshi & Huang, 2005 ) adopting a DiffServ (Park, 2006) approach and the second one addresses these problems building a virtual overlay network interconnecting all computing resources in order to route better the network traffic and making the grid infrastructure able to react to bandwidth fluctuations. In the literature the QoS problems relative to the pervasive grid paradigm have been addressed in the following ways:
• the resource discovery and monitoring is demanded to the middleware layer or to a software service that makes the distributed application aware of the available computing resources (Noble, 2000; Schmidt & Parashar, 2004) . The common drawbacks of these techniques are that all the information discovered must be stored in centralized or distributed indexes that can be built only through ad-hoc messages contributing to the network congestion;
• there are other strategies specifically designed for pervasive grid environments, characterized by fixed and mobile devices interconnected through heterogeneous wireless networks where the resource discovery and network routing capabilities are covered by the same service; this happens in (Li et al., 2005) and (Fantacci et al., 2010) where an enhanced version of two routing protocol optimized for mobile and ad-hoc network (MANET) with integrating resource discovery capabilities is described.
Finally, in the literature other aspects has been addressed as the fault tolerance (Agbaria & Sanders, 2005; Bertolli, Vanneschi, Ciciani & Quaglia, 2010; Oliner et al., 2005) or the security (Saadi et al., 2005; The Globus Security Team, 2005 ) of a pervasive grid application.
Strategies for cloud computing
Foster et al. in (Foster et al., 2008) define the cloud computing paradigm as a large-scale computing paradigm in which a pool of resources are delivered on demand to external customers over the Internet. In the distributed system scenario a cloud computing system represent a sort of evolution of the classical grid paradigm, like the pervasive grid. A cloud computing system can provide services at three levels (Zhang et al., 2010) :
• Software as a Service (SaaS) making users able to share applications running on a distributed infrastructure;
• Platform as a Service (PaaS) allowing users to access to an integrated environment in order to develop and deploy parallel application;
• Infrastructure as a Service (IaaS) allowing users to share hardware resources (like computing power, storage, etc.).
For these reasons, from the application context-awareness, self-adaptiveness and QoS-awareness point of view, the cloud computing paradigm shares with the pervasive grid one the same problems and solutions (Foster et al., 2008) .
Implementation model of a parallel and distributed decision support system
In order to introduce the communication protocols definition we introduce now the considered pervasive grid approach proposed in (Aldinucci et al., 2008) and successively adopted in (CoreGRID Network of Excellence), where a distributed application can be modeled as a graph: the vertices are the logical components and the edges are the communication channels. The logical components of the application can be different, performing each one a specific set of operations on the input data. The communication between logical components is achieved through data streams, considered as a set of elements transmitted serially by a component to another one (Bertolli, Buono, Mencagli & Vanneschi, 2010) . A logical component of a distributed application relying on such parallel computing model can be considered as a process running on a device; each node can (virtually) executes all the components forming the distributed application. One of the most important characteristics is that the whole application is able to dynamically reconfigure itself in order to match specific QoS constraints or to react to the context changes (e.g., changes in network topology, or in the computing node load). The adaptivity and the context awareness of the application can be explicitly programmed in every logical component. The two main types of adaptivity are:
• performance adaptivity -realized when the parallelism degree of a component changes;
• functional adaptivity -realized whenever a different version of the same resolution algorithm (e.g., a reduced memory footprint, etc.) is adopted.
A general purpose model for a parallel computing application should be based on the following set of entities:
• the data source -the source generating data; each measure is called point. The whole source area can be divided in parts, called cells, where the data source is placed;
• the processing nodes -in each cell a pervasive computing application relies on a distributed computed infrastructure (DCI) composed by a variable number of mobile users, having a device equipped with a wireless network adapter used to communicate with the data aggregators of the cell and with the other users;
• the data aggregators -in each DCI one or more devices are involved, gathering the points produced by the data source operating in the cell where the aggregator is; a user device can also play the role of data aggregator.
A parallel application can be developed according to different models: the two most common paradigms are task farm and data parallel. These two models differ in the type of logical components involved in the model and in the way the logical components cooperate to solve a problem. Other more complex structures can be easily seen as a combination of the two considered models.
Task farm paradigm
This paradigm, represented in Fig.1 , relies on the replication of the same logical components used to perform the same operations on different input data. A task farm application is composed by the following types of logical components:
• the emitter (E) receives an input stream formed by elements of the same type, each of which is transmitted to a worker;
• the workers (W) receive a different input stream element but process it with the same function F;
• the collector (C) gathers the outputs of the workers and forward them on the output channel with the form of an output stream.
In certain cases the emitter role can be played by the data aggregator node; however, we will consider in the following that the two functions are decoupled for a more general case. The main contribution to the computing power comes from the mobile nodes, considering that each node can execute one or more workers in parallel (e.g., a collector process can run on a single node or in multiple network nodes at the same time).
A task farm application, in a steady state, achieves a five stage pipeline system, where the first stage is composed by the emitter, the second by the communication link between the emitter and the worker node, the third by the workers, the fourth by the communication link between the worker and the collector node and the last by the collector. For this reason the average service time of the application (T f arm ) can be expressed as:
where T E is the execution time at the source node (i.e., the time needed to distribute the tasks to be executed at the mobile nodes), T l 1 is the communication latency of a stream originating from the source and directed to the worker nodes, T W is the execution time of W, T l 2 is the communication delay between a worker node a the collector, and T C is the time needed at the collector for re-assemble the output of the workers, and N f arm represents the number of workers involved in the parallel computation. Being the third right member of (1) usually the biggest term, we have:
Let T A the average time elapsed between the consecutive emission of two points (i.e., the average arrival time). We define the optimal parallelism degree (N f arm ) as the value that allows to have the average service time of the application equal to the average arrivals time. Hence, we have:
Data parallel paradigm
In the data parallel paradigm, represented in Fig. 2 , the working processes involved in the computation are combined in order to solve one task at a time. As before, we have three types of modules: • the scatter (S) receives the input stream, and compiles the input state (M) of the task. M is split in a number of parts (called sub-states) identical to the number of workers involved in the computation; each sub-state is transmitted to a worker;
• the workers (W) perform the sub-computations initialized with the sub-states received. If we consider M as a square matrix of n × n elements, formed by only a subset of columns of the M matrix and that all the sub-states have the same size, the computation can be modeled as an iteratively application of a function H( · ),Ŝ times on each element of the sub-state;
• the gather (G) collects and reorders the outputs of the workers. G also builds the solution to be sent on the output line.
It should be noted that a worker involved in the computation can process the sub-state regardless of the other ones (the data parallel application is called map) or have some functional dependencies with other workers (in this case the application is called stencil).
Moreover, we have a functional dependence when a worker needs to know some partial results from one or more workers in order to perform an iteration of H( · ) on an element. Likewise the task farm paradigm, the gather process can run on one or more nodes at the same time, and each node of the local computing cloud can execute in parallel one or more working processes. The node, where the scatter process is executed, is selected time by time through an optimal criteria (see Section 4). Finally, we assume that each worker transmits its output to the data aggregator node that also acts as the gather. A map application, in a steady state, as in the task farm paradigm, realizes a five stages pipeline paradigm, where the first stage is composed by the scatter, the second by the communication link between the emitter and the worker node, the third by the workers, the fourth by the communication link between the worker and the collector node and the last by the gather. The average service time (T map ) can be expressed as:
where T S and T G are, respectively, the average service time of S and G, T l 1 and T l 2 are, respectively, the maximum communication latencies encountered by a communication between the scatter or the gather node and each worker involved in a computation. Also in this type of parallelism, usually, T W is greater than the other terms. Hence, we have: Finally, T W can be expressed as:
where T H is the average time needed by a computing device to apply the H function just one time on a single element coming from the input state, N map is the number of workers involved in the computation and the ratio between the total number of elements of M, n and N map gives the sub-state size (in terms of number of elements).
With this type of parallelism we define the optimal number of workers (N map ) as the amount of computing processes by which it is possible to have an average service time of the whole application equal to the average arrival time, and hence avoiding the saturation of the input queue of the parallel application. In order to have T A = T map or equivalently, as assumed above, T A = T W , the workers number, according to (6), results to be:
Resource discovery and routing
When facing with a heterogeneous network the first challenge to be considered is the discovering of the resources in the network in order to have a more detailed model of the active devices. Herein we assume to be in a flat topology network where each node has the same role. This model allow us to consider the most general case, where no hierarchy is considered within the network. In such networks (Fig. 3) , if the node A needs to communicate with C (and they are not in the radio connectivity range), it is possible through the relay node B according to multi-hop approach.
In order to perform the best selection among the DCI we have to identify the best nodes to be allocated for the execution of a specific distributed application. On the other hand a flat topology network needs to be based on a smart routing algorithm able to find the best route between different nodes; this is even more important in the case mobility becomes an issue: in this case we will refer to the so-called MANET (mobile and ad-hoc networks). The most convenient approach seems to be an exploitation of the routing algorithm in order to fulfill the resource discovery task.
There are several basic routing protocols for ad-hoc networks (Badis & Al Agha, 2005; Clausen & Jacquet, 2003; Haas & Pearlman, 2001; Perkins & Royer, 1999) ; they can be classified into three families:
• proactive family -the routing strategy relies on a periodic update of the routing information stored in each node in order to make a node able to communicate with the rest of the network, the routing table of a node is composed by each possible route. The most popular in this class is the OLSR algorithm (Clausen & Jacquet, 2003) and its QoS-aware extension called QOLSR (Badis & Al Agha, 2005) , whose aim is to consider the QoS requirements of the different traffic flows for a better routing decision;
• reactive family -differently from the previous routing family, a route from two network nodes is discovered and used in the source and in the intermediate devices of the path only when a source node needs to communicate with the destination node. A well known reactive routing protocol is the AODV (Ad-hoc On-demand Distance Vector (Perkins & Royer, 1999) );
• hybrid family -these routing algorithms are composed by two parts: the first operate in a proactive way, and the second in a reactive way. The ZRP (Zone Routing Protocol) (Haas & Pearlman, 2001 ) is one of the most important protocol belonging to this class.
Herein the aim is to identify a routing protocol able to allow a pervasive grid computation in flat topology network. It is well known that reactive protocols require less network traffic than the proactive ones, but the QOLSR principle (Badis & Al Agha, 2005) , despite a higher network control traffic with respect to reactive alternatives, can provide the following characteristics:
• the reactive protocols have a not predictable setup time for setting up a route and update the routing tables for the nodes involved in the communication;
• the end-to-end QoS of a path between the source and the destination nodes has to be explicitly monitored in each intermediate node;
• the routing messages cannot be used to periodically broadcast information or as probe messages in order to estimate some QoS indexes.
An enhanced routing scheme for pervasive grid computing
As highlighted before in the scenario we are considering we have to face with the problem of discovery the resources within the network by exploiting a routing algorithm. The EOLSR protocol (Fantacci et al., 2010) , relying on the QOLSR protocol, adds the following characteristics in order to fulfill the requirements of the considered scenario:
• it operates in a distributed way and does not require any supervisor node;
• it does not require a reliable transmission of routing messages;
• it performs an hop-by-hop routing approach, and each network node, belonging to the path connecting the source with the destination device, chooses the next destination to send the traffic;
• it is able to find always the optimal path between every pair of network nodes.
As for the QOLSR case, with the EOLSR protocol each node has to perform the following operations:
1. detecting, through the received HELLO messages, its 1-hop neighbors;
2. performing the MPR (multipoint relay) selection and updating its topology table thought the topology control (TC) messages; 3. computing the routing table.
A node J (Fig. 3) broadcasts the HELLO messages to its 1-hop neighbors with the source address and the list of its 1-hop neighbors. For each element E of the advertised list, the HELLO message carries on also additional informations, as the rate and delay of the links interconnecting J to E. As usual, the HELLO messages are never relayed by the nodes. The set of 1-hop neighbors of a generic node J is called "neighbor set of J" (N 1 J ) and every network device can compute it relying only on the received HELLO messages. The node J, through the advertised list carried on each HELLO message, can also build its 2-hops neighbors set (N 2 J ). According to the QOLSR algorithm (Badis & Al Agha, 2005) , every node has to compute its MPR set. The MPR set of the node J (MPR J ) is a subset of N 1 J and it is composed by those network nodes through which is possible to communicate with every element of the N 2 J set relying only on two hops paths. The generic node A, member of the MPR B , is called "MPR of a node B"; A is informed of its new state through the HELLO messages transmitted by B itself; A keeps a list of nodes (called "MPR selector list", indicated as MPR adv ) that have chosen it as MPR node. All the nodes with a not empty MPR selector list must transmit periodically a Traffic Control (TC) message embedding its MPR selector list; each element of that list stores the IP address of the node that has A in its MPR set, the QoS indexes of the communication link and the context information relative to the that node itself. Differently from the HELLO messages, the TC messages must be received by each node, but they are not broadcast across the network: a TC message of A is processed by only the members of the MPR A , as well as, A will process only message received by its MPR set. It can be proven that in this way all the network devices receive the TC messages transmitted by a node under the assumptions of an ideal channel and medium access. Through the received TC messages, each node can build a topology table consisting of entries formed by the IP address of an element coming from the MPR selector list carried by a TC message (called destination address), the source address of the TC message itself (called last-hop address), the rate and the delay of the communication link between the last-hop address, and the destination address and the context information relative to the last-hop node. Aim of the EOLSR protocol is to integrate the resource discovery functionality in the routing procedure. Toward this end, the set of QoS indexes present in the HELLO message has been extended (Fantacci et al., 2010) in order to include the following context information: the remaining battery power, the CPU architecture type (e.g., i386, XScale, MIPS, etc.), the amount of CPU and allocated memory (this one normalized respect to its maximum value) of each 1-hop neighbor advertised by the HELLO message. It is important to note that, even if in the EOLSR the HELLO header size is increased of 32 bits, we have to stress that the size of each element of the advertised list remains of the same dimension. In order to carry the context aware information it is needed also to extend the TC messages; in particular to make each node able to build an exact snapshot of the network and computing resources, the extended TC messages should be transmitted not only by the node with a not empty MPR selector list but by all network nodes. If the TC messages were transmitted only by the nodes with a non empty MPR selector list, as QOLSR requires for the regular TC messages, only their extended neighbor lists would be propagated all over the network resulting in a partial perception of the real state of the communication and processing capabilities of the network. The extension of the TC messages does not increase the message header size or the dimensions of the elements of the advertised MPR selector list size whereas the classical QOLSR dimensions are increased by the extended neighbor list carried within the message; an entry of that list has the same dimension of an element of the MPR selector list (i.e., 12 bytes) and has a number of elements equal to |E n J | − |MPR adv |. When a node has completed the filling (or updating process) of the neighbor and topology tables, it computes (or periodically updates) its own routing table, differently from the QOLSR protocol; the classical entry (destination address, next-hop address and, the path length) has been extended (Fantacci et al., 2010) in order to carry also:
• the rate (R) and the delay (d) of the path (not required by the QOLSR protocol) respectively defined as
and
where r is a path through n − 1 hops from the source A and the destination node F along the B, C, . . . , E devices.
• the remaining battery life of the path r defined as:
where P(I) is the remaining battery life of the node I normalized respect to its maximum value;
• the processor type, the amount of CPU occupied and memory allocated (this one normalized respect to its maximum value) in the destination node.
The extended version of the routing table can be built (or updated) in the following way:
1. all the entries are removed from the table;
2. each element of the neighbor set is put into a routing table entry, by setting:
• the destination and the next-hop IP equal to the address of the 1-hop neighbors;
• the information on the network and computing power of the destination node as the same values of those in the neighbor table; • the path length to one; 3. for j = 1, until at least one is updated, an iteration is performed:
• for each element (TC elem ) of the topology table, with its destination address not matching the destination address of any route (RT elem ) and its last-hop address corresponding to a destination IP reachable through a route already present in the routing table (with a path length equal to j), the following entry is added: the destination address is the same of that entry, the next-hop address is set equal to the next-hop address, the path length is set equal to j + 1, the rate and the remaining battery life of the path are set to the minimum value respectively stored in TC elem e RT elem , the delay equal to the sum of that indexes reported in the same two entries, the indexes describing the computing power of the destination node are the same of those reported in the topology table entry considered;
4. all the not considered entries of the topology table can be erased.
In order to simplify the task scheduling to the nodes, a cluster table needs to be defined. In a network of N nodes a cluster table has N − 1 entries with the following fields:
• the cluster center (CC) -it is a data structure storing the IP address of the a certain node; it stores the cluster table, the rate, the delay and the remaining battery power of the path p and its computing information (the processor type, the amount of CPU and memory occupied);
• the list of the cluster members -given a certain cluster, a network node is one of its cluster member if it is reachable through a path, composed by a number of hops less or equal to cd (called "cluster depth"). Each element of that list stores the computing information of the considered cluster member (such as the processor type, the amount of CPU and memory occupied) and the QoS indexes (rate, delay and remaining battery power) related to the path between CC the cluster member itself.
More details regarding the building process of a neighbor, a topology or a cluster table can be found in (Clausen & Jacquet, 2003) and (Fantacci et al., 2010) 
Lower layers reconfigurability
In the wireless network scenario we are considering, also the lower layers became of great importance. In that sense it will be of particular interest those techniques that foresee the link selection on a reliability base: we will refer to those algorithms that aim to optimize the resource discovery phase by considering the link status among the nodes.
In that sense, we will refer to a scenario where multiple wireless communication technologies co-exist allowing the choice of different paths with different link layer technologies among the nodes. The scenario refers to the wireless networks, often overlapped among them, in presence of multi-interface terminals that can connect to different technologies. Main characteristic of these techniques is to allow to the different technologies to supplement among them and not to compete for the bandwidth. Typical example is the 3G technology that has a broad coverage, medium bandwidth and not low access cost, and the IEEE 802.11x technologies that are broadband, low cost, but with a low coverage area. This heterogeneity can be an advantage for the mobile devices, thanks to the exploitation of multi-interface solutions, by selecting the best interface for creating a map of the available resources. For this reason the resource discovery techniques defined in the previous can help to map and estimate as best as possible the actual network status, and proceed to its reconfiguration. At link layer, adaptive techniques for the multiple access management are developed by considering ad-hoc or not infrastructured networks where the QoS respect for certain streams needs to be satisfied; the aim is the definition of a set of adaptive schemes, that can be selected each time in function of the actual network status. In this scenario, also considering the physical layer status, radio resource allocation techniques needs to be considered. In that context, we will refer to the opportunistic scheduling techniques, where the amount of data to be sent depends not only from the priority but also from the wireless channel status. At physical layer, it is possible to foresee the use of adaptive schemes for the physical parameters for the management of the radio resources. Almost all modern communication systems allow the adaptation of the modulation, coding, and transmission power schemes, and in some cases, also the timing and frequency division. In this scenario, also those schemes that will use multiple antennas for both beamforming and diversity schemes needs to be considered.
Computation scheduling
After resource discovery has been performed the computing source needs to schedule the computation to the nodes following the chosen parallelization scheme.
Mapping for a task farm application
When a new task needs to be scheduled by the emitter, it needs to choose the best network node where mapping the computation. For each network node i we can define a variable and fixed cost (Fantacci et al., 2010) , respectively, C i and B i , as:
The first one is a linear combination of the amount of occupied memory ( MEM i ) and CPU ( CPU i ) that would be allocated if the computation would be mapped onto the node i, i.e., the "cost to be payed" whenever a computation is mapped on that node; the same computation can allocate a different amount of memory or cause a different CPU load accordingly to the architecture type of the elaboration device where the working process is executed. For this reason it is called variable cost. B i is a linear combination of:
• the rate marginȒ i (defined as the difference between the maximum applicable rate value and R i itself), the delay (d i ) and the amount of consumed battery power (P i ) concerning the path between the node E, where the emitter process is executed, and the network node i
• the amount of allocated memory (MEM i ), and the occupied CPU (CPU i ) in the node i at a certain time instant of the network kept by the node E (thanks to its own routing table).
All the QoS and the context information indexes appearing in (11) and (12) are normalized respect to their maximum values. The emitter has to map a computation on the network device i with the minimum effective cost K i , where
. This mapping problem can be expressed as:
where the set V is the routing table hold by the node where the emitter process is executed, the vector M is the variable of the optimization problem and, M i (i.e., the i-th component of M with i ∈ {1, 2, . . . , |V|}) is the number of computations that will be mapped performed by the node i. By the constraint (14) we will map only one computation at a time as required by the task farm paradigm. The emitter can solve the optimization problem by performing an exhaustive search in the admissible solution set; for this reason the developed solution is always the optimal mapping regardless the network topology and the distribution of the computing resources in the network nodes. Note that this is not a too computationally expensive approach because a routing table is composed by a number of entries equal to the number of nodes participating to the network, whose value is usually not so high.
Procedure 1 Sub-optimal scheduling scheme for the data parallel paradigm. 
Mapping for a data parallel application
The mapping process for a data parallel application should be done in two steps: first of all we choose the optimal cluster of network devices, and then we select the intra-cluster mapping. As described above, in a data parallel application, a set of working processes is globally involved in the solution of one and only one task at time. Each sub-computation performed by a worker could have a particular stencil relation with other workers; for these reasons all the sub-computations related to a task should be mapped in a set of workers running in a group of network devices interconnected by links with a short delay and high rate (according to the QoS constraints of the computation). The uniform mapping of the sub-computations onto the network devices members of the optimal cluster is not always an optimum solution because they should be mapped preferably on the most powerful or lowest loaded nodes. The cost of the cluster I composted by z network nodes can be defined as:
where B j is the fixed cost of the node j (with j ∈ I), W is the maximum number of sub-computations where a task can be divided, and W I is the number of the working processes to be executed on the network nodes belonging to the considered cluster. We assume in what follows the optimal cluster, as the one having the lowest cost. The optimal cluster can be selected by performing an exhaustive search in the cluster table of the node where the task dispatcher process is executed. Note that this is a feasible approach because the cluster entries are no more than the routing entries.
The mapping process of the sub-computations, related to nodes belonging to I, is performed by the task dispatcher process itself and can be expressed in terms of the following optimization problem:
whereŜ M andŜ m are respectively the maximum and the minimum number of iterations that can be performed by the H function on an element of the input state,Ŝ are the iterations actually performed, W i is the maximum number of workers that can be executed in parallel on the node i (where i ∈ I) according to the architecture type of the node itself, W is the number of sub-computations where the task has been divided, J and K are two not negative weights. The variables of that optimization problem are the components of the vector M (M i with i ∈ [1, . . . , |I|]) andŜ; these variables are all integer and not negative. The minimization performed in (16) results in a minimization of the mapping cost and in a maximization of the number of iterations performed on each element; the optimization problem is not only bi-objective but also not linear: the number of workers W is function of S (e.g., for a MAP it is given by (7)), C i is function of W then the fixed cost is function of S. In this case the solution of the mapping problems can not be found through an exhaustive search in the admissible solutions space. This heuristic (reported in Procedure 1 and summarized as follow) can be used to get a sub-optimal solution (Fantacci et al., 2010 ):
1. compute the fixed cost of all the network devices belonging to the optimal cluster; 2. map in each device a number of sub-computations equal to the number of working processes that can be executed in parallel in the node itself or equal to the remaining sub-computations, starting from the node with a smaller fixed cost;
3. assign the scatter role to the node with the minimum fixed cost.
Performance results
In order to have a performance estimation of the distributed computing application in the wireless environment in this section we summarize some numerical results. The following simplified scenario has been considered:
Coefficients Policy A Policy B Policy C α 2 2 2 β 6 6 6 γ 0 4 4 Δ, θ 0 1500 1500 Γ, ψ 0 1 0 F 100 100 100 Table 1 . The weights used to define the policies A, B and, C. • a fixed node placed in the center of a square of area 0.25 km 2 or 1 km 2 ;
• a variable number (5 ÷ 30) of mobile nodes randomly placed in the playground, moving according to the random waypoint model (RWP (Bettstetter et al., 2003) ), considering a pedestrian model with a speed uniformly distributed within [3 km/h, 5 km/h] and the possibility for each node to remain stationary for a time interval uniformly distributed between 3 s and 30 s;
• communication links using the IEEE 802.11g technology with a radio data rate of 54 Mbit/s.
One of the main performance indicator is the routing tables (RT f ill ) and the cluster tables (CT f ill ) filling time, beginning from an empty structure, stored in the node that computes the mapping solution. It can be shown that this values represent the worst case for the updating process because the time interval between two consecutive updates will never be greater than the time required to compute (or refresh) all the items of the routing or cluster table. Note that it is not possible to identify the globally optimal values for RT f ill and CT f ill because they depend on the particular application to be implemented according to the pervasive grid computing paradigm. However, for the case of interest here, our analysis has shown that in a low mobility scenario the transmission of the HELLOs at least every 2 s (T HELLO = 2) and the TCs every 5 s (T TC = 5) is the optimal solution. In particular, in Fig.4 (a) and 4(b), the RT f ill and CT f ill are drawn as box-plot 1 . Looking at these results it can be noted that the average values for RT f ill and CT f ill are always between 5 s and 10 s with networks composed by 15 or more nodes. These values can be reduced or increased changing the maximum transmission period for the HELLOs and TCs In particular, under equal hypothesis, except for the TC messages transmitted every 2 s, it can be noted that the RT f ill and CT f ill are both less or equal to 10 s. The other parameter to be taken into account is referred to the scheduling and resource allocation. In particular, we will consider a task farm and a data parallel application characterized by:
• an input and an output state of 1 MB;
• the emission of a new point every 5 s or 10 s.
By properly choosing the weights (see Tab. 1) introduced in (11), (12) and (15), it is possible to compare the results by considering three different policies:
• Policy A -the computations or the sub-computations are mapped using only the rate and the delay indexes;
• Policy B -the mapping is performed using all the QoS indexes and the context information;
• Policy C -it is the same of the policy B while the amount of CPU occupied or that will be occupied in a node i is ignored.
The performance results are expressed in terms of number of computations that can be mapped on each node. We have considered that the nodes are equipped with batteries having a different battery life; in particular, the node with odd id had batteries with an higher battery life than that related to the even ones. In Figs.5 and6, the performance of the proposed approach is reported in terms of computations (or sub-computations) number mapped on each mobile node for the policies B and C. As for the previous cases, we can see that these policies correctly map more computations on nodes characterized by a greater remaining battery life.
Other two important performance metrics are the average service time and outage probability. The first parameter is the average time needed to finish a task from the emission of a point until than the whole state has not completely received by the node where is running the gather (or the collector) process; the second one can be defined as:
for a task farm application, where N comp is the number of output states successfully received by the collector process and N mapped is the number of computations mapped on each working processes in the time interval considered. Likewise, this parameter results to be:
for a data parallel application, where N arrived is the number of output states successfully or partially recovered by the gather process in the time interval considered and, in this case, N comp is related to the gather process. In Fig. 7 , the average service time and the outage probability are shown by varying the number of mobile devices, randomly placed in a square of 1 km 2 , for the cases of T a equal to 5 s (Fantacci et al., 2010) and with tasks requiring a computing time T c equal to 22.65 s. Moreover Figs. 8(a) and 8(b) show, respectively, the average number of pending computations, mapped in a reference working node, that are waiting to be processed and the number of computations completed but discarded by the working node itself (for the three policies). From Fig. 7 , it is possible to note that the policies B and C globally outperforms the policy A. Moreover, it is important to note that:
• the outage events in a network composed up to 15 mobile nodes are mainly caused by a non-homogeneous mapping and small number of computing resources present in the network (resulting on a increment of the time spent in the input queue of the device, Fig.  8(a) ). The outage events are also caused by the cancellation events of tasks that occurs when the output of a sub-computation can not fully be transferred to the collector process due to the output state size and the small spatial density of nodes (as shown in Fig. 8(b) );
• in networks composed by 20 or more nodes, as depicted in Fig. 8(b) , the outage events are mainly caused by the cancellation events caused by the network interferences that characterize medium/large networks;
In Fig. 9 , the computing performance is reported considering a data parallel application characterized by clusters of three network nodes (with one working process running on each one) and using sub-computations 15 s long. We can see that with this form of parallelism the policies B and C outperforms A while B and C are characterized mainly by the same performance.
As for a task farm application, Figs. 10(a) and 10(b) depict, respectively, the average number of pending sub-computations and the number of the discarded sub-computations (for the three policies). In this case the outage events are caused by the non homogeneous mapping in networks composed up to 15 nodes, otherwise, by the cancellation events due to the network interferences. 
Conclusion
Distributed computing systems are gaining an even more attention in the world due to their ability in processing great amounts of data. Their importance is even more increased in the recent years due to the introduction of wireless communications protocol able to connect even mobile terminals with broadband connections. Moreover, for the consumer electronics sphere there has been the introduction of small devices with high computations capabilities. This allowed the introduction of the pervasive grid concept aiming to exploit several different devices connected with heterogeneous communication links in order to realize a whole processing system. In this chapter we have focused our attention on the most important aspects of distributed computing in wireless scenarios. First of all we have to face with the problem of discovering the resources in terms of device and communication link capabilities. This can be realized by exploiting routing algorithms that need to be used within such scenario due to the flat topology of a distributed network. Moreover also lower layer behavior became of importance due to their effect in the communication performance. Finally the scheduling phase is described aiming to find the best nodes in the sense of minimize certain cost functions. The performance results allow to see the importance of a good resource discovery and scheduling algorithm in the distributed computing problems when facing with the wireless environment. 
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