We prove that in the scaling limit, the crossing probabilities of multiple interfaces in the critical planar Ising model with alternating boundary conditions are conformally invariant expressions given by the pure partition functions of multiple SLE κ with κ = 3.
Introduction
The planar Ising model is arguably one of the most studied lattice models in statistical physics. It was introduced in the 1920s by W. Lenz as a model for magnetic materials (and could hence be also termed the "Lenz-Ising model"). In the 1920s, this model was further studied by Lenz's student, E. Ising, who proved that there is no phase transition in dimension one, leading him to conjecture that this is the case also in higher dimensions. However, as R. Peierls showed in 1936, in two dimensions an order-disorder phase transition in fact occurs at some critical temperature, identified by L. Onsager in 1944. During the next decades, renormalization group arguments and the introduction of conformal field theory suggested that, due to its continuous (second-order) phase transition, at criticality the Ising model should enjoy conformal invariance in the scaling limit [BPZ84, Car96] . Ever since, there has been active research to understand the 2D Ising model at criticality, with recent success towards proving the conformal invariance via methods of discrete complex analysis [Smi06, Smi10, CS12, CI13, HS13, CDCH + 14].
In this article, we consider the critical Ising model on a δ-scaled square lattice approximation of a simply connected subdomain of the plane, with δ > 0 small. We impose alternating boundary conditions, that is, we divide the boundary into 2N segments, N of which have spin ⊕ and N spin , and the different type segments alternate -see Section 5 for details. With such boundary conditions, N macroscopic interfaces connect pairwise the 2N marked boundary points, as illustrated in Figure 1 .1. Supplementing the results of [CDCH + 14] , it was proved in [Izy17, BPW18] that these interfaces converge in the scaling limit to a multiple Schramm-Loewner evolution, N -SLE κ , with κ = 3.
The interfaces can form a Catalan number C N = 1 N +1 2N N of possible planar connectivities, as also illustrated in Figure 1 .1. We label them by (planar) link patterns α = {{a 1 , b 1 }, . . . , {a N , b N }}, where {a 1 , b 1 , . . . , a N , b N } = {1, 2, . . . , 2N }, and we denote by LP N the set of the link patterns of N links {a j , b j }. We also denote by A δ the planar connectivity formed by the N discrete interfaces. We are interested in the crossing probabilities P[A δ = α] with α ∈ LP N , as functions of the marked boundary points.
In this article, we prove that for any number 2N of marked boundary points and any link pattern α ∈ LP N , the crossing probability P[A δ = α] converges in the scaling limit to a conformally invariant function expressed in terms of the pure partition functions of multiple SLE 3 . Furthermore, we find that the scaling limit of the interfaces is in fact the global multiple SLE 3 which is the sum of the extremal multiple SLE 3 probability measures associated to the various possible connectivity patterns of the interfaces.
To state our main result, we fix a simply connected domain Ω C and 2N distinct boundary points x 1 , . . . , x 2N ∈ ∂Ω in counterclockwise order, lying on locally connected boundary segments. We call (Ω; x 1 , . . . , x 2N ) a (topological) polygon, and when N = 1, we also call (Ω; x 1 , x 2 ) a Dobrushin domain. Suppose now that Ω is bounded. A sequence Ä (Ω δ ; x δ 1 , . . . , x δ 2N ) ä δ>0 of discrete polygons, defined in Section 5, is said to converge to (Ω; x 1 , . . . , x 2N ) as δ → 0 in the Carathéodory sense if there exist conformal maps f δ (resp. f ) from the unit disc U = {z ∈ C : |z| < 1} to Ω δ (resp. from U to Ω) such that f δ → f on any compact subset of U, and for all j ∈ {1, . . . , 2N }, we have lim δ→0 (f δ ) −1 (x δ j ) = f −1 (x j ). We define the pure partition functions Z α of multiple SLEs in Section 2.2.
Theorem 1.1. Let discrete polygons (Ω δ ; x δ 1 , . . . , x δ 2N ) on δZ 2 converge to (Ω; x 1 , . . . , x 2N ) as δ → 0 in the Carathéodory sense. Consider the critical Ising model in Ω δ with alternating boundary conditions. Denote by A δ the connectivity pattern formed by the N discrete interfaces. Then we have The result in Theorem 1.1 is very natural from the point of view of conformal field theory and statistical physics, knowing that variants of SLEs describe scaling limits of critical planar interfaces. Indeed, this result has been conjectured for example in [BBK05, FK15b, FSKZ17, PW17] and is widely believed to be true, however lacking rigorous proof. The purpose of the present article is to fill this gap. There are five possible planar connectivities, which can be grouped into two groups by rotational symmetry. Due to the rotational symmetry, the total partition function is of the form Z (N )
The proof of Theorem 1.1 has three main inputs: (1): convergence of Ising interfaces in a local sense, including convergence of their Loewner driving functions, from K. Izyurov's work [Izy17] that generalizes the approach of [CDCH + 14], (2): continuity of the scaling limit curves up to and including the swallowing time of the marked points (Proposition 5.1 of the present article); and (3): continuity of the Loewner chain associated to the multiple SLE 3 partition function Z Ising up to and including the same swallowing time (Theorem 4.1 of the present article). We prove Theorem 1.1 in Section 5.3.
The total partition function Z Ising has an explicit Pfaffian formula, already well-known in the physics literature, and appearing, e.g., in [KP16, Izy17, PW17] in the context of SLEs.
We discuss this formula in Section 3.2. The pure partition functions Z α are uniquely characterized as solutions of certain boundary value problems for partial differential equations, given by Equations (2.1), (2.2), and (2.4) in Section 2.2.
Analogues of Theorem 1.1 also hold for other critical planar statistical mechanics models whose boundary conditions are symmetric under cyclic permutations of the marked boundary points (rotationally symmetric). In the appendices to the present article, we discuss the following examples:
• critical percolation, whose exploration process converges in the scaling limit to SLE κ with κ = 6;
• Gaussian free field, whose level lines are SLE κ curves with κ = 4;
• chordal loop-erased random walks, which converge in the scaling limit to SLE κ with κ = 2.
Explicit formulas for connection probabilities for loop-erased random walks, the double-dimer model, and the Gaussian free field were found in [KW11a] , and further related to SLEs in [KKP17, PW17] . The other lattice models seem to be less exactly solvable: explicit formulas for crossing probabilities for the Ising model are not known in general, (special cases appear in [Izy17] ), and for percolation, only the case of two curves is known explicitly (given by Cardy's formula [Car92, Smi01] ).
In the random cluster representation of the Ising model (i.e., FK-Ising model), each connection probability describes a natural percolation event, but the boundary conditions are not rotationally symmetric.
Partition Functions of Multiple SLEs
In this section, we briefly discuss Schramm-Loewner Evolutions (SLE) and their partition functions. For background concerning SLEs, the reader may consult the literature [Sch00, Law05, RS05] .
Fix a simply connected domain Ω C. We define a Dobrushin domain to be a triple (Ω; x, y) with x, y ∈ ∂Ω two distinct points on locally connected boundary segments. In general, given 2N distinct boundary points x 1 , . . . , x 2N ∈ ∂Ω in counterclockwise order (on locally connected boundary segments), we call (Ω; x 1 , . . . , x 2N ) a (topological) polygon. We say that U ⊂ Ω is a sub-polygon of Ω if U is simply connected and U and Ω agree in neighborhoods of x 1 , . . . , x 2N , and in the case of N = 1, we also call it a Dobrushin subdomain. Finally, when the boundary of Ω is sufficiently regular (e.g., C 1+ for some > 0) in neighborhoods of all of the marked points x 1 , . . . , x 2N , we say that (Ω; x 1 , . . . , x 2N ) is nice.
Schramm-Loewner Evolutions
For κ ≥ 0, the (chordal) Schramm-Loewner Evolution, SLE κ , can be thought of as a family of probability measures P(Ω; x, y) on curves, indexed by Dobrushin domains (Ω; x, y). Each measure P(Ω; x, y) is supported on continuous unparameterized curves in Ω from x to y. This family is uniquely determined by the following two properties [Sch00]:
• Conformal invariance: Given any conformal map ϕ : H → Ω such that ϕ(0) = x and ϕ(∞) = y, we have ϕ(η) ∼ P(Ω; x, y) if η ∼ P(H; 0, ∞).
• Domain Markov property: if τ is a stopping time, then, given an initial segment η[0, τ ] of the SLE κ curve η ∼ P(Ω; x, y), the conditional law of the remaining piece η[τ, ∞) is the law P(Ω \ K τ ; η(τ ), y) of the SLE κ from the tip η(τ ) to y in the unbounded component
Explicitly, the SLE κ curves can be generated using random Loewner evolutions. Consider a family of maps (g t , t ≥ 0) obtained by solving the Loewner equation: for each z ∈ H,
where (W t , t ≥ 0) is a real-valued continuous function, which we call the driving function. Let
be the swallowing time of z. Denote K t := {z ∈ H : T z ≤ t}. Then, g t is the unique conformal map from H t := H \ K t onto H with the following normalization: lim z→∞ |g t (z) − z| = 0. We say that g t is normalized at ∞. The collection of hulls (K t , t ≥ 0) associated with such maps is called a Loewner chain. Now, the SLE κ in (H; 0, ∞) is the random Loewner chain (K t , t ≥ 0) driven by W t = √ κB t where (B t , t ≥ 0) is the standard Brownian motion. By the results of S. Rohde and O. Schramm [RS05] , the family (K t , t ≥ 0) of hulls is almost surely generated by a continuous transient curve (η t , t ≥ 0), in the sense that H t is the unbounded connected component of H \ η[0, t] for each t ≥ 0, and lim t→∞ |η(t)| = ∞. This random curve is the SLE κ trace in H from 0 to ∞, also referred to as the SLE κ in (H; 0, ∞). The SLE κ are simple curves when κ ∈ [0, 4], but have self-touchings when κ > 4. For κ ≥ 8, the SLE κ curves are space-filling. We only consider the range κ ∈ (0, 6] in this article.
Partition Functions of Multiple SLEs
Next, we discuss the characterization of the multiple SLE pure partition functions, appearing in the formula (1.1) for the crossing probabilities. We frequently use the following parameters (mostly focusing on the case of κ = 3, with h = 1 2 ):
κ ∈ (0, 6] and h = 6 − κ 2κ .
Multiple SLE κ partition functions are important objects in the theory of SLEs. They are positive smooth functions Z of 2N real variables x 1 < · · · < x 2N , satisfying the following two properties:
(PDE) Partial differential equations of second order :
for all i ∈ {1, . . . , 2N }.
(2.1) (COV) Möbius covariance: For all Möbius maps ϕ of H such that ϕ(x 1 ) < · · · < ϕ(x 2N ), we have
By the results of J. Dubédat [Dub07] , there is a one-to-one correspondence between the set of multiple SLE κ partition functions (up to multiplicative constant) and the space of so-called "local" multiple SLE κ processes (η 1 , η 2 , . . . , η 2N ). These processes are described by random Loewner evolutions as follows. For each j ∈ {1, . . . , 2N }, the curve η j is a Loewner chain associated to Z starting from x j in the sense that its Loewner driving function W t satisfies the SDEs
This process is well-defined up to the first time when either x j−1 or x j+1 is swallowed. Note that V i t is the evolution of the marked point x i . It coincides with g t (x i ) for t smaller than the swallowing time of x i . From properties (2.1) and (2.2), we know that the law of the Loewner chain associated to Z is that of the SLE κ in H from x j to ∞ weighted by the following local martingale:
The PDE system (2.1) and Möbius covariance (2.2) guarantee conformal invariance as well as a "stochastic reparameterization invariance" (i.e., "commutation") property, which roughly amounts to saying that, up to a certain stopping time, one may grow the curves (η 1 , . . . , η 2N ) in any order using the Loewner evolutions (2.3).
The pure partition functions Z α are special partition functions with the following asymptotics property (that serves as a boundary condition for the PDE system (2.1)):
(ASY) Asymptotics: Denoting for N = 0 by ∅ the link pattern in LP 0 , we have Z ∅ = 1 and for all N ≥ 1, for all α ∈ LP N , and for all j ∈ {1, . . . , 2N − 1} and ξ ∈ (x j−1 , x j+2 ), we have lim More generally, the multiple SLE κ partition functions are defined for any nice polygon (Ω; x 1 , . . . , x 2N ) via their conformal image: if ϕ : Ω → H is any conformal map such that ϕ(x 1 ) < · · · < ϕ(x 2N ), we set
We note that when N = 1, we have only one multiple SLE κ partition function, namely
where H Ω (x, y) is the boundary Poisson kernel, that is, the unique function determined by the properties
for any conformal map ϕ : Ω → ϕ(Ω). The boundary Poisson kernel also has the following useful monotonicity property: for any Dobrushin subdomain (U ; x, y) of (Ω; x, y), we have
(2.5)
Properties
To end this section, we collect some useful properties of the multiple SLE κ partition functions. First, we set B ∅ := 1 and define, for all N ≥ 1, and α ∈ LP N , and for all x 1 < · · · < x 2N , the following functions:
More generally, for a nice polygon (Ω; x 1 , . . . , x 2N ), we set
where ϕ is again a conformal map from Ω onto H such that ϕ(x 1 ) < · · · < ϕ(x 2N ). In applications, the following strong bound for the pure partition functions is very important: for κ ∈ (0, 6], and for any nice polygon (Ω; x 1 , . . . , x 2N ), we have
(2.7)
This bound was proved in [PW17, Theorem 1.1] and [Wu17, Theorem 1.6], and it was used in [PW17] to prove that the pure partition functions with κ = 4 give formulas for connection probabilities of the level lines of the Gaussian free field with alternating boundary data (see also Appendix B of the present article). Properties of the bound functions B α were crucial in that proof, and they will also play an essential role in the present article, where we consider the case κ = 3.
Another useful property of the collection {Z α : α ∈ LP N , N ≥ 0} is the following refinement of the asymptotics (2.4), proven in [PW17, Lemma 4.3] and [Wu17, Corollary 6.9]: for κ ∈ (0, 6], for all α ∈ LP N , and for all j ∈ {1, . . . , 2N − 1} and
(2.8)
Finally, we define the symmetric partition function as
It satisfies the PDE system (2.1), Möbius covariance (2.2) and the following asymptotics property: for N ≥ 1, and for all j ∈ {1, . . . , 2N − 1} and x 1 < · · · < x j−1 < ξ < x j+2 < · · · < x 2N , we have lim x j ,x j+1 →ξ,
(2.10)
Analysis of Multiple SLE Partition Functions for the Ising Model
In this section, we consider the symmetric partition function (2.9) for κ = 3, denoted by Z Ising = Z (N )
Ising , which appears in the denominator of the formula (1.1) for the Ising crossing probabilities. We prove key results needed in the proof of the main Theorem 1.1, concerning the following properties of Z Ising : Proposition 3.1. For all n ∈ {1, . . . , N } and ξ < x 2n+1 < · · · < x 2N , we have lim x 1 ,...,x 2n →ξ,
Ising (x 2n+1 , . . . , x 2N ).
Proposition 3.2. For any N ≥ 1, we have
These bounds are not sharp in general, but they are nevertheless sufficient to our purposes. Another important result in this section is Proposition 3.11, concerning the boundary behavior of the ratios Z α /Z Ising of partition functions when the variables evolve under a Loewner evolution. All of these results are crucial for proving Theorem 1.1, but also interesting by their own right. Furthermore, some of these results also hold for other values of κ, thereby providing with tools to investigate crossing probabilities for other statistical mechanics models -see Appendices A, B, and C.
In Section 3.1, we collect general identities concerning the bound functions B α and B. Then, we focus on the case κ = 3. We prove Propositions 3.1 and 3.2 respectively in Sections 3.2 and 3.3. Finally, we state and prove Proposition 3.11 in Section 3.4. Its proof relies on the above Propositions 3.1 and 3.2.
Properties of the Bound Functions
To begin, we consider the bound functions B α and B defined in Section 2.3. In particular, they satisfy properties similar to those appearing in Propositions 3.1 and 3.2 -see Lemmas 3.3 and 3.4. These results can in fact be applied to analyze multiple SLE κ partition functions for any κ ∈ (0, 6], and already in the article [PW17] , related results were used to prove that connection probabilities of level lines of the Gaussian free field are given by multiple SLE κ pure partition functions with κ = 4 (see also Appendix B).
Lemma 3.4. Fix p ≥ 0. For any N ≥ 1, we have
Proof. We prove (3.2) by induction on N ≥ 1. The initial case N = 1 is trivial. Let then N ≥ 2 and assume (3.2) holds up to N − 1. A straightforward calculation shows that
for any 1 ≤ j ≤ 2N − 1 and α ∈ LP N such that {j, j + 1} ∈ α. The product expression in the above formula is the same as the probability P (j,j+1) = P (j+1,j) in (B.2) in Appendix B. Thus, we have
Using the above observation, we first prove the upper bound in (3.2):
[by the ind. hypothesis] Then, we prove the lower bound in (3.2): first, we have
[by the ind. hypothesis]
Second, we note that
This gives the desired lower bound and completes the proof.
Remark 3.5. Suppose (U ; x 1 , . . . , x 2N ) is a nice sub-polygon of (Ω; x 1 , . . . , x 2N ). Then by (2.5), we have
Combining this with (3.2), we see that
Corollary 3.6. Fix κ ∈ (0, 6] and let Z (N ) be the symmetric partition function (2.9). Then we have
Proof. This follows by combining (2.7) with the upper bound in (3.2) for p = 2h.
Plugging in κ = 3, Corollary 3.6 gives immediately the upper bound in Proposition 3.2. However, the ratio Z α /B α can be arbitrarily small, so the lower bound in Proposition 3.2 cannot be derived easily from the lower bound in Lemma 3.4. To obtain the lower bound in Proposition 3.2, we first prove an identity for B in Lemma 3.8.
Remark 3.7. We record a trivial but helpful inequality here: for
(3.5)
In particular, we have
.
Proof. First, we use the definition (2.6) to write
(3.7)
Then, we convert the last three products into expressions in the variables y j 1 , . . . , y j 2N −2 :
(3.8)
Combining (3.7)-(3.8), we get (3.5). The first line of (3.6) follows from (2.6) and the second from (3.4).
Asymptotics of the Ising Partition Function
The symmetric partition function Z Ising has an explicit Pfaffian formula, already well-known in the physics literature, and appearing, e.g., in [KP16, Izy17, PW17] in the context of SLEs. To state it, we use the following notation: we let Π N denote the set of all pair partitions = {{a 1 , b 1 }, . . . , {a N , b N }} of the set {1, . . . , 2N }, that is, partitions of this set into N disjoint two-element subsets {a j , b j } ⊂ {1, . . . , 2N }, with the convention that a 1 < a 2 < · · · < a N and a j < b j for all j ∈ {1, . . . , N }. We also denote by sgn( ) the sign of the partition defined as the sign of the product (a − c)(a − d)(b − c)(b − d) over pairs of distinct elements {a, b}, {c, d} ∈ . Note that the set of link patterns LP N is the subset of Π N consisting of planar pair partitions. With these notations, the function (2.9) with κ = 3 reads (see, e.g., [PW17, Lemma 4 .13] and [KP16, Proposition 4.6] for a proof)
for Ω = H, and it can be defined for general nice polygons via conformal covariance, we have with any conformal map ϕ :
We note that from the Pfaffian formula it is not obvious that Z Ising > 0, but this is indeed the case. The positivity follows from its definition (2.9): we have
where each Z α is positive by [PW17, Theorem 1.1].
In this section, we prove the refined asymptotics property, Proposition 3.1, for the function Z Ising . In general, limiting behavior of functions of several variables is rather delicate, and indeed, even with the explicit formula (3.9) for Z Ising , the analysis of its boundary behavior as the variables tend together turns out to be difficult. The problem with using formula (3.9) is that it includes a sum of positive and negative terms, which could in principle lead to cancellations. However, thanks to the following miraculous Haffnian identity, a sum over non-negative terms, we are able to carry out the required analysis for Proposition 3.1.
Lemma 3.9. The following identity holds for all z 1 , . . . , z 2N ∈ C with z i = z j for all i = j:
(3.11)
Proof. Expanding the square of the Pfaffian, we have
We see from the asserted formula (3.11) that the diagonal terms = yield the desired Haffnian expression, and therefore, we only need to prove that all of the off-diagonal terms in (3.12) cancel. To establish this, we use induction on N ≥ 1. The initial case N = 1 is clear. Let us then assume that
Fix the variables z 1 , . . . , z 2N −1 ∈ C at arbitrary distinct positions, denote by
and consider the following meromorphic function of z ∈ C:
We aim to prove that the function F is identically zero. F (z) vanishes at z → ∞ and it can only have poles of degree at most two at z = z j for some j ∈ {1, . . . , 2N − 1}. We will show that these points are in fact not poles. By symmetry, it suffices to consider the Laurent series expansion of F at = z − z 2N −1 , and by translation invariance, F depends on z 2N −1 and z only via their difference. In particular, F is a meromorphic function of and the Laurent series reads
To exclude the first order poles, we show that the right-hand side of (3.14) is an even function of . First, we note that the Pfaffian function Pf(z 1 , . . . , z 2N ) is odd in the sense that for any i < j, we have Pf(z 1 , . . . , z i , . . . , z j , . . . , z 2N ) = −Pf(z 1 , . . . , z j , . . . , z i , . . . , z 2N ), and the function Hf(z 1 , . . . , z 2N ) is even in the sense that for any i < j, we have Hf(z 1 , . . . , z i , . . . , z j , . . . , z 2N ) = Hf(z 1 , . . . , z j , . . . , z i , . . . , z 2N ).
In particular, choosing i = 2N − 1 and j = 2N , we have
Now, the Laurent series expansion of the second line as a function of
and because δ = − , this shows that the Laurent series expansion (3.14
The term of order −2 in (3.14) is given by those terms in (3.13) for which we have (2N ) = (2N ) = 2N − 1, that is, {2N − 1, 2N } ∈ ∩ . Removing this pair from both and results in two different pair partitions of 2N − 2 points, which have the same signs as and . Therefore, we have
This expression is zero by the induction hypothesis. Thus, the function F : C → C has no poles.
In conclusion, we have shown that F is a bounded entire function with lim z→∞ F (z) = 0. Therefore, by Liouville's theorem, F ≡ 0. This shows that (Pf) 2 ≡ Hf and finishes the proof.
Proof of Proposition 3.1. By the identity (3.10), we have Z ( ) Ising > 0 for all ≥ 1, so it is sufficient to prove the corresponding statement for the squares, that is, to show the identity lim x 1 ,...,x 2n →ξ,
We denote by K = {1, 2, . . . , 2n}. Using the explicit formula from Lemma 3.9, we write Ä Z (N )
In the limit of the ratio
ä 2 for which #{{a, b} ∈ : a, b, ∈ K} ≥ n can have a non-zero contribution. These are exactly the pair partitions that factorize into two parts: = 1 ∪ 2 , with 1 ∈ Π n and 2 ∈ Π N −n pair partitions of K and {2n + 1, 2n + 2, . . . , 2N }, respectively. Thus, we have lim x 1 ,...,x 2n →ξ,
where we omitted terms that tend to zero in the limit. This proves the asserted identity.
Bounds for the Ising Partition Function
The purpose of this section is to prove Proposition 3.2:
Proof. The upper bound in (3.15) follows directly from Corollary 3.6 with κ = 3. To prove the lower bound in (3.15), a slightly more clever calculation is needed, where the Haffnian identity of Lemma 3.9 plays a crucial role. The lower bound follows from Lemma 3.10 below.
Lemma 3.10. For any N ≥ 1, we have
Proof. We prove (3.16) by induction on N ≥ 1. The initial case N = 1 follows from B (1) = Z
(1) Ising . Let then N ≥ 2 and assume (3.16) holds up to N − 1. By Lemma 3.9, we have Ä Z (N )
Expanding the sum over pair partitions ∈ Π N into terms according to the pair j of the last point 2N , we can write
where y j i := x i for 1 ≤ i ≤ j − 1 and y j i := x i+1 for j ≤ i ≤ 2N − 2. Now, by the induction hypothesis, we have Ñ Z (N )
Recalling Lemma 3.8 and separating the sum according to the parity of j, we obtain
Because all terms are non-negative, dropping the sum over even j yields the lower bound Ñ Z (N )
(3.17) Now, using Remark 3.7, we see that the last product is in fact larger than 1:
Finally, we note that
where P (j,2N ) is the probability in (B.2). In particular, we have 1≤j<2N, j is odd
Using the Cauchy-Schwarz inequality, we eventually get the following lower bound for the square:
Because by (3.10) and (2.6), we have Z Ising > 0 and B > 0, this gives also the lower bound (3.16).
Technical Result for the Ising Partition Function
The final result of this section concerns the boundary behavior of the ratios Z α /Z Ising of partition functions when the variables evolve under a Loewner evolution. It is crucial for proving Theorem 1.1 in Section 5.
Proposition 3.11. Let α = {{a 1 , b 1 }, . . . , {a N , b N }} ∈ LP N and suppose that {1, 2} ∈ α. Fix an index n ∈ {2, 3, . . . , N } and real points x 1 < · · · < x 2N . Suppose η is a continuous simple curve in H starting from x 1 and terminating at x 2n at time T , which hits R only at {x 1 , x 2n }. Let (W t , 0 ≤ t ≤ T ) be its Loewner driving function and (g t , 0 ≤ t ≤ T ) the corresponding conformal maps. Then we have
To reach the conclusion, it suffices to show that B α /B (N ) → 0 and Z (N ) Ising /B (N ) > 0 in the limit of (3.18). The former limit was proven in [PW17, Proposition B.1]. For the latter, we first note that, by the lower bound in Proposition 3.2, we have
We also have B (n) /B (N ) → B (N −n) by Lemma 3.3 and Z (N )
This proves the claim.
Loewner Chains Associated to Partition Functions When κ = 3
Fix j ∈ {1, . . . , 2N }. Recall from Sections 2.1 and 2.2 that, for x 1 < · · · < x 2N , the Loewner chain associated to an SLE κ partition function Z(x 1 , . . . , x 2N ) starting from x j is the process with driving function given by (2.3). In this section, we fix κ = 3 and consider the Loewner chain η = η j associated to Z (N )
Ising (x 1 , . . . , x 2N ) starting from x j . For i ∈ {1, . . . , 2N } \ {j}, we denote the swallowing time of x i by
We note that the Loewner chain η is well-defined up to the swallowing time
With (g t , t ≥ 0) the conformal maps normalized at ∞ associated to η, we see from the SDEs (2.3) that for t < T , the law of η is that of the SLE 3 in H from x j to ∞ weighted by the local martingale
Therefore, the Loewner chain η is generated by a continuous curve up to time T because the SLE 3 is. However, the continuity of the Loewner chain as it approaches the swallowing time is difficult to derive in general. In this section, we analyze the behavior of the Loewner chain when approaching the swallowing time and prove the continuity of the process. Proposition 3.2 plays an important role in the proof. The main result of this section is Theorem 4.1 stated below, which we prove in Section 4.2.
To begin, we fix notation to be used throughout. If (Ω; x 1 , . . . , x 2N ) is a polygon and γ a simple curve from x a to x b that only touches ∂Ω at its endpoints, we denote by D R γ (resp. D L γ ) the connected component of Ω \ γ having the counterclockwise boundary arc (x a+1 x b−1 ) (resp. (x b+1 x a−1 )) on its boundary. Also, for each i ∈ {1, . . . , 2N }, we denote by I i := {. . . , i−3, i−1, i+1, i+3, . . .} the set of indices in {1, . . . , 2N } that have different parity than i. Ising (x 1 , . . . , x 2N ) starting from x j is almost surely generated by a continuous curve (η(t), 0 ≤ t ≤ T ) up to and including T . It almost surely terminates at one of the points {x i : i ∈ I j }. For any k ∈ I j , the probability of terminating at x k is given by
(4.1)
Moreover, conditionally on the event {η(T ) = x k }, the law of η is that of the SLE 3 curve γ in H from x j to x k weighted by the Radon-Nikodym derivative
Cascade Relation for Partition Functions
Let (Ω; x 1 , . . . , x 2N ) be a nice polygon and α ∈ LP N . Given any link {a, b} ∈ α, let γ be the SLE 3 in Ω from x a to x b , and assume that a < b for notational simplicity. Then, the link {a, b} divides the link pattern α into two sub-link patterns, connecting respectively the points {a + 1, . . . , b − 1} and {b + 1, . . . , a − 1}. After relabeling of the indices, we denote these two link patterns by α R and α L . Then, we have the following cascade relation for the pure partition functions: 
Without loss of generality, we may assume that a < b. The identity (4.4) then follows by summing over all possible α L and α R in the cascade relation (4.3):
We remark that Z 
Proof of Theorem 4.1
We prove Theorem 4.1 by induction on N ≥ 1. There is nothing to prove in the initial case N = 1, so we assume that N ≥ 2. We break the proof into several lemmas. Without loss of generality, we assume that j = 1. We let η be the Loewner chain associated to Z Ising (x 1 , . . . , x 2N −2 ) starting from x 1 , then for t < T , the law of η is that of the SLE 3 in H from x 1 to ∞ weighted by the local martingale M (N −1;1) t . Therefore, the law of η is the same as the law of η weighted by the local martingale
(4.5)
By the bounds (3.1) and (3.6), we have
By the monotonicity property (2.5), we have
and in conclusion, we obtain
From this, we see that for any > 0, the local martingale R t is bounded up to the stopping time
In particular, the law of η is absolutely continuous with respect to the law of η up to S , for any > 0. Therefore, on the event E 2N −1 that η accumulates in the open interval (x 1 , x 2N −1 ), the law of η is absolutely continuous with respect to the law of η. Thus, by the hypothesis on η, we see that on the event E 2N −1 , η is almost surely generated by a continuous curve up to and including T , and it almost surely terminates at one of the points {x 2 , x 4 , . . . , x 2N −2 }. This finishes the proof.
Lemma 4.4. Assume that Theorem 4.1 holds for N − 1. Then, for any n ∈ {1, . . . , N − 1}, we have
(4.6)
Proof. Using the same notations as in the proof of Lemma 4.3, we recall that η has the law of η weighted by the local martingale (4.5), which we write in the form
. Now, on the event {η(T ) = x 2n }, η is continuous up to and including T by Lemma 4.3. Hence, Proposition 3.1 shows that as t → T , we have almost surely
. Furthermore, the convergence also holds in L 1 . Namely, R t is a uniformly integrable martingale on the event { η(T ) = x 2n }: the law of η weighted by R t is the same as the law of η, and by Lemma 4.3, η is almost surely continuous up to and including T -thus, on the event {η(T ) = x 2n }, there is almost surely a positive distance between η[0, T ] and the points {x 2n+1 , . . . , x 2N }. Therefore, we have
(4.7)
Now, by the hypothesis on η, on the event { η(T ) = x 2n }, the law of η is that of the SLE 3 curve γ in H from x 1 to x 2n weighted by the Radon-Nikodym derivative Z (n−1)
(4.8)
Combining this with (4.7), we have
On the other hand, by the hypothesis on η, we have
Ising (x 1 , . . . , x 2N −2 )
, (4.9) and therefore,
Ising (x 1 , . . . , x 2N )
(4.10)
This concludes the proof.
Lemma 4.5. Assume that Theorem 4.1 holds for N − 1. Then, for all n ∈ {1, . . . , N − 1}, conditionally on the event {η(T ) = x 2n }, the law of η is that of the SLE 3 curve γ in H from x 1 to x 2n weighted by the Radon-Nikodym derivative Z (n−1)
(4.11)
Proof. We still use the same notations as in the proof of Lemmas 4.3 and 4.4. Then, on the event {η(T ) = x 2n }, the law of η is the same as the law of η weighted by the Radon-Nikodym derivative
On the other hand, on the event { η(T ) = x 2n }, the law of η is the same as the law of γ weighted by the Radon-Nikodym derivative (4.8). Therefore, conditionally on the event {η(T ) = x 2n }, the law of η is the same as the law of γ weighted by the Radon-Nikodym derivative
[by (4.9) and (4.10)]
This gives the asserted formula (4.11) and completes the proof.
With Lemmas 4.3 -4.5 at hand, we have proved the conclusions in Theorem 4.1 for the Loewner chain η associated to Z (N )
Ising (x 1 , . . . , x 2N ) starting from x 1 on the event E 2N −1 that η accumulates in the interval (x 1 , x 2N −1 ). It remains to analyze the behavior of η when it accumulates in [x 2N −1 , ∞) ∪ (−∞, x 1 ). Since the Loewner chain is conformally invariant, we may apply a Möbius transformation ϕ of H such that ϕ(x 2N −1 ) < ϕ(x 2N ) < ϕ(x 1 ) < ϕ(x 2 ) < · · · < ϕ(x 2N −2 ). Then, ϕ(η) is the Loewner chain starting from ϕ(x 1 ), and the boundary segment [x 2N −1 , ∞) ∪ (−∞, x 1 ) becomes [ϕ(x 2N −1 ), ϕ(x 1 )). This is equivalent to analyzing the Loewner chain starting from x 3 when it accumulates in the boundary segment [x 1 , x 3 ). This remaining case will be addressed in the following lemma. Ising (x 1 , . . . , x 2N ) starting from x 3 , and F 2N −1 the event that η accumulates in (−∞, x 3 ) ∪ (x 3 , x 2N −1 ). Then, on the event F 2N −1 , the Loewner chain η is almost surely generated by a continuous curve up to and including T , and it almost surely terminates at one of the points {x 2 , x 4 , . . . , x 2N −2 }. Furthermore, the probability of terminating at x 2 is given by and conditionally on {η(T ) = x 2 }, the law of η is that of the SLE 3 curve γ in H from x 3 to x 2 weighted by the Radon-Nikodym derivative Z (N −1)
(4.13)
Proof. Let η be the Loewner chain associated to Z (N −1)
Ising (x 1 , . . . , x 2N −2 ) starting from x 3 . Then, as in the proof of Lemma 4.3, we see that the law of η is the same as the law of η weighted by the local martingale
By a similar analysis as in the proof of Lemma 4.3, on the event F 2N −1 , the law of η is absolutely continuous with respect to the law of η. In particular, η is almost surely (on F 2N −1 ) generated by a continuous curve up to and including T , terminating almost surely at one of the points {x 2 , x 4 , . . . , x 2N −2 }.
Then, by a similar analysis as in the proof of Lemma 4.4, on the event {η(T ) = x 2 }, we obtain
[by (2.10)]
Thus, on the event {η(T ) = x 2 }, the law of η is the same as the law of η weighted by
(4.14)
Also, by the hypothesis on η, on the event { η(T ) = x 2 }, the law of η is the same as γ weighted by
(4.15) Therefore, we have
Combining this with (4.4) and the hypothesis on P[ η(T ) = x 2 ], we obtain (4.12). Moreover, combining (4.14) and (4.15), conditionally on {η(T ) = x 2 }, the law of η is that of γ weighted by the Radon-Nikodym derivative given by (4.13). This completes the proof of the lemma, as well as of Theorem 4.1.
Crossing Probabilities in Critical Ising Model
Let Ω δ be a family of finite subgraphs of the rescaled square lattice δZ 2 , for δ > 0. Fix 2N boundary points x δ 1 , . . . , x δ 2N of Ω δ in counterclockwise order. As illustrated in Figure 1 .1 in Section 1, consider the critical Ising model on (Ω δ ; x δ 1 , . . . , x δ 2N ) with alternating boundary conditions:
⊕ on (x δ 2j−1 x δ 2j ), for j ∈ {1, . . . , N } and on (x δ 2j x δ 2j+1 ), for j ∈ {0, 1, . . . , N }, (5.1) with the convention that x δ 2N = x δ 0 and x δ 2N +1 = x δ 1 . In this setup, N macroscopic interfaces connect pairwise the boundary points x δ 1 , . . . , x δ 2N . Suppose that (Ω δ ; x δ 1 , . . . , x δ 2N ) approximate some polygon (Ω; x 1 , . . . , x 2N ) as δ → 0, as detailed below. K. Izyurov proved in his article [Izy17] that locally, the scaling limits of these interfaces are given by the Loewner chain (2.3) with κ = 3 and Z = Z (N ) Ising . On the other hand, in the article [BPW18] of V. Beffara, E. Peltola, and H. Wu, it was proven that conditionally on a given connectivity α ∈ LP N of the curves, their scaling limit is the unique global N -SLE 3 associated to α. Furthermore, the marginal law of one curve under the global multiple SLE 3 probability measure is given by the Loewner chain (2.3) with κ = 3 and Z = Z α . Because Z Ising = α Z α , it is natural to expect that the result of Izyurov could be extended to a global result. This is the purpose of Section 5.2.
On the other hand, one may wonder what is the probability that the Ising interfaces form a given connectivity encoded in a link pattern α. In general, formulas for such crossing probabilities are not known, but some special cases appear in [Izy15] . However, the main result of the present article, Theorem 1.1, says that the Ising crossing probabilities do have a conformally invariant scaling limit, and specifies this limit as the ratio of the multiple SLE 3 partition functions Z α /Z Ising . We prove Theorem 1.1 in Section 5.3.
Ising Model
To begin, we fix notation to be used throughout. We consider finite subgraphs G = (V (G), E(G)) of the (possibly translated, rotated, and rescaled) square lattice Z 2 . We call two vertices v and w neighbors if their Euclidean distance equals one, and we then write v ∼ w. We denote the inner boundary of G by
The dual lattice (Z 2 ) * is a translated version of Z 2 : its vertex set is (1/2, 1/2) + Z 2 and its edges are given by all pairs (v 1 , v 2 ) of vertices that are neighbors. The vertices and edges of (Z 2 ) * are called dual-vertices and dual-edges, whereas we sometimes call the vertices and edges of Z 2 primal-vertices and primal-edges. In particular, for each primal-edge e of Z 2 , we associate a dual-edge, denoted by e * , that crosses e in the middle. For a subgraph G of Z 2 , we define G * to be the subgraph of (Z 2 ) * with edge set E(G * ) = {e * : e ∈ E(G)} and vertex set given by the endpoints of these dual-edges.
We define a discrete Dobrushin domain to be a triple (G; v, w) with v, w ∈ ∂G, v = w, where G is a finite connected subgraph of Z 2 such that the complement of G is also connected (that is, G is simply connected). The boundary ∂G is divided into two arcs (vw) and (wv), where Dobrushin boundary conditions for the Ising model will be specified. We also define a discrete polygon to be a (2N + 1)-tuple (G; v 1 , . . . , v 2N ), where v 1 , . . . , v 2N ∈ ∂G are distinct boundary vertices in counterclockwise order. In this case, the boundary ∂G is divided into 2N arcs, where alternating boundary conditions will be specified. We also let G denote the simply connected domain formed by all of the faces, edges, and vertices of G.
The Ising model on G is a random assignment σ = (σ v ) v∈V (G) ∈ { , ⊕} V (G) of spins. With free boundary conditions, the probability measure of the Ising model is given by the Boltzmann measure
with inverse-temperature β > 0 and Hamiltonian
Only the neigboring spins interact with each other. The Ising model exhibits an order-disorder phase transition [MCW73] : there exists a critical temperature T c such that above T c , the Ising configurations are disordered, and below T c , large clusters of equal spins appear. For the square lattice, we have
At the critical temperature, the system does not have a typical length scale, and using renormalization arguments, physicists argued [BPZ84, Car96] , and mathematicians later proved in a series of works starting from [Smi06, Smi10] , that the model becomes conformally invariant in the scaling limit. In this article, we consider the scaling limit of the Ising model at criticality. For τ ∈ { , ⊕} Z 2 , we define the Ising model with boundary condition τ via the Hamiltonian
In particular, if (G; v, w) is a discrete Dobrushin domain, we may consider the Ising model with Dobrushin boundary conditions (domain-wall boundary conditions): we set ⊕ along the arc (vw), and along the complementary arc (wv). More generally, in a discrete polygon (G; v 1 , . . . , v 2N ), we consider alternating boundary conditions, where ⊕ and alternate along the boundary as in (5.1).
In the Ising model, the spins lie on the primal-vertices v ∈ G. On the other hand, interfaces lie on the dual lattice G * . Let v * 1 , . . . , v * 2N be dual-vertices nearest to v 1 , . . . , v 2N , respectively. Then, given j ∈ {1, . . . , N }, we define the Ising interface starting from v * 2j as follows. It starts from v * 2j , traverses on the dual-edges, and turns at every dual-vertex in such a way that it always has primal-vertices with spin ⊕ on its left and spin on its right. If there is an indetermination when arriving at a vertex (this may happen on the square lattice), it turns left. The Ising interface starting from v * 2j−1 is defined similarly with the left/right switched.
We focus on scaling limits of the Ising model on G: we let G = Ω δ be a subgraph of the rescaled square lattice δZ 2 with small δ > 0, which will tend to zero 1 . Our precise approximation scheme is the following: if (Ω; x 1 , . . . , x 2N ) is a bounded polygon and
ä δ>0 a sequence of discrete polygons, we say that (Ω δ ; x δ 1 , . . . , x δ 2N ) converges to (Ω; x 1 , . . . , x 2N ) as δ → 0 in the Carathéodory sense if there exist conformal maps f δ (resp. f ) from the unit disc U = {z ∈ C : |z| < 1} to Ω δ (resp. from U to Ω) such that f δ → f on any compact subset of U, and for all j ∈ {1, . . . , 2N }, we have lim δ→0 (f δ ) −1 (x δ j ) = f −1 (x j ). We emphasize again that the Ising spins lie on the primal-vertices the interfaces on the dual graph. However, we shall abuse notation by writing Ω δ for Ω δ or (Ω * ) δ , and x δ for x δ or (x * ) δ .
Convergence of Interfaces
In this section, we first summarize some existing results on the convergence of Ising interfaces, and then explain how to extend Izyurov's result [Izy17] on the local convergence of multiple interfaces to be global.
Starting from the celebrated work of S. Smirnov [Smi06, Smi10] , the conformal invariance for the 2D critical Ising model has been proved in terms of correlations [CI13, HS13, CHI15] and interfaces [CDCH + Later, C. Hongler, K. Kytölä, and K. Izyurov extended the discrete holomorphic fermion to more general settings [HK13, Izy15, Izy17] . In particular, Izyurov proved in [Izy17, Theorem 1.1] that the Ising interfaces in discrete polygons with alternating boundary conditions (5.1) converge to multiple SLEs in the following local sense. Let discrete polygons (Ω δ ; x δ 1 , . . . , x δ 2N ) on δZ 2 converge to (Ω; x 1 , . . . , x 2N ) as δ → 0 in the Carathéodory sense, and fix a conformal map ϕ from Ω to H such that ϕ(x 1 ) < · · · < ϕ(x 2N ). Fix j and let η δ be the Ising interface starting from x δ j . For r > 0, define T δ,r to be the first time that η δ gets within distance r from the other marked points {x δ 1 , . . . , x δ j−1 , x δ j+1 , x δ 2N }. Then, as δ → 0, the process (ϕ(η δ (t)), 0 ≤ t ≤ T δ,r ) converges weakly to the Loewner chain η associated to the partition function Z (N ) Ising (ϕ(x 1 ), . . . , ϕ(x 2N )) up to the same stopping time. We call this local convergence since the convergence only holds up to the cutoff time T δ,r .
To establish the convergence globally, that is, without a cutoff time, we need three pieces of input:
(1) the local convergence, as explained above;
(2) the fact that the limiting processη of ϕ(η δ ) is continuous up to and including the swallowing time T of the marked points; and
(3) the fact that the Loewner chain η is continuous up to and including the swallowing time T .
With these three pieces of input at hand, we know thatη has the same law as η up to the cutoff time T r by (1), and letting r → 0, we find thatη and η have the same law up to and including T because of (2) and (3). Among the three pieces of input, we have the local convergence (1) from Izyurov's work [Izy17] . The continuity of the scaling limit (2) Proposition 5.1. Let discrete polygons (Ω δ ; x δ 1 , . . . , x δ 2N ) on δZ 2 converge to (Ω; x 1 , . . . , x 2N ) as δ → 0 in the Carathéodory sense, and fix a conformal map ϕ from Ω to H such that ϕ(x 1 ) < · · · < ϕ(x 2N ).
Consider the critical Ising model on Ω δ with alternating boundary conditions (5.1). Fix j ∈ {1, . . . , 2N } and denote by η δ the interface starting from x δ j . Then, ϕ(η δ ) converges weakly to the Loewner chain associated to the multiple SLE 3 partition function Z Remark 5.2. In [BPW18, Theorem 1.2], it was proven that for each α ∈ LP N , there exists a unique global multiple SLE 3 associated to α. This probability measure is supported on families of curves with the given topological connectivity α. Furthermore, it follows from [PW17, Lemma 4.8 and Proposition 4.9] that these curves are Loewner chains whose driving functions satisfy the SDEs (2.3) with Z the pure partition function Z α for κ = 3.
On the other hand, we have Z (N ) Ising = α∈LP N Z α , so it follows from Proposition 5.1 that the probability measure of the limit curveη of the Ising interface is the global multiple SLE 3 which is the sum of the extremal multiple SLE 3 probability measures associated to the various possible connectivity patterns of the interfaces (c.f. [PW17, Corollary 1.2]).
Proof of Theorem 1.1
Now we are ready to prove the main result of this article: Proof. We prove the claim by induction on N ≥ 1. It is trivial for N = 1 because both sides of (1.1) equal one. Thus, we assume that the claim holds for N − 1 and denote, for all β ∈ LP N −1 , by P β (Ω; x 1 , . . . , x 2N −2 ) the associated crossing probabilities. Then, we fix α ∈ LP N and prove the claim for P[A δ = α]. We note that the probabilities
form a sequence of numbers in [0, 1], so there is always a subsequential limit. Suppose Q α is any subsequential limit: for some δ n → 0 as n → ∞,
It suffices to prove that Q α = Z α /Z Ising .
Without loss of generality, we assume that {1, 2} ∈ α. Fix a conformal map ϕ from Ω to H such that ϕ(x 1 ) < · · · < ϕ(x 2N ). Consider the Ising interface η δ starting from x δ 1 . Let η be the Loewner chain associated to Z (N ) Ising (ϕ(x 1 ), . . . , ϕ(x 2N )) starting from ϕ(x 1 ). Proposition 5.1 shows that ϕ(η δ ) converges weakly to η as δ → 0. In particular, ϕ(η δn ) converges weakly to η as n → ∞. For convenience, we couple them in the same probability space so that they converge almost surely.
First, let us analyze η. Using the notation g t (ϕ(x i )) = V i t for all i = 1, we define, for t < T ,
polygon (ϕ(D δn ); ϕ(x δn 3 ), . . . , ϕ(x δn 2N )) converges almost surely to the polygon (D L η ; ϕ(x 3 ), . . . , ϕ(x 2N )) as n → ∞ in the Carathéodory sense. By the induction hypothesis, we have
, 
A Appendix: Crossing Probabilities in Critical Percolation
In this appendix, we prove an analogue of Theorem 1.1 for critical percolation on the triangular lattice.
Let T denote the triangular lattice and H the honeycomb lattice. We take T as the primal lattice and H = T * the dual lattice (note that T and H are dual to each other). We consider the critical Bernoulli site percolation on T : each primal-vertex is purple or yellow with equal probability 1/2, independently of the status of the other vertices. Figure A. 1 depicts an example configuration.
Then, we let discrete Dobrushin domains (Ω δ ; x δ , y δ ) on δT converge to a Dobrushin domain (Ω; x, y) as δ → 0 in the Carathéodory sense. We impose Dobrushin boundary conditions for the critical percolation on Ω δ : all vertices along the boundary arc (x δ y δ ) are purple, and all vertices along the boundary arc (y δ x δ ) are yellow. We define the percolation interface analogously to the Ising interface: it starts from x δ , traverses on dual-edges and turns at every dual-vertex in such a way that it always has yellow (resp. purple) primal-vertices on its left (resp. right) -see also Figure A .1. With this definition, we obtain an interface in Ω δ from x δ to y δ . It was proved in the celebrated works [Smi01, CN07] that, as δ → 0, this interface converges weakly to the chordal SLE 6 in (Ω; x, y). Later, in [CN06] F. Camia and C. M. Newman extended this result also to the convergence of collection of interface loops.
In this appendix, we focus on another generalization: convergence of multiple interfaces with alternating boundary conditions. Thus, we let discrete polygons (Ω δ ; x δ 1 , . . . , x δ 2N ) on δT converge to (Ω; x 1 , . . . , x 2N ) as δ → 0 in the Carathéodory sense, and consider the critical percolation on Ω δ with alternating boundary conditions: purple on (x δ 2j−1 x δ 2j ), for j ∈ {1, . . . , N } and yellow on (x δ 2j x δ 2j+1 ), for j ∈ {0, 1, . . . , N }, with the convention that x δ 2N = x δ 0 and x δ 2N +1 = x δ 1 . We run interfaces starting from x δ 1 , x δ 3 , . . . , x δ 2N −1 following the same rule as above: the interfaces traverse dual-edges in such a way that they always have yellow (resp. purple) primal-vertices on the left (resp. right) -see Figure A .1. In this setup, the N interfaces terminate at the vertices x δ 2 , x δ 4 , . . . , x δ 2N , forming a planar connectivity, which we encode in a link pattern A δ ∈ LP N . By [BPW18, Remark 1.5], for each fixed α ∈ LP N , conditioned on the event {A δ = α}, the collection of N interfaces converges weakly to the global multiple SLE 6 associated to α.
We are interested in the convergence of the probabilities P[A δ = α]: The formula (A.1) for N = 2 is known as Cardy's formula [Car92] . It was rigorously proved by S. Smirnov in [Smi01] . For general N ≥ 1, in fact, the symmetric partition function is identically one:
(see [KP16, Proposition 4.9]). We will prove (A.1) for general N ≥ 1. The proof of Theorem 1.1 (Ising case) works almost verbatim for the case of percolation, except for Proposition 3.11. The proof of Proposition 3.11 does not apply to the case κ = 6 because in this case, we have 2h = 0. We prove the analogue of Proposition 3.11 for κ = 6 in Proposition A.2 below. Admitting this fact, we prove Theorem A.1:
Proof of Theorem A.1. The claim is trivial for N = 1 because both sides of (A.1) equal one. Thus, we assume inductively that the claim holds for N − 1, fix α ∈ LP N , and prove the claim for P[A δ = α]. As in the proof of Theorem 1.1, it suffices to prove the assertion Q α = Z α for any subsequential limit
for δ n → 0. Also, we assume that {1, 2} ∈ α, and denote for each δ > 0 by η δ the percolation interface starting from x δ 1 . We fix a conformal map ϕ from Ω to H such that ϕ(x 1 ) < · · · < ϕ(x 2N ), and define T δ to be the first time that ϕ(η δ ) disconnects any of the marked points {ϕ(x δ 2 ), . . . , ϕ(x δ 2N )} from ∞.
Let then η be the chordal SLE 6 in (H; 0, ∞), and define T to be the first time that η disconnects any of the marked points {ϕ(x 2 ), . . . , ϕ(x 2N )} from ∞. By the target-independence property of the percolation interface, as δ → 0, the process (ϕ(η δ (t)), 0 ≤ t ≤ T δ ) converges 2 weakly to (η(t), 0 ≤ t ≤ T ). In particular, the process (ϕ(η δn (t)), 0 ≤ t ≤ T δn ) converges weakly to (η(t), 0 ≤ t ≤ T ) as n → ∞. We couple them in the same probability space with almost sure convergence.
Next, we define for t < T the process M t := Z α (W t , V 2 t , . . . , V 2N t ), where V j t are the time evolutions of the marked points ϕ(x j ) under the Loewner chain of η. Since η is an SLE 6 process, it is continuous up to and including T and, as t → T , it hits one of the open intervals (ϕ(x 2 ), ϕ(x 3 )), (ϕ(x 3 ), ϕ(x 4 )), . . ., (ϕ(x 2N −1 ), ϕ(x 2N )), (ϕ(x 2N ), ∞). For each j ∈ {2, 3, . . . , 2N }, with the convention that ϕ(x 2N +1 ) = ∞, we denote by E j := {η(T ) ∈ (ϕ(x j ), ϕ(x j+1 ))} the event that η hits the interval (ϕ(x j ), ϕ(x j+1 )) as t → T . From (2.8) and Proposition A.2, we have almost surely, as t → T , = Z α (ϕ(x 1 ), . . . , ϕ(x 2N )).
[
by (A.2)]
This completes the induction step and finishes the proof.
Last, we prove the remaining proposition.
Proposition A.2. Let {Z α : α ∈ LP N } be the pure partition functions of multiple SLE 6 . Let α ∈ LP N and assume that {1, 2} ∈ α. Fix an index n ∈ {3, 4, . . . , 2N } and real points x 1 < · · · < x 2N . Suppose η is a continuous curve in H starting from x 1 . Denote by T its swallowing time of x 2 and assume that η is continuous up to and including T . Suppose also that η(T ) ∈ (x n , x n+1 ). Let (W t , 0 ≤ t ≤ T ) be the Loewner driving function of η and (g t , 0 ≤ t ≤ T ) the corresponding conformal maps. Then we have lim t→T Z α (W t , g t (x 2 ), . . . , g t (x 2N )) = 0. Next, we review the construction of pure partition functions in [Wu17] . Recall that α ∈ LP N and {1, 2} ∈ α. Suppose y 1 < y 2 < · · · < y 2N . On the event {γ ∩ (y 3 , y 2N ) = ∅}, denote by D γ the connected component of H \ γ with (y 3 , y 2N ) on its boundary. It was proved in [Wu17, Proposition 6.1] that Z α (y 1 , . . . , y 2N ) = E î 1 {γ∩(y 3 ,y 2N )=∅} Zα(D γ ; y 3 , . . . , y 2N ) ó , whereα = α/{1, 2} ∈ LP N −1 . Now, by (2.7), we know that Zα ≤ 1, and combining with (A.4), we have Z α (y 1 , . . . , y 2N ) ≤ P[γ ∩ (y 3 , y 2N ) = ∅] = G(1 − z) G(1) , where z = (y 2 − y 1 )(y 2N − y 3 ) (y 3 − y 1 )(y 2N − y 2 ) .
Plugging this into (A.3), we have
) .
Because G( ) → 0 as → 0, it suffices to prove that Z t → 1 as t → T . By assumption, η is continuous up to and including T . When η(T ) ∈ (x 3 , x 2N ), we always have Z t → 1 as t → T . On the other hand, when η(T ) ∈ (x 2N , ∞), we still have Z t → 1 as t → T . These facts complete the proof.
B Appendix: Connection Probabilities for Level Lines of GFF
In the proof of Lemma 3.4 in Section 3, we use the following facts concerning the level lines of the Gaussian free field (GFF). We shall not define the GFF nor its level lines precisely, because they are not needed to understand the present article. The reader may find background on this topic, e.g., in [She07, SS13, WW17] . Importantly, the level lines are SLE κ curves with κ = 4. Fix a constant λ = π/2. Let Γ be the GFF in H with alternating boundary data:
λ on (x 2j−1 , x 2j ), for j ∈ {1, . . . , N } and − λ on (x 2j , x 2j+1 ), for j ∈ {0, 1, . . . , N }, with the convention that x 0 = −∞ and x 2N +1 = ∞. For j ∈ {1, . . . , N }, let η j be the level line of Γ starting from x 2j−1 , considered as an oriented curve. If x k is the other endpoint of η j , we say that the level line η j terminates at x k . Similarly as in the case of the Ising model, the endpoints of the level lines (η 1 , . . . , η N ) give rise to a planar pair partition, which we encode in a link pattern A = A(η 1 , . . . , η N ) ∈ LP N . Moreover, for a, b ∈ {1, . . . , 2N }, where a is odd and b is even, the probability that the level line of the GFF starting from x a terminates at x b is given by ([PW17, Proposition 5.6]) P (a,b) (x 1 , . . . , x 2N ) = 1≤i≤2N, i =a,b
Here, the powers δ −2N are cancelled by the conditioning, resulting in the normalization factor Z (N ) LERW on the right-hand side. To prove (C.2), similar ideas as in the case of the Ising model could be used, the main inputs being the following:
(1) local convergence of the branches to multiple SLE 2 curves;
(2) continuity of the limiting curve up to and including the swallowing time of the marked points; and
(3) the fact that the Loewner chain associated to the partition function Z 
