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Dots: Exchange Interaction Effect on Shot Noise
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We investigate the zero-frequency shot noise of electronic tunneling through a single quantum dot
(SQD) and coherently coupled quantum dots (CQD) taking into account the Coulomb interaction.
Within Hartree-Fock approximation, the analytical expressions of current and zero-frequency shot
noise are self-consistently derived in the framework of full counting statistics for the both systems.
We demonstrate that the correction term of zero-frequency shot noise induced by the intradot
Coulomb interaction is almost negligible compared to the noninteracting shot noise in a SQD,
while in a CQD the interplay of the interdot coherence fluctuations and strong interdot Coulomb
interaction can induce a super-Poissonian noise even in the symmetric case.
PACS numbers: 73.63.-b, 72.70.+m, 73.23.Hk, 73.63.Kv
I. INTRODUCTION
The dynamics of electron transport through the quan-
tum dot (QD) system is one of the most interesting top-
ics in mesoscopic physics, which has motivated many
experimental investigations, such as ones on the struc-
tures of barriers with localized states,1,2 the single quan-
tum dot(SQD)3–7 and the double or multiple quantum
dots,8–13 and also a lot of theoretical research.14–25 In
particular, the shot noise, resulting from charge dis-
creteness and stochastic transfer process, serves as an
important indicator for the dynamic property in the
mesoscopic structures,14 as well as a revelation of a lot
of other information, such as the charge unit26,27 and
entanglement28,29 of the transferred charges. The en-
hancement of shot noise is an important signature for
the non-Poisson process. The classical Poisson process
requires shot noise S follows the expression S = 2eI,
where e refers to the unit charge and I the current,
while in quantum transport the charge distribution is
proved to follow the binomial statistics.30 It has been
reported that the electronic tunneling through a single
quantum dot with multiple energy levels and a coupled
quantum dots (CQD) system turned outs to be super-
Poisson (S > 2eI).6–8,12 For the system of CQD, the
interdot coherence and Coulomb interaction are essential
factors to determine the shot noise characteristics of this
system, thereby arousing great research interests8,12,21–24
and deserving more research investigations.
Over the past decades, many theoretical attempts have
been devoted to understanding of the super-Poisson pro-
cess in the QD system, especially the effects of Coulomb
blockade in coherently coupled quantum dots system
on the enhancement of zero-frequency shot noise. It is
worthwhile to point out that when only the interdot co-
herent coupling31,32 or the Coulomb blockade33–35 effect
is taken into account, the noise-to-current ratio (Fano
factor) is found to be suppressed. However, the joint ef-
fect of the coherence and the Coulomb interaction has
been reported to enhance the shot noise. Aghassi et
al.
22 demonstrated the appearance of super-Poissonian
noise for symmetric configuration of a CQD taking ac-
count of both intra- and inter-dot Coulomb repulsions if
the vertical energy gap is relatively smaller than the se-
quential energy gap and the applied bias voltage is below
the sequential threshold. Nevertheless for the strongly
broken symmetric case, they reported the observation
of both super-Poissonian noise and negative differential
conductance in the region with the bias above the se-
quential tunneling threshold. Kießlich et al.12 attributed
the noise enhancement of CQD to the interplay of strong
Coulomb repulsion and quantum coherence, and showed
the high sensitivity of such mechanism to the decoher-
ence caused by electron-phone scattering. One of the
authors, Dong,23,24 predicted a giant Fano factor of elec-
tronic tunneling through a parallel CQD in the strong
Coulomb blockade regime due to the interference be-
tween two transport path. However, all the works men-
tioned above employed the technique of master equation,
whether modified or not, whose validity is not ensured in
the small bias region and strong interacting system. Out
of the application boundary of master equation, more ap-
propriate techniques are expected. For instance, Lo´pez
et al.
25 adopted nonequilibrium Green funtions (NGF)
with slave-boson mean-field theory to describe correlated
double quantum dots system.
In this work, within the framework of NGF and
Hartree-Fock (HF) decoupling approximation, we adopt
the full counting statistics (FCS) theory36–39 to inves-
tigate the zero-frequency shot noise of electronic tun-
neling through a series CQD with symmetric configura-
tion in strong Coulomb blockade regime. FCS was intro-
duced to describe the probability distribution of charge
transport through mesoscopic conductors and thus con-
tained important dynamic information.30 With these in-
struments, we study the joint effect of coherent exchange
2and Coulomb interactions on the shot noise in detail.
Due to this joint effect, super-Poissonian characteristic
structures in shot noise, i.e. the peak and plateau, are
found at the small and large bias region, respectively.
The outline of this paper is as follows. In Sec.II, we
give a simplified approach to zero-frequency shot noise
in single quantum dot in comparison with the work of
Hershfield,40 who performed the derivations of shot noise
expression within the diagrammatic technique. In this
way, we confirm the validity of our theory to some extent.
In Sec.III, this technique is generalized to study the CQD
system, and numerical simulations and discussions are
presented. Then the summary is given in Sec.IV.
II. SINGLE QUANTUM DOT
A. Model and Approximation
We adopt the impurity Anderson model to describe
the single quantum dot system including two electrodes
(source and drain reservoirs) and a quantum dot, specif-
ically as
H = HL +HR +HD +HT , (1)
with
Hη =
∑
ηkσ
ǫηkσc
†
ηkσcηkσ , (2)
HD =
∑
σ
E0d
†
σdσ + Ud
†
↑d↑d
†
↓d↓, (3)
HT =
∑
ηkσ
[
Vηke
iλη(t)/2d†σcηkσ +H.c.
]
. (4)
Here, Hη (η = {L,R}) models the left and right leads
with the noninteracting approximation, where ǫηkσ de-
notes the single-electron energy with the momentum la-
bel (k) and spin label (σ = {↑, ↓}) and c†ηkσ (cηkσ) cre-
ates (destroys) a corresponding electron in the electrode
η. HD describes the quantum dot with the electron en-
ergyE0 and the Coulomb interaction parameter U , where
d†σ and dσ are the creation and annihilation operators
for the spin-σ electron on the dot. The last term HT
models the electron tunneling between leads and the dot
with the coupling parameters VLk and VRk, which link
the dot to the left electrode and the right one respec-
tively. In the framework of FCS, the counting field with
respect to the lead η is introduced and labeled by λη(t).
Note that in this work, the symbol − denotes the for-
ward path on Keldysh contour and the symbol + the
backward path. Thus, on the forward or backward path
λη(t) is expressed as λη(t) = λη∓θ(t)θ(T − t) and fur-
thermore results in λη− = −λη+ = λη in calculations of
FCS. Here, T denotes the measuring time during which
the counting fields are non-zero. Because of the configu-
ration symmetry, we might as well set the counting fields
between the right lead and the dot λR− = λR+ = 0 for
the convenience.37–39
For the purpose of investigating FCS, we employ the
Hartree approximation to deal with the Coulomb inter-
action within the quantum dot, i.e. write the second
term of HD as Uρ↑d
†
↓d↓ + Uρ↓d
†
↑d↑, where we define
ρ↑ = 〈d
†
↑d↑〉λ and ρ↓ = 〈d
†
↓d↓〉λ. It is deserved to empha-
size that ρ−σ 6= ρ
+
σ , whose superscripts − and + indicate
the position of time argument on the Keldysh contour,
resulting from the fact λη− 6= λη+. Therefore, in this
approximation the total HD is written as
HD =
∑
σ
E0d
†
σdσ + Uρ↑d
†
↓d↓ + Ud
†
↑d↑ρ↓
=
∑
σ
ǫ0d
†
σdσ, (5)
where we introduce the λ-dependent noninteracting en-
ergy level ǫ0, which is defined as ǫ0 = E0 + Uρ. Here,
the λ-dependent electron occupation number holds the
relation that ρ = ρ↑ = ρ↓ in this non-magnetic system.
However, note that ǫ−0 6= ǫ
+
0 , from the obvious relation
ρ− 6= ρ+. At the end, we point out that through this
paper we use the natural units (~ = e = kB = 1).
B. Theoretical Formulation
In this subsection, we shall first carry out the calcula-
tion to obtain the generating function χ(λ) or the cumu-
lant generating function lnχ(λ). Then according to the
relation between cumulants and the cumulant generating
function, the current and the shot noise expressions are
derived respectively, actually ending up in terms of some
response and correlation functions which will be defined
later.
To obtain the so-called cumulant generating func-
tion lnχ(λ), which takes the expression as χ(λ) =
〈TCe
−i
∫
C
HT (t)dt〉, where TC is the Keldysh contour
ordering operator, the adiabatic method is a good
choice: lnχ(λ) = −iT U(λ−, λ+) = −iT U(λ,−λ), where
U(λ−, λ+) is the adiabatic potential. A quite straightfor-
ward way is to take the functions λ±(t) to different con-
stants as λ± first, then substitute the expression of Tλ
into the non-equilibrium Feynman-Hellmann equation,
which is ∂U(λ−,λ+)∂λ
−
=
〈
∂HT (t)
∂λ
−
〉
λ
, and naturally arrive
at
∂U(λ−, λ+)
∂λL−
=
i
2
∑
kσ
〈VLke
iλL−/2d†σcLkσ −H.c.〉λ. (6)
For practical reasons, we introduce the contour-order
mixed GFs
Gηkσ,dσ(t, t
′) = −i〈TCcηkσ(t)d
†
σ(t
′)〉λ, (7)
3Gdσ,ηkσ(t, t
′) = −i〈TCdσ(t)c
†
ηkσ(t
′)〉λ. (8) Thus, we can rewrite Eq.(6) as
∂U(λ−, λ+)
∂λL−
=
1
2
∑
kσ
[
VLke
iλL−/2G−−Lkσ,dσ(t, t
+)− VLke
−iλL−/2G−−dσ,Lkσ(t, t
+)
]
. (9)
where t+ is defined as t+ = t+ 0+. Note that
G−−ηkσ,dσ(t, t
′) = VLk
∫
dt1
[
g−−ηkσ(t, t1)e
−iλη−/2G−−dσ (t1, t
′)− g−+ηkσ(t, t1)e
−iλη+/2G+−dσ (t1, t
′)
]
, (10)
G−−dσ,ηkσ(t, t
′) = VLk
∫
dt1
[
G−−dσ (t, t1)e
iλη−/2g−−ηkσ(t1, t
′)−G−+dσ (t, t1)e
iλη+/2g+−ηkσ(t1, t
′)
]
, (11)
where we define the QD Green function Gdσ(t, t
′) = −i〈TCdσ(t)d
†
σ(t
′)〉λ and the bare lead GFs are gηkσ(t, t
′) =
−i〈TCcηkσ(t)c
†
ηkσ(t
′)〉λ. Substituting the above two Dyson equations into Eq.(9) and performing Fourier transforma-
tion, we obtain
∂U(λ−, λ+)
∂λ−
=
i
2
∑
σ
∫
dE
2π
[
G−+dσ (E)Σ
+−
Lσ (E)− Σ
−+
Lσ (E)G
+−
dσ (E)
]
, (12)
where with superscripts µ, ν marking the time position on the Keldysh contour(µ, ν = {−,+}), we define the self-
energy
Σµνησ(E) =
∑
k
V 2ηke
i(ληµ−λην)/2gµνηkσ(E). (13)
From now on, we will omit the energy argument E to save the space. Obviously, in order to obtain the adiabatic
potential, we have to evaluate the GFs for the QD. Using the equation of motion (EOM) technique (details please
refer to the Appendix A), we obtain
Gˆdσ =
(
G−−dσ G
−+
dσ
G+−dσ G
++
dσ
)
=
1
D
(
E − E0 − Uρ
+ +
∑
η iΓη(fη −
1
2 ) ie
iλ¯L/2ΓLfL + iΓRfR
−iΓLe
−iλ¯L/2(1− fL)− iΓR(1− fR) −(E − E0 − Uρ
−) +
∑
η iΓη(fη −
1
2 )
)
, (14)
where λ¯η = λη− − λη+. Here D is given as
D = i
[
ΓR(fR −
1
2
) + ΓL(fL −
1
2
)
]
(ǫ+0 − ǫ
−
0 ) + (E − ǫ
−
0 )(E − ǫ
+
0 ) + Γ
2
−ΓLΓR
[
fR(1 − fL)(1 − e
−iλ¯L/2) + fL(1− fR)(1− e
iλ¯L/2)
]
, (15)
where fη denotes the Fermi distribution function with respect to the lead η and Γ is defined as Γ = (ΓL + ΓR)/2
with the definition of level-width function Γη = 2π
∑
k ρ(Ek)V
2
ηk and ρ(Ek) indicating the density of states. Γη can
be taken as energy-independent and hence a constant with the assumption of the wide band limit.
Solve the Dyson equation and then obtain the demanded
expressions of G−+dσ and G
+−
dσ for the evaluation of
Eq.(12). To complete the calculations for the adiabatic
potential, it should be noted that the Hartree approxi-
mation introduces two unknown parameters ρ− and ρ+
involved in the expression of D and hence in that of Gˆdσ.
To solve the problem, we have to find the self-consistent
equations and the corresponding solution of GFs, which
we need to derive the adiabatic potential formula. Ac-
cording to the definition of G−−dσ (t, t
′) and G++dσ (t, t
′), we
obtain the following self-consistent equations:
ρ− =
∫
dE
2πi
G−−dσ e
iE0+ , (16)
ρ+ =
∫
dE
2πi
G++dσ e
−iE0+ . (17)
It is found that the to-be-solved parameters ρ− and ρ+
also contained in the expressions for G−−dσ and G
++
dσ .
4Then one can do the expansion of ρ− and ρ+ in the
Eq.(16) and Eq.(17) with respect to the counting field
λ to some proper orders according to the aim of the cal-
culations. In the following, we just need to expand them
to the first order with respect to ( i2λ):
41
ρ− = ρ(0) + ρ−(1)
(
i
2
λ
)
+ o(iλ), (18)
ρ+ = ρ(0) + ρ+(1)
(
i
2
λ
)
+ o(iλ). (19)
Unrelated to the external measuring field, the zero-order
term is the result from the mean-field approach. By con-
trast, the concerned fluctuation of the mean electron oc-
cupation number induced by the Coulomb interaction is
mainly described by the first-order term, and hence con-
nected with the counting field. Actually, the two zero-
order self-consistent equations hold the same form:
ρ(0) =
∫
dE
2π
ΓLfL + ΓRfR
D(0)
, (20)
where D(0) = (E − ǫ
(0)
0 )
2 + Γ2 and ǫ
(0)
0 = E0 + Uρ
(0).
Obviously, ρ(0) is totally determined by the Eq.(20) , and
will be assumed to be known in the solutions of ρ−(1) and
ρ+(1). Then, let us turn to the first-order self-consistent
equations, and for the purpose of symmetric forms, they
are constructed as:
ρ−(1) + ρ+(1) = (M1 +M2)(ρ
−(1) − ρ+(1))
+M3(ρ
−(1) + ρ+(1)) +M4, (21)
ρ−(1) − ρ+(1) = (−M1 +M5)(ρ
−(1) + ρ+(1))
+M3(ρ
−(1) − ρ+(1)) +M6, (22)
where the integrals in the equations are
M1 =
∫
dE
2πi
U
D(0)
, (23a)
M2 =
∫
dE
2πi
2UA2
D(0)
2 , (23b)
M3 =
∫
dE
2π
2UA(E − ǫ0)
D(0)
2 , (23c)
M4 =
∫
dE
2π
2AB
D(0)
2 , (23d)
M5 =
∫
dE
2πi
2U(E − ǫ0)
2
D(0)
2 , (23e)
M6 =
∫
dE
2πi
2(E − ǫ0)B
D(0)
2 , (23f)
with
A = ΓL(fL −
1
2
) + ΓR(fR −
1
2
), (24a)
B = ΓLΓR(fR − fL). (24b)
Solving the self-consistent Eq.(21) and Eq.(22), we find
the solutions for ρ−(1) and ρ+(1), which account for the
fluctuation of electron occupation number and contribute
to the correction of the shot noise.
Until now, we have obtained the zero and first order
solutions of GFs in theory if substituting the numerical
calculations of ρ(0), ρ−(1) and ρ+(1) into Gˆdσ. Then, it
is natural to derive the formulae of the current I and
the zero-frequency shot noise S. According to Eq.(16),
Eq.(17) and Eqs.(A6), we arrive at the explicit expression
of Eq.(12)(λ¯η = λη− − λη+):
∂U(λ−, λ+)
∂λL−
= −ΓLΓR
∫
dE
2π
1
D
[
eiλ¯L/2fL(1− fR)
−e−iλ¯L/2fR(1− fL)
]
. (25)
Thus, the current can be calculated as
I =
1
T
∂ lnχ(λ)
∂(iλL/2)
∣∣∣∣
λ=0
= 2
∫
dE
2π
T (E)(fL − fR), (26)
with the transmission coefficient T (E) defined as (Γ =
(ΓL + ΓR)/2):
T (E) =
ΓLΓR
(E − E0 − Uρ(0))2 + Γ2
. (27)
And the zero-frequency shot noise can be evaluated as
S = 2
1
T
∂2 lnχ(λ)
∂(iλL/2)2
∣∣∣∣
λ=0
= S0 + Sc. (28)
Here, we divide the zero-frequency shot noise S into two
separated parts, i.e. the mean-field current fluctuation S0
and the correction term Sc, which is due to the intradot
Coulomb interaction. Their explicit expressions are as
follows:
S0 = 4
∫
dE
2π
{
T (E)[fL(1− fR) + fR(1− fL)]− T
2(E)(fL − fR)
2
}
, (29)
5and
Sc =
4
ΓLΓR
∫
dE
2π
T 2(E)(fL − fR)U
{
(E − ǫ0)(ρ
−(1) + ρ+(1)) + i[ΓL(fL −
1
2
) + ΓR(fR −
1
2
)](ρ−(1) − ρ+(1))
}
. (30)
About twenty years ago, S. Hershfield40 has adopted
the Feynman diagram expansion technique to obtain the
concerned expression of Sc by some response and cor-
relation functions. In order to compare our derivation
of Sc with this result, we begin with the definitions of
the current-density response function χjn, the density-
density response function χnn, the density-density corre-
lation function Snn and the current-density correlation
function Sjn:
χjn =
∫
dt {−iθ(t)〈[j(t), ρ(0)]〉} , (31a)
χnn =
∫
dt {−iθ(t)〈[ρ(t), ρ(0)]〉} , (31b)
Snn =
∫
dt
[
〈ρ(t)ρ(0)〉 − 〈ρ〉2
]
, (31c)
Sjn =
∫
dt [〈j(t)ρ(0)〉+ 〈ρ(t)j(0)〉 − 2〈j〉〈ρ〉] , (31d)
where j(t) indicates the current operator. One can define
the effective distribution function of the quantum dot
feff = (ΓLfL + ΓRfR)/(ΓL + ΓR) and carry out the
calculations as:
χjn = −
∫
dE
2π
2ΓLΓR
D(0)
2 (fL − fR)(E − ǫ0), (32a)
χnn = 4Γ
∫
dE
2π
E − ǫ0
D(0)
2 feff , (32b)
Snn = 4Γ
2
∫
dE
2π
feff (1− feff )
D(0)
2 , (32c)
Sjn = 2ΓLΓRΓ
∫
dE
2π
1− 2feff
D(0)
2 (fL − fR). (32d)
Now it is convenient to have the integrals in Eqs.(23a)
− (23f) expressed in terms of the above response and
correction functions, and hence ρ−(1) and ρ+(1) in terms
of χjn, χnn, Sjn and Snn:
ρ−(1) + ρ+(1) =
Sjn
1− Uχnn
+
2UχjnSnn
(1− Uχnn)2
(33)
ρ−(1) − ρ+(1) =
−iχjn
1− Uχnn
. (34)
Substituting the Eq.(33) and (34) into Eq.(30) yields
Sc = 4
[
χjn
U
1−Uχnn
Snn
U
1−Uχnn
χjn
+ Sjn
U
1−Uχnn
χjn
]
.
(35)
Comparing this Sc expression with the previous result
of S. Hershfield, we believe the constant factor 2 before
the second term on the right hand side of the equation in
his result is not necessary. From physical point of view,
obviously, this vertex correction part of the shot noise is
totally related to a set of response and correction func-
tions of the electron density and the current. On the
other hand, from technical point of view, the correction
term corresponds to the vertex correction to the non-
vanishing connection part in the conventional Feynman
diagram expansion technique42. Until now, we have ob-
tain all the important equations we are interested in for
the case of single quantum dot system.
C. Results and Discussion
For each set of chosen parameters, from the self-
consistent equations (20) − (22), we obtain ρ(0), ρ−(1)
and ρ+(1), which are then substituted in Eqs.(26), (29)
and (30) to compute the mean-field result of zero-
frequency shot noise and its correction part. In the calcu-
lations, we set the Fermi energy zero, EF = 0 in equilib-
rium situation, and apply the bias voltage symmetrically,
µL,R = ±
1
2V . Without loss of generality, we assume
E0 = 0, U = 2Γ0 and T = 0.1Γ0 in the following discus-
sion concerning the symmetric case and nonsymmetric
case, where Γ0 is the energy unit during numerical cal-
culations through out this paper
For the symmetric case, Fig.1(a) plots ρ(0) and |ρ(1)|
versus the external bias voltage (note ρ−(1) = ρ+(1)
∗
).
Obviously, the magnitude of |ρ(1)| is one order smaller
than ρ(0) and the peak of |ρ(1)| corresponds to the large
increasing rate of ρ(0) with respect to bias voltage. The
first feature indicates small Sc in comparison with S0,
because according to the fomula of zero-frequency shot
noise, a small fluctuation of electron occupation number
relative to ρ(0) exerts a small disturbance to the mean-
field result S0.
The second feature about the peak of Sc can be ex-
plained by the resonant tunneling effect. Actually, the
Hartree approximation gives the electron energy level
ǫ0 = E0 + Uρ ≃ 0.8Γ0 and hence the resonant tunneling
bias voltage 1.6Γ0, if we use ρ
(0) ∼ 0.4 to roughly esti-
mate ǫ0 at the voltage point where Sc reaches peak. It
is an acceptable prediction about the tunneling voltage
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Figure 1: (Color online) (a) Zero-order and first-order of elec-
tron occupation numbers versus bias voltage. (b) Current I ,
noninteracting noise S0 and 10 times correction term of shot
noise 10Sc versus bias voltage. Parameters: ΓL = ΓR = Γ0.
compared with the approximate result 2Γ0 indicated in
Fig.1(a). In Fig.1(b), Sc is nearly one order of magni-
tude smaller than S0, which is consistent with the ratio
of |ρ(1)| to ρ(0). In other word, the correction part of shot
noise stemming from the fluctuation of electron occupa-
tion number is usually not prominent enough to increase
the Fano factor largely enough and even greater than 1
(Fano factor γ is defined as γ = S/(2I)).
For nonsymmetric cases, we define the nonsymmetric
factor γns = ΓL/ΓR to describe the nonsymmetric de-
gree. As illuminated in Fig.2, we plot the mean-field re-
sult term and the correction term of zero-frequency shot
noise for γns = 3 and γns =
1
3 respectively. In both cases,
the magnitude of Sc is one order smaller than S0, as in
the symmetric case. However, for nonsymmetric case we
find that the correction term from the intradot Coulomb
interaction contributes positively to the whole shot noise
for γns =
1
3 , while for γns = 3 the contribution turns out
to be negative. To interpret the sign of Sc, we would like
to consider two extreme cases in the following discussions,
, i.e. γns ≫ 1 and γns ≪ 1. In the case of γns ≫ 1, elec-
trons flush into the dot from the left electrode but have
little chance to be pumped out into the right lead, which
results in the saturation of electron occupation inside the
dot and a high potential “wall” (Coulomb blockade) in
the dot. This strongly strengthened Coulomb blockade
immediately reduces some possibilities of dynamic pro-
cesses. For example, because of the strong Coulomb re-
pulsion in the dot, the electrons are not as free to hop
from the right lead back to the dot as they do if there
are no Coulomb interaction in the dot, which actually
decreases the dynamic fluctuation of current. That is to
say the interplay of Coulomb repulsion and many enough
electrons pilling in the dot gives rise to the negative sign
of Sc.
On the contrary, similar analyses for the case of γns ≪
1 show that Coulomb interaction leads to the increase
of shot noise if few electrons occupy the dot. Thus, we
speculate that the sign of Sc is related to electron occu-
pation numbers, which is associated with γns, and the
absolute contribution of Sc may goes to nearly zero if a
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Figure 2: (Color online) Noninteracting noise S0 (dash) and
10 times correction term of shot noise 10Sc (solid) versus bias
voltage with E0 = 0, U = 2Γ0 and T = 0.1Γ0 for γns = 3
(blue), γns =
1
3
(green). Inset: S0 and 10Sc are plotted for
γns = 1.15 (red).
proper value of γns is chosen. For instance, the inset in
Fig.2 illustrates the case of γns = 1.15: the maximum
absolute value of 10Sc becomes one order of magnitude
smaller, being 0.048.
III. COUPLED QUANTUM DOTS
A. Model and Approximation
We employ the two-impurity Anderson model to de-
scribe the system of coupled quantum dots (CQD), i.e.
H = HL +HR +HD +HT , in which
Hη =
∑
ηk
ǫηkc
†
ηkcηk, (36)
HD = ǫ1c
†
1c1+ ǫ2c
†
2c2+Ω(c
†
1c2+c
†
2c1)+Uc
†
1c1c
†
2c2, (37)
HT =
∑
k
[
VLe
iλL(t)/2c†1cLk + VRe
iλR(t)/2c†Rkc2 +H.c.
]
.
(38)
HD models the coupled quantum dots with ǫ1(ǫ2) de-
noting the energy level of the quantum dot 1(2) and Ω
indicating the magnitude of electron tunneling between
the two dots, where we employ the single energy level
approximation. As we just want to focus our attention
on the effect of interdot Coulomb interaction U in this
case, we assume the Coulomb interaction in either sin-
gle quantum dot goes to infinity and thus the spin index
is omitted. HT denotes the tunneling between the reser-
voirs and two QDs, in which the parameter Vη (η = L,R)
is the corresponding tunneling magnitude between the
dot and the electrode, and the measuring field (λη) is
introduced in a symmetric way. For the convenience of
further discussion, let λη− = −λη+ = λη and the sym-
metric configuration of external counting field requires
that λL = −λR = λ.
7In this case, we adopt the conventional HF approxi-
mation, which was suggested to be more reasonable than
Hubbard-I approximation as long as the applied bias volt-
age is not relatively large43, i.e.
c†1c1c
†
2c2 ≃ 〈c
†
1c1〉c
†
2c2 + c
†
1c1〈c
†
2c2〉
−〈c†1c2〉c
†
2c1 − 〈c
†
2c1〉c
†
1c2. (39)
Then we introduce the effective energy levels ǫαr = ǫα +
Uρββ and the effective coupling parameter Ωαβ = Ω −
Uραβ (α 6= β) with ραβ being defined as ραβ = 〈c
†
αcβ〉
(α, β = 1, 2). Thus, we can put Eq.(37) in a concise form:
HD = ǫ1rc
†
1c1 + ǫ2rc
†
2c2 +Ω12c
†
1c2 +Ω21c
†
2c1. (40)
We still want to accentuate that depending on whether
the time argument is on the forward path or the backward
path on Keldysh contour, ραβ meets the obvious relation
ρ−αβ 6= ρ
+
αβ, which results in ǫ
−
αr 6= ǫ
+
αr and Ω
−
αβ 6= Ω
+
αβ .
B. Theoretical Formulation
As we can see from the single dot case, the to-be-solved
expressions of the adiabatic potential, which play a cen-
tral role in deriving the final results, counts on the solu-
tions of a set of Green functions of the central region. So
we employ EOM technique to solve these Green functions
of the CQD, which are defined as
Gαβ(t, t
′) = −i〈TCcα(t)c
†
β(t
′)〉λ. (41)
We introduce Green function of CQD in energy domain
in the matrix form as
Gˆ =


G−−11 G
−+
11 G
−−
12 G
−+
12
G+−11 G
++
11 G
+−
12 G
++
12
G−−21 G
−+
21 G
−−
22 G
−+
22
G+−21 G
++
21 G
+−
22 G
++
22

 . (42)
Then some trivial calculations lead to the Dyson equation
in the matrix form:
gˆ−1Gˆ = Iˆ + ΣˆGˆ, (43)
where gˆ denotes the uncoupled QD Green function ma-
trix and Σˆ the self-energy matrix. All the details are il-
lustrated clearly in the Appendix B. However, the Dyson
equation is not enough to obtain the Green functions, Gˆ,
because the self-consistent parameters ρ11, ρ12, ρ21 and
ρ22 in Eq.(43), which can be evaluated by the following
self-consistent equations:
ρ−αβ =
∫
dE
2πi
G−−αβ (E)e
iE0+ , (44)
ρ+αβ =
∫
dE
2πi
G++αβ (E)e
−iE0+ . (45)
By introducing a projection operator Pˆ and integral op-
erators Iˆ− and Iˆ+, which are defined as PˆG
±±
αβ = G
±±
αβ ,
PˆG±∓αβ = 0, Iˆ− =
∫
dE
2piie
iE0+ and Iˆ+ =
∫
dE
2piie
−iE0+ , we
can rewrite the eight self-consistent equations concisely
in a matrix form,
ρˆ = PˆGˆ, (46)
where the density matrix ρˆ is defined as
ρˆ =


ρ−11 0 ρ
−
21 0
0 ρ+11 0 ρ
+
21
ρ−12 0 ρ
−
22 0
0 ρ+12 0 ρ
+
22

 , (47)
and the operator matrix Pˆ is defined as
P =


Iˆ−Pˆ
Iˆ+Pˆ 0
Iˆ−Pˆ
0 Iˆ+Pˆ

 . (48)
Because only the current and shot noise are considered
in this work, we only need to expand ρˆ to the zero-order
and the first-order with respect to the counting field pa-
rameters λL and λR:
41
ρˆ = ρˆ(0) +
∑
η
ρˆ(1)η
(
i
2
λη
)
+ o(λL, λR), (49)
where the zero-order term ρˆ(0) gives
ρˆ(0) =


ρ
(0)
11 0 ρ
(0)
21 0
0 ρ
(0)
11 0 ρ
(0)
21
ρ
(0)
12 0 ρ
(0)
22 0
0 ρ
(0)
12 0 ρ
(0)
22

 , (50)
and the first-order term ρˆ
(1)
η gives
ρˆ(1)η =


ρ
−(1)
11,η 0 ρ
−(1)
21,η 0
0 ρ
+(1)
11,η 0 ρ
+(1)
21,η
ρ
−(1)
12,η 0 ρ
−(1)
22,η 0
0 ρ
+(1)
12,η 0 ρ
+(1)
22,η

 . (51)
Correspondingly, we expand gˆ−1, Gˆ and Σˆ to the first-
order with respect to λL and λR:
gˆ−1 = gˆ−1(0) +
∑
η
gˆ−1(1)η
(
i
2
λη
)
+ o(λL, λR), (52)
Gˆ = Gˆ(0) +
∑
η
Gˆ(1)η
(
i
2
λη
)
+ o(λL, λR), (53)
Σˆ = Σˆ(0) +
∑
η
Σˆ(1)η
(
i
2
λη
)
+ o(λL, λR), (54)
8where the specific elements in the above matrixes are
elaborated in Appendix B. Substituting Eqs.(52)-(54)
into Eq.(43), one obtains the formal solutions of the zero-
order and the first-order terms of Gˆ in terms of gˆ and Σˆ:
Gˆ(0) = (gˆ−1(0) − Σˆ(0))−1, (55)
Gˆ
(1)
L = Gˆ
(0)(Σˆ
(1)
L − gˆ
−1(1)
L )Gˆ
(0), (56)
Gˆ
(1)
R = Gˆ
(0)(Σˆ
(1)
R − gˆ
−1(1)
R )Gˆ
(0). (57)
Note that Eq.(B13) tells the expression of gˆ−1(0) contains
the elements of ρˆ(0) and that of gˆ
−1(1)
η contains the ele-
ments of ρˆ(0) and ρˆ
(1)
η . Inserting the expansions of ρˆ and
Gˆ into Eq.(46), one immediately arrive at:
ρˆ(0) = PˆGˆ(0), (58)
ρˆ
(1)
L = PˆGˆ
(1)
L , (59)
ρˆ
(1)
R = PˆGˆ
(1)
R . (60)
Now we are at a proper position to have ρˆ0 and ρˆ
(1)
η truly solved. Eq.(55) tells that all the elements of Gˆ(0) are
regarded as the function of the matrix ρˆ(0), on the other hand ρˆ(0) is determined by Gˆ(0) as Eq.(58) indicates. Thus,
combining the two matrix equations, we give the following equations to evaluate ρˆ0 self-consistently:
ρ
(0)
11 =
∫
dE
2π
1
∆(0)
{
ΓLfL
[
(E − ǫ2 − Uρ
(0)
11 )
2 +
1
4
Γ2R
]
+ ΓRfR(Ω− Uρ
(0)
12 )(Ω− Uρ
(0)
21 )
}
, (61a)
ρ
(0)
22 =
∫
dE
2π
1
∆(0)
{
ΓRfR
[
(E − ǫ1 − Uρ
(0)
22 )
2 +
1
4
Γ2R
]
+ ΓLfL(Ω− Uρ
(0)
12 )(Ω− Uρ
(0)
21 )
}
, (61b)
ρ
(0)
21 =
∫
dE
2πi
1
∆(0)
(Ω− Uρ
(0)
21 )
{
iΓLfL(E − ǫ2 − Uρ
(0)
11 ) + iΓRfR(E − ǫ1 − Uρ
(0)
22 )−
1
2
ΓLΓR(fL − fR)
}
, (61c)
ρ
(0)
12 =
∫
dE
2πi
1
∆(0)
(Ω− Uρ
(0)
12 )
{
iΓLfL(E − ǫ2 − Uρ
(0)
11 ) + iΓRfR(E − ǫ1 − Uρ
(0)
22 ) +
1
2
ΓLΓR(fL − fR)
}
. (61d)
Note that these zero-order electron occupation numbers hold the following relations: ρ
(0)∗
11 = ρ
(0)
11 , ρ
(0)∗
22 = ρ
(0)
22 and
ρ
(0)∗
12 = ρ
(0)∗
21 . With the solved ρˆ
(0) and Gˆ(0), we turn to the solution of ρˆ
(1)
L . Plugging Eq.(56) into Eq.(59) yields the
following linear algebraic equations:
ρˆ
(1)
L = PˆGˆ
(0)


0 −iΓLfL
−iΓL(1− fL) 0 0
0 0

 Gˆ
(0) − UPˆGˆ(0)


−ρ
−(1)
22,L 0 ρ
−(1)
21,L 0
0 ρ
+(1)
22,L 0 −ρ
+(1)
21,L
ρ
−(1)
12,L 0 −ρ
−(1)
11,L 0
0 −ρ
+(1)
12,L 0 ρ
+(1)
11,L

 Gˆ(0). (62)
Note that similar linear algebraic equations for ρˆ
(1)
R can be reached.
All the preparations above pave for the discussion of the interested physics quantity, whose expressions will be
derived in the rest of this section. The adiabatic potential is always the starting point according to the technique of
FCS. According to nonequilibrium Feynman-Hellmann theorem, we have
∂U(λ−, λ+)
∂λL−
=
〈∂HT (t)
∂λL−
〉
λ
=
i
2
∑
k
〈VLe
iλL−/2c†1cLk − VLe
−iλL−/2c†Lkc1〉λ
=
1
2
∑
k
[
VLe
iλL−/2G−−Lk,1(t, t
+)− VLe
−iλL−/2G−−1,Lk(t, t
+)
]
. (63)
Applying the Keldysh disentanglement to the terms G−−Lk,1(t, t
′) and G−−1,Lk(t, t
′) in the integrand of Eq.(63), we have
∂U(λ−, λ+)
∂λL−
=
1
2
∫
dt1
[
Σ−−L (t, t1)G
−−
11 (t1, t)− Σ
−+
L (t, t1)G
+−
11 (t1, t)−G
−−
11 (t, t1)Σ
−−
L (t1, t) +G
−+
11 (t, t1)Σ
+−
L (t1, t)
]
,
(64)
where the self-energy is defined as Σµνη =
∑
k V
2
η e
i(ληµ−λην)/2gµνηk . Performing the Fourier transform and substituting
the specific expressions of the corresponding self-energy and Green functions (Appendix B), one obtain
∂U(λ−, λ+)
∂λL−
=
1
2
ΓLΓR
∫
dE
2π
1
∆
{
(Ω− Uρ+12)(Ω− Uρ
−
21)fR(1− fL)e
−iλ˜/2 − (Ω− Uρ−12)(Ω− Uρ
+
21)fL(1 − fR)e
iλ˜/2
}
,
(65)
9with λ˜ = λ¯L− λ¯R (λ¯η = λη−−λη+) and ∆ being equal to the determinant of (gˆ
−1− Σˆ). Based on the identity within
the adiabatic method ∂ lnχ∂(λL/2) = −iT
∂U
∂(λL/2)
, the current is given as
I =
1
T
∂ lnχ
∂(iλL/2)
∣∣∣∣
λ=0
=
∫
dE
2π
T0(E)(fL − fR), (66)
where the zero-order transmission coefficient T0(E) is defined as
T0(E) = ΓLΓR(Ω−Uρ
(0)
12 )(Ω−Uρ
(0)
21 )
∣∣∣∣(E − ǫ1 − Uρ(0)22 + i2ΓL)(E − ǫ2 − Uρ(0)11 + i2ΓR)− (Ω− Uρ(0)12 )(Ω− Uρ(0)12 )
∣∣∣∣
−2
.
(67)
When it comes to the expression of the zero-frequency shot noise, we first rewrite the formula for the adiabatic
potential as
∂U
∂(λL/2)
=
∫
dE
2π
[
T
(1)
λ (E)fR(1− fL)e
−iλ˜/2 − T
(2)
λ (E)fL(1− fR)e
iλ˜/2
]
1 +
[
T
(1)
λ (E)fR(1− fL)(e
−iλ˜/2 − 1) + T
(2)
λ (E)fL(1 − fR)(e
iλ˜/2 − 1)
] , (68)
where we define the transmission coefficients T
(1)
λ (E) = [ΓLΓR(Ω− Uρ
+
12)(Ω− Uρ
−
21)]/∆i and T
(2)
λ (E) = [ΓLΓR(Ω−
Uρ−12)(Ω− Uρ
+
21)]/∆i (refer to Eq.(B8) in Appendix B for ∆i), which hold the relation T
(1)
λ (E)|λ=0 = T
(2)
λ (E)|λ=0 =
T0(E). In this way, we make it technically natural to separate the shot noise into two parts, i.e.
S = 2
1
T
∂ ln2 χ
∂(iλL/2)2
∣∣∣∣
λ=0
= S(0) + S(c), (69)
where S(0) and S(c) are respectively the mean-field result and the correction part from the interdot Coulomb interac-
tion. Actually, S(0) holds the same form as the single QD case, and is derived as
S(0) = 2
∫
dE
2π
{
T0(E)[fR(1 − fL) + fL(1− fR)]− T
2
0 (E)(fL − fR)
2
}
. (70)
On the contrary, the explicit expression of S(c) is different from that of the single QD:
S(c) = 2
∫
dE
2π
[
∂T
(2)
λ (E)
∂(iλL/2)
∣∣∣∣
λ=0
fL(1− fR)−
∂T
(1)
λ (E)
∂(iλL/2)
∣∣∣∣
λ=0
fR(1− fL)
]
. (71)
Writing out the derivative of Tλ(E) with respect to (iλL/2), we find that S
(c) can be split into two parts S
(c)
1 and S
(c)
2
corresponding respectively to the fluctuations of the electronic occupation numbers, ρββ, and coherence terms, ραβ
(α 6= β). We might as well define some auxiliary quantity to make their expressions more succinct: ǫ˜
(0)
1 = E−ǫ1−Uρ
(0)
22 ,
ǫ˜
(0)
2 = E − ǫ2 − Uρ
(0)
11 , Ω
(0)
12 = Ω− Uρ
(0)
12 and Ω
(0)
21 = Ω− Uρ
(0)
21 . Then we give the formula for S
(c)
1 as
S
(c)
1 =
2U
ΓLΓR
∫
dE
2π
T 20 (E)
{
Ω
(0)
12 Ω
(0)
21 (fL − fR)
[
K1(ρ
−(1)
22,L + ρ
+(1)
22,L) +K2(ρ
−(1)
11,L + ρ
+(1)
11,L)
+K3(ρ
−(1)
22,L − ρ
+(1)
22,L) +K4(ρ
−(1)
11,L − ρ
+(1)
11,L)
]}
, (72)
with
K1 = ǫ˜
(0)
1
[
(ǫ˜
(0)
2 )
2 +
1
4
Γ2R
]
− ǫ˜
(0)
2 Ω
(0)
12 Ω
(0)
21 , (73a)
K2 = ǫ˜
(0)
2
[
(ǫ˜
(0)
1 )
2 +
1
4
Γ2L
]
− ǫ˜
(0)
1 Ω
(0)
12 Ω
(0)
21 , (73b)
K3 = iΓL
(
fL −
1
2
)[
(ǫ˜
(0)
2 )
2 +
1
4
Γ2R
]
− iΓR(fR −
1
2
)Ω
(0)
12 Ω
(0)
21 , (73c)
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K4 = iΓR
(
fR −
1
2
)[
(ǫ˜
(0)
1 )
2 +
1
4
Γ2L
]
− iΓL(fL −
1
2
)Ω
(0)
12 Ω
(0)
21 , (73d)
in which the fluctuations of electron occupation numbers, or the first-order terms in the expansion of ρ11 and ρ22 i.e.
ρ
µ(1)
11,η and ρ
µ(1)
22,η , are involved. For S
(c)
2 , we have
S
(c)
2 = 2U
∫
dE
2π
{
−
1
ΓLΓR
T 20 (E)Ω
(0)
12 Ω
(0)
21 (fL − fR)
[
L1(ρ
−(1)
12,L + ρ
+(1)
12,L) + L2(ρ
−(1)
21,L + ρ
+(1)
21,L)
+L3(ρ
−(1)
12,L − ρ
+(1)
12,L) + L4(ρ
−(1)
21,L − ρ
+(1)
21,L)
]
+Ω
(0)
21 T0(E)
[
ρ
+(1)
12,LfR(1 − fL)− ρ
−(1)
12,LfL(1− fR)
]
+Ω
(0)
12 T0(E)
[
ρ
−(1)
21,LfR(1− fL)− ρ
+(1)
21,LfL(1− fR)
]}
, (74)
with
L1 = Ω
(0)
21 (ǫ˜
(0)
1 ǫ˜
(0)
2 − Ω
(0)
12 Ω
(0)
21 −
1
4
ΓLΓR) (75a)
L2 = Ω
(0)
12 (ǫ˜
(0)
1 ǫ˜
(0)
2 − Ω
(0)
12 Ω
(0)
21 −
1
4
ΓLΓR), (75b)
L3 = Ω
(0)
21
[
iΓL
(
fL −
1
2
)
ǫ˜
(0)
2 + iΓR
(
fR −
1
2
)
ǫ˜
(0)
1 −
1
2
ΓLΓR(fL − fR)
]
, (75c)
L4 = Ω
(0)
12
[
iΓL
(
fL −
1
2
)
ǫ˜
(0)
2 + iΓR
(
fR −
1
2
)
ǫ˜
(0)
1 +
1
2
ΓLΓR(fL − fR)
]
, (75d)
which is related to the first-order terms in the expansions of ρ12 and ρ21, i.e. ρ
µ(1)
12,η and ρ
µ(1)
21,η . Thus, according to
which elements in the first-order terms of density matrixes (ρˆ
(1)
η ) are involved in the expression of correction part of
shot noise, we divide the formula of S(c) into S
(c)
1 and S
(c)
2 . Considering the similarity between S
(c)
1 and S
(c), which is
also related to the fluctuation of electron occupation number, we can expect the absolute value of S
(c)
1 is much smaller
than S(0). However, different from the single dot system, in the coupled dots system the new additional correction
part of zero-frequency shot noise, S
(c)
2 , stems from the coherence dynamic fluctuations (ρ
µ(1)
12,η and ρ
µ(1)
21,η), which can
play a dominating role in increasing shot noise and Fano factor (γ), and can even give rise to γ > 1 under certain
circumstances, as illustrated in the following section.
C. Results and Discussion
All the elements of ρˆ(0) and ρˆ
(1)
η are computed from
self-consistent Eqs. (61a)–(62) and then are used to eval-
uate the current and the zero-frequency shot noise. In
the following discussions, the correction part of shot noise
resulting from the coherence fluctuations are highlighted
to find the parameter window for a large Fano factor γ,
especially for γ > 1.
We consider a typical symmetric case with ΓL = ΓR =
Γ0 and ǫ1 = ǫ2 = Γ0, and thereby plot the calculated
results in Fig. 3. In Fig. 3(a), the electron occupa-
tion numbers ρ
(0)
11 and ρ
(0)
22 are plotted as functions of
the bias voltage, together with the bias dependence of
|ρ
−(1)
22 | that reflects the nonequilibrium density fluctua-
tion (NDF) of ρ22. In Fig. 3(b), we plot the coherence
terms, (|ρ
(0)
12 |, |ρ
(0)
21 |), and the nonequilibrium coherence
fluctuations (NCFs), (|ρ
−(1)
12 |, |ρ
−(1)
21 |) as functions of the
bias voltage. In Fig. 3(c), S
(c)
1 and S
(c)
2 versus the bias
voltage are depicted. From these figures, we find three
features in the symmetric case: (1) The ratio of |ρ
−(1)
12 |
(|ρ
−(1)
21 |) to ρ
(0)
12 (ρ
(0)
21 ) is much larger than the ratio of
|ρ
−(1)
22 | to ρ
(0)
22 at nearly whole regions of the bias volt-
ages, except for the region of relatively small bias volt-
ages; (2) The second correction term, S
(c)
2 , causes the
main contribution to the shot noise of a CQD, other
than the first correction term, S
(c)
1 . As far as the re-
sulted formulae of S
(c)
1 and S
(c)
2 , i.e., Eqs. (72) and (74)
in the above subsection, are concerned, this feature can
be ascribed to the first feature from numerical calcula-
tion point of view. In consequence, we can thereby de-
duce that the NCF effect plays a more prominent role
in determining the zero-frequency shot noise of a CQD
system; (3) |ρ
−(1)
22 |, |ρ
−(1)
12 |, |ρ
−(1)
21 |, S
(c)
2 and S all exhibit
the peak and the plateau structures respectively with in-
creasing bias voltage. The peaks are located at the value
11
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Figure 3: (Color online) (a) Zero-order terms (ρ
(0)
ββ ) and first-order terms (|ρ
−(1)
ββ |) of electron occupation numbers versus bias
voltage; (b) Zero-order coherence terms (|ρ
(0)
αβ |) and first-order coherence terms (|ρ
−(1)
αβ |) versus bias voltage, where we let
α 6= β here; (c) Two separate components S
(c)
1 and S
(c)
2 of the shot noise correction terms versus bias voltage; (d) Current I ,
noninteracting noise S(0) and total shot noise S versus bias voltage. Other Parameters used in the calculations: ǫ1 = ǫ2 = Γ0,
ΓL = ΓR = Γ0, Ω = Γ0, U = 4Γ0, and T = 0.1Γ0.
of bias voltage where a large change rate of electron occu-
pation number takes place, being around V = 7Γ0, which
can be explained by one of the approximate eigenvalues
ǫαr + Ωαβ . While the plateaus appear when the bias
voltage becomes greater than V = 2(ǫα + U) = 10Γ0. In
addition, Eq.(74) requires that S
(c)
2 and |ρ
−(1)
αβ | share the
two structures nearly at the same values of bias voltages.
To understand such connections among |ρ
−(1)
22 |, |ρ
−(1)
12 |
and |ρ
−(1)
21 |, one needs to notice the HF energy levels for
the two dots are ǫα + Uρββ (α 6= β). That is to say
that the energy level of the dot α becomes uncertain at
nonequilibrium condition and fluctuates roughly between
ǫα +U(ρ
(0)
ββ ± |ρ
−(1)
ββ |) due to the NDF effect. Its average
energy level is ǫα +Uρ
(0)
ββ . Since the gap between energy
levels of two QDs directly affects the overlap between the
two electronic wavefunctions of the two dots, the energy
level fluctuations induced by NDFs naturally result in
the NCFs, which accounts for the reason that the peak
and plateau structures appear almost at the same values
of bias voltages for |ρ
−(1)
22 |, |ρ
−(1)
12 | and |ρ
−(1)
21 |. Surpris-
ingly, a weak super-Poissonian shot noise is found from
Fig. 3(d) at the considerably large bias voltage region,
V > 12Γ0, which is different from previous results based
on the quantum rate equation (QRE).12,23,24,31 These
earlier work predict no super-Poissonian noise for the
symmetric CQD in the limit of infinite bias voltage at
zero temperature. Notice that the QRE approach is only
valid for sequential tunneling and thereby fails to account
for quantum coherence between two dots. Meanwhile,
notice that the enhancement of shot noise is mainly com-
ing from the contribution of S
(c)
2 , i.e., the NCFs, in the
present studies. We can thereby argue that the coher-
ent exchange interaction effect is somehow accounted in
certain degree in the present calculations of current fluc-
tuations at the level of HF approximation, and causes
the consequence of the enhanced noise.
In order to find out the optimal parameter values for
the super-Poissonian noise (γ > 1), it is necessary in the
following to investigate the two structures more deeply.
On the premise of keeping the ratio U/Ω = 4 unchanged,
we first study another two symmetric systems, i.e. (i)
U = 2, Ω = 0.5 and (ii) U = 5, Ω = 1.25, and depict
their results in Figs. 4(a,c) and Figs.4(b,d), respectively.
For the sake of convenience, we temporarily name the
previous system of U = 4 and Ω = 1 as the system
(iii). For the systems (ii) and (iii), the peak of |ρ
−(1)
22 |
corresponds to the large slopes or gradients of ρ
(0)
22 with
respect to the bias voltage, while the peak disappears in
the system (i) although there is still a large slope for ρ
(0)
22
as shown in Fig. 4(a). To figure out why the NCFs show
different behaviors in these systems, we notice that the
12
0
0.2
0.4
0.6
0.8
ρ β
β(0
) , 
|ρ β
β
−
(1
) |
 
 
0 2 4 6 8 10 12 14
0
0.2
0.4
0.6
V/Γ0
I,
 S
(0
) , 
S
 
 
 
 
0 2 4 6 8 10 12 14 16 18 20
V/Γ0
 
 
I
1/2 S(0)
1/2 S
ρ11
(0)
ρ22
(0)
|ρ22−(1)|
(b)(a)
(c) (d)
Figure 4: (Color online) Zero-order terms (ρ
(0)
ββ ) and first-order terms (|ρ
−(1)
ββ |) of electron occupation numbers versus bias
voltage in (a, b), and current I , noninteracting noise S(0) and total shot noise S versus bias voltage in (c, d). The case of
Ω = 0.5Γ0 and U = 2Γ0 is plotted in (a, c) and the case of Ω = 1.25Γ0 and U = 5Γ0 in (b, d). Other Parameters are the same
as those in Fig. 3.
interdot coupling parameter Ω of the systems (ii) and
(iii) is much larger than the system (i). It is understand-
able that a larger ratio of Ω to Γη means electrons being
much easier to hop from dot 1 to dot 2 than electrons
tunneling between the left lead and dot 1 or between
the right lead and dot 2. As a result, a larger Ω rela-
tive to Γη can narrow down the difference between ρ
(0)
11
and ρ
(0)
22 and hence the gap between two renormalized en-
ergy levels. Since a smaller energy gap implies stronger
electronic wavefunction overlap between two dots, we can
therefore ascribe the peak structure at the finite bias volt-
age to the stronger coherence and NCFs in the systems
(ii) and (iii). Furthermore, we find that the system (ii)
even shows a super-Poissonian noise due to the strong
peak in the noise-voltage characteristics at a small bias
region (noticing that this system has the strongest hop-
ping Ω = 1.25Γ0 in our calculations). This new noise
enhancement at small bias region is also different from
previous prediction by Aghassi, in which a thermally ex-
cited multi-electron state is involved in sequential tun-
neling process and thus crucial for an enhanced noisy
current.22
With regard to the plateau structure, one can observe
that the plateau is always accompanied by prominent
difference between ρ
(0)
11 and ρ
(0)
22 at the large bias voltage
region. As we indicated above, bigger density difference
will cause more stronger NCF and inevitably cause more
remarkable enhancement of the shot noise. This fact in-
terprets the occurrence of weak super-Poissonian noise
in the system (iii) at the large bias voltage region as
shown in Fig. 3(d). Meanwhile, the system (i) with the
smallest hopping Ω = 0.5Γ0 will have the most biggest
density difference in the present study and thereby ex-
hibits the most obvious super-Poissonian noise at the
large bias voltage region as display in Fig. 4(c). Until
now, we demonstrate that on the premise of setting U/Ω
constant, a larger inter-dot hopping Ω induces a remark-
able peak at small bias voltages, while a smaller hopping
Ω leads to a prominent plateau structure at large bias
voltages.
After these discussions with keeping U/Ω constant, we
now consider different relative values of U to Ω. We plot
Fano factor versus the bias voltage for different values of
U with Ω = 1 in Fig. 5(a) and different values of Ω with
U = 4 in Fig. 5(b). From these results, we can argue
that the Fano factor γ is, in a certain degree, positively
associated with the relative ratio U/Ω. In fact, we notice
that the HF approximation used in this paper defines an
effective electron hopping parameter, Ω[1 − (U/Ω)ραβ ],
as indicated in the Hamiltonian Eq. (40). As a result,
it seems reasonable that we can regard the ratio U/Ω as
a magnifying factor of the interdot coherence (ρ
(0)
12 and
ρ
(0)
21 ) and hence of the NCFs (ρ
(1)
12 and ρ
(1)
21 ). Since S
(c)
2
is positively correlated to the NCFs, ρ
(1)
12 and ρ
(1)
21 , the
13
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Figure 6: (Color online) Fano factor versus bias voltage V and
interdot coupling parameter Ω with the following parameters:
ǫ1 = ǫ2 = Γ0, U = 4Γ0, and T = 0.1Γ0.
larger ratio U/Ω will naturally cause the larger S
(c)
2 . It
is worth noticing that this argument agrees qualitatively
well with the rate-equation investigation by G. Kießlich
et.al. on the noise enhancement for the CQD system,
in which the authors ascribed the noise enhancement to
the interplay of Coulomb interaction and coherence.12
Finally, we show the Fano factor as functions of the bias
voltage and the undressed hopping parameter Ω with a
fixed U = 4Γ0 in Fig. 6.
IV. CONCLUSIONS
In this paper, we have investigated the zero-frequency
shot noise of electronic tunneling through a SQD and a
CQD focusing our attention on the effects of the intradot
or interdot Coulomb interactions, respectively, within the
theoretical framework of full counting statistics. Employ-
ing NGF techniques, we have derived the analytical ex-
pressions for the current and shot noise by self-consistent
solutions within the Hartree approximation in a SQD sys-
tem and the HF approximation in a CQD system.
For the SQD system, the obtained explicit expression
for the correction term of zero-frequency shot noise, Sc,
caused by the intradot Coulomb interaction, has been
found to be in agreement with the earlier result by Hersh-
field using the Feynman diagram expansion method. Our
numerical calculations have shown that the contribution
of the correlation term is nearly negligible in comparison
with the noninteracting shot noise (at least one order of
magnitude smaller in our calculations for chosen param-
eters). In addition, it is interestingly found that altering
the relative values of ΓL to ΓR can change the sign of Sc.
The main objective of this paper is to examine the
zero-frequency shot noise in a symmetric CQD by taking
account of the joint effects of Coulomb interaction and
coherent exchange between two dots beyond the usual
rate-equation investigations. For this purpose, we have
adopted the HF approximation to deal with the inter-
dot Coulomb interaction, which is proved to be a reliable
method for electronic tunneling through a CQD as long
as the applied bias voltage is not relatively large.43 We
have found that the correction term of the zero-frequency
shot noise of a CQD can be separated into two parts:
one is coming from the contribution of the NDFs and the
other one is originated from the contribution of the in-
terdot NCFs. The numerical calculations have predicted
that the interdot NCFs play a predominated role in deter-
mining the shot noise over the NDFs, and give rise to two
characteristic structures, a peak and a plateau, in the be-
havior of bias-voltage-dependent shot noise, whose values
may be enhanced to show super-Poissonian even for the
symmetric CQD. It is worth pointing out that this result
is new and different from those of rate-equation calcula-
tions, which predicted either no super-Poissonian noise or
super-Poissonian noise due to the thermal excited multi-
electron state in the symmetric case. We hope that the
present paper can stimulate further experimental inves-
tigation for shot noise in a CQD system.
Acknowledgments
This work was supported by Projects of the National
Basic Research Program of China (973 Program) un-
der Grant No.2011CB925603, and the National Science
Foundation of China, Specialized Research Fund for
the Doctoral Program of Higher Education (SRFDP) of
China.
Appendix A: Calculation of the contour-order GFs
for the SQD
In the appendix A, we employ the EOM technique to
derive the contour-order GFs of the central region for the
SQD system.
Considering the time evolution of dσ(t), one can eas-
ily obtain the equations of motion for g−−dσ (t, t
′) and
g++dσ (t, t
′) and then perform the Fourier transformation
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to give
gˆ−1dσ =
(
E − ǫ−0 0
0 −(E − ǫ+0 )
)
. (A1)
Next, one can proceed in the similar way to obtain the
EOMs for GFs of the interacting quantum dot:
(
i
∂
∂t
− ǫµ0
)
Gµνdσ(t, t
′) = δC(t− t
′) +
∑
ηk
Vηke
iληµ/2Gµνηkσ,dσ(t, t
′), (A2)
where the contour order Dirac delta function δC(t − t
′) is defined as (C− indicates the forward pathway and C+
indicates the backward pathway on the Keldysh contour): δC(t − t
′) = δ(t − t′)(t, t′ ∈ C−), δC(t − t
′) = −δ(t − t′)
(t, t′ ∈ C+) and δC(t− t
′) = 0 (t ∈ C−, t
′ ∈ C+ or t ∈ C+, t
′ ∈ C−). After Applying the Keldysh disentanglement, i.e.
Gµνηkσ,dσ(t, t
′) = Vηk
∫
dt1
[
gµ−ηkσ(t, t1)e
−iλη−/2G−νdσ (t1, t
′)− gµ+ηkσ(t, t1)e
−iλη+/2G+νdσ (t1, t
′)
]
, (A3)
and
Gµνdσ,ηkσ(t, t
′) = Vηk
∫
dt1
[
Gµ−dσ (t, t1)e
iλη−/2g−νηkσ(t1, t
′)−Gµ+dσ (t, t1)e
iλη+/2g+νηkσ(t1, t
′)
]
, (A4)
and the Fourier transformation, the above Green functions are reconstructed in a concise matrix form of Dyson
equation Gˆdσ = gˆdσ + gˆdσΣˆGˆdσ, where Σˆ is the introduced self-energy matrix, expressed as
Σˆ =
(
Σ−−Lσ +Σ
−−
Rσ −(Σ
−+
Lσ +Σ
−+
Rσ )
−(Σ+−Lσ +Σ
+−
Rσ ) Σ
++
Lσ +Σ
++
Rσ
)
. (A5)
Here, Σµνησ (η = L,R) is the self-energy. The explicit expressions for Σ
µν
ησ are listed as follows:
Σ−−Lσ = iΓL(fL −
1
2 ), Σ
−+
Lσ = ie
iλ¯L/2ΓLfL, Σ
+−
Lσ = −iΓLe
−iλ¯L/2(1− fL), Σ
++
Lσ = iΓL(fL −
1
2 ),
Σ−−Rσ = iΓR(fR −
1
2 ), Σ
−+
Rσ = iΓRfR, Σ
+−
Rσ = −iΓR(1− fR), Σ
++
Rσ = iΓR(fR −
1
2 ).
(A6)
Therefore, the corresponding GFs can be told from Gˆdσ = (gˆ
−1
dσ − Σˆ)
−1, which gives Eq.(14).
Appendix B: Calculations of the contour-order GFs for the CQD and its expansion with respect to the
counting fields
In this appendix, we first apply the EOM technique to calculate the GFs for the CQD system, and then perform
expansion of the resulted Dyson equation in to zero-order and first-order with respect to the counting fields.
We first bring in the matrix gˆ and construct the equations of motion for all its elements into the matrix form in
energy domain as
gˆ−1 =


g−−11 0 g
−−
12 0
0 g++11 0 g
++
12
g++21 0 g
++
22 0
0 g++21 0 g
++
22


−1
=


E − ǫ−1r 0 −Ω
−
12 0
0 −(E − ǫ+1r) 0 Ω
+
12
−Ω−21 0 E − ǫ
−
2r 0
0 Ω+21 0 −(E − ǫ
+
2r)

 , (B1)
Note that uncoupled QD Green functions with t and t′ on the different pathways on the Keldysh contour vanish if
only the final steady state is discussed. The dot Keldysh nonequilibrium Green functions meet the following equations
of motion: (
i
∂
∂t
− ǫµ1r
)
Gµν11 (t, t
′) = δC(t− t
′) +
∑
k
eiλLµ/2VLG
µν
Lk,1(t, t
′) + Ωµ12G
µν
21 (t, t
′), (B2a)
(
i
∂
∂t
− ǫµ2r
)
Gµν22 (t, t
′) = δC(t− t
′) +
∑
k
eiλRµ/2VRG
µν
Rk,2(t, t
′) + Ωµ21G
µν
12 (t, t
′), (B2b)
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(
i
∂
∂t
− ǫµ1r
)
Gµν12 (t, t
′) =
∑
k
eiλLµ/2VLG
µν
Lk,2(t, t
′) + Ωµ12G
µν
22 (t, t
′), (B2c)
(
i
∂
∂t
− ǫµ2r
)
Gµν21 (t, t
′) =
∑
k
eiλRµ/2VRG
µν
Rk,1(t, t
′) + Ωµ21G
µν
11 (t, t
′), (B2d)
where the mixed Green functions Gηk,1(t, t
′) and G1,ηk(t, t
′) are defined as
Gηk,α(t, t
′) = −i〈TCcηk(t)c
†
α(t
′)〉λ, Gα,ηk(t, t
′) = −i〈TCcα(t)c
†
ηk(t
′)〉λ. (B3)
After applying Fourier transformation, Eqs.(B2a)-(B2d) are constructed as the matrix form of Dyson equation, i.e.
Eq.(43), where we introduce the self-energy matrix
Σˆ =


Σ−−L −Σ
−+
L 0 0
−Σ+−L Σ
++
L 0 0
0 0 Σ−−R −Σ
−+
R
0 0 −Σ+−R Σ
++
R

 , (B4)
and all the elements of Σˆ are listed as follows:
Σ−−L = iΓL(fL −
1
2 ), Σ
−+
L = ie
iλ¯L/2ΓLfL, Σ
+−
L = −ie
−iλ¯L/2ΓL(1− fL), Σ
++
L = iΓL(fL −
1
2 ),
Σ−−R = iΓR(fR −
1
2 ), Σ
−+
R = ie
iλ¯R/2ΓRfR, Σ
+−
R = −ie
−iλ¯R/2ΓR(1− fR), Σ
++
R = iΓR(fR −
1
2 ).
(B5)
Then the solution of the Dyson equation is found as Gˆ = (gˆ−1 − Σˆ)−1. Let ∆ equal to the determinant of (gˆ−1 − Σˆ),
which requires being solved first before the solution of the Dyson equation. To have the expression of Gˆ brevity, we
define some auxiliary quantities: ǫ˜−1 = E − ǫ
−
1r, ǫ˜
+
1 = −(E − ǫ
+
1r), ǫ˜
−
2 = E − ǫ
−
2r, and ǫ˜
+
2 = −(E − ǫ
+
2r). Now, let’s turn
to the expression of ∆ (λ˜ = λ¯L − λ¯R):
∆ =
[
(ǫ˜−1 − Σ
−−
L )(ǫ˜
+
1 − Σ
++
L )− Σ
−+
L Σ
+−
L
] [
(ǫ˜−2 − Σ
−−
R )(ǫ˜
+
2 − Σ
++
R )− Σ
−+
R Σ
+−
R
]
+ (Σ−+L Σ
+−
R +Ω
−
12Ω
+
21)(Σ
+−
L Σ
−+
R
+Ω−21Ω
+
12)− Σ
−+
L Σ
+−
L Σ
−+
R Σ
+−
R − Ω
+
21Ω
+
12(ǫ˜
−
1 − Σ
−−
L )(ǫ˜
−
2 − Σ
−−
R )− Ω
−
12Ω
−
21(ǫ˜
+
1 − Σ
++
L )(ǫ˜
+
2 − Σ
++
R ). (B6)
We divide ∆ into two separate parts, i.e ∆ = ∆i +∆e. The term ∆e explicitly contains the counting field parameter
λη and vanishes when setting λη = 0:
∆e = ΓLΓR[(Ω− Uρ
−
21)(Ω− Uρ
+
12)fR(1− fL)(e
−iλ˜/2 − 1) + (Ω− Uρ+21)(Ω− Uρ
−
12)fL(1− fR)(e
iλ˜/2 − 1)]. (B7)
And the term ∆i, which implicitly contains the parameter λ and is involved in the expression of Tλ(E), gives the
following formidable expression
∆i =
{[
E − ǫ1 − Uρ
−
22 − iΓL(fL −
1
2
)
] [
E − ǫ1 − Uρ
+
22 + iΓL(fL −
1
2
)
]
+ Γ2LfL(1 − fL)
}
×
{[
E − ǫ2 − Uρ
−
11 − iΓR(fR −
1
2
)
] [
E − ǫ2 − Uρ
+
11 + iΓR(fR −
1
2
)
]
+ Γ2RfR(1 − fR)
}
−(Ω− Uρ+12)(Ω− Uρ
+
21)
[
E − ǫ1 − Uρ
−
22 − iΓL(fL −
1
2
)
] [
E − ǫ2 − Uρ
−
11 − iΓR(fR −
1
2
)
]
−(Ω− Uρ−12)(Ω− Uρ
−
21)
[
E − ǫ1 − Uρ
+
22 + iΓL(fL −
1
2
)
] [
E − ǫ2 − Uρ
+
11 + iΓR(fR −
1
2
)
]
+ΓLΓR
[
(Ω− Uρ−21)(Ω− Uρ
+
12)fR(1− fL) + (Ω− Uρ
+
21)(Ω− Uρ
−
12)fL(1 − fR)
]
+(Ω− Uρ−12)(Ω− Uρ
+
12)(Ω− Uρ
−
21)(Ω− Uρ
+
21). (B8)
This complicated expression illustrates the complexity of coupled dots system in theory. However, ∆i can be reduced
to a fairly simple result, when setting λ = 0, which is the naturally requirement in deriving the current and shot noise
formulas, as
∆(0) ≡ ∆i(λ = 0) =
∣∣∣∣(E − ǫ1 − Uρ(0)22 + i2ΓL)(E − ǫ2 − Uρ(0)11 + i2ΓR)− (Ω− Uρ(0)12 )(Ω− Uρ(0)12 )
∣∣∣∣
2
, (B9)
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where |...| stands for the plural mode. Now, it is natural to give the expression of Gˆ from the Dyson equation
Gˆ =
1
∆


ǫ˜−1 − Σ
−−
L Σ
−+
L −Ω
−
12 0
Σ+−L ǫ˜
+
1 − Σ
++
L 0 Ω
+
12
−Ω−21 0 ǫ˜
−
2 − Σ
−−
R Σ
−+
R
0 Ω+21 Σ
+−
R ǫ˜
+
2 − Σ
++
R


−1
(B10)
By the way, in the derivation for the adiabatic potential, G−+11 and G
+−
11 are needed. So we give their explicit
expressions here as
G+−11 = −
1
∆
[Σ+−L (ǫ˜
−
2 − Σ
−−
R )(ǫ˜
+
2 − Σ
++
R )− Ω
−
21Ω
+
12Σ
+−
R − Σ
+−
L Σ
+−
R Σ
−+
R ], (B11)
G−+11 = −
1
∆
[Σ−+L (ǫ˜
−
2 − Σ
−−
R )(ǫ˜
+
2 − Σ
++
R )− Ω
+
21Ω
−
12Σ
−+
R − Σ
−+
L Σ
+−
R Σ
−+
R ]. (B12)
As illustrated before, the solution of Gˆ depends on the self-consistent parameters ραβ , which have to be calculated
by the self-consistent equations. We find that doing the expansion with respect to the parameter λL and λR for
those well-defined matrix in the Dyson equation makes the solution feasible in practice. Therefore, we elaborate the
expansion calculations here, especially specifying Eqs.(52) − (54):
gˆ−1 =


E − ǫ1 − Uρ
(0)
22 0 −Ω+ Uρ
(0)
21 0
0 −(E − ǫ1 − Uρ
(0)
22 ) 0 Ω− Uρ
(0)
21
−Ω+ Uρ
(0)
12 0 E − ǫ2 − Uρ
(0)
11 0
0 Ω− Uρ
(0)
12 0 −(E − ǫ2 − Uρ
(0)
11 )


+
∑
η=L,R
(
i
2
λη
)


−Uρ
−(1)
22,η 0 Uρ
−(1)
21,η 0
0 Uρ
+(1)
22,η 0 −Uρ
+(1)
21,η
Uρ
−(1)
12,η 0 −Uρ
−(1)
11,η 0
0 −Uρ
+(1)
12,η 0 Uρ
+(1)
11,η

+ o(λL, λR), (B13)
or being written in an abbreviating symbolic way as gˆ−1 = gˆ−1(0) +
∑
η gˆ
−1(1)
η
(
i
2λη
)
+ o(λL, λR),
Σˆ =


iΓL(fL −
1
2 ) −iΓLfL 0 0
iΓL(1 − fL) iΓL(fL −
1
2 ) 0 0
0 0 iΓR(fR −
1
2 ) −iΓRfR
0 0 iΓR(1− fR) iΓR(fR −
1
2 )

+
(
i
2
λL
)


0 −iΓLfL
−iΓL(1 − fL) 0 0
0 0


+
(
i
2
λR
)
0 0
0 0 −iΓRfR
−iΓR(1 − fR) 0

 + o(λL, λR), (B14)
or symbolized as Σˆ = Σˆ(0) +
∑
η Σˆ
(1)
η
(
i
2λL
)
+ o(λL, λR), and
Gˆ =


G
(0)
11 G
(0)
11 G
(0)
12 G
(0)
12
G
(0)
11 G
(0)
11 G
(0)
12 G
(0)
12
G
(0)
21 G
(0)
21 G
(0)
22 G
(0)
22
G
(0)
21 G
(0)
21 G
(0)
22 G
(0)
22

+
∑
η=L,R
(
i
2
λη
)
G
−−(1)
11,η G
−+(1)
11,η G
−−(1)
12,η G
−+(1)
12,η
G
+−(1)
11,η G
++(1)
11,η G
+−(1)
12,η G
++(1)
12,η
G
−−(1)
21,η G
−+(1)
21,η G
−−(1)
22,η G
−+(1)
22,η
G
+−(1)
21,η G
++(1)
21,η G
+−(1)
22,η G
++(1)
22,η

+ o(λL, λR), (B15)
or symbolized as Gˆ = Gˆ(0) +
∑
η Gˆ
(1)
η
(
i
2λη
)
+ o(λL, λR). Inserting all the expansions above in the Dyson equation
(43), one obtains[
gˆ−1(0) +
∑
η
gˆ−1(1)η
(
i
2
λη
)][
Gˆ(0) +
∑
η
Gˆ(1)η
(
i
2
λη
)]
= Iˆ +
[
Σˆ(0) +
∑
η
Σˆ(1)η
(
i
2
λη
)][
Gˆ(0) +
∑
η
Gˆ(1)η
(
i
2
λη
)]
.
(B16)
17
Then if the second and higher orders are ignored, Eq.(B16) gives the zero-order and first-order Dyson equations, i.e.
Eqs.(55) - (57).
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