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Abstract
Our recent paper [2] is the first to establish delay dependent criteria for highly nonlinear
hybrid stochastic differential delay equations (SDDEs) (by highly nonlinear we mean the
coefficients of the SDDEs do not have to satisfy the linear growth condition). This is an
important breakthrough in the stability study as all existing delay stability criteria before
could only be applied to delay equations where their coefficients are either linear or nonlin-
ear but bounded by linear functions (namely, satisfy the linear growth condition). In this
continuation, we will point out one restrictive condition imposed in our earlier paper [2]. We
will then develop our ideas and methods there in order to remove this restrictive condition
so that our improved results cover a much wider class of hybrid SDDEs.
Key words: Hybrid delay systems, Itoˆ’s formula, almost sure asymptotic stability, Lya-
punov functional.
1 Introduction
There are huge numbers of papers on the stability of delay systems. For example, [8, 12] are two
of the best books on the stability of differential delay equations (DDEs) while [31] contains a
nice literature review. In the area of stability of stochastic differential delay equations (SDDEs),
we mention five books [5, 13, 14, 15, 23] among others. On the other hand, many real-
world systems are often disturbed by abrupt events so their structures will be changed abruptly.
Hybrid systems have therefore developed intensively (see, e.g., [4, 6, 7, 28, 32, 33, 34]). Among
these references, the sliding mode control of discrete-time switched systems and multi-area power
systems is analysed in [32, 33], respectively; the fault detection filter design for non-homogeneous
Markovian jump systems is investigated by a Takagi-Sugeno fuzzy approach in [6]; while [28]
considers the exponential passive filtering for a class of stochastic neutral-type neural networks
with both semi-Markovian jump parameters and mixed time delays. One of the important
classes of hybrid systems is the class of hybrid SDDEs (also known as SDDEs with Markovian
switching), which have been developed very quickly for the past twenty years to model real-
world systems where they may experience abrupt changes in their structure and parameters in
addition to time delays and uncertainties. One of the important issues in the study of hybrid
SDDEs is the stability analysis (see, e.g., [3, 10, 11, 16, 20, 22, 26, 27, 29, 30, 35, 36, 40, 41, 42]),
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and the robust stability of nonlinear hybrid delay systems with different frameworks is discussed
in, e.g., [3, 9, 27]
The stability criteria are often classified into two categories: delay-dependent and delay-
independent stability criteria (see, e.g., [1, 17, 18, 24, 25]). The delay-independent stability
criteria work for any size of delays, while the delay-dependent stability criteria take into account
the size of delays and hence are generally less conservative than the delay-independent ones (see,
e.g., [19, 37, 38, 39]). A common feature of these existing delay-dependent stability criteria
is that they can only be applied to hybrid SDDEs where their coefficients are either linear or
nonlinear but bounded by linear functions (namely, satisfy the linear growth condition). Our
recent paper [2] is the first to establish delay dependent criteria for highly nonlinear hybrid
SDDEs (by highly nonlinear we mean the coefficients of the SDDEs do not have to satisfy the
linear growth condition). This is an important breakthrough in the stability study.
However, there is a restrictive condition imposed in [2]. To point out this, let us recall the
underlying hybrid SDDE
dx(t) = f(x(t), x(t− δ(t)), r(t), t)dt+ g(x(t), x(t− δ(t)), r(t), t)dB(t) (1.1)
considered there. The notation used will be explained in Section 2. Assumption 3.3 in [2]
requires the drift coefficient f : Rn ×Rn × S ×R+ → Rn to be globally Lipschtiz continuous in
the second variable (the delay component), namely there is a positive constant β4 such that
|f(x, x, i, t)− f(x, y, i, t)| ≤ β4|x− y|, (x, y, i, t) ∈ Rn ×Rn × S ×R+.
This excludes many highly nonlinear hybrid SDDEs, for example, the one to be discussed in
Example 4.1 where
f(x, y, 1, t) = −y + y3 − 5x3 and f(x, y, 2, t) = y − y
3
2
− 3x3.
Our aim in this paper is to remove this restrictive condition so that our generalised results cover
a much wider class of hybrid SDDEs. Let us begin to develop our generalised results.
2 Preliminary
We will use the same notation as in [2]. However, for the convenience of the reader, we repeat
here. If A is a vector or matrix, its transpose is denoted by AT . If x ∈ Rn, then |x| is its
Euclidean norm. If A is a matrix, we let |A| =
√
trace(ATA) be its trace norm and ‖A‖ =
max{|Ax| : |x| = 1} be the operator norm. If A is a symmetric matrix (A = AT ), denote by
lmin(A) and lmax(A) its smallest and largest eigenvalue, respectively. Let R+ = [0,∞). For
h > 0, denote by C([−h, 0];Rn) the family of continuous functions ϕ from [−h, 0] → Rn with
the norm ‖ϕ‖ = sup−h≤u≤0 |ϕ(u)|. If both a, b are real numbers, then a ∧ b = min{a, b} and
a ∨ b = max{a, b}.
Let (Ω,F , {Ft}t≥0,P) be a complete probability space with a filtration {Ft}t≥0 satisfying
the usual conditions (i.e. it is increasing and right continuous while F0 contains all P-null sets).
If A is a subset of Ω, denote by IA its indicator function; that is IA(ω) = 1 if ω ∈ A and 0
otherwise. Let B(t) = (B1(t), · · · , Bm(t))T be an m-dimensional Brownian motion defined on
the probability space. Let r(t), t ≥ 0, be a right-continuous Markov chain on the probability
space taking values in a finite state space S = {1, 2, · · · , N} with generator Γ = (γij)N×N given
by
P{r(t+ ∆) = j|r(t) = i} =
{
γij∆ + o(∆) if i 6= j,
1 + γii∆ + o(∆) if i = j,
2
where ∆ > 0. Here γij ≥ 0 is the transition rate from i to j if i 6= j while
γii = −
∑
j 6=i
γij .
We assume that the Markov chain r(·) is independent of the Brownian motion B(·).
Let C2,1(Rn×S×R+;R+) denote the family of non-negative functions U(x, i, t) defined on
(x, i, t) ∈ Rn × S ×R+ which are continuously twice differentiable in x and once in t. For such
a function U(x, i, t), we will let
Ut(x, i, t) =
∂U(x, i, t)
∂t
, Ux(x, i, t) =
(∂U(x, i, t)
∂x1
, · · · , ∂U(x, i, t)
∂xn
)
,
and
Uxx(x, i, t) =
(∂2U(x, i, t)
∂xk∂xl
)
n×n
.
Let C(Rn × [−τ,∞);R+) denote the family of all continuous functions from Rn × [−τ,∞) to
R+.
Let τ > 0 and δ¯ ∈ [0, 1) be two constants. Let δ be a differentiable function from R+ → [0, τ ]
such that δ˙(t) := dδ(t)/dt ≤ δ¯ for all t ≥ 0. Let
f : Rn ×Rn × S ×R+ → Rn and g : Rn ×Rn × S ×R+ → Rn×m
be Borel measurable functions. Consider an n-dimensional hybrid SDDE
dx(t) = f(x(t), x(t− δ(t)), r(t), t)dt+ g(x(t), x(t− δ(t)), r(t), t)dB(t) (2.1)
on t ≥ 0 with initial data
{x(t) : −τ ≤ t ≤ 0} = ξ ∈ C([−τ, 0];Rn) and r(0) = i0 ∈ S. (2.2)
As a standing hypothesis of this paper, we assume that both coefficients f and g are suffi-
ciently smooth so that the SDDE (2.1) with the initial data (2.2) has the unique global solution
x(t) on t ≥ −τ and, moreover, there is a constant q ≥ 2 such that
sup
−τ≤t<∞
E|x(t)|q <∞. (2.3)
For example, Assumptions 2.1 and 2.2 in [2] are sufficient for these while we refer the reader to
[9] for further information.
The Lyapunov functional defined in [2] will play its key role in this paper again. As in [2],
we define two segments xˆt := {x(t + s) : −2τ ≤ s ≤ 0} and rˆt := {r(t + s) : −2τ ≤ s ≤ 0} for
t ≥ 0. For xˆt and rˆt to be well defined for 0 ≤ t < 2τ , we set x(s) = ξ(−τ) for s ∈ [−2τ,−τ)
and r(s) = r0 for s ∈ [−2τ, 0). The Lyapunov functional has the form
V (xˆt, rˆt, t) = U(x(t), r(t), t)
+ θ
∫ 0
−τ
∫ t
t+s
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2 + |g(x(v), x(v − δ(v)), r(v), v)|2
]
dvds (2.4)
for t ≥ 0, where U ∈ C2,1(Rn × S ×R+;R+) and θ is a positive number to be determined later
while we set
f(x, y, i, s) = f(x, y, i, 0), g(x, y, i, s) = g(x, y, i, 0)
for (x, y, i, s) ∈ Rn ×Rn × S × [−2τ, 0). It was shown in [2] that
dV (xˆt, rˆt, t) = LV (xˆt, rˆt, t)dt+ dM(t), (2.5)
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where M(t) is a continuous local martingale with M(0) = 0 (the explicit form of M(t) is of no
use in this paper so we do not state it here but it can be found in [21, Theorem 1.45 on page
48]) and
LV (xˆt, rˆt, t)
= Ut(x(t), r(t), t) + Ux(x(t), r(t), t)f(x(t), x(t− δ(t)), r(t), t)
+ 12trace[g
T (x(t), x(t− δ(t)), r(t), t)Uxx(x(t), r(t), t)g(x(t), x(t− δ(t)), r(t), t)]
+
N∑
j=1
γr(t),jU(x(t), j, t)
+ θτ
[
τ |f(x(t), x(t− δ(t)), r(t), t)|2 + |g(x(t), x(t− δ(t)), r(t), t)|2
]
− θ
∫ t
t−τ
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2 + |g(x(v), x(v − δ(v)), r(v), v)|2
]
dv. (2.6)
3 Main Results
To study the delay-dependent asymptotic stability of the SDDE (2.1), we need to impose a
couple of assumptions. The first one is the polynomial growth condition.
Assumption 3.1 Assume that there exist three constants K > 0, q1 ≥ 1 and q2 ≥ 1 such that
|f(x, y, i, t)| ≤ K(1 + |x|q1 + |y|q1) and |g(x, y, i, t)| ≤ K(1 + |x|q2 + |y|q2) (3.1)
for all (x, y, i, t) ∈ Rn × Rn × S × R+. Assume also that 2(q1 ∨ q2) ≤ q, where q is specified in
our standing hypothesis (2.3).
This assumption, along with (2.3), shows that both f(x(t), x(t−δ(t), r(t), t) and g(x(t), x(t−
δ(t), r(t), t) are in L2 for all t ≥ 0. We are now introduce a key assumption which removes the
restrictive condition imposed in [2].
Assumption 3.2 Assume that the drift coefficient f can be decomposed as
f(x, y, i, t) = f1(x, y, i, t) + f2(x, y, i, t) (3.2)
and, moreover, there is a positive number β4 such that
|f1(x, x, i, t)− f1(x, y, i, t)| ≤ β4|x− y| (3.3)
for all (x, y, i, t) ∈ Rn ×Rn × S ×R+.
Decomposition (3.2) enables us to arrange the highly nonlinear term(s) of y (the delay
component) into f2 but leave the globally-Lipschitz-continuous term(s) in f1. Example 4.1 will
illustrate this. With this assumption, we can arrange the second term on the right hand side of
(2.6) as
Ux(x, i, t)f(x, y, i, t)
=Ux(x, i, t)
(
[f1(x, x, i, t) + f2(x, y, i, t)] + [f1(x, y, i, t)− f1(x, x, i, t)]
)
.
Consequently, we can rearrange (2.6) in order to have
LV (xˆt, rˆt, t) = LU(x(t), x(t− δ(t)), r(t), t)
+ Ux(x(t), r(t), t)[f1(x(t), x(t− δ(t)), r(t), t)− f1(x(t), x(t), r(t), t)]
+ θτ
[
τ |f(x(t), x(t− δ(t)), r(t), t)|2 + |g(x(t), x(t− δ(t)), r(t), t)|2
]
− θ
∫ t
t−τ
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2 + |g(x(v), x(v − δ(v)), r(v), v)|2
]
dv, (3.4)
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where LU : Rn ×Rn × S ×R+ → R is defined by
LU(x, y, i, t) = Ut(x, i, t) + Ux(x, i, t)[f1(x, x, i, t) + f2(x, y, i, t)]
+ 12trace[g
T (x, y, i, t)Uxx(x, i, t)g(x, y, i, t)] +
N∑
j=1
γijU(x, j, t). (3.5)
The reason why we define LU as above is because it is associated with the following hybrid
SDDE
dX(t) = [f1(X(t), X(t), r(t), t) + f2(X(t), X(t− δ(t)), r(t), t)]dt
+ g(X(t), X(t− δ(t)), r(t), t)dB(t) (3.6)
in the sense that
dU(X(t), r(t), t) = LU(X(t), X(t− δ(t)), r(t), t)dt
+ Ux(X(t), r(t), t)g(X(t), X(t− δ(t)), r(t), t)dB(t).
We can now state a technical assumption.
Assumption 3.3 Assume that there are functions U ∈ C2,1(Rn×S×R+;R+), U1, U2 ∈ C(Rn×
[−τ,∞);R+), and positive numbers αk (k = 1, 2, 3, 4) and βj (j = 1, 2, 3) such that
α2 < α1(1− δ¯), α4 ≤ α3(1− δ¯), (3.7)
and
LU(x, y, i, t) + β1|Ux(x, i, t)|2 + β2|f(x, y, i, t)|2 + β3|g(x, y, i, t)|2
≤ −α1U1(x, t) + α2U1(y, t− δ(t))− α3U2(x, t) + α4U2(y, t− δ(t)), (3.8)
for all (x, y, i, t) ∈ Rn ×Rn × S ×R+.
Let us comment on this assumption. Condition (3.8) implies
LU(x, y, i, t) ≤ −α1U1(x, t) + α2U1(y, t− δ(t))− α3U2(x, t) + α4U2(y, t− δ(t)), (3.9)
which guarantees the asymptotic stability (with some additional condition) of the hybrid SDDE
(3.6). Re-arranging our underlying hybrid SDDE (2.1) as
dx(t) = [f1(x(t), x(t), r(t), t) + f2(x(t), x(t− δ(t)), r(t), t)]dt
+ g(x(t), x(t− δ(t)), r(t), t)dB(t)
+
[
f1(x(t), x(t− δ(t)), r(t), t)− f1(x(t), x(t), r(t), t)
]
dt, (3.10)
we see that the SDDE (2.1) may be regarded as a perturbed system of the stable SDDE (3.6).
We observe that x(t) should be close to X(t) if the difference
f1(x(t), x(t− δ(t)), r(t), t)− f1(x(t), x(t), r(t), t)
would be sufficiently small provided the time delay is not too large. To guarantee this small
difference, we impose condition (3.3). Due to the highly nonlinear structure of the underlying
SDDE, in order for the SDDE (3.6) to be able to tolerate this small difference without loss of
its stability (namely, the perturbed SDDE (3.10) remains stable), we strengthen condition (3.9)
to condition (3.8). The following theorem can be proved in the same way as [2, Theorem 3.4]
was proved.
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Theorem 3.4 Let Assumptions 3.1, 3.2 and 3.3 hold. Assume also that
τ ≤
√
2β1β2
β4
∧ 2β1β3
β24
. (3.11)
Then for any given initial data (2.2), the solution of the SDDE (2.1) has the properties that∫ ∞
0
EU1(x(t), t)dt <∞ (3.12)
and
sup
0≤t<∞
EU(x(t), r(t), t) <∞. (3.13)
As demonstrated in [2], we can obtain stability results from Theorem 3.4 if we know a bit
more on function U1 or U . For example, if there exists a pair of positive constants c and p such
that
c|x|p ≤ U1(x, t), ∀(x, t) ∈ Rn ×R+, (3.14)
then (3.12) implies ∫ ∞
0
E|x(t)|pdt <∞, (3.15)
namely, the SDDE (2.1) is H∞-stable in Lp. If, furthermore,
p ≥ 2 and (p+ q1 − 1) ∨ (p+ 2q2 − 2) ≤ q, (3.16)
(please recall that q1, q2 and q were specified in Assumption 3.1 and the standing hypothesis
(2.3), respectively), then we can show in the same way as in [2] that
lim
t→∞E|x(t)|
p = 0, (3.17)
namely, the SDDE (2.1) is asymptotically stable in Lp.
Let us now begin to establish the main result of this paper which shows the almost sure
asymptotic stability of the SDDE (2.1) in the sense that limt→∞ x(t) = 0 a.s. It should be
pointed out that there is no such a result in [2].
Theorem 3.5 Let the conditions of Theorem 3.4 hold. Assume that there is a non-decreasing
function µ : R+ → R+ such that limu→∞ µ(u) =∞ and
µ(|x|) ≤ U(x, i, t), ∀(x, i, t) ∈ Rn × S ×R+. (3.18)
Assume moreover that there exists a continuous function W : Rn → R+ such that
W (x) = 0 if and only if x = 0 (3.19)
and
W (x) ≤ U1(x, t), ∀(x, t) ∈ Rn ×R+. (3.20)
Then for any given initial data (2.2), the solution of the SDDE (2.1) satisfies
lim
t→∞x(t) = 0 a.s. (3.21)
Proof. Fix the initial data (2.2) arbitrarily. By (3.12) and the Fubini theorem, we have
E
∫ ∞
0
U1(x(t), t)dt <∞
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whence ∫ ∞
0
U1(x(t), t)dt <∞ a.s.
This, along with (3.20), gives ∫ ∞
0
W (x(t))dt <∞ a.s.
This implies
lim inf
t→∞ W (x(t)) = 0 a.s. (3.22)
But our aim here is to show
lim
t→∞W (x(t)) = 0 a.s. (3.23)
from which can we further obtain our assertion (3.21). As the remaining proof is very technical,
we divide it into three steps.
Step 1. Let k0 > 0 be a sufficiently large integer such that ‖ξ‖ < k0. For each integer
k ≥ k0, define the stopping time
σk = inf{t ≥ 0 : |x(t)| ≥ k},
where throughout this paper we set inf ∅ =∞ (as usual ∅ denotes the empty set). It is easy to
see that σk is increasing as k → ∞ and, by our standing hypothesis, limk→∞ σk = ∞ a.s. By
the generalised Itoˆ formula (see, e.g., [21, Lemma 1.9 on page 49]), we obtain from (2.5) that
EV (xˆt∧σk , rˆt∧σk , t ∧ σk) = V (xˆ0, rˆ0, 0) + E
∫ t∧σk
0
LV (xˆs, rˆs, s)ds (3.24)
for any t ≥ 0 and k ≥ k0. We now let θ = β24/(2β1). (Please recall that θ is the free parameter
in the definition of the Lyapunov functional.) By condition (3.11), we have
θτ2 ≤ β2 and θτ ≤ β3. (3.25)
By Assumption 3.2, it is also easy to see that
Ux(x(t), r(t), t)[f1(x(t), x(t− δ(t)), r(t), t)− f1(x(t), x(t), r(t), t)]
≤ β1|Ux(x(t), r(t), t)|2 + β
2
4
4β1
|x(t)− x(t− δ(t))|2. (3.26)
It then follows from (3.4) along with Assumption 3.3 that
LV (xˆs, rˆs, s)
≤ −α1U1(x(s), s) + α2U1(x(s− δ(s)), s− δ(s))
− α3U2(x(s), s) + α4U2(x(s− δ(s)), s− δ(s)) + β
2
4
4β1
|x(s)− x(s− δ(s))|2
− β
2
4
2β1
∫ s
s−τ
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2 + |g(x(v), x(v − δ(v)), r(v), v)|2
]
dv.
Substituting this into (3.24) we can then show
EV (xˆt∧σk , rˆt∧σk , t ∧ σk) ≤ C1 +H1(t, k)−H2(t, k), (3.27)
where C1 is a positive constant and
H1(t, k) =
β24
4β1
E
∫ t∧σk
0
|x(s)− x(s− δ(s))|2ds,
H2(t, k) =
β24
2β1
E
∫ t∧σk
0
(∫ s
s−τ
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2
+ |g(x(v), x(v − δ(v)), r(v), v)|2
]
dv
)
ds.
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This along with condition (3.18) implies that
Eµ(|x(t ∧ σk)|) ≤ C1 +H1(t, k)−H2(t, k), ∀t ≥ 0.
But
Eµ(|x(t ∧ σk)|) ≥ µ(k)P(σk ≤ t).
Hence
µ(k)P(σk ≤ t) ≤ C1 +H1(t, k)−H2(t, k)
Letting k →∞, we get
lim sup
k→∞
(
µ(k)P(σk ≤ t)
)
≤ C1 + H¯1(t)− H¯2(t), ∀t ≥ 0, (3.28)
where
H¯1(t) =
β24
4β1
∫ t
0
E|x(s)− x(s− δ(s))|2ds,
H¯2(t) =
β24
2β1
∫ t
0
E
(∫ s
s−τ
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2
+ |g(x(v), x(v − δ(v)), r(v), v)|2
]
dv
)
ds.
For t ∈ [0, τ ], we clearly have
H¯1(t) ≤ β
2
4
2β1
∫ τ
0
(E|x(s)|2 + E|x(s− δ(s))|2)ds ≤ τβ
2
4
β1
(
sup
−τ≤v≤τ
E|x(v)|2
)
=: C2,
where, as usual, =: means ‘denoted by’. For t > τ , we have
H¯1(t) ≤ C2 + β
2
4
4β1
∫ t
τ
E|x(s)− x(s− δ(s))|2ds.
But, it follows from the SDDE (2.1) that, for s ≥ τ ,
E|x(s)− x(s− δ(s))|2
=E
∣∣∣ ∫ s
s−δ(s)
f(x(v), x(v − δ(v)), r(v), v)dv +
∫ s
s−δ(s)
g(x(v), x(v − δ(v)), r(v), v)dB(v)
∣∣∣2
≤2E
∫ s
s−τ
(
τ |f(x(v), x(v − δ(v)), r(v), v)|2 + |g(x(v), x(v − δ(v)), r(v), v)|2
)
dv.
Hence
H¯1(t) ≤ C2 + β
2
4
2β1
∫ t
τ
E
(∫ s
s−τ
[
τ |f(x(v), x(v − δ(v)), r(v), v)|2
+ |g(x(v), x(v − δ(v)), r(v), v)|2
]
dv
)
ds
= C2 + H¯2(t).
In other words, we always have
H¯1(t) ≤ C2 + H¯2(t), ∀t ≥ 0. (3.29)
Substituting this into (3.28) yields
lim sup
k→∞
(
µ(k)P(σk ≤ t)
)
≤ C1 + C2, ∀t ≥ 0, (3.30)
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As this holds for any t ≥ 0, we must have
lim sup
k→∞
(
µ(k)P(σk <∞)
)
≤ C1 + C2.
Consequently, there exists a k1 such that
µ(k)P(σk <∞) ≤ C1 + C2 + 1, ∀k ≥ k1. (3.31)
Step 2. In this step we will prove (3.23) by contradiction. For this purpose, we assume that
(3.23) were not true. We can then find a number ε ∈ (0, 1/4) such that
P(Ω1) ≥ 4ε, (3.32)
where Ω1 := {lim supt→∞W (x(t)) > 2ε}. By (3.31), we can find an integer κ > k1 such that
P(σκ <∞) ≤ ε. This means that
P (Ω2) ≥ 1− ε. (3.33)
where Ω2 := {|x(t)| < κ for ∀t ≥ −σ}. By (3.32) and (3.33)
P(Ω1 ∩ Ω2) ≥ P(Ω1)− P(Ωc2) ≥ 3ε, (3.34)
where Ωc2 is the complement of Ω2.
Let us now define the stopped process z(t) = x(t∧σκ) for t ≥ −τ . Clearly, z(t) is a bounded
Itoˆ process with its differential
dz(t) = φ(t)dt+ ψ(t)dB(t), (3.35)
where
φ(t) = f(x(t), x(t− δ(t)), t, r(t))I[0,σκ)(t),
ψ(t) = g(x(t), x(t− δ(t)), t, r(t))I[0,σκ)(t).
By the polynomial growth condition (3.1), we see that φ(t) and ψ(t) are bounded processes, say
|φ(t)| ∨ |ψ(t)| ≤ C3 a.s. (3.36)
for all t ≥ 0. Moreover, we also observe that |z(t)| ≤ κ for all t ≥ −τ . Define a sequence of
stopping times
ζ1 = inf{t ≥ 0 : W (z(t)) ≥ 2ε},
ζ2j = inf{t ≥ ζ2j−1 : W (z(t)) ≤ ε}, j = 1, 2, · · · ,
ζ2j+1 = inf{t ≥ ζ2j : W (z(t)) ≥ 2ε}, j = 1, 2, · · · .
By (3.22) and the definitions of Ω1 and Ω2, we have
Ω1 ∩ Ω2 ⊂ {σκ =∞}
⋂(
∩∞j=1 {ζj <∞}
)
. (3.37)
We also note that for all ω ∈ Ω1 ∩ Ω2, and j ≥ 1,
W (z(ζ2j−1))−W (z(ζ2j)) = ε and W (z(t)) ≥ ε when t ∈ [ζ2j−1, ζ2j ]. (3.38)
As W (x) is uniformly continuous in the closed ball Sκ := {x ∈ Rn : |x| ≤ κ}, we can find a
positive number ρ sufficiently small for which
|W (z1)−W (z2)| < ε whenever z1, z2 ∈ Sκ with |z1 − z2| < ρ. (3.39)
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It is useful to highlight that for ω ∈ Ω1 ∩ Ω2, if |z(ζ2j−1 + u) − z(ζ2j−1)| < ρ for all u ∈ [0, λ]
and some λ > 0, then ζ2j − ζ2j−1 ≥ λ.
We now observe from (3.12) and condition (3.20) that
C4 := E
∫ ∞
0
W (x(t))dt <∞. (3.40)
Choose a sufficiently small positive number λ and then a sufficiently large positive integer j0
such that
2C23λ(λ+ 4) ≤ ερ2 and C4 < ε2λj0. (3.41)
By (3.34) and (3.37), we can further choose a sufficiently large number T for
P(ζ2j0 ≤ T ) ≥ 2ε. (3.42)
In particular, if ζ2j0 ≤ T , |z(ζ2j0)| = ε and hence ζ2j0 < σκ by the definition of z(t) (otherwise
|z(ζ2j)| = |z(σκ)| = κ, a contradiction). We hence have
z(t, ω) = x(t, ω) for all 0 ≤ t ≤ ζ2j0 and ω ∈ {ζ2j0 ≤ T}. (3.43)
By the Burkholder-Davis-Gundy inequality (see, e.g., [21, Theorem 2.13 on page 70]), we can
then derive from (3.35) that, for 1 ≤ j ≤ j0,
E
(
sup
0≤t≤λ
|z(ζ2j−1 ∧ T + t)− z(ζ2j−1 ∧ T )|2
)
≤2λE
∫ ζ2j−1∧T+λ
ζ2j−1∧T
|φ(s)|2ds+ 8E
∫ ζ2j−1∧T+λ
ζ2j−1∧T
|ψ(s)|2ds
)
≤2C23λ(λ+ 4).
This, together with (3.41), implies
P
(
sup
0≤t≤λ
|z(ζ2j−1 ∧ T + t)− z(ζ2j−1 ∧ T )| ≥ ρ
)
≤ ε.
Noting that ζ2j−1 ≤ T if ζ2j0 ≤ T , we can derive from (3.42) and the above inequality that
P
(
{ζ2j0 ≤ T} ∩
{
sup
0≤t≤λ
|z(ζ2j−1 + t)− z(ζ2j−1)| < ρ
})
=P(ζ2j0 ≤ T )− P
(
{ζ2j0 ≤ T} ∩
{
sup
0≤t≤λ
|z(ζ2j−1 + t)− z(ζ2j−1)| ≥ ρ
})
≥P(ζ2j0 ≤ T )− P
(
sup
0≤t≤λ
|z(ζ2j−1 + t)− z(ζ2j−1)| ≥ ρ
)
≥ε.
This, together with (3.39) (or what we highlighted just below it), implies easily that
P
(
{ζ2j0 ≤ T} ∩ {ζ2j − ζ2j−1 ≥ λ}
)
≥ ε. (3.44)
Finally, by (3.40), (3.43) and (3.44), we derive
C4 ≥
j0∑
j=1
E
(
I{ζ2j0≤T}
∫ ζ2j
ζ2j−1
W (z(t))dt
)
≥ ε
j0∑
j=1
E
(
I{ζ2j0≤T}(ζ2j − ζ2j−1)
)
≥ ελ
j0∑
j=1
P
(
{ζ2j0 ≤ T} ∩ {ζ2j − ζ2j−1 ≥ λ}
))
≥ ε2λj0.
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But this contradicts the second inequality in (3.41). Therefore (3.23) must hold.
Step 3. In this final step, we will show our assertion (3.21) from (3.23). If (3.21) were not
true, then
ε1 := P(Ω3) > 0,
where Ω3 = {lim supt→∞ |x(t)| > 0}. On the other hand, by (3.31), we can find an integer k2
large enough for P(σk2 <∞) ≤ 0.5ε1. Let Ω4 = {σk2 =∞}. Then
P(Ω3 ∩ Ω4) ≥ P(Ω3)− P(Ωc4) ≥ 0.5ε1.
For any ω ∈ Ω3 ∩ Ω4, x(t, ω) is bounded on t ∈ R+. We can then find a sequence {tj}j≥1 such
that tj → ∞ and x(tj , ω) → x¯(ω) 6= 0 as j → ∞. This, together with the continuity of W ,
implies
lim
j→∞
W (x(tj , ω)) = W (x¯(ω)) > 0.
Consequently,
lim sup
t→∞
W (x(t, ω)) > 0 for all ω ∈ Ω3 ∩ Ω4.
But this contradicts (3.23). We therefore must have our assertion (3.21). The proof is complete.
2.
4 An Example
In this section we will discuss an example to illustrate our theory due to the page limit. Although
our example is a scalar hybrid SDDE, it will illustrate our theory fully.
Example 4.1 Consider a scalar hybrid SDDE
dx(t) = f(x(t), x(t− δ(t)), r(t), t)dt+ g(x(t), x(t− δ(t)), r(t), t)dB(t), (4.1)
where B(t) is a scalar Brownian motion, r(t) is a Markov chain on the state space S = {1, 2}
with its generator
Γ =
(−1 1
10 −10
)
, (4.2)
and, moreover, the coefficients f and g are defined by
f(x, y, 1, t) = −y + y3 − 5x3, f(x, y, 2, t) = y − y
3
2
− 3x3, g(x, y, 1, t) = y2, g(x, y, 2, t) = 0.5y2.
We will refer to r(t) as the mode of the system. So the system is operated in two modes, 1 and
2. In model 1, the system is described by the SDDE
dx(t) = [−x(t− δ(t)) + x3(t− δ(t))− 5x3(t)]dt+ x2(t− δ(t))dB(t), (4.3)
while in mode 2
dx(t) = [x(t− δ(t))− x3(t− δ(t))/2− 3x3(t)]dt+ 0.5x2(t− δ(t))dB(t). (4.4)
When the system is being operated, it will switch from one SDDE to the other according to the
movement of the Markov chain.
Before applying our new theory, we consider two special cases: δ(t) = 0 and δ(t) = 2 for
all t ≥ 0. In the case of δ(t) = 0, the SDDE (4.1) becomes an SDE. We perform a computer
simulation with the initial values x(0) = 3 and r(0) = 2. The sample paths of the Markov
chain and the solution of the SDE are shown in Figure 4.1, which indicates that the SDE is
11
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Figure 4.1: The computer simulation of the sample paths of the Markov chain and the SDDE (1.1) with
δ(t) = 0 using the Euler–Maruyama method with step size 10−4.
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Figure 4.2: The computer simulation of the sample paths of the Markov chain and the SDDE (4.1) with
δ(t) = 2 using the Euler–Maruyama method with step size 10−4.
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asymptotically stable. In the case of δ(t) = 2, we let the initial data be given by x(u) = 3+sin(u)
for u ∈ [−2, 0] and r(0) = 2 and perform a computer simulation for the sample paths of the
Markov chain and the solution of the SDDE. The sample paths are plotted in Figure 4.2, from
which we see that the corresponding SDDE is not stable.
These simulations show that when the delay is getting smaller and smaller, the SDDE will
become stable. Our theory will be able to show a bound for the delay. For this purpose, let the
variable delay δ : R+ → [0, τ ] satisfy the conditions imposed in Section 2 and assume δ¯ = 0.15.
We first apply [9, Theorem 4.3] to verify our standing hypothesis. Clearly, both coefficients are
locally Lipschtiz continuous so Assumption 2.1 in [9] holds. Let U¯(x) = |x|6 for x ∈ R. By the
Itoˆ formula,
dU¯(x(t)) = LU¯(x(t), x(t− δ(t)), r(t), t)dt+ 6x5(t)g(x(t), x(t− δ(t)), r(t), t)dB(t),
where
LU¯(x, y, i, t) = 6x5f(x, y, i, t) + 15x4|g(x, y, i, t)|2 (4.5)
for (x, y, i, t) ∈ R×R× S ×R+. But
LU¯(x, y, 1, t) = 6x5(−y + y3 − 5x3) + 15x4y4 ≤ 5x6 + y6 − 18.75x8 + 9.75y8 (4.6)
and
LU¯(x, y, 2, t) = 6x5(y − y3/2− 3x3) + (15/4)x4y4 ≤ 5x6 + y6 − 14.25x8 + 3y8. (4.7)
We hence always have
LU¯(x, y, i, t) ≤ 5x6 + y6 − 14.25x8 + 9.75y8
≤ 2 + 5x6 + y6 − (x8 + y8)− 13(1 + x8) + 11(1 + y8)
≤ c1 − 13(1 + x8) + 11(1 + y8), (4.8)
where
c1 = sup
x,y∈R
[
2 + 5x6 + y6 − (x8 + y8)] <∞.
Therefore, [9, Assumption 4.2] is satisfied. By [9, Theorem 4.3], we can conclude that the SDDE
(4.1) with the initial data (2.2) (replace Rn there by R of course) has the unique global solution
x(t) on t ≥ −τ and the solution has the property that
sup
−τ≤t<∞
E|x(t)|6 <∞. (4.9)
That is, the standing hypothesis (2.3) holds with q = 6.
Let us now apply our theorems established in the previous section to discuss the asymptotic
stability of the SDDE (4.1). It is easy to see that Assumption 3.1 holds with q1 = 3 and q2 = 2
(and 2(q1 ∨ q2) = q). We decompose f as (3.2) with
f1(x, y, 1, t) = −y, f1(x, y, 2, t) = y, f2(x, y, 1, t) = y3 − 5x3, f2(x, y, 2, t) = −y3/2− 3x3.
Then Assumption 3.2 holds with β4 = 1. To verify Assumption 3.3, we define
U(x, i, t) =
{
x2 + x4 if i = 1,
2x2 + 3x4 if i = 2
(4.10)
for (x, i, t) ∈ R× S ×R+. By definition (3.5), we have
LU(x, y, i, t) =
{
(2x+ 4x3)(−x+ y3 − 5x3) + (1 + 6x2)y4 + x2 + 2x4 if i = 1,
(4x+ 12x3)(x− y3/2− 3x3) + (0.5 + 4.5x2)y4 − 10x2 − 20x4 if i = 2.
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It is then easy to show
LU(x, y, i, t) ≤
{ −x2 − 11.5x4 + 2.5y4 − 16x6 + 6y6 if i = 1,
−6x2 − 19.5x4 + 2y4 − 31.5x6 + 6y6 if i = 2. (4.11)
Moreover,
|Ux(x, i, t)|2 =
{
4x2 + 16x4 + 16x6 if i = 1,
16x2 + 96x4 + 144x6 if i = 2;
(4.12)
|f(x, y, i, t)|2 =
{ | − y + y3 − 5x3|2 ≤ 3y2 + 3y6 + 75x6 if i = 1,
|y − 12y3 − 3x3|2 ≤ 3y2 + 34y6 + 27x6 if i = 2;
(4.13)
|g(x, y, i, t)|2 =
{
y4 if i = 1,
0.25y4 if i = 2.
(4.14)
Setting
β1 = 0.1, β2 = 0.05, β3 = 1, (4.15)
and using (4.11)-(4.14), we can then show that
LU(x, y, i, t) + β1|Ux(x, i, t)|2 + β2|f(x, y, i, t)|2 + β3|g(x, y, i, t)|2
≤
{ −0.6x2 + 0.15y2 − 9.9x4 + 3.5y4 − 10.65x6 + 6.15y6 if i = 1,
−4.4x2 + 0.15y2 − 9.9x4 + 2.25y4 − 15.75x6 + 6.1y6 if i = 2. (4.16)
This implies
LU(x, y, i, t) + β1|Ux(x, i, t)|2 + β2|f(x, y, i, t)|2 + β3|g(x, y, i, t)|2
≤ −0.6x2 + 0.15y2 − 9.9x4 + 3.5y4 − 10.65x6 + 6.15y6.
≤ −0.5(x2 + 21x6) + 0.3(y2 + 21y6)− 9.9x4 + 3.5y4. (4.17)
Letting
U1(x, t) = x
2 + 21x6, U2(x, t) = x
4, α1 = 0.5, α2 = 0.3, α3 = 9.9, α4 = 3.5, (4.18)
we get condition (3.8). Moreover, it is easy to check that condition (3.7) holds as well. In other
words, Assumption 3.3 is satisfied. Furthermore, condition (3.11) becomes
τ ≤ 0.1. (4.19)
By Theorem 3.4, we can therefore conclude that the solution of the SDDE (4.1) has the property
that ∫ ∞
0
E(x2(t) + x6(t))dt <∞. (4.20)
It is also easy to see that if we let µ(u) = u2 and W (x) = x2, then all the conditions of Theorem
3.5 are satisfied too so we also have
lim
t→∞x(t) = 0 a.s. (4.21)
We perform a computer simulation with the time-delay δ(t) = 0.1 for all t ≥ 0 and the
initial data x(u) = 3 + sin(u) for u ∈ [−0.1, 0] and r(0) = 2. The sample paths of the Markov
chain and the solution of the SDDE (4.1) are plotted in Figure 4.3. The simulation supports
our theoretical results.
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Figure 4.3: The computer simulation of the sample paths of the Markov chain and the SDDE (4.1) with
δ(t) = 0.1 using the Euler–Maruyama method with step size 10−4.
5 Conclusion
In this paper we have established the generalised delay-dependent stability criteria for highly
nonlinear hybrid SDDEs by removing a restrictive condition imposed in [2]. There are three
aspects of the main contributions of the article. First of all, our new criteria do not require
the drift coefficient of the underlying SDDE to be globally Lipschitz continuous in the delay
component. Thus, the results obtained in this article have much broader applications than
those in [2]. Secondly, in addition to the H∞ stability in Lp and asymptotic stability in Lp,
we have discussed the almost sure asymptotic stability which was not studied in [2]. Finally,
the methods developed for the proof of the almost sure asymptotic stability are mathematically
very technical.
We should also point out that our current work is very much different from that of [10].
Although highly nonlinear hybrid SDDEs are investigated in [10], the stability criteria there are
delay-independent which are no applicable to delay-dependent stable hybrid SDDEs, e.g. the
system in Example 4.1. Moreover, Zhu et al. [41] deal with the mean square exponential stability
without highly nonlinear coefficients, while Song and Zhu [30] discuss how noise may suppress
explosive solutions of differential systems with a new general polynomial growth condition. They
are very much different from what we have studied in this paper.
We would also like to mention a number of further research topics. First, the Markovian
jump system (MJS) has the limitations in applications, since the jump times of the Markov
chain are exponentially distributed with constant transition rates. In comparison, in the semi-
Markovian jump system (S-MJS), the jump process is characterised by a fixed matrix of transi-
tion probabilities and a matrix of sojourn time probability density functions. Due to the relaxed
conditions on the probability distributions, the S-MJS has much broader applications than the
MJS (see, e.g., [6, 28]). It is therefore useful to investigate the stability of highly nonlinear
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S-MJS. Next, the results in this paper could be generalized to cope with the mode-dependent
time-delay systems, in which the derivatives of time delays in some modes could be larger than
1. Moreover, we could replace the Brownian noise by more general noise, e.g., the Le´vy noise
(see, e.g., [40]) and study the stability of the corresponding highly nonlinear hybrid systems.
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