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1. INTRODUCTION 
In a joint paper with Abraham Zaks [7] we considered matrix differen- 
tial systems 
Y’“‘(x)+A,(x) Y(m-” (x) + . + A,(x) Y(x) = 0, (1.1) 
where the real n x n matrices A,(x), i= 1, . . . . m; n, m 3 2, are continuous on 
an interval Z, and Y(X) denotes a real n x n matrix solution. We gave a 
geometric interpretation for these equations, using the (nz - 1 )-dimensional 
left-projective space over the real n x n matrices P, ,(M,(R)). In this way 
some elementary parts of the projective theory of the scalar differential 
equation 
y@)(x)+a,(x)y(“-‘) (x) + -.. + n,,(x) y(r) = 0, (1.2) 
as given in the book of Wilczynski [9], were generalized from the scalar 
case n = 1 to the matrix case n 3 2. The present paper is devoted to one 
specific subject of the projective theory of matrix differential systems, 
namely the adjoint system. 
In Section 2 we define the adjoint of Eq. (1.1). It seems appropriate for 
our purposes to write the matrix coefficients of the adjoint equation on the 
right, i.e., on the side opposite to their appearance in the given Eq. (1.1). 
The Lagrange identity is easily obtained and, given a basis of solutions for 
the original equation, we define the adjoint basis for the adjoint equation. 
The geometric relation between these adjoint bases is considered in 
Section 3. While Eq. (1.1) is connected with the left-projective space, which 
we now denote by Pi- r = Pfn- ,(M,(R)), it turns out that the adjoint 
equation relates to the right-projective space Pkz _ , = P;+ ,( M,(R)). In 
Section 4 we define self-adjoint equations and consider also equations not 
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of normal form, i.e., having an invertible matrix coefficient for the highest 
derivative Y@‘)(x). Equations with complex coefficients are also mentioned 
and we close with a few remarks relating our definition of the adjoint 
equation to definitions given in [2, 51. 
For completeness we use the rest of this introduction to summarize some 
definitions and results of [7] and also to describe our notation. Capital 
Roman letters denote real n x n matrices Y = ( JJ;~)~; Y’= ( yki); is the trans- 
pose of Y and ) YJ is its determinant. Capital script letters denote real 
sn x tn matrices, s+ t 3 m + 1, m b 2. n x mn matrices ?!I are often written in 
block form %V = ( Y, . . Y,), where each Y,, i = 1, . . . . m, is an n x n matrix. 
The set of real n x mn matrices 9J of rank ~(“9) = n is called R,(mn’), and 
this is a topological space. Two matrices g and 09 of R,(mn2) are left- (or 
row-) equivalent if there exists an invertible n x n matrix S such that 
Z@ = Sg. This relation partitions R,(mn2) into equivalence classes and these 
equivalence classes are the points of PI, , = P’, ~ ,(M,(R)). The point 
corresponding to the matrix ?V is denoted by Y and we write Y =f (?I), 
??I Ef - ‘[Y]. The topology of Pk ~, is the quotient topology relative to f 
and the topology of R,,(mn2). Pf, , is a connected and compact Hausdorff 
space whose topology has a countable base. Linear maps ?? = C(g) of 
R,(mn2) are defined by postmultiplication with an invertible mn xmn 
matrix 59: ?? = V(g) = ?V#. Such a map induces a projectivity P = C(Y) of 
C-l onto itself. 
Let YJx), k = 1, . . . . m, be m matrix solutions of Eq. (1.1). We call the 
II x mn matrix g(x) = ( Y,(x). . . Y,(x)) a basis of (1.1) if the corresponding 
mn x mn Wronskian matrix w(x) is invertible: 
t 
Y,(x) ... Y*(x) 
W(x)= ; 
i i 
> I -wx)l zo, XEZ. (1.3) 
y\“-“(x). . . yjl:-- “(X) 
Conversely, if the matrix function @(x) = (Y,(x). . . Y,(x)) is given and 
such that (1.3) holds, then there exists a unique differential equation (1.1) 
which has g(x), and all its projective maps g(x) = g(x) 59, 1 %?I # 0, as 
bases. Let g(x) be a given basis; as x moves on the interval Z, Y(x)= 
f(CV(x)) describes a curve r(Y) in Pi- ,. (This curve is called regular as 
(1.3) holds.) Going from the basis 9(x) of (1.1) to another basis g(x) = 
C(g(x)) we obtain another regular curve r(P) which is a projective map of 
f(Y). Note that the curves carry the parameter x, i.e., we did not consider 
changes of the independent variable. The regular curve r(Y) is given not 
only by the basis g(x) of Eq. (1.1) but by any matrix function of the form 
4’(x) = S(x) g(x), 1 S(x)1 #O, which is the basis of another differential 
equation. We thus obtain a one-to-one mapping between the set of classes 
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of equations having row-equivalent bases and the set of classes of projec- 
tively equivalent curves [7, Theorem 2.31 (see also Theorem 3.3 of the 
present paper). 
2. ADJOINT SYSTEMS AND ADJOINT BASES 
We write the given matrix differential equation in the form 
F(Y)=A,(x) Y’“‘(x)+A,(x) Y’“-“(x)+...+A (x) Y(x)=O. (2.1) m 
Here m32, A,Jx)=Z= (6,);, and the other coefficients Ai are suf- 
ficiently smooth real n x n matrix functions on a given interval I of the real 
axis; cf. [9, p. 403. Note that we try to choose notation similar to the 
notation for the corresponding scalar expressions in [9]. From now on it 
will be tacitly supposed that all matrix functions are sufficiently smooth, so 
that all appearing derivatives are continuous. The real n x n matrix function 
Y(x) is the argument of the operator F(Y), or, if F(Y) =O, a matrix 
solution of this equation. 
Let Z(x) be another real n x n matrix function on I. Then we have 
h = 0, 1, . . . . k - 1. Note that the not written constant of integration is a n x n 
matrix C. Multiplying this equation by ( - 1 )h and summing from h = 0 to 
h=k- 1, we obtain 
k-l 
z’h)y+h)dx= 1 (-l)hz(h)y+h-1) 
h=O 
Hence, 
k-l 
+ c (-l)h+’ i 
z’h+“y’k-h- l)dx, 
h=O 
s k-l zy’k’dx= C (-l)hz(h)y(k--h-1) +(-l)kJZ(k)Y&!x. (2.2) 
h=O 
By (2.1), 1ZF( Y) dx = Crzo J ZA, Pk Yck) dx, and (2.2) thus yields 
jZF(Y)dx= 5 X&-l)h(ZA,,~k)(h)Y’k-h-l’+~G(Z)Ydx, (2.3) 
k=O h=O 
where 
G(Z)= f (- l)k (Z(x) A,_,(x))‘~‘; 
k=O 
(2.4) 
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i.e., 
(- 1)” G(Z)= (Z(x) Ao(x))@- (Z(x) A,(x))‘“-” 
+ . . . + (- 1)” Z(x) A,(x) (2.4’) 
(A,(x)=Z). The differential operator G(Z), or (- 1)” G(Z), is the 
Lagrange adjoint of the operator F(Y). We write 
m k-l 
$(Z, Y)= c 1 (-l)h(ZA,Pk)(h) Y(kPhP’), 
k=O h=O 
(2.5) 
and call $(Z, Y) the adjoint bilinear expression. Equation (2.3) is thus 
I (ZF( Y) - G(Z) Y) dx = +(Z, Y). (2.3’) 
It follows that for arbitrary matrix functions Y(x) and Z(x) the Lagrange 
identity holds: 
ZF( Y) - G(Z) Y = $ $(Z, Y). (2.6) 
ZF( Y) - G(Z) Y is thus the derivative of a bilinear expression. This 
property characterizes the adjoint operator G(Z) of a given operator F(Y); 
cf. [9, p. 421. 
PROPOSITION 2.1. Let F( Y) be defined by (2.1) and let Dk(x), 
k = 0, . . . . m, and E,,,(x), k, I= 0, . . . . m - 1, be given real n x n matrix 
functions on I. Set 
H(Z)= f Ztmpk’Dk, 
m-l 
d(Z, Y) = c Zck’Ek, ,Y”). 
k=O k,/=O 
If for arbitrary matrix functions Y(x) and Z(x) 
ZF(Y)-H(Z) Y=$(Z, Y), (2.7) 
then 
H(Z) = G(Z), 4c.c Y) = 4w Y) + c, (2.8) 
where G(Z) and ll/(Z, Y) are the operator and the bilinear expression adjoint 
to the given F(Y) and C is a constant n x n matrix. 
Proof: Subtracting (2.7) from (2.6) we obtain (H(Z)-G(Z)) Y= 
(d/dx)($(Z, Y) - d(Z, Y)). If the operators H and G are distinct, hen the 
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derivative of II/ - C$ has a right factor Y. This is clearly impossible and (2.8) 
thus follows. 
We write the adjoint operator in the form 
(- 1)” G(Z)= Z’“‘(x) B,(x) + Z”‘-“(x) B,(x) + ... + Z(x) B,(x). (2.9) 
Here B,(x) = I and 
B, = -A,, 
B,= - A; +A,, 
B 
m 
= -A$“-“+,4$‘+2’_... +(-1)“,4,, 
We defined the adjoint for operators having their matrix coefficients on the 
left. In the other case, i.e., for operators having their coefficients on the 
right, the definition of adjoint is analogous. Proposition 1.1 and its 
analogue imply the following. 
PROPOSITION 2.2. The relation between F(Y) and G(Z) is reciproca[; i.e., 
!f of two expressions the second is the Lagrange adjoint of the first, so is the 
,first of the second. 
It follows that F( Y) = (B, Y)(“’ - (B, Y)‘” ~- ‘) + . . . + ( - 1)” B, Y and 
the roles of the A’s and the B’s in (2.10) may be exchanged. 
For any given basis 3(x) = ( Y,(x). . . Y,(x)) of F( Y) = 0, we now con- 
struct the adjoint basis of matrix solutions Z,(x), i= 1, . . . . m, of G(Z)=O. 
Let TV(X) be the Wronskian matrix (1.3) corresponding to the given V(x) 
and let N(x) be the mn x mn companion matrix corresponding to F( Y): 
0 
0 
X(x)= 
i . 
I 0 . . . 
0 I . . . 
(2.11) 
-A,(x) --A,_,(x) . ‘.. 
Equation (2.1) with A,(x) = Z, is equivalent o 
-w’(x) =X(x) W(x). (2.12) 
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As -W(x) is invertible this yields 
(w-‘(x))‘= -W-‘(x) X(x). (2.13) 
We write “#‘-l(x) in the block form 
&ix) ... Z,.,-,(x) Z,(x) 
(2.14) 
This, (2.11), and (2.13) yield 
z:, = ZiA,, 
z:, = -z,, +Z;A,-,, 
&-I 
(2.15) 
= -Zi.m -2 +zp4,, 
z: = -zj,+, fZ;A,, i= 1 , . . . . m. 
Differentiating the kth equation k - 1 times and solving for Z;, we obtain 
that each n x n matrix Z,(x), i= 1, . . . . m, is a solution of the adjoint 
equation G(Z) = 0. 
It follows from (2.14) and (2.15) that, together with w(x), the 
Wronskian matrix Y(x), 
i 
Z,(x) z;(x) ... Z\“--“(X) 
v-(x)= ; 
: ) Z,(x) z;(x) . .’ zp-yx) 
3 (2.16) 
is also invertible. However, we want to show more and proceed as in 
[9, p. 441. g(x) w(x)-‘=.a, .a= (S,)?, (1.3) and (2.14) yield the 
equalities 
iE, Y,!“- Q(x) Z,(x) = 0, (2.17) 
We set 
S).JX) = f Yy’(x) Zyyx), I, k = 0, . . . . m - 1. (2.18) 
r=l 
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Then (2.17) can be written as S,= S,,= . . . = SmP2,0=0, S ,+,, ,,=Z. 
Differentiating the last equations, we obtain 
Sik = 0, E.+k<m-I, 
Sj,k = ( - 1)” Z, A+k=m-1. 
(2.19) 
As w(x) V(x) = (S,,(x)):- I, it follows that V(x) is invertible. 
In general, m matrix solutions Z,(x), . . . . Z,(x) of G(Z) = 0 yield a basis 
if the corresponding Wronskian matrix Y(x) is invertible. We write such a 
basis as an mn x iz matrix 
Z,(x) 
.9(x)= i 
t i 
= (Z!(x) . ‘. z;(x))‘, (2.20) 
Z,(x) 
where the last expression is only used for typographical reasons. 
THEOREM 2.3. Let “Y(x) be a basis of the equation F( Y) = 0, let w(x) be 
the corresponding Wronskian matrix, and let a(x) be the last block column 
of @‘“~-l(x). Then T(x) is a basis of the adjoint equation G(Z) = 0. The 
relation between a given basis g(x) of F( Y) = 0 and this adjoint basis a(x) 
of G(Z) = 0 is reciprocal. 
The last assertion of this theorem follows from the case 1= 0 of formulas 
(2.19). 
The following proposition will be needed in the next section. 
PROPOSITION 2.4. (a) Let “Y(x) and g(x) be two distinct bases for the 
equation F(Y) = 0, and let 5?‘(x) and E?(x) be the adjoint bases for G(Z) = 0. 
Zf @(x) = g(x) %, 1% 1 # 0, then g(x) = V-‘%?(x). 
(b) Let g(x) and C@(x) be row-equivalent bases for two distinct 
equations of the form (2.1), and let T(x) and C?(x) be the adjoint bases for 
the corresponding adjoint equations. Zf 4(x) = S(x) g(x), 1 S(x)1 # 0, then 
9(x) = Lqx) S--‘(x). 
Proof. (a) V is an mn x mn invertible matrix. g(x) =%Y(x) %? implies 
q(x) = w(x) % for the corresponding Wronskian matrices of size 
mn x mn. Hence Y?‘(X) =Ce-i~P-‘(x) and s(x) =%-la(x) holds for 
the last block column. 
(b) Let S(x) be a real, invertible n x n matrix; 8(x)= S(x)%(x) 
implies Y?(x) = Y(x) w(x), where the mn x mn matrix Y(x) is given by 
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Hence &i(x) = @‘-l(x) y-‘(x) and Z?(x) = 5?(x) S’(x) follows. 
3. GEOMETRIC INTERPRETATION 
In [7, p. 1691 we considered (s - 1 )-dimensional subspaces of Pf, _, = 
P!,- ,(M,(R)), 1 6 s 6 m - 1, and we associated with each such subspace an 
(m-s - 1)-dimensional subspace of the given space. It seems, perhaps, 
more appropriate to associate with each (s - 1 )-dimensional subspace Lt-, 
of this left-projective space Pfn- 1 an (m - s - 1 )-dimensional subspace 
c-s- 1 of the right-projective space P; ~, (cf. [3, pp. 1861911). 
The definition of P; ~ 1 = P; ~, (M,(R)) is analogous to the definition of 
PL- 1 = Pi- ,(M,(R)). Rig mn’) denotes the set of the mn x n matrices EZ of 
rank n. EZ’ is often written in block form 
(3.1) 
The matrices LF and 5?’ of R;(mn2) are right- (or column-) equivalent if 
there exists an invertible n x n matrix R such that S? = Z?R. R;(mn’) is thus 
partitioned into equivalence classes which are the points of Pk- ]. The 
point corresponding to ZZ is denoted by Z; Z =f,(Z?‘), ZZE~,‘[Z]. All the 
properties proved for PI, i hold, mutatis mutandis, for Pk , . 
We now sketch the theory of linear subspaces of PI, _ 1 [7, pp. 168-1701. 
s points Y,, . . . . Y, are linearly independent if, for an arbitrary choice of 
corresponding matrices gi of- ’ [Y i], i = 1, . . . . s, and for any n x n matrices 
L 1, . . . . L,, the equality C;= i LiVi = 0 implies Li = 0, i= 1, . . . . s. With the 
above matrices 5$ = ( Y,, . . . Y,), i = 1, . . . . s, we build an sn x mn matrix 
92 = ( Yik), i= 1, . . . . s; k = 1, . . . . m. The points are independent if and only if 
p(a) = sn. If follows that every single point of Pi- *(M,(R)) is linearly 
independent; for n B 2 two points may be distinct and dependent, 
and m + 1 points are always dependent. A linear combination V of s, 
s < m, independent points Y, , . . . . Y, is defined by V =f (Y), where v = 
Cf=l Li%T and AL, . . . L,) = n. The set of all these linear combinations is 
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the (s - 1 )-dimensional linear subspace Lip , of Pk ~ r spanned by Y r, . . . . Y,. 
This space is also spanned by any s independent points in it. The spaces of 
dimension 0 are the points of P!,-, , those of dimension m - 2 are the 
hyperplanes, and the only space of dimension m - 1 in Pf, ~, is Pf, _ I itself. 
P!+l and Ph-’ are connected in the following way: 
THEOREM 3.1. Let Lip, be an (s - 1 )-dimensional subspace of Pk-, , 
m>2, l<sdm-1. Let Y’,..., Y, be arbitrary independent points in Li- , 
and let OY, = ( Y,, . . . Y,,) of ’ [Y ;], i = 1, . . . . s, be corresponding matrices. 
Set % = (Y,), i= 1, . . . . s; k = 1, . . . . m. The set qf points Z of P& - , for which 
2 E f rp ’ [Z] satisfies 
42L!T=o (3.2) 
is an (m - s - 1 )-dimensional subspace Lk J _ ’ of Pk , and this space 
depends only on the given space Li ~, of Pi ~ ’ . 
This theorem, with the changes mentioned at the beginning of this 
section, was proved in [7, p. 170-J. Clearly the relation between these dual 
spaces Li I and L:, _ ,~~, is reciprocal. Here we are interested in the case 
s=m- 1. Lk-, is a hyperplane in PI, _ ’ , spanned by m - 1 independent 
points, and to each such hyperplane there corresponds, by duality, a single 
point Z of P;, _ ‘. 
Let g(x) = ( Y,(x) ... Y,,,(x)), x E Z, be an n x mn matrix function and 
assume that (1.3) holds, i.e., the corresponding Wronskian matrix is inver- 
tible on I. It follows that for each fixed x, x E Z, the (m - 1) n x mn matrix 
c&(x) = (Yr- l’(x)), i= 1 , . . . . m - 1; k = 1, . . . . m, (3.3) 
is of rank (m - 1) n. Hence, for each fixed x, the m - 1 points Y”- ‘j(x) =
f(tVp ‘j(x)), i= 1, . . . . m - 1, are linearly independent. The hyperplane 
L!,-,(x) spanned by these m- 1 points is the set of points P=f(9) for 
which .9 is given by 
!Y’= L’~‘(x)+ L,?&(x)+ ‘.‘+ L,-’ W+2)(X), (3.4) 
where p(L, . . . L,,- ‘) = n. As x moves on Z, the point Y(x)=f(%(x)) 
describes a regular curve Z(Y) in Pi- ‘. L!,- 2(x) is thus the hyperpfane 
osculating to T(Y) at the point Y(x). (For m = 2, Lb(x) is simply the point 
Y(x).) 
To identify the point Z(x) in P:, _ I) which is dual to this hyperplane 
L;p2(x) of q-2, XEZ, we write the equation a(x) 9(x)= 0 explicitly: 
Y’(X) ... Y,(x) 
Y’(X) ..’ 
i : 
Z’(X) 0 
Ux) Z,(x) 0 
: )i4! 
= . . (3.5) 
y\m’2)(x) . . . yp-2)(x) . z?l(x) b 
409/129,1-X 
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Equation (3.5) is identical with the first m - 1 equations of (2.17). 
Equation (2.17) defines a(x) = (Z:(x) ..-Zk(x))’ uniquely, while (3.5) 
defines a(x) up to right-equivalence, which does not influence the location 
of the point Z(x) =f,(b(x)) in P; _ i. Let F(Y) = 0 be the uniquely defined 
differential equation for which the given g(x) is a basis. Then the adjoint 
basis z(x) of G(T)=0 satisfies (2.17), and hence (3.5). As x moves on Z, 
Y =f(??/(x)) describes the regular curve r(Y) in Pk-, and Z(x) =fJa(x)) 
describes the regular curve T(Z) in Pk _ , . 
Let g’(x) = S(x) g(x), 1 S(x)1 # 0, x E Z; then this row-equivalent basis 
corresponds to another equation, say fi( Y) = 0. Let $(x) be the adjoint 
basis of G(Z) = 0. It follows from Proposition 2.4(b) that the assumption 
T(Y) = r(Y) implies f(Z) = Z(2). Note also that, by (3.4), the osculating 
hyperplane L!,_,(x) is not changed if we replace 9(x) by @(x). Altogether, 
we proved the following theorem; cf. [9, p. 553. 
THEOREM 3.2. To every regular curve I(Y ), parametrized by x, x E I, in 
pt-,, corresponds a dual regular curve T(Z), parametrized by x, in P; _ , , 
in the following way. The point Z(x) of T(Z) is the dual of the osculating 
hyperplane L!,-,(x) to T(Y) at the corresponding point Y(x). Zf F( Y) = 0 is 
a differential equation corresponding to r(Y), so that its basis Y(x) defines 
Y(x)eT(Y) by Y(x) =f(Y(x)), XEZ, then the points Z(x) of f(Z) are 
defined by Z(x) =f,(a(x)), where S?(x) is the basis adjoint to g(x). These 
notions are reciprocal; the given curve T(Y) is the dual of its dual. 
In [7] and in the present paper, we do not change the independent 
variable x. However, in the first sentence of the above theorem the phrase 
“parametrized by x” may be deleted. Indeed, if 5 = t(x), t’(x) > 0, and 
t(x) E C”‘)(Z), then it is clear that the osculating plane to the curve r(Y) at 
Y(x), whose points are given by Eq. (3.4) does not change if we replace x
by 5. The notion of the dual curve T(Z) does not depend on the 
parametrization of r(Y) and is thus truly geometric. 
It seems worthwhile to connect the above theorem with one of the main 
results of [7]. So the first half of the next theorem is just Theorem 2.3 of 
[7], stated for Pfn_ , and Pk-, . The second half connects the results of 
both papers. 
THEOREM 3.3. For every m 2 2, n > 2 and x-interval I, there exists a one- 
to-one mapping between the set of classes of m th order equations (2.1) 
[(2.9)], of dimension n defined on I, having row- (column-) equivalent bases, 
and the set of classes of projectively equivalent regular curves T(Y) [r(Z)], 
parametrizedbyx, XEZ, in Pf,-,=Pf,_,(M,,(R)) [Pk-,=P~~,(M,(R))]. 
There exists a one-to-one correspondence between the two kinds of 
equations, (2.1) and (2.9), by pairing adjoint equations, and also between the 
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regular curves in Pf, _ 1 and P; _ 1 by duality. These correspondences induce a 
one-to-one correspondence between the above-mentioned classes of equations 
of both kinds and also between the above-mentioned classes of curves in both 
spaces. Moreover, cf Eq. (2.1) and a curve r(Y) in P f, ~ 1 were related by the 
mapping mentioned at the beginning, then the same holds for the adjoint 
equation (2.9) and the dual curve T(Z). 
Note that for the proof we also use part (a) of Proposition 2.4. We 
mention the following property of regular curves. 
PROPOSITION 3.4. No point of P!,-, is contained in all the osculating 
hyperplanes of any given regular curve IJ Y ). 
Proof The dual curve T(Z) is also regular, and it follows by [7, 
Theorem 2.41 that T(Z) is not contained in any hyperplane of Pi _ 1. The 
proposition follows by the principle of duality; see [3, p. 190; 9, p. 551. 
4. SELF-ADJOINT SYSTEMS AND GENERALIZATIONS 
A matrix differential equation and its adjoint have their coefficients on 
opposite sides. To define self-adjoint equations, we use transposition. The 
transpose of Eq. (2.1) is 
F(Y)‘= (Y(x)pA;(x)+ (Y(x))(-‘1 Ai( “. + Yyx)AL(x)=O. 
(4.1) 
The equation F( Y) = 0 is called self-adjoint if its transpose is the same as its 
adjoint, i.e., if F(Y)’ and (- 1)” G(Z) have the same coefficients. This 
happens if and only if the following m + 1 equations hold: 
A; = -A,, 
A; = - A’, +A,, 
A;= -AI”~“+A~~,“*)-...+(-l)“A,, 
for each x in I. Note that if g(x) is a basis of a self-adjoint equation (2.1), 
then, in general, it does not followeven not in the scalar case n = l-that 
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an equation with a row-equivalent basis @F(x) = S(x) g(x), 1 S(x)1 # 0, is 
also self-adjoint. However, such equations, which are reducible to the self- 
adjoint form, have the following property. 
THEOREM 4.1. Let the equation F( Y) = 0 be reducible to the self-adjoint 
form and let g(x) be a basis of this equation. Then there exists a constant 
invertible mn x mn matrix %? such that 
c?/(x) WY (x) = 0, [%?I #O, XEZ. (4.3) 
If $9 # -%?‘, which necessarily holds if mn is odd, then there exists a sym- 
metric mn x mn matrix $3 such that 
c?/(x) s!iqx) = 0, 9=sF, 9#0, XEI. (4.4) 
Proof (a) Let us first assume that the given equation F(Y) = 0 is self- 
adjoint. Then, for any given basis g(x) = ( Y,(x). . . Y,Jx)), the transposed 
matrix g”(x) = (Y,(x) ... Y,(x))’ is a basis for the adjoint equation 
G(Z)=O, but not necessarily the basis a(x) adjoint to the given basis 
g(x) of F(Y) = 0. It follows that there exists an invertible mn x mn matrix 
V= (Cik);f, depending on the basis g(x), such that, for all x in I, 
b(x) = ?s?Y(x), lgl fO, (4.5) 
or, in detail, 
zi(x) = $ cik yk(x), i=l , . . . . m. (4.5’) 
k=l 
Substituting into the first equation of (2.17) we obtain Cyk =, 
Yi(x) Cik r,(x) =O, which is (4.3). If we add (4.3) to its transpose we 
obtain g(x)(% + V) V(x) = 0, which yields (4.4). 
(b) Let g(x) be as in step (a) and let g(x) = S(x) g(x), I S(x)] # 0, 
be a row-equivalent basis. Equation (4.3) implies 4(x) %@‘(x) = S(x) q(x) 
Q%‘(x) S’(x) = 0 and we thus proved the theorem. 
In the scalar case, n = 1, (4.4) means that the integral curve T(y) of a 
self-adjoint equation (and hence of the whole class of equations reducible 
to this form) lies, at least for odd m, on a quadric in P,+ ,(R). See [l, 
p. 110; 9, p. 613. We call a regular curve r(Y) in P!,-l(M,(R)) self-dual if 
there exists tY(x)~f -‘[Y(x)], Y(x)ET(Y), XE Z, which is the basis for a 
self-adjoint equation. So Eq. (4.4) may be interpreted by stating that, at 
least for odd values of mn, self-dual curves in Pi- 1 lie on quadrics. It 
remains to be seen whether a theory of quadrics and polarity can be 
developed for projective matrix spaces. 
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To compare our approach with recent definitions of adjoint and self- 
adjoint matrix differential systems, we have to consider two generalizations. 
(1) The coefficient A,(x) of the highest derivative Y’“‘(x) in F(Y) = 0 is not 
the unit matrix, i.e., the differential equation is not normalized. (2) The 
matrix coefficients are complex functions on an interval Z of the real line or 
holomorphic functions in a domain of the complex plane. 
(1) So let us now assume that A,(x) is not necessarily the unit 
matrix, but 1 A,(x)1 # 0, x E Z. Otherwise everything is as before, i.e., we are 
still in the real case. G(Z) is defined by (2.4), and Propositions 2.1 and 2.2 
remain unchanged. Equations (2.10) have to be changed to 
B, = 
(2.10’) 
The last block row of X(x) in (2.11) has to be changed to (-A;‘A,, 
-A,‘A,,p,... -A; ’ A,), and in the last block column of (2.14) every 
block has a right factor A,(x); so the last block column of W(x) - ’ is now 
S(x) A,(x). The last equation of (2.15) is now (ZiAo)‘= Zi,+, +Z,A,, 
and the Z appearing in the last equations of (2.17) and (2.19) has to be 
replaced by A; l(x). There is also a change in the last equality appearing at 
the very end of Proposition 2.4. Section 3 remains unchanged and the 
theorems remain verbatim true; in reality the situation in the normalized 
case (A,(x)=Z) is simpler, as then every given basis g(x) determines a 
single equation. Finally, Eq. (4.2) has to be changed in accordance with 
(2.10’). 
(2) The generalization from the real to the complex case is also 
straightforward,. So let us assume that the coefficients Ai( i=O, . . . . m, of 
F(Y) are complex functions on a real x-interval; or let us even consider the 
equation 
F(Y) = A,(z) Y’“‘(z) + A,(z) Y’“-“(z) + ... + A,(z) Y(z) = 0, (4.6) 
where each n x n matrix Ai is holomorphic in a simply connected 
domain of the z-plane. Section 2 goes over unchanged and we are thus able 
to define an adjoint equation G(Z) = 0 also in the holomorphic case. For 
the geometric interpretation we now use the spaces Pf,- ,(M,(C)) and 
Pk- ,(M,(C)), i.e., the projective spaces over the complex n x n matrices, 
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and nothing else has to be changed in Section 3. (For a detailed study of 
P,(M,(C)) see [6], and for some remarks on P,-,(&f,(C)) see [S].) 
We could define self-adjoint complex equations by using transposition, 
i.e., as in the beginning of this section, and this would enable us to define 
self-adjoint holomorphic equations. It is perhaps more natural to use now 
the conjugate transpose F(Y)*. We say that the complex equaton (2.1) with 
1 A,(x)1 # 0, XE Z, is self-adjoint ifF(Y)* and (- 1)” G(Z) have the same 
coefficients. This happens if and only if 
G(x) = A,(x), 
A:(x)= ;0 G(x) -A,(x), 
a:(x)=(~)a~o-(m~l)a;(x)+a*(x), 
(4.7) 
holds on I. 
It is easily seen directly that if 
F(Y) = 2 (Pk(X) YyX)yk), I PAX)1 f0, (4.8) 
k=O 
then G(Z) =Ci=, (Zck)Pk(x)) (k) So (4.8) is self-adjoint ifeach Pk(x) . 
is hermitian in the complex case, or symmetric in the real case; 
see, e.g., [4]. Usually the adjoint of F(Y) is defined by (- 1)” G(Z)*. 
See [2, p. 206, Ex. 18; 5, Chap. III, Sect. 23. Note that all authors 
consider vector differential equatons, i.e., equations of the form 
A,(x) y’“‘(x) + .. + A,(x) y(x) = 0, where the solution y(x) is a column 
vector. These vector differential equations do not seem to be suitable 
for the above generalization of a few pages of Wilczynski’s book 
from the scalar to the higher-dimensional case, and we had to use matrix 
differential equations, and their matrix solutions, in [7] and in the present 
paper. 
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