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I 
ABSTRACT 
The localization of defonnation into zones of intense straining, known as shear bands, is a 
common phenomenon in inelastic defonnation. The modeling of this phenomenon by the fmite 
element method is hampered by a number of factors; the lack of a priori knowledge of the location, 
direction, and onset of the localized zones, and the inability of conventional isoparametric elements 
to model the high strain gradients which occur in these zones. 
This study develops new techniques for the finite element modeling of strain localization. Special 
isoparametric elements with enhanced strain fields derived from incompatible modes are designed 
to model the high gradients which occur during strain localization. Families of elements are derived 
based on various fonnulations of the incompatible modes. In all cases, the incompatible modes are 
modified to insure that the derived element satisfies the patch test, thereby preserving the 
convergence properties of the parent element. Use of these elements in place of conventional 
isoparametric elements allows equivalent results to be obtained with much less computational 
effort. Additionally, simple criteria for mode addition predict the onset, direction, and location of 
the strain localization, allowing the enhanced elements to be used only when and where they are 
needed, further reducing the computational effort. 
A number of examples which demonstrate the features of these new techniques are presented. 
Comparison of the strains computed from the elements containing incompatible modes with the 
strains computed from the corresponding parent elements shows the improvement in solution 
accuracy produced by the addition of the incompatible modes. Convergence studies quantify the 
reduction in computational effort possible with the addition of the incompatible modes and quantify 
the differences between the various families of elements. Further analyses show the relative 
effectiveness of the various criteria for mode addition and elucidate the properties of an effective 
criterion. Analysis of an experimental specimen shows that the convergence properties of the parent 
element are preserved in the element containing incompatible modes. Consideration of the fracture 
mechanics parameters J and cron shows that the formulation remains unchanged and the 
computation of these parameters is not adversely affected by the addition of the incompatible 
modes. 
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1. Introduction 
1.1 General Remarks 
The analytical solution of most practical fracture mechanics problems is not currently possible. 
Consequently, approximate numerical techniques provide the only practical tool for fracture me-
chanics analyses. The finite element method is one of the most popular numerical techniques, but 
it is best suited for the analysis of smoothly-varying displacement, 'stress, and strain fields. Much 
effort has been applied to develop special finite element techniques to accommodate the singularities 
and large gradients induced by a planar crack. This work concentrates on the development of special 
finite element techniques for the analysis of geometri~ally-induced strain localization, a phenome-
non which produces large strain gradients in common fracture mechanics specimens. 
Strain localization is the concentration of deformation into a narrow band of material and is a 
common phenomenon of inelastic deformation. The narrow band of concentrated deformation is 
often termed a shear band. Once strain localization occurs, almost all of the additional deformation 
imposed on the specimen is concentrated in the shear band. In comparison, material outside the 
shear band remains at nearly constant stress and strain levels, much lower than the stress and strain 
level in the shear band. This focusing of deformation produces a rapid increase in the stress and 
strain within the shear band, often leading to failure in a ductile or brittle manner. 
Strain localization can be divided into two broad classes; material-based localization and geome-
trically-induced localization. Material-based localization is initiated by a bifurcation to a state of 
stress and strain which is discontinuous across a plane of localization. The bifurcation produces a 
shear band of infinitesimal width and is associated with a loss of ellipticity in_ the governIng differen-
tial equations. Material-based localization is characteristic of granular materials such as rock and 
soils which exhibit non-associative plastic flow and is less common in ductile materials, which exhib-
it associative plastic flow. Material-based localization has been studied extensively in the literature. 
In contrast, geometrically-induced localization is initiated by a structural feature which produces 
a stress-strain concentration. As material in a region of high stress ':lnd strain yields, it becomes 
softer than surrounding material, allowing the deformation to concentrate even further in the region 
of high stress and strain. The concentration of deformation produces a shear band of finite width, 
unlike the infinitesimal width shear band associated with material-based localization. The material 
does not bifurcate and the governing differential equations remain elliptical. The localization is in-
duced solely by material softening due to yielding. Geometrically-induced localization occurs pri-
marily in specimens subject to high axial, low bending loading. This class of localization has received 
little attention from researchers. 
Early attempts at finite element modeling of strain localization met with limited success [53,48]. 
Many finite element solutions failed to converge to a limit load; rather, they exhibited steadily in-
creasing load well above the limit load. This increase in load beyond the limit load is caused by the 
inability of basic finite elements to correctly model the incompressible deformations due to plastic 
1 
flow. The use of special finite element techniques (selective or reduced integration, or B) alleviates 
the incompressible locking and allows accurate prediction of the limit load. Additionally, localiza-
tion failed to occur in many finite element models. Localization requires some imperfection to trig-
ger development of an inhomogeneous deformation field. For symmetric problems, imperfections 
in the form of a weak element or elements must be defined in the model to induce localization. For 
unsymmetric problems, the lack of symmetry is sufficient to induce localization. These special tech-
niques allow the finite element method to accurately predict limit loads and to exhibit localization 
phenomena. However, the models still did not predict accurately the strains in the localized area. 
Figure 1-1 shows a center-cracked panel (CCT), a typical fracture mechanics test specimen 
T 
H 
Figure 1-1. Center-Cracked Panel (CCT) 
which exhibits geometrically-induced localization when loaded into the post-yield regime. The panel 
contains a through thickness crack of length 2a and is loaded by a uniform, far-field elongation, 
~, perpendicular to the crack plane. The crack provides a geometric discontinuity which induces 
localization. 
Figure 1-2 shows a fringe plot of the equivalent strains in the loaded panel. The deformation con-
centrates in narrow, but finite-width bands which emerge from the crack tips and extend to the free 
edges. The curve to the right of the specimen shows the plastic strain along the free edge and reveals 
large strains where the shear bands intersect the free surface. 
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Figure 1-2. Plastic Strain for Center-Cracked Panel 
1.2 Limitations of Conventional Finite Element Methods 
Conventional finite element methods have long been used to model strain localization. The cen-
ter-cracked panel, for example, has been discussed extensively in the fracture mechanics literature. 
Unfortunately, the limitations inherent in conventional finite element methodologies require that 
special technigues or a very large number of elements be used to model adequately the localization. 
This section briefly outlines these limitations. 
Conventional isoparametric finite elements have difficulty in modeling the large strain gradients 
which occur within a shear band. The high gradients are accommodated only if the edges of the ele-
ments are aligned parallel to the direction of localization which allows large jumps in some of the 
strain components to occur across the element boundaries. If the element edges are not aligned with 
the direction of localization, the onset of localization is delayed, the width of the shear band is in-
creased, and the magnitude of the peak strain within the shear band is decreased. 
The necessity for aligning element edges parallel to the direction of localization leads to another 
problem with the use of conventional isoparametric elements; lack of a priori knowledge concerning 
the direction and location of localization. Except in simple geometries, it is not generally possible 
to predict the direction and location of the shear band before an analysis. Therefore, a large number 
of elements must be used over the entire region where localization may occur to properly capture 
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the localization when it does occur. This is costly in terms of model generation and leads to excessive 
computation times. Often, a complete second analysis is performed with a remeshed model to align 
the element edges parallel to the direction of localization determined from the first analysis. 
1.3 Requirements for Strain Localization Modeling 
Two factors must be considered in developing methods to model strain localization. These factors 
address the limitations inherent in conventional finite element methodologies for the modeling of 
localization. First, the methods must be able to accommodate the large strain gradients which occur 
during localization. Second, the methods should determine automatically when and where localiza-
tion occurs. 
Special techniques for modeling strain localization must improve on the poor performance of 
conventional isoparametric. elements in the presence of high gradients. This can be accomplished 
by enhancing the element interpolation field. Alternatively, the number of elements in the region of 
localization can be increased to accommodate the large strain gradients. 
Unfortunately, improved modeling of the large strain gradients comes only at the cost of in-
creased computational effort. The ability to detect the onset, direction, and region of localization 
allows this additional effort to be minimized. As shown in Fig. 1-2, localization generally occurs over 
a small part of a model. The majority of the model exhibits a relatively homogeneous state of stress 
and strain which is modeled adequately by conventional isoparametric elements. By determining 
the region of the localization, the more computationally intensive techniques are restricted to the 
area of localization. Moreover, because localization does not occur until the loading reaches some 
initiation level, the ability to detect the onset of localization delays the use of the more computational-
ly intensive techniques until the later stages of loading. Finally, since localization is a directional 
phenomenon, knowledge of the shear band orientation can be used to improve the ability of the ele-
ments or mesh to accommodate the large strain gradients. 
1.4 Current Approaches for the Modeling of Strain Localization 
Two classes of methods for modeling strain localization have been described in the literature; 
adaptive and enhanced strain fields. Adaptive methods seek to improve the solution accuracy by 
modifying the mesh in the region of greatest solution error. For strain localization, the region of 
greatest error is the shear band. Enhanced strain field methods seek to improve the solution accuracy 
by modifying the elements within the shear band to better accommodate the large strain gradients. 
1.4.1 Adaptive Methods 
Adaptive methods seek to improve the solution accuracy by modifying the mesh. After an initial' 
solution is computed, some estimate of the local error in the solution is obtained for each element 
or node. Many error estimators exist and appropriate error estimators are debated continuously in 
the literature. The local error estimates determine where the mesh should be modified to improve 
the solution accuracy. After the mesh is refined, a new solution is computed. The cycle is repeated 
until the desired level of error in the solution is achieved. 
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Three schemes for modifying the mesh exist: h-adaptive methods increase the number of elements 
in the region of largest error; p-adaptive methods increase the order of displacement interpolation 
of the elements in the region of largest error; and r-adaptive methods modify the-mesh by moving 
the nodes toward the region of largest error. The applicability of these schemes to the modeling of 
strain localization is discussed below. 
1.4.1.1 h-adaptive methods 
h-adaptive methods (See [14, 73] for example) increase the number of elements in the region of 
largest error by subdividing the element with the largest error estimates into multiple elements. Fig-
ure 1-3 shows a typical subdivision process. Elements. having the largest error estimates are shaded 
+ 
Unrefined Mesh Refined Mesh 
Figure 1-3. h-adaptive Mesh Refinement 
in the left mesh. In the right mesh, each of the elements having a large error estimate is replaced 
by four new elements. 
The h-adaptive approach introduces a number of problems. The data structures which describe 
the refinement of the mesh are much more complex than the data structures which describe a mesh 
that remains topologically constant during a nonlinear analysis. A large number of relative (multi-
point) constraints are needed to maintain displacement continuity between the elements. These con-
straints can cause the stiffness to become ill-conditioned if they are enforced by penalty methods 
or Lagrange multipliers. Alternatively, the relative constraints can be eliminated at the element level 
during stiffness assembly, but this further complicates the bookkeeping required to maintain and 
process the element information. 
The majority of adaptive methods presented in the literature are restricted to linear analyses be-
cause of the complexities introduced by nonlinear deformations. For linear analyses, the entire solu-
tion is recomputed after each cycle of mesh refinement. For nonlinear problems, this approach is 
neither practical nor desirable. Recomputing the entire nonlinear solution from the beginning after 
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each cycle of mesh refinement increases the computational effort significantly. Moreover, if the en-
tire nonlinear solution is recomputed, the mesh refinement required to obtain an accurate solution 
at one point in the loading history may be excessive for an earlier point in the loading history making 
it wasteful of computational resources to recompute the entire nonlinear solution with the more re-
fined mesh. Rather, the mesh should be refined as the solution progresses, without reanalysis of pre-
vious load increments. 
If the mesh is refined and the entire nonlinear solution is not recomputed, the element response 
parameters must be interpolated from the original element to the subdivided elements. Figure 1-4 
* * * * 
* * 
* * * * 
* * * * 
* * 
* * * * 
Original Element Subdivided Elements 
* = Gauss Point 
Figure 1-4. Gauss Point Interpolation in h-adaptive Refinement 
shows a typical element before and after subdivision. The stress, strain, and material history at the 
sixteen Gauss points of the subdivided elements are computed from stress, strain and material histo-
ry at the four Gauss points of the original element. This interpolation introduces error into the solu-
tion. The internal force vector of the original element will not, in general, be equal to the internal 
force vector of the subdivided elements. This produces spurious residual loads in the refined mesh. 
Most papers which report nonlinear adaptive analyses ignore, and in most cases neglect to even men-
tion, the spurious residual loads introduced by the interpolation. Cheng and Kikuchi [11] shows 
load-displacement curves which oscillate, where the oscillations correspond to mesh refinement 
cycles. Belytschko, et. al., [8] have constructed an interpolation scheme for one point integration ele-
ments which allows equilibrium to be maintained between the original and subdivided elements, 
eliminating the spurious residual loads generated by other interpolation schemes. 
The addition of new modes and elements to the mesh dramatically increases the band width of 
the global stiffness. This adversely affects the solution time, particularly for implicit equation solvers. 
The increase in solution time can be limited if the band width is minimized after each mesh refine-
ment, but this introduces additional computations and data structures. 
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1.4.1.2 p-adaptive methods 
p-adaptive methods (See [63, 72] for examples) seek to improve the solution accuracy by increas-
ing the order of interpolation in the elements having the largest error. This increases the total number 
of degrees of freedom in the model by increasing the number of degrees of freedom at a node while 
the number of nodes and elements remains constant. In contrast, the h-adaptive approach increases 
the total number of degrees of freedom in the model by increasing the number of nodes and elements 
while holding the number of degrees of freedom per node constant. In p-adaptive methods, the error 
measure is associated with the nodes or element edges and the number of degrees of freedom is in-
creased at each node or element edge having a large error. This produces a large number of potential 
interpolation fields within a element. This approach increases the band width in proportion to the 
increase in the order of interpolation in the elements. However, unlike the h-adaptive approach, the 
band width increase is limited because the number of nodes and the topology of the mesh are not 
altered. 
The p-adaptive approach suffers from the same drawbacks as the h-adaptive method when 
applied to nonlinear analyses. As the order of interpolation in an element increases, the order of 
numerical integration required to evaluate the element stiffness, strains, etc., must also increase. This 
necessitates the interpolation of element response parameters from the integration points of the low-
er order interpolation field to the integration points of the new, higher-order interpolation field, 
which introduces spurious residual loads. Using the maximum order of integration for the elements 
throughout the entire analysis eliminates the need for interpolation, but the large number of element 
integration points required makes this scheme prohibitively expensive. 
1.4.1.3 r-adaptive methods 
r-adaptive approaches (See [15, 16] for examples) seek to improve the solution accuracy by resiz-
ing and shift!ng elements toward the region of largest error. No additional nodes or elements are 
introduced. Figure 1-5 shows a typical cycle of r-adaptive mesh refinements. The left mesh shows 
contours of largest error; the right mesh shows the refinement. Unlike the previous two approaches, 
the r-adaptive method does not increase the total number of degrees in the model, but seeks to find 
the optimal solution for a fixed number of degrees of freedom. The r-adaptive approach is much 
more complex to implement than the previous two approaches. 
The r-adaptive approach is much more complex to implement than the previous two approaches. 
In the h-adaptive and p-adaptive methods, the error estimator is compared to a tolerance to deter-
mine if the element needs to be refined. In the r-adaptive method, the error estimates serve as input 
to a function that provides the direction and distance for each node to move to reduce the solution 
error. Additionally, the function imposes geometric limits on the movement of the nodes to insure 
that the elements do not become overly distorted, and to insure that the model boundaries are not 
altered by the moving nodes. 
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Figure 1-5. r-adaptive Mesh Refinement 
Like the two previous adaptive methods, the r-adaptive approach also encounters severe prob-
lems when applied to nonlinear analyses. Since the nodes are moved, the element integration points 
are also moved. In the two previous approaches, the new (more refined) element integration points 
are always within the original element (See Fig. 1-3 and 1-4). This allows the element response pa-
rameters (stress, strain, and material history) to be interpolated from the original element integration 
points to the new element integration points on an element by element basis. In the r-adaptive meth-
od, the repositioned Gauss points will not necessarily lie within the origimil element boundaries. 
Consequently, the element response parameters must be interpolated over the entire mesh, instead 
of individual elements. Additionally, convective terms should be added to the formulation to proper-
ly account for the material which enters and leaves the element boundaries with each cycle of mesh 
refinement. These terms severely complicate the formulation and limited success has been achieved 
with this approach for nonlinear analyses[25]. 
1.4.2 Enhanced Strain Field Methods 
The enhanced strain field approach seeks to improve the solution accuracy by employing special 
finite elements which are more accurate than conventional isoparametric elements. The simplest en-
hanced strain field methods use the special elements over the entire model, while more advanced 
approaches employ the special elements only where required, i.e., in the shear band. The enhanced 
strain field methods are closely related to the p-adaptive approach; both approaches seek to improve 
the solution accuracy by adding to the interpolation field of a conventional isoparametric element. 
In the p-adaptive approach, the additions to the element interpolation field add additional degrees 
of freedom to the element, and consequently, to the global stiffness. In contrast, enhanced strain field 
methods eliminate the additional degrees of freedom at the element level by static condensation to 
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avoid adding any degrees of freedom to the global stiffness. This sections outlines four existing ap-
proaches which employ some form of enhanced strain field. 
1.4.2.1 Constant Strain Triangle Macroelement 
The macroelement consists of four constant strain triangles assembled to form a rectangular ma-
croelement. As shown in Fig. 1-6, the four triangles meet at the centroid of the macroelement to form 
Figure 1-6. Constant Strain Triangle Macroelement 
a crossed-diagonal pattern. This element was originally proposed by Naagtegal, et. al. [46], as a sub-
stitute for the four-node isoparametric element, which exhibits overly stiff behavior in the presence 
of the isochoric deformations associated with plastic flow. Tvergaard, et. al. f68] found that this ele-
ment models strain localization well if the diagonals of the macroelement are aligned with the direc-
tion of localization. This alignment allows large strain jumps to occur between the constant strain 
triangles of the macroelement. If the shear band is parallel to the direction x shown in Fig. 1-6, then 
large jumps in Ex and Yxy can occur between triangles A and B and triangles C and D. These jumps 
accommodate the large gradient in the y direction. Successful use of this element requires a priori 
knowledge of the direction of localization, which is not readily available for complex problems, thus 
limiting the utility of this element. 
1.4.2.2 Strain Softening Element 
Pietruszcak and Mroz [52] developed the strain softening element to model material-based local-
ization in soils. The strain field of a conventional isoparametric element is divided into elastic and 
plastic fields. The two fields are resisted by two coincident elements as shown in Fig. 1-7. The elastic 
field is resisted by a conventional isoparametric element, while the plastic field is resisted by an ele-
ment in which all the deformation is concentrated in a narrow shear band traversing the element 
while the remainder of the element remains rigid. The orientation ( f)) of the shear band is deter-
mined from the displacement and traction continuity conditions between the shear band and the 
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Figure 1-7. Strain Softening Element of Pietruszcak and Mroz 
adjacent rigid regions. The response of the two elements is combined and represented as a single, 
modified constitutive relationship for use with a conventional isoparametric element.The assump-
tions which allow the behavior of the two elements to be combined make the location (Y sb) of the 
shear band within the element indeterminate and require the width 0Nsb) of the shear band to be 
specified in the element definition. While this is desirable for modeling material-based localization 
where the width of the shear band is theoretically infinitesimal, it is undesirable for geometrically-in-
duced localization, where the width of the shear band should emerge froID:. the analysis. 
Two other problems arise in this approach. First, the shear band is the only mode of inelastic 
deformation and yielding outside the shear band region, a relatively common occurrence with geo-
metrically-induced localization, is not permitted. Second, the displacements are restricted to the 
interpolation functions of the conventional isoparametric element. Consequently, the large strain 
gradients cannot be modeled adequately. While the modified constitutive relationship alleviates this 
difficulty somewhat, the results could be further improved by enhancing the displacement interpola-
tion field of the element. 
1.4.2.3 Embedded Strain Field Elements 
Embedded strain field elements are finite elements containing incompatible deformation modes 
designed specifically to model large strain gradients. Unlike the CST macroelement and the strain 
softening element, the embedded strain field formulation allows the modification of elements as the 
solution progresses. A solution begins with a model constructed of conventional isoparametric ele-
ments. After each load increment, the elements are checked to determine if the incompatible modes 
should be included. The solution proceeds to the next load increment with the incompatible modes 
included in certain elements. 
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The material bifurcation analysis pioneered by Hadamard [26] and extended by Thomas [65], 
Hill [27, 28, 29], and Rice [54] provides a basis for construction of the incompatible modes. The 
material bifurcation predicts the loading state at which a discontinuity in the strains becomes possi-
ble across a plane of localization. Specifically, the analysis determines the deformation level for the 
onset of the bifurcation, the orientation of the plane of localization, and the nature of the strain dis-
continuity (the relative magnitudes of the discontinuities in the individual strain components). Chap-
ter 2 develops the material bifurcation analysis in greater detail. 
Ortiz, et. al. [49, 40, 41], used the orientation of the plane of localization to construct suitable in-
compatible modes to model material-based localization. The displacement interpolation functions 
for the incompatible modes consist of a constant strain on each side of the plane of localization with 
a corresponding strain jump across the plane. Figure 1-8 shows the variation of a typical strain com-
f 
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Figure 1-8. Embedded Strain Field Element of Ortiz, eta al. 
ponent associated with the incompatible mode. The additional degrees of freedom, which corre-
spond to the magnitudes of the strain jumps across the plane of localization, are eliminated before 
the global stiffness assembly by static condensation at the element level. The remainder of the model 
consists of conventional isoparametric elements. 
Ortiz, et. al. present results for two material constitutive models. The von Mises constitutive mod-
el employs al2 flow theory with a cylindrical yield surface and an associative flow rule. This formula-
tion is very resistant to material-based bifurcation. Numerical experiments demonstrate that this 
element is ineffective if the incompatible modes are added when the material bifurcation analysis 
predicts the onset of bifurcation. An effective formulation was .constructed by adding incompatible 
modes to the elements at first yield of the element centroid. In contrast to the von Mises constitutive 
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model, a Drucker-Prager constitutive model with a non-associative flow rule was considered. This 
formulation is much less resistant to material-based localization. Numerical experiments with this 
constitutive formulation were effective when the incompatible modes were added to the element at 
the onset of the predicted bifurcation. 
Belytschko, et. al. [7, 23] also developed a new element containing an embedded strain field. In 
contrast to the element of Ortiz, the displacement interpolation functions for the incompatible mode 
incorporate a finite-width shear band rather than a single plane of discontinuity. Figure 1-9 shows 
y S~(9-______ --fI] 
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Figure 1-9. Embedded Strain Field Element of Belytschko, eta al. 
the variation of a typical strain component associated with the incompatible mode. The orientation 
of the shear band, e, is determined from the material bifurcation analysis. As with the approach 
adopted by Ortiz, the incompatible modes are added when the element first yields. 
The potentially small width of the shear band relative to the element size makes a special numeri-
cal integration scheme necessary. The element is divided into two sub-elements; one which repre-
sents the shear band region, and one which represents the region outside the shear band. The stress, 
strain, and material history are calculated at all the integration points of both sub-elements. The 
element stiffness is defined as the weighted average of the stiffnesses of the two sub-elements. This 
scheme doubles the amount of computation and storage required for the stresses and strains. Addi-
tionally, it is unclear which set of stresses and strains define the condition at a material point. 
Similar to the strain softening element of Pietrusczak and Mroz, the assumptions which form the 
basis of the numerical integration scheme make the location of the shear band within the element, 
Y sb, indeterminate, and require the analyst to specify the width of the shear band, W sb, in the element 
definition. While this is expedient for material-based localization where the width of the shear band 
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is theoretically infinitesimal, it is undesirable for geometrically-induced localization where the width 
of the shear band remains finite, and should emerge as a product of the analysis. 
1.4.2.4 Enriched Strain Field Approach 
Belytschko [24] has recently proposed an alternative approach for the modeling of material-
based localization. In this method, incompatible modes are added, not to the elements, but to the 
global stiffness. The incompatible modes are high order interpolants which approximate the shear 
band over the entire domain where the response is dominated by localization. Unfortunately, this 
approach requires significant a priori knowledge of the nature of the strain localization. In particular, 
since the incompatible modes are added to the global stiffness, the location and direction of the local-
ization must be known accurately and must not change during the analysis. 
1.5 A New Approach to Model Geometrically-Induced Localization 
The embedded strain field concept is adopted as the basis for the development of a new approach 
to model geometrically-induced localization. Specific elements are modified as the analysis prog-
resses, without reanalysis of the previous load steps; conventional isoparametric elements are 
employed for the majority of the model. The incompatible modes are designed such that the width 
of the shear band need not be specified. Instead, the width of the shear band emerges from the analy-
sis. The direction of localization plays an .important role in the construction of the incompatible 
modes. The incompatible modes are modified to enforce satisfaction of the patch test, thus insuring 
convergence to the theoretically correct solution (the analytical solution of the governing differential 
equations) as the number of elements is increased. 
An analysis begins with a model composed of conventional isoparametric elements. After each 
iteration of the global solution process, every element is checked to determine if the incompatible 
modes should be included in the element for the next iteration. The element stiffnesses are updated 
and the solution proceeds to the next iteration with the modified elements. 
-
1.6 Objectives and Scope 
This research focuses on the development of approaches to obtain accurate finite element solu-
tions for models whose response is dominated by geometrically-induced localization. These meth-
ods are applicable to the analysis of fracture in structures, components, composites, and test speci-
mens fabricated from ductile metals. Previous efforts reported in the literature have concentrated 
on methods to model material-based localization. 
The remainder of this report is organized as follows. Chapter 2 outlines the material bifurcation 
analysis which determines the potential for a discontinuity in strains. Specifically, the analysis pre-
dicts the onset of a discontinuity, the direction of the plane of discontinuity, and the relative magni-
tudes of the discontinuities in the individual strain components. The bifurcation analysis is modified 
to account for the differences between material-based localization and geometrically-induced local-
ization. 
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Chapter 3 develops the new approach in detail. Conventional finite element theory is reviewed 
first and provides a background for the development of the theory for elements containing incompat-
ible modes. Methods for estimating the direction of localization are presented. Finally, various meth-
ods for determining the load level at which the incompatible modes should be added to the elements 
are considered. 
Chapter 4 presents the results of numerical experiments which demonstrate the effectiveness of 
the new approach. The results elucidate the differences between the various elements containing in-
compatible modes and the corresponding methods of estimating the onset and direction oflocaliza-
tion. Convergence studies contrast the error in strains for models employing elements containing 
incompatible modes with the error in strains for models employing conventional isoparametric ele-
ments and demonstrate the more rapid convergence of the new elements to the solution of the govern-
ing differential equations. Comparison of strains computed from a finite element model with strains 
measured in a center-crack test panel demonstrate the utility of the new approach. 
The final chapter summarizes the research and considers the relative merits of the approaches 
presented. Suggestions for improvements and further research are also given. 
Appendix A outlines the implementation of the new approach in FINITE [21, 42], a research-ori-
ented finite element program, and describes the changes made to FINITE to accommodate the new 
elements and material models. Appendix B details the derivation of the incompatible modes for the 
new elements. Finally, Appendix C presents the derivation of the equations in Fig. 3-7, which deter-
mine the direction of localization for the von Mises constitutive model. 
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2. Discontinuity Theory 
Discontinuity theory predicts the development of a. strain state which becomes discontinu~us 
across a plane known as the plane oflocalization. The discontinuous state of strain evolves as a bifur-
cation from the current strain path. The theory predicts the potential occurrence of a bifurcation, 
the orientation of the localization plane, and the nature of the discontinuity in the strains (the relative 
magnitudes of the discontinuities in the individual strain components). This information is derived 
from the tangent stiffness matrix of the material. This chapter outlines the fundamentals of the dis-
continuity theory developed by Hadamard [26], Hill [29], and others [65, 54] necessary for under-
standing the numerical procedures developed in the next chapter. 
Discontinuity theory combines three components: compatibility, equilibrium, and constitutive 
relations. The requirement for displacement compatibility restricts the discontinuities of the individ-
ual strain components, forcing certain strain components to be continuous across the plane of local-
ization, and determining the relative magnitudes of the discontinuities in the remaining strain com-
ponents. The displacement compatibility condition arises from the consideration of the physical 
acceptability of displacements derived from a discontinuous strain field, i.e., no overlaps or cracks 
may develop in the material as a result of the strain discontinuity. 
The second component of discontinuity theory is the equilibrium condition which insures that 
the tractions on both sides of the plane oflocalization remain equal. Like the compatibility condition 
which restricts the relative magnitudes of the discontinuities of the individual strain components, 
the equilibrium condition restricts the relative magnitudes of the discontinuities of the individual 
stress components, forcing certain stress components to remain continuous and defining the relative 
magnitude of the discontinuities in the remaining stress components in terms of a single parameter. 
The compatibility and equilibrium conditions are coupled by the constitutive condition. The con-
stitutive condition relates discontinuities in the stresses to discontinuities in the strains by assuming 
the the discontinuities in the stresses and strains follow the same functional relationship as the actual 
stresses and strains. 
The final section of the chapter derives the bifurcation equation from the three conditions and 
examines the behavior of the bifurcation equation from initial loading until the onset of bifurcation. 
Methods are examined to estimate the potential direction of localization before the predicted onset 
of localization. Such methods are essential for problems of geometrically-induced localization, 
where the bifurcation equation predicts that a discontinuous strain state cannot occur. While mater-
ial-based localization is induced by a bifurcation to a discontinuous strain state as predicted by dis-
continuity theory, geometrically-induced localization is caused by a stress or strain concentration 
and the reduced stiffness associated with the yielding of the material and does not produce a discon-
tinuous strain state. However, the two phenomena are closely related and the direction oflocalization 
estimated from the bifurcation equation provides useful information for problems of geometrically-
induced localization. 
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2.1 Compatibility Condition 
The compatibility condition determines the relative magnitudes of the discontinuities in the indi-
vidual strain components by imposing a physical acceptability requirement on the displacements 
derived from the discontinuous strain field. While the first derivatives of the displacements (and 
hence the strains) can be discontinuous, the displacements must remain continuous; no gaps or over-
laps of the material may be generated by the discontinuous strain field. 
The compatibility condition can be understood by considering the deformation of two adjacent 
material elements separated by the plane of localization. Figure 2-1 shows two such material ele-
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Figure 2-1. Strain Discontinuities in Two Dimensions 
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ments immediately before the onset of bifurcation, along with the displacements of the material ele-
ments corresponding to a discontinuity in each of the strain components. The deformations pro-
duced by a discontinuity in the strain normal to the plane of localization, En, and a discontinuity 
in the shear strain, Ynt, are both physically acceptable; material points adjacent before the deforma-
tion remain adjacent after the deformation. However, the deformations corresponding to a disconti-
nuity in the strain parallel to the plane of localization, Et, are not physically acceptable; a gap/overlap 
is formed between the two previously adjacent material elements. Figure 2-2 shows the displace-
ments corresponding to potential strain discontinuities in three dimensions. Again, discontinuities 
in the strains parallel to the localization plane ( Es, Et) produce deformations which are physically 
unacceptable, while discontinuities in the remaining .strain components (En, Ynt, Yns, Yst) produce 
physically acceptable deformations. The compatibility condition is a mathematical construct which 
precludes the occurrence of physically unacceptable strain discontinuities. 
Figure 2-3 shows a material element with strains discontinuous across the localization plane de-
fined by the normal n. The graph shows the magnitUde of a typical discontinuous strain component 
along the section A-A. Let E+ and ~- denote the strain E on the + and - sides of the discontinuity, 
and let 
[[ E]] = E + - E- (2-1) 
denote the change, or jump, in E across the plane of discontinuity. 
Physically unacceptable deformations are precluded by Maxwell's compatibility condition which 
makes the displacements continuous across the plane of localization by forcing the first derivatives 
of the displacement to be of the form 
where 
n = unit vector defining the plane of discontinuity 
m = unit vector defining the type of discontinuity 
a = the magnitude of the discontinuity 
(2-2) 
The allowable jump in the strains corresponding to the displacement derivatives defined by Eq. 
2-2 is 
(2-3) 
The unit vector m defines the relative magnitUdes of the discontinuities in the individual strain com-
ponents. In two dimensions, if m is perpendicular to n, only the shear strain, Ynt, is discontinuous. 
If m is parallel to n, the strain normal to the localization plane, En, is discontinuous. Intermediate 
values of m correspond to various combinations of the two strain discontinuities. 
2.2 Equilibrium Condition 
Just as the compatibility condition restricts the allowable discontinuities in the strains, the equi-
librium condition restricts the allowable discontinuities in the stresses. The restrictions are defined 
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by insuring that equilibrium is maintained when a discontinuous strain field occurs. Figure 2-4 
shows a free body diagram of two adjacent material elements on opposite sides of the localization 
+ 
Figure 2-4. Stresses on Discontinuity Plane 
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plane. To maintain equilibrium, the tractions across the plane of localization must remain continu-
ous. This is expressed mathematically as 
(2-4) 
which prohibits discontinuities in the tractions. Expressing Eq. 2-4 in terms of the stresses yields 
(2-5) 
Equation 2-5 insures that the stress perpendicular to the plane of discontinuity, an, and the shear 
stress, ant, are continuous, i.e., , 
However, a jump in the stresses parallel to the plane of discontinuity, at, may occur, 
at¢a"i. 
(2-6) 
(2-7) 
The allowable jumps in the stress components are complementary to the allowable jumps in the 
strain components. If a stress component is discontinuous, then the correspondipg strain component 
must be continuous across the plane of localization. Similarly, if a strain component is discontinu-
ous, the corresponding stress component must be continuous. 
2.3 Constitutive Condition 
The constitutive condition defines the relationship between the discontinuities in strain defined 
by the compatibility condition and the discontinuities in stress defined by the equilibrium condition. 
A piecewise-continuous, incremental stress-strain relation of the form 
(2-8) 
is employed. Rate-independent material behavior is assumed; D is independent of E. For classical 
plasticity analysis, D has two branches; one corresponding to continued plastic yielding and the other 
corresponding to elastic unloading. The bifurcation analysis assumes the material on both sides of 
the plane of-discontinuity is on the same branch of D prior to bifurcation. This is equivalent to a 
bifurcation analysis for a linear comparison solid [49]. These conditions allow the relationship be-
tween the discontinuities in stress and strain to assume the same functional form as the relationship 
between the stresses and strains, Eq. 2-8, i.e., 
(2-9) 
2.4 Bifurcation Analysis 
By combining the three conditions described above, a relationship is constructed which defines 
when bifurcation to a state of discontinuous stress and strain becomes possible. The relationship 
also defines the direction of the incipient localization and the nature of the discontinuity (the relative 
magnitUdes of the individual strain component discontinuities). In this section, the bifurcation equa-
tion is constructed from the three relations presented above and the behavior predicted by the equa-
tion is described from the onset of loading to the point of incipient localization. 
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Combining the equilibrium condition, Eq. 2-5, and the constitutive condition, Eq. 2-8, yields 
Substituting the compatibility condition, Eq. 2-3, into the above equation yields 
(niDijkZnz)mk = 0 
as the bifurcation equation. To simplify subsequent discussion, let 
Ajk(n) = niDijkZnZ 
The bifurcation equation then becomes 
(2-10) 
(2-11) 
(2-12) 
(2-13) 
For a non-trivial solution (m,n) to be possible, A(n) must have at least one zero eigenvalue. This 
is possible only if 
II A(n) 11= 0 (2-14) 
where II A II denotes the determinant of the matrix A. If an 0 is found which satisfies Eq. 2-14, then 
the corresponding m is found from Eq. 2-13 as the eigenvector associated with the zero eigenvalue 
ofA. 
Figure 2-5 illustrates the behavior of the bifurcation condition, Eq. 2-14. The curves show the 
value of II A II as a function of f) (the angle of n from the positive x axis) for various loading levels. 
For linear-elastic material behavior, II A II has a constant value, denoted II Ae II, independent of the 
value of o. As the material response becomes nonlinear, the determinant decreases non-uniformly 
as a function of n and local minima appear in the curve. As the loading increases further, the value 
of II A II decreases further until the bifurcation equation, Eq. 2-14, is satisfied for some value of o. 
At this point II A II has a zero eigenvalue and a bifurcation is possible across the plane defined by 
the normal o. The corresponding value of m is computed from Eq. 2-13 as the eigenvector associated 
with the zero eigenvalue of A. 
At the point of incipient bifurcation, four values of n satisfy the bifurcation condition. The four 
n are grouped into two distinct pairs. The two values of 0 in each group are opposites, i.e., n1 = -n2 
and 01 and n2 both describe the same plane. This leaves two distinct values of n corresponding to 
two distinct planes of localization. Since localization generally occurs in one direction, the emergence 
of two distinct planes oflocalization from the bifurcation equation is somewhat surprising. However, 
the necessity of two potential planes of localization is seen by considering the symmetries of the prin-
cipal stress state of the material. 
Figure 2-6 shows a material element subject to a biaxial stress state. No loss of generality occurs 
since any material element can be rotated into a principal stress coordinate system. Because of the 
symmetry of the stress state, if a potential plane of discontinuity A-A forms at an angle f) from the 
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Figure 2-6. Localization Planes in the Principal Stress State 
minor principal stress direction, then the potential plane of discontinuity B-B at an angle -e from 
the minor principal stress direction must also form. The material cannot distinguish between the 
two potential planes of discontinuity because of the symmetry of the stress state and the material 
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behavior. Therefore, the bifurcation analysis alone cannot determine the direction of localization 
in a physical problem. The bifurcation analysis provides two potential directions oflocalization, and 
the actual direction of localization is determined by the stresses surrounding the region of localiza-
tion and resulting from the solution of the boundary value problem. In general, only one of the poten-
tial discontinuities will occur. 
The prediction of the bifurcation analysis is strongly dependent on the material constitutive mod-
el. For example, in constitutive formulations for rock and soil, bifurcations occur frequently because 
of the non-associative plasticity flow rules typically employed for these materials. Bifurcation can 
occur while the material is on an ascending branch of the stress-strain curve, where an increase in 
the uniaxial strain produces a corresponding increase in the uniaxial stress. In traditional metals 
plasticity however, where material constitutive formulations typically employ an associative flow 
rule, bifurcation as defined by Eq. 2-14 rarely occurs. Bifurcation will not occur unless the material 
is on a descending branch of the stress-strain curve, where an increase in strain produces a decrease 
in stress. Since most metals do not have a descending branch on their stress-:-strain curve, bifurcation 
in metals is rare (the formation of microscopic adiabatic shear bands under extreme loading rates 
is a notable exception). 
Since bifurcation to a discontinuous strain state is rare in metals, the localization phenomena 
commonly observed is geometrically-induced, rather than material-based. However, since material-
based and geometrically-induced localization are related, information useful for the analysis of geo-
metrically-induced localization can be obtained from the material-based bifurcation analysis. The 
graph of II A II shown in Fig. 2-5 shows that the directions corresponding to the minima of II A \I 
change very little as the loading increases. Therefore, the n corresponding_to the minima of II A /I 
provide a good predictor for the potential direction of localization, even before the bifurcation analy-
sis predicts the occurrence of a discontinuity in the strains. Recalling that m is the eigenvector asso-
ciated with the zero (and minimum) eigenvalue of A(n), the eigenvector corresponding to the mini-
mum eigenvalue of A(n) is a good predictor of m. This scheme has been used in the literature [49, 
7] and in the analyses presented in this study. 
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3. Finite-Element Formulation 
This chapter presents an adaptive, nonlinear finite-element formulation for -the modeling of 
strain localization induced by geometric irregularities. As an analysis progresses, the finite elements 
adapt to the occurrence of localization by introducing additional interpolation functions (incompat-
ible modes) into the element displacement field. Following the application of each load increment, 
each element is examined to detect the early stages of strain localization. The analysis adapts based 
on the current values of the stress and strain in the elements, thereby eliminating the need to repeat 
the analyses of previous load increments. This is crucial to the success of the method since thereanal-
ysis of previous load increments required by many adaptive methods greatly increases the computa-
tional effort. 
The first section of this chapter provides an overview of the global solution algorithm for those 
not familiar with nonlinear finite-element methods. In these developments, material nonlinearity is 
considered, but finite strain effects are ignored. An incremental-iterative, Newton solution proce-
dure is employed to solve the nonlinear equilibrium equations. A robust, automatic sub-incrementa-
tion scheme to control the load increment size is also described. This scheme allows the load incre-
ments to adapt to the onset of localization. 
The formulation for conventional isoparametric elements is developed in detail. The concept of 
incompatible modes js then introduced. Incompatible modes enhance the displace~ent field of a 
conventional finite-element, termed the parent element, to improve the solution accuracy without 
an undue increase in the computational effort. In their most general form, however, incompatible 
modes can destroy the convergence properties of the parent element. Techniques are described to 
insure that the convergence properties of the parent element are preserved following the introduction 
of the incompatible modes. Finally, the B (B-bar) method is outlined as an effective technique to 
alleviate the locking phenomenon which arises from the inability of the displacement field of certain 
elements to accommodate the incompressible deformations resulting from plastic flow. 
The detailed formulation for a family of elements containing incompatible modes is developed. 
Several elements from the literature are considered, along with new elements designed specifcally 
to model the strain localization problem. Modifications to each new element are made to insure that 
the element passes the patch test, and thus maintains the convergence properties of the parent ele-
ment. 
The elements designed to model strain localization require a knowledge of the direction of local-
ization. Two methods to estimate this direction are outlined. The first method derives from the dis-
continuity theory developed in Chapter 2. New, closed form solutions to determine the direction of 
localization for the von Mises material model are developed. In addition, a new and simpler method 
for estimating the direction of localization based on the gradient of the equivalent strain is also pres- . 
ented. 
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The crucial aspect of the proposed method for modeling strain localization is the determination 
of: 1) which elements should be enhanced and 2) at what stage of the analysis (loading level) they 
should be enhanced. Simple functions, known as enhancement criteria, are applied to each element 
after each load increment to make this determination. An enhancement criterion based on material 
yielding, used implicitly in much of the literature on material-based localization, is considered brief-
ly and shown to be inadequate for the detection of geometrically-induced localization. Several new 
enhancement criteria are proposed including one based on the discontinuity theory developed in 
Chapter 2. Criteria based on the magnitude of the gradient of the equivalent strain and the normal-
ized change in the element work density are also considered. These last two criteria are shown to 
produce significant improvement in computed strains ~nd yield insight into the properties exhibited 
by effective enhancement criteria. 
The von Mises material model is employed extensively in metal plasticity. However, the von Mises 
material model is very resistant to material-based localization as defined by the discontinuity theory 
presented in Chapter 2. To assess the effect of this resistance to material-based localization on geo-
metrically-induced localization, an alternative material model based on Pseudo-Corner theory is 
also considered. The Pseudo-Corner material model is less resistant to material-based localization. 
These two material models are developed for subsequent use in numerical experiments presented 
in Chapter 4. 
The elements and material models are implemented in FINI1E, a research-oriented finite-ele-
ment program. A description of the implementation of the new elements and material models in 
FINI1E concludes the chapter. 
3.1 Global Solution Algorithm 
3.1.1 Newton Method 
An incremental-iterative, Newton algorithm is employed for solution of the global nonlinear fini-
te-element (equilibrium) equations. Material nonlinearity is considered, but finite strain effects are 
ignored. The total load, P, is divided into a number of increments or load steps, AP. An estimate 
of the solution (displacements, strains, stresses, etc.) for a load step is computed by linearizing the 
nonlinear equilibrium equations about a known equilibrium configuration. Since the solution esti-
mated from the linearized equations does not generally satisfy the nonlinear equilibrium equations, 
a correction is computed by linearizing the equations about the new estimate for the solution. This 
linearization is repeated (iterations) until the estimated solution satisfies the nonlinear equilibrium 
equations with sufficient accuracy. The entire process is then repeated for the next load increment. 
Figure 3-1 summarizes the solution algorithm. 
The solution for the zih load increment begins from the converged solution for the previous load 
increment, i-J, with a new increment of load, APi. The increment ofload may consist of surface trac-
tions, body forces, or imposed displacements. The increment of load is added to the total load vector 
from the previous step, Pi-l, to obtain the current total load vector 
25 
Get next load 
increment 
LlPi 
{FY = LlPj 
Update 
total load 
Pi = Pi-1 + dP 
Compute material 
tangent stiffness 
D 
Compute element 
tangent stiffness 
Ke = I BTDBdVe 
Ve 
Assemble global 
stiffness matrix 
[KJ 
Compute 
displacement 
increment 
[K]{LlUK = {FY 
Compute strain 
increment 
{LlEK = [B]{LlUK 
Compute 
current stress 
a 
Compute internal 
force vector 
Ne 
{IFY'= I I BTa dV 
k=l v: 
Compute 
residual load 
~ = IFj-P i 
Next load 
step 
i = i + 1 
Figure 3-1. Finite-Element Solution Strategy 
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which is required to determine how well each estimate in the iterative solution satisfies the nonlinear 
equilibrium equations. 
Linearization of the equilibrium equations proceeds in stages, beginning with the linearization 
of the material behavior at the element and ending with the linearized equations for the global sys-
tem. The material behavior is linearized by the constitutive tangent matrix, D, which relates the incre-
ment of strain to the increment of stress, 
{i1a} = [D ]{~f} . (3-2) 
This matrix is computed at each material (integration) point required for the element. The next stage 
is the computatidn of the tangent stiffness matrix, Ke, for each element. Ke relates the increments 
of element nodal displacements to the increments of element nodal forces and is computed by Gauss 
quadrature of the integral 
(3-3) 
These computations are detailed in the next section. Assembly of the element tangent stiffnesses, 
Ke, to form the structure tangent stiffness, K, completes the linearization of the equilibrium equa-
tions and yields 
[K]{~u} = {~p} (3-4) 
where the tangent stiffness matrix, K, relates the increment of load on the structure, .6.p, to the incre-
ment of structure displacements, ~u. The assembly process is detailed in standard texts on finite-
element methods, see e.g., [3, 32]. This linear approximation is solved for the increment of displace-
ment using Choleski decomposition (or any other linear equation solver). 
The strains and stresses are updated from the increment of nodal displacements. The strain incre-
ments at each element integration point are computed directly from the displacement increments 
of the element nodes. The updated stress is then computed from the increment of strain by the mate-
rial constitutive model (See Sec. 3.6.1 or [18]). 
The internal force vector, 
(3-5) 
is computed from the current stresses. The summation over the number of elements denotes an as-
sembly process which constructs a structure size vector. The residual load 
{R} = {p} - {IF} (3-6) 
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is defined as the difference between the internal force vector and the total load vector, and provides 
a measure of the error in the current approximation to the solution of nonlinear equilibrium equa-
tions. The residual load vector is zero if the current solution satisfies the equilibrium equations exact-
ly (terms corresponding to specified displacements are excluded). 
The error is quantified by the Euclidean norm of the residual vector normalized by the Euclidean 
norm of the total load vector 
(3-7) 
and is prescribed to be less than a tolerance, tol. If the convergence criterion is not satisfied, the 
residual load is applied to the structure as a correction to the current approximate solution, and 
another iteration is performed starting with the material tangent stiffness calculation. If convergence 
is achieved, the next increment of load is applied to the structure. 
A value of 0.001 to 0.0001 is adopted for tol to terminate the iterations. Generally, convergence is 
reached in 2 to 4 iterations, depending upon the degree of nonlinearity in the solution path and the 
magnitUde of the load increment. Numerical experiments demonstrated that this tolerance insures 
element stresses and strains converged to 3--4 significant figures. 
3.1.2 Automatic Load Step Sub-Incrementation 
The number of iterations required to obtain convergence of a load step varies with the load step 
size, the severity of the nonlinear response, and the desired tolerance. Excessive iterations for a load 
step indicate a nonconvergent solution and the need for a smaller load increment. Because it is diffi-
cult to choose the load step sizes a priori, an automatic load step sub-incrementation scheme was 
implemented. This scheme divides the current load step into a number of smaller load steps if the 
solution is not converging rapidly. Figure 3-2 summarizes the algorithm as a modification of the 
global solution algorithm shown in Fig. 3-1. Common elements of the figures are shaded. 
After each equilibrium iteration, the rate of convergence is checked and the number of iterations 
to achieve convergence is estimated. If the estimated number of iterations for convergence, jest, ex-
ceeds the maximum number of iterations allowed,jmax, the current load step is divided into ndiv equal 
size sub-steps. Calculations for the current load step are terminated and calculations are initiated 
for the ndiv new sub-steps. To prevent excessive computation, a limit, Nsub, is placed on the number 
of times a load step or sub-step may be subdivided. Since convergence indicators for the first few 
iterations of a load step are often erratic, the convergence check is not performed until a minimum 
number of iterations, jmin, ate completed. 
The estimated number of iterations required to achieve convergence is derived from the assump-
tion of geometric decay of the convergence par~meter [1]; the ratio of the convergence parameter, 
Cj, between successive iterations is assumed to be.a constant value, R, i.e., 
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Cj+l 
=--=R. 
C' J 
(3-8) 
By applying the above relation, the ratio between the convergence parameter at iteration j and the 
convergence parameter at iteration j + n is expressed as 
Cj+n n 
--=R 
Cj 
(3-9) 
If Cj+n is set equal to the convergence tolerance, to/, then n estimates the number of additional itera-
tions needed to obtain convergence. The solution of Eq. 3-9 for n yields 
In tg! 
n = --'-
R 
where R is estimated from the convergence parameters of the two most recent iterations as 
C' 
R == _1_ 
Cj-l 
By substituting Eq. 3-11 into Eq. 3-10 and adding j, 
In to~ 
. _ c, . 
Jest - --c-· + J 
In C;l 
estimates the total number of iterations required to achieve convergence. 
(3-10) 
(3-11) 
(3-12) 
To apply this algorithm, the user must specify four parameters: the m~mum number of itera-
tions,jmax, the first iteration to apply the algorithm,jmin, the number of sub-steps for a non-converg-
ent load step, ndiv, and the maximum number of sub-divisions for a single load step, Nsub. Table 3-1 
Table. 3-1. Typical Parameters for Automatic Load Step Sub-Incrementation 
Parameter Small Load Large Load Increments Increments 
Jmax 5 10 
Jmin 2 3 
ndiv 2 4 
Nmax 3 4 
lists typical values for these parameters. The smaller values are more appropriate for analyses which 
employ many small load steps, for example, where the entire history of the loading is desired. The 
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larger values are more appropriate for analyses which employ larger load steps, for example, where 
only the end result is desired and a small number of load steps is specified. 
3.2 Element Formulation 
This section presents a theoretical development for the elements employed in this study and be-
gins with a discussion of conventional isoparametric elements. This material serves as an introduc-
tion for those not familiar with finite-element methods and also provides the necessary background 
for the development of new elements to model localization based on an incompatible modes formula-
tion. 
An incompatible modes formulation improves the solution accuracy by adding additional inter-
polation functions (incompatible modes) to the displacement field of a conventional isoparametric 
element known as the parent element. The discrete variables associated with the additional interpo-
lation functions are eliminated at the element level by static condensation, maintaining a constant 
number of global degrees of freedom. The incompatible modes are independent of the nodal dis-
placements. Consequently, the structure displacement field no longer exhibits inter-element dis-
placement continuity; displacements along an element edge computed from one element will not be 
equal to the displacements computed on the same edge from an adjacent element. In general, the 
violation of inter-element displacement continuity causes the finite-element solution to converge 
to an incorrect solution (different from the solution of the governing differential equations) as the 
number of elements increases. Therefore, special techniques are required to insure convergence of 
finite-element solutions employing elements containing incompatible modes. The patch test defines 
sufficient conditions on an element to guarantee convergence of a finite-element solution employing 
that element. Section 3.2.3 outlines the patch test and describes modifications to the formulation 
for elements containing incompatible modes to insure satisfaction of the patch test. 
The linear displacement elements developed below become excessively stiff in the presence of 
the isochoric deformations which occur during plastic flow. This phenomenon is known as "locking". 
The B method alleviates the locking problem and is developed in the last section. 
3.2.1 Conventional Isoparametric Element Formulation 
The conventional isoparametric element is widely used in finite-element analysis because of its 
excellent convergence properties and its ability to model irregular geometries. This section briefly 
outlines the formulation of conventional isoparametric elements. More detailed development of the 
theory can be found in standard finite-element texts, e.g., [3, 32]. 
The displacement field of an isoparametric element is defined by 
ne 
u(;) = ~ }Vk(;)Uk (3-13) 
k=l 
where 
u = displacement vector l u v 1 (2D) or l u v w 1 (3D) 
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~ = location in parametric coordinates l ~ 1] 1 (2D) or l ~ 1] ~ 1 (3D) 
Nk = interpolating function for node k 
Uk = displacement vector for node k 
ne = number of element nodes 
Displacements within the element are interpolated from the element nodal displacements. The 
displacements are defined on the parametric coordinate space 
{ {(~' 1]) I - 1 ::;; ~ ::;; 1, - 1 ::;; 1] ::;; I} Q = ((~, 1],~) I -1 S; ~ S; 1, -1 S;1] S; 1,-1 S; (2D) ~ ::;; I} (3D) (3-14) 
The parametric coordinate space, Q, is a biunit square in two dimensions and a biunit cube in three 
dimensions. The mapping 
ne 
x(~) = I Nk(~)Xk (3-15) 
k=l 
where 
x = location in cartesian coordinates 
Xk = cartesian coordinates of node k lXbYk 1 (2D) or lXk,YbZk 1 (3D) 
transforms the displacements from parametric coordinate space to cartesian coordinate space. This 
mapping defines the element domain in cartesian space. Mapping of the geometry from the paramet-
ric space to the cartesian space allows the element to model irregular shapes. "Isoparametric" ele-
ments use the same set of functions Nk to map the displacements and the_ coordinates. 
The conventional engineering strains are given by 
au 
f =-
x ax 
au av 
y. =-+-
xy ay ax 
av 
f =-
Y ay 
au aw 
Yxz = -+-
az ax 
where fz, Yxz, and Yyz are zero for two dimensional models. 
aw 
f =-
Z az 
av aw 
y =-+-
yz az ay 
(3-16) 
Strains within the element are computed by substituting the element displacement field, Eq. 3-13, 
into the strain definitions, Eq. 3-16. The above relation between the strains and the displacements 
is expressed in matrix notation as 
"..:.1 {f} = [B]{u}. (3-17) 
For convenience, the B matrix is divided into nodal submatrices as follows 
(3-18) 
where 
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l 
Ni,x 0 0 
o Ni,y 0 
0 o Ni.z (3-19) Bi= 
Ni,yNi,x 0 
o Ni.zNi,y 
Ni.z 0 Ni,x, 
and M,a indicates the partial derivative of the l1h shape function with respect to the cartesian coordi-
nate direction a. The B matrix simplifies to 
[
Ni,x 0 ] 
Bi = 0 Ni,y 
Ni,yNi,x, 
in two dimensions. The ordering of the strain and displacements components is 
E = l Ex Ey Ez Yxy Yyz Yxz 1 
in three dimensions and 
I 
E = l Ex Ey Yxy 1 
in two dimensions. 
Ui = l u v w 1 
Ui = l u v 1 
(3-20) 
(3-21) 
(3-22) 
Cartesian derivatives of the shape functions are calculated from the parametric derivatives of 
the shape functions using the standard coordinate transformation 
where 
[J] = 
a~ an ~ 
ax ax ax 
a~ on ~ 
oy oy oy 
o~ on ~ 
oz oz OZ 
(3-23) 
(3-24) 
and all the derivatives in Eqs. 3-23 and 3-24 are easily derived from the displacement and coordinate 
mappings, Eqs. 3-13 and 3-15. 
The element tangent stiffness relates the change of element nodal forces to the change of element 
nodal displacements and is derived from the differential of the virtual work equation for the element. 
I Of™ dVe = ouIMe (3-25) 
Ve 
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Since finite strain effects are ignored, the strain-displacement matrix, B, is independent of f and 
u. Therefore, since Eq. 3-17 is linear in f and u, B also defines the relationship for increments of 
displacement and strain and we have, 
(3-26) 
and 
(3-27) 
The change in stresses, .6.. a , is related to the change in strains, .6..f, by the constitutive tangent ma-
trix, D, 
{.6..a} = [D ] {.6.. f} . (3-28) 
The combination of the previous four equations yields 
J 6uFBTDMue dVe = 6uFllFe . (3-29) 
Ve 
By eliminating the arbitrary virtual displacements, OUe, and factoring the change in element nodal 
displacements from the integral, we find 
(3-30) 
The bracketed term is the desired element tangent stiffness matrix, Ke, which relates the change in 
element nodal displacements to the change in element nodal forces. 
The element internal force vector is derived from the virtual work equation 
J 6ETa dVe = 6uFFe . (3-31) 
Ve 
By substituting Eq. 3-27 into the above equation, and eliminating the virtual nodal displacements, 
OUe, we find 
(3-32) 
as the element internal force vector. The element internal force vector computed from an increment 
of displacement derived from Eq. 3-30 does not, in general, agree with the element nodal load vector 
because the stresses, a, are a nonlinear function of the displacements, u. 
Integration of Eqs. 3-30 and 3-32 is performed numerically using Gaussian quadrature. The inte-
gral is approximated by a weighted sum of the integrand evaluated at selected points in the element 
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domain. Details of Gaussian quadrature for isoparametric elements can be found in standard finite-
element texts [3,32]. 
3.2.2 Incompatible Element Formulation 
Incompatible modes are introduced to improve the behavior of conventional isoparametric fini-
te-elements without unduly increasing the computational effort by adding to the element additional 
displacement "modes" whose amplitudes are not associated with the nodal displacements. However, 
these additional displacement modes render the displacement fields between elements incompat-
ible; gaps and overlaps may form between adjacent elements. This violates the compatibility require-
ment for convergence of finite-element solutions with mesh refinement. However, restrictions can 
be developed on the form of the incompatible displacement functions which allow elements contain-
ing incompatible modes to retain the convergence properties of the parent element. This section 
presents the modifications of the conventional isoparametric element formulation to generate ele-
ments containing incompatible modes. 
The displacement field in an element containing incompatible modes is expressed in terms of the 
. usual nodal displacements of the parent element, Eq. 3-13, augmented by the "generalized" displace-
ments associated with the additional displacement interpolation functions, denoted N2. 
ne ni 
u(~) = I Nk(~)Uk + I N2k(~)U2k 
k=1 k=1 
where 
N2k = displacement interpolation function for incompatible mode k 
U2k = amplitude of incompatible mode k 
n i = number of incompatible modes in element 
(3-33) 
Unlike the nodal displacements, Uk, the amplitudes of the incompatible modes, U2k, do not have 
a direct physical interpretation. They are simply the amplitude of the additional displacement inter-
polation functions, N2, in the element displacement field, u. 
The strain-displacement matrix for the element, B, is partitioned into two parts, one part from 
the displacement interpolation functions of the parent element and the other part from the displace-
ment interpolation functions of the incompatible modes, N2. 
(3-34) 
where Bl, given by Eq. 3-18, determines the strains due to the increment of the nodal displacements, 
..6.ul and B2 determines the additional strains generated by the incompatible modes. B2 is con-
structed from the interpolation functions, N2, following the procedures used to construct B from the 
nodal displacement interpolation functions, N, Eq. 3-18. 
By applying Eq. 3-30, the stiffness corresponding to B from Eq. 3-34 is found to be 
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where 
K12 = Kil = J BIDB2liV 
v 
and the stiffness is naturally partitioned into four parts. 
(3-35) 
K22 = J BiDB2liV (3--36) 
V 
The increment of the amplitudes of the incompatibk modes, .6.u2, is eliminated by static conden-
sation during element stiffness generation. The generalized forces associated with the incompatible 
modes are set to zero, and the element equilibrium equations become 
Expansion of the lower half of the system of equations, Eq. 3-37, yields 
K21~Ul + K22~U2 = O· 
Solution of the above equation for .6.u2 yields 
(3-37) 
(3-38) 
(3-39) 
which expresses increments of the amplitudes of the incompatible modes, .6.u2, in terms of the nodal 
displacement increment, .6.u1. After substitution for .6.u2 from Eq. 3-39, the upper half of the system 
of equations, Eq. 3-37, becomes 
(3-40) 
-
Similar to Eq. 3-30, the bracketed term, 
K = Kll - K12Kz1K21 , (3-41) 
is the desired element tangent stiffness matrix for an element containing incompatible modes. The 
amplitudes of the incompatible modes, U2, do not appear in the element equilibrium equation, Eq. 
3-40. The additional degrees of freedom, U2, are thus incorporated in the solution without increasing 
the number of global degrees of freedom. This result is important for implicit equation solvers where 
the solution time is controlled largely by the number of global degrees of freedom. 
The derivation of the internal force vector from the virtual work equation, Eq. 3-31, yields a num-
ber of interesting results. For an element containing incompatible modes, the virtual strains are de-
fined as 
(3-42) 
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Substitution of the virtual strains into Eq. 3-31 yields the expression 
f[ ouTBTa + ouIBIa]dVe = ouTFe 
~ 
Considering the variation of the virtual nodal displacement QUI, we find that 
(3-43) 
(3-44) 
is the internal force vector. Only the strain-displacement matrix for the nodal displacements enters 
the internal force computation; consequently, the incompatible modes do not influence the internal 
force vector. This simplifies significantly the computation of the internal force vector. More impor-
tantly, it insures that the incompatible modes can be added to an element at any time without induc-
ing a discontinuity in the evolution of the internal forces. 
Consideration of the second virtual nodal displacement yields the equation 
J BIa dVe = O. 
~ 
(3-45) 
This equation places a restriction on the set of interpolation functions, N2, suitable for derivation 
of elements with incompatible modes. The next section considers these restrictions in more detail. 
Analysis of a model containing elements with incompatible modes proceeds in an identical fash-
ion to an analysis employing conventional isoparametric elements. The element stiffness, Eq. 3-41, 
is assembled to form 'a global system of equations which is solved for the increment of nodal displace-
ments, ~u. The incremental amplitudes of the incompatible modes, ~U2, are found from Eq. 3-39, 
and are used to determine the increment of strains from Eq. 3-34. The matrix, -K22-1K2h is com-
puted during- the element stiffness generation and saved for use in generating the element strains. 
The elemen t stiffness generation and the strain computation are the only aspects of the element com-
putations altered by the inclusion of incompatible modes. 
3.2.3 Patch Test Satisfaction 
In the previous section, Eq. 3-45 is not considered during the solution of the finite-element equa-
tions. Consequently, the use of arbitrary interpolation functions to define the incompatible modes 
can create elements which yield non convergent solutions as the mesh is refined. This section dis-
cusses the patch test, a simple method for determining the suitability of proposed interpolation func-
tions for incompatible modes. Also discussed is a method for constructing a set of interpolation func-
tions suitable as incompatible modes (a set that produces an element which satisfies the patch test, 
and therefore yields a convergent solution with mesh refinement) from an arbitrary set of interpola-
tion functions. 
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As the mesh is refined and the element sizes reduce towards zero, the state of strain in each ele-
ment approaches a constant value. This observation forms the basis of the patch test. Convergent 
solutions are obtained only if the elements can represent a constant state of strain as the element 
size approaches zero. Because this limit is difficult to evaluate mathematically, the patch test is usu-
ally restricted to proving that an arbitrarily shaped element is able to reproduce a constant state 
of strain. 
For an elements containing incompatible modes, the patch test· is satisfied if the interpolation 
functions of the incompatible modes do not enter the displacement field of an element under a con-
stant state of strain, provided, of course, that the parent element satisfies the patch test and is able 
to represent a constant state of strain. Equivalently, the patch test is satisfied if the incompatible 
modes do not produce internal forces for a constant stress state, i.e., Eq. 3-45 is satisfied for constant 
a . Factoring the constant stress from the integral in Eq. 3-45, one finds that a set of interpolation 
functions for incompatible modes satisfies the patch test if the equality 
(3-46) 
is true for arbitrary shape elements. This integral insures that, in an average sense, the incompatible 
modes contribute no additional strain to an element under a constant state of strain. Eq. 3-46 also 
guarantees that the incompatible modes generate no additional internal forces. 
Eq. 3-46 provides a basis for restricting an arbitrary set of interpolation functions to the subset 
of interpolation functions which satisfy the patch test[32, 60, 71]. The method proposed by Wu, et.al. 
[71] is employed here to derive suitable sets of interpolation functions for elements containing in-
compatible modes. 
The application of Green's theorem to Eq. 3-46 yields 
fnTuidS = 0 
r 
(3-47) 
where n is the outward normal of the element, Ui are the displacements contributed by the incompat-
ible modes 
ni 
Ui = I N2kU 2k = N2U 2 
k=l 
and the integral is taken over the boundary of the element, r. In general, additional terms, 
(3-48) 
(3-49) 
must be appended to the incompatible displacements to enforce satisfaction ofEq. 3-47. With these 
new terms, the incompatible displacements take the form 
(3-50) 
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where {A) is a set of parameters (2 in two dimensions and 3 in three dimensions) employed to enforce 
satisfaction of Eq. 3-47. The N;. are a set of functions selected such that 
P). = f nTN). ds 
r 
(3-51) 
remains nonsingular. The isoparametric coordinates provide the simplest and most useful set of N;.; 
N;. = {£", 1], ~} in 3D, and N;. = {£",1]) in 2D. Similarly, P is defined ,as 
P = fnTN2 ds. 
r 
Applying the three previous equations, Eq. 3-47 takes the form 
Solving Eq. 3-53 for A and substituting the result in Eq. 3-50 yields 
(3-52) 
(3-53) 
(3-54) 
as the form of the incompatible displacements. The term in brackets defines the modified set of inter-
polation functions for the incompatible modes. Elements containing incompatible modes con-
structed from these modified interpolati~n functions satisfy the patch test and therefore preserve 
the convergence characteristics of the parent element. 
One'additional restriction must be placed on the set of interpolation functions suitable for incom-
patible modes: the interpolation functions must not be contained in the space spanned by the inter-
polation functions of the nodal displacements. If any of the interpolation functions for the incompat-
ible modes are contained in the space of nodal displacements, the element stiffness, Eq. 3-41, 
becomes sin~ular. This is easily avoided by selecting interpolation functions for the incompatible 
modes which do not contain the polynomial terms defining the space of nodal displacements for the 
parent element. 
3.2.4 The B Method 
The conventional isoparametric elements presented in Section 3.2.1 become excessively stiff in 
the presence of incompressible deformation, a phenomenon known as locking. The large plastic de-
formations which occur during localization require that the locking problem be resolved to obtain 
reasonable results. The B (B-bar) method of Hughes [31,32] modifies the conventional isoparametric 
element formulation to alleviate the locking problem by altering the dilatational portion of the 
strain-displacement matrix, B. This method is outlined below. 
A strain increment in an element is partitioned into deviatoric and dilatational parts, 
~El''J' = ~€!P + ~d:ev lj lJ (3-55) 
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where 
-117 1 ~ b..ET/ ="3 0 ij L b..f.kk 
k=l 
(3-56) 
Similarly, the strain-displacement matrix, B, is partitioned into deviatoric and dilatational parts 
(3-57) 
where the nodal submatrices of Bdil and Bdev are defined by 
BilBi2Bi3 BilO 0 
Bil Bi2 Bi3 o Bi2 0 
B¢il = ~ Bil Bi2 Bi3 B~ev = Bi - B~il B~il = ~ o 0 Bi3 (3-58) 
1 3 0 0 0 ] 1 ] 3 Bi2Bil 0 
0 0 0 Bi3 0 Bil 
0 0 0 o Bi3Bi2 
and 
B - aNi B - aNi B - aNi (3-59) il --- i2 --- i3 ---
ax ay az 
Since the dilatational component of the stiffness causes locking, the dilatational part of the strain-
displacement matrix, Bdil, is replaced by a modified matrix, jjdil. Similarly, the full strain-displace-
ment matrix, B, is replaced by a modified matrix, B, composed of the deviatoric strain-displacement 
matrix, Bdev, and the modified dilatational strain-displacement matrix, jjdil. Thus, 
where 
B· = B~ev + B?iil ] 1 ] 
B ilB i2 Bi3 
Bil Bi2 Bi3 
B?iil = ..!. Bil Bi2 Bi3 
] 3 0 0 0 
000 
000 
The B matrix is written explicitly in the form 
2Bil + Bil Bi2 -Bi2 Bi3 -Bi3 
Bil-Bil 2Bi2 + Bi2 Bj3 - Bi3 
- 1 Bil-Bil Bi2 -Bi2 2Bi3 + Bi3 Bi =-
3 3Bi2 3Bil 0 
3Bi3 0 3Bil 
0 3Bi3 3Bi2 
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(3-60) 
(3-61) 
(3-62) 
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for three dimensions. The B matrix simplifies to 
2Bn + Bn Bi2 -Bi2 
- 1 Bn-Bn 2Bi2 + Bi2 B· =-
1 3 3Bi2 3Bil 
(3-63) 
Bil -Bil Bi2 - Bi2 
in two dimensions. For two dimensions, the Bi matrix is 4 x 2, larger than the conventional 3 x 2 B 
matrix. The additional row corresponds to the Ez strain, which must be evaluated in the element cal-
culations. 
The terms of Bdil are defined by 
where 
if 
Bik(;) = I ~{;)Bikj 
j=l 
; = location in isoparametric coordinates 
Bikj = value of Bile at reduced integration point j 
~{;) = shape function to interpolate B ikj 
fi = number of reduced integration points 
(3-64) 
The reduced integration points are defined by an integration rule one order less than the full inte-
gration rule for the element. For example, a 4 node quadrilateral, isoparame~ric element is fully inte-
grated by a 2 x 2 Gauss quadrature rule. Therefore, the reduced integration rule is a 1 x 1 Gauss 
quadrature rule. 
TheBikj can be defined in many different ways. For this study, the following methods are 
employed. In two dimensions, Bikj is defined as the value of Bik at the lh reduced integration point, 
i.e., 
(3-65) 
Bdil simply interpolates the Bdil between reduced integration points. This is an extension of selective 
integration schemes where part of the B matrix is integrated using the regular Gauss quadrature 
rule, while the remainder is integrated using a reduced Gauss quadrature rule. This scheme has been 
implemented for the 4-node isoparametric element with a 2 x 2 integration rule and a 1 point reduced 
integration rule. 
A different approach is adopted to define the Bikj for three dimensional elements. Bi is defined 
as the average of Bi over the element, i.e., 
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v 
This defines the mean dilatational scheme of Naagtegal, et. al. [46], and is implemented for the 
8-node isoparametric brick element with a 2 x 2 x 2 integration rule. 
The B method alleviates locking problems in the conventional isoparametric elements employed 
as parent elements. It is applied only in the formulation of the parent element's contribution to the 
stiffness of an element containing incompatible modes. It is not applied to the incompatible modes 
as they do not produce locking. 
3.3 Elements Containing Incompatible Modes 
This section develops new elements with incompatible modes designed specifically to model 
strain localization. First, the conventional isoparametric elements used as parent elements for the 
incompatible modes elements are defined. In addition to serving as parent elements, meshes con-
structed of the conventional elements provide baseline solutions for measuring the improvement 
available from the meshes constructed from elements containing incompatible modes. Elements for-
mulated with complete polynomials for interpolation functions of the incompatible modes are dis-
cussed next. While these elements are not designed specifically to model localization, they do provide 
more accurate solutions than are possible with isoparametric elements. Moreover, they provide guid-
ance for the selection of interpolation functions for the incompatible modes of elements designed 
to model localization. Next, a new element based on directional polynomials is developed. This ele-
ment models localization by introducing incompatible modes which are polynomials in the direction 
of localization. These directional polynomials are linear combinations of the interpolation functions 
for the incompatible modes of the complete polynomial elements. Finally, an element proposed by 
Ortiz [49] is outlined. This eleme,nt contains incompatible modes which produce discontinuous 
strains across the plane of localization. 
The effect of the restrictions outlined in Section 3.2.3 is considered for each of the elements con-
taining incompatible modes. Modified sets of incompatible modes are developed to insure that the 
elements satisfy the patch test. Only the modified functions are presented here; details of the ca1cula-
tions which enforce satisfaction of the patch test are presented in Appendix B. 
3.3.1 Parent Elements 
Three conventional isoparametric elements are adopted as parent elements for the incompatible 
modes elements developed below. In two dimensional problems, the four-node linear and eight-
node quadratic, serendipity elements are employed and the eight-node linear brick element is used 
in three dimensions. The element computations employ 2 x 2 Gaussian integration for planar models 
and 2 x 2 x 2 Gaussian integration for the eight-node brick. The B method of Section 3.2.4 is adopted 
for the linear elements (four-node plane and eight-node brick) to control incompressible locking. 
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The use of the 2 x 2 reduced integration rule precludes incompressible locking in the plane quadratic 
element[l7]. Figures 3-3 and 3-4 show the displacement interpolation functions for these elements. 
4 3 1 Nl = -(1 - ~)(1 -1J) 
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Figure 3-3. 20 Isoparametric Element Shape Functions 
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Figure 3-4. 30 Isoparametric Element Shape Functions 
3.3.2 Complete Polynomial Elements 
The simplest family of elements containing incompatible modes is derived from complete polyno-
mials. The interpolation functions of the incompatible modes are polynomials which augment the 
interpolation functions of the nodal displacements to yield a displacement field which is a complete 
polynomial. For example, the displacement field of the four-node plane isoparametric element is 
a function of the polynomial terms 1,~, 1], ~1] ,i.e., 
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(3-67) 
The incompatible modes are chosen as functions of the polynomial terms ;2 and 1]2 and take the I 
form i 
(3-68) 
where 12k is a linear function of its parameters. Addition of the incompatible modes to the parent 
element produces the displacement field 
(3-69) 
which is a complete polynomial of order 2. This is the bubble element of Wilson [70]. The complete 
polynomial elements evaluated in this study are shown in Fig 3-5. For the elements with a complete 
polynomial of order 3, the integration order is increased from the default 2 x 2 rule to a 3 x 3 rule. 
The increased order is necessary to integrate correctly the stiffness terms derived from the incompat-
ible modes. The default integration order produces a singular K22. Use of the 3 x 3 integration rule 
in the eight-node plane element introduces incompressible locking problems not present with the 
default integration order. The B method presented in Section 3.2.4 alleviates this locking problem. 
3.3.3 Directional Polynomial Elements 
The directional polynomial elements are a new family of elements containing incompatible modes 
designed specifically to model strain localization. The elements employ information on potentiai di-
rections of localization to construct a single incompatible mode. This is in contrast to the complete 
polynomial elements where multiple incompatible modes are added to the element. The use of a 
single incompatible mode reduces the element computation time. The interpolation function for the 
single incompatible mode has a higher-order polynomial variation of the displacement normal to 
the plane of localization, and produces no additional displacement parallel to the plane of localiza-
tion. The directional polynomial element based on the four-node plane isoparametric element is 
presented below. Directional polynomial elements based on other parent elements are formulated 
similarly. 
Since the direction of localization is defined in the global coordinate system, the incompatible 
mode for the directional polynomial element is formulated in the global coordinate system rather 
than the isoparametric coordinate system. It is difficult to transfer the direction of localization from 
the global coordinate system to the isoparametric coordinate system, especially for quadratic ele-
ments where a straight line in the global coordinate system is not necessarily a straight line in the 
isoparametric coordinate system. 
Fig. 3-6 shows a four-node element with two element-based coordinate systems defined at the 
centroid of the element. The normal to the plane of localization, n, defines a coordinate system (x, y), 
with corresponding displacements (il, V). A second coordinate system (i,j) is defined parallel to 
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Note: r, S, and ~i are functions of the nodal coordinates. See Appendix B for the definitions. 
Figure 3-5. Complete Polynomial Incompatible Modes Elements 
the global coordinate system (x,y). The displacements in the (i,y) coordinate system are equal to 
the displacements in the global coordinate system. 
The interpolation function for the single incompatible mode is defined in the (x,y) coordinate 
frame as 
(3-70) 
where a is the amplitude of the interpolation function in the element displacement field. The mode 
represents a quadratic variation of the displacement normal to the plane of localization and no dis-
placement parallel to the plane of localization. 
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Figure 3-6. Directional Polynomial Incompatible Mode 
The relationship between the displacements in the two coordinate frames is 
(3-71) 
Similarly, the two coordinate frames are related by the equation 
(3-72) 
Substitution of the two previous equations into Eq. 3-70 allows the incompatible mode to be ex-
pressed in the (i, y) coordinate system as 
(3-73) 
An element containing incompatible modes defined by Eq. 3-73 does not satisfy the patch test. The 
xy term is part of the space spanned by the nodal displacement interpolation functions. The 
xy terms must be removed from the incompatible mode to prevent the formation of a singular stif-
fness matrix. The procedures of Section 3.2.3 yield a set of substitutions which enforce satisfaction 
of the patch test; 
where 
_-:? --? -
x- ==:> x- - ax (3-74) 
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a=-
3A 
b = !?l 
3A 
a 1 = (Xl + x2)(x291 - XtY2) + (X2 + X3)(X~2 - X193) 
+ (X3 + x4)(x493 -X~4) + (X4 + Xl)(X&4 -X491) 
b1 = 6'1 + .92)(x291 - XtY2) + 6'2 + .93)(X~2 - X293) 
+ 6'3 + .94)(x493 -X~4) + 6'4 + .91)(X&4 -X491) 
1 
A = -{6'4 - .92)(X3 -Xl) - 6'3 - .91)(X4 -X2)} = Element Area. 2 . 
(3-75) 
(3-76) 
With these modifications, the element constructed from the incompatible mode, Eq. 3-73, satisfies 
the patch test and produces convergent solutions with mesh refinement. 
3.3.4 Discontinuous Modes Elements 
Ortiz[ 49] proposed an element with incompatible modes for the modeling of localization initiated 
by material bifurcation. The interpolation functions of the incompatible modes produce strains that 
are discontinuous across the plane of localization. The element is considered here to assess its effec-
tiveness in modeling geometrically~induced localization. 
The discontinuous incompatible mode produces a constant strain field superimposed on a jump 
in strains across a plane of discontinuity. The incompatible modes are expressed as 
(3-77) 
where Da is the normal to the a th plane of localization and rna is a vector which characterizes the 
a th strain discontinuity. If m is perpendicular to n, then the shear strains parallel to the plane of 
localization are discontinuous. If m is parallel to n, the discontinuity is limited to the strains normal 
to the plane of localization. Other values oim and n denote combinations of these two limiting cases. 
The application of Eq. 3-18 to Eq. 3-77 yields 
(3-78) 
as the strain-displacement matrix for the incompatible modes, B2. A strain jump 
(3-79) 
is generated across the a th discontinuity plane. Since m and n are unit vectors, the parameter 'Y~ 
is the magnitude of the strain discontinuity associated with the a th discontinuity plane. 
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The patch test is satisfied by computing Aa to enforce Eq. 3-46. Substituting Eq. 3-78 into Eq. 
3-46 and solving for Aa yields 
(3-80) 
where 
A~- = Area of the element subdomain over which Da' (x - £a) < 0 
A e = Area of the element. 
The areas employed in the above equation are computed using the same numerical integration rule 
employed for element stiffness generation, etc. Areas computed by other means produce elements 
that do not satisfy the patch test. 
3.4 Direction of Localization 
The directional polynomial elements and discontinuous modes elements presented in the pre-
vious section require the direction(s) of localization, n, as part of their formulation. This section pres-
ents two methods for estimating of this direction. A method based on the discontinuity theory out-
lined in Chapter 2 is presented first, along with new, closed form solutions for the von Mises material 
model. A simple, new method based on the equivalent strain gradient is also developed. 
3.4.1 Discontinuity Theory 
The discontinuity theory outlined in CHapter 2 predicts bifurcation into a state of strain discon-
tinuous across a plane of localization. The discontinuity theory predicts that no bifurcation will occur 
for geometrically-induced localization in a work-hardening von Mises material. However, the direc-
tion associated with the minimum eigenvalue of the bifurcation equation is a good estimate of the 
direction of localization for geometrically-induced localization even though a true material bifurca-
tion is not predicted. 
The solution for the minimum eigenvalue of the bifurcation equation 
where 
min I niDijkZnzl 
subject to I n I = 1 
D = current material tangent stiffness matrix 
n = normal to plane of localization 
(3-81) 
is a complex minimization problem. Ortiz[ 49] gives an iterative method of solution which requires 
an eigenvalue solution for each iteration. He also presents a fourth order polynomial equation for 
the solution in two dimensions. However, simple search techniques are computationally more effi-
cient than the above solution methods. 
Because of the computational complexity of the bifurcation equation, a closed,....form solution was 
derived for the von Mises material model by formulating the equations in principal stress deviator 
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space. The resulting solution is given in Fig. 3-7. The derivation of these equations is found in Appen-
dix C. 
for plane stress 
1~2V (~~ - 1) -1 
tan2(O) = for plane strain & 3D 
v (S1 1) S1 
1-2v 53- + S3 
where S 1 = Major Principal Deviator Stress . 
S3 = Minor Principal Deviator Stress 
Y = Poisson's Ratio 
() = Angle of Localization Plane from 
Direction of S3 
Figure 3-7. Directions of Localization for von Mises Material 
The closed-form solution indicates two directions of localization are possible. This can be seen 
by considering the uniform biaxial stress state shown in Fig. 3-7. With the von Mises material model, 
there is no way for the material element to distinguish between the two possible directions oflocaliza-
tion at ± () from the minor principal stress direction. Therefore, incompatiqle modes for both direc-
tions of localization must be added to an element. Ideally, the actual, single direction of localization 
then emerges as part of the solution. The material surrounding the element influences which of the 
incompatible modes is activated. In practice, both incompatible modes enter the solution, but one 
mode dominates over the other. 
The direction of localization is determined from the material state at the centroid of the element, 
which requires that the stress and strain history at the centroid of the element be computed (in addi-
tion to the Gauss points). Since the determinant of niDijklnl is constant and independent of n when 
the material is unyielded, no direction of localization can be determined before the material point 
at the element centroid yields; consequently, no modes can be added to the element before yielding 
of the material point at the element centroid. 
3.4.2 Equivalent Strain Gradient 
The gradient of the strain field in a finite-element solution also indicates the direction oflocaliza-
tion. Because the individual strain components may have different directions and magnitudes, the 
gradient of a single, scalar measure of the total strain is employed. The equivalent strain is defined 
as 
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feq = (3-82) 
and provides a good measure of the total strain at a point. The equivalent strain is analogous to the 
von Mises equivalent stress. 
The equivalent strain field in an element is defined as 
where 
NGP 
feq(X) = I (feq)kNk(X) 
k=l 
( feq)k = equivalent strain at Gauss point k 
Nk(x) = Lagrangian shape function through Gauss point k 
NGP = number of element Gauss points 
(3-83) 
which interpolates the equivalent strains at the Gauss points over the element using Lagrangian 
functions. The gradient of the equivalent strain field is calculated by taking the derivatives of Eq. 
3-83 with respect to the Cartesian coordinate directions. 
(3-84) 
where 
and the derivatives with respect to the cartesian coordinate directions are evaluated using the coordi-
nate transformations given in Section 3.2.1. 
0--1 
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The plane of localization is determined by normalizing the equivalent strain gradient to unit j 
length. 
n= 
Vfeq 
II Vfeq II 
(3-85) 
The equivalent strain gradient is evaluated at the parametric centroid (~ = rJ = ~ = 0) of the 
element. Unlike the discontinuity theory method outlined in the previous section, the equivalent 
strain gradient is determined from the Gauss point strains; the stress and strain state at the centroid 
is not required. Additionally, the direction of localization can be estimated even when the element 
has not yet yielded. 
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3.5 Mode Addition Criteria 
An essential aspect of the methods presented here to model localization is the determination of 
when (i.e., at what load level) and where (i.e., in which elements) to add the incompatible modes dur-
ing the solution. A solution employing a mesh composed entirely of elements containing incompat-
ible modes would be an inefficient use of computation resources. Localization occurs in a small part 
of a body, while the rest of the body often remains at a relatively homogeneous state of strain which 
can be represented easily by ordinary isoparametric elements. Additionally, localization does not 
begin until some minimum load level is attained. Consequently, special elements are not needed dur-
ing the early stages of the solution. The mode addition criteria serve two purposes. First, the criteria 
detect when localization begins to occur in an element. Second, they determine which elements are 
involved in the localization process. This section outlines four criteria for the addition of incompat-
ible modes. 
3.5.1 Material Yield Function 
The material yield function is the simplest of the four criteria. The incompatible modes are added 
to an element when the element yields; 
(3-86) 
where j( Oij) is the yield function and c is the yield stress. This criterion is a pointwise criterion; it 
can be evaluated at any sampling point in an element. If the criterion is evaluated at the centroid 
of the element, the stress and strain history must be maintained at the centroid. This requires addi-
tional storage and computational effort. Alternatively, the criterion can be evaluated at all the Gauss 
points in the element and the element modified when a certain percentage of the Gauss points satisfy 
the criterion. The yield criterion evaluated at the centroid of the element is used (implicitly) in the 
literature on incompatible modes elements for modeling localization induced by material bifurcation 
[49,7]. 
3.5.2 Discontinuity Theory 
The discontinuity theory presented in Chapter 2 determines when a material-induced localiza-
tion due to a discontinuity in the strains becomes possible. For geometrically-induced localization, 
the discontinuity theory never predicts a localization unless a special material model is adopted (See 
Section 3.6). However, the discontinuity theory still predicts the tendency for geometrically-induced 
localization. The minimum determinant of A relative to the initial elastic value of A, 
II J\ep II = min(11 ni(Dep)ijkZnk II)i,k < c 
II Ae II II ni(De)ijkZnk II 
(3-87) 
provides a numerical measure of the likelihood of localization. This expression represents a general-
ization of the discontinuity theory criterion for bifurcation to a state of discontinuous strains. Ac-
cording to the discontinuity theory, a bifurcation is possible when the minimum determinant of A 
reaches zero. This is a special case of the above criterion with c = O. 
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The threshold value, c, should be between 0.0 and 1.0. Since Ae is the maximum value of A, 1.0 
is the maximum possible value of the left-hand side of Eq. 3-87 and a practical upper bound on 
c. Any larger threshold produces a mesh composed entirely of elements containing incompatible 
modes. Similarly, 0.0 is a practical lower bound on c because Eq. 3-87 predicts material-based local-
ization for this value. 
Equation 3-87 is evaluated pointwise. Similar to the previous criterion, the centroid of the ele-
ment is employed; consequently, the stress and strain history at the centroid of the element must 
be maintained throughout the analysis. 
Before yielding of the material point, the left hand side ofEq. 3-87 is always equal to the maximum 
value of 1.0. Consequently, this criterion is more restrictive than the criterion based on the material 
yield function; elements cannot satisfy Eq. 3-87 until the element centroid has yielded. Ortiz[49] con-
siders a special case of this criteria with c = 0, but dismisses it in favor of the yield function criterion 
on the basis of numerical results. 
3.5.3 Equivalent Strain Gradient 
The equivalent strain gradient criterion emerges as a consequence of the inability of conventional 
isoparametric elements to model the large strain gradients which occur during localization; a large 
strain gradient in an element generally indicates localization in the element. Therefore, the gradient 
of a strain measure should provide a good indication of when and where localization occurs. The 
equivalent strain gradient defined in Eq. 3-84 is adopted and the criterion is expressed as 
II VEeq II> tol (3-88) 
where V Ceq is the equivalent strain gradient evaluated at the element centroid. 
Similar to the previous cri teria, this cri terion is also evaluated at the centroid of the element. How-
ever, since the equivalent strain gradient at the centroid is computed from the strains at the Gauss 
points (see Eq. 3-84), the stress and strain history at the centroid of the element need not be main-
tained. 
3.5.4 Work Density 
The work density criterion examines an energy measure of the relative deformation of the ele-
ments in the structure. The change in work density of an element is compared to the change in the 
'. 1 
-"1 
i 
work density of the whole structure; incompatible modes are added to an element when the change --1 
in work density of the element exceeds a certain percentage of the the change in work density of the 
structure. The criterion is expressed as 
fl.u 
__ e > tol (3-89) 
fl.us 
where b:.ue is the change in the work density of the element, and .6.us is the change in the work density 
of the structure. The work at each Gauss point is found by integrating the work differential over the 
loading history, i.e., 
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(3-90) 
The total work in the element is found by integrating over the element volume, using the Gauss point 
values, 
(3-91) 
The average element work density is then found by dividing the total element work by the volume 
of the element, 
Ue U =-eVe' (3-92) 
The average work density for the structure is determined by summing the work of the individual 
. elements and dividing by the total volume of the structure, 
ne 
I Uei 
Us = 
i= 1 
ne (3-93) 
I Vei 
i= 1 
The work density criterion has a simple physical interpretation. In a body subject to a uniform 
state of stress and strain, the work densities of the elements and the structure are all equal. Each 
element resists its "fair share" of the deformation. In a body subject to a non-uniform state of stress, 
the work density varies from element to element. The elements with a higher work density resist more 
of the deformation than the elements with a lower work density. This criterion selects the elements 
which resist more than their "fair share" of the deformation. 
The work density criterion has a number of built in scaling parameters which make it particularly 
attractive. First, the criterion employs the element work density instead of the total element work, 
thus scaling by the element size. A small element may have a small total work even though the element 
is highly strained and possesses a high work density. Consequently, a criterion employing the total 
element work will be biased toward larger elements. Secondly, and more importantly, the change 
in the structure work density provides a scaling factor which determines what values of the change 
in the element work density are significant. A change in element work density which is significant 
at one loading level, may be insignificant at a higher loading level. 
3.6 Material Constitutive Formulations 
The von Mises material model is employed extensively in the analysis of metals plasticity. It has 
been very well studied; simple, computationally robust algorithms exist for the integration of the 
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plasticity rate equations. The basic development for the von Mises material model is given below. 
Appendix A.2 outlines newly developed enhancements of the computational algorithms needed to 
accommodate the large strain increments which occur during localization. 
The von Mises material model is very resistant to "material" localization; the discontinuity theory 
outlined in Chapter 2 predicts a bifurcation to a state of discontinuous strain only when the materi-
al's uniaxial stress-strain curve possesses a descending branch. Other material models are less resis-
tant to material-based localization. A non-associative flow rule and the ability to generate corners 
in the yield surface as the material yields make the Comer theory model conducive to bifurcation. 
Unfortunately, the interaction of multiple corners in the yield surface makes the Comer theory com-
putationally difficult to implement. The Pseudo-Corner theory modifies the standard von Mises ma-
terial model to emulate the effects of corners in the yield surface without destroying the computation-
al simplicity inherent in the von Mises material model. The Pseudo-Corner plasticity theory is also 
outlined below after a brief discussion of localization in the von Mises, Corner, and Pseudo-Corner 
material models. 
3.6.1 von Mises Plasticity 
The von Mises plasticity model presented here is based on an initially isotropic material. An asso-
ciative flow rule with mixed isotropic-kinematic hardening is adopted. In isotropic hardening, the 
plastic modulus may vary, while in pure kinematic or mixed isotropic-kinematic hardening, the plas-
tic modulus must remain constant. An elastic predictor-radial return algorithm is employed to inte-
grate the plasticity equations, and a consistent tangent modulus is employed to form the element 
stiffness. Details of the implementation of the material model in FINITE are given in Appendix A 
and [18, 37]. The governing equations are outlined below. 
The yield surface is given by the equation 
(3-94) 
where S is the deviatoric part of the shifted stress, Y is the uniaxial yield stress, and Gp is the effective 
plastic strain. The shifted stresses are defined as 
(3-95) 
where a is the total stress, and a is the back stress, which identifies the location of the center of 
the yield surface. The deviatoric part of the shifted stress is defined as 
(3-96) 
where 
(3-97) 
is the hydrostatic stress. In the principal deviatoric stress space, the yield surface is a sphere. 
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The total strain rate is divided into deviatoric and volumetric parts. The deviatoric part of the 
strain is further divided into elastic and plastic parts. 
(3-98) 
The volumetric part of the strain rate and the elastic part of the deviatoric part of the strain rate 
are treated elastically, 
(3-99) 
where 
E K= . 
3(1- 2v) (3-100) 
is the bulk modulus and 
G = E 
2(1 + v) (3-101) 
is the shear modulus. The plastic part of the deviatoric strain is determined from the associative 
flow rule, 
fp = In. (3-102) 
where A. is a proportionality factor and n is the normal to the yield surface, 
acp f3 Si 
ni = aSi = V2Y(ep)' (3-103) 
The hardening rules define the evolution of the material history parameters. For the von Mises 
material model, the history parameters are the current yield stress, Y, which determines the size of 
the yield surface, and the back stresses, a, which determine the location of the center of the yield 
surface. The hardening rules define the change of these material history parameters in terms of the 
effective plastic strain rate, 
(3-104) 
The parameter f3 defines the proportion of the hardening which is isotropic; for f3 = 1, the hardening 
is isotropic, and for f3 = 0, the hardening is kinematic. Values of f3 between 0 and 1 provide a combi-
nation of isotropic and kinematic hardening. When the hardening is not pure isotropic (f3 < 1), the 
plastic modulus is taken as constant. The rate of the effective plastic strain is defined as 
(3-105) 
The proportionality factor, A., is determined by using the consistency condition which insures that 
the yield function, Eq. 3-94, does not change during neutral or plastic loading, 
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Solution of the previous equation yields 
as the proportionality factor, i. 
3.6.2 Pseudo-Corner Theory 
if;(S, cep) = 0 . (3-106) 
(3-107) 
An associative flow rule, combined with the smoothness and convexity of the yield surface, make 
the von Mises material model very resistant to localization. In the analysis of buckling and localiza-
tion, this resistance to material-based bifurcation creates difficulties [33, 58]. Alternative plasticity 
theories have been proposed which present less resistance to localization of deformation 
[12,33,48,58]. The corner theories [12] are the most well known class of these models. 
Corner theory employs the sanle initial yield surface as the von Mises material model. As the 
material begins to yield, the yield surface does not grow proportionally. Rather, a corner is intro-
duced in the yield surface as shown in Fig. 3-8. This corner favors localization in certain directions; 
a cone is defined at the corner within which all the straining is plastic flow, independent of the direc-
tion of the normal to the surface. The yield surface for a corner theory is shown in Fig. 3-8. The corner 
Figure 3-8. Corner Theory Yield Surface 
is defined by the angle eo, and the cone of total plastic flow is given by the angle Be. The cone of 
total plastic ~ow is defined perpendicular to the corner. In contrast, the yield surface for von Mises 
plasticity, shown in Fig. 3-9, contains no corner and no cone of total plastic flow. 
Figure 3-10 shows the plastic flow as a function of the loading direction and demonstrates the 
differences between the corner theory and von Mises material models. The plastic strain rate is nor-
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Figure 3-9. von Mises Yield Surface 
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malized by the total strain rate and the direction of loading is measured by the angle, 8, from the 
normal to the yield surface. For the corner theory, loading increments that fall within the cone of 
total plastic flow ( () between 0 and ()e), produce only plastic strain. The proportion of plastic strain 
then decreases to zero as the angle of loading ranges from 8 e to () e + n /2. In contrast, the proportion 
of plastic flow for the von Mises material model decreases monotonically from one to zero as the 
angle of loading increases from 0 to n /2. For all angles of loading, the corner theory generates more 
plastic flow than the von Mises material model. 
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Unfortunately, the corner theories of plasticity are computationally difficult and not amenable 
to numerical implementation. Pseudo-Corner theories address these problems by modifying the von 
Mises material model to emulate the behavior of the corner theories while retaining the computation-
al simplicity of the von Mises material model. Two Pseudo-Corner theories have been presented in 
the literature. Simo[58] outlines a pseudo-corner theory which modifies the flow rule, making the 
plastic flow non-associative. Hughes and Shakib [33] describe a pseudo-corner theory which modi-
fies the hardening parameter, H', to produce additional plastic flow. Both pseudo-corner theories 
employ the yield surface shown in Fig 3-11 and produce similar results. The yield surface of the pseu-
Cone of total 
plastic flow 
Figure 3-11.Pseudo-Corner Theory Yield Surface 
do-corner theory retains the cone of total plastic flow from the corner theory, but does not allow 
a corner to form so that the yield surface retains the spherical shape of the von Mises yield surface. 
Plastic flows for the two theories, as shown in Fig. 3-10, are identical. The plastic flow is the same 
as the corner theory up to the critical cone angle, eo and then drops to 0 as the angle approaches 
7T/2. This is consistent with the limited experimental data presented by Budiansky, et. al. [9], which 
suggests that flow tangential to the yield surface is elastic. The Hughes and Shakib pseudo-corner 
theory is presented below; it is the simpler of the two and avoids the complications which occur with 
non-associative plastic flow, namely, the potential for non-uniqueness in the solution of the plastic-
ity equations. 
The formulation of the Pseudo-Corner theory parallels that of the von Mises plasticity model. 
The only difference is the substitution of a modified plastic modulus, h', for the plastic modulus, 
H' . The modified modulus depends on the direction of loading and equals the plastic modulus when 
the direction of loading is normal to the yield surface. The modified modulus decreases within the 
tone of total plastic loading to a minimum value at a loading angle of ee, it then increases to the 
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plastic modulus as the loading direction approaches the tangent to the yield surface. The modified 
plastic modulus is defined as 
where 
'ljJ= 
h'(e) = 3J.l{( 1 + H') cos e -I} 
3f.1 cosl/J 
o if 0 :s; e ::; ec 
n' £' 
cose = VII 
(3-108) 
(3-109) 
and £' is the deviatoric part of the strain rate. The angle 1/1 allows total plastic flow when the loading 
direction is within the cone of total plastic loading, and provides a cosine interpolation for the pro-
portion of plastic flow between the critical cone angle and the yield surface. 
3.7 Implementation 
All the elements and material models described in this chapter were implemented in FINITE[19, 
21,42], a research-oriented, nonlinear finite-element program developed at the University of Illinois. 
FINITE provides data management facilities and a uniform interface for element and material mod-
el computations. 
Six subroutines must be written for each element (equivalent nodal loads generation, output gen-
eration, I-integral calculation, residual loads calculation, element stiffness- generation, and strain 
calculation). Each of the six element routines has a standard calling sequence; the parameters passed 
to the subroutine are fixed by FINITE. Details of this standard interface may be found in the FINITE 
User's Manual[21]. Modifications to this standard interface were made to facilitate the implementa-
tion of the elements described above. These modifications are described in detail in Appendix A 
and are summarized here. Two new data spaces were added to the database. The first space stores 
element data dependent on the applied load. A copy of this data space exists in the database for 
each element at each nonlinear load step. This load-dependent data space contains the information 
needed for the mode-addition and direction of localization computations and also facilitates the 
restarting of solutions-from a previous load step. The second space stores load-independent element 
data. There is only one copy of this data space for each element. This space stores the matrix which 
relates the magnitudes of the incompatible modes to the nodal displacements. The two data spaces 
are available to all the element subroutines. FINITE is unaware of what is stored in the data spaces 
and simply passes them to each of the element subroutines. Each of the element subroutines must 
know what is stored in the data spaces to use the data. 
Two general-purpose elements containing incompatible modes were implemented in FINITE us-
ing the modified element interface; a two-dimensional plane isoparametric element and a three-di-
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mensional solid isoparametric element. Options specified in the element input definition allow dif-
ferent incompatible modes and different mode-addition criteria to be employed. A subroutine to 
compute the B2 matrix for the incompatible modes is required for each set of incompatible modes. 
For each mode addition criterion, a logical function is required which returns true or false depending 
on whether or not the modes are to be added to an element. The isolation of the incompatible modes 
and mode-addition criteria calculations in subroutines allows many different elements to be im-
plemented in a single set of element subroutines. The different elements share the code which is com-
mon to all incompatible modes elements. 
FINITE also provides a standard interface for material model computations. A single subroutine 
is required to initialize the material history, to update stresses from strain increments, and to com-
pute the current tangent D matrix. The existing von Mises material model in FINITE was modified 
to provide more robust convergence in the presence of the large strain increments which occur in 
localization problems. Details of the modifications are given in Appendix A and in [37]. The Pseudo-
Corner theory was also implemented in FINITE. 
Initial development of the elements and material models described above was accomplished by 
writing to external files to pass data between the element subroutines. Each subroutine read from 
the file and wrote to the file as it needed data. After the new elements were shown to produce signifi-
cantly improved results (relative to the corresponding parent element), the element subroutine inter-
face was modified to allow the FINITE database management system to control the additional data. 
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4. Numerical Results 
This chapter presents the results of numerical experiments which demonstrate the effectiveness 
of the methods outlined in the previous chapter. Comparisons of strains computed from a mesh of 
elements containing incompatible modes with strains computed from an equivalent mesh of the cor-
responding parent element demonstrate the improvement in solution accuracy produced by the ad-
dition of incompatible modes to the parent element. These numerical experiments reveal which iso-
parametric elements benefit from the addition of incompatible modes and which types of 
incompatible modes yield the greatest improvements. 
Numerical convergence studies quantify the reduction in computational effort possible with the 
addition of incompatible modes. Analyses of a graded series of meshes composed of a single element 
type shows the convergence of the equivalent strains at a point toward the numerically convergent 
solution (the analytical solution of the governing equations). The series of analyses is repeated for 
each element containing incompatible modes and each corresponding parent element. In all cases, 
the convergence of the equivalent strains for the elements containing incompatible modes is more 
rapid than the convergence for the corresponding parent element. The computation time required 
for the incompatible modes above the computation time for the parent element is shown to be insig-
nificant compared to the reduction in total solution time for a given level of solution accuracy. 
Section 4.3 compares the various criteria which establish when the incompatible modes should 
be introduced into the elements. Repeated analyses of a single center-crack tensile (CCT) model 
with the various criteria demonstrate the improvement in strains produced by the criteria. Moreover, 
this series of analyses allow the optimal tolerance to be defined for each c_riteria. Once again, the 
computation time for the numerical parameters utilized by each criterion is shown to be insignificant 
compared to the reduction in overall solution time. 
Previous research [48] has shown that the von Mises material model is very resistant to material-
based localization and often yields overly stiff results in localization and bifurcation analyses. Alter-
native material models; such as the Pseudo-Comer material models, are less resistant to material-
based localization and often provide more realistic results. Replicate analyses of a CCT model 
employing the von Mises and Pseudo-Corner material models illustrate the corresponding effects 
for configurations where localization is induced by geometric factors. 
Comparison with experimental results for a center-cracked panel demonstrates a practical appli-
cation of the newly developed techniques to model localization. Conventional isoparametric ele-
ments have long been used to model fracture mechanics problems[35]. An analysis employing the 
new methods is conducted for a center-cracked panel (CCT) tested by Read and Dodds [20]. Since 
the new elements preserve the convergence properties of the parent isoparametric elements (both 
converge to the solution of the governing differential equation as the number of elements increases), 
there is no difficulty in matching the experimental results. The new elements match experimental 
results with less mesh refinement. 
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The final section considers the evaluation of fracture mechanics parameters in analyses employ-
ing the new methods. The addition of incompatible modes to an isoparametric element is shown to 
have no effect on the domain integral computation procedures presented by Dodds and Vargas [69] 
for numerical evaluation of the I-integral. Analysis of the modified boundary layer problem demon-
strates the ~ffect of the proposed methods on the convergence of the fracture mechanics parameters 
land CTOD. 
4.1 Effectiveness of Incompatible Modes 
Incompatible modes seek to improve the behavior of conventional isoparametric elements by the 
addition of extra interpolation functions to the displacement field of the parent isoparametric ele-
ment. The degree of improvement in the solution depends on the specific combination of a parent 
element and the incompatible modes. Since all elements containing incompatible modes considered 
here satisfy the patch test, their effectiveness will be no worse than that of the parent element; the 
incompatible modes are activated, i.e., produce additional displacements, only if the solution will 
be improved: the incompatible modes are not activated if this activation makes the solution less ac-
curate. 
This section describes numerical experiments and results which compare the behavior of ele-
ments containing incompatible modes with the behavior of the corresponding parent elements. The 
section begins with an outline of the analysis procedures employed. Results are presented for each 
of the incompatible modes elements developed in the previous chapter. In addition, two techniques 
for estimating the direction of localization are considered. 
4.1.1 Analysis Procedures 
To evaluate the behavior of each type of incompatible modes element, two analyses are conducted. 
A center-crack tensile (CCT}model is analyzed in two dimensions and a surface crack tensile (SCT) 
model is anaiyzed in three dimensions. Details of the two models are given below. For each model, 
an initial analysis is performed which employs a coarse mesh of elements containing incompatible 
modes. The coarse mesh insures that a converged solution is not obtained. The second analysis em-
ploys an equivalent mesh (same number of nodes and elements and same topology) of the corre-
sponding parent element. These two analyses are conducted for each type of incompatible modes 
element. In addition, a single analysis employing a very highly refined mesh of conventional isopara-
metric elements is conducted for each model to determine the numerically convergent solution (the 
solution of the governing differential equation). Comparison with results derived from less refined 
meshes confirms the numerical convergence of these two analyses. The improvement in the solution 
is measured by comparing the equivalent strains derived from the analyses; If the incompatible 
modes improve the solution, the strains derived from the analysis employing incompatible modes 
elements should be closer to the numerically converged solution than the strains derived from the 
analysis employing the corresponding parent element. 
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In two dimensions, a model of the center-cracked panel shown in Fig. 4-1 is analyzed. A crack 
2h I .. ·1 
2a 
2W 
Figure 4-1. Center-Cracked Panel 
a/W = 0.25 
h/W = 1.50 
Shaded Portion 
is modeled 
with a/W = 0.25 is incorporated in the model to induce localization. The constitutive model is a pla-
ne-strain, von Mises material with isotropic hardening and a bilinear, uniaxial stress-strain curve. 
Figure 4-2 pi"ovides the material parameters. Figure 4-3 shows the coarse mesh and boundary condi-
0yield = 60 Et = 30 
E = 30000 
v = 0.3 
Figure 4-2. Material Properties for CCP Analysis 
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tions. Symmetry conditions permit one-quarter of the panel to be modeled. The model is loaded 
by a total displacement of 0.067h applied to the top of the specimen perpendicular to the crack plane. 
For solution, the displacement is divided into 40 equal size increments and a convergence tolerance 
of 0.1 % on the norm of the residual load vector is applied to insure the convergence of each incre-
ment. Analyses with more load increments and a tighter convergence tolerance produced no change 
in the stresses and strains derived from the solution. 
A model of the surface crack panel shown in Fig. 4-4 is employed for the three-dimensional analy-
ses. To simplify the mesh generation, a rectangular-shaped crack with a/W = 0.25, 2a/c = 2.0, and 
cit = 0.5 is used. The constitutive model is again a von Mises material with isotropic hardening and 
the bilinear, uniaxial stress-strain curve shown in Fig. 4-5. Symmetry conditions permit one-quarter 
of the specimen to be modeled. Figure 4-6 shows the mesh and boundary conditions. The model 
is loaded by a displacement of 0.05h applied perpendicular to the crack plane on the top surface 
of the specimen. The solution is computed in 20 equal displacement increments and a convergence 
tolerance of 0.1 % on the norm of the residual loads is applied in each increment to reduce the residu-
alloads. Analyses conducted with more displacement increments show that the number of incre-
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a/W = 0.25 
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cit = 0.50 
Shaded portion 
is modeled 
Note: Section A-A 
is on the back side of 
the specimen (opposite 
the crack mouth) 
Figure 4-4. Surface Crack Model 
ments and the convergence tolerance are sufficient to produce stresses and strains accurate to three 
significant figures. 
To evaluate the solutions from the incompatible modes elements and the corresponding parent 
elements, the equivalent strains along the section A-A (see Fig. 4-1 and Fig. 4-4) are compared. 
Figure 4-7 shows typical equivalent strain 
feq = (4-1) 
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fields generated from a two-dimensional analyses of a CCT. The equivale~t stress and strain are 
representative of the overall state of deformation; the individual stress and strain components gener-
ally vary in the same manner as the equivalent stress and strain. The equivalent stresses have a 
smooth, slowly varying distribution through the specimen except right at the crack tip. In contrast, 
the equivaleI)t strains vary rapidly in the specimen and concentrate in a narrow band which emerges 
from the crack tip and extends to the free edge. This rapid change in strains is difficult to model 
and therefore, the strains converge more slowly with increasing mesh density than the stresses. This 
makes the equivalent strains a good measure of the effectiveness of the elements in modeling localiza-
tion. 
4.1.2 Complete Polynomial Elements 
Complete polynomial elements contain incompatible modes which make the element displace-
ment field a complete polynomial at least one order greater than displacement field of the parent 
isoparametric element. This section discusses the behavior of the four complete polynomial elements 
shown in Fig. 3-5 relative to their corresponding parent elements. Elements which show little im-
provement in behavior over the behavior of the parent element are eliminated from further consider-
ation. 
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4.1.2.11Wo-Dimensional Elements 
Quadratic, 4-Node Plane Element 
The quadratic, 4-node plane element is a linear isoparametric element with incompatible modes 
which make the displacement field a complete quadratic polynomial. Four incompatible modes are 
required to make the displacement field a complete quadratic. The element computations are per-
formed using a 2 x 2 Gaussian integration rule, the same integration rule used in the parent element. 
Figure 4-8 shows the equivalent strains derived from the analyses of the model in Fig. 4-1, as well 
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as the numerically converged solution. The strains computed from this element are significantly bet-
ter than the strains computed from the parent element. 
Cubic, 4-Node Plane Element 
The cubic, 4-node plane element is a linear isoparametric element whose displacement field is 
made a complete cubic polynomial by the addition of 12 incompatible modes. The high polynomial 
order of the incompatible modes necessitates the use of a 3 x 3 Gaussian integration rule for the 
element computations. This integration rule is one order higher than the typical integration rule for 
the parent element. The equivalent strains derived from the analysis employing this element are 
shown in Fig. 4-9. The strains computed from this element are significantly better than the strains 
computed from the parent element. In fact, the strains computed from the incompatible modes ele-
ment are higher than the strains derived from the numerically convergent solution. Since elements 
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containing incompatible modes which satisfy the patch test are guaranteed to converge to the numer-
ically convergent solution, but not to converge monotonically, this behavior is acceptable. Unfortu-
nately, the complete cubic element tends to generate spurious additional displacements. These can 
be seen as the small oscillations in the equivalent strains computed with this element. The spurious 
displacements increase as the density of the mesh increases. Moreover, the complete cubic element 
is computationally expensive. The element requires a 3 x 3 integration rule, while the parent element 
and the complete quadratic element require only a 2 x 2 integration rule. The element stiffness com-
putations require the generation and inversion of a 12x 12 matrix to accommodate the incompatible 
modes while the complete quadratic element requires the inversion of a 4 x 4 matrix. For these rea-
sons, the cubic, 4--node plane element is not considered further. 
Cubic, 8-Node Plane Element 
Unlike the cubic, 4--node plane element which also has a displacement field whose polynomial 
is a complete cubic, the cubic, 8-node plane element is based on a quadratic isoparametric parent 
element. This reduces the required number of incompatible modes from 12 to 4. Again, the high 
order of the polynomial terms in the incompatible modes necessitates the use of a 3 x 3 integration 
rule. This is the same as the full integration rule for the parent element. The equivalent strains com-
puted from the element are shown in Fig. 4-10. The strains computed from this element are some-
what better than the strains computed from the parent element. 
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An alternative, 2 x 2 integration rule is often employed with the 8-node isoparametric element 
This "reduced" integration rule is computationally more efficient than the ful1, 3 x 3 integration rule 
and also alleviates the incompressible locking caused by isochoric deformations. Figure 4-11 com-
pares the strains computed from the complete cubic element and the strains computed from the 
parent element employing a reduced integration rule. The parent element employing the reduced 
integration rule is seen to perform better than the incompatible modes element. Since the parent 
element employing the reduced integration rule is also more computationally efficient, the complete 
cubic element is not considered further. 
4.1.2.2 Three-Dimensional Elements 
Quadratic, 8-Node Brick Element 
The quadratic, 8-node brick element is a linear isoparametric brick element whose displacement 
field is made a complete quadratic by the addition of 9 incompatible modes. The element computa-
tions employ a 2 x 2 x 2 Gaussian integration rule, the same integration rule normally used for the 
parent element. Figure 4-12 shows the equivalent strains computed from the analyses. The strains 
for this element provide significant improvement compared to the strains computed from the parent 
'element analysis. 
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Cubic, 8-Node Brick Element & Cubic, 20-Node Brick Element 
These two elements are not considered because of the poor performance of the corresponding 
two-dimensional element. Additionally, because of the cubic terms in the incompatible modes, the 
element computations would require a 3 x 3 x 3 Gaussian integration rule. This integration rule re-
quires over three times the computational effort of the 2 x 2 x 2 integration rule employed by the 
quadratic, 8-node brick element for element computations. 
4.1.3 Discontinuous Modes Elements 
The discontinuous modes elements considered here was originally presented by Ortiz [49]. The 
parent element is a linear isoparametric element. The incompatible modes add a strain field to the 
element which is discontinuous across a plane of localization. One incompatible mode is added to 
the element for each potential direction of localization. Of the two methods for estimating the direc-
tion of localization presented in Sec. 3.4, only the method derived from discontinuity theory is suit-
able for use with this element. The equivalent strain gradient method does not provide sufficient 
information to define the discontinuity, i.e., the method estimates the direction of localization, D, 
but does not provide the vector, m, which characterizes the type of strain discontinuity (the relative 
magnitUde of the discontinuities in the individual strain components). Once again, elements which 
provide little or no improvement over the parent element are eliminated from further consideration. 
Ortiz [49] shows the effectiveness of this element for the modeling of material-based localization. 
This section considers the behavior of this element in the presence of geometrically-induced localiza-
tion. 
4-Node, Plane Discontinuous Modes Element 
The discontinuity theory of Sec. 3.4.1 predicts two possible directions of localization. One incom-
patible mode is added to the element for each of these directions oflocalization. The element compu-
tations employ the same integration rule as the parent element, a 2 x 2 Gaussian integration rule. 
The equivalent strains computed from this element are shown in Fig. 4-13. The results appear rea-
sonable and significant improvement in the computed strains is shown. Unfortunately, further analy-
ses reveal some undesirable characteristics which are described below. 
Figure 4-14 shows a finite element model of a block subject to shearing deformation. Single ele-
ments are removed from opposite corners to induce a band of localization. The constitutive model 
is a von Mises material with isotropic hardening and the material properties shown in Fig. 4-2. A 
tolerance of 0.1 % on the norm of the residual loads is employed to ensure convergence of the load 
increments. A total displacement of A=0.05h is applied to the specimen. 
Multiple analyses of the model are conducted, each analysis dividing the total load into a different 
number of equal-size load increments. Figure 4-15 shows the equivalent strains along the section 
A-A (see Fig. 4-14) for the analyses. The equivalent strains computed with the discontinuous modes 
element are very erratic and fail to converge to a single distribution as the number of load steps is 
increased. In contrast, the equivalent strains computed from the parent isoparametric element very 
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Figure 4-13.Equivalent Strains for 4-Node Discontinuous Modes Element 
quickly converge to a distribution which is independent of the number of load increments; the distri-
bution for 25 load increments has already converged to a constant distribution. This sensitivity of 
the discontinuous modes elements to the number of load increments is very undesirable. 
This undesirable behavior occurs because the incompatible modes derived from the two localiza-
tion directions produce very similar strains in the element. This similarity makes the stiffness for 
the incompatible modes, K22, very nearly singular. When K22 is inverted to eliminate the incompat-
ible modes from the element stiffness, the system of equations becomes ill-conditioned. The ill-con-
ditioned element stiffnesses are responsible for the erratic behavior shown in Fig 4-15. All these 
factors make the discontinuous modes element with the directions of localization computed from 
the discontinuity theory unsuitable for the modeling of geometrically-induced localization. 
8-Node, Discontinuous Modes Brick Element 
Because of the poor behavior of the plane version of this element, and the superior behavior of 
the elements presented in the next section, the three-dimensional, discontinuous modes element was 
not implemented in this study. 
4.1.4 Directional Polynomial Element 
The directional polynomial element contains incompatible modes derived from the estimated di-
rection of localization. However, the incompatible modes are high-order polynomials perpendicular 
to the direction of localization instead of the discontinuous strain field across the direction of local-
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ization which is employed in the discontinuous modes element. The incompatible modes for these 
elements are linear combinations of the incompatible modes for the complete polynomial elements. 
This allows the results computed from the complete polynomial elements to be used to estimate 
which directional polynomial elements will be most effective. Based on the results of Sec. 4.1.2, only 
a linear parent element with incompatible modes which are quadratic in the direction of localization 
will be considered. 
To incorporate the incompatible modes, the equivalent strain gradient method presented in Sec. 
3.4.2 is adopted to estimate the direction of localization. While the discontinuity theory also provides 
sufficient information to orient the incompatible modes, it is not considered because of the excessive 
computational effort required. Additionally, the equivalent strain gradient method yields a single 
estimated direction oflocalization, whereas the discontinuity theory yields two directions oflocaliza-
tion. With a single direction of localization, only one incompatible mode is added to the element. 
This makes the incompatible modes stiffness, K22, a 1 x 1 matrix, trivializing the inversion of K22 
and greatly reducing the likelihood of the element stiffness becoming ill-conditioned. This well-con-
ditioned element stiffness makes the solution much less sensitive to the number of load increments, 
precluding the problems which occurred in the discontinuous modes elements. 
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Two directional polynomial elements are considered here, one two-dimensional and the other 
three-dimensional. Both elements are based on a linear parent element with a single incompatible 
mode which is quadratic in the direction of localization. 
4-Node, Plane, Directional Polynomial Element 
The 4-node, plane, directional polynomial element is a linear isoparametric element with a single 
incompatible mode which is a quadratic polynomial in the direction of localization. Like the parent 
element, the element computations employ a 2 x 2 Gaussian integration rule. The equivalent strain 
gradient method is used to estimate the direction of localization. Figure 4-16 shows the equivalent 
strain computed from an analysis employing this element. The results show a significant improve-
ment over the parent element. 
8-Node, Directional Polynomial Brick Element 
The 8-node, directional polynomial brick element is the three-dimensional counterpart of the 
two-dimensional element considered above. The element consists of a linear, isoparametric parent 
element with a single incompatible mode which is quadratic in the direction of localization. The ele-
ment calculations employ a 2 x 2 x 2 Gaussian integration rule, the same rule used with the parent 
eleillent. Figure 4-17 shows the equivalent strains COlllputed from the analysis of the model shown 
in Fig. 4-4. Like its two-dimensional counterpart, this element also shows significant improvement 
over the parent element. 
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4.1.5 Summary 
The analyses presented in this section show the relative effectiveness of the elements developed 
in the previous chapter. In both two and three dimensions, the combination of a linear parent ele-
ment with quadratic incompatible modes is shown to produce the most effective elements. Elements 
with cubic incompatible modes require a higher order of integration than the parent element, making 
them computationally less efficient. The linear parent element with cubic incompatible modes pro-
duces spurious displacements because of the large number of incompatible modes. The application 
of a reduced integration rule to the quadratic parent element produces results which are better than 
the computationally less efficient quadratic element with cubic incompatible modes. 
The directional elements provide a test of the methods for estimating the direction oflocalization. 
The discontinuity theory considered with the discontinuous modes element presents difficulties. The 
two directions of localization computed from the discontinuity theory produce an ill-conditioned 
element stiffness which makes the element sensitive to the number of load increments. Additionally, 
the discontinuity theory is computationally complex. In contrast, the equivalent strain gradient meth-
od provides a single direction of localization. The directional polynomial element contains a single 
incompatible mode computed from this direction of localization and provides good results relative 
to the parent element. 
The results of the directional polynomial elements are comparable to the results computed from 
the complete polynomial elements. The combination of the multiple incompatible modes of the com-
plete polynomial element into the single incompatible mode of the directional polynomial element 
is effective; the reduction in the number of incompatible modes has little effect on the results. 
The numerical results presented in this section allow us to restrict further-studies to the elements 
which contain quadratic incompatible modes. In further discussion, the term complete polynomial 
element refers to a linear parent element with incompatible modes which make the displacement 
field a complete quadratic. Similarly, the term directional polynomial element refers to a linear parent 
element with -a single incompatible mode which is quadratic perpendicular to the direction of local-
ization. In all cases, the equivalent strain gradient method is employed to estimate the direction of 
localization. 
4.2 Convergence of Elements Containing Incompatible Modes 
Properly formulated finite element solutions should converge to the correct solution (the solution 
of the governing differential equations) as the average element size, h, decreases toward zero. For 
conventional finite elements, convergence should be quadratic with h. Since the elements containing 
incompatible modes satisfy the patch test, they should maintain the same convergence rate as the 
parent element. However, for a given element size, the elements containing incompatible modes 
should produce a lower absolute error than the parent element. 
This section presents numerical results which characterize the convergence properties of the com-
plete polynomial and directional polynomial elements. The section begins with an outline of the anal-
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ysis procedures employed. Numerical results show that the incompatible modes elements maintain 
the convergence rate of the parent elements, while producing a more accurate solution. The compu-
tation time required to include the incompatible modes in the element is shown to be insignificant 
in comparison to the overall computation times. Additionally, the 'storage requirements for the in-
compatible modes are shown to a small fraction of the total storage requirements for a typical finite 
element solution. 
4.2.1 Analysis Procedures 
For each type of element considered, a series of analyses is conducted to establish the convergence 
properties. The center-cracked panel shown in Fig. 4-1 is modeled in two dimensions, and the sur-
face-cracked panel shown in Fig. 4-4 is modeled in three dimensions. Details of the models are given 
in the previous section. Each panel is analyzed with varying degrees of mesh refinement (element 
size). Figures 4-18 and 4-19 show the sequences of mesh refinement. The five two-dimensional 
meshes vary from 99 nodes and 80 elements to 2091 nodes and 2000 elements. The four three-dimen-
sional elements vary from 90 nodes and 40 elements to 3213 nodes and 2560 elements. 
The distributions of the equivalent strains along the section A-A (see Figs. 4-1 and 4-4) for the 
different meshes shows the convergence toward the "correct" solution as the element size decreases. 
Plots of the peak equivalent strains along the section A-A as a function of the mesh refinement sum-
marize the convergence properties of the different elements. 
4.2.2 1Wo-Dimensional Results 
The convergence properties of three, two-dimensional elements are evaluated; the 4-node, isopa-
rametric, plane element and the 4-node complete polynomial and directional polynomial elements. 
Figures 4-20 to 4-22 show the equivalent strain distributions for each set of analyses. 
Figure 4-20 shows the equivalent strains for the 4-node isoparametric plane element. These solu-
tions provide a baseline to evaluate the effectiveness of the elements containing incompatible modes. 
Figure 4-21 shows the equivalent strains for the analyses employing the complete polynomial ele-
ment. The equivalent strain distributions for the 40 x 40 and 32 x 32 meshes are very similar, indicat-
ing that the solution for these element sizes has nearly converged to the "correct" solution. Compari-
sons with the parent element results in Fig. 4-20 clearly show the superiority of the complete 
polynomial results. For a given element size, the equivalent strains derived from the complete polyno-
mial element analysis are closer to the converged solution than the results for the isoparametric ele-
ment analysis. 
Figure 4-22 shows the equivalent strain distributions for the directional polynomial element anal-
yses. Again, the equivalent strains for the two smallest element sizes are nearly identical, indicating 
a converged solution. Comparison of Figs. 4-22 and 4-20 shows that the directional polynomial ele-
ment yields much better strains than the isoparametric parent element. More importantly, compari-
son of the strains in Figs. 4-21 and 4-22 shows that the two elements produce nearly identical results; 
78 
\ 
i 
-"I 
-'-' 
; 
0] 
Bl> 
Bt> 
BxB 
80 elements 
99 nodes 
I 
I 
I 
~ 
24x24 
720 elements 
775 nodes 
40x 40 
2091 nodes 
p j p------------ III 
..-
~~------ ~ia 
TYpical 
Element 
16 x 16 
r-+-t-+-t-+-t-+-t-+-t-+-t-+-t--t--i 320 e I em ents 
357 node 
32x32 
1353 nodes 
Boundary conditions similar 
on all models 
See Fig. 4-1 for model dimensions 
Figure 4-1B.Mesh Sequence for Two-Dimensional Convergence Study 
79 
Typical B.C. 
for face 
4x4x2 
40 elements 
90 nodes 
12x12x6 
1080 elements 
1456 nodes 
Typical I Element 
8x8x4 
320 elements 
495 nodes 
16x16x8 
2560 elements 
3213 nodes 
Boundary conditions similar 
on all models 
See Fig. 4-3 for model dimensions 
Figure 4-19.Mesh Sequence for Three-Dimensional Convergence Study 
80 
--- \ 
! 
J 
Eeq/Eyield 
35r-------------------------------------------~ 
30 2W 
25 
20 
15 
10 
5 
~x 40x40 
32x32 
24x24 
O~~===r~~--L------i----~~====~ 
0.0 0.2 0.4 x/W 0.6 o.a 1.0 
Figure 4-20.Convergence Results for 4-Node Isoparametric Element 
35~------------~----------------------------~ 
30 
25 
20 
Eeq/EYield 
15 
10 
5 
2W 
~x 
0.2 0.4 
x/W 
40x40 
32x32 
24x24 
16 x 16 
axa 
0.6 o.a 1.0 
Figure 4-21.Convergence Results for 4-Node Complete Quadratic Polynomial Element 
81 
35~--------------------------------------------~ 
30 
25 
20 
Eeq/Eyield 
15 
10 
5 
Cb.o 
2W 
... x 
0.2 0.4 
x/W 
40 x40 
32x32 
24x24 
16 x 16 
0.6 0.8 1.0 
Figure 4-22.Convergence Results for 4-Node, Directional Quadratic Element 
strains from the complete polynomial analyses are equal to or slightly better than the strains com-
puted with the directional polynomial element. This is expected since the incompatible mode for the 
directional polynomial element is a linear combination of the incompatible modes for the complete 
polynomial element, and therefore, the directional polynomial element can perform at best as well 
as the complete polynomial element. 
Tables 4-1-and 4-2 summarize the results of all the analyses. Table 4-1 shows the peak equivalent 
strains for each element type and size. The strains are normalized by the yield strain, Eyield. Table 
4-2 presents the CPU times for the complete analyses. The CPU times are normalized by the time 
for the isoparametric element and the largest element size. 
Figure 4-23 shows the peak equivalent strains as a function of the mesh refinement (number of 
nodes). The results are as expected; the incompatible modes elements produce equivalent strains 
which are closer to the converged solution. The complete polynomial element produces a solution 
which is slightly better than the solution computed with the directional polynomial element. Unfortu-
nately, the number of nodes is not an accurate measure of the true computational effort and biases 
the results in favor of the incompatible modes elements. With the same number of nodes, the compu-
tational effort for the incompatible modes elements is greater than the computational effort for the 
parent isoparametric element. 
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Table 4-1. Peak Equivalent Strains For Two-Dimensional Convergence Studies 
Normalized Peak Equivalent Strain 
Mesh Parent Complete Quadratic Directional Quadratic Element Polynomial Element Polynomial Element 
8xB 13.5 16.5 16.5 
16 x 16 19.0 21.5 24.0 
24x24 22.5 29.0 2B.0 
32 x32 25.5 31.0 30.0 
40 x40 27.5 32.5 31.0 
Table 4-2. CPU Times for Two-Dimensional Convergence Studies 
Relative CPU Time 
Mesh Parent Complete Quadratic Directional Quadratic Element Polynomial Element Polynomial Element 
8xB 1.0 1.1 1.1 
16 x 16 4.3 5.1 5.0 
24x24 11.6 15.0 14.0 
32x32 26.6 31.2 30.6 
40 x-40 44.0 55.3 54.2 
The relative CPU times more accurately measure the computational effort. The CPU times for 
the complete polynomial solutions are approximately 25% higher than the corresponding CPU times 
for the isoparametric element. Likewise, the CPU times for the directional polynomial elements are 
approximately 95% of the CPU times for the complete polynomial elements because of the reduced 
.. 
number of incompatible modes. Figure 4-24 shows the peak equivalent strains as function of the 
relative CPU times, more accurately reflecting the computational effort. While this shifts the results, 
it does not change the overall trend; the incompatible modes elements still perform better than the 
parent isoparametric element and the complete polynomial element performs slightly better than 
the directional polynomial element. 
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4.2.3 Three-Dimensional Elements 
Four analyses corresponding to the four meshes shown in Fig 4-19 were conducted for the 8-node 
isoparametric brick element and the 8-node complete polynomial and directional polynomial brick 
elements. Figures 4-25 to 4-27 show the equivalent strain distributions for each set of analyses. 
Figure 4-25 shows the equivalent strain distributions computed with the 8-node isoparametric 
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Figure 4-25.Convergence Results for a-Node Isoparametric Brick Element 
brick element. These distributions provide a baseline solution for the evaluation of the incompatible 
modes elements. 
Figure 4-26 shows the equivalent strain distributions for the 8-node complete polynomial brick 
element. The distributions for the two smallest element sizes (16 x 16 x 8 and 12 x 12 x 6) are very 
close, indicating that the solution is approaching the numerically convergent solution. Comparison 
with Fig. 4-25 clearly shows that the complete polynomial element solution is much closer to the 
numerically convergent solution than the isoparametric element solution. 
Figure 4-27 shows the equivalent strain distributions for the directional polynomial element. Like 
the complete polynomial element, the strain distributions for the two smallest element sizes are very 
close, indicating the solutions are near the numerically convergent solution. Comparison with the 
parent isoparametric element results shows that the strains computed from the directional polyno-
mial element are closer to the numerically convergent solution than the strains computed from the 
parent isoparametric element. Comparison of Figs. 4-25 and 4-27 shows that the complete quadratic 
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element yields strains which are slightly better than the strains computed with the directional polyno-
mial element. 
Tables 4-3 and 4-4 summarize the results of the analyses. Table 4-3 shows the peak equivalent 
Table 4-3. Peak Equivalent Strains For Three-Dimensional Convergence Studies 
Normalized Peak Equivalent Strain 
Mesh Iso~arametric Complete Quadratic Directional Quadratic lement Polynomial Element Polynomial Element 
4x4x2 5.5 6.B 6.4 
8xBx4 B.O 9.3 9.3 
12x12x6 9.3 10.B 10.6 
16x16xB 10.2 11.5 11.2 
strains along the section A-A (see Fig. 4-4) for each element type and element size. Table 4-4 summa-
Table 4-4. CPU Times For Three-Dimensional Convergence Studies 
Relative CPU Time 
Mesh Iso~arametric Complete Quadratic Directional Quadratic lement Polynomial Element Polynomial Element 
4x4x2 1.0 1.4 1.3 
8xBx4 9.9 13.3 13.5 
12 x-12 x 6 42.B 52.5 51.2 
16x16xB 135.3 164.1 15B.1 
rizes the relative CPU times for each analysis. 
Figure 4-28 shows the peak equivalent strains as a function of the number of nodes. The trends 
are the same as the two-dimensional trends; the strains for the incompatible modes elements are 
significantly better than the strains computed with the isoparametric element. Similarly, the com-
plete polynomial element produces strains which are slightly better than the strains derived from 
the complete polynomial element. 
Like the two-dimensional case, the relative CPU times are a more accurate measure of the true 
computational effort than the number of nodes. Figure 4-29 shows the peak equivalent strains as 
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a function of the relative CPU time. Similar to the two-dimensional results, the differences in compu-
tational effort are not sufficient to change the trends in the results. 
4.2.4 Computational Effort 
Incompatible modes seek to improve the behavior of conventional isoparametric elements by the 
addition of extra interpolation functions to the displacement field of the element. Unfortunately, the 
improvement in behavior requires extra computations for the incompatible modes. This section as-
sesses the additional calculations required for elements containing incompatible modes. 
In evaluating computer calculations, a count of the numerical operations in units of floating-point 
operations, or FLOPs is often made. A floating-point operation, or FLOp, consists of a single multi-
plication and a single addition, and is a convenient unit for evaluating computer calculations. In ad-
dition to assessing the numerical operations, the computational effort for the implemented elements 
is assessed by measuring the CPU times for the element computations. Additionally, the extra stor-
age requirements for the elements are considered. 
The computations for a finite element are divided into distinct tasks. In FINITE, these tasks are 
implemented as Fortran subroutines which compute the equivalent nodal load vector, the element 
output vector, the residual load vectors, the element stiffness matrix, the element strains, and the 
element contribution to the I-integral. In implementing elements containing incompatible modes, 
the calculations begin with the results of the computations for the parent element. Additional com-
putations modify these results to account for the presence of the incompatible modes. Only the ele-
ment stiffness matrix and element strains require additional computations. The other computations 
use the results of the parent element calculations without change. 
The additional computations necessary to evaluate the stiffness for an element containing incom-
patible modes are dominated by the formation of the stiffness sub-matrices, K12 and K22, and the 
static condensation of the extra degrees of freedom. The computation of the incompatible modes 
takes adva~tage of the intermediate results already computed by the element, for example, the coor-
dinate ] acobians. Table 4-5 shows the computations required for the elements containing incompat-
ible modes. For comparison, the parent isoparametric elements are also included in the table. 
Calculation of the additional strains due to the incompatible modes requires two operations. The 
first operation is the recovery of the amplitudes of the incompatible modes from the nodal displace-
ments; the second is the computation of the additional strains corresponding to the amplitudes. 
Table 4-6 shows the operation counts for the strain calculations. Once again, the parent elements 
are included in the table for comparison. 
The tables clearly show that the inclusion of incompatible modes significantly increases the com-
putations required to evaluate the element stiffness matrix and strains. The CPU times show an even 
larger increase in computational effort, largely due to the overhead of multiple subroutine calls re-
quired to obtain the results of the parent element computations. Fortunately the element stiffness 
and strain computations are only a small part of the overall solution effort, so the large increase in 
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Table 4-5. Stiffness Computation Operations and CPU Times 
Element Parent Ele- Additional Static Con- TotalOper- Relative 
ment Stiffness Stiffness densation ations CPU Time 
4-Node Iso- 384 NA NA 384 1.0 parametric 
4-Node Com- 384 180 448 1024 4.0 plete Quadratic 
4-Node Direc- 384 48 73 505 2.3 tional Quadratic 
8-Node Iso- 4320 NA 
parametric 
NA 4320 1.0 
8-Node Com- 4320 2430 7857 14607 8.7 plete Quadratic 
8-Node Direc- 4320 222 601 5143 6.4 
tional Quadratic 
Table 4-6. Strain Computation Operations and CPU Times 
Element Parent Ele- Incompatible Additional TotalOper- Relative 
ment Strains Mode Displ. Strains ations CPU Time 
4-Node Iso- 128 NA NA 128 1.0 parametric 
4-Node Com- 128 32 48 208- 2.5 plete Quadratic 
4-Node Direc- 128 8 3 139 1.5 
tional Quadratic 
8-Node Iso- 1152 NA NA 1152 1.0 parametric 
8-Node Com- 1152 216 432 1800 3.6 plete Quadratic 
8-Node Direc- 1152 24 6 1182 2.7 
tional Quadratic 
the element computation effort produces a much smaller increase in the overall solution effort (ap-
proximately a 20% increase in CPU time). 
In order to minimize the computations required for the incompatible modes, the -K22-1K21 ma-
trix needed to compute the amplitudes of the incompatible modes from the nodal displacements, 
is computed during the static condensation of the incompatible modes and saved for use during the 
strain computations. The size of this matrix is equal to the product of the number of nodes and the 
number of element degrees of freedom. Table 4-7 shows the number of double precision words re-
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Table 4-7. Storage Requirements 
Element 
- K~K21 K 
4-Node Iso- NA 36 parametric 
4-Node Com- 32 36 plete Quadratic 
4-Node Direc- 8 36 
tional Quadratic 
8-Node Iso- NA 300 parametric 
8-Node Com- 216 300 plete Quadratic 
8-Node Direc- 24 300 
tional Quadratic 
quired to store this matrix. For comparison, the table also shows the number of double precision 
words required to store the element stiffness matrix, taking advantage of symmetry. Unlike the stif-
fness matrix, -K22-1K21 is not symmetric and the entire matrix must be stored. Fortunately, this in-
crease in storage is small relative to the total storage required for a solution, which is dominated 
by the storage required for the global finite element equations. 
4.3 Criteria to Detect Localization 
The detection of localization in a model allows the special elements discussed in the previous 
sections to be restricted to the area of localization. The remainder of a specimen is subject to a nearly 
constant state of stress and strain which is easily modeled by conventional isoparametric elements; 
special elements or techniques are necessary only in the small, localized area. Additionally, localiza-
tion is a nonlinear, load-dependent effect which will occur only when a "trigger" load is attained. 
This section examines the effectiveness of the various criteria for the detection of localization pres-
ented in Sec. 3.5. In addition, the computational effort required to evaluate the parameters for each 
criterion is evaluated. 
4.3.1 Analysis Procedures 
The analyses employ a two-dimensional model of the center-cracked panel shown in Fig. 4-1. 
A crack of size alW = 0.25 is introduced in the panel to induce localization. The mesh, shown in 
Fig. 4-3, consists of 357 nodes and 320 4-node elements. Symmetry allows the one-quarter of the 
specimen to be modeled. The constitutive model is a plane strain, von Mises material with isotropic 
hardening and the uniaxial stress-strain curve shown in Fig. 4-2. The model is loaded by a displace-
ment ofO.067h applied to the top edge of the specimen perpendicular to the crack plane. For solution, 
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the displacement is divided into 40 equal increments. A tolerance of 0.1 % on the norm of the residual 
load is applied to insure convergence of the equilibrium iterations. 
Each analysis begins with a mesh of conventional isoparametric elements. After every solution 
iteration, each element is tested to detect the onset of localization. If localization is detected, incom-
patible modes are added to the element tq make the displacement field a complete quadratic. Simi-
larly, the incompatible modes can be removed from the solution if the criterion falls below the toler-
ance value. The solution then proceeds to the next iteration. The analysis of this specimen is repeated 
for each criterion examined to detect localization. For the criteria which involve a tolerance, multiple 
analyses are conducted to assess the effect of the tolerance over the entire range of potential values. 
Two additional analyses are conducted to provide bounds for evaluating the results of the criteri-
on analyses. Since the elements containing incompatible modes satisfy the patch test, the solution 
for an element containing incompatible modes cannot be less accurate than the solution for the cor-
responding parent element. The incompatible modes will not be activated, i.e., produce additional 
displacements, unless these displacements make the solution more accurate. Therefore, an analysis 
of a mesh composed completely of the parent element provides a lower bound on the equivalent 
strains computed from the criterion analyses. Similarly, most of the elements model a nearly homo-
geneous stress and strain field. The homogeneous field is accurately modeled by the parent element 
and the addition of incompatible modes to this element should have little effect on the solution. 
Therefore, an analysis with a mesh of complete quadratic polynomial elements provides an upper 
bound for the equivalent strain distributions. While this is not a true upper bound since some solu-
tions employing criteria to detect localization may produce more accurate strains, it does provide 
a reasonable benchmark for evaluating the improvement in the criteria analyses. For the criteria oth-
er than the yield criterion, these two solutions correspond to the bounds on the tolerance values. 
Two factors must be considered in assessing the effectiveness of the various criteria. To justify 
the additional computations required, a solution with a given criterion should show an improvement 
over the solution for an equivalent mesh of conventional isoparametric elements. Ideally, the solution 
with a criterion should approach the solution computed with a mesh of corresponding incompatible 
modes element. In a mesh of elements containing incompatible modes, the majority of the elements 
model a nearly homogeneous stress and strain field and do not require the incompatible modes to 
model the strain field accurately. The addition of incompatible modes to these elements should not 
change the solution, and the additional computational effort to evaluate the incompatible modes 
for these elements is unnecessary. The criteria should detect the elements in the area of localization 
and add the incompatible modes only to these elements. 
In improving the solution accuracy, a criterion should not unduly increase the computational ef-
fort required; the criterion should produce the most accurate solution possible while adding incom-
patible modes to the minimum number of elements. If two different criteria yield equal results, the 
criterion which adds the incompatible modes to fewer elements will require less computational effort 
and yield a more efficient solution. Additionally, since localization will not occur until a "trigger" 
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load level is reached, the criterion should not add incompatible modes to the elements before it is 
necessary. 
The results for each criterion are summarized in two graphs. The equivalent strain distributions 
along the section A-A (See Fig. 4-1) show the improvement in the solution over the equivalent strain 
distribution computed with conventional isoparametric elements. The second graph shows the per-
centage of elements containing incompatible modes as the solution progresses. The gage strain, the 
total elongation of the specimen divided by the length of the specimen, is used to measure the overall 
level of deformation. This graph quantifies the effectiveness of the criterion in detecting the area 
of localization. 
4.3.2 Numerical Results 
Each of the four criteria developed in Sec. 3.5.1 is examined; the yield criterion, discontinuity 
theory criterion, equivalent strain gradient criterion, and work density criterion. The optimal value 
of the threshold tolerance is determined for each criterion. 
4.3.2.1 Yield Criterion 
The yield criterion is the simplest criterion considered. The incompatible modes are added to 
an element when the material point at the element centroid yields. This requires the evaluation of 
the stress and strain history at the element centroid. Since a tolerance is not needed for this criterion, 
only one analysis need be conducted to assess the effectiveness. Figure 4-30 shows the results of this 
analysis. The equivalent strain distribution is improved over the solution computed with convention-
al isoparametric elements, but the improvement is less than half the improvement obtained with a 
mesh of complete quadratic polynomial elements. By the end of the solution, the incompatible modes 
have been added to 30-40% of the elements in the mesh. 
4.3.2.2 Discontinuity Theory Criterion 
The discontinuity theory criterion is expressed as 
(4-3) 
where 
Aep = min(niDijkZnZ) (4-4) 
n 
and Ae is the initial value of Aep computed with the elastic D matrix. Like the yield criterion, the 
discontinuity criterion is evaluated at the centroid of the element and the stress and strain history 
for the element centroid must be computed in addition to the four Gauss points. Four equally-
spaced tolerance values between 0.0 and 1.0+ (0.2,0.4, 0.6, 0.8) are analyzed. Since the ratio in Eq. 
4-3 can never exceed 1.0, the solution for a tolerance of 1.0 + is an upper bound, and corresponds 
to an analysis with a mesh of complete polynomial elements. Similarly, the solution for a tolerance 
of 0.0 provides a lower bound, since the ratio in Eq. 4-3 cannot become negative for the constitutive 
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model chosen. The analysis for this tolerance is equivalent to an analysis employing conventional 
isoparametric elements. 
Figure 4-31 summarizes the results of the analyses. The equivalent strain distributions are di-
vided into two groups. For a tolerance below 0.4, the solution shows no improvement over the conven-
tional isoparametric element solution. The solutions for tolerances of 0.4 and above, all yield the 
same equivalent strain distribution, somewhat better than the solution derived from the conventional 
isoparametric elements. The percentage of elements containing incompatible modes shows a similar 
trend. Below a tolerance of 0.4, the incompatible modes are not added to the elements, and above 
a tolerance of 0.4, the number of elements containing incompatible modes is independent of the toler-
ance. 
The grouping of the results can be explained by considering the behavior of Eq. 4-3. For a von 
Mises material, the ratio in Eq. 4-3 is strongly dependent on the current hardening modulus. When 
yielding occurs, the ratio drops immediately from 1.0 to a lower value which is dependent on the 
hardening modulus. For the constant hardening employed in these analyses, the ratio in Eq. 4-3 is 
. 1.0 before yielding, and approximately 0.3 after yielding. Therefore, all tolerances above 0.3 add the 
incompatible modes to the elements that yield, and all tolerances below 0.3 never add the incompat-
ible modes to the elements. The similarity of Figs 4-30 and 4-31 points out the strong dependence 
of this criterion on yielding, at least for the constitutive model considered here. 
4.3.2.3 Equivalent Strain Gradient Criterion 
The equivalent strain gradient criterion adds the incompatible modes to the elements when the 
-
equivalent strain gradient exceeds a tolerance level. The equivalent strain gradient is evaluated at 
the element centroid from the strains at the element Gauss points. Three values of the tolerance be-
tween zero and infinity are analyzed: 0.0005, 0.005, and 0.05. Since a tolerance of zero adds the incom-
patible modes to all the elements, this solution provides an upper bound for the strain distribution. 
Similarly, a tolerance of infinity prevents the addition of incompatible modes to any elements, and 
provides a lower bound for the strain distribution. 
Figure 4-32 shows the results of the analyses for the equivalent strain gradient criterion. The re-
sults for the largest tolerance value, 0.05, show almost no improvement over the conventional isopa-
rametric element solution, while the solution for the lowest tolerance value, 0.0005, produces strains 
which are nearly identical to those computed from a mesh of complete quadratic polynomial ele-
ments. Similarly, the percentage of elements containing incompatible modes also exhibits a large 
variation; approximately 15% for the highest tolerance, 0.05, to approximately 70% for the lowest 
tolerance, 0.0005. The solution for a tolerance of 0.0005 yields the best equivalent strains of the solu-
tions presented so far, but it also adds the incompatible modes to a large percentage of the elements. 
This percentage seems high since the band of localization occurs over approximately 25% of the 
mesh. 
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4.3.2.4 Work Density Criterion 
The work density criterion adds the incompatible modes to the elements when the change in work 
density in the element exceeds a percentage, c, of the change in work density for the structure, 
!l.ue 
--> C 
!l.us 
(4-5) 
The changes in work density are measured over a single load step. Five values of the tolerance, c, 
between the limits of + 00 and -00 are evaluated: 1.0, 1.5, 2.0, 2.5, and 3.0. A tolerance of + 00 corre-
sponds to a mesh with all the elements containing incompatible modes and yields an upper bound 
on the strain distribution. Similarly, a tolerance of -00 corresponds to a mesh of conventional isopa-
rametric elements and yields a lower bound on the strain distribution. 
Figure 4-33 summarizes the results for the analyses with the work density criterion. The equiva-
lent strain distributions for all the analyses show significant improvement over the strains computed 
with a mesh of conventional isoparametric elements. Even with the largest tolerance, 3.0, the strains 
are still close to those computed with the elements containing incompatible modes. 
For tolerance values of 1.0 and 1.5, the strains exceed those computed from a mesh of complete 
quadratic polynomial elements. The criterion limits the elements containing incompatible modes 
to the area of localization, making the elements outside the area of localization stiffer relative to the 
elements inside the band of localization. This allows more of the work to go into the area oflocaliza-
tion. 
More importantly, the percentage of elements containing incompatible modes is much lower than 
observed with the other criteria. With the exception of the initial portion of the analysis with a toler-
ance of 1.0, the percentage of elements containing incompatible modes is only 20%, approximately 
the same percentage of the model occupied by the band of localization. Additionally, the percentage 
of elements containing incompatible modes is relatively constant once the shear band has formed, 
indicating that the criterion has detected the switch from the formation of the shear band, to steady 
-
state deformation of the shear band. 
4.3.2.5 Summary 
Figure 4-34 summarizes the performance of the four criteria. The percent improvement is defined 
as 
where 
fp-Ej; 
%Improvement = q . 
Ep-~ 
Ep = the peak equivalent strain for solutions which employ a criterion 
Ej; = the peak equivalent strain for a mesh of isoparametric elements 
(4-6) 
Eft = the peak equivalent strain for a mesh of elements all with incompatible modes 
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The yield criterion and discontinuity criterion both show approximately 40% improvement in the 
equivalent strains; much less improvement than the other criteria. Additionally, both criteria require 
the evaluation of the stress and strain history at the element centroid, increasing the computational 
effort and storage requirements for the stress and strain history by 25%. The discontinuity criterion 
is particularly unsuitable for use with the von Mises material because of its strong dependency on 
the hardening modulus. 
The equivalent strain gradient and work density criterion both produce equivalent strains which 
are comparable to, if not better than, the equivalent strains computed from a mesh of complete qua-
<> 
dratic polynomial elements. The main difference between the two criteria is the sensitivity of the 
improvement in the solution to the value of the tolerance. Changes in the tolerance for the equivalent 
strain gradient criterion produce large changes in the peak equivalent strain. In contrast, the work 
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density criterion yields significant improvement in the equivalent strains for a wide range of toler-
ance values. The two criteria also differ in their ability to detect the area of localized straining. For 
the same improvement in solution accuracy, the equivalent strain gradient criterion has a higher 
percentage of elements containing incompatible modes than the work density criterion. Figure 4-35 
Work Density Criterion 
tal = 2.0 
~ = 0.067h 
Equivalent Strain Gradient Criterion 
tal = 0.0005 
Figure 4-35.Elements Selected By Criteria 
shows the elements containing incompatible modes for the two criteria. Clearly, the work density 
criterion adds the modes to the elements in the area of localization, while the equivalent strain gradi-
ent criterion adds the modes to a much broader area of elements. 
The work density criterion is the most effective criterion for a number of reasons. It possesses 
a global scaling factor which the other criteria lack; the criteria is dependent on the work density 
of the entire structure, which provides a measure of the global load level in the structure. None of 
the other criteria employ the load level. More importantly, the work density criterion adds the incom-
patible modes to the elements very early in the solution, even before the elements begin to yield. This 
is critical to obtaining significant improvement in the solution. The yield criterion and discontinuity 
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criterion cannot-add modes to the elements until yield occurs. The equivalent strain gradient criteri-
on adds the modes to the elements early in the solution, before yield, if the tolerance is low enough, 
but then the modes are added to a large percentage of the elements as the solution progresses be-
cause of the lack of a global scaling factor. What is a significant strain gradient at one load level 
may be insignificant at a higher load level. 
4.3.3 Computational Effort 
The computational effort required to evaluate the criteria is much less than the computational 
effort required to include the incompatible modes. For the yield and discontinuity criteria, the addi-
tional computations involve the evaluation of the stress and strain history at the element centroid. 
This increases the computational effort and storage required for the stress and strain history by 25% 
in two dimensions and 12.5% in three dimensions. 
The increase in computational effort is even smaller for the equivalent strain gradient criterion. 
Evaluation of the equivalent strain gradient is a simple computation involving Gauss point data al-
ready available. In addition, the criterion requires enough storage to save the equivalent strain gradi-
ent for each element; two words in two dimensions and three words in three dimensions. 
The work density criterion also requires very little computational effort. The work density in each 
element is computed by the integration of the work density already available at the element Gauss 
points. The criterion requires two words of additional storage for each element to store the work 
density for the current and previous steps. 
4.4 Constitutive Effects on Localization 
Localization as defined by the discontinuity theory presented in Chapter 2 is sensitive to the con-
stitutive model employed. For example, the von Mises material used in the numerical experiments 
presented in this chapter, is very resistant to material-based localization. The discontinuity theory 
does not predict localization unless the uniaxial stress-strain curve for the material has a descending 
branch. Despite this resistance to material-based localization, models employing a von Mises mate-
rial often experience localization due to geometric discontinuities. This section presents a simple 
numerical experiment to investigate the effect of resistance to material-based localization in models 
where localization is induced by geometric discontinuities. A center-cracked panel is analyzed using 
a von Mises material and an alternative constitutive formulation, a Pseudo-Corner material. The 
Pseudo-Corner material is much less resistant to material-based localization than the classical von 
Mises material. 
The center-cracked panel shown in Fig. 4-1 is analyzed twice, once with each constitutive formu-
lation. Figure 4-3 shows the mesh, which contains 357 nodes and 320 4-node, isoparametric ele-
ments. Symmetry permits one-quarter of the specimen to be analyzed. The model is loaded by dis-
placements applied to the top edge of the panel, perpendicular to the crack plane. To facilitate the 
solution, the displacement is divided into 40 equal increments. A tolerance of 0.1 % on the norm of 
the residual load is used to insure convergence of the stresses and strains to three significant figures. 
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The constitutive formulations both employ the same material properties. Isotropic hardening is 
used and Fig. 4-2 shows the uniaxial stress-strain curve. For the Pseudo-Corner material, a large 
cone of total plastic loading, (}r: = 600, is considered to exaggerate possible differences between the 
two constitutive formulations. 
Figure 4-36 shows the equivalent strain distributions along section A-A (see Fig. 4-1) for the two 
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Figure 4-36.Equivalent Strains for Von Mises and Pseudo-Corner Material Models 
analyses. Th~ strains are nearly identical. The decrease in the effective hardening modulus of the 
Pseudo-Corner theory is ineffective in altering the equivalent strains. Figure 4-37 shows the effective 
hardening modulus for a material point during the analysis and clearly shows the reasons for the 
nearly identical behavior of the two materials. The effective hardening modulus is normalized by 
the hardening modulus for the von Mises material, which is constant throughout the analysis. Before 
yield, the hardening moduli of both materials are identical. When yield occurs, the effective harden-
ing modulus of the Pseudo-Comer material drops significantly, allowing more of the deformation 
to emerge as plastic flow. However~ as the loading increases, the effective hardening modulus very 
quickly increases back to the level of the original hardening modulus. This short-term decrease in 
the effective plastic modulus is not large enough to alter the strains significantly, and the two materi-
als yield essentially the same strain distributions. 
After yield, the direction of loading quickly becomes normal to the yield surface, producing the 
observed rapid increase in the effective hardening modulus. As Fig. 3-10 shows, the difference be-
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Figure 4-37. Typical Effective Hardening Modulus for Pseudo-Corner Material Model 
tween the materials decreases as the angle between the direction of loading and the normal to the 
yield surface decreases, and the materials are identical if the loading is normal to the yield surface. 
The numerical results of Hughes and Shakib[33] show the substitution of the Pseudo-Corner ma-
terial for a von Mises material to produce significant changes in the calculated stresses and strains. 
However, all their examples were constrained to have loading which was not normal to the yield sur-
face. For the center--cracked panel considered here, the loading direction after yield quickly becomes 
normal to the-yield surface, thereby mitigating the effect of the Pseudo-Cornel" constitutive formula-
tion. 
4.5 Simulation of Experimental Results 
A useful analytical model must accurately simulate experimental results. Fracture mechanics 
specimens have been successfully modeled with conventional isoparametric elements. Since the ele-
ments developed in the previous chapter satisfy the patch test, they must converge to the same nu-
merical solution as conventional isoparametric elements, as the element size decreases. Therefore, 
these elements should also prove useful in modeling fracture mechanics experiments. Ideally, the 
improved behavior of these elements should decrease the computational effort required to obtain 
an accurate simulation of. the experimental results. 
A model of the center-cracked panel tested by Read and Dodds[20] is considered here. Figure 
4-38 shows the dimensions of the experimental specimen. The panel was made of HY -130 steel, 
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Figure 4-38.Center-Cracked Panel Geometry 
which exhibits a nearly elastic-perfectly plastic response. A through crack with a/W = 0.057 was 
fabricated in .the center of the panel. Strain gages were placed on the centerline above the crack on 
both the front and back of the specimen. Additional strain gages were placed along the centerline 
of the free edge to detect the shear band. A clip gage was used to measure the crack mouth opening 
displacement (CMOD). Finally, LVDT's were used to measure the elongation of the specimen to 
determine the gage strain. This specimen was previously analyzed by Ibrahim and Dodds[35]. 
Figure 4-39 shows the finite element model of the specimen. A three-dimensional model is 
employed to avoid the difficulties with plane stress and plane strain encountered in the previous 
analyses [35]. The model consists of 565, 8-node isoparametric brick elements to which directional 
quadratic modes are added based on the work density criterion. Symmetry conditions allow one-
eighth of the specimen to be modeled. The constitutive formulation is a von Mises material with iso-
tropic hardening. Figure 4-40 shows the uniaxial stress-strain curve for the material. The model is 
loaded by uniform axial displacements imposed on the top surface, simulating the experimental con-
ditions. To obtain a history of the loading, the displacement is divided into 25 variable-size incre-
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Figure 4-39.Finite Element Model of CCT 
ments for solution. A tolerance of 0.1 % on the norm of the residual load insures the convergence 
of the stresses and strains to three significant figures. 
Figures 4-41 to 4-44 compare the experimental and analytical strains along the centerline and 
free edge at two loading levels; gage strains of 0.0060 and 0.0064. The analytical strains agree well 
with the experimental measurements. 
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4.6 Evaluation of Fracture Mechanics Parameters 
Geometrically-induced localization is a common phenomenon in fracture mechanics test speci-
mens, for example, the center-cracked panel. In these specimens, the driving force available for crack 
growth is often characterized by theJ-integral and the crack tip opening displacement (CTOD). As 
the results of the previous sections clearly show, the incompatible modes and localization criteria 
clearly improve the accuracy of the computed strains. In this section, we consider the potential ef-
fects of these new methods on computed values of the fracture mechanics parameters. 
The analyses employ the boundary-layer problem referred to as small-scale yielding (SSY) [45, 
55]. Figure 4-45 shows the SSY model. The model consists of a circular region surrounding the crack 
tip in a infinite plate subject to a uniform, far-field tension. To simulate the tension field, the circular 
boundary is loaded by displacement increments derived from the elastic Mode I deformation field 
(1 + V)LV<I ( r )1 8 ~u(r, 8) = - (3 - 4v - cos 8) cos-E 2n 2 (4-7) 
(1 + V)LV<I ( r )1( ) . 8 ~v(r,8) = - 3-4v-cos8 SIn-
E 2n 2 
(4-8) 
The loading is applied by increasing KI until the plastic zone is approximately one-tenth of the 
radi us of the model. 
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Figure 4-45.Small Scale Yield (SSY) Model 
The constitutive formulation employed is a deformation plasticity theory. The uniaxial stress-
strain curve is described by the equation 
(4-9) 
and is shown in Fig. 4-46. Details of the deformation plasticity formulation can be found in [13]. 
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A series of analyses of the SSY model establish the convergence properties of the fracture me-
chanics parameters. Figure 4-47 shows the series of meshes employed. Each_mesh is analyzed using 
4-node isoparametric elements and 4-node complete quadratic polynomial elements. Thel-integral 
and CTOD are evaluated for each mesh as a function of the applied loading level, K/. Thel-integral 
is evaluated by the domain integral method of Vargas and Dodds [69] implemented in FINITE. Since 
the method l!tilizes stress and strain values at the element Gauss points, no modification of the do-
main-integral formulation is necessary to account for the incompatible modes. The CTOD is com-
puted from the 45° intercept shown in Fig. 4-48. The CTOD is measured where a line through the 
crack tip at 45° from the crack plane intercepts the deformed crack face. 
Figures 4-49 and 4-50 show the land CTOD derived from the analyses. The addition of the in-
compatible modes to the elements does not destroy the convergence of the land CTOD values. In 
all cases, the results computed from the element containing incompatible modes show a slight im-
provement compared to the results for the parent isoparametric elements. The excellent behavior 
of the parent elements is attributable to the alignment of the element edges parallel to the direction 
of localization. This allows large strain jumps to occur across element boundaries to model the large 
strain gradients. For models where the elements edges are not aligned parallel to the direction of 
localization, it is likely that the improvement inl and CTOD values due to the addition of inc om pat-
ible modes would be larger. 
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4.7 Summary 
The numerical experiments and results presented in this chapter demonstrate the relative effec-
tiveness of the various elements and techniques designed to model localization. Three classes of ele-
ments based on the technique of incompatible modes are considered. Of these three classes, the com-
plete polynomial elements produce the greatest increase in solution accuracy. The directional 
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polynomial elements combine the multiple incompatible modes of the complete polynomial elements 
into a single incompatible mode derived from the estimated direction of localization The directional 
elements increase solution accuracy slightly less than the complete polynomial elements. The discon-
tinuous modes element of Ortiz, et. aI., originally designed to model material-based localization, is 
shown to produce little improvement in solution accuracy for geometrically-induced localization due 
to an ill-conditioned stiffness matrix. 
The order-of the parent elements and incompatible modes also has a signficant effect on the accu-
racy of the elements. Only the combination of a linear parent element and quadratic incompatible 
modes is shown to be effective. Elements containing higher-order incompatible modes require more 
additional computation effort and produce spurious oscillations. Combinations based on higher-
order parent elements are less efficient than other special techniques, for example, reduced integra-
tion. 
Simple criteria restrict the introduction of these new elements to the area of localization. Four 
criteria are considered: yield criterion, discontinuity theory criterion, equivalent strain gradient cri-
terion, and work density criterion. Of these criteria, the work density criterion is most effective in 
detecting the onset of localization and increasing the solution accuracy. These results elucidate two 
factors which contribute to the success of a criterion. First, in order to increase the solution accuracy, 
the criterion must add the incompatible modes to the elements early in solution. Secondly, the criteri-
on must consider the structure loading level in assessing the importance of criteria values. 
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An analysis of a CCT panel tested by Read and Dodds [20], demonstrates a practical application 
of the new techniques. The analytical results match the experimental results very well. 
An analysis of the SSY model demonstrates the effect of the new techniques on the computation 
of fracture mechanics parameters (1 and CTOD). The new elements and criteria do not affect the 
calculated fracture mechanics parameters. The parent elements behave well due to the alignment 
of the element edges along the direction of localization. 
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5. Conclusions 
This study has examined newly developed techniques for the finite element analysis of geomet-
rically-induced strain localization. Elements based on incompatible modes are employed to model 
the large gradients which occur in the shear band. Special criteria checked after each equilibrium 
iteration restrict the introduction of the enhanced elements to the area of localization. These tech-
niques produce significant improvement in solution accuracy over conventional isoparametric ele-
ments. The benefits and disadvantages of the new method are summarized below along with sugges-
tions for further research. 
5.1 Effectiveness of the Proposed Method 
Global Solution Method 
The global analysis procedure begins with a mesh of conventional isoparametric elements. After 
each equilibrium iteration, every element is checked to determine if the incompatible modes should 
be added to the element before the next iteration. After the incompatible modes are added to the 
appropriate elements, the solution continues with the next iteration. 
Unlike adaptive methods, this analysis procedure does not increase the number of degrees of free-
dom in the global stiffness. This is especially important for implicit solvers, where the solution time 
is controlled by the number of global degrees of freedom. Additional computations are required to 
eliminate the extra degrees of freedom at the element level, but these are less than the additional 
computations which would be required to solve the global system of equations- augmented by the 
additional degrees of freedom. 
The new technique avoids the need for reanalysis of load steps and the interpolation of material 
history between Gauss points which plagues many adaptive methods. The addition of the incompat-
ible modes t9 the element does not induce any internal forces, thereby allowing the incompatible 
modes to be added or removed from the element without the need for reanalysis. Unlike h- and r-
adaptive methods, the topology of the mesh remains constant throughout the analysis. Additionally, 
the incompatible modes do not require a higher order of numerical integration than the parent ele-
ment. It is these two factors that allow the new technique to avoid the problems associated with the 
interpolation of element data between Gauss points. 
The new technique appears to be limited to one level of refinement; the incompatible modes are 
either added to the element or not added to the element. In contrast, adaptive methods can have 
multiple levels of refinement; an element which results from the subdivision of an element can itself 
be further subdivided. This allows adaptive methods to achieve any desired level of error in the solu-
tion by sufficiently refining the mesh. The new technique is limited to the reduction in error produced 
by one level of refinement. This limitation is a function of the elements employed and alternative 
element formulations potentially could remove this restriction. 
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Elements and the Direction of Localization 
Three classes of elements are considered. The elements are based on polynomial incompatible 
modes introduced into conventional isoparametric parent elements. The complete polynomial ele-
ments contain incompatible modes which make the displacement field of the element a complete 
polynomial one or more degrees higher than the parent element. The discontinuous modes element 
contains incompatible modes which produce a constant strain field augmented by a jump in strain 
across the plane of localization. The direction of localization and nature of the localization (relative 
magnitudes of the discontinuities in the individual strain components) are determined from the dis-
continuity theory. The directional polynomial element seeks to combine the multiple incompatible 
modes of the complete polynomial element into a single incompatible mode which produces a high-
er -order variation of displacement across the plane of localization. The combination is derived from 
the direction of localization estimated from the equivalent strain gradient. 
Of the three classes of elements, the complete polynomial elements produce the largest increase 
in solution accuracy relative to the parent element solutions. A number of complete polynomial ele-
ments based on different parent element-incompatible mode combinations were considered and 
were shown to have widely varying degrees of usefulness. The combination of a linear parent element 
and quadratic incompatible modes was shown to produce the largest increase in solution accuracy. 
Elements containing cubic incompatible modes produced little or no increase in accuracy over ele-
ments containing quadratic incompatible modes, while requiring significantly more computation 
due to an increase in the number of incompatible modes and an increase in the order of numerical 
integration. The usefulness of elements based on a quadratic parent element is limited by the effec-
tiveness of an alternative technique, reduced integration, which produces more accurate results with 
less computational effort. 
The discontinuous modes element was originally designed to model material-based localization 
and produceo more accurate results than conventional isoparametric elements for this class of local-
ization. Unfortunately, a number of problems limit the usefulness of this element for modeling geo-
metrically-induced localization. The discontinuity theory which determines the direction and nature 
of the localization needed to compute the incompatible modes yields two potential directions of lo-
calization, both of which must be added to the element. The two incompatible modes are very similar, 
and produce a nearly singular element stiffness. Consequently, the global system of equilibrium 
equations tends to become ill-conditioned. For material-based localization, the incompatible modes 
represent most of the element displacement and the error due to the ill-conditioned stiffness is small 
compared to the magnitudes of the incompatible modes. However, for geometrically-induced local-
ization, the magnitude of the incompatible modes in the solution is much smaller. The error due to 
the ill-conditioned stiffness becomes more significant, which causes the overall solution to become 
sensitive to load increment size. These factors limit severly the usefulness of this method for analyz-
ing geometrically-induced localization. 
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The directional polynomial element, which combines the incompatible modes of the complete 
polynomial element into a single incompatible mode, provides solution accuracy which is compara-
ble to the complete polynomial elements. These observations indicate the effectiveness of the com-
bined incompatible modes in modeling the large strain gradients in the area of localization and the 
effectiveness of the equivalent strain gradient method for estimating the direction of localization. 
Unfortunately, the results of Chapter 4 indicate that the reduction in computational effort due to 
the decrease in the number of incompatible modes is insufficient to overcome the small loss of accu-
racy relative to the complete polynomial elements; the complete polynomial element produces the 
largest increase in solution accuracy for the least increase in computational effort. 
Criteria for the Detection of Localization 
The criterion which determines when (at what stage of the loading) and where (which elements 
should contain incompatible modes) the mesh should be modified is the most crucial aspect of the 
new solution technique. Four criteria were considered. The yield criterion adds the incompatible 
modes to the elements when the material point at the element centroid yields. The discontinuity theory 
criten'on is an extension of the discontinuity theory, which predicts material-based localization, for 
. use with geometrically-induced localization. The equivalent strain gradient criterion is based on the 
inability of isoparametric elements to model large gradients, and adds the incompatible modes to 
the elements with the largest strain gradient, and, presumably, the largest error. Finally, the work 
density criterion adds the incompatible modes to the elements when the change in work density over 
a load increment in the element is greater than a cert~in percentage of the change in work density 
of the structure. These criteria vary widely in their ability to improve the solution while controlling 
the computational effort by minimizing the number of elements containing incompatible modes. 
The yield criterion is the simplest criterion and is used implicitly in much of the literature on 
strain localization modeling. The criterion produces only about 35% of the improvement possible 
with the incompatible modes elements. Moreover, the criterion is unsuitable for specimens in which 
gross yielding (yielding of a large portion of the panel after the formation of a shear band(s» occurs. 
Gross yielding causes the incompatible modes to be added to many more elements than necessary. 
The discontinuity theory criterion is of limited use with the von Mises constitutive model 
employed in this study because of the strong dependence of the criterion on the material hardening. 
This is particularly evident for bilinear hardening considered in Section 4.3.2.2 which yields two val-
ues of the criterion; 1.0 before yield, and a value dependent on the constant hardening modulus after 
yield. However, the criterion is very sensitive to the constitutive formulation employed and may be 
more useful for other constitutive models. 
The equivalent strain gradient criterion produces a wide range of improvement in solution accu-
racy corresponding to a wide range of tolerance values. For sufficiently low values of the tolerance, 
improvement in the solution accuracy approaches the improvement achieved by a complete mesh 
of elements containing incompatible modes. Unlike the previous two criteria, this criterion adds the 
incompatible modes to the elements early in the solution, even before the elements yield. This early 
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addition of the incompatible modes is largely responsible for the increase in solution accuracy. High-
er tolerance values delay the addition of the incompatible modes and therefore produce a smaller 
increase in solution accuracy. Unfortunately, a tolerance low enough to produce a significant im-
provement in solution accuracy adds the incompatible modes to almost all of the elements. 
The work density criterion produces significant improvement in solution accuracy for a wide 
range of tolerance values. For some tolerances, the improvement in solution accuracy is actually 
greater than the improvement available from a complete mesh of elements containing incompatible 
modes. This improvement arises from the adoption of the change in the structure work density as 
a measure of the global loading level. The change in the structure work density is a very meaningful 
scaling factor which determines the significance of a change in element work density at various stages 
ofloading. This scaling allows the criterion to produce significant improvements in solution accuracy 
for a wide range of tolerance values. In contrast, the equivalent strain gradient criterion, which lacks 
a global scaling factor, produces significant increases in solution accuracy only over a small range 
of tolerance values. 
The results of Section 4.3 identify two properties of an effective criterion for mode addition. First, 
the criterion must add the incompatible modes to the appropriate elements early in the solution, 
even before the elements yield. The yield criterion and discontinuity theory criterion cannot add the 
incompatible modes to the elements before they yield, thereby limiting the achievable improvement 
in solution accuracy. Secondly, the criterion f<?r mode addition must possess a global scaling factor 
which determines the significance of the element value of the criterion at a given stage of the loading. 
For example, the equivalent strain gradient criterion, which lacks a global scaling factor, is unable 
to determine that a equivalent strain gradient which is significant at one load level, may be insignifi-
cant at a different loading level. In contrast, the work density criterion, which possesses these two 
properties, is the most effective of the four criteria. 
Robustness of the Element Formulation 
The proc~dures to design new elements considered in this study enforced satisfaction of the patch 
test for each new element. This satisfaction of the patch test guarantees that solutions computed 
with the new elements will converge to the numerically "correct" solution (the analytical solution of 
the governing differential equations) as the element size decreases, provided, of course, that the par-
ent element also satisfies the patch test. Conventional isoparametric elements have long been used 
to model fracture mechanics specimens with good accuracy, and therefore, the new elements, which 
converge to the same solution as the conventional isoparametric elements, should also be able to 
model these same specimens with good accuracy. The results of Section 4.5 bear this out. 
Computation of Fracture Mechanics Parameters 
To assess the effect of the new analysis techniques on the computation of fracture mechanics pa-
rameters, an analysis of a small-scale yield (SSY) model was undertaken. No changes in the domain-
integral formulation were required to account for the addition of the incompatible modes to the ele-
ments. The results of these analyses show that the incompatible modes do not alter the convergence 
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of the J and CTOD values, and, in all cases, produce a slight improvement relative to the parent 
isoparametric element. The good behavior of the parent elements for these models can be attributed 
to the alignment of the element edges parallel to the direction of localization. In general, however, 
the element edges cannot be aligned parallel to the direction of localization, due to lack of a prion 
knowledge of the direction of localization, or other factors in the mesh design, for example, in the 
modeling of crack growth where the direction and location of the localized zone changes as the crack 
grows. For these types of models, the improvement due to the addition of the incompatible modes 
would be larger. 
5.2 Improvements and Further Research 
The results of this research suggest a number of directions for improvements in the newly devel-
oped approaches for the modeling of localization which are summarized below. 
The major problem with the discontinuous modes element is the ill-conditioned stiffness gener-
ated by the the two directions of localization. The problem could be alleviated by combining the two 
methods for determining the direction of localization. The equivalent strain gradient method could 
be used to determine which of the two directions generated by the discontinuity theory should be 
added to the element. The discontinuity theory is still required to determine the nature of the discon-
tinuity (the relative magnitudes of the discontinuities of the individual strain components). Since 
only one incompatible mode is then added to the element, the stiffness due to the incompatible 
modes will not be nearly singular, and the element stiffness will not become ill-conditioned 
The work density criterion is very effective in detecting the onset of localization. However, the 
criterion is not specifically related to localization phenomena and may have a much broader range 
of potential application. The criterion should be considered for use in other adaptive methods. 
The results presented here have been limited to the static case. The inclusion of dynamic and 
visco-plastic effects in the formulation is known to have a number of beneficial effects and should 
be studied fu!ther. The inclusion of dynamic and visco-plastic effects causes the governing equations 
to remain elliptic after localization occurs, allowing the width of the shear band to remain finite and 
emerge as part of the solution. These effects blur the distinction between material-based localization 
and geometrically-induced localization. The new approaches considered here provide an effective 
framework for the study of these effects. 
120 
..... 
j 
..... , 
1 
----1 
I 
'-, 
J 
-', 
.1 
l 
List of References 
[1] Abaqus Theory Manual, Version 4.8, Hibbitt, Karlson, and Sorenson, Inc., Providence, RI, 
(1990). 
[2] L. Anand, K. H. Kim, and T. G. Shawki, 'Onset of Shear Localization in Viscoplastic Solids,' 
Journal of the Mechanics and Physics of Solids, 35(4), 407-429, (1987). 
[3] K.-J. Bathe, 'Finite Element Procedures in Engineering Analysis,' Prentice Hall, Inc. Engle-
wood Cliffs, NJ, 1982. . 
[4] T. Belytschko and W E. Bachrach, 'Efficient Implementation of Quadrilaterals With High 
Coarse-Mesh Accuracy,' Computer Methods in Applied Mechanics and Engineering, 54, 
279-301, (1986). 
[5] T. Belytschko and B. E. Engelmann, 'On Flexurally Superconvergent Four-Node Quadrilater-
als,' Computers and Structures, 25(6), 909-918, (1987). 
[6] T. Belytschko and J. Fish, 'Embedded Hinge Lines for Plate Elements,' Computer Methods in 
Applied Mechanics and Engineering, 76, 67-86, (1989). 
[7] T. Belytschko, J. Fish, and B. Engelmann, ~ Finite Element With Localization Zones,' Comput-
er Methods in Applied Mechanics and Engineering, 70, 59-89, (1988). 
[8] T. Belytschko, B. L.Wong, and E. J. Plaskacz, 'Fission-Fusion Adaptivity in Finite Elements 
for Nonlinear Dynamics of Shells,' Computers and Structures, 33(5), 1307-1323, (1989). 
[9] B. Budiansky, N. Dow, R. W Peters, and R. P. Sheperd, 'Experimental Studies of Polyaxial 
Stress-Strain Laws of Plasticity,' Proceedings of the First US National Congress on Applied Me-
chanics, ASME, New York, 503-512, (1951). 
[10] B. W. Char, K. O. Geddes, G. H. Gonnet, B. L. Leong, M. B. Monogan, and S. M. Watt, 'Maple 
V Language Reference Manual,' Springer-Verlag, (1991). 
[11] J.-H. Cheng and N. Kikuchi, ~ Mesh Re-zoning Technique for Finite Element Simulation of 
Metal Forming Processes,' International Journal of Numerical Methods in Engineering, 23, 
219-228, (1986). 
[12] J. Christofferson andJ. W Hutchinson, ~ Class of Phenomenological Corner Theories of PI as-
ticity,' Journal of the Mechanics and Physics of Solids, 77, 465-487, (1979). 
[13] H. G. DeLorenzi and C. F. Shih, 'Three-Dimensional Elastic-Plastic Investigation of Fracture 
Parameters in Side-Grooved Compact Specimens,' International Journal of Fracture, 21, 
195-220, (1983). . 
[14] L. Demkowicz, P. Devloo, and J. T. Oden, 'On an h-Type Mesh Refinement Strategy Based on 
MinimIzation of Interpolation Errors,' Computer Methods in Applied Mechanics and Engineer-
ing, 53, 67-89, (1985). 
[15] L. Demkowicz and J. T. Oden, 'On a Mesh Optimization Method Based on the Minimization 
of Interpolation Errors,' International Journal of Engineering Science, 24(1), 55-68, (1986). 
[16] A. R. Diaz, N. Kikuchi, and J. E. Taylor, ~ Method for Grid Optimization for Finite Element 
Methods,' Computer Methods in Applied Mechanics and Engineering, 41, 29-45, (1983). 
[17] R. H. Dodds, Jr., 'Effects of Reduced Integration on the 2-D Quadratic Isoparametric Element 
in Plane Strain Plasticity,' International Journal of Fracture, 19, R75-R82, (1982). 
[18] R. H. Dodds, Jr., 'Numerical Techniques for Plasticity Computations in Finite Element Analy-
sis,' Computers and Structures, 26(5), 767-779, (1987). 
[19] R. H. Dodds, Jr., L. A. Lopez, and D. A. Pecknold, 'Numerical and Software Requirements 
for General Nonlinear FinIte Element Analysis,' Structural Research Series No. 454, VILV-
ENG-78-2020, VIVC Dept. of Civil Engineering, (1978). 
[20] R. H. Dodds, Jr. and D. T. Read, 'Experimental and Analytical Estimates of the J-Integral for 
Tensile Panels Containing Short Center Cracks,' International Journal of Fracture, 28, 39-54, 
(1985). 
121 
[21] R. H. Dodds, Jr., R. J. Schmidt, L. A. Lopez, and D. A. Rehak, FINITE User's Manual, UIUe 
Dept. of Civil Engineering, (1991). 
[22] E. N. Dvorkin, A. M. Cuitifio, and G. Gioia, 'Finite Elements With Displacement Interpolated 
Embedded Localization Lines Insensitive to Mesh Size and Distortions,' International Journal 
for Numerical Methods in Engineering, 30,541-564, (1990). 
[23] J. Fish and T. Belytschko, 'Elements With Embedded Localization ZOnes for Large Deforma-
tion Problems,' Computers and Structures, 30(1/2), 247-256, (1988). 
[24] J. Fish and T. Belytschko, ~ General Finite Element Procedure for Problems With High Gradi-
ents,' Computers and Structures, 35(4), 309-319, (1990). " 
[25] H. M. Koh and R. B. Haber, 'Elastodynamic Formulation of the Eulerian-Lasrangian Kine-
matic Description,' ASME Journal of Applied Mechanics, 53(4),839-845, (1986). 
[26] J. Hadamard, 'Lecons sur la Propagation des Ondes et les Equations de :LHydrodynamique,' 
Hermann, Paris, 1903. 
[27] R. Hill, ~ General Theory of Uniqueness and Stability in Elastic-Plastic Solids,' Journal of 
the Mechanics and Physics of Solids, 6, 236-249, (1958). 
[28] R. Hill, 'Bifurcation and Uniqueness in Nonlinear Mechanics of Continua,' in N. R. Lebowitz, 
ed., Problems of Continuum Mechanics, SIAM, Philadelphia, PA, 155-164, (1961). 
[29] R. Hill, ~cceleration Waves in Solids,' Journal of the Mechanics and Physics of Solids, 10, 1-16, 
(1962). 
[30] R. Hill and J. W Hutchinson, 'Bifurcation Phenomena in the Plane Tension Test,' Journal of 
the Mechanics and Physics of Solids, 23, 239-264, (1975). 
[31] T. J. R. Hughes, 'Generalization of Selective Integration Procedures to Anisotropic and Non-
linear Models,' International Journal of Numerical Methods in Engineering, 15, 1413-1418, 
(1980). 
[32] T. J. R. Hughes, 'The Finite Element Method: Linear Static and Dynamic Finite Element Anal-
ysis,' Prentice Hall, Inc., Englewood Cliffs, NJ, 1987. 
[33] T. J. R. Hughes and F. Shakib, 'Pseudo-Comer Theory: A Simple Enhancement of J2-Flow 
Theory for Applications Involving Non-Proportional Loading,' Engineering Computations, 3, 
116--120, (1986). -
[34] J. W Hutchinson and V. Tvergaard, 'Shear Band Formation in Plane Strain,' International Jour-
nal of Solids and Structures, 17, 451-470, (1981). 
[35] S. S. Ibrahim and R. H. Dodds, Jr., 'Finite Element Study of Highly Deformed Tensile Panels 
with Short Cracks,' SM Report No. 10, The University of Kansas Center for Research, Law-
rence, KS, (1984). 
[36] D. S. Kang, 'Present Finite Element Technology From a Hybrid Formulation Perspective,' 
Computers and Structures, 35(4), 321-327, (1990). 
[37] M. Keppel and R. H. Dodds, Jr., 'Improved Numerical Techniques for Plasticity Computations 
in FinIte Element Analysis,' Computers and Structures, 36(1), 183-185, (1991). 
[38] D. Lasry and T. Belytschko, 'Localization Limiters in Transient Problems,' International Jour-
nal of Solids and Structures, 24(6), 581-597, (1988) 
[39] J. LeMonds and A. Needleman, 'Finite Element Analysis of Shear Localization in Rate and 
Temperature Dependent Solids,' Mechanics of Materials, 5, 339-361, (1986). 
[40] Y. Leroy and M. Ortiz, 'Finite Element Analysis of Strain Localization in Frictional Materials,' 
submitted to International Journal of Numerical and Analytical Methods in Geomechanics. 
[41] Y. Leroy and M. Ortiz, 'Finite Element Analysis of Transient Strain Localization Phenomena 
in Frictional Solids,' submitted to International Journal of Numerical and Analytical Methods 
in Geomechanics. 
[42] L. A. Lopez, 'FINITE: An Approach to Structural Mechanics Systems,' Computer Methods in 
Applied Mechanics in Engineering, 11(5), 1977. 
122 
"j 
I 
" I 
.."\ 
I 
[43] L. A. Lopez, 'POLO-Problem Oriented Language Organizer,' International Journal of Comput-
ers and Structures, 2(4), (1974). 
[44] W K. Liu, T. Belytschko, and 1.-S. Chen, 'Nonlinear Versions of Flexurally Superconvergent 
Elements,' Computer Methods in Applied Mechanics and Engineering, 71, 241-258, (1988). 
[45] R. M. McMeeking, 'FInite Deformation Analysis of Crack Tip Opening in Elastic-Plastic Ma-
terials and Implications for Fracture,' Journal of the Mechanics and Physics of Solids, 25, 
357-381, (1977). 
[46] J. C. Naagtegal, D. M. Parks, and 1. R. Rice, 'On Numerically Accurate Finite Element Solu-
tions in the Fully Plastic Range,' Computer Methods in Applied Mechanics and Engineering, 4, 
153-178, (1974). 
[47] A. Needleman, 'Material Rate Dependence and Mesh Sensitivity in Localization Problems,' 
Computer Methods in Applied Mechanics and Engineering, 67, 69-85, (1988). 
[48] A. Needleman and V. Tvergaard, 'Finite Element Analysis of Localization in Plasticity,' in 1. 
T. Oden and O. F. Carey, eds., Finite Elements - Special Problems in Solid Mechanics 5, Prentice 
Hall, Englewood Cliffs, N1, 94-157, (1983). 
[49] M. Ortiz, Y. Leroy, and A. Needleman, ~ Finite Element Method for Localized Failure Analy-
sis,' Computer Methods in Applied Mechanics and Engineering, 61, 189-214, (1987). 
[50] J. Pan, M. Saje, and A. Needleman, 'Localization of Deformation in Rate Sensitive Porous Plas-
tic Solids,' International Journal of Fracture, 21, 261-278, (1983). 
[51] Patran Users's Manual, Release 2.3, PDA Engineering, Inc., Costa Mesa, CA, (1989). 
[52] S. Pietruszczak and Z. Mroz, 'Finite Element Analysis of Deformation of Strain-Softening Ma-
terials,' International Journal for Numerical Methods in Engineering, 17, 327-334, (1981). 
[53] J. H. Prevost and T. 1. R. Hughes, 'Finite Element Solution of Elastic-Plastic Boundary Value 
Problems,' ASME Journal of Applied Mechanics, 48, 69-74, (1981). 
[54] J. R. Rice, 'The Localization of Plastic Deformation,' Theoretical and Applied Mechanics, 
207-220, (1976). 
[55] 1. R. Rice and D. M. Tracey, 'Computational Fracture Mechanics,' in Numerical and Computer 
Methods in Structural Mechanics, ed. S. J. Fenves, et. al., Academic Press, NY, 585-623(1973). 
[56] J. W Rudnicki and 1. R. Rice, 'Conditions for the Localization of Deformation in Pressure-Sen-
sitive Dilatant Materials,' Journal of the Mehcanics and Physics of Solids, 23, 371-394, (1975). 
[57] M. Saje, J. Pan, and A. Needleman, 'Void Nucleation Effects on Shear Localization in Porous 
Plastic Solids,' International Journal of Fracture, 19, 163-182, (1982). 
[58] 1. C. Simo, ~ J2-Flow Theory Exhibiting a Corner-Like Effect and Suitable for Large-Scale 
Computation,' Computer Methods in Applied Mechanics and Engineering, 62, 169-194, (1987). 
[59] 1. C. Simo and T. J. R. Hughes, 'On the Variational Formulation of Assumed Strain Methods,' 
ASME Journal of Applied Mechanics, 53, 51-54, (1986). 
[60] 1. C. Simo and M. S. Rifai, ~ Class of Mixed Assumed Strain Methods and the Method of 
Incompatible Modes,' International Journal for Numerical Methods in Engineering, 29, 
1595-1638, (1990). 
[61] 1. C. Simo and R. L. Taylor, ~ Return Mapping Algorithm for Plane Stress Elastoplasticity,' 
International Journal for Numerical Methods in Engineering, 22, 649-670, (1986). 
[62] 1. C. Simo, R. L. Taylor, and K S. Pister, 'Variational and Projection Methods for the Volume 
Constraint in Finite Deformation Elasta-Plasticity,' Computer Methods in Applied Mechanics 
and Engineering, 51, 177-208, (1985). 
[63] B. A. Szabo, 'Estimation and Control of Error Based on p-Convergence,' inAccuracy Estimates 
and Adaptive Refinements in Finite Element Computations, ed. by I. Babuska, et. aI, Wiley, NY, 
61-78, (1986). 
[64] R. L. Taylor, P. 1. Beresford, and E. L. Wilson, ~ Non-Conforming Element for Stress Analysis,' 
International Journal for Numerical Methods in Engineering, 10, 1211-1219, (1976). 
123 
[65] T. Y. Thomas, 'Plastic Flow and Fracture in Solids,' Acasdemic Press, New York, 1962. 
[66] V. Tvergaard, 'Ductile Fracture by Cavity Nucleation Between Larger Voids,' Journal of the Me-
chanics and Physics of Solids, 30(4), 265-286, (1982). 
[67] V. Tvergaard and A. Needleman, ~alysis of the Cup-Cone Fracture in a Round Tensile Bar,' 
Acta Metallica, 32(1), 157-169, (1984). 
[68] V. Tvergaard, A. Needleman, and K. K. Lo, 'Flow Localization in the Plane Strain Tensile Test,' 
Journal of the Mechanics and Physics of Solids, 29(2), 115-142, (1981). 
[69] P. Vargas and R. H. Dodds, 1 r., 'Evaluation of Domain Integrals for Inelastic Fracture Mechan-
ics," Proceedings, ASCE Structures Congress, San Francisco, CA, (1989). 
[70] E. L. Wilson, R. L. Taylor, W P. Doherty, and 1. Ghaboussi, 'Incompatible Displacement Mod-
els,' in Numerical and Computer Methods in Structural Mechanics, ed. S. 1. Fenves, et. aI., Aca-
demic Press, NY, (1973). 
[71] C.-C. Wu, M.-G. Huang, and T. H. H. Pian, 'Consistency Condition and Convergence Criteria 
of Incompatible Elements: General Formulation of Incompatible Functions and Its Applica-
tion,' Computers and Structures, 27(5), 639-644, (1987). 
[72] O. C. Zienkiewicz, 1. P. De S. R. Gago, and D. W Kelly, 'The Hierarchical Concept in Finite 
Element Analysis,' Computers and Structures, 16,53-65, (1983). 
[73] O. C. Zienkiewicz and 1. Z. Zhu, 'A Simple Error Estimator and Adaptive Procedure for Practi-
cal Engineering Analysis,' International Journal of Numerical Methods in Engineen'ng, 24, 
337-357, (1987). 
124 
-] 
"1 
I 
i 
'--'\ 
i 
I 
, i 
·'1 
, ) 
."\ 
i 
i 
"', 
i 
I 
\ 
I 
J 
~] 
~·l 
Appendix A. Extensions to FINITE to Support Localization Modeling 
The finite element techniques outlined in Chapter 3 are implemented in FINITE [42, 19], a finite 
element program developed at the University of Illinois Department of Civil Engineering. FINITE 
provides a uniform interface which simplifies the development of new elements and new material 
models by handling much of the bookkeeping necessary to maintain the required data structures. 
Unfortunately, the existing interface was not adequate for the implementation of elements contain-
ing incompatible modes. After a brief description of the existing uniform interface, the first section 
of this appendix describes the changes in the interface to facilitate the implementation of elements 
containing incompatible modes. 
As noted in Chapter 3, a strain localization analysis generates very large strain increments, partic-
ularly when the newly developed finite element techniques are employed. Robust algorithms are re-
quired to numerically integrate the material evolution equations for these large strain increments. 
New, more robust algorithms were added to the existing von Mises constitutive model in FINITE 
and are outlined in the final section of this appendix. 
A.1 Element Interface 
FINITE is implemented in POLO[43], a problem oriented language organizer which provides 
many features to simplify the task of interfacing with the finite element code for both the end user 
and the developer of new elements and material models. POLO provides a problem-oriented lan-
guage translator, allowing the user to define the analysis data in an English-like syntax. More impor-
tantly, POLO provides data and memory management for the developer. Fi~ite element analysis re-
quires the manipUlation of large quantities of data. The F language of POLO defines the complex 
data structures required for finite element analysis, allowing the data to be manipulated by the data 
management routines in POLO. These routines maintain all the data for a structure in a database 
stored as a djsk file. A second language, known as G, allows the developer to describe the manipUla-
tion of the data required for the finite element analysis. The G language programs, known as subsys-
tems, allow the data to be retrieved from disk files into memory. The data is then passed to FOR-
TRAN subroutines which perform the actual computations. Details of the implementation of 
FINITE in POLO can be found in [19]. 
The data and memory management facilities of POLO allow FINITE to provide a simple, uni-
form interface for the development of new elements and material models. To implement a new ele-
ment in FINITE, the developer provides an element definition which describes the information re-
quired to perform the element calculations, for example, the number of integration points. This part 
of the definition allows the FINITE subsystems to accept an English-like specification of the element 
properties as part of the input for an analysis. In addition, the element definition specifies properties 
which determine the size of the data structures needed by the element. For example, the element 
definition specifies the number of nodes, the degrees of freedom at each node, the number of strains 
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at each element integration point, etc. This part of the definition allows the FINITE subsystems to 
allocate space in the database for each element. 
In addition to the element definition, the developer must also provide a number of subroutines 
to perform the element calculations. The uniform interface employed by FINITE specifies the func-
tion of each of these subroutines and the data available to the subroutines. The FINITE subsystem 
retrieves the required parameters from the database and passes them to the element subroutines 
as arguments. Thus, the elements subroutines need not consider data and memory management. 
The functions of the six interface subroutines are: 
• Equivalent nodal loads - Compute equivalent nodal loads for user-defined element loads 
• Output quantities - Compute secondary output quantities, e.g., principal stresses and strains. 
• I-integral contributions - Compute the contribution of an element to the J integral. 
• Residual load vector - Compute the element residual load vector 
• Stiffness matrix - Compute the element stiffness and mass matrices. 
• Strains and stresses - Compute the element stresses and strains. 
Each of the element subroutines is passed only the data needed to perform the specific element 
computation. For example, the element nodal displacements are always passed to the strain compu-
tation routine, but are passed to the residual load computation routine only when the solution in-
volves geometric nonlinearities. Additionally, the element subroutines receive the same parameters, 
independent of the type of element. Details of this interface can be found in the FINITE manual 
[21, Ch. 10]. 
The uniformity of this interface simplifies the implementation of new elements by handling the 
interaction of the element routines with the remainder of the finite element program; the element 
subroutines simply perform the required calculations. Unfortunately, this interface is too restrictive 
to accommodate the implementation of the new elements designed to model localization. The ele-
ment subroutine has access to only the minimum data required to perform the element calculations 
and returns only the desired result, for example, the element stiffness matrix. The interface provides 
no mechanism for the communication of intermediate results between the element subroutines. In 
elements containing incompatible modes, the strain computations require the -K22-1K21 matrix 
which is an intermediate result of the element stiffness computation, to compute the amplitudes of 
the incompatible modes. Under the existing interface, the strain routine would have to recompute 
the element stiffness to obtain the -K22-1K21 matrix. 
To facilitate the communication of intermediate results between the element subroutines, new 
data structures called "element workspaces" were implemented in FINITE. The element workspaces 
are vectors of data maintained by the FINITE database manager and passed to all the element sub-
routines. The element workspaces are unique for each element in a structure; each element has its 
own, unique element workspace. The element subroutines place data (intermediate results) in the 
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workspace vector or use the data in the workspace vector to perform additional calculations. Unlike 
the other parameters passed to the element subroutines, such as the nodal coordinates, FINITE has 
no. knowledge of the data contained in the element workspaces. FINITE simply treats the element 
workspace as a vector of data to be passed to the element subroutine. The developer must insure 
that the element subroutines know the contents of the element workspaces. 
To minimize the additional storage required, two types of element workspaces are provided. The 
first element workspace stores data which is independent of the loading applied to the model. Since 
the data is independent of the applied load, only one copy of the workspace is needed for each ele-
ment. In the implementation of elements containing incompatible modes, this workspace stores the 
-K22-1K21 matrix, which determines the amplitude of the incompatible modes from the nodal dis-
placements. This matrix is calculated by the stiffness subroutine and used subsequently by the strain 
subroutine. 
The second element workspace stores data which is dependent on the applied loading. Unlike 
the single copy of the load-independent workspace, a copy of the load-dependent workspace must 
be maintained for each element at each nonlinear load step. This enables the analysis to be restarted 
from any load step. In the implementation of the new techniques described in Chapter 3, the load-de-
pendent workspace stores the data required to evaluate the various criteria for mode addition. The 
data are computed by the strain routines and used to evaluate the criteria during the stiffness compu-
tations. 
Additionally, the load-dependent workspace allows data to be preserved between load steps. The 
work density criterion is based on changes in the strain energy density of elements. The computation 
of the change requires strain energy density from the previous load step. When the computations 
for a new, nonlinear load step are started, the load-dependent workspace is initialized to the value 
from the previous step. Then, before calculating the new strain energy density for the element, the 
value from the previous step is saved in a second location in the workspace vector. 
The size (number of words of storage) of the elementworkspaces is specifieq in the element defini-
tion. If no size is specified, the size defaults to zero and no storage is allocated for the element work-
spaces during an analysis. This allows existing element definitions which do not require element 
workspaces to be used without modification. 
In addition to restricting the communication of intermediate results between the element subrou-
tines, the existing interface also restricts the parameters passed to the subroutine to information 
about the single element being processed; no data about other elements or the structure in which 
the element is defined is available. The success of the work density criterion depends on the use of 
the change in work density of the structure as a scaling factor to assess the significance of the change 
in work density for a single element. New data vectors were added to the interface to make this data 
available to the element subroutines. 
Like the element workspaces, two types of data vectors were added to the interface to minimize 
the additional storage required. The first vector, known as the structure properties vector, contains 
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data about the structure which is independent of the applied loading. Since the data is independent 
of the loading, only one copy of the structure properties vector is needed in the database for the 
structure. In the new implementation, this vector stores the structure volume and mass. The volume 
and mass for each element are computed by the stiffness generation subroutines during the first load 
step and are summed during the initial stiffness assembly to obtain the structure volume. 
The second vector, known as the structure results vector, stores data which depends on the 
applied loading. One copy of this vector exists for each nonlinear load step to facilitate the restart 
of an analysis at any previously computed load step. This vector stores the total internal work for 
the structure. The internal work for each element is computed during the element stress computation 
and summed to form the structure internal work. In FINITE, the strain subroutine is called twice, 
once to compute the element strains, and a second time to compute the element stresses. This enables 
elements such as plates and shells to compute stress-related quantities, such as moments and shears, 
from the strains and stresses at the element integration points. For a materially nonlinear analysis, 
the stresses are computed by the material model, and the second call to the strain subroutine to com-
pute the stresses is unnecessary. FINITE allows the element developer to specify, as part of the ele-
. ment definition, that the second call to compute the stresses should be bypassed if the analysis is 
materially nonlinear. The new elements developed in Chapter 3 use the second call to the strain sub-
routine not to compute the stresses, which are already computed by the material model, but to com-
pute the quantities required to evaluate the mode addition criteria. These quantities must be eva-
luated during this second path since they depend on both the strains and the stresses. 
To make the structure properties and structure results vectors available to the element subrou-
tines, the two vectors are combined into a single temporary vector which is passed to the element 
subroutine. 
The use of FORTRAN common areas in FINITE to pass data to the element subroutines allowed 
the new data structures to be implemented without affecting existing elements. The FINITE subsys-
tem loads the. data needed by an element subroutine into a large vector in memory, known as a pool. 
The location of each data item in the pool is stored in a variable in a FORTRAN common area. 
Instead of calling the element computation subroutine directly, FINITE calls a ''wrapper'' subrou-
tine. This subroutine passes the locations in the pool to the element subroutine which does the actual 
computations. Fig. A-l shows the wrapper subroutine for the element strain calculation. The vector 
ru is the pool of memory. The common saovly contains the locations where the FINITE subsystem 
loaded the data into the array ru. The wrapper subroutine passes the element data from the memory 
pool ru to the subroutine str26, which performs the strain calculations. The new data vectors were 
implemented by adding additional variables to the end of the common containing the location of 
the element data in the pool. In this way, old element subroutines still behave correctly because they 
are unaffected by the additional variables at the end of the common. 
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subroutine fstr26 
implicit integer (a-z) 
c Common for memory pool 
c 
common /tguser/ ru(l) 
c 
c Common for pointers to memory pool 
c 
c 
& 
& 
common /saovly/ ecoord(150) , props(200) , edata(lO) , esubno, 
real ru, sprops 
dspadr, sigadr, epsadr, insadr, ineadr, trnadr, 
odpadr, prdadr, wrkadr, espadr, sprops(lO) 
c Call to strain computation subroutine 
c 
call str26( ecoord, props, ru(dspadr), ru(sigadr), ru(epsadr), 
& ru(trnadr), ru(odpadr), edata, ru(prdadr), 
& 
return 
end 
ru(wrkadr), ru(espadr), sprops ) 
Figure A-1. Wrapper Subroutine For Element Strains 
A.2 Material Model Modifications 
The large strain increments which occur during strain localization require robust algorithms to 
integrate the material evolution equations. This section outlines the modifications made to the exist-
ing von Mises material model in FINITE to improve the stability, convergence, and efficiency of the 
model. Details of the modifications can be found in [31]. 
The existing von Mises material model in FINITE implements a J2 -flow theory with mixed iso-
tropic-kinematic hardening. For isotropic hardening, variable hardening is allowed. The hardening 
is assumed constant for kinematic or mixed hardening. 
For variable hardening, the plastic strain increment, ~fp, is computed from the strain increment 
by an iterative procedure which determines the intersection of a line with possibly nonlinear curve 
(see Fig. A-2). Development of the elastic predictor-radial return algorithm leads to the expression 
Yn+1 = YT-3G~fp (A-i) 
for the updated yield stress, Y n + 1, as a function of the trial yield stress, Y T, and the plastic strain 
increment, ~fp. The uniaxial stress-strain curve also provides a relationship between the updated 
yield stress and the total plastic strain which may be expressed as 
(A-2) 
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FiguOre A-2.lncremental Solution for Plastic Strain Increment 
In the existing von Mises material model, A Newton-type iterative scheme was implemented to find 
the intersection of the two curves. Fig. A-2 shows how this method can diverge. To eliminate this 
difficulty, a Regula-Falsi scheme was implemented to replace the Newton scheme. Noting that the 
equivalent plastic strain cannot decrease, zero is seen to be a lower bound on the equivalent plastic 
strain increment. Additionally, since the yield surface must have a positive radius, Yn + 1 > 0, Eq. 
A-I can be solved to yield 
Llf < YT 
p 3G 
(A-3) 
as an upper bound on the equivalent plastic strain increment. These bounds are used as the initial 
limits on the Regula-Falsi iteration scheme. Since the solution is bounded and monotonically in-
creases, convergence is guaranteed. In practice, convergence is achieved in three or four iterations. 
Fig A-3 lists the new iterative algorithm. 
For plane stress analyses, the stress update requires an iterative solution to satisfy the plane stress 
constraint, 
(A-4) 
The existing implementation used a Newton-Raphson scheme to determine the out-of-plane strain 
increment, Afz , which satisfies Eq. A-4. The iterations determine the root of a function of the form 
(A-5) 
For large strain increments, F can take the form shown in Fig. A-4, which is not amenable to solution 
by Newton-Raphson iteration. A Regula-Falsi iteration scheme eliminates the convergence prob-
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1. Set ~€~ = 0, FL = YT - Yn, LlIpI = ~ 3G 
2. Find Yn+1 from the supplied CUNe of a vs. €p using €p = {€p)n + ~~ 
3. FH = - Yn+ 1 
L .-H L FL 
4. Ll€p = Ll€p + (~tp - Ll€p) (FL _ FH) 
5. Find Yn+ 1 from the supplied curve of a vs. €p using €p = (€p)n + ~€p 
7. If abs(F) < 10-5 Yn+1, then ~€p is converged 
8. If F < 0, Ll€~ = Ll€p, FL = F, go to 4 
9. Ll€~ = ~€p, FH = F, go to 4 
Figure A-3.lterative Algorithm For Plastic Strain Increment 
Figure A-4. Functional Form of Plane Stress Constraint for Large Strain Increments 
lem. The initial limits are found by stepping in both directions from an initial estimate to obtain 
positive and negative values of the function. Fig. A-5 presents the new algorithm. 
For large strain increments, sub-incrementation reduces the error caused by numerical integra-
tion of the material evolution equations. Sub-incrementation is the division of a large strain incre-
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1. Set AE~ = - AE~ = AET = max(abs(AEx), abs(AEy), abs(AExy» 
2. Find oi for AEz = AE~ 
3. If oi < 0, go to 5 
5. If A~ ;:z: AET, go to 9 
6. Find ~ for AEz = AE~ 
7. If ~ > 0, go to 9 
8. Set AE~ = AE~, oi = ~,A~ = A~ + AET, go to 6 
F· f - L H -1-) oi 9. Ind Oz or AEz - AEz - (AEz - Atz (cfzI- oi) 
10. If abs(oz) < 1 0-5 max(abs(ox) , abs(oy), abs(oxy», AEz is converged 
11. If Oz < 0, AE~ = AEz, oi = Oz, go to 9 
12. AE~ = AEz, ~ = Oz. go to 9 
Figure A-5.lterative Algorithm for Plane Stress Constraint 
ment into a number of smaller sub-increments. The integration algorithm is applied to each sub-
increment in sequence to determine the stress values at the end of the total strain increment. Special 
caution must be taken when using sub-incrementation for plane stress analyses. The plane stress 
constraint, Eq. A-4, should be enforced only at the end of the total strain increment. The existing 
von Mises material model enforces the plane stress constraint in each sub-increment, introducing 
an additional error related to the number of sub-increments. Fig.A-6 shows the error introduced 
by enforcing the plane stress constraint in each sub-increment for a single element subject to uniaxial 
plane stress tension. The modified scheme which enforces the plane stress constraint only at the last 
sub-increment agrees with an analysis of a single three-dimensional element subject to plane stress 
boundary conditions. Both these schemes yield the exact answer independent of the number of sub-
increments. With the existing implementation, a single sub-increment yields the correct strains, but 
the error in the strains increases with the number of sub-increments. 
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£ = 30,000 
£1 = 10,000 
£2 = 2,500 
01 = 60 
02 = 80 
--------------~f 
Uniaxial Stress-Strain Curve 
Number of Ex 
subincrements 
1 -0.002433 
2 -0.002450 
3 -0.002451 
5 -0.002453 
10 -0.002455 
Exact -0.002433 
{OX, Oy, Oxy} = (0,60, oj 
{Aox, Aoy, Aoxy} = {O, 25, oj 
Ez 
-0.002433 
-0.002416 
-0.002415 
-0.002413 
-0.002411 
-0.002433 
Figure A-G. Errors in Sub-Incrementation for Unixial Tension 
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Appendix B. Computations for Satisfaction of the Patch Test 
Convergence of nodal displacements from analyses employing elements containing incompatible 
modes is guaranteed only if the elements satisfy the patch test. This requirement can be enforced 
by modifying the displacement interpolation functions of the incompatible modes. This appendix 
presents the derivation of the modified interpolation functions for the incompatible modes elements 
presented in Chapter 3. The approach outlined in Section 3.2.3 is employed and the results are pres-
ented for the incompatible modes elements in Section 3.3.1. The algebraic manipulations were sim-
plified with the aid of MAPLE, a symbolic-manipulation program [10]. 
B.I Derivation of the Modified Displacement Interpolation Functions 
In Section 3.2.3, the modified interpolation functions are defined as 
where 
N = { (~1]) in 2-D 
}. (~ 1] ~) in 3-D 
(B-4) 
and N2 are the original displacement interpolation functions for the incompatible modes. The appli-
cation of Green's theorem to Eqs. B-3 and B-4 yields 
PI = f f f Q d~ dT} d~ (B-5) 
~ TJ ~ 
P = f f f QDI d~ dT} d~ (B-6) 
~ TJ ~ 
where 
(B-7) 
and DA is a diagonal matrix with elements of NA as the diagonal elements. If the definition of the 
Jacobian, J, Eq. 3-21, is substituted into Eq. B-7, Q can be written as 
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Q= 
ax ay az 
---a~ a~ a~ 
ax ay ~ 
arJ arJ arJ 
ax ay az 
---
a~ a~ a~ 
(B-8) 
The derivatives in Eg. B-8 are easily derived from the definition of the coordinate interpolation for 
an isoparametric element 
where 
x= 
Ne 
~ N·x· L 1 l 
i=O 
Ni = displacement interpolation function for node i 
Xi = coordinates of node i 
(B-9) 
The integrals in Egs. B-5 and B-6 are simple algebraic integrals in the isoparametric space and 
are easily evaluated. 
B.2 Modified Displacement Interpolation Functions 
This section lists the modified displacement interpolation functions for the incompatible modes 
elements. Only the results for the complete polynomial elements are presented. The modified dis-
placement interpolation functions for the directional polynomial elements are simply linear combi-
nations of the modified displacement interpolation functions for the complete polynomial elements. 
4-node plane elements 
The unmodified displacement interpolation functions for the complete cubic incompatible 
modes of a 4-node, plane element are 
(B-IO) 
The corresponding modified displacement interpolation functions are 
(B-ll) 
where 
(a 1b2 - b1a2) r=..;......---...:.. (aJhl-b}Cll) (B-12) 
(a2b3 - bza3) s =..;......--_...:.. (aJhl - b}Cll) (B-13) 
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and 
al = - Xl + X2 + X3 - X4 (B-14) 
a2 = XI-X2+X3- X4 (B-1S) 
a3 = -XI- X2 +X3 +X4 (B-16) 
bl = - Yl + Y2 + Y3 - Y4 (B-17) 
b2 = Yl - Y2 + Y3 - Y4 (B-18) 
b3 = - Yl - Y2 + Y3 + Y4 (B-19) 
The first two terms of Eq. B-11 are the modified displacement interpolation functions for the 
complete quadratic element. 
8-node brick elements 
The unmodified interpolation functions which make the displacement field of an 8-node brick 
element a complete quadratic are 
(B-20) 
The corresponding modified displacement interpolation functions are 
(B-21) 
where 
~l1f12fUl F = 121122123 = p-1S (B-22) 
31132133 
and 
sn = 2(ZS4Y81 + Z72Y63 - Z8IYS4 - Z63Y72) (B-23) 
S12 = 2(Z83Y74 + Z62YS2 - Z74Y83 - ZS2Y61) (B-24) 
S13 = 2(Z42Y31 + Z75Y86 - Z3IY42 - Z86Y7S) (B-2S) 
S21 = 2(Z63X72 + Z81XS4 - Z72X63 - ZS4X81) (B-26) 
S22 = 2(zS2X61 + Z74X83 - Z61XS2 - Z83X74) (B-27) 
S23 = 2(Z86X7S + Z31X42 - Z7SX86 - Z42X31) (B-28) 
S31 = 2(YS4X81 + Y72X63 - Y81XS4 - Y63X72) (B-29) 
s32 = 2(y83X74 + Y61XS2 - Y74X83 - YS2X61) (B-30) 
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(B-31) 
Pn = (zn + Z81)(Y63 + YS4) - (ZS4 + Z63)(Y81 + Y72) + zn}'63Z + 81 YS4 - Z61>'72 - ZS43'81 (B-32) 
P12 = (z83 + ZS2)(Y61 + Y74) - (Z61 + Z74)(YS2 + Y83) + Z81>'74 + ZS2)'61 - Z743'83 - Z61YS2 (B-33) 
P13 = (Z42 + Z86)(Y3I + Y7S) - (Z3I + Z75)(Y42 + Y86) + Z42)'3I + Z86Y75 - Z31Y42 - Z75Y86 (B-34) 
P2I = (ZS4 + Z63)(X81 + X72) - (Z72 + Z8I)(X63 + XS4) + Z54X8I + Z63X72 - Z81XS4 - Z72X63 (B-35) 
P22 = (Z6I + Z74)(XS2 + X83) - (Z83 + ZS2)(X61 + X74) + Z61XS2 + Z74X83 - ZS2X61 - Z83X74 (B-36) 
P23 = (Z3I + Z75)(X42 + X86) - (Z42 + Z86)(X3I + X75) + Z31X42 + Z7SX86 - Z42X31 - Z86X7S (B-3?) 
P3I = CY8I + Yn)(X54 + X63) - (Y63 + YS4)(X72 + X81) + Y8IXS4 + YnX63 - YS4X81 - Y63X72 (B-38) 
P32 = (Y83 + Y52)(X61 + X74) - (Y6I + Y74)(XS2 + X83) + Y83X74 + YS2X61 - Y74X83 - Y61XS2 (B-39) 
P33 = CY42 + Y86)(X31 + X7S) - (Y31 + Y7S)(X42 + X86) + Y42X31 + Y86X7S - Y31X42 - Y7SX86 (B-40) 
The xij are defined as 
Xij = Xj-Xj (B-41) 
and the Yij and Zij are defined similarly_ 
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Appendix C. Discontinuity Equations for the von Mises Material Model 
This appendix outlines the development of the equations given in Section 3.4.1 for the direction 
of localization for the von Mises material model.The determination of the direction of localization 
is a complex problem requiring the solution of a fourth order polynomial in two dimensions. In three 
dimensions, an iterative solution with an eigenvalue problem in each iteration is required. For the 
von Mises material model, a closed form solution for the direction of localization can be developed 
by considering the problem in the principal stress deviator space. The algebraic manipulations were 
simplified with the aid of MAPLE, a symbolic-manipulation program [10]. 
The direction of localization is given by the constrained minimization problem 
minimize fen) = IniDijkZnzl 
subject to II n II = 1 
(C-1) 
where D is the current material tangent stiffness and n is the vector normal to the plane of localiza-
tion. In two dimensions, the determinant can be written explicitly as 
where 
ao = DllllD1212 - Dl112D1211 
(C-2) 
(C-3) 
(C-4) 
a2 = Dll11D2222 + D1112D1222 + D1211D2212 - D1122D1212 - D1122D2211 - D1212D2211 (C-5) 
a3 = Dl112D2222 + D12llD2222 -D1l22D2212 -D1222D2211 (C-6) 
(C-7) 
By applying the constraint in Eq. C-1, the two components of the normal n can be expressed in terms 
of a single p:rrameter e as 
nl = cos () 
The minimum of Eq. C-1 occurs when 
af(n) = 0 
of) 
n2 = sin () (C-8) 
(C-9) 
Substituting Eq. C-8 into Eq. C-2 and taking the derivative with respect to 8, the equation for the 
minima takes the form 
(C-10) 
where 
(C-11) 
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Al = 4a4-2a2 (C-12) 
A2 = 3a3-3al (C-13) 
A3 = 2a2-4aO (C-14) 
A4 = al (C-15) 
and 
x = tan(8) . (C-16) 
For the von Mises material model in plane strain, the material tangent stiffness in the principal 
deviator stress space is 
A+,u A- A- 0 sI SIS2 SIs3 0 
A A-+,u A- 0 3,u SIS2 s~ S2S3 0 D= A A- A+,u 0 -0; s2 o . (C-17) SIS3 S2S3 3 
0 0 0 2,u 0 0 0 0 
For plane stress, the material tangent stiffness is derived by condensing the third row and column 
from the plane strain material tangent stiffness. Since many of the terms of D are zero, substitution 
of the terms of the material tangent stiffness into Eqs. C-3 to C-7 yields 
al = a3 = 0 
Applying the above result in Eqs. C-l1 to C-15, one finds that 
Ao = A2 = A4 = 0 
and the equation for the minima becomes 
The roots of Eq. C-20 are 
A~ +A3X = 0 
tan2( 8) = _ A3 
Al 
8=0 
(C-18) 
(C-19) 
(C-20) 
(C-21) 
Substitution of the roots into the second derivative shows that 0 is a local maxima and the other 
solution yields the desired angles corresponding to the minimum determinant. The equations can 
be simplified further by noting that the yield stress can be written as 
3 . 
o?; - (s2 + s2 + s3) y -"2 I 2 3 (C-22) 
and the deviator stresses are related by the formula 
(C-23) 
Substituting the terms o{the material tangent stiffness matrix, Eq. C-17 into Eq. C-21 and simplify-
ing using the previous two formulas, we find 
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tan2( fJ) = _ S3 
Sl 
as the formula for the angle of the plane of localization in plane stress and 
_v (~-1)-1 
tan 2(fJ) = --=...1-"",,2v,,-:-,-s_3 ---:-..:......-._ 
v (Sl 1) + Sl 1-2v S3 - S3 
as the corresponding formula for plane strain. 
(C-24) 
(C-25) 
The derivation of the formula for the three-dimensional case proceeds in a similar manner. The 
determinant in Eq. C-l is written explicitly in terms of Dijkl and nj. The constraint and the spherical 
coordinate transformation 
(C-26) 
allow the determinant to be expressed in terms of the two angles, fh and (h. By setting the deriva-
tives of the determinant with respect to the two angles equal to zero and simplifying using Eqs. C-22 
and C-23, one can show that Eq. C-25 is also valid for three-dimensional stress fields. 
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