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Abstract— Skin lesion segmentation is a crucial step in
the computer-aided diagnosis of dermoscopic images. In
the last few years, deep learning based semantic segmen-
tation methods have significantly advanced the skin lesion
segmentation results. However, the current performance is
still unsatisfactory due to some challenging factors such
as large variety of lesion scale and ambiguous difference
between lesion region and background. In this paper, we
propose a simple yet effective framework, named Dual
Objective Networks (DONet), to improve the skin lesion seg-
mentation. Our DONet adopts two symmetric decoders to
produce different predictions for approaching different ob-
jectives. Concretely, the two objectives are actually defined
by different loss functions. In this way, the two decoders
are encouraged to produce differentiated probability maps
to match different optimization targets, resulting in com-
plementary predictions accordingly. The complementary
information learned by these two objectives are further ag-
gregated together to make the final prediction, by which the
uncertainty existing in segmentation maps can be signifi-
cantly alleviated. Besides, to address the challenge of large
variety of lesion scales and shapes in dermoscopic images,
we additionally propose a recurrent context encoding mod-
ule (RCEM) to model the complex correlation among skin
lesions, where the features with different scale contexts are
efficiently integrated to form a more robust representation.
Extensive experiments on two popular benchmarks well
demonstrate the effectiveness of the proposed DONet. In
particular, our DONet achieves 0.881 and 0.931 dice score
on ISIC 2018 and PH2, respectively. Code will be made
public available.
Index Terms— medical image, lesion segmentation, deep
learning.
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Fig. 1: Six medical images from ISIC 2018 dataset. The large
variety of lesion scale and shape poses an important challenge
for skin lesion segmentation.
I. INTRODUCTION
Medical image segmentation plays a key role in Computer-
Aided Diagnosis (CAD) systems, whose aim is to provide doc-
tors with precise interpretation of medical images. Recently,
skin cancer segmentation has attracted much attention due to
its low survival rate. For example, the five years survival rate
of skin melanoma is even less than 15% [1], [2]. Owing to
the profound significance of medical image segmentation and
the complexity associated with manual segmentation, many
researchers have dedicated extensive efforts to skin lesion seg-
mentation in the last few decades [1]–[3], [13], [18]. Benefit
from the great progress of deep learning, the segmentation
methods based on deep convolutional neural network (DCNN)
have achieved encouraging performance [4]–[9], [54]–[56].
Many popular architectures like U-net [12], attnU-net [33]
are proposed and have produced promising results on many
medical challenges.
Besides designing novel losses [3], [6], [16], [18] or special
architectures [1], [2], [39], [40] to improve medical segmen-
tation, recent researchers find the uncertainty reducing for
segmentation map prediction is also extremely useful, espe-
cially in clinical applications. Previous works usually integrate
multiple maps from different sampling or inference manners
to reduce the uncertainty [5], [11], [14], [15], however, these
methods all ignore the compensatory feasibility of maps from
different optimization objectives. Different losses optimize the
network from different perspectives, we argue that the maps
from different objectives could be compensatory. For example,
the dice loss encourages the network to produce results with
higher dice score coefficient (DSC) [13], while the focal
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tversky loss attempts to achieve the balance between precision
and recall [3], the two maps trained from different losses
are biased to respective optimization targets, and they could
compensate each other to contribute a more reliable probability
map.
However, existing methods simply sum different loss func-
tions and optimize the network to produce only one seg-
mentation map [1], [39], [48], [49]. The drawbacks of such
architectures are two-fold: first, the network with only one
expansive path lacks enough degree of freedom to achieve the
optimization objectives of different losses simultaneously; sec-
ond, the only one segmentation map with one-step prediction
cannot efficiently interpret the respective targets of multiple
losses, since much concession must be made when balancing
different targets. To fully exploit the potentiality of different
types of losses, we propose to predict separate segmentation
maps for different losses and employ two decoders to provide
enough degree of freedom to achieve respective optimization
objectives, resulting in a simple and effective dual objective
network. In particular, a sharing encoder is responsible to
extract the feature of the input, and two decoders, which are
optimized by different losses, are followed to predict two prob-
ability maps, respectively. The final segmentation map is then
jointly decided by integrating the produced two probability
maps. Three predicted segmentation maps are supervised by
different loss functions, and the network is trained by an end-
to-end way. With the designed dual objective architecture,
the targets of different losses could be efficiently achieved,
what’s more important, a joint-decision procedure could be
conducted to reduce the uncertainty and produce more reliable
segmentation results.
Beyond the challenge of the uncertainty between the lesion
region and its abounding background, the large variety in
lesion shape and scale, as shown in Fig. 1, poses an additional
challenge. For example, the area proportion of image lesion
in ISIC 2018 dataset [19] ranges from 0.003 to 0.987. Such
a large variety requires the lesion segmentation model to be
robust to various scale changes. To tackle this challenge, re-
searchers usually enlarge the receptive field to capture multiple
features with different contexts and concatenate them to form
a discriminative feature [1], [2], [20], [32]. However, simple
concatenation largely increases the feature dimensionality and
fail to investigate the relationship between multiple features
with different contexts. To model the contextual relation
and distill more beneficial context information from multi-
scale context features, we propose a novel recurrent context
encoding module (RCEM) to capture a powerful representa-
tion, by progressively accumulating the context information
with the recurrent neural network. Instead of conducting
a simple concatenation, we propose to simulate a feature
‘zoom-in’ procedure using the convolutional long short-term
memory (ConvLSTM) [21] network, which could effectively
capture the contextual clues around the lesion. Meanwhile,
the encoded knowledge in each time-step is transferred to the
expansive path by a multi-scale skip connection, to help the
decoders predict accurate probability maps.
Experiments on two benchmarks demonstrate the effective-
ness of our proposed method, we highlight the contributions
of this paper as follows:
• A dual objective network is designed to reduce the uncer-
tainty and achieve a joint decision for the final segmenta-
tion map. With the proposed architecture, the probability
maps from different optimization aspects work together
and compensate each other to jointly predict a more
reliable segmentation map.
• We design a recurrent context encoding module (RCEM),
which could model the relation among multi-scale con-
textual features and efficiently distill more contextual
information to address the challenge of variant lesion
scales.
II. RELATED WORK
A. Uncertainty Estimation
Uncertainty estimation in medical image segmentation has
attracted much interest these years [11], [14], [15]. Several
strategies exist for modeling the ambiguous predictions of
neural networks. Kendall et al. use an approximate Bayesian
inference mechanism over the network weights to account
the uncertainty. Kohl et al. argue that the Bayesian inference
may produce samples that vary pixel by pixel, leading to not
capture complex correlation structures in the distribution of
segmentations [15]. Therefore, they propose a generative seg-
mentation model based on a combination of U-Net [12] with
a conditional variational autoencoder [22], which attempts to
address the uncertainty by producing an unlimited number of
plausible hypotheses [15]. In [23], the authors reformulate
existing single-prediction models as multiple hypothesis pre-
diction (MHP) models for uncertainty reduction. Instead of
estimating the uncertainty from multiple hypotheses, Galdran
et al. directly introduce an uncertain class and formulate the
segmentation task as a multi-class classification problem [11].
A different line of work developed by Baumgartner et al.
utilizes the data augmentation technique at inference time, to
estimate the uncertainty [5]. Monte Carlo based strategy is also
a popular choice. Monte Carlo batch normalization (MCBN)
is designed to conduct M forward passes of test sample at
inference time [24], [25]. Gal et al. design a Monte Carlo
Dropout (MCD) that captures predictive uncertainty by turning
on the dropout at inference time. Araujo et al. [50] attempt
to measure how much that the decision should be trusted.
They design a learning-based diabetic retinopathy grading
CAD system to provide a medically interpretable explanation,
the designed system could estimate how uncertain that the
prediction is. Considering the intrinsic characteristics of the
tracer-kinetic model, Bliesener et al. [51] develop a approach
for simultaneous estimation of tracer-kinetic parameters and
their uncertainty, they train a powerful neural network to
estimate the uncertainties for each voxel, which are specific to
the patient, exam, and lesion. Recently, various deep learning
methods take advantage of predictive uncertainty at inference
time in several ways, These studies all try to provide a more
reliable interpretation of predictions for experts [27]–[31].
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Fig. 2: The framework of our proposed dual objective network, where the ‘...’ means repeating the operations in the dashed
frame before it. The medical image is first fed through the shared encoder, and two separate decoders are followed to predict
two probability maps to meet different optimization objectives. The two probability maps are multiplied to conduct a joint
decision for the final segmentation map. Meanwhile, the recurrent context encoding module is plugged in the encoder to capture
a powerful contextual feature, and the multi-scale skip is employed to help the decoders produce more reliable results.
B. Contextual Feature Learning
Fully convolutional neural networks (FCNs) is a popular
and fundamental architecture these years, since it could pre-
serve more spatial information and has shown its powerful
feature representation ability in many applications, especially
in pixel-wise task like segmentation [34]–[36]. Ronneberger
et al. employ an FCNs framework called U-net and design a
skip connection mechanism, which could efficiently enhance
the feature learning and network training. Inspired by the
success of FCNs and U-net, recent medical segmentation
approaches commonly design their network based on these
two frameworks for contextual feature extraction [1], [2], [4],
[12], [20], [32], [33], [37]. To address the challenge of large
variety of lesion region, Chen et al. propose an atrous spatial
pyramid pooling (ASPP), which consists of multiple parallel
atrous convolutions with different atrous rates and one global
average pooling. Yang et al. improve the original ASPP and
propose a dense ASPP for semantic segmentation [32]. In
[1], the authors develop a novel integration way for feature
maps with different atrous rates, two types of contextual
features are captured from different concatenation directions.
Inspired by the ResBlock [38], Ibtehaz et al. propose a
MultiResBlolck that encodes the contextual features using the
residual connection mechanism [10]. Different from extracting
contextual information from compressed feature maps, recent
works attempt to enhance the feature learning using multi-
scale inputs [3], [39]. Abraham et al. resize the raw image
to multiple samples with different resolutions and directly
feed them in encoding steps, which aims at recouping the
information loss caused by maxpooling operation [3]. Wang
et al. also utilize the multi-scale images and design a gate-
based integration mechanism to efficiently utilize the multi-
scale inputs. In [40], Li et al. design a new dense residual de-
convolutional network for skin lesion segmentation. The pro-
posed network could capture fine-grained multi-scale features
of image by dense deconvolutional layers, chained residual
pooling, and an auxiliary supervision mechanism. Shaban [52]
target on the medical image with large resolution, they propose
to incorporate large context-aware feature learned from neural
network based on the medical images with large resolution,
the local feature is frist encoded into high dimensional spacce
and then aggregated by considering the spatial organization.
Ahn et al. [53] design an unsupervised approach that uses a
multi-layer zero-bias convolutional auto-encoder, meanwhile,
a context-based feature augmentation scheme is propose to
capture the contextual feature with powerful discriminative
power.
III. METHOD
Fig. 2 exhibits an overview of our proposed method. As
shown in Fig. 2, the designed network is with a horizontal
‘Y’ shape, which comprises of a shared encoder and two
separate decoders. The dermoscopic image is first compressed
by the encoder, and the bottleneck feature is then fed to the
decoders for prediction based on different objectives. The
two probability maps from the separate decoders are inte-
grated to conduct a joint optimization for the final prediction.
Meanwhile, the designed recurrent context encoding module
(RCEM) is plugged in the encoder to learn robust feature
representations for lesions of different scales. The details of
the dual objective architecture and the RCEM module would
be presented in the following.
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(a) Input images (b) Prediction1 (L1) (c) Prediction2 (L2) (d) Joint prediction (Lf ) (e) GroundTruth
Fig. 3: Visual study for our proposed dual objective architecture.
A. Dual Objective Network
An important difference between our network and existing
works is that the proposed network is with two decoders,
which are with the same architecture but optimized from
different objectives. Such a special design is motivated by
the intuition that the predictions from different optimization
objectives could compensate each other to predict a more
reliable segmentation map. With two probability maps meeting
different objectives, we can conduct a joint decision to reduce
the uncertainty and obtain a more reliable result.
Formally, let I be a dermoscopic image from the training
set, Y denotes the corresponding binary mask of I , where ‘1’
and ‘0’ refers to the target (lesion) region and the background,
respectively. We first feed I through the encoder E to get the
bottleneck feature f , and then two probability maps are then
obtained by the subsequent two separate decoders:
Yˆ 1 = D1(f ; θ1), (1)
Yˆ 2 = D2(f ; θ2), (2)
where D refers to the decoder, θ denotes the corresponding
parameters, Yˆ 1 and Yˆ 2 are the probability maps that have
been activated by the sigmoid function.
With the probability maps Yˆ 1 and Yˆ 2, the final segmenta-
tion map is predicted by conducting an element-wise product:
Yˆ = Yˆ 1 ⊗ Yˆ 2, (3)
where ⊗ is the element-wise product operation.
The three probability maps are all supervised by the label Y
but optimized by three different objectives. As shown in Eq. 3,
our joint prediction is in fact achieved by a multiplication
operation, this procedure is simple but intuitive and efficient.
The benefits of this mechanism can be summarized as two-
fold:
• Effective joint-prediction for the final segmentation map.
The values of probability maps Yˆ 1 and Yˆ 2 both range
from 0 to 1, since they have been activated by the sigmoid
function. Consequently, the multiplication operation in
Eq. 3 prompts the two probability maps to discount each
other. That is, the high confidence score in Yˆ means
that the corresponding predictions in Y 1 and Y 2 are
with more confident predictions, while the low value in
Yˆ reveals the corresponding two predictions are both
low or they strongly disagree with each other. Therefore,
for a prediction in Yˆ , regardless of whether it predicts
current pixel is lesion or not, it is with higher probability
to be a true prediction comparing to Yˆ 1 and Yˆ 2. By
simultaneously taking two probability maps into account,
we in fact make a joint decision for the final result
Yˆ , which is efficient to reduce the uncertainly for the
ultimate probability map.
• Make it possible for the separate decoders to interact.
The Eq.3 also serves as a hinge to connect the two sepa-
rate decoders, which could transfer the learned knowledge
in the backward procedure and help train a more robust
model. Let Lf be the loss function to optimize the gap
between the prediction Yˆ and the groundtruth label Y ,
then the parameters of two decoders can be updated as
follows:
θl1 = θ
l−1
1 − λ1
∂Lf (Yˆ , Y )
∂Yˆ
∂(D1(I; θ1)⊗D2(I; θ2))
∂θ1
,
(4)
θl2 = θ
l−1
2 − λ2
∂Lf (Yˆ , Y )
∂Yˆ
∂(D2(I; θ2)⊗D1(I; θ1))
∂θ2
,
(5)
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where l is the iteration count and λ represents the learning
rate. Following Eq. 4 and Eq. 5, two separate decoders
could interact during the training procedure by gradient
backward. With such a procedure, the decoders exchange
knowledge in each iteration and could benefit each other
to produce more reliable predictions.
In our experiments, the two predictions directly from the
decoders are trained by different loss functions, L1, L2,
respectively. While the joint-prediction Yˆ is optimized by the
combination of the losses: Lf = L1+L2. A discussion would
be presented in our experiment to validate the effectiveness of
our dual objective architecture with different types of losses.
Fig. 3 exhibits the visual comparison of the three predictions
in the dual objective architecture, where the ‘Prediction1’ and
‘Prediction2’ are the outputs directly from two decoders, the
’Joint prediction’ refers to the final prediction from the joint-
decision Eq. 3. From the first row in Fig. 3, three maps agree
with each other on almost all the predictions for a simple test,
whose lesion region is clear enough from the background.
The second row shows a hard example, it confuses both
two decoders, leading to produce many isolated lesions. With
our dual objective architecture, the isolated lesion prediction
could be suppressed by conducting a comprehensive decision
based on the produced two maps. During our experiments,
we have two important observations: 1) our joint prediction
procedure is good at suppressing the isolated prediction. 2)
For simple tests, the three predictions are almost the same,
the superiority of our DONet is manifested when encountering
difficult samples. Even the two predictions from decoders are
both poor, we can still get relatively satisfactory results by the
joint prediction procedure, as shown in Fig. 3.
B. Recurrent Context Encoding Module
To address the challenge of large variety of lesion scale, we
design a Recurrent Context Encoding Module (RCEM), which
can gradually capture the contextual features within different
scales and integrate them to learn a more robust representation.
Let F be the feature maps from a certain encoding layer, a
group of features with different contexts are then produced by
a series of dilated convolution with ascending dilation rates:
Ft = Conv(F, rt; δt), t ∈ [1, 2, · · · , T ], (6)
where the Conv(F, r; δ) is dilated convolution operation on
feature maps F with dilation rate r, δ is the corresponding
parameters. As shown in Figure 2, we follow the setting of [20]
and adopt four convolution kernels (i.e. T = 4) with different
dilation rates to capture the contextual features from different
receptive fields. Particularly, the feature maps produced by
small dilation rates focus on extracting the information of
local region from the surrounding pixels, and these maps
could preserve the locality of features well. By increasing
of the dilation rates, the convolutional operation gets larger
receptive fields and could capture more spatial contextual
information, making the network harness larger scale context
more efficiently.
With the harvested feature maps in {Ft}Tt=1, a straight-
forward way for forming scale-friendly feature representation
is to simply concatenate them together as adopted by most
existing approaches [1], [2], [4], [39]. However, such an
operation often largely increases the feature dimensionality
and consequently degrades the generalization capability of
the feature maps for classification. To tackle this issue, we
propose to encode the feature maps equipped with different
contextual information to a robust representation by pro-
gressively accumulating them with the convolutional LSTM
(ConvLSTM) [21]:
it = σ(WFi ∗ Ft +Whi ∗Ht−1 +Wci ∗ Ct−1 + bi), (7)
ft = σ(WFf ∗ Ft +Whf ∗Ht−1 +Wcf ∗ Ct−1 + bf ), (8)
Ct = ft ◦ Ct−1 + it tanh(WFc ∗ Ft +Whc ∗Ht−1 + bc),
(9)
Ot = σ(WFo ∗ Ft +Who ∗Ht−1 +Wco ◦ Ct + bc), (10)
Ht = Ot ∗ tanh(Ct), (11)
where W and b are the convolutional kernel and bias, re-
spectively, ∗ refers to the convolution and ◦ is the Hadamard
function [21]. Such a recurrent encoding can be viewed as
a ’zoom-in’ procedure, which starts with features with small
dilation rate and progressively accumulates the context from
the features with larger receptive fields. The hidden state
Ht captures the context of {Fm}tm=1, and the final output
HT efficiently encodes the contextual information of all the
feature maps in {Ft}Tt=1, which is then fed into the following
encoding layer for further learning process.
Besides, inspired by the success of skip connection [12],
we further conduct a multi-scale skip to transfer the context
knowledge of {Ht}Tt=1 as the auxiliary information for both
decoders. Formally, let R be the output of a decoding layer,
whose size is half of F while channel number is double.
Symmetrically, a series of features {Rt}Tt=1 are produced
by convolutional operation with dilation rates {rt}Tt=1. In-
stead of directly conducting a concatenation, we employ
an attention gate mechanism [33] to suppress the unhelpful
information as well as promote the discriminative ones: At =
AttnG(Ht, Rt; ηt), where ηt is the respective parameters, the
output At is with the same shape as F and AttnG, whose
pipeline is shown in the bottom right of Fig. 2, is the attention
gate mechanism. More details of the AttnG can be found
in [33]. To preserve the original information of the R, we
directly conduct a transposed convolution with strides 2 on R
to produce a feature Z, whose shape is the same as At. The
filtered features {At}Tt=1 are concatenated with Z and fed into
the next decoding layer.
C. Network Training
Our system produces three kinds of segmentation predic-
tions, i.e. , two outputs from the separated decoders and one
output from the final joint prediction. These three predictions
are optimized by three different types of losses. In our exper-
iments, dice loss [16] and focal tversky loss [3] are applied to
optimize the maps directly from the two decoders, respectively.
Dice loss [16] is proposed to optimize the Dice Score Coeffi-
cient (DSC), which is defined as an overlap index between two
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segmentation maps [49]. Specifically, the 2-class DSC loss is
defined as:
DL = 1− 2
∑N
p=1 YˆpYp + ∑N
p=1 Yˆp + Yp + 
, (12)
where Yˆ ∈ [0, 1] and Y ∈ {0, 1} represents the probability
map and the ground-truth annotation, respectively,  ∈ R
provides numerical stability to prevent division by zero, and
N =W ×H is the number of pixels.
Focal tversky loss [3] improves the tversky loss [18] to pursue
the balance between precision and recall: FTL = (1− TI)
1/γ ,
T I =
∑N
p=1 YˆpYp+∑N
p=1 YˆpYp+α
∑N
p=1(1−Yˆp)Yp+β
∑N
p=1 Yˆp(1−Yp)+
,
(13)
where γ, α and β ∈ R are the hyperparameters.
As for the joint prediction, it is trained by the combinations
of the two types of losses. We give a discussion on multiple
combinations of different losses in our experiment to validate
the effectiveness of the proposed dual objective architecture.
When the training done, the joint-prediction map Yˆ is taken
as our final segmentation map in testing stage.
IV. EXPERIMENTS
A. Dataset
We evaluate the performance of our proposed network on
two public benchmarks, i.e. , ISIC 2018 [19] and PH2 [41].
ISIC 2018 was published by the International Skin Imaging
Collaboration (ISIC) as a large-scale dataset of dermoscopy
images in 2018. It contains 2594 RGB color images in total
and has become a major benchmark for the evaluation of
medical image algorithms. Following Abraham et al. [3],
the dataset is resampled to 192 x 256 pixels with 75-25
train-test split. The training data consists of the raw images
and corresponding ground truth annotations. Among training
samples, 15% are randomly selected for validation.
PH2 is a small dataset, and only contains a total of 200 dermo-
scopic images of common nevi, atypical nevi, and melanomas,
along with their lesion segmentations annotated by an expert
dermatologist: 0 for background and 1 for lesion region. They
are 8-bit RGB color images with a resolution of 768×560
pixels, which is resized to 256×256 in our experiments. To
obtain reliable performance for this dataset, 100 images are
used for testing, and 80 images are taken as training data, 20
samples are for validation.
B. Implementation Details
We employ an U-Net style architecture as the backbone of
our DONet. In the encoder part, the input image is downsam-
pled four times by a group of sequential operations: convolu-
tion, batch normalization, ReLU activation, and maxpooling.
Our proposed RCEM is plugged after each ReLU activation.
Two decoders with the same configure are followed to build
respective segmentation maps by a series of operations: trans-
posed convolution with strides 2, batch normalization and
ReLU activation. In the RCEM, dilation convolution with four
dilation rates, i.e. , 1, 2, 4, 8, are employed to produce features
with different receptive fields. To form a strong baseline, the
pyramid inputs [3] are also introduced in the encoding path
to recoup more spatial information. Following Abraham et al.
[3], the hyperparamters, α, β, γ, for focal tversky loss are fixed
as 0.7, 0.3 and 0.75, respectively. The final joint prediction
map is treated as our final probability map, which is further
binarized using threshold 0.5 to get the final segmentation
result.
Our network is trained from an initial learning rate 0.01 for
80 epochs with batch size 8, the learning rate is discounted
by 10 for every 40 epochs. To present a fair evaluation of our
proposed framework, we do not augment the ISIC 2018 dataset
or incorporate any transfer learning. For PH2 dataset, since
this dataset is fairly small, it is hard to train a reliable model
only using the original samples. Therefore, we conduct a
data augmentation including three random operations: rotation
within -20 to 20 degree, horizontal flip and crop, to prevent
the network from overfitting. All experiments on both datasets
are repeated five times to get credible performance, we report
the average performance of all evaluation criteria.
C. Evaluation Criteria
Five widely used criteria are employed to evaluate the
performance including Dice Score Coefficient (DSC) [13],
Jaccard Index (JI) [39], Recall, Precision and Accuracy. The
details are as follows:
DSC = 2
|GT ∩ SR|
|GT |+ |SR| , JI =
|GT ∩ SR|
|GT ∪ SR|
Recall =
TP
TP + FN
, Precision =
TP
TP + FP
Accuracy =
TP + TN
TP + TN + FP + FN
where GT refers to the groundtruth annotation and the SR is
the binary segmentation result, and TP, TN,FP, FN are True
Positive, True Negative, False Positive, and False Negative,
respectively.
D. Comparisons with the State-of-the-arts
Table I and Table II show the performance on ISIC 2018
and PH2 datasets. From these two tables, it is clear that
the proposed method outperforms all competing methods. On
the ISIC 2018 dataset, our dice score (DSC) could reach
0.881. Under the Precision, the superiority of our DONet is
more obvious, since the proposed joint prediction mechanism
produces high predictions only if the two predictions from
decoders are both confident enough, which encourages the
network to produce results with higher precision. The recall
of FocusNet [4] performs better than our method, however,
its poor precision reveals that there are many false positives
in its predicted results. While our DONet achieves a good
balance between recall and precision. On the PH2 dataset, our
DONet still performs well compared with other approaches.
For example, our dice score could reach 0.931, and our Jaccard
Index surpasses all competing methods by a large margin.
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TABLE I: Performance Comparison on ISIC 2018 dataset, the best results are in bold.
Methods DSC JI Recall Precision Accuracy
FCN [37] 0.786 0.701 0.897 0.718 0.901
U-Net [12] 0.816 0.727 0.904 0.740 0.919
BCDU-Net [44] 0.864 0.767 0.927 0.758 0.934
U-Net++ [43] 0.844 0.744 0.889 0.752 0.925
Attn U-Net [33] 0.874 0.781 0.929 0.753 0.933
FocusNet [4] 0.868 0.775 0.933 0.781 0.940
FTL [3] 0.856±0.007 0.786±0.008 0.897±0.002 0.858±0.002 0.945±0.002
Ours 0.881±0.002 0.806±0.001 0.905±0.002 0.894±0.002 0.950±0.001
TABLE II: Performance Comparison on PH2 dataset, the best results are in bold.
Methods DSC JI Recall Precision Accuracy
FCN [37] 0.894 0.822 0.931 0.930 0.935
U-Net [12] 0.876 0.780 - - -
MFCN [45] 0.907 0.840 0.949 0.940 0.942
FrCN [46] 0.917 0.848 - - -
DSL [47] 0.921 0.859 0.962 0.941 0.953
FTL [3] 0.904±0.007 0.825±0.019 0.896±0.021 0.924±0.018 0.929±0.004
Ours 0.931±0.001 0.873±0.008 0.936±0.014 0.945±0.011 0.946±0.007
(a) Performance on ‘Benign’ images
(b) Performance on ’Malignant’ images
Fig. 4: Segmentation results on the bengin skin images and
the malignant ones for ISIC 2018 dataset.
Although the DSL [47] achieves better recall and accuracy,
the average performance of our method is more satisfactory.
Fig. 4 exhibit the performance comparison of five methods
on two main categories, i.e. the benign lesion image and the
malignant ones in ISIC 2018 dataset. From Fig. 4, the segmen-
tation results of our DONet also achieves better performance
than the competing methods. Although the recall of the Attn-
UNet is slightly better than DONet for the benign images, the
average performance of our DONet is more outstanding.
The results from Table I, Table II and Fig. 4 clearly show
the superiority of our method, the proposed network could
Fig. 5: The performance tendency when the time step ranges
from 1 to 4.
achieve much better average performance under five widely
used evaluation criteria, which demonstrate the effectiveness
of our method.
E. Ablation Study
To validate the effectiveness and the respective contribution
of our proposed dual objective architecture (DOA) and the
recurrent context encoding module (RCEM), we thoroughly
conduct experiments to show the effectiveness of these two
modules.
1) Robustness of DOA with Different Types of Losses: In our
default setting, the dice loss (DL) [16] and the focal tversky
loss [3] are used in our dual objective architecture (DOA) to
optimize the network. To validate the robustness of the DOA
with different types of losses, this subsection, we thoroughly
study the effectiveness of our proposed dual objective archi-
tecture by systematically considering four popular losses on
ISIC 2018 dataset: Dice Loss (DL) [16], Focal Loss (FL) [17],
Tversky Loss (TL) [18] and Focal Tversky Loss (FTL) [3]. To
clearly show the contribution of the DOA, we do not apply
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(a) Input images (b) baseline (c) baseline+RCEM (d) baseline+DOA (e) bsl+RCEM+DOA (f) GroundTruth
Fig. 6: Visual ablation study for the components in our system. where ‘bsl’ means baseline.
TABLE III: Performance comparison with different types of losses, the better results are in bold.
Losses Methods DSC Recall Precision
DL + FL Baseline 0.857±0.001 0.872±0.01 0.885±0.009
DOA 0.869±0.002 0.874±0.001 0.905±0.005
DL + TL Baseline 0.849 ±0.004 0.887±0.01 0.861±0.014
DOA 0.868±0.002 0.893±0.004 0.883±0.006
DL + FTL Baseline 0.860±0.003 0.870±0.002 0.892±0.019
DOA 0.871±0.002 0.893±0.005 0.886±0.008
FL + TL Baseline 0.856±0.002 0.885±0.007 0.869±0.009
DOA 0.870 ±0.002 0.886±0.003 0.887±0.005
FL + FTL Baseline 0.852±0.004 0.899±0.011 0.851±0.017
DOA 0.872±0.001 0.897±0.004 0.882±0.002
TL + FTL Baseline 0.853±0.003 0.891±0.01 0.859±0.001
DOA 0.862±0.002 0.919±0.002 0.846±0.004
the proposed RCEM in this discussion.
Table III exhibits the performance comparison with different
combinations of four losses, where ‘Baseline’ rows indicate
the performance of baseline network trained by the sum of
corresponding losses in the first column. while the ‘DOA’
rows refer to the results using the proposed dual objective
architecture. It is clear that the average performance of DOA
is much more outstanding than the baseline methods with
different losses. Comparing to our baseline method in Ta-
ble IV, which is trained by focal tversky loss (FTL) only,
the additional introduced dice loss (the sixth row in Table III)
only slightly improves the dice score. We guess the reasons
for such an observation may stem from two aspects: 1) it is
difficult to interpret the different optimization objectives using
only one predicted segmentation map, since the different losses
must make concessions to each other to balance different
optimization objectives during training. 2) the commonly used
architecture with only one decoder lacks enough degree of
freedom to conduct an efficient joint optimization for different
types of losses, and even may confuse each other to cause a
performance drop, as shown in the twelfth row in Table III and
the second row in Table IV. With our proposed architecture,
two decoders are employed to efficiently achieve the objectives
of different losses, the joint prediction mechanism integrates
the two predicted probability maps to compensate each other
and produce a much more reliable segmentation map. The
examples shown in Fig. III intuitively validate the superiority
of our dual object architecture.
2) Discussion of the time step in RCEM: Different from
existing methods that simply concatenate the features with
different contextual information, we propose to accumulate
the different contextual knowledge by the designed recurrent
context encoding module. In our baseline methods, 4-scale
(time step) features from the dilation convolution with different
dilated rates, i.e. 1,2,4,8, are employed to capture the contex-
tual information. In this subsection, we conduct a discussion
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TABLE IV: Contribution of each component in our system on ISIC 2018 dataset, the best results are in bold.
RCEM DOA DSC JI Recall Precision Accuracy
baseline 0.854±0.004 0.786±0.008 0.890±0.015 0.869±0.02 0.941±0.002
baseline X 0.873±0.003 0.822±0.002 0.913±0.006 0.876±0.015 0.949±0.002
baseline X 0.871±0.002 0.7883±0.004 0.893±0.005 0.886±0.008 0.948±0.001
baseline X X 0.881±0.002 0.806±0.012 0.905±0.002 0.894±0.002 0.950±0.001
TABLE V: Contribution of each component in our system on PH2 dataset, the best results are in bold.
RCEM DOA DSC JI Recall Precision Accuracy
baseline 0.901±0.007 0.825±0.018 0.891±0.019 0.919±0.018 0.930±0.004
baseline X 0.921±0.001 0.851±0.009 0.926±0.005 0.927±0.004 0.955±0.001
baseline X 0.925±0.001 0.845±0.009 0.922±0.008 0.941±0.007 0.951±0.002
baseline X X 0.931±0.0004 0.873±0.008 0.936±0.014 0.945±0.011 0.946±0.007
on ISIC 2018 dataset to show the effect of different time
steps. To clearly show the performance change, we also do not
employ the proposed dual objective architecture, and directly
conduct experiments on the baseline method.
Fig. 5 shows the performance change when the time-step
ranges from 1 to 4, where x-axis indicates the time step,
and y-axis shows the value of the criteria. The case that time
step=1 means that the RCEM is not employed since there is
only a single feature. When a features with larger receptive
field is provided, i.e. , the case time step=2, the RCEM
could be equipped, and a significant performance improvement
could be observed. For example, the Dice score is boosted
from 0.854 to 0.871 and the Recall could be improved from
0.89 to 0.918, which reveals that accumulating the contextual
knowledge using the proposed RCEM is efficient. With the
time-step increasing, the performance gain starts to decreasing.
Considering the model complexity and the effectiveness, we
choose 4 time step in our RCEM module.
3) Respective Contribution of DOA and RCEM to Our Sys-
tem.: We also conduct experiments on both datasets to clarify
the respective contribution of DOA and RCEM, the results
on ISIC 2018 and PH2 datasets are reported in Table IV and
Table V, respectively. From Table IV, the dice score of our
baseline method is only 0.854. When we plug in the proposed
RCEM, the dice score could be improved to 0.873. Our DOA
also makes great contribution to our system, and boosts the
dice score from 0.854 to 0.871. When we simultaneously equip
the RCEM and DOA, the results further get improved, and the
final dice score could reach 0.881. From Table V, our RCEM
and DOA also make important contribution on PH2 dataset.
Fig. 6 shows the visual ablation results. The segmentation
maps produced by the baseline method are not satisfactory
enough, when the proposed RCEM or DOA are employed,
the results get improved. Equipping the two components
simultaneously further enhances the performance and could
produce more satisfactory results.
V. CONCLUSION
This work presents a novel framework for efficient skin
lesion segmentation. To produce more credible results, we
propose a simple but efficient dual objective architecture,
where two separate decoders are employed to provide enough
degree of freedom to achieve the different optimization objec-
tives. Consequently, two probability maps meeting different
objectives are produced, by conducting a joint prediction
based on the two maps, our network could produce much
more credible segmentation maps. What’s more, a recurrent
encoding context module is designed to help capture more
powerful contextual features by invoking the convolutional
LSTM, and a multi-scale skip mechanism is employed to
transfer the learned contextual knowledge to decoding paths
for more reliable segmentation map prediction. Comprehensive
experiments on two benchmarks demonstrate that our proposed
method is efficient and effective.
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