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This  paper  proposes  a feature  extraction  method  named  as LP  QR,  based  on the  decomposition  of  the
LPC  filter  impulse  response  matrix  of the  signal  of  interest.  This  feature  extraction  method  is  inspired  by
LP SVD  and  is tested  in  the context  of  motor  imagery  electroencephalogram.  The extracted  features  are
classified  and  benchmarked  against  extracted  features  of  LP SVD  method.  The  two  applied  methods  are
also  compared  regarding  the  required  execution  time,  which  further  highlights  their respective  merits




extraction  algorithms  too.  Consequently,  a detailed  analysis  of  the  role  of  EEG channels  concerning  the
nature  of  the  extracted  information  is presented.  This  study  is  conducted  on  the  BCI  IIIa  competition
database  of  four  motor  imagery  movements.  The  obtained  results  indicate  that  the  proposed  method  is
the better  choice  if simplicity  is  demanded.  The  investigation  into  the role  of EEG channels  reveals  that
level  of  contribution  each  channel  can  be  quite  dissimilar  for different  feature  extraction  algorithms.
©  2016  Elsevier  Ltd. All  rights  reserved.. Introduction
The purpose of motor imagery EEG signal processing is to create
 direct link between the brain and an external electronic device.
his link, known as Brain-Computer Interface (BCI), translates brain
ignals into meaningful commands for the use of external device
1,2]. There are two major criteria, based on which this link is eval-
ated; first, how fast is the link at translating the commands and
econd, how accurate the translation is. The main part of the link,
hich is also the focus of this study, is the processing part; where
rain signals are acquired and processed. Thereafter, decisions are
ade by correlating or assigning the commands to specific sig-
als. In most BCI systems, the decision about which commands the
rocessed signals point to is made by classification algorithms. Evi-
ently, better quality of acquired signals in terms of signal to noise
atio makes the process of decision-making a much easier task. In
he same manner, a strong processing method which is capable
f highlighting the most informative part of signals can help the
ecision-making unit just as much. The processing mainly includes
eature/information extraction. Among many proposed methods
nd algorithms, common spatial pattern (CSP) has been proved to
ave superior performance. CSP [3] produces a transformation with
 linear spatial filter that maximizes the variance for one class while
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746-8094/© 2016 Elsevier Ltd. All rights reserved.minimizing the variance of the other class. The difference in vari-
ance is used as an indication to classify EEG signals into one of two
classes. However, CSP is associated with several drawbacks, includ-
ing the optimality of minimal classification error, the requirement
of the method for fine tuning, which is time-consuming, and the
fact that CSP is designed for a two-class paradigm. The optimality
of CSP for minimal classification error is still an open question
which leaves room for other methods to compete with this
method. Moreover, CSP is also known to be very sensitive to noise
and prone to overfitting [4]. The first winner group of the BCI com-
petition III for database IIIa provided excellent results using the CSP
method [5]. However, it is mentioned in their report that the results
were obtained with the help of fine tuning of all parameters. They
also applied multi-class CSP in the form of a two-class paradigm
with one-against-rest method. There can be many extensions to
CSP to make it capable of dealing with multiclass paradigms, which
are based on a two-step procedure: 1) computation of a set of
potential spatial filters and 2) selection of a subset of these filters
[4,6–10]. The selection of spatial filters is mostly evaluated experi-
mentally, which makes it a slow process. In the few cases that the
proposed extensions are not heuristic based and are not evaluated
experimentally, the computational complexity of the CSP algorithm
is considerably increased [11]. To overcome some of the CSP draw-
backs, [12] proposed a transformed method referred to as LP SVD
(Linear Prediction in conjunction with Singular Value Decompo-
sition), which needed no parameter tuning and no extension or
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he proposed method was its computational complexity. Therefore,
e came up with the idea of LP QR (Linear Prediction in conjunc-
ion with QR Decomposition), which is inspired by LP SVD [13].
he merit of the proposed method is that LP QR is remarkably
aster while maintaining the advantages of LP SVD. In addition to
ccuracy and time consumption, these two methods are specif-
cally compared with regards to channel selection. The study of
hannel selection and the role of active EEG channels of these two
ethods, which are closely related, reveal interesting insights from
nformation extraction point of view.
The rest of paper is organized as follows. Section II.A describes
he EEG signals from database IIIa, competition III. Section II.B intro-
uces the LP QR transform and compares it with LP SVD. Section III
ncludes the results, performance analysis, and discussion. Finally,
ection IV concludes the paper.
. Material and methods
.1. Material
Dataset IIIa from the BCI competition III (2005) [14], a widely
enchmarked database of multiclass motor imagery movements, is
sed for evaluation and comparison. This database includes three
ubjects named as K3b, K6b, and L1b.
The EEG signals were recorded using a 64-channel Neuroscan
EG amplifier. The recording involves only 60 EEG channels. The
ecording is based on 10–20 standard montage systems. The
ecorded signals were sampled at 250 Hz and filtered using a
–50 Hz bandpass filter. Additionally, a notch filter was  applied to
uppress the interference from the power line.
Each subject was asked to perform the imagery movements
ssociated with the provided visual cues for several trials. Each trial
tarted with an empty black screen at t = 10 s; at t = 2 s, a short beep
one was presented and a cross ‘+’ appeared on the screen; at t = 3 s,
n arrow pointing to one of the four main directions was  presented
or four seconds, disappearing at t = 7 s. No feedback was  provided
o the subject.
The recorded dataset from subject K3b consists of nine runs
hile for K6b and L1b consist of only six runs. Each run consists
f four cues displayed ten times in a random order, resulting in
60 trials for subject K3b and 240 trials for each of the other two
ubjects.
.2. Methods
This section is divided into four subsections. The first subsection
xplains LP QR transform and compares it with LP SVD. The second
escribes the extracted features. The third subsection is about the
hannel selection procedure, and the last one outlines the applied
lassifier.
.2.1. LP QR transform
QR decomposition is a form of eigenvalue algorithm which is
idely used for solving linear least squares problems. The LP QR
ransform requires the estimation of LPC filter coefficients plus the
R decomposition of LPC filter impulse response matrix. This com-
utation results in Qd and Rd matrices, where Qd is an orthogonal
atrix and Rd is an upper triangular matrix..2.2. LPC filter
Linear prediction (LP) [15] is an effective, practical method used
n many engineering disciplines, particularly in the field of digital
ignal processing. LP, in time domain, predicts the current value ofcessing and Control 33 (2017) 213–219
the signal, based on a linear combination of its past samples, which
is mathematically expressed as:
y (n) = −
P∑
i=1
aiy (n  − i) + e (n) (1)
where, ai are the linear prediction coefficients (LPCs), P is the
prediction order and e(n) is the prediction error. Eq. (1) can be
expressed in a form of matrix notations as follows.
y = He (2)
where y is N × 1 column vectors of the signal samples, e is the pre-
diction error and H is a lower triangular and Toeplitz matrix based
on the linear prediction coefficients ai from (1). The H matrix, the








































aih (n − i) , for0 ≤ n ≤ N − 1
0, elsewehere
and  (n) is the discrete Dirac function.
QR decomposition is not directly applied to the EEG data, instead
it is applied to the H matrix which gives:
H = QdRTd (4)
Therefore, in conjunction with Eq. (2), y can be defined as:
y = QdRTde (5)
Thus, the transformation that maps the data vector y to the
feature vector  is defined as:
 = QTd y (6)
This transformation, (QT
d
y), compacts a large portion of the sig-
nal energy in a few coefficients.
LP QR transform, algorithm flow:
1. Find the linear prediction coefficient with Eq. (1).
2. Form matrix H, which is an N × N impulse response matrix of the
LPC filter with Eq. (3).
3. Apply QR decomposition to the H matrix.
4. The transformed signal, , is the result of Eq. (6).
2.2.3. Extracted features
To have a fair comparison between the two  proposed meth-
ods, the features that contributed to improving the classification
accuracy of LP SVD method are considered for LP QR too. These
features are the LP coefficients (ai), the prediction error variance
(Vr), a subset of significant transform coefficients of , Q-statistic
and Hotelling’s T2 statistic of the transformed signal. It should be
noted that the Q-statistic and Hotelling’s T2 statistic features are
modified and adjusted based on the LP QR transformation.2.2.4. LPC related features
LP analysis describes the signal in the form of all-poles filter
coefficients and prediction error [15]. Once the coefficients are esti-
mated, the prediction error sequence can be computed using Eq.













































Accuracy of different AR order.
AR model order Subject Average
L1b K3b K6b
Accuracy (%)
1 41.25 63.05 34.16 46.15
2  37.08 63.05 31.66 43.93
3  41.25 60.83 32.91 44.99
4  36.25 60.72 30.83 42.60
5  37.50 58.88 31.25 42.54
6  37.50 58.88 32.08 42.82
7  36.66 56.66 36.25 43.19
8  35.41 54.44 34.58 41.47A. Khorshidtalab et al. / Biomedical Sign
1). The prediction error e(n) variance estimation, based on the





(e (n) − ē)2, (7)
here ē is the arithmetic mean of the prediction error vector e and
 is its length. The autocorrelation method secures the stability of
he filter.
.2.5. Transform coefficients or scores ̂
The data vector y is presented in the new coordinates qi by the
ransform coefficients or scores i. The transform coefficients cor-
esponding to the k largest q values are selected as features. The
arameter k has been selected to be four to have a just comparison
f these two methods. These four values are the first four values in
ig. 1(b) for LP SVD and 1(c) for LP QR marked in black color for a
andomly selected signal of subject L1b.
ˆ
 = Q̂ dy, The columns of Q̂ d are
{




Q-statistic [16], also referred to as the squared prediction error,
stimates the error between the vector y and ŷ. Where ŷ is defined
s follow:
ˆ
 = Q̂ dQ̂ d
T
y, where Q̂ d = (q1, q2, . . .,  qr) (9)
Then the approximation error vector is mathematically
xpressed as d = y − ŷ. Therefore, Q-statistic with regards to QR
ecomposition can be expressed as:
 = y − ŷ2 = yT
(




.2.7. Hotelling’s T2 statistics
The Hotelling’s T2 statistic measures the overall variability in the
ransformed data vector. It is defined as the sum of the transform
oefficients weighted by i. These values, arranged in descending
rder, are applied to assign suitable importance to the different ele-
ents of the vector . To benchmark reasonably with the previous








Eq. (11) can be expressed in a more compact form as:





here D̂ is a r × r, diagonal matrix, containing the r largest values
f H in descending order.
.2.8. Channel selection
The applied channel selection in this study, was proposed in
13]. In the channel selection technique used in [13], the classi-
er is part of the algorithm. The only difference between what is
racticed here and in [13] in terms of channel selection, is that
nstead of extracting features from all the possible channels (stage
 of the algorithm), features are extracted from only those channels
hat are more likely to contribute positively to the final result. In
ther words, features are extracted only from the active channelsn the presented map  in [5], for each subject. There are advantages
nd disadvantages in this regard. The benefit of this approach is
hat it is not as time-consuming as extracting features for all pos-
ibilities and testing each one of them with the classifier. While9  37.50 56.11 33.33 42.31
10  34.16 56.38 35.83 42.12
there is a drawback to this shortcut, there might be some chan-
nels that could contribute positively to the final result, but they are
not being considered. The argument for this approach is that if the
presented map  in the [5] is comprehensive, there could be a very
narrow chance that existing channels that could contribute signif-
icantly are ignored. In short, the convenience of this approach is
much greater than its possible drawback.
2.2.9. Classification
The applied classifier in this study is logistic model tree clas-
sifier from the Weka package [17]. Evaluation of the classifier is
based on 10-fold cross-validation, which means the final results
are averaged over 10 times of evaluation in a leave-one-out man-
ner. Therefore, the obtained accuracy is the average accuracy of 10
distinct evaluations on each dataset for each subject.
3. Result and discussion
3.1. Model order selection
The model order selection process for LP SVD was  based on the
highest accuracy that a subset of transform coefficients, the LP coef-
ficients, and the prediction error variance together could obtain for
different orders. The order in [13] is varied from one to seven and
the obtained results revealed that the best model order was the first
order as it could obtain the highest accuracy for all the subjects. The
same procedure is followed for finding the best order for LP QR. The
difference is only in the subset of transform coefficients. Subject L1b
and K3b have their highest obtained accuracy at first order, but K6b
does not follow the same trend. According to Table 1, subject K6b
obtained his highest accuracy at order 7. Subsequently, we  investi-
gated the best model order up to order 10 for all three subjects. The
best order for K6b remains the seventh order. As subject K6b is not
in agreement with the other two  subjects, the average accuracy is
considered for selecting the best model order. The highest average
accuracy is obtained for the first order. Therefore, this order has
been selected for LP QR processing too.
3.2. General results
In this section, the obtained results are evaluated and bench-
marked in three main categories: 1) accuracy, 2) execution time
and 3) channels’ contribution.
3.2.1. Accuracy
Regarding accuracy, the two  methods are compared when, 1)
only the three known central channels, C3–C4–Cz, are considered,
2) all 60 channels are considered, and 3) the selected channels
through channel selection are considered.




























































Fig. 1. Signal transformation, (a) Original EEG signal from subject L1b, (b) TransforAccording to Table 2, for three central EEG channels, subject
3b obtained close accuracies for both methods while subject L1b
howed the greatest gap in this regard. The same trend is followed
y 60 channels. However, for the selected channels the minimumfficients with AR (1) and LP SVD, (c) Transform coefficients with AR (1) and LP QR.difference belongs to subject L1b and the greatest one is for K3b. The
closest average accuracy for all three subjects belongs to the cate-
gory of selected channels. For all subjects and all three categories,
the obtained accuracy by LP SVD is higher than LP QR, where the
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Table  2
Accuracy of LP SVD and LP QR for different combination of channels.
3 central channels 60, all the channels selected channels
LPQR LPSVD LPQR LPSVD LPQR LPSVD
Accuracy
L1b 39.17 56.25 50 64.16 77.08 77.91
K6b  34.17 46.67 59.58 64.17 74.58 76.25
K3b  64.44 70.83 74.44 77.22 86.38 90
avg  45.93 57.92 61.34 68.52 79.35 81.38
Table 3
Required execution time for feature extraction of different scenarios.
running time (s)
Subject L1b K6b K3b
method LPQR LPSVD LPQR LPSVD LPQR LPSVD
1 ch, 1 trial 0.19 0.57 0.19 0.55 0.18 0.58
60  chs, 1 trial 11.88 34.55 11.61 33.69 11.89 35.99
Selected chs, 1 trial 4.46 11.46 3.54 7.67 5.33 15.07
All  chs, All trials 5.26 m 98.57 m 5.27 m 97.81 m 7.45 m 148.10 m
*m = min.
Table 4
Selected channels and their contribution for subject L1B.
Subject L1b
in common monopolar channels
LP-SVD LP-QR







Not in common monopolar channels
LP-SVD LP-QR
Accuracy (%) Channel (#) Accuracy (%)





















Selected channels and their contribution for subject K6B.
Subject K6b
LP-SVD LP-QR
Accuracy (%) Channel (#) Accuracy (%)




Accuracy (%) Channel (#) Accuracy (%)
Not in common monopolar channels
3.75 60 28 6.25
33 2.08
Table 6
Selected channels and their contribution for subject K3B.
Subject K3b
in common monopolar channels
LP-SVD LP-QR
Accuracy (%) Channel (#) Accuracy (%)
1.95 11 2.22
2.22  16 4.72
0.56  38 1.66
0.84  52 2.77
Subject K3b
Not in common monopolar channels
LP-SVD LP-QR
Accuracy (%) Channel (#) Accuracy (%)
0.84 17 13 3.33
1.39 18 31 2.5




ifference varies between 0.83% (L1b, selected channel) and 17.08%
L1b, 3 central channel). Although the results of 3 channels and
0 channels are reported to provide different aspects for compari-
on, the main focus of accuracy is on the selected channel. For the
elected channels, LP SVD could obtain 81.38 while LP QR obtained
9.35 which is very close and shows that LP QR can compete with
P SVD regarding accuracy.
.2.2. Time consumption
Execution time or time consumption clearly manifests the com-
lexity of applied algorithms. The most accurate and common way
f measuring the execution time in MATLAB is using the “tic/toc”
unction. This function is applied to both LP SVD and LP QR, in an
dentical manner. It is applied after loading the data, and it only
ncludes the part where features are extracted. The reported exe-
ution times were obtained from algorithms run under the same
onditions. The run time can be less with better processors, but
he ratio between the two required execution times is expected to
emain the same. To have a complete overview of execution time,
he results of four different measurements are reported, which are,
) the execution time for one channel and one trial of each sub-8  5
53 4.16
ject, 2) the execution time for all the available channels and one
trial, 3) the execution time of the selected channels for one trial
and 4) the execution time of all the channels and all the available
trials. From the obtained results, reported in Table 3, it is evident
that LP QR needs considerably lesser execution time compared to
LP SVD. 4.46 s compared to 11.46 s for subject L1b, 11.61 s com-
pared to 33.69 for subject K6b and 11.89 compared to 35.99 for
subject K3b are reported for LP QR and LP SVD, respectively. For
all the subjects, LP QR is almost three times faster than LP SVD at
delivering the expected results.
The gap in required execution time is clearest when all channels
and all trials go through this process. The scan of all channels is nec-
essary for most of the channel selection algorithms like wrapping
methods. For instance, subject K3b, which has a total of 360 trials
and the number of channels is 60, a time of 7.45 min is required for
LP QR while 148.10 min  are needed for LP SVD.
3.2.3. Channels’ contribution
This section introduces channels that contributed to achieving
better accuracies. The number of channels is an important factor
because as the number of channels increases, so do the required
execution time.
Tables 4–6 show the contribution of monopolar channels and
the number of the monopolar channels that contributed posi-
tively. It is reported only for monopolar channels because in bipolar
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Table 7
Contributed accuracy for channels of different montage (%).
in common monopolar channels Not in common monopolar
channels
bipolar channels
LPQR LPSVD LPQR LPSVD LPQR LPSVD
L1b 25 14.15 6.67 7.9 45.41 55.86
K6b  9.16 2.92 8.33 3.75 56.67 69.58
K3b  11.37 5.57 18.87 2.79 56.14 81.64
Fig. 2. Map  of active channels and their contribution.
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Table  8
Benchmarking with the state-of-art methods.
Method Avg Requirement for parameter tuning
Guan et al. [14] 84.44 Fine, intensive tuning
Proposed (LP-SVD) 81.38 No
Wentrup et al. [11] 80.60 Yes
Proposed (LP-QR) 79.35 No
Koprinska [19] 78.42 Yes
Wentrup et al. [18] 78.40 Yes




















































Interfaces, Universitätsbibliothek der TU München, 2008 (DoctoralGao et al. [14] 76.20 Yes
Hill and Schröder [14] 72.03 Yes
Schlögl et al. [5] 61.16 No
ontage it is not clear which channel is the cause of the contri-
ution. In case of subject L1b, Table 4, nine monopolar channels
or LP SVD and six monopolar channels for LP QR contributed pos-
tively, among them five are identical; however, the amount of
ontribution of these identical channels is different.
For LP SVD, these five channels contributed 14.15% to the total
btained accuracy while the same channels could obtain 25% of the
otal accuracy for LP QR. A similar trend is observed for the other
wo subjects. For all the three subjects, the number of selected
onopolar channel is the same; however, the obtained accuracy
hrough LP QR is much higher than LP SVD. In other words, the
xtracted information through LP QR is more informative for the
lassifier as compared to the information from LP SVD. Table 7 out-
ines the contribution of monopolar channels which are in common
etween the two methods, channels which are not in common,
nd also the contribution of bipolar channels for LP QR and LP SVD
eparately.
For ease of comparison, the active monopolar and bipolar chan-
els and the amount they contributed are presented in the form
f maps for each subject in Fig. 2. The amount each active channel
ontributed is indicated by its color.
.2.4. Benchmarking
The results of winners of BCI competition IIIa and the remarkable
nd competing works in this field are benchmarked against the two
roposed methods. As mentioned before, the highest result regard-
ng average accuracy belongs to the first winner of competition.
hey clarified that what they obtained is the result of fine tuning
f all parameters. Tuning of parameters makes a method a sub-
ect specific method, which means for each subject the parameter
hould be tuned again. Another drawback of tuning is the time that
hould be spent on a parameter to find its optimum value, which
akes the process more time-consuming. With regards to recent
emands for real-time brain-computer-interface systems, meth-
ds that do not need tuning are preferred over others that need
t. Table 8, compares the achieved accuracy with available meth-
ds for BCI systems. Considering the requirements for parameter
uning, the proposed methods are among the successful results.
. Conclusion
This paper presents a feature extraction method based on
utoregressive modeling and QR decomposition. The proposed
ethod is closely related to LP SVD; therefore, they are compared
gainst each other. LP QR could obtain accuracies very close to that
f LP SVD and is capable of competing with it while requiring far
ess execution time. This very low execution time made it possible
or the channel selection algorithm to scan all possibilities and find
ll the channels that could contribute positively, active channels.
[
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The detailed comparison between the contributions of the
selected channels, shows that although these two  methods are
closely related and have similar nature, the active channels for
each method are quite different. Interestingly, even the amount
of contribution of channels is different for them. The results of
both methods are obtained without the help of any filtering in
pre-processing stage, any feature selection algorithm, or any fine
tuning of parameters. Thus, future studies can address these issues
to further improve the results.
Appendix A. Supplementary data
Supplementary data associated with this article can be found,
in the online version, at http://dx.doi.org/10.1016/j.bspc.2016.12.
006.
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