With the development of urban science, researches on mining of urban big data have attracted more and more attention. One typical microcosm of urban big data is taxi trajectory data. Predicting the travel time between the two specified points accurately is great significance for applications, such as travel plan. However, the current approach just uses limited modality data or single model without considering their one-sidedness. This paper puts forward to one optimized method to estimate travel time, which is based on ensemble method with multi-modality urban big data, namely Travel Time Estimation-Ensemble (TTE-Ensemble). First, we extract the feature sub-vectors from the multi-modality data as the model input. Then we use the gradient boosting decision tree (GBDT) model to process the low dimensional simple features and adopt the deep neural network (DNN) model to handle high dimensional underlying features. Finally, the ensemble method was introduced to integrate the two model of GBDT and the DNN. Extensive experiments were conducted based on real datasets of origin-destination points in Chengdu and Shanghai, China. These experiments demonstrate the superiority of the TTE-Ensemble model.
I. INTRODUCTION
Travel time estimation (TTE) provides effective decision support for traffic flow control and induction in intelligent transportation systems (ITS) [1] . Traffic regulators can indirectly understand changes in urban flows through TTE or traffic congestion prediction [2] . In addition, TTE is also an important module in map navigation software such as Google Maps and Apple Maps [3] . People can reasonably plan and arrange their own outside activity through the estimation of The associate editor coordinating the review of this manuscript and approving it for publication was Sotirios Goudos . travel time. Thus, improving the travel time estimation is an important issue in transportation researches.
In this paper, we present a method for Estimating Travel Time based on Ensemble method (TTE-Ensemble). The novelties of TTE-Ensemble are: (1) In addition to consider the regular general factors such as (temporal and spatial characteristics), weather data and the characteristic of drivers from urban big data are also included, an effort to consider multiple perspectives of urban big data; (2) It is based on an integrated approach which includes the gradient boosted decision trees (GBDT) and deep neural network (DNN).
The rest of the paper is structured as follows. Section II reviews related works and justifies the needs for the proposed research. In Section III, the proposed approach is introduced in detail. Section IV validates the approach through a series of experiments. Conclusion and future work are made in the last section.
II. RELATED WORKS
TTE is a critical, complex and challenging issue in intelligent transportation system and location-based service. Most TTE method could be categorized into two types: route-based methods and data-driven methods [4] , [5] .
A. ROUTE-BASED METHODS
Route-based methods generally consist of road segmentbased method and path-based method.
1) ROAD SEGMENT-BASED METHOD
As for the road segment method, the travel time of the road segment is estimated according to the time consumption data that collected by loop detectors in the road section [6] , [7] . The initial TTE research of the route-based methods focused on the road segment-based study, in which TTE of single road is considered as a time series prediction problem. Classical time series prediction models, such as the Autoregressive Integrated Moving Average Model and Kalman Filter [8] , [9] , were used to solve this problem. Wu used the support vector regression on this issue due to its convenience and generalization compared to the historical-mean method [1] . Decision tree methods are also used on this issue because of the high prediction accuracy and model explicable [10] . Duan considered the upstream and downstream relationship between the road segments. He regarded the travel time of the road segment as a sequence of data and used LSTM network to solve sequence prediction problem [11] . Although these methods used machine learning method, they could only model individual road segments and cannot handle the travel time prediction of complex routes.
The above research mainly focuses on estimating travel time for freeway and highway [12] . However, estimating travel time for the urban road network is different since it involves more complicated factors, such as the number of traffic lights and roads [13] . To address this problem, other researchers join multiple road segments into one complete object instead of using one road segment, which leads to the path-based method.
2) PATH-BASED METHOD
With the path-based method, TTE of specified path is calculated considering the influence of intersections, traffic lights [14] , [15] . Their prediction accuracy is superior to road segment-based method. Rahmani's works [16] is among the first to use the path-based approach. They accumulated the travel time of each sub-path from floating car data instead of computing travel time of single road. However, the mobile sensors used to collect floating car data typically have more measurement noise than stationary sensors, which could affect the accuracy of TTE. Rahmani further improved TTE by combining the floating car data with automated number plate recognition data, which was collected by stationary sensors [17] . Results suggest that multi-modality data fusion from heterogeneous collection systems is better than using a single data source. These methods often suffer either from the problem of sparse data or from the problem of high cost. With the advances in GPS technology, taxis equipped with GPS equipment collected a large number of taxi trajectory data, which could be used to estimate the travel speed and travel time. These available data provide a new chance to research TTE based on data-driven methods.
B. DATA-DRIVEN METHODS
In recent years, with the development of machine learning, some scholars began to use data-driven methods to model this complex problem based on large-scale trajectory data [18] - [22] . The data-driven methods in the transportation system can be generally divided into two branches: trajectorybased method and origin-destination (OD) based method. The former uses road network and trajectory data while the latter only exploits origin and destination data and ignores the intermediate trajectory data.
1) TRAJECTORY-BASED METHOD
Tensor decomposition was used to model the travel time on the sub-tracks in the historical trajectory data [18] . However, it is still plagued by data sparseness because many sub-tracks data are only produced by very few drivers. To address the sparseness challenge, DeepTTE model, based on the convolutional neural networks and long short-term memory networks, was proposed through taking advantage of the effective feature representation to process the raw trajectory data [5] . The above method basically assumes that the dynamic information about the route and intermediate points is available. However, this assumption cannot be met because it is often difficult to get this dynamic information in real life. Therefore, Li proposed a multi-task representation learning model MURAT, which produces a kind of data representations and preserves various travel characteristics in the real world so that the accuracy of TTE was enhanced. The main drawback of the model MURAT is that it requires large-scale data and takes a lot of computing time [19] .
2) OD-BASED METHOD
OD-based methods attempt to simplify the computing procedure and perform TTE in less time by avoiding the driver's path selection and ignoring the intermediate trajectory data during the trip. For example, Fig.1 describes a specific OD-based TTE problem, where the red point represents the origin, the blue point represents the destination, and the value on the edge between origin and destination represents TTE value that is predicted by the OD-based method.
In order to estimate travel time better on a wider city scale, truck travel data and taxi travel data are fused to perform TTE by using the mean travel time between grid regions [20] , in which multi-view learning method was applied to overcome one-sidedness existing in single view learning method. Similarly, a method for retrieving similar trip from historical data was designed to solve this problem [4] . Wang transformed the TTE problem into a lookup matching problem, in which all the neighboring historical trips were retrieved by discovering similar trip pairs of the origin and destination to estimate the travel time. However, because the above two methods only apply to the characteristics of longitude, latitude and time, and do not take into account the important characteristics of OD spatial distance, it leads to low prediction accuracy. Jindal addressed this problem by first predicting the distance between the origin and destination and then estimating the travel time based on the multi-layer perceptron [21] . Xu further improved TTE by adding weather and air quality features into model [22] . They modeled TTE by comprehensively utilizing multi-source data, such as departure time, weather and AQI, which have great influence on travel time. In their model, the data of fixed segment from all taxi trajectory was first extracted, and then was fed into back propagation neural network to complete the TTE. Their model does not need to consider delays that may be encountered during trips such as intersection queuing and also reduces the effect of uncertainty of intermediate process on TTE prediction accuracy. However, they only apply a simple single model and make predictions for specified fixed road segment, so their method is not applicable in the complex prediction of city wide level.
From the aforementioned discussion, we can find that the above mentioned methods still cannot complete TTE with high accuracy in city wide level. As for route-based methods, they did not take into account the complex road conditions such as intersection lights and road speed limit. This means that these methods only complete accurate TTE in freeway or highway, would results in poor TTE predictions over other road types. As for data-driven methods, they can cope with complex road conditions better by learning and modeling of large-scale historical data. One of data-driven methods, trajectory-based method, can complete TTE calculation in complex road sections. But this method relies on a large number of trajectory data in driving, so the calculation cost is too high. The other of data-driven methods, OD-based method, does not rely on a large number of trajectory data in driving, can effectively complete TTE calculation in the fixed section.
However, the current OD-based method could not get the better prediction accuracy between any two points over a large urban area due to two reasons: (1) The existing works focus on analyzing single perspective data. In fact, not only should we consider the spatial characteristics of the transportation system, but also the temporal characteristics, such as regular congestion in the morning and evening peaks, and occasional congestion caused by traffic accidents. The above spatial and temporal effects are seen as general factors. TTE also needs to consider individual characters, for example the preference and habit of driver. (2) The study of travel time prediction is mostly limited to a single model. Because the process of traffic flow change is a non-linear and nonstationary stochastic process, the randomness and uncertainty of travel time change become stronger and stronger, and the single model itself is liable to have deviations that are difficult to eliminate. A single machine learning model for TTE is often flawed since it is difficult to make good predictions for various situations.
Therefore, we extend the OD-based method and propose a novel TTE-Ensemble model that can perform TTE with high accuracy in city wide level. In our TTE-Ensemble, multi-modality data are analyzed so that rich features are able to be extracted from these urban big data and the one-sidedness of single type data is mitigated. Multi-modality data refers to data collected from different perspectives that describe the same thing, the data from a single perspective could be called a modality [23] . In addition, the ensemble method that integrate the GBDT and DNN is applied, which corrects the simplicity of the model and makes TTE-Ensemble better able to cope with complex road conditions.
III. METHODOLOGY OF TTE-ENSEMBLE A. PROBLEM DEFINITION
The travel time refers to the time required for a driver to carry the passenger from the origin to the destination. As mentioned earlier, it is often difficult to estimate the route chosen by the driver due to various complex factors. Therefore, we focus on mining the data of OD trip instead of using the middle trajectory data. The formula expression of OD trip is presented as definition 1. As shown in Fig. 2 , the general framework of TTE-Ensemble consists mainly of two parts. The first part is feature extraction from multi-modality perspective data. The multiperspective features from multiple data sources should be extracted to build feature vector since TTE is affected by these sources. We clean the data and extract different features from the three different data sources, such as OD trip data, weather data and driver data. The specific feature processing will be described in the part D of Section III. The second part includes the basic GBDT model, DNN model and the methods for integrating these models. We use the feature vector obtained from the first part as input, and then apply one-hot and embedding method to process this vector. The processed results are fed into the model of GBDT and DNN, respectively. GBDT is good at combining features of artificial mining to obtain high-order attributes or nonlinear mapping. DNN handles the features of spatio-temporal data and it is suitable for scenes with high-dimensional features. At last, the decision tree is used to integrate the results obtained by GBDT and DNN. The final output of the TTE-Ensemble model is the OD travel time estimation.
C. PREPROCESSING OF DATA
The GPS equipment installed in the taxi records a large amount of important information for the study of urban traffic and reflects the dynamic changes of urban traffic.
We conduct experiments on two large datasets in Shanghai and Chengdu, two major cities in China [22] , [24] . The Shanghai taxi trajectory dataset contains the trajectory data of 763 drivers from June 1, 2013 to December 31, 2013. The Chengdu taxi trajectory dataset records the trajectory data of 14,795 drivers from August 3, 2014 to August 23, 2014. From the dataset characteristics, we can see that the number of drivers in dataset of Chengdu is numerous, but the period is relatively short. In contrast, Shanghai's dataset has more days, however the number of drivers is relatively small. In the original dataset, the sampling interval is between 20 and 30 seconds, and the passenger status of the taxi is recorded. The format of the trajectory data consists of four attributes: Taxi id, Timestamp, Latitude/Longitude and Passenger status, and travel time.
We clean the raw data by selecting effective information and removing erroneous data. First, we select valid trip data from the original dataset that the passenger status is true. In other words, we remove the trip data without passengers in the car since TTE is about the passengers' OD. Second, due to the insensitivity of GPS equipment or the negligence of driver behavior, the original data often has a large amount of abnormal data. So, we remove some abnormal records according to the geographical distance, duration and speed between the OD. For example, the OD trip record with the travel time of less than 1 min will be ignored.
After preprocessing the raw data, we finally select 1,169,308 trip records in Chengdu and 943,873 trip records in Minhang District, Shanghai. The trip record format is as shown in Table 1 . In order to explore the spatial and temporal distribution of ODs in these datasets, we visualize these distributions in Chengdu and Shanghai, as shown in Fig. 3 and Fig. 4 , in which the x-axis denotes latitude and the y-axis denotes longitude. We can see that the taxi trajectory in Chengdu would reveal the overall rhythm of the city while the taxi trajectory in Shanghai only reflect the partial travel circumstances. Fig. 5 and Fig. 6 show temporal distributions of these two datasets about trip travel time, in which the x-axis denotes trip travel time and the y-axis denotes the probability density function (PDF). 
D. EXTRACTION OF MULTIPLE-PERSPECTIVE FEATURES FROM MULTI-MODALITY DATA
Multi-modality perspective data here mainly involves four aspects: spatial aspect, temporal aspect, weather condition and driver portrait. To formalize the different affection on TTE-Ensemble model from these aspects, we extract the feature sub-vectors from the OD trip data, weather data and the characteristic data of drivers, respectively.
1) EXTRACTION OF SPATIAL FEATURES
As already mentioned before, we focused on the OD trip data while omitting the details of the routes during driving. Compared with trajectory-based method, the OD-based method could extract features in less time due to its only focus on the OD part of the trips. Note that there is one major drawback of the OD-based method, which is that it lacks the support from intermediate data for computing TTE. In order to make up for the drawback, we exploited the OD trip data and constructed auxiliary feature vectors to compensate the lack of the intermediate trajectory data.
In our method, we extracted underlying spatial features from OD trip data, such as Haversine distance and heat-score of areas. First, we computed Haversine distance, Manhattan distance and azimuth, which act as auxiliary features about OD trip on the road network. And then, we calculated heat-scores of areas as another auxiliary feature, which are described in Definition 2 and 3. Finally, we used these as basic auxiliary features to build spatial feature sub-vector. To extract the advanced spatial features, such as the spatial adjacency and similarity, we first clustered latitude and longitude coordinates from OD points, instead of directly using them. K-Means is a common method to discover cluster, which could cluster a large amount of data at a relative short time. During clustering procedure, its parameter K might be overestimated or underestimated. When the value of K is too large, it will lead to the extreme increase of feature dimension, which makes it difficult to train the TTE-Ensemble model. When the value of K is too small, it will affect the TTE accuracy. The K was set to 100 after iterative trials. Fig. 7 and Fig. 8 show the visual results, in which the urban area was clustered into partitions with different colors. Similar to area clustering, we mapped OD points data to 2-D square cells N × N so that the problem of TTE between two coordinates transform into the problem of TTE between VOLUME 8, 2020 two cells. The whole city is partitioned into grids with same size. If the grid is divided coarsely, it will increase the TTE error. On the other hand, if the grid is divided finely, the calculation will be too large, and the modeling effect will not get a big boost. The N was set to 200 after many experiments.
Based on the clustering and partitioning results, we further captured two advanced spatial features to characterize the underlying congestion degree in a cluster or grid, as described in Definition 2 and 3. These two advanced spatial features are important because they reflect the density of the pick-up and drop-off points in the irregular clusters and in the regular grids, respectively. Therefore, we use these as advanced auxiliary features to build spatial feature sub-vector.
2) EXTRACTION OF TEMPORAL FEATURES
Trips with the same origin and destination have different trip travel times due to different departure times. It is necessary to analyze trip movement and to capture temporal features, such as week, day and hour. For example, at the hourly granularity, daily rush hours are similar because the taxis tend to encounter traffic congestion during similar period, especially in large cities. Similarly, at the daily granularity, the degree of road congestion varies greatly over each day. In addition, trip travel time on days with special activity, such as holidays or famous sports activity, is different from the other days. So, whether the day has activity could be acted as one of important features. Consequently, we use these as auxiliary features to build the temporal feature sub-vector according to the following steps.
We first obtained the attributes such as month, day, hour, day of the week from the pickup timestamp of the data record. Then we used one-hot method to encode these attributes, which is the combinations of values 1 and 0, and only one bit corresponding to valid attribute is 1 [25] . For example, the week was mapped to a 7-bit feature sub-vector (Monday∼Sunday), and Wednesday was mapped to 0010000. At last, all these feature sub-vectors were concatenated into the temporal feature sub-vector.
3) EXTRACTION OF WEATHER FEATURES
As we know, the travel time is affected by weather condition. For example, heavy rain or foggy weather has influence on the drivers' line of sight so that travel time would be longer. Thus, weather conditions should be considered as an influential factor that affects the travel time. In order to formalize these weather conditions, the weather is divided into different levels, as shown in Table 2 . Next, similar to the temporal feature sub-vector, the levels are also processed by one-hot method. Ultimately, weather feature sub-vector encoded by one-hot will be feed into our model.
4) EXTRACTION OF DRIVER FEATURES
Besides the above general features, individual features should be considered for computing TTE. This is because travel time of individual drivers between similar OD is different due to different driving habits and preferred routes. So we extract another important individual feature, driver feature. The driver feature could be further characterized into many attributes, such as driver ID, age and gender, which could help to increase the prediction accurately.
From Table 3 , we can see that different drivers with similar trip conditions have different travel time. For example, for pickup grid ID101-98 and drop-off grid ID 103-92, driver 216 took 408 seconds while driver 465 took 358 seconds, respectively. Therefore, information on drivers needs to be used in modeling as a separate sub-vector. 
E. BUILDING TTE-ENSEMBLE MODEL
Based upon the extracted four feature sub-vectors, we propose the TTE-Ensemble model for estimating the travel time that integrates two models: GBDT and DNN by using ensemble method. Ensemble method refers to a kind of supervised learning method that trains multiple single models and then integrates them together, which could achieve better prediction results than a single model [26] .
From the perspectives of the scenario of travel time prediction, GBDT model could be good at processing the low dimensional simple features (e.g., weather features), while it would be ineffective in dealing with spare features [27] . DNN model could do well in handling the high dimensional underlying features (e.g., the complex spatial relationship among grids), while it would be easily over-fitting [28] . To balance the advantages and disadvantages of GBDT model and DNN model, we put forward to ensemble method to integrate them through the decision tree.
We will describe how to process some obvious features by using GBDT model in the first subsection, and how to handle some underlying features by utilizing DNN model in the second subsection, and how these two models are integrated in our TTE-Ensemble model in the last subsection.
1) BUILDING GBDT MODEL FOR TTE
GBDT model is a combination of boosting algorithm and decision tree that was proposed by Jerome Friedman in 2001 [29] , in which the decision tree is acted as the base learner of the boosting algorithm while the boosting algorithm synthesizes the results of multiple learners. Unlike the ordinary decision tree algorithm, GBDT model uses forward stage-wise additive decision trees to reduce the residual between the labeled value and the predicting result of each iteration decision tree T m (X ; m ) without changing the previous parameters m . We assume that X denotes input vector, m denotes the m-th iteration and M is the total number of iterations. Formally, we describe GBDT model as formula (1) .
GBDT model has the following two advantages. First, GBDT model can effectively capture nonlinear relationships between input variable and dependent variable in formula (1) . Furthermore, GBDT model can effectively alleviate over-fitting since it is a tree-based integration method. Thus, GBDT model helps improve the accuracy of TTE, which will be evaluated in the Section V. We use GBDT model as a part of our TTE-Ensemble model. Considering some features, such as cluster ID and weather features, cannot be used directly, we adopt the one-hot encoding method to map these features into input vector X , and then import X into GBDT model, which is implemented by the LightGBM.
LightGBM is a tree-based learning framework with lower memory usage and faster training speed [30] . We feed four sub-vectors into this framework, set the its parameters, train it by iterating the tree continuously, obtain an optimized model that will be used to predict travel timeŷ GBDT . With regard to the model parameter settings, we train the LightGBM model by setting the number of tree leaf nodes as 31, the rate of model learning as 0.05 and the number of boost round as 180. The reason for setting these values is that TTE could get the optimal value under our experimental scenario.
2) BUILDING DNN MODEL FOR TTE
To further characterize the hidden influence of multiple perspective features on TTE, we exploit DNN model, as shown in Fig. 9 . We design an end-to-end DNN architecture that consists of three components: entity embedding The first component consists of two entity embedding layer parts, whose inputs are the origin grid ID, destination grid ID and the driver ID, respectively. We use grid ID as input instead of raw coordinates of OD points data for two reasons. One is that the amount of raw coordinate of OD trip data is too large to process. Another reason is that the similar patterns between nearby ODs as expressed in raw coordinates might not be discovered. Therefore, we transform the problem of TTE between two raw coordinates into predicting travel time between two grids. However, it is not suitable to directly encode the grid ID feature vector by using one-hot method since this vector's dimension is too high and the non-zero element is also sparse. Therefore, we adopt an embedding method to transcode the vector because it can effectively learn the representation of the grid ID in reduced dimension [28] . Similar to grid ID, the driver ID is also encoded into a vector with a fixed size through the embedding layer, so that drivers with the similar characteristics will be closer to each other in the new embedding space.
The second component concatenates the feature subvectors from the output of first component, and other feature sub-vectors (e.g., temporal feature or weather feature subvectors) into a whole feature vector. The final component, network part, consists of four hidden layers with 512, 256, 128, 64 nodes and an output layer with 1 neuron node, whose output is the travel timeŷ DNN predicted by our proposed DNN model that will be evaluated in the Section V.
With regard to the model parameter settings, we train the DNN model by setting the batch size as 512, selecting Adam [31] as the optimizer, adopting ReLU as the activation function and MSE (Mean Squared Error) as the objective function. In order to avoid the occurrence of overfitting, we use 5-fold cross-validation and early stopping method during training model. As shown in Fig. 10 , as the number of iterations increases, the MSE of the training set decreases, and the MSE of validation set tends to be stable. Therefore, we set epoch size as 60 in our context. 
3) ENSEMBLE METHOD BASED ON DECISION TREE
So far, we have obtained two estimation value of travel timê y GBDT andŷ DNN . However, there is still large error between them and the real values. For example, according to the observation from our experiments, GBDT has a relatively larger error on long-distance trips, while DNN has a relatively larger error on short-distance trips.
In order to complement the two models and improve the accuracy of prediction, we introduce a decision tree model to play the role of a second-level meta-learner, referring to the formula (2):ŷ
In formula (2), the resultsŷ GBDT andŷ DNN of GBDT and DNN predictions are used as new features, and the true travel time is used as the label data to train the decision tree model, by dynamically assigning weights to the importance of each model to balance the GBDT and DNN. Our method is based on the technique of stacked generalization and the type of decision tree is classification and regression tree. We choose MSE to measure the quality of each split. We let the depth of tree range from 7 to 9. At last, this model returns the final TTE valueŷ.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To further evaluate the performance of our TTE-Ensemble model, extensive experiments were conducted based on real datasets of OD points in Chengdu and Shanghai, which include over two million records. We randomly split 70% of the records for training, 10% of the records for validating and the rest 20% for testing. Next, we first introduce three evaluation metrics, and then compare our model with the baselines from the perspectives of different modality data and different single model, respectively.
A. EVALUATION METRICS
The output of our TTE-Ensemble model is the estimated seconds for the trip. We use the evaluation criteria MAPE, MAE and MARE, which are commonly used in TTE problems [19] , as shown in Equation 3, 4 and 5, respectively. Suppose y i denotes the ground truth,ŷ i denotes the predicted value, and N represents the number of testing samples.
Mean Absolute Percentage Error (MAPE),
Mean Absolute Error (MAE),
And Mean Absolute Relative Error (MARE).
B. RESULTS
1) COMPARISON WITH DIFFERENT MODALITY DATA
In the proposed TTE-Ensemble model, we extracted the feature sub-vectors from the multi-modality data, i.e., the spatial feature, temporal feature, weather feature and driver feature (S, T, W, D for short). To examine the impacts of various features on predicting results, we sequentially added the spatial feature, temporal feature, weather feature and driver feature into our model. Results of performance comparison are shown in the Table 4 and Table 5 . From Table 4 and Table 5 , it shows clearly that the predicting errors decline with including more features. For example, the maximal MAPE is 27.79% (when using only a single feature S), the minimal is 24.73% (when using all features S + T + W + D) and the MAPE reduces from 27.79% to 25.29%, 24.92% and 24.73%, respectively. Note that the impact of weather on the results is not very obvious due to the lack of temporal fine-grained weather data, such as such as hourly or sub-hourly data. At the same time, we can find that Chengdu's dataset is less affected by the weather than Shanghai, because the temporal span of its dataset is less than a month and weather has changed little during this span.
2) COMPARISON WITH DIFFERENT MODEL
According to the common verifying method in machine learning field [26] , Linear regression model (LRM), GBDT, and DNN are applied to act as baselines to evaluate our TTE-Ensemble.
• LRM. Using linear regression model [19] with only three kinds of same features to the TTE-Ensemble, except driver features. This is because the dimension of driver features sub-vector is so high that would lead to overflow for LRM.
• GBDT. Using only the GBDT model of the TTE-Ensemble with the same features and decision tree structure [29] .
• DNN. Using only the DNN model of the TTE-Ensemble with the same features and neural network structure [28] . It can be found from Table 6 and Table 7 that the TTE-Ensemble model outperforms the other three single models in terms of TTE accuracy. For example, compared with others, the MAE of our TTE-Ensemble is reduced by 26.56s, 2.12s, and 5.33s on Shanghai dataset, respectively. DNN does not work as well as our model. We think it would be because of different data features in the travel time estimation task from those features in the images or speech recognition task. And the extracted features here make DNN easier to overfit. Furthermore, this is also because that our proposed model balances the advantages and disadvantages of GBDT model and DNN model. DNN is good at handling sparse categorical features, while GBDT do well in dense numerical ones. This is consistent with the conclusion from Microsoft Research [27] . In addition, we can find that our model has certain generality since that it is capable of achieving the accurate results in both Chengdu and Shanghai datasets.
V. CONCLUSION
As a very challenging task, there is also room for improvement in the field of Travel Time Estimation (TTE), especially in the OD circumstance with no intermediate trajectory data. This research was inspired by the idea that the multi-perspective features and multiple models should all be considered to improve the estimation of travel time.
In this paper, we presented a novel method TTE-Ensemble by successfully extracting four features and integrating two models. TTE-Ensemble is mainly divided into two parts. The first part mainly describes the features extraction from spatio-temporal OD trip data, weather data and driver data. The second part mainly presents the establishment of the ensemble model. Experiments were designed to verify the effectiveness of the TTE-Ensemble with multiple evaluation metrics. The experiment results from the two study cases demonstrate that our method is general for different cases and is able to improve the accuracy of TTE. At the current stage, weather feature is processed coarsely in our model. If fine-temporal resolution data in describing the actual weather conditions experienced at the time of the trips, our TTE-Ensemble should be more effective. In addition, data on traffic flow data could also provide an important additional feature to improve the prediction. To address the above problems, we will focus on extracting more perspective features and feeding them into our model in the future work.
