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This work reports a transfer function-based approach to characterizing the operation of single
neuronal cells in terms of the instantaneous frequency of the input and output signals. We adopt
the leaky integrate-and-fire model. The transfer relationship is obtained by performing successive
numeric-computational simulations and statistical regressions. Several interesting results are re-
ported, including the identification and characterization of linearity in the transfer relationship, as
well as the identification of regions in the parameter space characterized by sharper transfer func-
tions. These properties can be used to facilitate simulations under certain circumstances and to
validate the model by comparison with biological results.
I. INTRODUCTION
Neuronal systems have been continuous and intensely
investigated along the last decades mostly because of
their essential role in underlying human intelligence. The
several approaches attempted so far vary in many as-
pects, focusing on smaller or larger scales of time, space
and detail [1–5]. Because a single neuronal cell consti-
tutes the basic processing element of the nervous system,
it has received particular attention from both theoretical
and experimental points of view. One approach that has
been often adopted consists in modeling the electrochem-
ical activity of a single neuronal cell in terms of a set of
mathematical dynamical equations [6–8]. Because these
approaches demand substantial computational cost, sim-
plified investigations have been proposed involving only
the transmembrane potential value, not taking into ac-
count the ionic currents, as in the case of integrate-and-
fire models [9]. Neuronal simulations performed in this
way typically involve the dynamic unfolding of the neu-
ronal state along time, under control of some mathemat-
ical rules such as a differential equation [10, 11]. The
analysis of the simulated results obtained by using this
type of approaches is often performed taking into account
the frequency of neuronal spikes, as this is known to cor-
respond to an important aspect underlying information
transfer and processing in neuronal systems [12–16].
Several devices in electronics, such as transistors, are
characterized in terms of an input/output formulation
in terms of transfer function [17, 18]. More specifi-
cally, if the input signal is represented as the time func-
tion x(t), and the output as y(t), the transfer function
y(t) = F (x(t)) defines the mapping from the input into
the output signals. This approach is particularly use-
ful because it summarize the operation of the device in
terms of a simple functional relationship. Consequently,
it becomes particularly straightforward to simulate the
device operation in terms of this methodology. In addi-
tion, the shape of the transfer function itself can provide
∗ felipe.gewers@usp.br
several insights about the processing being performed by
the device, including its linearity.
Despite the interesting advantages provided by the
transfer function approach, it has rarely been applied to
characterizing and modeling the nervous system. In the
present work, we develop a transfer function approach to
characterize the operation of single neuronal cells, with
respect to the instantaneous frequency of the action po-
tentials. More specifically, the input signal x(t) is taken
as the instantaneous frequency of the presynaptic spikes,
while the output signal y(t) corresponds to the instan-
taneous frequency of the postsynaptic action potentials.
We adopt the leaky integrate-and-fire model, and sev-
eral numeric-computational simulations are performed
for several model parameters and inputs. This allows
us to estimate the transfer function of the instantaneous
frequencies. Because of the memory property inherent
to these systems, the obtained relationship is not exact
in the sense that more than one distinct output can be
obtained for the same input signal. In spite of this lim-
itation, it has been possible to infer a linear pattern of
relationship for several parametric configurations, which
allowed us to estimate the neuronal operation with a good
level of accuracy.
This approach also has benefits for the description and
validation of the neuronal model by comparing the results
obtained with biological equivalents; for the formulation
of a methodology based solely on coding by instantaneous
frequencies of the spikes, as the results obtained allow the
input and output frequencies to directly related. It is also
interesting for the simulations of neuronal experiments
that employ the concept of instantaneous frequency, be-
cause it provides a way more efficient for obtaining the
output instantaneous frequency of a neuron than com-
puting all the neuronal dynamics.
This article starts by presenting the adopted leaky
integrate-and-fire model, as well as the adopted consider-
ations and how the synapses have been approached and
modeled. Next, we introduce the concept of dynamic
frequency transfer function, and discuss why it is not
possible to have a proper function in our case. Then,
we present the parameters adopted in the simulations,
including the model parameters, time resolution and fre-
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2quency time window. The obtained results are then re-
ported and discussed, with emphasis on the linearity of
the transfer function, and perspectives for future devel-
opments are then proposed.
II. THE LEAKY INTEGRATE-AND-FIRE
MODEL
The leaky integrate-and-fire model (LIF) is probably
one of the most well-known spiking neuron model, be-
ing widely used in computational neuroscience [19, 20].
The equations describing the model are simple, which
allows simulations of networks with a large numbers of
neurons, as well as analytical treatments [21, 22]. De-
spite their simplicity, integrate-and-fire networks have
been able to describe a broad spectrum of neuronal dy-
namics and cortical functions, from the emergence of
up-down states [23–25], self-sustaining synchronous and
asynchronous states [26–29], working memory [30–32],
attention [33, 34], decision making [35], rhythmogenesis
[36], and coding of sensory information [33, 37, 38].
In the integrate-and-fire model, the neuron state is de-
termined only by its membrane potential, that is altered
by the synaptic inputs and/or injected current, each of
these synaptic inputs are weighted by their respective
synaptic efficacy [39]. When depolarized, the membrane
potential decays exponentially with a characteristic time
constant, the membrane time constant, and the neuron
is said to be leaky. An integrate-and-fire neuron is un-
derstood as a ’point neuron’ since its spatial structure is
not considered [9].
Integrating everything that was so far presented, the
membrane potential of the leaky integrate-and-fire neu-
ron model is defined by the following differential equa-
tion:
τm
dv(t)
dt
= vr +RmI(t)− v(t), (1)
where v(t) is the membrane potential, vr is the resting
potential and I(t) is the total current through the mem-
brane. The parameter τm is the membrane time constant,
Rm is the membrane resistance and Cm is the membrane
capacitance, with the relation between them given as:
τm = RmCm. (2)
This equation can be expressed in terms of the equivalent
electronic circuit shown in Figure 1 [40].
When the membrane potential reaches the spiking
threshold ϑ, the neuron generates an action potential.
The neuron dynamics that generates the action poten-
tial is not treated by the integrate-and-fire model, as it
simply defines the instant of time t(f) at which an action
potential is generated:
t(f) : v(t(f)) = ϑ. (3)
FIG. 1: The equivalent circuit for the membrane
potential of the leaky integrate-and-fire model for
vr = 0.
After a postsynaptic spike is generated, the membrane
potential is immediately changed to vrs, the reset poten-
tial:
lim
t→t(f)+
v(t) = vrs. (4)
We can establish that, after a spike occurs, the membrane
potential does not change for a period of time correspond-
ing to the absolute refractory period τabs:
v(t+ t(f)) = vrs, 0 < t ≤ τabs. (5)
A. Considerations
We will henceforth adopt a single integrate-and-fire
neuron with null absolute refractory period τabs = 0ms,
subject to a single excitatory synaptic input that gen-
erates a delta function postsynaptic current, which does
not depends of the membrane potential.
These conditions are a good approximation for a fast
spiking cortical neuron, because the integrate-and-fire
model does not reproduces adaptation or bursts, stim-
ulated by a single spaced spike train that generates post-
synaptic currents through channels controlled by ’AMPA’
receptors. However, the model can also be used, with less
precision, to represent other types of neuronal dynamics.
It has been assumed that the neuron had only one
synaptic input to construct the transfer function with
respect to one input and output. This situation can
be achieved in cases where one input of the neuron is
much more active and intense than the others, or when
in a small time window the neuron receives many inputs
which the sum of its intensities is nearly constant.
Under these circumstances, the spike train that stim-
ulate the neuron generates a postsynaptic current in the
form:
3I(t) = C
∑
s
αEδ(t− t(s)), (6)
where t(s) are the arrive times of the presynaptic neuro-
transmitters to the postsynaptic membrane, and αE is
the amplitude of the excitatory postsynaptic current.
B. Initial Development of the Leaky
Integrate-and-Fire Model
The postsynaptic current of a single presynaptic spike
I(t) = CαEδ(t − tt−t(s)), stimulating the neuron at rest
v(0) = vr, generates an alteration in the membrane po-
tential. Solving the differential Equation 1 for these cir-
cumstances, we have:
v(t) = vr + αE exp
(
− t− t
(s)
τm
)
Θ(t− t(s)), (7)
where Θ(t) is the Heaviside step function [41]. Therefore,
a single synaptic input generates a postsynaptic potential
(t, t(s)) = αE exp(−(t− t(s))/τm)Θ(t− t(s)).
Since Equation 1 is linear and the synaptic stimuli does
not depend on the membrane potential, it is possible to
use the superposition principle to solve it for the spike
train of Equation 6. Thus, the membrane potential at a
time t is given by the sum of the resting potential with
the postsynaptic potentials generated by each presynap-
tic spike of the spike train:
v(t) = vr + αE
∑
s
exp
(
− t− t
(s)
τm
)
Θ(t− t(s)). (8)
Without loss of generality, the null rest potential scale
vr = 0mV will be adopted. In addition, the restoration
potential will be defined as the resting potential vrs =
vr = 0mV .
C. Dynamic Frequency Transfer Function
A frequency transfer function, in the framework of
neuronal dynamics, is a function that associates the fre-
quency of the input on the neuron, the presynaptic spike
train, with the frequency of the output, the generated ac-
tion potentials. In case the input frequency is constant,
the output frequency will also be constant. In this sense,
it is called the stationary frequency transfer function, as-
sociating the input frequency value with the frequency of
the generated output (Appendix A).
However, in the general case, the input instantaneous
frequency varies along time. In this case, it is called
dynamic frequency transfer function, the function that
associates the input instantaneous frequency at a given
instant of time, with the output instantaneous frequency
at the same instant of time.
There is many ways to define instantaneous frequency
of a spike train [42]. Here, we adopt the following mean
window method:
ν(t) =
1
∆t
n(t; t+ ∆t), (9)
where n(t; t+ ∆t) is the number of spikes between t and
t+ ∆t.
Observe that, in this context, it is not possible to con-
struct a function between the input and output instan-
taneous frequencies. The examples in Figure 2 and 3
illustrate this restriction. Considering a frequency win-
dow ∆t = 20ms, the Figure 2 shows that two presynap-
tic spike trains with the same instantaneous frequencies
(both have 13 spikes in the 20ms interval) can generate
different output instantaneous frequencies in the same in-
terval. Contrariwise, Figure 3 shows that two presynap-
tic spikes train with different instantaneous frequencies
can generate equal output instantaneous frequencies.
Despite the impossibility of constructing a function be-
tween the frequencies, it is still possible to explore char-
acteristics of this relationship, especially its linearity, as
will be developed in the following.
III. DEVELOPMENT
At an instant t the output instantaneous frequency of
a leaky integrate-and-fire neuron depends of the input
current not only at that moment but also at the mo-
ments prior of t. In the investigation of the instanta-
neous relations between the frequencies of the spikes, we
do not have the complete information about the previ-
ous values of input current and, consequently, we have
a non-deterministic relation between the instantaneous
frequencies.
To analyze the dynamic frequency, transfer numerical
simulations were used. The dynamic of the integrated-
and-fire model was simulated using equation 8, at each
simulation step the membrane potential value was calcu-
lated and compared to the spiking threshold, which was
set at 25mV , in order to define if a postsynaptic spike
was generated or not. The simulations were performed
with total execution time of ttot = 10, 000ms and a sim-
ulation time interval of dt = 0.1ms, that is, every 0.1ms
all variables were calculated and the conditions checked.
The presynaptic spike train that stimulates the neu-
ron was generated through a homogeneous Poisson pro-
cess [43–45], in which at each simulation step there is
pS = 0.05 of chance that a presynaptic spike will be gen-
erated. Thus, the distribution of the interspike interval
is an exponential one. This process was chosen because
it generates a spike train with a broad spectrum of inter-
spike intervals, while focusing on short intervals.
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FIG. 2: Left: the presynaptic spike train. Right: the respective membrane potential variation. Considering a
frequency window ∆t = 20ms both presynaptic spike trains have the same instantaneous frequencies at t = 0, but
generate outputs with different instantaneous frequencies.
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FIG. 3: Left: the presynaptic spike train. Right: the respective membrane potential variation. Considering a
frequency window ∆t = 20ms both presynaptic spike train have different instantaneous frequencies at t = 0, but
generate an output with the same instantaneous frequencies.
Under the previous assumptions and settings, the am-
plitude of the excitatory postsynaptic potential αE and
the membrane time constant τm are the principal param-
eters of the model, that can be altered for the study of
its dynamic.
Figure 4 presents the dynamic frequency transfer, the
5output instantaneous frequency in terms of the input,
at the same instant of time, for several values of αE ,
that was obtained simulating the model in the circum-
stances described above. The possible values of the in-
stantaneous frequency are obtained at discrete intervals,
as a consequence of the instantaneous frequency mean
window method (Equation 9), that takes values at 1/∆t
intervals.
In Figure 4, it is possible to identify a linear relation-
ship between the frequencies, which becomes more de-
fined with the increase of the αE . This behavior makes
sense if we analyze what is expected when αE ≥ ϑ = 25,
in this case the system is completely determined as each
presynaptic spike generates an postsynaptic spike, so the
instantaneous frequency plot is a perfect line with slope
a = 1.
Because the dynamic frequency transfer cannot be ex-
pressed in terms of a function, and there is no simple
method for capturing all the information of the instanta-
neous frequency relationships, we resource to the strategy
of characterizing the transfer according to its linearity.
Among the various ways that can be used to characterize
a multivalued relationship, linearity was chosen because
the system has a natural tendency to linearize with the
increment of its parameters. This characterization will
occur by expressing the linearity of dynamic frequency
transfer over a wide range of αE and τm values, by de-
limiting the parameter space in relation to their linearity,
and by expressing the parameters of the linear functions,
which best approximates the transfer.
It is necessary to choose a frequency window ∆t in a
stable region, that is, so that reasonable changes in the
value of ∆t do not change the obtained results. The
Figure 5 illustrates the value of different measurements
obtained from the dynamic transfer function, which will
receive more detail later in this text, in terms of the fre-
quency window ∆t. Figure 5a shows that the values of
∆t, between 5ms and 200ms, do not significantly change
the values obtained for the measurements. However, Fig-
ure 5b shows that the dispersion of some measures de-
creases with the increase of ∆t. As a result, ∆t = 80ms
will be adopted as it is in a stable region with low dis-
persion.
The way in which the instantaneous frequency has been
defined implies it to assume only discrete values. After
a simulation, the quantity of points found with a partic-
ular combination of input and output instantaneous fre-
quency is based on the simulation total execution time
and the probability density of the presynaptic interspike
intervals, since it determines the amount of times an
input pattern is repeated in an interval ∆t. However,
the possibility that of one of these points, with a de-
termined combination of input and output instantaneous
frequency, exist is determined only by the model dynamic
and parameters.
It will be assumed that the execution time of the simu-
lations, the probability density of the presynaptic spikes,
the frequency window and the model parameters are suf-
ficient to generate at least one result respective to most
of the possible combination of input and output instanta-
neous frequency for small and medium frequencies values.
Therefore, for a study of frequency transfer that does not
depend on the probability density of the presynaptic in-
terspike intervals, only one value of each combination of
input and output instantaneous frequency needed to be
considered.
A. Correlation
As discussed, the relationship between the input and
output instantaneous frequencies at the same instant of
time has a linear shape that depends on the parameters
of the neuron (Figure 4). A neuron for which the rela-
tionship of the instantaneous frequencies is a straight line
acts as a linear frequency attenuator.
In order to determine when an integrate-and-fire neu-
ron can be approximated by a linear frequency attenua-
tor, and how well this approximation can be, it is nec-
essary to measure the linearity of the instantaneous fre-
quencies relationship of the neuron. For this, we used
the Pearson’s correlation as a measurement of how linear
is the relationship, high values of Pearson’s correlation
mean that the system can be well represented by a linear
function [46].
The plot of the Pearson’s correlation coefficient in
terms of αE and τm, can be seen in Figure 6. The plot
shows an increasing behavior of the correlation with αE
and τm. This is expected because the higher the ampli-
tude αE , the closer the neuron is to the saturation, which
has a linear characteristic, and the higher the membrane
time constant τm, the closer the neuron is to a perfect
integrator, without leak.
An important characteristic of the Person correlation is
that it is a measurement of the quality of a least squares
linear regression. In this context the Person correlation is
called coefficient of correlation R and its square is named
coefficient of determination R2 and both values are often
used as measures of quality, each with its advantages, of
a least squares linear regression [47].
It is useful to relate regions of the space parameters
with the linearity of the dynamic frequency transfer, and
this can be done by taking into account the fact that the
Pearson’s coefficient increases with αE and τm. Using a
fixed value of the Pearson’s coefficient, it is possible to fit
the points with lowest correlation values that are greater
than or equal to the fixed value in order to construct a
curve of αE in terms of τm. Due to the increasing behav-
ior of the Pearson’s coefficient, it is possible to infer that
for values of αE and τm above this curve the Pearson’s
coefficient will result above the initially fixed value.
For this curve fit, we adopted the least squares method
with the model function:
y = ϕ1x
−ϕ2 , (10)
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FIG. 4: Left: plots of both instantaneous frequency input and output along time. Right: plots of the respective
instantaneous frequency output in terms of the input at the same instant of time. The simulations adopted
τm = 20ms, the window size of the frequency ∆t = 10ms, and the amplitude αE varies in each subplot: a) 3mV ; b)
5mV ; c) 10mV ; d) 15mV .
where ϕ1 and ϕ2 are the adjust parameters [48]. The
results are showed in Table I and the curves are showed
in Figure 7.
Therefore, the linearity of dynamic frequency transfer
can be quantified in terms of the model parameters αE
and τm, yielding a method for dividing the parameter
space into regions according to their linearity.
B. Linear Regression
The relationship between the frequencies is a scatter of
points with a linear behavior for some model parameters.
To analyze the parameters of the linear function that
better approximate the dynamic frequency transfer, the
least squares method with the model function y = 1x+2
7(a)
(b)
FIG. 5: Plots of various measurements obtained by
dynamic frequency transfer in terms of the frequency
window ∆t. The dynamic frequency transfer used was
generated by a neuron with the parameters αE = 5mV
and τm = 20ms.
FIG. 6: Plot of the Pearson’s correlation by αE and τm
in two different angles. It was used the window size of
the frequency ∆t = 80ms.
was employed to fit the set of points of the instantaneous
frequencies relationship (Figure 4). The values 1 and 2
Pearson’s Coefficient ϕ1 ϕ2 RMSE (mV)
ρ ≥ 0.95 21.5± 1.1 0.41± 0.03 1.29
ρ ≥ 0.9 17.9± 0.6 0.50± 0.02 0.71
ρ ≥ 0.8 14.8± 0.4 0.54± 0.02 0.50
ρ ≥ 0.7 12.7± 0.4 0.56± 0.02 0.50
ρ ≥ 0.6 10.5± 0.4 0.51± 0.03 0.51
TABLE I: Table presenting the parameters of the
curves that delimit the regions in the plane of αE and
τm, followed by their respective confidence intervals of
95% based on Student’s t-distribution, and lastly the
root-mean-square deviation (RMSE) of each curve fit.
For values of αE and τm higher than one of the curves,
the Pearson’s correlation of the transfer is higher than
the fixed value.
FIG. 7: Plot of the fitted curves of the Table I. Each
curve delimits the plane (αE , τm) according with the
value of the Pearson’s coefficient of the same color
indicated in the legend.
are the adjust coefficients,
The parameters of the fitted straight line in terms of
the model parameters αE and τm is illustrated in Figure
8. The quality of the adjust can be evaluated by the
measurements presented in Appendix B. It is possible to
verify, for the slope 1, that some well delimited regions
are obtained, which have almost constant value.
One characteristic that can be extracted from the Fig-
ures 6 and 8 is that the measurements vary with τm only
for small values of τm and αE , remaining practically con-
stant for greater values. That occurs because, given a
fixed value for the amplitude αE and the interspike in-
tervals of presynaptic spikes, values of τm greater than
a certain range do not provide the necessary leakage to
change the pattern of action potentials generated by the
neuron.
Based on the Pearson’s correlation, the model does not
have a frequency transfer with a linear behavior for small
values of τm and αE , and therefore this region is not suit-
able for the linear regression. In some experiments that
try to quantify the leakage of a biological neuron, founded
some values of τm greater than 10ms [49, 50]. All this
motivated us to analyze the model only for τm = 20ms
8(a) (b)
FIG. 8: a) Plot of the fitted slope 1 in terms of αE and τm in three different angles. b) Plot of the fitted intercept
2 in terms of αE and τm in three different angles. A frequency window ∆t = 80ms has been adopted.
(Figure 9), i.e. in the region where the frequency transfer
exhibits some remarkable linearity and the behavior in
terms of τm is almost constant.
Analyzing Figure 9a, it is possible to see that the slope
1 has a small dispersion, and for αE values above about
9mV it has a strong plateaus-based behavior. This oc-
curs because the quantity of presynaptic spikes that gen-
erate an action potential is a particularly important fac-
tor to the frequency transfer function. In this way, the
plateaus tend to emerge in the values of αE next to ϑ/N ,
where N is the number of presynaptic spikes necessary
to generate an action potential. In the considered case
the threshold is fixed at 25mV , so the plateaus emerge
principally at 25mV , 12.5mV , 8.3mV and 6.25mV .
As the number of spikes N increases, transitions be-
tween plateaus become smaller and smoother. For small
values of αEm, many spikes are required to generate an
action potential, and in this case, because the leakage
have more time to act on the membrane potential, the
interspike interval becomes a more important factor in
the occurrence of a postsynaptic spike, which smooth the
plateaus behavior.
Based on Figure 9b, the intercept 2 has a large disper-
sion and varies greatly with αE . Their values are usually
equal or smaller than zero. This is because it is possi-
ble that presynaptic spikes do not generate an output,
but postsynaptic spikes cannot occur without inputs. In
addition, the values of 2 are extremely small. Since
∆t = 80ms was used, possible instantaneous frequency
values are given at intervals of 1/∆t = 0.0125ms, in the
same range as the values assumed for 2. Therefore, this
indicates that the intercept can be disregarded from the
linear model function that fits the dynamic frequency
transfer, and it can be simply described by y = 1x.
IV. CONCLUSIONS
In the last years, there has been a great increase in the
interest and application of mathematical models that de-
scribe biological neurons. These models are often used to
investigate certain characteristics of the nervous system
through analytical methods, and more often numerical
simulations. This is generally a consequence of the suc-
cess of this approach under certain circumstances, and
the large increase of the computational processing ca-
9(a)
(b)
FIG. 9: a) Fitted slope 1 of the dynamic frequency
transfer in terms of αE . b) Fitted intercept 2 of the
dynamic frequency transfer in terms of αE . In both
plots, τ = 20ms. The αE values varies from 0.5mV to
30mV in intervals of 0.05mV (green squares). The blue
points define the line and are given by the mean of the
squares in a 0.5mV interval of αE . The dot line is the
standard error.
pacity [3, 7, 51, 52].
In the current work, the transfer function formalism
has been applied considering the instantaneous frequen-
cies of a single neuron. Widely used in areas such as elec-
tronic engineering, the transfer function allows the un-
derstanding of a system in terms of a graphic-functional
relationship between its input and output. The leaky
integrate-and-fire neuron model was adopted because of
its simplicity and the fact that it have been used system-
atically in several previous works, often obtaining de-
scriptions compatible with those observed in biological
systems [8, 9].
The dynamic frequency transfer, which is the relation
between the instantaneous input and output frequencies
at the same instant of time, was obtained through sys-
tematic numerical simulations, for several parameters of
the system. In order to obtain this relationship, it was
necessary to choose the window value for the calcula-
tion of the instantaneous frequency. It was found that
∆t = 80ms is a stable value in the adopted circum-
stances. Because the integrate-and-fire system has mem-
ory, this relationship is not deterministic and, therefore,
it is possible to have one input instantaneous frequency
associated to more than one output instantaneous fre-
quency. However, the possible values of this transfer re-
lationship still exhibit substantial linearity that varies
with the model parameters.
To quantify this linearity, we calculated the Pearson’s
coefficient of the relationship for different values of the
model parameters: the amplitude of the excitatory post-
synaptic potential αE and the membrane time constant
τm (Figure 6). Based on this information, we then ap-
plied the least squares method to relate regions of the
parameter space with the linearity of the transfer rela-
tionship (Table I and Figure 7). In this way, it became
possible to determine the quality of the instantaneous fre-
quencies transfer approximation by a straight line, which
corresponds to the situation that the neuron acts as a
linear frequency attenuator.
We also determined the parameters of the aforemen-
tioned straight line, which better approximate the rela-
tionship, in terms of the model parameters (Figure 8).
From these data, it was possible to show that the in-
tercept of the fitted line is usually less than or equal to
zero, and has very small values with large dispersion, thus
not being very relevant to the model. It was also shown
that the slope has a nearly constant value in different
well-delimited regions. Moreover, we showed that in the
cases in which the neuron can be well approximated as
a linear frequency attenuator, ie. the instantaneous fre-
quency transfer relationship can be well approximately
by a straight line, the membrane time constant (τm) be-
comes not too relevant to the frequency transfer.
This methodology can be used in simulations of neu-
ronal experiments in the context of instantaneous fre-
quencies under similar circumstances as those adopted.
Then, by knowing the parameters of the model, one can
infer the linearity of the transfer relationship and the er-
ror associated with it. Thus, depending on the parameter
values and the error one is willing to accept, the instanta-
neous output frequency can be more efficiently obtained
directly from the input frequency without the need to
simulate the entire neuronal dynamics. In addition, the
frequency transfer can be used for model validation, serv-
ing as a comparison measure between the mathematical
model and the biological neuron.
As future developments, it would be interesting to an-
alyze how the behavior of the frequencies transfer in the
cases in which the neuron has more than one presynap-
tic input with different amplitudes αE and instantaneous
frequencies. It would also be interesting to study the
transfer relationship for other neuron models, or between
neurons in a network.
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APPENDIX A - STATIONARY FREQUENCY
TRANSFER FUNCTION
The stationary frequency transfer function relates the
frequency of the presynaptic spike train with the fre-
quency of the generated action potentials, after a suf-
ficient adaptation period, in the case of the presynaptic
spike train has constant interspike interval.
Consider the neuron initially at rest and a sequence
of presynaptic spikes with interspike interval (tisi = γ),
a number N of presynaptic spikes will be necessary to
generate one postsynaptic spike. Based on Equation 8,
the number N is defined as the smallest value that obeys
the relationship:
N−1∑
i=0
aE exp− iγ
τm
≥ ϑ, (11)
eliminating the sum we obtain:
αE exp
(
γ−γN
τm
) [
exp
(
γN
τm
)
− 1
]
exp
(
γ
τm
)
− 1
≥ ϑ. (12)
In the limit of N → ∞ the left side of Equation 12
becomes:
lim
N→∞
N−1∑
i=0
αE exp
(
− iγ
τm
)
=
αE exp
(
− γτm
)
exp
(
− γτm
)
− 1
. (13)
In case the value of Equation 13 is less than or equal to
the spiking threshold ϑ the neuron does not fire, since it
would require at lest a infinite number of synaptic inputs
to generate a single action potential.
Considering a presynaptic spike train capable of stim-
ulating an action potential, it is possible to isolate N in
Equation 13:
N = ceil

γ − τm ln
− (1−exp γτm )
(
−αE exp
γ
τm
1−exp γ
τm
−ϑ
)
αE

γ

,
(14)
where the function ceil(x) returns the smallest integer
that is greater than x.
After a generation of an action potential, the mem-
brane potential resets to the rest potential and the inte-
gration starts again. If the same regular spike train still
stimulate the neuron, the same number of N presynap-
tic spikes will be necessary to generate another action
potential. Therefore, in this case, the postsynaptic inter-
spike interval will also be constant and given by µ = Nγ,
and the output frequency νo = 1/µ in terms of the in-
put frequency νi = 1/γ, that is, the stationary frequency
transfer function, is given by:
νo(νi) =
νi
N(νi)
, (15)
where N(νi) can be obtained from Equation 14.
Figure 10 illustrates the stationary frequency transfer
for different values of τm.
FIG. 10: Stationary frequency transfer function of an
integrate-and-fire neuron, where vr = vrs = 0mV ,
ϑ = 20mV , τabs = 0ms, αE = 1mV , and τm assumes
several values (legend).
APPENDIX B - LINEAR FIT QUALITY
MEASUREMENTS
The Figure 11 presents the plots of different mea-
surements associated with the quality of the linear least
square fit over the dynamic frequency transfer relation-
ship.
APPENDIX C - MUTUAL INFORMATION
ANALYSES
Another, more general, way to exhibit the dependence,
on dynamic frequency transfer, between the input and
output frequencies is through mutual information [53].
The mutual information quantifies how much of uncer-
tainty (entropy) the knowledge of one of the input or out-
put frequencies removes from the other, in other words,
it is a measure of how much information the input and
output frequencies share.
12
(a)
(b)
(c)
(d)
FIG. 11: Plots of quality measurements of the fit made using the linear least squares method. The plots are all in
terms of αE and τm, and are presented at two angles. a) Standard error of the fitted slope 1. b) Standard error of
the fitted intercept 1. c) Root mean square error. d) Adjusted coefficient of determination.
The Figure 12 presents the normalized mutual infor-
mation of the dynamic frequency transfer with respect
to the input and output frequencies. Because the mu-
tual information is normalized, I(νi, νo) = 1 indicates
that knowledge of one of the frequencies completely de-
termines the value of the other, and I(νi, νo) = 0 in-
dicates that knowledge of one of the frequencies do not
provide any information about the other, they do not
share information.
It is noticeable that, for very small values of αE and
τm, the input and output frequencies, under the taken
circumstances, practically do not share information. For
values of αE ≥ 25mV , because the saturation, the system
is completely deterministic with respect to both input
and output. Moreover, by setting any value of αE , it can
be observed that the mutual information increases with
τm, indicating that increments of τm usually increase the
shared information.
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FIG. 12: Plot of the normalized mutual information, in
terms of αE and τm. A frequency window ∆t = 80ms
has been adopted.
