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Epithelial cell monolayers exhibit traveling mechanical waves. We rationalize this observation
thanks to a hydrodynamic description of the monolayer as a compressible, active and polar material.
We show that propagating waves of the cell density, polarity, velocity and stress fields may be due
to a Hopf bifurcation occurring above threshold values of active coupling coefficients.
I. INTRODUCTION
Pattern-forming instabilities [1] play a pivotal role in
the morphogenesis and spatio-temporal organization of
living organisms. Paradigmatic examples include the
morphogen patterns of developing embryos [2] and the
cooperative behaviour of large assemblies of microorgan-
isms [3], for instance in bacterial colonies. Nonlinear os-
cillators contribute to our understanding of phenomena
as diverse as genetic clocks [4] or calcium signaling [5].
Most processes occurring at the scale of a single cell are
strongly dissipative and driven by the consumption of
chemical fuel. A recognition of this basic fact has led
in the past few decades to a strong cross-fertilization of
concepts and methods between non-equilibrium physics
and cell biology [6, 7].
At the scale of the tissue, Serra-Picamal et al. [8]
discovered that the expansion into free space of Madin-
Darby canine kidney (MDCK) epithelial cell monolayers
is accompanied by traveling mechanical waves of the ve-
locity, strain rate, traction force and stress fields. This
observation has since been confirmed independently by
others, in the same geometry [9, 10], as well as in confined
domains [11]. To the best of our knowledge, the biologi-
cal function of the epithelial waves remains unknown. In
vitro epithelial cell monolayers are a robust model system
for epithelial tissues, amenable to controlled experiments
in various geometries and conditions [12–15]. Mono-
layer expansion has been studied theoretically by several
authors [16–19], and shown to be conducive to spatio-
temporally disordered dynamical regimes [20, 21]. The
first theoretical account of the mechanical waves given
in [8] necessitated a nonlinear cell rheology. More recent
models involve either a linear elastic [10, 11, 22] or a
viscous [23] rheology, as well as couplings of the mechan-
ical stress to additional fields such as the myosin density
[11, 22] or the cell polarity [10, 23]. Although traveling
waves of the cell density field have been observed dur-
ing epithelial spreading [10], the evolution equation of
the cell density has not been included in existing models.
This is all the more surprising that the cell density field
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of epithelial cell monolayers is known to fluctuate in both
time and space, both in vitro [24, 25] and in vivo [26]:
the corresponding epithelial flows are thus compressible.
In this work, we formulate and justify a minimal phys-
ical model of a cohesive tissue able to sustain traveling
mechanical waves. Noting that the waves occur in the
absence of cell division [9], we defer a rigorous treatment
of cell proliferation to a separate work [27] and treat the
cell density field as a conserved quantity. Importantly,
waves are suppressed by inhibitors of contractility, such
as blebbistatin [8]. We therefore consider tissue activity
as a necessary ingredient. Experiments have shown that
inhibitors of polarity also suppress the waves [10]: as a
consequence we include tissue polarity in our description.
Within the framework of linear nonequilibrium thermo-
dynamics [28], we write the constitutive equations for
a one-dimensional, compressible, polar and active mate-
rial, including lowest-order nonlinear active terms [29, 30]
that involve the cell density field. We show that Hopf
bifurcations occur beyond threshold values of active pa-
rameters, leading to traveling waves for the relevant me-
chanical fields (cell density, velocity and polarity), and
thus also for the tissue traction force and stress fields.
Inhibition assays of active and polar behaviour are mim-
icked by numerical simulations of our model equations.
We compare our minimal model with competing formu-
lations, and discuss the robustness of our findings to the
inclusion of additional terms.
II. MODEL
Since relevant experiments were performed in a quasi-
one-dimensional geometry [8, 9, 11], we focus on the one
dimensional case. We enforce periodic boundary condi-
tions in a system of constant spatial extension L, with
space coordinate x and time t.
A. Conservation equations
The conservation equation for cell number reads:
∂tρ+ ∂x (ρv) = 0 , (1)
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2where ρ(x, t) and v(x, t) respectively denote the cell num-
ber density and velocity fields. Denoting σ(x, t) the (in-
ternal) tissue stress field and text(x, t) the (external) force
exerted by the substrate on the tissue, the conservation
of linear momentum is expressed as:
∂xσ = −text . (2)
Motile cells within the tissue are polar, with a well-
defined front and rear: coarse-graining over a suitable
mesoscopic scale the cell polarity yields the tissue polar-
ity field p(x, t). The external force is assumed to be due
both to fluid friction, with a friction coefficient ξ, and to
active motility forces oriented along the polarity p(x, t),
with an amplitude ta [10, 11, 22, 23]:
text = −ξ v + ta p . (3)
B. Thermodynamics
Including the spatial gradients of the cell density and
polarity fields, we assume that the total free energy of
the cell monolayer reads
F =
∫
dx f(ρ, ∂xρ, ∂
2
xρ, p, ∂xp, ∂
2
xp) ,
where integration is performed over the domain of size L,
and f is the free energy density. Here and below a dot
denotes the total derivative, as in f˙ = ∂tf + v ∂xf . We
evaluate the free energy variation rate
F˙ =
d
dt
∫
dx f =
∫
dx ∂tf =
∫
dx
(
f˙ − v∂xf
)
=
∫
dx
(
f˙ + f∂xv
)
following an integration by parts. The chain rule yields
f˙ =
dρ
dt
∂f
∂ρ
+
d
dt
(∂xρ)
∂f
∂(∂xρ)
+
d
dt
(
∂2xρ
) ∂f
∂(∂2xρ)
+
dp
dt
∂f
∂p
+
d
dt
(∂xp)
∂f
∂(∂xp)
+
d
dt
(
∂2xp
) ∂f
∂(∂2xp)
.
Using (3), and the periodic boundary conditions, the
power of external forces done on the monolayer reads
Π =
∫
dx v (−ξv + tap) = −
∫
dx v ∂xσ =
∫
dxσ ∂xv .
For isothermal transformations at temperature T , we ob-
tain
TΣ = Π− F˙ +
∫
dx r∆µ ,
where Σ denotes the entropy production rate, and we
included an additional (chemical) active term [29], with
r and ∆µ respectively the reaction rate and chemical
potential difference of nucleotide hydrolysis. Following
[29, 30], we lump under the term “activity” all cell pro-
cesses driven by nucleotide hydrolysis, which are relevant
for cell and tissue mechanics. This includes motor-driven
contractility as well as actin polymerization.
Noting that
d
dt
(∂xp) = ∂x
dp
dt
− (∂xp)(∂xv)
d
dt
(
∂2xp
)
= ∂2x
dp
dt
− (∂xp)(∂2xv)− 2(∂2xp)(∂xv)
(and analogous equations concerning the density field),
integrations by part yield
TΣ =
∫
dx ((σ + pi) ∂xv + p˙ h+ r ∆µ) , (4)
with the following definitions of the molecular field h,
conjugate to the polarity:
h = −∂f
∂p
+ ∂x
(
∂f
∂(∂xp)
)
− ∂2x
(
∂f
∂(∂2xp)
)
, (5)
and of the pressure pi, conjugate to the density
pi =− f + ρ
[
∂f
∂ρ
− ∂x
(
∂f
∂(∂xρ)
)
+ ∂2x
(
∂f
∂(∂2xρ)
)]
+ (∂xρ)
[
∂f
∂(∂xρ)
− ∂x
(
∂f
∂(∂2xρ)
)]
+ (∂2xp)
∂f
∂(∂2xρ)
+ (∂xp)
[
∂f
∂(∂xp)
− ∂x
(
∂f
∂(∂2xp)
)]
+ (∂2xp)
∂f
∂(∂2xp)
.
(6)
C. Constitutive equations
From (4), we identify the following conjugate flux-force
pairs
Flux↔ Force
σ + pi ↔ ∂xv
p˙↔ h
r ↔ ∆µ .
Following a standard procedure, the constitutive equa-
tions read
σ + pi = η ∂xv + σa + γa ρ (7)
p˙ = Γp h− λ p ∂xv − αa p ∂xp+ δa ∂xρ (8)
omitting the equation expressing as a function of thermo-
dynamic forces the field r. The dynamic viscosity η and
the kinetic coefficient Γp are positive. We include lowest-
order (nonlinear) active coupling coefficients, denoted by
the index a, and proportional to ∆µ, as in γa = γ∆µ. A
contractile material is characterized by a positive active
stress σa, which may ensure, for large enough positive val-
ues, that the cell monolayer is everywhere under tension,
as observed experimentally [8]. Since r may be propor-
3tional to density, active coupling coefficients may also be
proportional to ρ. This justifies the active term γa ρ in
(7). The invariance properties of polar media allow for
an active coupling between polarity and density gradi-
ent, with a coefficient δa in (8). Two advection terms
with coupling coefficients αa and λ, of arbitrary signs,
are included in Eq. (8), in agreement with earlier studies
of active liquid crystals [31].
D. Free energy density
In our minimal description, we define the free energy
density as
f = ψρ(ρ) + ϕp(p) +
ν
2
(
∂2xρ
)2
(9)
(see Sec. V A for possible additional terms). The func-
tions ψρ(ρ) and ϕp(p) depend respectively on density and
polarity only. We include a stabilizing (ν ≥ 0) higher-
order density gradient term ν2
(
∂2xρ
)2
. It is akin to the
higher-order displacement gradient terms used in second
gradient elasticity [32, 33]. We obtain the conjugate fields
from (5-6):
h = −ϕ′p(p) (10)
pi = −f + ρ [ψ′ρ(ρ) + ν ∂4xρ]+ ν [(∂2xρ)2 − (∂xρ) (∂3xρ)] .(11)
In the following, we expand the free energy density f
in the vicinity of a state characterized by a finite polarity
p0 and a finite density ρe. We thus define
ϕp(p) = −a2
2
p2 +
a4
4
p4 , (12)
where a2, a4 are positive coefficients and
ψρ(ρ) =
1
2K
(
ρ− ρe
ρe
)2
+
1
4K4
(
ρ− ρe
ρe
)4
, (13)
where K ≥ 0 is the compressibility modulus, and ρe is
a reference density. The quartic term, with coefficient
K4 ≥ 0, is included for numerical stability. It makes the
density-dependent potential steeper, but does not alter
the linear stability analysis.
E. Summary
To summarize Eqs. (1-3) and (7-8), the dynamics
is governed by a set of three coupled partial differen-
tial equations, with periodic boundary conditions on all
fields:
∂tρ+ ∂x(ρv) = 0 (14)
−∂xpi + η ∂2xv + γa ∂xρ = ξ v − ta p (15)
∂tp+ v ∂xp+ λ p ∂xv + αa p ∂xp = Γph+ δa ∂xρ(16)
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FIG. 1. Linear stability analysis. (a) Plot of the real part
of the largest growth rate sr+(q) as a function of wave number
q. All parameters are set equal to 1 (including γa and δa),
except p0 = 0.5, ξ = 0.5. We find qmax = argmaxq(s
r
+(q)) =
0.56, with a wave velocity c = si+(qmax)/qmax = 1.07 greater
than the mean tissue velocity v0 = tap0/ξ = 1. We checked
that sr−(q) < 0, ∀q. (b) Bifurcation diagram in the (γa, δa)
plane. The yellow (resp. blue) domain corresponds to a stable
(resp. unstable) homogeneous state.
where h and pi are defined by (10) and (11) respectively.
III. LINEAR STABILITY ANALYSIS
The system (14-16), supplemented with (10-11) and
(12-13) admits stationary, homogeneous solutions
(ρ, p, v) = (ρ0, p0, v0)
with finite polarity p0 =
√
a2/a4, finite velocity
v0 = tap0/ξ, and arbitrary ρ0. For simplicity, we set
ρ0 = ρe in the following.
We study the growth rate s of perturbations of wave
number q:
(ρ, p, v) = (ρe, p0, v0) + (δρ, δp, δv) e
st−iqx . (17)
Substituting (17) into (14-16) with (10-11) and (12-13),
we obtain to linear order a set of coupled equations, writ-
ten in matrix form
L
 δρδp
δv
 =
 00
0
 (18)
with
4(a)
(b)
FIG. 2. A traveling wave: all parameters are set equal
to one K = ρe = a2 = η = λ = Γp = ta = αa = δa =
γa = 1, except for ξ = p0 = 0.5 and K4 = 0.0005. The cell
density (a) and velocity (b) kymographs are presented when
t ≥ 1000, after transients have died out. The polarity and
stress fields also exhibit stable traveling wave solutions for
the same parameter values (not shown).
L =
 s− iqv0 0 −iqρeiq ( 1Kρe − γa + νρeq4) ta −(ξ + ηq2)
iqδa s+ 2a2Γp − iq (v0 + αap0) −iqλp0

whose solution yields the wavenumber dependence of the
complex-valued growth rates s±(q) = sr±(q) + is
i
±(q). A
Hopf bifurcation occurs above a threshold value of a con-
trol parameter where the real part of the growth rate
sr+ becomes positive, while its imaginary part is non-zero
si+ 6= 0. For parameter values above threshold, the ve-
locity of traveling waves is given by c = si+(qmax)/qmax,
where qmax is the most unstable wavenumber qmax =
argmaxq(s
r
+(q)).
We performed numerically the linear stability analysis.
In Fig. 1a, we plot sr+(q) with all parameter values set
equal to one (ta = η = Γp = λ = K = ρe = αa = δa =
γa = 1), except ξ = p0 = 0.5, and find that traveling
waves are expected in this system, with a wave propa-
gation velocity equal to c = c(qmax) = 1.07, larger than
the average velocity of the flow v0 = 1. In Fig. 1b, we
plot the bifurcation diagram in the (γa, δa) plane: a Hopf
bifurcation occurs for large enough values of these active
parameters.
From Eqs. (2-3), we deduce
−iqδσ = ξδv − taδp ,
where the first term on the right hand side is dissipa-
5FIG. 3. Spatial profiles of the density, stress and strain
rate fields at t = 1000. Parameter values are as in Fig. 2.
tive. Eliminating δρ from (18), we find that, in the linear
regime, δp = (gr(q) + igi(q)) δv, where gr and gi are real
functions of the wavenumber, and obtain by substitution
−iqδσ = ((ξ − tagr(q))− itagi(q)) δv .
The presence of an imaginary contribution itag
i(q) may
explain the apparently “elastic” behaviour of the me-
chanical waves as presented in [8], while being in fact
due to the active and polar nature of this compressible,
viscous material (see a similar discussion in [23]).
IV. NUMERICAL SIMULATIONS
In this section, we present the results of numerical
simulations of Eqs. (14-16), supplemented with (10-13).
As an initial condition, we take the uniform state with
ρ = ρe, p = p0, v = v0 = tap0/ξ and add a noise of
small amplitude. We used a finite-difference method and
integrated Eqs. (14-16) on a discretized 1d space with
mesh size ∆x = 0.01 and time step ∆t = 0.0001 as fol-
lows: Given the density field ρ(x, t) and the polarity field
p(x, t) at a time step t, we solve Eq. (15) for the velocity
field v(x, t). Next, using Eq. (14) and Eq. (16), we deter-
mine the density field ρ(x, t+ ∆t) and the polarity field
p(x, t+ ∆t) at the next time step t+ ∆t with the explicit
Euler method.
In Fig. 2, we set all parameters to one (K = ρe =
a2 = η = λ = Γp = γa = ta = αa = δa = 1) except for
ξ = p0 = 0.5 and K4 = 0.0005. As predicted by the lin-
ear stability analysis in the previous section, we confirm
numerically that the instability occurs and the propaga-
tion velocity (c ∼ 1.07) is slightly larger than the mean
tissue velocity v0 = tap0/ξ = 1. The transient time scale
is of the order of 102. In Fig. 3, we show for the same
parameter values the spatial profiles of the cell density,
stress and strain rate ˙xx = ∂xv(x, t) at t = 1000. The
stress and strain rate are out-of-phase, while the stress
and the cell density are in antiphase. If we consider that
the cell area measured experimentally corresponds to the
inverse of the cell density, both phase relations agree with
experimental observations, which have been interpreted
as evidence for an elastic rheology [8]. However, our con-
stitutive equation (7) is that of a compressible, viscous
material, also endowed with active and polar properties.
(a)
(b)
FIG. 4. Numerical experiments mimicking inhibition
assays: density kymographs, with parameters as in Fig. 2
until t = 200. (a) Experimental inhibition of contractility by
blebbistatin is mimicked by lowering the active parameters δa
and γa to 0.5 when t ≥ 200. (b) Experimental inhibition of
Arp 2/3 is mimicked by lowering p0 to a large negative value
−500 when t ≥ 200. In both cases the traveling wave pat-
tern disappears when t ≥ 200, as predicted by linear stability
analysis.
Numerical simulations allow to mimic inhibition as-
says by tuning the value(s) of parameter(s) that would
be changed due to the application of a drug. When we
lower the value of the active parameters to δa = 0.5,
γa = 0.5 at t = 200, we observe that the traveling wave
rapidly disappears (see Fig. 4a), as observed experimen-
tally when inhibiting contractility. In a similar manner,
when we change the reference polarity value from a finite
p0 to p0 = 0 (by setting a2 = −500 at t = 200), the
traveling waves also disappears quickly (see Fig. 4b), as
observed experimentally when inhibiting Arp 2/3.
Finally, Fig. 5 shows an example of a traveling wave
observed farther from threshold, with αa = 2, γa = δa =
3, and other parameters as in Fig. 2. The propagation
velocity is accordingly larger c ∼ 1.3.
6(a)
(b)
FIG. 5. A traveling wave: Parameters are as in Fig. 2,
except the active parameters αa = 2, γa = δa = 3. Kymo-
graphs of (a) the cell density (a); and (b) the velocity field are
presented when t ≥ 1000, after transients have died out. The
polarity and stress fields also exhibit stable traveling wave
solutions for the same parameter values (not shown).
V. DISCUSSION
A. Robustness
Additional terms also invariant under simultaneous in-
version of space and polarity are allowed by symmetry in
the definition of the free energy density (9). A more
complete, but also more complex expression of the free
energy density as an expansion in terms of cell density,
polarity, and their gradients reads
f =ψρ(ρ) +
Kρ
2
(∂xρ)
2
+
ν
2
(
∂2xρ
)2
+ ϕp(p) +
KF
2
(∂xp)
2
+
νK
2
(
∂2xp
)2
+ w1 ∂xp+ w2 ρ ∂xp+ w3 p ∂xρ+ w4 ∂xρ ∂
2
xp+ w5 ∂xp ∂
2
xρ+ . . . ,
and is by no means exhaustive. It leads to more complex
expressions of the conjugate fields pi and h. Here KF ≥ 0
is Frank’s constant, the parameter νK ≥ 0 controls a term
that further stabilizes large wavenumber modes, and the
wi’s couple density and polarity gradients. Note that the
terms penalizing polarity gradients may become relevant
in the presence of topological defects.
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FIG. 6. Bifurcation diagrams: (a) in the (γa, β
′
a) plane,
with δa = 1. (b) in the (β
′
a, δa) plane, with γa = 1. Our
minimal model is supplemented with the β′a p
2 term in (19),
while
other parameter values are as in Fig. 1b. The yellow
(resp. blue) domain corresponds to a stable (resp.
unstable) homogeneous state.
Similarly, additional nonlinear active terms could be
included in the right hand side of (7):
σ = −pi + η ∂xv + βa ∂xp+ β′a p2 + σa + γa ρ+ . . . (19)
and of (8):
p˙ = Γp h+aa p+a
′
a ρp−λ p ∂xv−αa p ∂xp+ δa ∂xρ+ . . .
(20)
since they also respect the invariance properties of σ and
p˙.
We checked that these additional terms, while mak-
ing the model more complex, do not change our qualita-
tive conclusions: activity-driven traveling waves occur in
large regions of the parameter space that govern active
polar media (see also [31, 34]). As an example motivated
by [23], we add to our minimal model the β′a p
2 term
in (19), and show in Fig. 6 the resulting bifurcation di-
agrams in the (γa, β
′
a) plane, at constant δa and in the
(β′a, δa) plane, at constant γa (compare with Fig. 1b).
B. Behaviour close to p = 0
When the free energy is expanded close to p = 0, bi-
furcations driven by the active parameters γa and δa also
occur. This case is obtained by setting a2 < 0 in (12),
and leads to substituting p0 → 0, v0 → 0 in (18). How-
ever, we find this time that si+(qmax) = 0, i.e. that the
bifurcation is stationary and lead to standing waves. This
7(a)
(b)
(c)
FIG. 7. Secondary bifurcations. Our minimal model is
supplemented with the β′a p
2 term in (19), with parameters as
in Fig. 2, except a2 = −1, βa = 0.1, γa, δa and β′a. Since a2 <
0, the primary bifurcation is stationary. Density kymographs
are shown, with (a) a traveling wave: γa = 2, δa = 4 and
β′a = 20; (b) coexistence of rightwards and leftwards traveling
waves: γa = 2, δa = 4 and β
′
a = 30; (c) a disordered pattern:
γa = 4, δa = 8 and β
′
a = 20.
is consistent with previous work on active polar materi-
als [35], and leads us to expect that traveling waves may
then arise farther from threshold due to secondary bifur-
cations.
As an example, we show in Fig. 7 that a secondary bi-
furcation occurs in the presence of βa and β
′
a : With the
parameters a2 = −1 < 0, γa = 2, δa = 4, βa = 0.1 and
β′a = 20, we found a travelling wave solution. When in-
creasing β′a and fixing the other parameters, we observed
that the stationary periodic pattern becomes unstable for
β′a ' 11.5. We also obtained disordered patterns by fur-
ther increasing the active parameters. The cases shown
in Fig. 7 should be considered as examples. A full investi-
gation of the complex spatio-temporal patterns generated
by our model is left for future study.
C. Model comparison
A significant difference with the treatments proposed
in [11, 22] is that we take into account the compressibility
of the monolayer [24, 25] through the cell density balance
equation (see [23] for an alternative way to treat incom-
pressibility). Our formulation is more parsimonious than
[11, 22] since we do not need to introduce an evolution
equation for an additional chemical field in order to gen-
erate the instability. While the phenomenological model
of wave generation proposed in [10] is based on a mechan-
otransduction pathway involving the protein Merlin [36],
other authors favour the ERK Map kinase as a possi-
ble mechanochemical mediator [11]. Our approach does
not depend upon a specific biochemical mechanism. It is
based on general physical principles, notably symmetry
arguments, which remain valid irrespective of the specific
molecular mechanism at play. We propose a mechanism
where activity couples to the cell density field. Only de-
tailed comparison with experimental data is liable to de-
termine which of the possible nonlinearities is involved.
Traveling waves are driven by either strong enough ac-
tive stresses or strong enough active couplings in the evo-
lution equation of the polarity field. As a consequence,
their emergence does not depend on a specific rheology.
Due to the 1D geometry, our choice of a rheology is some-
what ambiguous. According to Eq. (7), we assume that
the epithelial rheology is that of a compressible, viscous
fluid. Since it cancels at a finite value of the density,
the pressure can also be interpreted in 1D as minus the
elastic stress, pi = −σel. From this viewpoint, the epithe-
lium rather behaves as a viscoelastic solid. An elastic be-
haviour corresponds to the limit of zero viscosity. Setting
η = 0 only shifts the instability threshold without alter-
ing the structure of the bifurcation diagram. Thus trav-
eling waves arise in our model for a viscous, an elastic,
and a viscoelastic rheology (Kelvin model). We conjec-
ture that the equations one would write for a viscoelatic
liquid (Maxwell model) would also give rise to activity-
driven traveling waves [35].
VI. CONCLUSION
Within the framework of linear nonequilibrium ther-
modynamics, we wrote the constitutive equations for a
one-dimensional, compressible, polar and active mate-
rial, including lowest-order nonlinear active terms. We
showed that Hopf bifurcations occur at threshold val-
ues of active parameters, leading to traveling waves for
the relevant mechanical fields (density, velocity, polarity
and stress). We thus formulated and justified a minimal,
8physical model of a tissue able to sustain traveling me-
chanical waves. A lower value of active parameters may
suppress the waves, in agreement with experimental ob-
servation following the application of a drug inhibiting
contractility. Switching to a state without a preferred
polarity may also suppress the waves, just as inhibiting
Arp 2/3 does in the cell monolayer. Not all epithelial cell
types self-organize to generate traveling waves [37]: in the
light of our model, this suggests that active parameters
are strongly cell-type dependent, and may accordingly be
above or below the instability threshold.
In order to describe faithfully the experimental obser-
vations [8, 10], the model needs to be extended to a 2D
geometry, and to include a moving free boundary in the
numerical simulations, close to which polar order may be
confined within a band of finite extension [19]. The same
epithelial monolayers exhibit topological defects of the
cell shape tensor field characteristic of a nematic material
[38]. A more complete theory should take into account
both types of orientational order.
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