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Abstract
This contribution is mainly based on joint papers with Lepowsky
and Milas, and some parts of these papers are reproduced here. These
papers further extended works by Lepowsky and by Milas. Following
our joint papers, I explain the general principles of twisted modules
for vertex operator algebras in their powerful formulation using formal
series, and derive general relations satisfied by twisted and untwisted
vertex operators. Using these, I prove new “equivalence” and “con-
struction” theorems, identifying a set of sufficient conditions in order
to have a twisted module for a vertex operator algebra, and a simple
way of constructing the twisted vertex operator map. This essentially
combines our general relations for twisted modules with ideas of Li
(1996), who had obtained similar construction theorems using differ-
ent relations. Then, I show how to apply these theorems in order to
construct twisted modules for the Heisenberg vertex operator algebra.
I obtain in a new way the explicit twisted vertex operator map, and in
particular give a new derivation and expression for the formal operator
∆x constructed some time ago by Frenkel, Lepowsky and Meurman.
Finally, I reproduce parts of our joint papers. I use the untwisted rela-
tions in the Heisenberg vertex operator algebra in order to understand
properties of a certain central extension of a Lie algebra of differential
operators on the circle: the connection between the structure of the
central term in Lie brackets and the Riemann Zeta function at neg-
ative integers. I then use the twisted relations in order to construct
in a simple way a family of representations for this algebra based on
twisted modules for the Heisenberg vertex operator algebra. As a sim-
ple consequence of the twisted relations, the construction involves the
Bernoulli polynomials at rational values in a fundamental way.
∗Department of Mathematical Sciences, Durham University, U.K.
†Work done mainly while at Rudolf Peierls Centre for Theoretical Physics, Oxford
University, U.K, under EPSRC Postdoctoral Fellowship, grant GR/S91086/01.
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1 Introduction
This contribution is mainly based on, and partly reproduces, the recent papers
by the present author, Lepowsky and Milas [DLMi1], [DLMi2]. These works
were a continuation of a series of papers of Lepowsky and Milas [L3], [L4],
[M1]–[M3], stimulated by work of Bloch [Bl].
In those papers, we used the general theory of vertex operator algebras
to study central extensions of classical Lie algebras and superalgebras of dif-
ferential operators on the circle in connection with values of ζ–functions at
the negative integers, and with the Bernoulli polynomials at rational values.
Parts of the present contribution recall the main results of [DLMi1, DLMi2]:
Using general principles of the theory of vertex operator algebras and their
twisted modules, we obtain a bosonic, twisted construction of a certain cen-
tral extension of a Lie algebra of differential operators on the circle, for an
arbitrary twisting automorphism. The construction involves the Bernoulli
polynomials in a fundamental way. This is explained through results in the
general theory of vertex operator algebras, including an identity discovered in
[DLMi1, DLMi2] which was called “modified weak associativity”, and which
is a consequence of the twisted Jacobi identity.
More precisely, we combine and extend methods from [L3], [L4], [M1]–
[M3], [FLM1], [FLM2] and [DL2]. In those earlier papers, vertex operator
techniques were used to analyze untwisted actions of the Lie algebra Dˆ+,
studied in [Bl], on a module for a Heisenberg Lie algebra of a certain standard
type, based on a finite-dimensional vector space equipped with a nondegener-
ate symmetric bilinear form. Now consider an arbitrary isometry ν of period
say p, that is, with νp = 1. Then, it was shown in [DLMi1, DLMi2] that the
corresponding ν–twisted modules carry an action of the Lie algebra Dˆ+ in
terms of twisted vertex operators, parametrized by certain quadratic vectors
in the untwisted module. This extends a result from [FLM1], [FLM2], [DL2]
where actions of the Virasoro algebra were constructed using twisted vertex
operators.
Still following [DLMi1, DLMi2], we explicitly compute certain “correc-
tion” terms for the generators of the “Cartan subalgebra” of Dˆ+ that naturally
appear in any twisted construction. These correction terms are expressed in
terms of special values of certain Bernoulli polynomials. They can in prin-
ciple be generated, in the theory of vertex operator algebras, by the formal
operator e∆x [FLM1], [FLM2], [DL2] involved in the construction of a twisted
action for a certain type of vertex operator algebra, the Heisenberg vertex op-
erator algebra. We generate those correction terms in an easier way, using
the modified weak associativity relation.
Then, the present contribution extends the works [DLMi1, DLMi2] de-
scribed above by providing a detailed analysis of the modified weak asso-
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ciativity relation. We state and prove a new theorem (Theorem 5.1) about
the equivalence of modified weak associativity and weak commutativity with
the twisted Jacobi identity, and a new “construction” theorem (Theorem 5.5),
where we identify a set of sufficient conditions in order to have a twisted mod-
ule for a vertex operator algebra, and a simple way of constructing the twisted
vertex operator map. The latter theorem essentially combines modified weak
associativity with ideas of Li [Li1, Li2], where similar construction theorems
were proven using different general relations of vertex operator algebras and
twisted modules – there may be a “direct” path from Li’s construction the-
orems to ours, but we haven’t investigated this. The use of modified weak
associativity seems to have certain advantages in the twisted case. As an
illustration, we give a new proof that the ν-twisted Heisenberg Lie algebra
modules mentionned above are also twisted modules for the Heisenberg ver-
tex operator algebra. Using our theorems, we explicitly construct the twisted
vertex operator map (Theorem 6.2). This gives a new and relatively simple
derivation and expression for this map, and in particular for the formal oper-
ator ∆x mentioned above. A consequence of this is that one minor technical
assumption that had to be made in [DLMi1, DLMi2], about the action of the
automorphism ν, can be taken away.
We should mention that in [KR] Kac and Radul established a relationship
between the Lie algebra of differential operators on the circle and the Lie
algebra ĝl(∞); for further work in this direction, see [AFMO], [KWY]. Our
methods and motivation for studying Lie algebras of differential operators,
based on vertex operator algebras, are new and very different, so we do not
pursue their direction.
Although we will present many of the main results of [DLMi2] with some
of the proofs, we refer the reader to this paper for a more extensive discussion
of those results.
Acknowledgments. The author is grateful to J. Lepowsky and A. Milas
for discussions and comments on the manuscript.
2 Vertex operator algebras, untwisted mod-
ules and twisted modules
In this section, we recall the definition of vertex operator algebras, (untwisted)
modules and twisted modules. For the basic theory of vertex operator alge-
bras and modules, we will use the viewpoint of [LL].
In the theory of vertex operator algebras, formal calculus plays a funda-
mental role. Here we recall some basic elements of formal calculus (cf. [LL]).
Formal calculus is the calculus of formal doubly–infinite series of formal vari-
ables, denoted below by x, y, and by x1, x2, . . ., y1, y2, . . .. The central object
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of formal calculus is the formal delta–function
δ(x) =
∑
n∈Z
xn
which has the property
δ
(
x1
x2
)
f(x1) = δ
(
x1
x2
)
f(x2)
for any formal series f(x1). The formal delta–function enjoys many other
properties, two of which are:
x−12 δ
(
x1 − x0
x2
)
= x−11 δ
(
x2 + x0
x1
)
(2.1)
and
x−10 δ
(
x1 − x2
x0
)
+ x−10 δ
(
x2 − x1
−x0
)
= x−12 δ
(
x1 − x0
x2
)
. (2.2)
In these equations, binomial expressions of the type (x1−x2)
n, n ∈ Z appear.
Their meaning as formal series in x1 and x2, as well as the meaning of powers
of more complicated formal series, is summarized in the “binomial expansion
convention” – the notational device according to which binomial expressions
are understood to be expanded in nonnegative integral powers of the second
variable. When more elements of formal calculus are needed below, we shall
recall them.
2.1 Vertex operator algebras and untwisted modules
We recall from [FLM2] the definition of the notion of vertex operator algebra,
a variant of Borcherds’ notion [Bo] of vertex algebra:
Definition 2.1 A vertex operator algebra (V, Y, 1, ω), or V for short, is
a Z–graded vector space
V =
∐
n∈Z
V(n); for v ∈ V(n), wt v = n,
such that
V(n) = 0 for n sufficiently negative,
dim V(n) <∞ for n ∈ Z,
equipped with a linear map Y (·, x):
Y (·, x) : V → (End V )[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 , vn ∈ End V, (2.3)
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where Y (v, x) is called the vertex operator associated with v, and two particu-
lar vectors, 1, ω ∈ V , called respectively the vacuum vector and the conformal
vector, with the following properties:
truncation condition: For every v, w ∈ V
vnw = 0 (2.4)
for n ∈ Z sufficiently large;
vacuum property:
Y (1, x) = 1V (1V is the identity on V ); (2.5)
creation property:
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v ; (2.6)
Virasoro algebra conditions: Let
L(n) = ωn+1 for n ∈ Z, i.e., Y (ω, x) =
∑
n∈Z
L(n)x−n−2 . (2.7)
Then
[L(m), L(n)] = (m− n)L(m+ n) + cV
m3 −m
12
δn+m,0 1V
for m,n ∈ Z, where cV ∈ C is the central charge (also called “rank” of V ),
L(0)v = (wt v)v
for every homogeneous element v, and we have the L(−1)–derivative property:
Y (L(−1)u, x) =
d
dx
Y (u, x) ; (2.8)
Jacobi identity:
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) . (2.9)
An important property of vertex operators is skew–symmetry, which is an
easy consequence of the Jacobi identity (cf. [FHL]):
Y (u, x)v = exL(−1)Y (v,−x)u. (2.10)
Another easy consequence of the Jacobi identity is the L(−1)–bracket for-
mula:
[L(−1), Y (u, x)] = Y (L(−1)u, x). (2.11)
Fix now a vertex operator algebra (V, Y, 1, ω), with central charge cV .
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Definition 2.2 A (Q–graded) module W for the vertex operator algebra V
(or V –module) is a Q–graded vector space,
W =
∐
n∈Q
W(n); for v ∈ W(n), wt v = n,
such that
W(n) = 0 for n sufficiently negative,
dimW(n) <∞ for n ∈ Q,
equipped with a linear map
YW (·, x) : V → (End W )[[x, x
−1]]
v 7→ YW (v, x) =
∑
n∈Z
vWn x
−n−1 , vWn ∈ End W, (2.12)
where YW (v, x) is still called the vertex operator associated with v, such that
the following conditions hold:
truncation condition: For every v ∈ V and w ∈ W
vWn w = 0 (2.13)
for n ∈ Z sufficiently large;
vacuum property:
YW (1, x) = 1W ; (2.14)
Virasoro algebra conditions: Let
LW (n) = ω
W
n+1 for n ∈ Z, i.e., YW (ω, x) =
∑
n∈Z
LW (n)x
−n−2.
We have
[LW (m), LW (n)] = (m− n)LW (m+ n) + cV
m3 −m
12
δm+n,0 1W ,
LW (0)v = (wt v)v
for every homogeneous element v ∈ W , and
YW (L(−1)u, x) =
d
dx
YW (u, x) ; (2.15)
Jacobi identity:
x−10 δ
(
x1 − x2
x0
)
YW (u, x1)YW (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2). (2.16)
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From the Jacobi identity (2.16), one can derive the weak commutativity
and weak associativity relations, respectively:
(x1 − x2)
k(u,v)YW (u, x1)YW (v, x2) = (x1 − x2)
k(u,v)YW (v, x2)YW (u, x1)
(2.17)
(x0 + x2)
l(u,w)YW (u, x0 + x2)YW (v, x2)w = (x0 + x2)
l(u,w)YW (Y (u, x0)v, x2)w,
(2.18)
where u, v ∈ V and w ∈ W , valid for large enough nonnegative integers
k(u, v) and l(u, w), their minimum value depending respectively on u, v and
on u, w. For definiteness, we will pick the integers k(u, v) and l(u, w) to be
the smallest nonnegative integers for which the relations above are valid.
2.2 Twisted modules for vertex operator algebras
The notion of twisted module for a vertex operator algebra was formalized in
[FFR] and [D] (see also the geometric formulation in [FrS]; see also [DLM]),
summarizing the basic properties of the actions of twisted vertex operators
discovered in [FLM1], [FLM2] and [L2]; the main nontrivial axiom in this
notion is the twisted Jacobi identity of [FLM2] (and [L2]); cf. [FLM1].
A critical ingredient in formal calculus needed in the theory of twisted
modules is the appearance of fractional powers of formal variables, like x1/p, p ∈
Z+ (the positive integers). For the purpose of formal calculus, the object x
1/p
is to be treated as a new formal variable whose p–th power is x. The bino-
mial expansion convention is applied as stated at the beginning of Section 2
to binomials of the type (x1+x2)
1/p. From a geometrical point of view, these
rules correspond to choosing a branch in the “orbifold structure” described
(locally) by the twisted vertex operator algebra module.
We now fix a positive integer p and a primitive p–th root of unity
ωp ∈ C. (2.19)
We record here two important properties of the formal delta–function involv-
ing fractional powers of formal variables:
δ(x) =
1
p
p−1∑
r=0
δ(ωrpx
1/p) (2.20)
and
x−12 δ
(
ωrp
(
x1 − x0
x2
)1/p)
= x−11 δ
(
ω−rp
(
x2 + x0
x1
)1/p)
. (2.21)
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The latter formula can be found (in a slightly different form) in [Li2]. For the
sake of completeness, we present here a proof.
Proof: The coefficient of x00 in equation (2.21) is immediate. Consider
some formal series f(x) =
∑
n∈C fnx
n, fn ∈ C. From the formula
(−1)k(∂/∂x1)
k(xs1x
−s−1
2 ) = (∂/∂x2)
k(xs−k1 x
−s−1+k
2 )
for any s ∈ C and k a nonnegative integer, we find that
(−1)k
(
∂
∂x1
)k (
x−12 f(x1/x2)
)
=
(
∂
∂x2
)k (
x−11 (x1/x2)
1−kf(x1/x2)
)
. (2.22)
With f(x) = δ
(
ωrpx
1/p
)
, we use the formal delta-function property to get
(x1/x2)
1−kδ
(
ωrp(x1/x2)
1/p
)
= δ
(
ωrp(x1/x2)
1/p
)
and thus
(−1)k
(
∂
∂x1
)k (
x−12 δ
(
ωrp(x1/x2)
1/p
))
=
(
∂
∂x2
)k (
x−11 δ
(
ω−rp (x2/x1)
1/p
))
.
(2.23)
Summing over nonnegative integers k with the coefficients xk0/k! on both
sides, we obtain (2.21).
Recall the vertex operator algebra (V, Y, 1, ω) with central charge cV of
the previous subsection. Fix an automorphism ν of period p of the vertex
operator algebra V , that is, a linear automorphism of the vector space V
preserving ω and 1 such that
νY (v, x)ν−1 = Y (νv, x) for v ∈ V, (2.24)
and
νp = 1V . (2.25)
Definition 2.3 A (Q-graded) ν-twisted V -module M is a Q-graded vector
space,
M =
∐
n∈Q
M(n); for v ∈M(n), wt v = n,
such that
M(n) = 0 for n sufficiently negative,
dim M(n) <∞ for n ∈ Q,
equipped with a linear map
YM(·, x) : V → (End M)[[x
1/p, x−1/p]]
v 7→ YM(v, x) =
∑
n∈ 1
p
Z
vνnx
−n−1 , vνn ∈ End M, (2.26)
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where YM(v, x) is called the twisted vertex operator associated with v, such
that the following conditions hold:
truncation condition: For every v ∈ V and w ∈M
vνnw = 0 (2.27)
for n ∈ 1
p
Z sufficiently large;
vacuum property:
YM(1, x) = 1M ; (2.28)
Virasoro algebra conditions: Let
LM(n) = ω
ν
n+1 for n ∈ Z, i.e., YM(ω, x) =
∑
n∈Z
LM(n)x
−n−2.
We have
[LM(m), LM(n)] = (m− n)LM(m+ n) + cV
m3 −m
12
δm+n,0 1M ,
LM(0)v = (wt v)v (2.29)
for every homogeneous element v, and
YM(L(−1)u, x) =
d
dx
YM(u, x) ; (2.30)
Jacobi identity:
x−10 δ
(
x1 − x2
x0
)
YM(u, x1)YM(v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
YM(v, x2)YM(u, x1)
=
1
p
x−12
p−1∑
r=0
δ
(
ωrp
(
x1 − x0
x2
)1/p)
YM(Y (ν
ru, x0)v, x2). (2.31)
Note that when restricted to the fixed–point subalgebra {u ∈ V | νu =
u}, a twisted module becomes a true module: the twisted Jacobi identity
(2.31) reduces to the untwisted one (2.16), by (2.20). This will enable us to
construct natural representations of a certain infinite-dimensional algebra Dˆ+
(see Section 7) on suitable twisted modules.
3 Heisenberg vertex operator algebra and its
twisted modules
It is appropriate at this point to make these definitions more substantial by
giving a simple but important example of a vertex operator algebra, and of
some of its twisted modules.
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3.1 Heisenberg vertex operator algebra
Following [FLM2], let h be a finite-dimensional abelian Lie algebra (over C)
of dimension d on which there is a nondegenerate symmetric bilinear form
〈·, ·〉. Let ν be an isometry of h of period p > 0:
〈να, νβ〉 = 〈α, β〉, νpα = α
for all α, β ∈ h. Consider the affine Lie algebra hˆ,
hˆ =
∐
n∈Z
h⊗ tn ⊕ CC,
with the commutation relations
[α⊗ tm, β ⊗ tn] = 〈α, β〉mδm+n,0C (α, β ∈ h, m, n ∈ Z)
[C, hˆ] = 0.
Set
hˆ
+ =
∐
n>0
h⊗ tn, hˆ− =
∐
n<0
h⊗ tn.
The subalgebra
hˆ
+ ⊕ hˆ− ⊕ CC
is a Heisenberg Lie algebra. Form the induced (level–one) hˆ–module
S = U(hˆ)⊗U(hˆ+⊕h⊕CC) C ≃ S(hˆ
−) (linearly),
where hˆ+ ⊕ h acts trivially on C and C acts as 1; U(·) denotes universal
enveloping algebra and S(·) denotes the symmetric algebra. Then S is irre-
ducible under the Heisenberg algebra hˆ+⊕ hˆ−⊕CC. We will use the notation
α(n) (α ∈ h, n ∈ Z) for the action of α⊗ tn ∈ hˆ on S.
The induced hˆ-module S carries a natural structure of vertex operator
algebra. This structure is constructed as follows (cf. [FLM2]). First, one
identifies the vacuum vector as the element 1 in S: 1 = 1. Consider the
following formal series acting on S:
α(x) =
∑
n∈Z
α(n)x−n−1 (α ∈ h).
Then, the vertex operator map Y (·, x) is given by
Y (α1(−n1) · · ·αj(−nj)1, x)
= •
•
1
(n1 − 1)!
(
d
dx
)n1−1
α1(x) · · ·
1
(nj − 1)!
(
d
dx
)nj−1
αj(x) ••(3.1)
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for αk ∈ h, nk ∈ Z+, k = 1, 2, . . . , j, for all j ∈ N, where •• · •• is the
usual normal ordering, which brings α(n) with n > 0 to the right. Choos-
ing an orthonormal basis {α¯q|q = 1, . . . , d} of h, the conformal vector is
ω = 1
2
∑d
q=1 α¯q(−1)α¯q(−1)1. This implies in particular that the weight of
α(−n)1 is n:
L(0)α(−n)1 = nα(−n)1 (α ∈ h, n ∈ Z+)
where we used
L(0) =
1
2
∑
n∈ 1
p
Z
d∑
q=1
•
•
α¯q(n)α¯q(−n) •• .
The isometry ν on h lifts naturally to an automorphism of the vertex operator
algebra S, which we continue to call ν, of period p.
Then (cf. [FLM2]), the various properties of a vertex operator algebra are
indeed satisfied by the quadruplet (V, Y, 1, ω) just defined.
3.2 Twisted modules
We now proceed as in [L1], [FLM1], [FLM2] and [DL2] to construct a space
S[ν] that carries a natural structure of ν–twisted module for the vertex opera-
tor algebra S. In these papers, the twisted module structure was constructed
assuming the minor hypothesis that ν preserves a rational lattice in h. We
show in Section 6 that the space S[ν] is a twisted module, without the need
for this minor assumption.
Consider a primitive p–th root of unity ωp. For r ∈ Z set
h(r) = {α ∈ h | να = ω
r
pα} ⊂ h.
For α ∈ h, denote by α(r), r ∈ Z, its projection on h(r). Define the ν-twisted
affine Lie algebra hˆ[ν] associated with the abelian Lie algebra h by
hˆ[ν] =
∐
n∈ 1
p
Z
h(pn) ⊗ t
n ⊕ CC (3.2)
with
[α⊗ tm, β ⊗ tn] = 〈α, β〉mδm+n,0C (α ∈ h(pn), β ∈ h(pm), m, n ∈
1
p
Z)
[C, hˆ[ν]] = 0. (3.3)
Set
hˆ[ν]+ =
∐
n>0
h(pn) ⊗ t
n, hˆ[ν]− =
∐
n<0
h(pn) ⊗ t
n. (3.4)
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The subalgebra
hˆ[ν]+ ⊕ hˆ[ν]− ⊕ CC (3.5)
is a Heisenberg Lie algebra. Form the induced (level-one) hˆ[ν]-module
S[ν] = U(hˆ[ν])⊗U(hˆ[ν]+⊕h(0)⊕CC) C ≃ S(hˆ[ν]
−) (linearly), (3.6)
where hˆ[ν]+ ⊕ h(0) acts trivially on C and C acts as 1; U(·) denotes universal
enveloping algebra. Then S[ν] is irreducible under the Heisenberg algebra
hˆ[ν]+ ⊕ hˆ[ν]− ⊕ CC. We will use the notation αν(n) (α ∈ h(pn), n ∈
1
p
Z) for
the action of α⊗ tn ∈ hˆ[ν] on S[ν].
Remark 3.1 The special case where p = 1 (ν = 1h) corresponds to the hˆ-
module S.
The hˆ[ν]-module S[ν] is naturally a ν–twisted module for the vertex op-
erator algebra S. One first constructs the following formal series acting on
S[ν]:
αν(x) =
∑
n∈ 1
p
Z
αν(n)x−n−1, (3.7)
as well as the formal series W (v, x) for all v ∈ S:
W (α1(−n1) · · ·αj(−nj)1, x)
= •
•
1
(n1 − 1)!
(
d
dx
)n1−1
αν1(x) · · ·
1
(nj − 1)!
(
d
dx
)nj−1
ανj (x) ••(3.8)
where αk ∈ h, nk ∈ Z+, k = 1, 2, . . . , j, for all j ∈ N. The twisted vertex
operator map YS[ν](·, x) acting on S[ν] is then given by
YS[ν](v, x) = W (e
∆xv, x) (v ∈ S) (3.9)
where ∆x is a certain formal operator involving the formal variable x [FLM1],
[FLM2], [DL2]. This operator is trivial on α(−n)1 ∈ S (n ∈ Z+), so that one
has in particular
YS[ν](α(−n)1, x) =
1
(n− 1)!
(
d
dx
)n−1
αν(x). (3.10)
One crucial (among others) role of the formal operator ∆x is to make the
fixed–point subalgebra {u | νu = u} act according to a true module action.
For instance, the conformal vector ω is in the fixed–point subalgebra, so
that the vertex operator YS[ν](ω, x) generates a representation of the Virasoro
algebra on the space S[ν]. This representation of the Virasoro algebra was
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explicitly constructed in [DL2]. As one can see in the results of [DL2] and as
will become clear below, the resulting representation Resx xYS[ν](ω, x) of the
Virasoro generator L(0) is not an (infinite) sum of normal-ordered products
the type
∑
n∈ 1
p
Z
•
•
αν(n)βν(−n) •
•
; rather, there is an extra term proportional
to the identity on S[ν], the so-called correction term, which appears because
of the operator ∆x. The correction term was calculated in [DL2] using the
explicit action of e∆x on ω. In the case of the period–2, ν = −1 automorphism,
this action is given by [FLM1], [FLM2]:
e∆xω = ω +
1
16
(dimh)x−2,
and for general automorphism, the calculation was carried out in [DL2] (see
also [FFR] and [FLM2]). These results are relevant, for instance, in the
construction of the moonshine module [FLM2].
The calculation of the action of ∆x on arbitrary elements of S is, however,
a much more complicated task. Below we will derive some identities among
twisted vertex operators. One of the important consequences of these iden-
tities, for us, will be to give a tool to explicitly construct the twisted vertex
operators associated to elements of S from the knowledge of the twisted ver-
tex operators associated to “simpler” elements, without requiring the explicit
knowledge of ∆x. In fact, these identities allow us to construct recursively
twisted vertex operators associated to all elements of S and to compute ∆x,
only starting from the knowledge that ∆x is trivial on α(−n)1 ∈ S (n ∈ Z+).
4 Commutativity and associativity properties
This section follows closely similar sections of [DLMi1] and [DLMi2], and
reproduces the results and some of the proofs. We first recall the main
commutativity and associativity properties of vertex operators in the con-
text of modules ([FLM2], [FHL], [DL1], [Li1]; cf. [LL]), and then we derive
other identities somewhat analogous to these. These other identities were
stated and proven in [DLMi2], and the most important ones were stated in
[DLMi1]. All these identities will be generalized to twisted modules, still
following [DLMi1, DLMi2]. Note that taking the module to be the vertex
operator algebra V itself, the relations below specialize to commutativity and
associativity properties in vertex operator algebras. We will give the proofs of
the simplest identities only, referring the reader to [DLMi2] for all the proofs.
Throughout this and the next sections, we fix a vertex operator algebra V
and a V -automorphism ν of period p, νp = 1V .
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4.1 Formal commutativity and associativity for untwisted
modules
We already stated the weak commutativity relation (2.17) and the weak as-
sociativity relation (2.18). They imply the main “formal” commutativity and
associativity properties of vertex operators, which, along with the fact that
these properties are equivalent to the Jacobi identity, can be formulated as
follows (see [LL]):
Theorem 4.1 Let W be a vector space (not assumed to be graded) equipped
with a linear map YW (·, x) (2.12) such that the truncation condition (2.13)
and the Jacobi identity (2.16) hold. Then for u, v ∈ V and w ∈ W , there ex-
ist k(u, v) ∈ N and l(u, w) ∈ N and a (nonunique) element F (u, v, w; x0, x1, x2)
of W ((x0, x1, x2)) such that
x
k(u,v)
0 F (u, v, w; x0, x1, x2) ∈ W [[x0]]((x1, x2)),
x
l(u,w)
1 F (u, v, w; x0, x1, x2) ∈ W [[x1]]((x0, x2)) (4.1)
and
YW (u, x1)YW (v, x2)w = F (u, v, w; x1 − x2, x1, x2),
YW (v, x2)YW (u, x1)w = F (u, v, w;−x2 + x1, x1, x2),
YW (Y (u, x0)v, x2)w = F (u, v, w; x0, x2 + x0, x2) (4.2)
(where we are using the binomial expansion convention). Conversely, let W
be a vector space equipped with a linear map YW (·, x) (2.12) such that the
truncation condition (2.13) and the statement above hold, except that k(u, v)
(∈ N) and l(u, w) (∈ N) may depend on all three of u, v and w. Then the
Jacobi identity (2.16) holds.
It is important to note that since k(u, v) can be (and typically is) greater
than 0, the formal series F (u, v, w; x1−x2, x1, x2) and F (u, v, w;−x2+x1, x1, x2)
are not in general equal. Along with (4.1), the first two equations of (4.2)
represent formal commutativity, while the first and last equations of (4.2)
represent formal associativity, as formulated in [LL] (see also [FLM2] and
[FHL]). The twisted generalization of this theorem, written below, was proven
in [DLMi2].
4.2 Additional relations in untwisted modules
From the equations in Theorem 4.1, we can derive a number of relations
similar to weak commutativity and weak associativity but involving formal
limit procedures (the meaning of such formal limit procedures is recalled
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below). Even though only one of these will be of use in the following sections,
we state here for completeness of the discussion the two relations that are not
“easy” consequences of weak commutativity and weak associativity. These
relations were proven in [DLMi2]; we report the proofs here.
The first relation can be expressed as follows:
Theorem 4.2 With W as in Theorem 4.1,
lim
x0→−x2+x1
(
(x0 + x2)
l(u,w)YW (Y (u, x0)v, x2)w
)
= x
l(u,w)
1 YW (v, x2)Y (u, x1)w
(4.3)
for u, v ∈ V .
The meaning of the formal limit
lim
x0→−x2+x1
(
(x0 + x2)
l(u,w)YW (Y (u, x0)v, x2)w
)
(4.4)
is that one replaces each power of the formal variable x0 in the formal series
(x0 + x2)
l(u,w)YW (Y (u, x0)v, x2)w by the corresponding power of the formal
series −x2 + x1 (defined using the binomial expansion convention). Notice
again that the order of −x2 and x1 is important in −x2 + x1, according to
the binomial expansion convention.
Proof of Theorem 4.2: Apply the limit limx0→−x2+x1 to the expression
(x0 + x2)
l(u,w)YW (Y (u, x0)v, x2)w
written as in the right–hand side of the third equation of (4.2). This limit is
well defined; indeed, the only possible problems are the negative powers of
x2 + x0 in F (u, v, w, x0, x2 + x0, x2), but they are cancelled out by the factor
(x0+x2)
l(u,w). The resulting expression is read off the second relation of (4.2).
Remark 4.2 It is instructive to consider the following relation, deceptively
similar to (4.3), but that is in fact an immediate consequence of weak asso-
ciativity (2.18):
lim
x0→x1−x2
(
(x0 + x2)
l(u,w)YW (Y (u, x0)v, x2)w
)
= x
l(u,w)
1 YW (u, x1)YW (v, x2)w.
(4.5)
More precisely, it can be obtained by noticing that the replacement of x0 by
x1 − x2 independently in each factor in the expression as written on the
left–hand side of (2.18) is well defined. We emphasize that, by contrast,
the relation (4.3) cannot be obtained in such a manner. Indeed, although
the formal limit procedure limx0→−x2+x1 is of course well defined on the se-
ries on both sides of (2.18), one cannot replace x0 by −x2 + x1 either in
the factor YW (u, x0 + x2)YW (v, x2)w on the left–hand side or in the factor
YW (Y (u, x0)v, x2)w on the right–hand side of (2.18).
15
The second nontrivial relation, which we call modified weak associativity,
will be important when generalized to twisted modules. It was first written
in [DLMi1]. It is stated as:
Theorem 4.3 With W as in Theorem 4.1,
lim
x1→x2+x0
(
(x1 − x2)
k(u,v)YW (u, x1)YW (v, x2)
)
= x
k(u,v)
0 YW (Y (u, x0)v, x2)
(4.6)
for u, v ∈ V .
Proof: Apply the limit limx1→x2+x0 to the expression
(x1 − x2)
k(u,v)YW (u, x1)YW (v, x2)
written as in the right–hand side of the first equation of (4.2). This limit is
well defined, since negative powers of x1 − x2 in F (u, v, w; x1− x2, x1, x2) are
cancelled out by the factor (x1−x2)
k(u,v). The resulting expression is read off
the third relation of (4.2).
Remark 4.3 Equation (4.6) can be written in the following form:
lim
x1→x2+x0
((
x1 − x2
x0
)k(u,v)
YW (u, x1)YW (v, x2)
)
= YW (Y (u, x0)v, x2). (4.7)
The factor
(
x1−x2
x0
)k(u,v)
appearing in front of the product of two vertex oper-
ators on the left–hand side is crucial in giving a well–defined limit, but when
the limit is applied to this factor without the product of vertex operators, the
result is simply 1. We will call such a factor a “resolving factor”. Its power
is apparent, in particular, in the proof of the main commutator formula (6.1)
of [DLMi2]: it allows one to evaluate nontrivial limits of sums of terms with
cancelling “singularities” in a straightforward fashion, evaluating the limit
of each term independently. Its power will also be clear, in the present pa-
per, when constructing the twisted vertex operator map YS[ν](·, x) and when
studying the algebra Dˆ+ defined in Section 7.
4.3 Formal commutativity and associativity for twisted
modules
We derive below various commutativity and associativity properties of twisted
vertex operators. In order to express some of these properties, we need one
more element of formal calculus: a certain projection operator (see [DLMi2]).
Consider the operator P[[x0,x−10 ]] acting on the space C{x0} of formal series
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with any complex powers of x0, which projects to the formal series with
integral powers of x0:
P[[x0,x−10 ]] : C{x0} → C[[x0, x
−1
0 ]] . (4.8)
We will extend the meaning of this notation in the obvious way to projections
acting on formal series with coefficients lying in vector spaces other than C,
vector spaces which might themselves be spaces of formal series in other
formal variables. Notice that when this projection operator acts on a formal
series in x0 with powers that are in
1
p
Z, for instance on f(x0) ∈ C[[x
1/p
0 , x
−1/p
0 ]],
it can be described by an explicit formula:
P[[x0,x−10 ]]f(x0) =
1
p
p−1∑
r=0
(
lim
x1/p→ωrpx
1/p
0
f(x)
)
.
(See Remark 4.4 below for the meaning of formal limit procedures involving
fractional powers of formal variables.) We will also extend this projection
notation to different kinds of formal series in obvious ways. For instance,
P
x
q/p
0 [[x0,x
−1
0 ]]
: C{x0} → C x
q/p
0 [[x0, x
−1
0 ]] .
Again, of course, we will extend the meaning of this notation to formal series
with coefficients in vector spaces other than C.
The twisted Jacobi identity (2.31) implies twisted versions of weak com-
mutativity and weak associativity (u, v ∈ V, w ∈M):
(x2 − x1)
kYM(v, x2)YM(u, x1) = (x2 − x1)
kYM(u, x1)YM(v, x2)
(4.9)
P[[x0,x−10 ]]
(
(x0 + x2)
lYM(u, x0 + x2)YM(v, x2)w
)
= (x2 + x0)
l 1
p
p−1∑
r=0
ω−lrpp YM(Y (ν
ru, x0)v, x2)w. (4.10)
These relations are valid for all large enough k ∈ N and l ∈ 1
p
N, their minimum
value depending respectively on u, v and on u, w. For definiteness, we will
denote these minimum values by k(u, v) and l(u, w), respectively (they depend
also on the module M ; in particular, they differ from the integer numbers
k(u, v) and l(u, w) used in the previous subsection in connection with the
moduleW ). As in the untwisted case, these relations imply the main “formal”
commutativity and associativity properties of twisted vertex operators [Li2],
which, along with with the fact that these properties are equivalent to the
Jacobi identity, can be formulated as follows (it was first formulated in this
form in [DLMi1]):
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Theorem 4.4 Let M be a vector space (not assumed to be graded) equipped
with a linear map YM(·, x) (2.26) such that the truncation condition (2.27)
and the Jacobi identity (2.31) hold. Then for u, v ∈ V and w ∈M , there ex-
ist k(u, v) ∈ N and l(u, w) ∈ 1
p
N and a (nonunique) element F (u, v, w; x0, x1, x2)
of M((x0, x
1/p
1 , x
1/p
2 )) such that
x
k(u,v)
0 F (u, v, w; x0, x1, x2) ∈M [[x0]]((x
1/p
1 , x
1/p
2 )),
x
l(u,w)
1 F (u, v, w; x0, x1, x2) ∈M [[x
1/p
1 ]]((x0, x
1/p
2 )) (4.11)
and
YM(u, x1)YM(v, x2)w = F (u, v, w; x1 − x2, x1, x2),
YM(v, x2)YM(u, x1)w = F (u, v, w;−x2 + x1, x1, x2),
YM(Y (ν
−su, x0)v, x2)w = lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
F (u, v, w; x0, x1, x2) (4.12)
for s ∈ Z (where we are using the binomial expansion convention). Con-
versely, let M be a vector space equipped with a linear map YM(·, x) (2.26)
such that the truncation condition (2.13) and the statement above hold, except
that k(u, v) (∈ N) and l(u, w) (∈ 1
p
N) may depend on all three of u, v and w.
Then the Jacobi identity (2.31) holds.
This theorem, as well as (4.9) and (4.10), were proven in [DLMi2].
Remark 4.4 Formal limit procedures involving fractional powers of formal
variables like x
1/p
1 have the same meaning as in (4.4), but with x
1/p
1 being
treated as a formal variable by itself. For instance, the formal limit procedure
lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
F (u, v, w; x0, x1, x2)
above means that one replaces each integral power of the formal variable x
1/p
1
in the formal series F (u, v, w; x0, x1, x2) by the corresponding power of the
formal series ωsp(x2+x0)
1/p (defined using the binomial expansion convention).
Remark 4.5 Note that this theorem, and in particular its proof in [DLMi2],
illustrates the phenomenon, which arises again and again throughout the the-
ory of vertex operator algebras, that formal calculus inherently involves just
as much “analysis” as “algebra”: in many relations there are integers that
can be left unspecified, except for their minimum values, and the proof in-
volves taking these integers “large enough”. Recall that essentially the same
issues arose for example in the use of formal calculus for the proof of the
Jacobi identity for (twisted) vertex operators in [FLM2] (see Chapters 8 and
9). This is certainly not surprising, since we are using the Jacobi identity
(for all twisting automorphisms) in order to prove, in a different approach,
properties of (twisted) vertex operators.
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Along with (4.11), the first two equations of (4.12) represent what we call
formal commutativity for twisted vertex operators, while the first and last
equations of (4.12) represent formal associativity for twisted vertex operators.
When specialized to the untwisted case p = 1 (ν = 1V ), these two relations
lead respectively to the usual formal commutativity and formal associativity
for vertex operators, as described in (4.2).
4.4 Additional relations in twisted modules
As in the case of ordinary vertex operators, one can write other relations
involving formal limit procedures. These relations were proven in [DLMi2];
we report the proofs here. Among them, two cannot be directly obtained
from weak commutativity and weak associativity. One of these, the relation
generalizing (4.3), is stated as follows:
Theorem 4.5 With M as in Theorem 4.4,
lim
x0→−x2+x1
(
(x2 + x0)
l 1
p
p−1∑
r=0
ω−lrpp YM(Y (ν
ru, x0)v, x2)w
)
= P[[x1,x−11 ]]
(
xl1YM(u, x2)YM(v, x1)w
)
, (4.13)
for all l ∈ 1
p
Z, l ≥ l(u, w).
Proof: This is proved along the lines of the proof of Theorem 4.2, with
some additions due to the fractional powers. One uses the third equation of
(4.12) in order to rewrite the left–hand side of (4.13) as
lim
x0→−x2+x1
(
(x2 + x0)
l 1
p
p−1∑
r=0
ω−lrpp lim
x
1/p
3 →ω
−r
p (x2+x0)1/p
F (u, v, w; x0, x3, x2)
)
.
The sum over r keeps only the terms in which x2 + x0 is raised to a power
which has a fractional part equal to the negative of the fractional part of l.
Multiplying by (x2 + x0)
l, for any l ∈ 1
p
Z, l ≥ l(u, w), brings the remaining
series to a series with finitely many negative powers of x2 (as well as x0),
to which it is possible to apply the limit limx0→−x2+x1 . This limit of course
brings only integer powers of x1, and the right–hand side of (4.13) can be
obtained from the second equation of (4.12).
Remark 4.6 A relation similar to the last one, but that is a direct conse-
quence of weak associativity (4.10), is
lim
x0→x1−x2
(
(x2 + x0)
l 1
p
p−1∑
r=0
ω−lrpp YM(Y (ν
ru, x0)v, x2)w
)
= P[[x1,x−11 ]]
(
xl1YM(u, x1)YM(v, x2)w
)
(4.14)
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for all l ∈ 1
p
Z, l ≥ l(u, w). This generalizes (4.5) (see the comments in
Remark 4.2). It can be obtained by applying the formal limit involved in the
left–hand side to both sides of (4.10).
The most important relation for our purposes, which was first stated in
[DLMi1], generalizing (4.6) and which we call modified weak associativity for
twisted vertex operators, is given by the following theorem:
Theorem 4.6 With M as in Theorem 4.4,
lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
(
(x1 − x2)
k(u,v)YM(u, x1)YM(v, x2)
)
= x
k(u,v)
0 YM(Y (ν
−su, x0)v, x2) (4.15)
for u, v ∈ V and s ∈ Z.
Proof: The proof is a straightforward generalization of the proof of The-
orem 4.3.
Remark 4.7 The specialization of Theorems 4.4 and 4.6 to the untwisted
case p = 1 and M =W gives, respectively, Theorems 4.1 and 4.3.
Finally, we derive a simple relation, proved in [Li2], that specifies the
structure of the formal series YM(u, x).
Theorem 4.7 With M as in Theorem 4.4,
lim
x
1/p
1 →ω
s
px
1/p
YM(ν
su, x1) = YM(u, x) (4.16)
for u ∈ V and s ∈ Z.
Proof: In the Jacobi identity (2.31), replace u by νsu and x
1/p
1 by ω
s
px
1/p.
The right–hand side becomes
1
p
x−12
p−1∑
r=0
δ
(
ωr+sp
(
x− x0
x2
)1/p)
YM(Y (ν
r+su, x0)v, x2),
which is independent of s, as is apparent if we make the shift in the summation
variable r 7→ r−s. Hence the left–hand side is also independent of s. Choosing
v = 1 and using the vacuum property (2.28), this gives(
x−10 δ
(
x− x2
x0
)
− x−10 δ
(
x2 − x
−x0
))
lim
x
1/p
1 →ω
s
px
1/p
YM(ν
su, x1) (4.17)
=
(
x−10 δ
(
x− x2
x0
)
− x−10 δ
(
x2 − x
−x0
))
YM(u, x)
which, upon using (2.2) and taking Resx2, gives (4.16).
From Theorem 4.7, we directly have the following corollary:
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Corollary 4.8 With M as in Theorem 4.4,
YM(u, x) =
∑
n∈Z+q/p
unx
−n−1 for u ∈ V, νu = ωqpu, q ∈ Z.
5 Equivalence and construction theorems from
modified weak associativity
This section presents new results related to modified weak associativity. We
will show, loosely speaking, that modified weak associativity (4.15) and weak
commutativity (4.9) are equivalent to the Jacobi identity (2.31) (“equiva-
lence theorem”). Then we will show that if the modified weak associativity
for twisted vertex operators is valid for all pairs u, w (to be put in (4.15) in-
stead of the ordered pair u, v) with u ∈ U and w ∈ V , where U is a generating
subset of a vertex operator algebra V , and if weak commutativity for twisted
vertex operators is valid for all pairs u, v with u, v ∈ U , then both modified
weak associativity and weak commutativity hold for the whole vertex opera-
tor algebra V (“construction theorem”). Similar construction theorems were
proved by Li in the untwisted and twisted cases [Li1, Li2] (cf. [LL]), using the
powerful idea of “local systems of (twisted) vertex operators.” Here we start
from similar ideas but we make use of modified weak associativity discovered
in [DLMi1, DLMi2], in order to illustrate one of its applications. We find
it instructive to give a direct proof of our construction theorem, although
there may be a shorter route from Li’s construction theorems. In the next
section, our two theorems will allow us to construct in a relatively simple
way the twisted vertex operator map for S[ν] – in particular, we will show
how the use of modified weak associativity gives a new explicit form for the
operator ∆x – and to prove the twisted module structure for S[ν]. We re-
call that throughout this section, V is a vertex operator algebra and ν is an
automorphism of V .
5.1 Equivalence theorem
It is well known in the theory of vertex operator algebras that, under natural
conditions, the weak commutativity relation (2.17) and the weak associativity
relation (2.18) for untwisted modules are equivalent to the Jacobi identity
(2.16). It is a simple matter to show that this statement is also true when
weak associativity is replaced by modified weak associativity. We state this
more generally for twisted modules (and for the twisted Jacobi identity (2.31))
in the following theorem.
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Theorem 5.1 Let M be a vector space (not assumed to be graded) equipped
with a linear map YM(·, x) (2.26) such that the truncation condition (2.27)
hold.
If modified weak associativity (4.15) holds, for some k′(u, v) ∈ N, and
weak commutativity (4.9) holds, for a possibly different k(u, v) ∈ N, then we
may change k′(u, v) (in particular, we may lower it) to k′(u, v) = k(u, v),
and the twisted Jacobi identity (2.31) holds. Also, the vector space M is a
twisted module if, additionally, M is Q−graded and quasi-finite as in the first
lines of Definition 2.3, with the L(0)-weight property (2.29), and the vacuum
property (2.28) holds.
On the other hand, if the twisted Jacobi identity (2.31) holds, then modified
weak associativity (4.15) and weak commutativity (4.9) hold.
Remark 5.2 Note that this theorem can be specialized to p = 1, applying then
to modulesW . It can also be used to show that some vector space V is a vertex
operator algebra; more precisely, in the definition 2.1, the Jacobi identity can
be replaced by modified weak associativity and weak commutativity.
Proof of Theorem 5.1. The last sentence of the theorem was proven already
by proving modified weak associativity and weak commutativity above.
Weak commutativity (4.9), when both sides are applied on an element
w of M , and the truncation condition immediately imply the first equation
of (4.11), and the first two equations of (4.12). Then, the limit on the left-
hand side of (4.15) with k(u, v) replaced by k′′(u, v) certainly exists for all
k′′(u, v) ≥ k(u, v), and the result is the same for any k′′(u, v) that makes the
limit exist, up to the obvious power of x0 (because if all limits exist, then the
product of the limits is the limit of the product). Since we know that this
limit gives the right-hand side for some k′(u, v), we may change it (and lower
it if necessary) to k′(u, v) = k(u, v). Then, writing the product of twisted
vertex operators on the left-hand side of (4.15) as on the right-hand side of
the first equation of (4.12), we see that (4.15) implies the third equation of
(4.12). Hence, by Theorem 4.4, the twisted Jacobi identity holds. With the
additional conditions stated in the theorem, all other parts of the definition
(2.3) are satisfied (in particular, the fact that V is a vertex operator algebra
implies that the Virasoro commutation relations are also satisfied, and the
L(−1)-derivative property for vertex operator algebra (2.8) implies, using
(4.15) with v = 1, the corresponding property for twisted modules (2.30))
and M is a twisted module for V .
5.2 Construction theorem
Consider a generating subset U ⊂ V of the vertex operator algebra V , defined
as follows.
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Definition 5.3 A generating subset U ⊂ V of a vertex operator algebra is a
subset such that all elements of V can be written as linear combinations of
elements of the form umvn · · ·1 for u, v, . . . ∈ U and m,n, . . . ∈ Z.
Suppose we are able to define a twisted vertex operator map YM(·, x) as in
(2.26) such that the truncation condition (2.27) holds for all v ∈ V , weak
commutativity (4.9) holds for all u, v ∈ U , and modified weak associativity
(4.15) holds for all u ∈ U and v ∈ V . Theorem 5.5 below along with Theorem
5.1 tell us that this is enough to have the twisted Jacobi identity, and, with
additional mild conditions (see Theorem 5.1) to have a twisted module.
Remark 5.4 Theorem 5.5 of course requires us to already have a twisted
vertex operator map YM(·, x) on the full vertex operator algebra V . On the
other hand, once we have the map on U only (with the properties above), it
is easy to extend it to a map on the set of symbols of the type umvn · · ·w for
u, v, . . . , w ∈ U and m,n, . . . ∈ Z by recursive use of modified weak associativ-
ity (4.15) with u ∈ U and v an element in this set of symbols. However, the
vertex operator algebra V is the span of this set of symbols with linear rela-
tions amongst them; these relations depend on the particular vertex operator
algebra at hand. In order to have a twisted module, it is essential to verify
that the map on this set of symbols is well-defined on V ; that is, that it is in
agreement with these linear relations. This is extremely nontrivial, and there
does not seem to be yet a general theorem as to when that happens. Whatever
these relations are, they have to imply those coming from the Jacobi identity
(since V is a vertex operator algebra). It is possible to show that all linear
relations coming from the Jacobi identity are satisfied by this construction.
This is beyond the scope of the present paper, but we hope to clarify some of
these issues in a future work.
Note again that the theorem below and the issues discussed in the remark
above are in close relation with results of Li [Li2]; cf. [LL].
Theorem 5.5 Let M be a vector space (not assumed to be graded) equipped
with a linear map YM(·, x) (2.26) such that the truncation condition (2.27)
holds. Fix a generating subset U ⊂ V , as defined in Definition 5.3.
If weak commutativity (4.9) is satisfied for all u, v ∈ U (and fix k(u, v) ∈ N
to be the lowest integer that can be taken both in (4.9) and in weak commu-
tativity for the vertex operator algebra V ), and if modified weak associativity
(4.15) is satisfied for all u ∈ U and for all v ∈ V (for some k′(u, v) ∈ N that
may be different from k(u, v)), then both weak commutativity and modified
weak associativity are satisfied for all u, v ∈ V . Further, we may change
k′(u, v) (in particular, we may lower it) to k′(u, v) = k(u, v) for u, v ∈ V ,
and these integers may be taken to satisfy the formula
k(un0+mv, w) = k(w, u) + k(w, v) +m (5.1)
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for all u, v, w ∈ V where n0 is the highest integer such that un0v 6= 0. The
same integers may also be taken in weak commutativity for the vertex operator
algebra V .
Proof: We start by showing weak commutativity (4.9), and the equation
(5.1). Under the assumptions of the theorem, we have, for u, v, w ∈ U ,
(x− x2 − x0)
k(w,u)(x− x2)
k(w,v)YM(w, x) ·
· lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
(
(x1 − x2)
k(u,v)YM(u, x1)YM(v, x2)
)
= lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
(
(x− x1)
k(w,u)(x− x2)
k(w,v)YM(w, x)·
· (x1 − x2)
k(u,v)YM(u, x1)YM(v, x2)
)
= lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
(
(x1 − x2)
k(u,v)YM(u, x1)YM(v, x2)·
· (x− x1)
k(w,u)(x− x2)
k(w,v)YM(w, x)
)
= lim
x
1/p
1 →ω
s
p(x2+x0)
1/p
(
(x1 − x2)
k(u,v)YM(u, x1)YM(v, x2)
)
·
·(x− x2 − x0)
k(w,u)(x− x2)
k(w,v)YM(w, x) (5.2)
hence
(x− x2 − x0)
k(w,u)(x− x2)
k(w,v) YM(w, x)YM(Y (ν
−su, x0)v, x2) (5.3)
= (x− x2 − x0)
k(w,u)(x− x2)
k(w,v)YM(Y (ν
−su, x0)v, x2)YM(w, x) .
Both sides have finitely many negative powers of x0. Take the lowest power:
(x− x2)
k(w,u)+k(w,v) YM(w, x)YM((ν
−su)n0v, x2) (5.4)
= (x− x2)
k(w,u)+k(w,v)YM((ν
−su)n0v, x2)YM(w, x) .
This proves weak commutativity for all pairs un0v, w with u, v, w ∈ U , and
we may take k(un0v, w) = k(w, u) + k(w, v) (although we have not proven
that this value is the minimum one for which weak commutativity is valid),
where n0 is the highest integer such that un0v 6= 0.
The next power of x0 in the equation (5.3) contains, on each side, two
terms of the same type as those above: one with (ν−su)n0+1v, the other with
(ν−su)n0v. The terms with (ν
−su)n0v are multiplied by (x−x2)
k(w,u)+k(w,v)−1,
and those with (ν−su)n0+1v, by (x−x2)
k(w,u)+k(w,v). Multiplying the resulting
equation through by x− x2, we can use the result (5.4) and we obtain weak
commutativity for all pairs un0+1v, w with u, v, w ∈ U , where n0 is again
highest integer such that un0v 6= 0. We can take k(un0+1v, w) = k(w, u) +
k(w, v)+1. Repeating the process, we obtain weak commutativity for all pairs
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unv, w with u, v, w ∈ U and for all n ∈ Z, with k(un0+mv, w) = k(w, u) +
k(w, v) + m. Replacing v by unv for u, v ∈ U in the argument above, and
repeating, we obtain weak commutativity for all pairs v, w with v ∈ V and
w ∈ U . Finally, we can repeat the full argument above with u, v ∈ U and
w ∈ V . The induction from that gives us weak commutativity for all pairs
v, w with v ∈ V and w ∈ V , and in particular gives us (5.1).
Note that the same arguments can be used for the vertex operator Y (·, x),
so that equation (5.1) may be taken to hold also for the k(u, v) involved in
weak commutativity for the vertex operator algebra V . This implies that
the integers k(u, v) involved in weak commutativity for YM(·, x) and those
involved in weak commutativity for the vertex operator algebra V may both
be taken to be given by (5.1) for all elements of the vertex operator algebra.
We will do that for the rest of the proof.
Note also that weak commutativity (4.9) implies, through the arguments
of the proof of Theorem 5.1, that in modified weak associativity (4.15) for
u ∈ U and v ∈ V , which holds by assumption with some integer k′(u, v), we
can change k′(u, v) to k′(u, v) = k(u, v). We will also do that for the rest of
the proof.
Next we show modified weak associativity. First note the following lemma.
Lemma 5.6 For u, v, w ∈ V and φ ∈M , there exists a (nonunique) element
F (u, v, w, φ; x0, x4, x5, x1, x2, x3) of M((x0, x4, x5, x
1/p
1 , x
1/p
2 , x
1/p
3 )) such that
x
k(u,v)
0 F (u, v, w, φ; x0, x4, x5, x1, x2, x3) ∈M [[x0]]((x4, x5, x
1/p
1 , x
1/p
2 , x
1/p
3 )),
x
k(u,w)
4 F (u, v, w, φ; x0, x4, x5, x1, x2, x3) ∈M [[x4]]((x0, x5, x
1/p
1 , x
1/p
2 , x
1/p
3 )),
x
k(v,w)
5 F (u, v, w, φ; x0, x4, x5, x1, x2, x3) ∈M [[x5]]((x0, x4, x
1/p
1 , x
1/p
2 , x
1/p
3 ))(5.5)
and
YM(u, x1)YM(v, x2)YM(w, x3)φ = F (u, v, w, φ; x1−x2, x1−x3, x2−x3, x1, x2, x3)
(5.6)
where k(u, v), k(u, w), k(v, w) ∈ N can be taken as those that appear in the
weak commutativity relation (4.9).
This is an immediate consequence of weak commutativity (4.9). Indeed,
consider
(x1 − x2)
k(u,v)(x1 − x3)
k(u,w)(x2 − x3)
k(v,w)YM(u, x1)YM(v, x2)YM(w, x3)φ .
Thanks to the factor (x1 − x2)
k(u,v)(x1 − x3)
k(u,w)(x2 − x3)
k(v,w), the twisted
vertex operators may be written in any order. Looking at different orders
and using the truncation property, we see the expression has finitely many
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negative powers of x3, finitely many negative powers of x2 and finitely many
negative powers of x1. This shows the lemma.
Now, take u, v,∈ U and w ∈ V , and again φ ∈ M . From modified weak
associativity for vertex operator algebra (4.6) (recall that the module W in
that equation may be replaced by the vertex operator algebra itself V ), which
we will need only for the pair u, v, and from modified weak associativity for
twisted modules, which is valid by assumption when, in (4.15), the (ordered)
pair u, v is replaced by the pair v, w as well as when it is replaced by the pair
u, vnw, we have
YM(Y (Y (u, x0)v, x5)w, x3)φ
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)
YM(Y (u, x4)Y (v, x5)w, x3)
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)∑
n∈Z
x−n−15 YM(Y (u, x4)vnw, x3)φ
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)∑
n∈Z
x−n−15 lim
x
1
p
1 →(x2+x4)
1
p
(
x1 − x3
x4
)k(u,vnw)
·
·YM(u, x1)YM(vnw, x3)φ
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)∑
n∈Z
lim
x
1
p
1 →(x3+x4)
1
p
(
x1 − x3
x4
)k(u,vnw)
·
·Px−n−15 YM(u, x1)YM(Y (v, x5)w, x3)φ
where Px−n−15 projects onto the formal series with only the terms having the
factor x−n−15 . Observe that the lowest power of x5 is −n0 − 1 where n0 is the
highest integer such that vn0w 6= 0. Continuing, we find
YM(Y (Y (u, x0)v, x5)w, x3)φ
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)∑
n∈Z
lim
x
1
p
1 →(x3+x4)
1
p
(
x1 − x3
x4
)k(u,vnw)
·
·Px−n−15 lim
x
1
p
2 →(x3+x5)
1
p
(
x2 − x3
x5
)k(v,w)
YM(u, x1)YM(v, x2)YM(w, x3)φ
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)∑
n∈Z
lim
x
1
p
1 →(x3+x4)
1
p
(
x1 − x3
x4
)k(u,vnw)
·
·Px−n−15 lim
x
1
p
2 →(x3+x5)
1
p
(
x2 − x3
x5
)k(v,w)
F (u, v, w, φ; x1 − x2, x1 − x3, x2 − x3, x1, x2, x3)
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= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)∑
n∈Z
lim
x
1
p
1 →(x3+x4)
1
p
(
x1 − x3
x4
)k(u,vnw)
·
·Px−n−15 F (u, v, w, φ; x1 − x3 − x5, x1 − x3, x5, x1, x3 + x5, x3) .
Using the particular value of k(u, vnw) given by (5.1), we can continue eval-
uating the limits:
YM(Y (Y (u, x0)v, x5)w, x3)φ
= lim
x4→x5+x0
(
x4 − x5
x0
)k(u,v)
F (u, v, w, φ; x4 − x5, x4, x5, x3 + x4, x3 + x5, x3)
= F (u, v, w, φ; x0, x5 + x0, x5, x3 + x5 + x0, x3 + x5, x3) . (5.7)
Now, consider the following formal series, and use similar arguments as
those above in order to evaluate it:∑
n∈Z
x−n−10 lim
x
1/p
2 →(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
YM(unv, x2)YM(w, x3)φ
=
∑
n∈Z
lim
x
1/p
2 →(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
Px−n−10 YM(Y (u, x0)v, x2)YM(w, x3)φ
=
∑
n∈Z
lim
x
1/p
2 →(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
·
·Px−n−10 lim
x
1/p
1 →(x2+x0)
1/p
(
x1 − x2
x0
)k(u,v)
YM(u, x1)YM(v, x2)YM(w, x3)φ
=
∑
n∈Z
lim
x
1/p
2 →(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
·
·Px−n−10 lim
x
1/p
1 →(x2+x0)
1/p
(
x1 − x2
x0
)k(u,v)
F (u, v, w, φ; x1 − x2, x1 − x3, x2 − x3, x1, x2, x3)
=
∑
n∈Z
lim
x
1/p
2 →(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
·
·Px−n−10 F (u, v, w, φ; x0, x2 + x0 − x3, x2 − x3, x2 + x0, x2, x3)
= F (u, v, w, φ; x0, x5 + x0, x5, x3 + x5 + x0, x3 + x5, x3) . (5.8)
Comparing with (5.7), and taking any fixed power of x0, we have
YM(Y (unv, x5)w, x3) = lim
x
1/p
2 →(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
YM(unv, x2)YM(w, x3)φ .
(5.9)
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This is modified weak associativity (4.15) for s = 0 and for the pairs unv, w,
for all n ∈ Z. It is a simple matter to compare, instead, the expression
YM(Y (ν
−sY (u, x0)v, x5)w, x3)φ
with the expression
∑
n∈Z
x−n−10 lim
x
1/p
2 →ω
s
p(x3+x5)
1/p
(
x2 − x3
x5
)k(unv,w)
YM(unv, x2)YM(w, x3)φ
using similar steps, and using the fact that ν is an automorphism of V . We
obtain modified weak associativity (4.15) for arbitrary s ∈ Z and for the pairs
unv, w, for all n ∈ Z.
Repeating the argument with v replaced by u˜nv for all u˜ ∈ U and for all
n ∈ Z, and so on, we find modified weak associativity for all pairs v, w with
v ∈ V and w ∈ V . This proves the last part of the theorem.
Remark 5.8 As usual, it is possible to specialize the theorems above to the
case p = 1 in order to obtain theorems applying to untwisted modules.
Remark 5.9 In the theorem above (in close relation with theorems of [Li2]),
concerned with twisted modules for vertex operators algebras, we assumed the
existence of a vertex operator algebra V . With slight adjustments, the the-
orem can be made into a construction theorem for vertex operator algebras
themselves, in relation with constructions of [Li1] (a more complete construc-
tion theory, the representation theory of vertex operator algebras of [Li1], is
explained at length in [LL], cf. Theorems 5.7.6, 5.7.11 for instance).
6 Proof of the twisted module structure for
S[ν] and construction of the twisted vertex
operator map
The twisted module structure of S[ν], for the vertex operator S, was es-
tablished in [L1], [FLM1], [FLM2] and [DL2] (assuming that ν preserves a
rational lattice in h). In this section, we present a new proof of the twisted
module structure of S[ν] (which does not require this minor assumption), and
we construct explicitly the twisted vertex operators using modified weak as-
sociativity (and in particular, we calculate the explicit form of ∆x in a simple
way).
Starting from (3.10), we will construct the twisted vertex operator YS[ν](u, x)
for all u ∈ S. As stated above, it is usual in studying vertex operator algebras
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to construct vertex operators associated to elements of the vertex operator
algebra from vertex operator associated to “simpler” elements, by using asso-
ciativity. However, for twisted vertex operators, the natural weak associativ-
ity (4.10), that is immediately obtained from the Jacobi identity, is somewhat
complicated by the projection operator and hides the simple structure of the
construction. On the other hand, the modified weak associativity (4.15) is
simpler, especially when written in the form (specialized for convenience to
s = 0)
YM(Y (u, x0)v, x2) = lim
x
1/p
1 →(x2+x0)
1/p
((
x1 − x2
x0
)k(u,v)
YM(u, x1)YM(v, x2)
)
.
(6.1)
In order to better understand this formula, note that, as remarked in Remark
4.3, the pre-factor
(
x1−x2
x0
)k(u,v)
gives exactly 1 when the limit procedure
lim
x
1/p
1 →(x2+x0)
1/p is applied on it alone. The formula above cannot be simpli-
fied by replacing this pre-factor by 1, however, because the limit is not well
defined on the other factor YM(u, x1)YM(v, x2) alone. The construction prin-
ciple will be to replace this product of vertex operators by a normal-ordered
product plus extra terms. On the normal-ordered product, the limit is well
defined, so that the pre-factor multiplying the normal-ordered product can
be set to 1.
It is immediate to see that the set U = {1, α(−1)1|α ∈ h} is a generating
subset for the vertex operator algebra S. Hence, in the proof of the twisted
module structure of S[ν] using Theorems 5.5 and 5.1, we need first to prove
weak commutativity (4.9) (and it turns out that it holds with k(u, v) =
2 – the integer k(u, v) = 2 is the one involved in the corresponding weak
commutativity for the vertex operator algebra S) for the operators defined
by (3.10) with n = 1. Then, we need to construct explicitly the map YS[ν](·, x)
for all elements of S recursively by using modified weak associativity. Finally,
we need to check modified weak associativity (4.15) for u ∈ U and v ∈ V . All
other requirements of Theorem 5.1 are immediate to see from the construction
of Section 3.
Theorem 6.1 The operators (3.10) with n = 1 satisfy weak commutativity
(4.9) with k(u, v) = 2.
Proof: We have
αν(x1)β
ν(x2) = ••α
ν(x1)β
ν(x2) •• + h(α, β, x1, x2) (6.2)
with
h(α, β, x1, x2) =
∑
m∈ 1
p
Z,m>0
x−m−11 x
m−1
2 m〈α(mp), β〉
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=p∑
r=1
(
x2
x1
) r
p 1− r
p
+ r
p
x1
x2
(x1 − x2)2
〈α(r), β〉 . (6.3)
It is a simple matter to see that
(x1 − x2)
2h(α, β, x1, x2) =
p∑
r=1
(
x2
x1
) r
p
(
1−
r
p
+
r
p
x1
x2
)
〈α(r), β〉 . (6.4)
is equal to (x1 − x2)
2h(β, α, x2, x1), using 〈β(r), α〉 = 〈α(−r), β〉. Hence
(x1 − x2)
2[αν(x1), β
ν(x2)] = 0
which proves the theorem.
Theorem 6.2 The space S[ν] has the structure of a twisted module for the
vertex operator algebra S. The general form of the twisted vertex operator
YS[ν](u, x), for any element u of the vertex operator algebra S, is:
YS[ν](αj(−nj) · · ·α1(−n1)1, x) (6.5)
=
∑
J⊂{1,...,j}
f{1,...,j}\J(x) ••
∏
l∈J
1
(nl − 1)!
(
d
dx
)nl−1
ανl (x) ••
with n1, . . . , nj ∈ Z+, for some factors fI(x), where we just write the depen-
dence on the index set I, but that really depend on the elements αi and the
integer numbers ni for all i ∈ I. The set J on which we sum takes the values
∅ (the empty set), {1, . . . , j} (if it is different from ∅), and all other proper
subsets of {1, . . . , j} (if any). The factors fI(x) are given by
fI(x) =

0 |I| odd∑
s∈Pairings(I)
|I|/2∏
l=1
gsl(x) |I| even
(6.6)
where |I| is the cardinal of I, where Pairings(I) is the set of all distinct
sets s = {s1, . . . , s|I|/2} of distinct (without any element in common) pairs
sl = (il, i
′
l) (where the order of elements is not important) of elements il 6= i
′
l
of I such that {i1, . . . , i|I|/2, i
′
1, . . . , i
′
|I|/2} = I, and where
g(i,i′)(x) = g(αi, ni, αi′ , ni′, x) (6.7)
with
g(α,m, β, n, x) = Resx0Resx2x
−m
0 x
−n
2
p∑
r=1
(
x+ x2
x+ x0
) r
p 1− r
p
+ r
p
x+x0
x+x2
(x0 − x2)2
〈α(r), β〉 .
(6.8)
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Proof: Clearly, for j = 0 and j = 1 the form (6.5) is consistent with
modified weak associativity and well defined on S, and we must have f∅(x) =
1 and fI(x) = 0 if |I| = 1. Assume (6.5) to be valid for j replaced with j− 1.
With k a nonnegative integer large enough and n1, . . . , nj ∈ Z+, we have
YS[ν](αj(−nj) · · ·α1(−n1)1, x) (6.9)
= Resx0x
−nj
0 YS[ν](Y (αj(−1)1, x0)αj−1(−nj−1) · · ·α1(−n1)1, x)
= Resx0x
−nj
0 lim
x
1/p
1 →(x+x0)
1/p
((
x1 − x
x0
)k
·
YS[ν](αj(−1)1, x1)YS[ν](αj−1(−nj−1) · · ·α1(−n1)1, x)
)
= Resx0x
−nj
0 lim
x
1/p
1 →(x+x0)
1/p
((
x1 − x
x0
)k
·
ανj (x1)
∑
J⊂{1,...,j−1}
f{1,...,j−1}\J(x) ••
∏
l∈J
1
(nl − 1)!
(
d
dx
)nl−1
ανl (x) ••
)
.
Now, using the commutation relations (3.3), it is a simple matter to obtain
ανj (x1) ••
∏
l∈J
(
d
dx
)nl−1
ανl (x) ••
= •
•
ανj (x1)
∏
l∈J
(
d
dx
)nl−1
ανl (x) ••
+
∑
i∈J
(
∂
∂x
)ni−1
h(αj , αi, x1, x) ••
∏
l∈J\{i}
(
d
dx
)nl−1
ανl (x) ••
with h(α, β, x1, x2) defined in (6.3). Note that, comparing with (6.8), we have
g(α,m, β, n, x) = Resx0x
−m
0 lim
x
1/p
1 →(x+x0)
1/p
((
x1 − x
x0
)k
Resx2x
−n
2 h(α, β, x1, x+x2)
)
.
(6.10)
Using the relation
1
(n− 1)!
(
d
dx
)n−1
f(x) = Resx2x
−n
2 f(x+ x2) (6.11)
for formal series f(x) with finitely many negative powers of x and for n ∈ Z+,
we can now evaluate the limit and the residue on the right-hand side of the
last equality of (6.9):
YS[ν](αj(−nj) · · ·α1(−n1)1, x) (6.12)
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=
∑
J⊂{1,...,j−1}
f{1,...,j−1}\J(x) ·
(
•
•
1
(nj − 1)!
(
d
dx
)nj−1
ανj (x)
∏
l∈J
1
(nl − 1)!
(
d
dx
)nl−1
ανl (x) ••
+
∑
i∈J
g(αj, nj, αi, ni, x) ••
∏
l∈J\{i}
1
(nl − 1)!
(
d
dx
)nl−1
ανl (x) ••
)
.
This is still of the form (6.5). Moreover, it is simple to understand, from
comparing (6.12) with (6.9), that the solution (6.6) is correct.
This construction certainly gives us a map YS[ν](·, x) on the vector space
S ≃ S(hˆ−). We need to verify that this map satisfies modified weak associa-
tivity (4.15). This requires three steps.
First, we need to check that operators on the right-hand side of (6.5) are
independent of the order of the pairs (α1, n1), . . . , (αj, nj) for any positive
integers n1, . . . , nj and any elements α1, . . . , αj of h. The sum over pairings
has this symmetry, and we need to check that
g(α,m, β, n, x) = g(β, n, α,m, x). (6.13)
This is not immediately obvious, because, by the binomial expansion conven-
tion, (x0 − x2)
−2 6= (x2 − x0)
−2). This symmetry can indeed be checked:
g(α,m, β, n, x)− g(β, n, α,m, x) (6.14)
= Resx0Resx2x
−m
0 x
−n
2
p∑
r=1
·
·
(
x+ x2
x+ x0
) r
p
(
1−
r
p
+
r
p
x+ x0
x+ x2
)(
1
(x0 − x2)2
−
1
(x2 − x0)2
)
〈α(r), β〉
= Resx0Resx2x
−m
0 x
−n
2
p∑
r=1
·
·
(
x+ x2
x+ x0
) r
p
(
1−
r
p
+
r
p
x+ x0
x+ x2
)
x−10
∂
∂x2
δ
(
x2
x0
)
〈α(r), β〉
= 0 (6.15)
where in the last step, we moved the derivative ∂
∂x2
towards the left using
Leibniz’s rule, and we used the formal delta-function property and the fact
that m,n ∈ Z+.
Second, we need to check that modified weak associativity (4.15) with
YS[ν](Y (αj(−1)1, x0)αj−1(−nj−1) · · ·α1(−n1)1, x) for its left-hand side is in
agreement, at negative powers of x0, with
YS[ν](αj(nj)αj−1(−nj−1) · · ·α1(−n1)1, x) = (6.16)
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j−1∑
i=1
njδnj ,ni〈αj, αi〉YS[ν](αj−1(−nj−1) · · ·
̂αi(−ni) · · ·α1(−n1)1, x)
for nj ∈ N (the nonnegative integers) where
̂αi(−ni) means that the operator
αi(−ni) is omitted. Repeating the derivation (6.9), (6.12), we see that this is
equivalent to requiring (with the definition (6.8))
g(α,−m, β, n) = mδm,n〈α, β〉 (6.17)
for m ∈ N, n ∈ Z+. This is a consequence of the fact that(
x+ x2
x+ x0
)s 1− s+ sx+x0
x+x2
(x0 − x2)2
=
1
(x0 − x2)2
+ C[[x0, x2, x
−1]] (6.18)
for any s ∈ C. The quantity(
x+ x2
x+ x0
)s 1− s + sx+x0
x+x2
(x0 − x2)2
−
1
(x0 − x2)2
obviously has only nonnegative powers of x2 and nonpositive powers of x. On
the other hand, it is equal to(
x+ x2
x+ x0
)s 1− s+ sx+x0
x+x2
(x2 − x0)2
−
1
(x2 − x0)2
+((
x+ x2
x+ x0
)s(
1− s+ s
x+ x0
x+ x2
)
− 1
)
x−10
∂
∂x2
δ
(
x2
x0
)
.
The first two terms obviously have only nonnegative powers of x0. The third
term can be evaluated using Leibniz’s rule and gives zero. This completes the
proof of (6.18).
Third, the structure of the construction of Section 3 shows that (4.15) is
valid as well for s 6= 0 (equation (4.16) is satisfied).
The other requirements of Theorems 5.1 can be checked from the con-
struction of Section 3, and with Theorems 5.5 and 6.1, this completes the
proof.
Finally, let us mention that formula (6.5) with (6.6) immediately leads to
the following formula for the operator ∆x introduced in (3.9):
∆x =
d∑
q1,q2=1
∑
m,n∈Z+
α¯q1(m)α¯q2(n)
mn
g(α¯q1, m, α¯q2, n, x) (6.19)
where we recall that α¯q, q = 1, . . . , d form an orthonormal basis of h. This
was first constructed, in a different form, in [FLM1] and [FLM2].
33
7 The Lie algebra Dˆ+
We will now apply modified weak associativity and the results of the previous
section, that S[ν], constructed in Section 3, is a twisted module for the vertex
operator algebra S, in order to study a certain infinite-dimensional Lie algebra
Dˆ+ and its representations. This follows closely the results of [DLMi1] and
[DLMi2], and does not give new results with respect to these works.
Let D be the Lie algebra of formal differential operators on C× spanned
by tnDr, where D = t d
dt
and n ∈ Z, r ∈ N (the nonnegative integers).
This Lie algebra has an essentially unique one-dimensional central extension
Dˆ = Cc⊕D (denoted in the physics literature by W1+∞).
The representation theory of the highest weight modules of Dˆ was initiated
in [KR], where, among other things, the complete classification problem of
the so-called quasi-finite representations1 was settled. The detailed study
of the representation theory of certain subalgebras of Dˆ having properties
related to those of certain infinite–rank “classical” Lie algebras was initiated
in [KWY] along the lines of [KR]. In [Bl] and [M2], related Lie algebras
(and superalgebras) are considered from different viewpoints. As in [DLMi1,
DLMi2], we will follow these lines and concentrate on the Lie subalgebra Dˆ+
described in [Bl] and recalled below.
View the elements tnDr (n ∈ Z, r ∈ N) as generators of the central
extension Dˆ. They can be taken to satisfy the following commutation relations
(cf. [KR]):
[tmf(D), tng(D)] =
tm+n(f(D + n)g(D)− g(D +m)f(D)) + Ψ(tmf(D), tng(D))c,
where f and g are polynomials and Ψ is the 2–cocycle (cf. [KR]) determined
by
Ψ(tmf(D), tng(D)) = −Ψ(tng(D), tmf(D)) = δm+n,0
m∑
i=1
f(−i)g(m−i), m > 0.
We consider the Lie subalgebra D+ of D generated by the formal differential
operators
L(r)n = (−1)
r+1Dr(tnD)Dr, (7.1)
where n ∈ Z, r ∈ N [Bl]. The subalgebra D+ has an essentially unique central
extension (cf. [N]) and this extension may be obtained by restriction of the
2–cocycle Ψ to D+. Let Dˆ+ = Cc ⊕ D+ be the nontrivial central extension
defined via the slightly normalized 2–cocycle −1
2
Ψ, and view the elements
1These are representations with finite-dimensional homogeneous subspaces.
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L
(r)
n as elements of Dˆ+. This normalization gives, in particular, the usual
Virasoro algebra bracket relations
[L(0)m , L
(0)
n ] = (m− n)L
(0)
m+n +
m3 −m
12
δm+n,0 c. (7.2)
In [Bl] Bloch discovered that the Lie algebra Dˆ+ can be defined in terms of
generators that lead to a simplification of the central term in the Lie bracket
relations. Oddly enough, if we let
L¯(r)n = L
(r)
n +
(−1)r
2
ζ(−1− 2r)δn,0c, (7.3)
then the central term in the commutator
[L¯(r)m , L¯
(s)
n ] =
r+s∑
i=min(r,s)
a
(r,s)
i (m,n)L¯
(i)
m+n +
(r + s+ 1)!2
2(2(r + s) + 3)!
m2(r+s)+3δm+n,0 c
(7.4)
is a pure monomial (here a
(r,s)
i (m,n) are structure constants), in contrast to
the central term in (7.2) and in other bracket relations that can be found
from (7.1). As was announced in [L3], [L4] and shown in [DLMi2], in order
to conceptualize this simplification (especially the appearance of zeta-values)
one can construct certain infinite-dimensional projective representations of
D+ using vertex operators.
Let us explain Bloch’s construction [Bl]. Consider the Lie algebra hˆ in-
troduced in Section 3, and its induced (level-one) module S. Then the corre-
spondence
L(r)n 7→
1
2
d∑
q=1
∑
j∈Z
jr(n− j)r •
•
α¯q(j)α¯q(n− j) •• (n ∈ Z) , c 7→ d, (7.5)
where we recall that {α¯q} is an orthonormal basis of h and •• · •• is the usual
normal ordering, gives a representation of Dˆ+. Let us denote the opera-
tor on the right–hand side of (7.5) by L(r)(n). In particular, the operators
L(0)(m) (m ∈ Z) give a well-known representation of the Virasoro algebra
with central charge c 7→ d,
[L(0)(m), L(0)(n)] = (m− n)L(0)(m+ n) + d
m3 −m
12
δm+n,0,
and the construction (7.5) for those operators is the standard realization of
the Virasoro algebra on a module for a Heisenberg Lie algebra (cf. [FLM2]).
Without going into any detail, let us mention that Bloch [Bl] also studied
certain natural graded traces using this representation of L¯
(r)
0 , and found that,
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as in the well-known case of the Virasoro algebra r = 0, they possess nice
modular properties.
The appearance of zeta–values in (7.3) can be conceptualized by the fol-
lowing heuristic argument [Bl]: Suppose that we remove the normal ordering
in (7.5) and use the relation [α¯q(m), α¯q(−m)] = m to rewrite α¯q(m)α¯q(−m),
with m ≥ 0, as α¯q(−m)α¯q(m)+m. It is easy to see that the resulting expres-
sion contains an infinite formal divergent series of the form
12r+1 + 22r+1 + 32r+1 + · · · .
A heuristic argument of Euler’s suggests replacing this formal expression by
ζ(−1−2r), where ζ is the (analytically continued) Riemann ζ–function. The
resulting (zeta–regularized) operator is well defined and gives the action of
L¯
(r)
n ; such operators satisfy the bracket relations (7.4).
7.1 Realization in S: zeta function at negative integers
In order to understand the appearance of the zeta function at negative inte-
gers using the vertex operator algebra S, following [L3, L4, DLMi1, DLMi2],
we need to introduce slightly different vertex operators. Consider a vertex
operator algebra V . The homogeneous vertex operators are defined by
X(u, x) = Y (xL(0)u, x) (u ∈ V ) . (7.6)
The most important property of these operators, for us, is the homogenous
version of modified weak associativity:
lim
x1→eyx2
((
x1
x2
− 1
)k(u,v)
X(u, x1)X(v, x2)
)
= (ey − 1)k(u,v)X(Y [u, y]v, x2)
(7.7)
for u, v ∈ V , and k(u, v) as in Theorem 4.3. Interestingly, in this relation, yet
a new type of vertex operator appears:
Y [u, y] = Y (eyL(0)u, ey − 1) (u ∈ V ) . (7.8)
This vertex operator map generates a vertex operator algebra that is iso-
morphic to V , and geometrically corresponding to a change to cylindrical
coordinates. Those properties were proven in [Z1, Z2].
Consider the vertex operator algebra S. Recall that the Virasoro gener-
ators L(n) acting on S are given by the operators on the right-hand side of
(7.5) with r = 0. It is a simple matter to verify that X(α(−1)1, x) = α〈x〉,
with
α〈x〉 =
∑
n∈Z
α(n)x−n . (7.9)
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Consider now the following formal series, acting on S:
L¯y1,y2〈x〉 = X
(
1
2
d∑
q=1
Y [α¯q(−1)1, y1 − y2]α¯q(−1)1, e
y2x
)
. (7.10)
By (7.7), we have
L¯y1,y2〈x2〉 =
1
2
lim
x1→x2
d∑
q=1
( x1x2 ey1−y2 − 1
ey1−y2 − 1
)k
α¯q〈e
y1x1〉α¯q〈e
y2x2〉
 (7.11)
for any fixed k ∈ N, k ≥ 2. Using
d∑
q=1
α¯q〈e
y1x1〉α¯q〈e
y2x2〉 =
d∑
q=1
•
•
α¯q〈e
y1x1〉α¯q〈e
y2x2〉 •• −
∂
∂y1
(
1
1− x2
x1
e−y1+y2
)
,
we immediately find that
L¯y1,y2〈x〉 =
1
2
d∑
q=1
•
•
α¯q〈e
y1x〉α¯q〈e
y2x〉 •
•
−
1
2
∂
∂y1
(
1
1− e−y1+y2
)
. (7.12)
Defining the operators L¯r1,r2(n), r1, r2 ∈ N, n ∈ Z via
L¯y1,y2〈x〉 =
1
2
d
(y1 − y2)2
+
∑
n∈Z, r1,r2 ∈N
L¯r1,r2(n)x−n
yr11 y
r2
2
r1!r2!
, (7.13)
it is simple to see, using (7.5), that the correspondence
L¯(r)n 7→ L¯
r,r(n), c 7→ d (7.14)
for n ∈ Z, r ∈ N gives a representation of the generators (7.3) of the alge-
bra Dˆ+. Recall that these generators were introduced by Bloch in order to
simplify the central term in the commutation relations.
As was shown in [DLMi2], from the expression (7.11) of the formal se-
ries Ly1,y2〈x〉, involving formal limits, it is a simple matter to compute the
following commutators, first written in [L3]:
[L¯y1,y2〈x1〉, L¯
y3,y4〈x2〉] (7.15)
= −
1
2
∂
∂y1
(
L¯−y1+y2+y3,y4〈x2〉δ
(
ey1x1
ey3x2
)
+ L¯−y1+y2+y4,y3〈x2〉δ
(
ey1x1
ey4x2
))
−
1
2
∂
∂y2
(
L¯y1−y2+y3,y4〈x2〉δ
(
ey2x1
ey3x2
)
+ L¯y1−y2+y4,y3〈x2〉δ
(
ey2x1
ey4x2
))
.
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As was announced in [L3, L4] and explained in [DLMi2], a simple analysis
of this commutator shows that the central term in the commutators of the
generators (7.14) is a pure monomial, as in (7.4). This gives a simple explana-
tion of Bloch’s phenomenon using the vertex operator algebras S. Moreover,
the definition (7.10) says that the operators Ly1,y2(x) represent on V the im-
age of some fundamental algebra elements of V under the transformation
to the cylinder. These fundamental elements, being closely related to the
Virasoro element ω, can be expected, when transformed to the cylinder, to
lead to graded traces with simple modular properties, in agreement with the
observations of Bloch [Bl].
7.2 Representations on S[ν]: Bernoulli polynomials at
rational values
Following [DLMi1, DLMi2], we will now construct a representation of Dˆ+ on
S[ν]. The property that a twisted module is a true module on the fixed-
point subalgebra will be essential below in this construction. This property
is guaranteed by the operator ∆x that we calculated above (6.19). In order
to have the correction terms for the representation of the algebra Dˆ+ on
the twisted space S[ν], one could apply e∆x on the vectors generating the
representation of the whole algebra Dˆ+. This can be a complicated problem,
mainly because generators of Dˆ+ have arbitrarily large weights. In line with
[DLMi1, DLMi2], below we will calculate the correction terms directly using
the modified weak associativity relation for twisted operators, as well as the
simple result (3.10). Hence in this argument, the explicit action of ∆x on
vectors generating the representation of the algebra Dˆ+ is not of importance;
all we need to know is that there exists such an operator ∆x giving to the
space S[ν] the properties of a twisted module for the vertex operator algebra
S.
In parallel to the previous sub-section, we need to introduce homogeneous
twisted vertex operators. Being given a vertex operator algebra V and a ν-
twisted V -module M , they are defined by
XM(u, x) = YM(x
L(0)u, x) (u ∈ V ) . (7.16)
Again, the most important property of these operators, for us, is the homoge-
nous version of modified weak associativity for twisted vertex operators:
lim
x
1/p
1 →ω
s
p(e
yx2)1/p
((
x1
x2
− 1
)k(u,v)
XM(u, x1)XM(v, x2)
)
= (ey − 1)k(u,v)XM(Y [ν
−su, y]v, x2). (7.17)
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for u, v ∈ V, s ∈ Z, and k(u, v) as in Theorem 4.6. Recall the definition of
Y [u, y] in (7.8).
Consider the vertex operator algebra S and its twisted module S[ν]. It is
a simple matter to verify that XS[ν](α(−1)1, x) = α
ν〈x〉, with
αν〈x〉 =
∑
n∈ 1
p
Z
αν(n)x−n . (7.18)
Consider now the following formal series, acting on S[ν]:
L¯ν;y1,y2〈x〉 = XS[ν]
(
1
2
d∑
q=1
Y [α¯q(−1)1, y1 − y2]α¯q(−1)1, e
y2x
)
. (7.19)
Since the operator 1
2
∑d
q=1 Y [α¯q(−1)1, y1 − y2]α¯q(−1)1 is in the fixed point
subalgebra of S, it is immediate that these operators satisfy the same com-
mutation relations as (7.15):
[L¯ν;y1,y2〈x1〉, L¯
ν;y3,y4〈x2〉] (7.20)
= −
1
2
∂
∂y1
(
L¯ν;−y1+y2+y3,y4〈x2〉δ
(
ey1x1
ey3x2
)
+ L¯ν;−y1+y2+y4,y3〈x2〉δ
(
ey1x1
ey4x2
))
−
1
2
∂
∂y2
(
L¯ν;y1−y2+y3,y4〈x2〉δ
(
ey2x1
ey3x2
)
+ L¯ν;y1−y2+y4,y3〈x2〉δ
(
ey2x1
ey4x2
))
.
Hence, defining the operators L¯ν;r1,r2(n), r1, r2 ∈ N, n ∈ Z via
L¯ν;y1,y2〈x〉 =
1
2
d
(y1 − y2)2
+
∑
n∈Z, r1,r2 ∈N
L¯ν;r1,r2(n)x−n
yr11 y
r2
2
r1!r2!
(7.21)
(in particular, only integer powers of x appear in this expansion), we conclude
that they satisfy the same commutation relations as the operators L¯r1,r2(n)
introduced in (7.13). Then, as in (7.14), we can expect that the correspon-
dence
L¯(r)n 7→ L¯
ν;r,r(n), c 7→ d (7.22)
for n ∈ Z, r ∈ N gives a representation of the generators (7.3) of the algebra
Dˆ+ on S[ν]. Bringing this expectation to a proof needs a little more analysis
(in particular, one needs to show that the Lν;r1,r2(n) are related to the Lν;r,r(n)
in the same way as the Lr1,r2(n) are related to the Lr,r(n)), which is done in
detail in [DLMi2].
Now, by (7.17) we have
L¯ν;y1,y2〈x2〉 =
1
2
lim
x1→x2
d∑
q=1
( x1x2 ey1−y2 − 1
ey1−y2 − 1
)k
α¯νq〈e
y1x1〉α¯
ν
q 〈e
y2x2〉
 (7.23)
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for any fixed k ∈ N, k ≥ 2, which gives
L¯ν;y1,y2〈x〉 =
1
2
d∑
q=1
•
•
α¯νq 〈e
y1x〉α¯νq 〈e
y2x〉 −
1
2
∂
∂y1
p−1∑
k=0
e
k(−y1+y2)
p dim h(k)
1− e−y1+y2

(7.24)
using
d∑
q=1
α¯νq 〈e
y1x1〉α¯
ν
q〈e
y2x2〉 =
d∑
q=1
•
•
α¯νq〈e
y1x1〉α¯
ν
q 〈e
y2x2〉 ••−
∂
∂y1
p−1∑
k=0
e
k(−y1+y2)
p dim h(k)
1− x2
x1
e−y1+y2
 .
Evaluating the operators L¯ν;r,r(n) from (7.21), we conclude that the operators
L¯ν;r,r(n) =
1
2
d∑
q=1
∑
j∈ 1
p
Z
jr(n− j)r •
•
α¯νq (j)α¯
ν
q (n− j) ••
−δn,0
(−1)r
4(r + 1)
p−1∑
k=0
dim h(k)B2(r+1)(k/p) (7.25)
form a representation, on S[ν], of the generators (7.3) for the Lie algebra Dˆ+.
Notice the appearance of the Bernoulli polynomials. From our construction,
this is seen to be directly related to general properties of homogeneous twisted
vertex operators.
The next result is a simple consequence of the discussion above. It was
shown in [DLMi2]. It describes the action of the “Cartan subalgebra” of Dˆ+
on a highest weight vector of a canonical quasi-finite Dˆ+–module; here we are
using the terminology of [KR]. This corollary gives the “correction” terms
referred to in the introduction.
Corollary 7.1 Given a highest weight Dˆ+–module W , let δ be the linear
functional on the “Cartan subalgebra” of Dˆ+ (spanned by L
(k)
0 for k ∈ N)
defined by
L
(k)
0 · w = (−1)
kδ
(
L
(k)
0
)
w,
where w is a generating highest weight vector of W , and let ∆(x) be the
generating function
∆(x) =
∑
k≥1
δ(L
(k)
0 )x
2k
(2k)!
(cf. [KR]). Then for every automorphism ν of period p as above,
U(Dˆ+) · 1 ⊂ S[ν]
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is a quasi–finite highest weight Dˆ+–module satisfying
∆(x) =
1
2
d
dx
p−1∑
k=0
(e
kx
p − 1)dim h(k)
1− ex
. (7.26)
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