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1 Introduction
With increasingly efficient data collection methods, scientists are interested in quickly analyzing
ever larger data sets. In particular, the promise of these large data sets is not simply to fit old models
but instead to learn more nuanced patterns from data than has been possible in the past. In theory, the
Bayesian paradigm promises exactly these desiderata. Hierarchical modeling allows practitioners to
capture complex relationships between variables of interest. Moreover, Bayesian analysis allows
practitioners to quantify the uncertainty in any model estimates—and to do so coherently across all
of the model variables.
Mean Field Variational Bayes (MFVB), a method for approximating a Bayesian posterior distribu-
tion, has grown in popularity due to its fast runtime on large-scale data sets [1–3]. But it is well
known that a major failing of MFVB is that it gives underestimates of the uncertainty of model vari-
ables that can be almost arbitrarily worse and provides no information about how the uncertainties
in different model variables interact [4–7]. We develop a fast, general methodology for exponential
families that augments MFVB to deliver accurate uncertainty estimates for model variables—both
for individual variables and coherently across variables. In particular, as we elaborate in Section 2,
MFVB for exponential families defines a fixed-point equation in the means of the approximating
posterior, and our approach yields a covariance estimate by perturbing this fixed point. Inspired by
linear response theory, which has previously been applied to Boltzmann machines [8] and loopy
belief propagation [9], we call our method linear response variational Bayes (LRVB).
We demonstrate the accuracy of our covariance estimates with experiments on simulated data from
a mixture of normals. Specifically, we show that the LRVB variance estimates are nearly identi-
cal to those produced by a Metropolis-Hastings sampler, even when MFVB variance is dramatically
underestimated. We also show how the ability to analytically propagate uncertainty through a graph-
ical model allows the easy computation of the influence of data points on parameter point estimates,
i.e. “graphical model leverage scores.” While the data sets we examine in our experiments below
(Section 4) are simulated, in future work we will demonstrate the applicability and scalability of
LRVB on larger, experimentally-obtained data sets.
2 Mean-field variational Bayes in exponential families
Denote our N observed data points by the N -long column vector x, and denote our unobserved
model parameters by θ. Here, θ is a column vector residing in some space Θ; it has J subgroups and
total dimension D. Our model is specified by a distribution of the observed data given the model
parameters—the likelihood p(x|θ)—and a prior distributional belief on the model parameters p(θ).
Bayes’ Theorem yields the posterior p(θ|x).
1
ar
X
iv
:1
41
0.
68
53
v2
  [
sta
t.M
L]
  8
 D
ec
 20
14
MFVB approximates p(θ|x) by a factorized distribution of the form q(θ) = ∏Jj=1 q(θj) such that
the Kullback-Liebler divergence KL(q||p) between q and p is minimized:
q∗ := arg min
q
KL(q||p) = arg min
q
Eq
log p(θ|x)− ∑
j=1:J
log q(θj)
 .
By the assumed q factorization, the solution to this minimization obeys the following fixed point
equations [5]:
log q∗j (θj) = Eq∗i :i 6=j log p(θ, x) + constant. (1)
For index j, suppose that p(θj |θi:i 6=j , x) is in natural exponential family form:
p(θj |θi:i 6=j , x) = exp(η˜Tj θj −Aj(η˜j)) (2)
with local natural parameter η˜j and local log partition function Aj . Here, η˜j may be a function
of θi:i 6=j and x. If the exponential family assumption above holds for every index j, then we can
write η˜j =
∑
R⊆[J]\{j}GR
∏
r∈R θr, where [J ] := {1, . . . , J} and GR is a constant in all of θ
(Appendix A.1). It follows from Eq. (1) and the assumed factorization of q∗ that
log q∗j (θj) =
 ∑
R⊆[J]\{j}
GR
∏
r∈R
[Eq∗r θr]

T
θj + constant (3)
In particular, we see that q∗j is in the same exponential family form as p(θj |θi:i 6=j , x). Let ηj denote
the natural parameter of q∗j , and denote the mean parameter of q
∗
j as mj := Eq∗j θj . We see from
Eq. (3) that ηj =
∑
R⊆[J]\{j}GR
∏
r∈Rmr. Since mj is a function of ηj , we have the fixed point
equations mj = Mj(mi:i 6=j) for mappings Mj across j and m = M(m) for the vector of mappings
M .
3 Linear response
Now define pt(θ|x) such that its log is a linear perturbation of the log posterior:
log pt(θ|x) = log p(θ|x) + tT θ − c(t), (4)
where c(t) is a constant in θ. Since c(t) normalizes the pt(θ|x) distribution, it is in fact the cumulant
generating function of p(θ|x). Further, every conditional distribution pt (θj |θi:i6=j , x) is in the same
exponential family as every conditional distribution p (θj |θi:i 6=j , x) by construction. So, for each
t, we have mean field variational approximation q∗t with marginal means mt,j := Eq∗t θj and fixed
point equations mt,j = Mt,j(mt,i:i 6=j) across j; hence mt = Mt(mt). Taking derivatives of the
latter relationship with respect to t, we find
dmt
dtT
=
∂Mt
∂mTt
dmt
dtT
+
∂Mt
∂tT
. (5)
In particular, note that t is a vector of size D (the total dimension of θ), and dmt
dtT
, e.g., is a matrix of
size D ×D with (a, b)th entry equal to the scalar dmt,a/dtb.
Since q∗t is the MFVB approximation for the perturbed posterior pt(θ|x), we may hope that mt =
Eq∗t θ is close to the perturbed-posterior mean Eptθ. The practical success of MFVB relies on the
fact that this approximation is often good in practice. To derive interpretations of the individual
terms in Eq. (5), we assume that this equality of means holds, but we indicate where we use this
assumption with an approximation sign: mt ≈ Eptθ. A fuller derivation of the next set of equations
is given in Appendix A.2.
dmt
dtT
≈ d
dtT
Eptθ = Σpt and
∂Mt
∂tT
=
∂
∂tT
Eq∗t θ = Σq∗t and
dMt
dmTt
= Σq∗t
∂ηt
∂mTt
, (6)
where Σpt is the covariance matrix of θ under pt, Σq∗t is the covariance matrix of θ under q
∗
t , and
ηt = (η
T
t,1, . . . , η
T
t,J)
T is the vector defined by stacking natural parameters from each q∗t,j distribu-
tion.
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Now let H := ∂ηt
∂mTt
∣∣∣
t=0
. Then substituting Eq. (6) into Eq. (5) and evaluating at t = 0, we find
Σp ≈ Σq∗HΣp + Σq∗ ⇒ Σp ≈ (I − Σq∗H)−1Σq∗ (7)
Thus, we call Σˆ := (I − Σq∗H)−1Σq∗ the LRVB estimate of the true posterior covariance Σp. 1
4 Experiments
4.1 Mixture of normals
Mixture models constitute some of the most popular models for MFVB application [1, 2] and are
often used as an example of where MFVB covariance estimates may go awry [5, 7]. Here we focus
on a K-component, one-dimensional mixture of normals likelihood. In what follows, pik is the
probability of the kth component, N denotes the univariate normal distribution, µk is the mean of
the kth component, and τk is the precision of the kth component (so τ−1k is variance). N is the
number of data points, and xn is the nth observed data point. Then the likelihood is
p(x|pi, µ, τ) =
∏
n=1:N
∑
k=1:K
pikN (xn|µk, τ−1k ). (8)
To complete the generative model, we assign priors
pi ∼ DirichletK(1), τ ∼ Gamma(2.0001, 0.1), µ ∼ N (0, 100). (9)
We wish to approximate the covariance matrix of the parameters log(pi), µ, log(τ) in the poste-
rior distribution p(pi, µ, τ |x) from the preceding generative model. In our experiment, K = 3 and
N = 3000 for each of 100 simulations. We compare three different approaches to compute the
posterior covariance: a Metropolis-Hastings (MH) sampler, MFVB, and LRVB. The MH sampler
draws independent proposals centered at the MAP estimate in order to avoid label-switching prob-
lems. The two VB solutions augment Eq. (8) with indicator variables, z, which indicate which
component each point was drawn from. We note that for each of the parameters log(pi), µ, and
log(τ), both MH and MFVB produce point estimates close to the true values, so our key assumption
in the LRVB derivations of Section 3 appears to hold. To compare the covariance matrices, we use
MH as a ground truth; for the low-dimensional model we are using, it is reasonable to expect that
MH should return a good approximation of the true posterior. We see in Fig. (1) that the LRVB esti-
mates agree with the MH posterior variance while MFVB consistently underestimates the posterior
variance.
4.2 Sensitivity analysis
Next consider a slight variation to the model of Section 4.1. We retain the distribution of p(x|pi, µ, τ)
in Eq. (8) but now assume that the observed data x∗ are actually independent noisy versions of x:
x∗n ∼ N (xn, σ2), for a deterministic constant σ2. We retain the prior on µ in Eq. (9), but fix pi
and τ at their true values. In this new model, x and µ are the unknown parameters. Using LRVB,
we can estimate the posterior covariance between any xn and the mixture parameters µ. If we look
at this covariance as σ2 → 0, we obtain a type of leverage score. That is, the limiting value of
this covariance can be used to estimate the influence of observation xn on the mixture parameters
in the spirit of classical linear model leverage scores from the statistics literature. LRVB leads
to a straightforward analytic expression for these covariances, which can be found in Eq. (22) in
Appendix C. 2
Note that these leverage scores are impossible to compute in naive MFVB, since they involve cor-
relations between distinct mean field components, and difficult to compute using MH, since they
require estimating a large number of very small covariances with a finite number of draws.
1Eq. (7) involves the inverse of a matrix as large as the total number of natural parameters, which in many
problems can be impractical. However, since the variational covariance Σq∗ is block diagonal and H is often
sparse, one may be able to use Schur complements to efficiently find sub-matrices of Σˆ. In Appendix C we
work through two examples of this technique.
2Appendix C also includes a proof that this LRVB-limiting method reproduces classical leverage scores
when applied to linear regression.
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Figure 1: Comparison of estimates of the posterior standard deviation for each model parameter
according to methods MH, MFVB, and LRVB and across 100 simulations.
To evaluate these LRVB-derived leverage scores, we compare them to the effect of manually perturb-
ing our data and re-fitting the model. Here, we choose K = 2 components in the mixture model and
N = 500. (The small N is chosen to make the manual perturbation calculations more manageable.)
The LRVB-derived leverage scores are plotted as a function of xn location on the lefthand side of
Fig. (2). We can see from the comparison on the righthand side of Fig. (2) that the LRVB-derived
leverage scores match well with the results of manual perturbation, which took over 30 times longer
to compute.
Figure 2: Left: LRVB leverage scores by data point location. Right: leverage comparison.
As expected, the data points with the greatest effect on the location of a component are the ones
most likely to be assigned to the component. Interestingly, though, data still retain leverage on a
component even when they are assigned with certainty to the other component. Indeed, a data point
assigned to one component with probability close to one will affect that component’s mean, which
in turn affects the classification of other data points, which then affects the location of the other
component. In this way, we see that LRVB is estimating covariances that are the results of complex
chains of correlations.
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Appendices
A Derivations
A.1 MFVB for conditional exponential families
Lemma A.1. Suppose Eq. (2) holds across all j; that is,
p(θj |θi:i 6=j , x) = exp(η˜Tj θj −Aj(η˜j)).
Then, for the natural parameter η˜j , we have
η˜j =
∑
R⊆[J]\{j}
GR
∏
r∈R
θr,
where [J ] := {1, . . . , J} and GR is constant in θ.
Proof. We see that log p(θ|x) = log p(θj |θi:i 6=j , x)+log p(θi:i 6=j |x) depends on θj only via the first
term in the sum. So by Eq. (2), log p(θ|x) is linear in θj , and we can write
log p(θ|x) =
∑
R′⊂[J]
G′R′
∏
r∈R′
θr + constant,
where G′R′ and the final summand are constant in all of θ. The result follows by collecting those
terms where j ∈ R′.
A.2 Linear response
We here derive the three equalities in Eq. (6), which appear as three propositions below. In these
propositions, we assume that p(θ|x) is in the exponential family as above. We will further assume
that all natural parameters (for p or variational approximations) are in the interior of the parameter
space and that t is sufficiently small. These assumptions will allow us to apply dominated conver-
gence (cf. Section 2.3 of [10]).
Proposition A.2. ddtEptθ = Σpt .
Proof.
d
dtT
Eptθ =
d
dtT
∫
θ
θet
T θ−c(t)p(θ|x)dθ by the definition of pt in Eq. (4)
=
∫
θ
θ
[
d
dtT
et
T θ−c(t)
]
p(θ|x)dθ by dominated convergence
=
∫
θ
θθT et
T θ−c(t)p(θ|x)dθ −
∫
θ
θet
T θ−c(t)p(θ|x)dθ · dc(t)
dtT
= Ept
[
θθT
]− Ept [θ]Ept [θ]T = Σpt
To approximate dmt
dtT
, we assume not only that mt ≈ Eptθ for any particular t but further that mt
tracks the true mean Eptθ as t varies. In this case, by Proposition A.2, we have
dmt
dtT
≈ d
dtT
Eptθ = Σpt ,
the first (approximate) equality in Eq. (6).
To derive the final two equalities in Eq. (6), we make use of the following lemma.
Lemma A.3. Mt,j depends on t only via ηt,j , the natural parameter of the q∗t,j distribution. And
dMt,j
dηTt,j
= Σq∗t,j .
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Proof. The first part of the lemma follows from writing the definition of Mt,j :
Mt,j = Eq∗t,jθj =
∫
θj
θj exp
(
ηTt,jθj −Aj (ηt,j)
)
dθj .
For the second part,
dMt,j
dηTt,j
=
∫
θj
d
dηTt,j
θj exp
(
ηTt,jθj −Aj (ηt,j)
)
dθj by dominated convergence
=
∫
θj
θj
[
θTj − Eq∗t,jθTj
]
exp
(
ηTt,jθj −Aj (ηt,j)
)
dθj
= Σq∗t,j
Proposition A.4. ∂Mt
∂tT
= Σq∗t .
Proof. By Lemma A.3, we have for any indices i and j in [J ] that
∂Mt,j
∂tTi
=
dMt,j
dηTt,j
∂ηt,j
∂tTi
, (10)
where the first factor is also given by Lemma A.3. It remains to find the second factor, ∂ηt,j
∂tTi
. By
the discussion after Eq. (2) and the construction of pt, the natural parameter η˜t,j of pt (θj |θi:i 6=j , x)
satisfies
η˜t,j =
∑
R⊆[J]/{j}
GR
∏
r∈R
θr + tj .
So, as in the derivation of Eq. (3), the natural parameter ηt,j of q∗j (θj) satisfies
ηt,j =
∑
R⊆[J]/{j}
GR
∏
r∈R
mt,r + tj (11)
for mt,r := Eq∗t,rθr.
Let dj be the dimension of θj and hence the dimension of ηt,j and tj . Hence,
∂ηt,j
∂tTi
=
{
Idj j = i
0dj ,di else
,
where Ia is the identity matrix of dimension a, and 0a,b is the all zeros matrix of dimension a× b.
Finally, by Eq. (10), Lemma A.3, and the expression for ∂ηt,j
∂tTi
just obtained, we have
∂Mt
∂tT
= Σq∗t ID = Σq∗t .
Proposition A.5. dMt
dmTt
= Σq∗t
∂ηt
∂mTt
.
Proof. By Lemma A.3 and analogous to Eq. (10), we have
∂Mt,j
∂mTt,i
=
dMt,j
dηTt,j
∂ηt,j
∂mTt,i
. (12)
The result follows immediately from Lemma A.3.
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B Multivariate normal
For any target distribution p(θ|x), it is well-known that MFVB cannot be used to estimate the co-
variances between the components of θ. In particular, if q∗ is the estimate of p(θ|x) returned by
MFVB, q∗ will have a block-diagonal covariance matrix—no matter the form of the covariance of
p(θ|x). By contrast, the next result shows that the LRVB covariance estimate is exactly correct in
the case where the target distribution, p(θ|x), is (multivariate) normal.
In order to prove this result, we will rely on the following lemma.
Lemma B.1. Consider a target posterior distribution characterized by p(θ|x) = N (θ|µ,Σ), where
µ and Σ may depend on x, and Σ is invertible. Let θ = (θ1, . . . , θJ), and consider a MFVB
approximation to p(θ|x) that factorizes as q(θ) = ∏j q(θj). Then the variational posterior means
are the true posterior means; i.e. mj = µj for all j between 1 and J .
Proof. The derivation of MFVB for the multivariate normal can be found in Section 10.1.2 of [5];
we highlight some key results here. Let Λ = Σ−1. Let the j index on a row or column correspond
to θj , and let the −j index correspond to {θi : i 6= j}. E.g., for j = 1,
Λ =
[
Λ11 Λ1,−1
Λ−1,1 Λ−1,−1
]
.
By the assumption that p(θ|x) = N (θ|µ,Σ), we have
log p(θj |θi:i 6=j , x) = −1
2
(θj−µj)TΛjj(θj−µj)+(θj−µj)TΛj,−j(θ−j−µ−j)+constant, (13)
where the final term is constant in θj . It follows that
log q∗j (θj) = Eq∗i :i 6=j log p(θ, x) + constant
= −1
2
θTj Λjjθj + θjµjΛjj − θjΛj,−j(Eq∗θ−j − µ−j).
So
q∗j (θj) = N (θj |mj ,Λ−1jj ),
with mean parameters
mj = Eq∗j θj = µj − Λ−1jj Λj,−j(m−j − µ−j) (14)
as well as an equation for Eq∗θT θ.
Note that Λjj must be invertible, for if it were not, Σ would not be invertible.
The solution m = µ is a unique stable point for Eq. (14), since the fixed point equations for each j
can be stacked and rearranged to give
m− µ = −
 0 Λ
−1
11 Λ12 · · · Λ−111 Λ1(J−1) Λ−111 Λ1J
...
. . .
...
Λ−1JJΛJ1 Λ
−1
JJΛJ2 · · · Λ−1JJΛJ(J−1) 0
 (m− µ)
= −

Λ−111 · · · 0 · · · 0
...
. . .
...
0
. . . 0
...
. . .
...
0 · · · 0 · · · Λ−1JJ

 0 Λ12 · · · Λ1(J−1) Λ1J... . . . ...
ΛJ1 ΛJ2 · · · ΛJ(J−1) 0
 (m− µ)⇔
0 =

Λ11 · · · 0 · · · 0
...
. . .
...
0
. . . 0
...
. . .
...
0 · · · 0 · · · ΛJJ
 (m− µ) +
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 0 Λ12 · · · Λ1(J−1) Λ1J... . . . ...
ΛJ1 ΛJ2 · · · ΛJ(J−1) 0
 (m− µ)⇔
0 = Λ (m− µ)⇔
m = µ.
The last step follows from the assumption that Σ (and hence Λ) is invertible. It follows that µ is the
unique stable point of Eq. (14).
Proposition B.2. Assume we are in the setting of Lemma B.1, where additionally µ and Σ are on
the interior of the feasible parameter space. Then the LRVB covariance estimate exactly captures
the true covariance, Σˆ = Σ.
Proof. Consider the perturbation for LRVB defined in Eq. (4). By perturbing the log likelihood,
we change both the true means µt and the variational solutions, mt. The result is a valid density
function since the original µ and Σ are on the interior of the parameter space. By Lemma B.1, the
MFVB solutions are exactly the true means, somt,j = µt,j , and the derivatives are the same as well.
This means that the first term in Eq. (7) is not approximate, i.e.
dmt
dtT
=
d
dtT
Eptθ = Σpt ,
It follows from the arguments in Appendix B that the LRVB covariance matrix is exact, and Σˆ = Σ.
One final result about the multivariate normal will simplify some of the leverage score calculations
to follow. The variational distribution in Eq. (13) has both linear and quadratic sufficient statistics
for θj . That is, the full set of variational parameters are θ˜j :=
(
θTj , s
T
j
)T
, where sj = Vec (θj ⊗ θj).
(The Vec operator stacks a matrix columnwise into a vector, and ⊗ denotes the Kronecker product.)
Stictly speaking, Eq. (7) requires calculating derivatives for all the sufficient statistics, not just the
statistics that we are interested in. However, when calculating the LRVB covariance for the mean of
a normal distribution, we can effectively ignore the s terms and apply Eq. (7) only to the θ terms.
Lemma B.3. The LRVB covariance matrix for the mean of a multivariate normal distribution does
not depend on the sensitivities to the quadratic sufficient statistics. Specifically,
Σˆθ =
(
I − ∂Mθ
∂mθ
)−1
Σq∗,θ (15)
Proof. We will evaluate the terms in Eq. (7) for the full parameter vector θ˜, and show that the
submatrix of Σˆ corresponding to θ is given by Eq. (15).
Partition the matrices H and Σq∗ from Eq. (7) into blocks for θ and s. We will use Vθ and Vs to
denote the variational variance of θ and s, and Vθs to denote the variational covariance between θ
and s. All the V terms are given by standard properties of the multivariate normal distribution.
H =
(
∂ηθ
∂mθ
∂ηθ
∂ms
∂ηs
∂mθ
0
)
=
(
∂ηθ
∂mθ
0
0 0
)
Σq∗ =
(
Vθ Vθs
V Tθs Vs
)
In the formula for H , we have used the observation from Eq. (13) that the terms of s never co-occur
with any other terms of θ˜, so that ∂ηs
∂mTθ
=
∂ηTθ
∂ms
= 0.
First, we calculate:
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(I − Σq∗H) = I −
(
Vθ Vθs
V Tθs Vs
)(
∂ηθ
∂mθ
0
0 0
)
=
(
I − Vθ ∂ηθ∂mθ 0
−V Tθs ∂ηθ∂mθ I
)
Using the Schur inverse and the fact that the upper right hand corner is the 0 matrix, we can write
(I − Σq∗H)−1 =
( (
I − Vθ ∂ηθ∂mθ
)−1
0
Qθs Qss
)
,
where Qθs and Qss are simply placeholders for the rest of the inverse. Multiplying by Σq∗ gives
that the θ-sized upper-left corner of Σˆ is
Σˆθθ =
(
I − Vθ ∂ηθ
∂mθ
)−1
Vθ
This is the same as Eq. (15) and identical to what we would have gotten by applying Eq. (7) to θ
alone, ignoring the s dependence.
B.1 Comparison with supplemented expectation-maximization
This result about the multivariate normal distribution draws a connection between LRVB corrections
and the “supplemented expectation-maximization” (SEM) method of [11]. SEM is an asymptoti-
cally exact covariance correction for the EM algorithm that transforms the full-data Fisher infor-
mation matrix into the observed-data Fisher information matrix using a correction that is formally
similar to Eq. (7). In this section, we argue that this similarity is not a coincidence; in fact the SEM
correction is an asymptotic version of LRVB with two variational blocks, one for the missing data
and one for the unknown parameters.
Although LRVB as described here requires a prior (unlike SEM, which supplements the MLE),
the two covariance corrections coincide when the full information likelihood is approximately log
quadratic and proportional to the posterior, p(θ|x). This might be expected to occur when we have
a large number of independent data points informing each parameter—i.e., when a central limit
theorem applies and the priors do not affect the posterior. In the full information likelihood, some
terms may be viewed as missing data, whereas in the Bayesian model the same terms may be viewed
as latent parameters, but this does not prevent us from formally comparing the two methods.
We can draw a term-by-term analogy with the equations in [11]. We denote variables from the SEM
paper with a superscript “SEM” to avoid confusion. MFVB does not differentiate between missing
data and parameters to be estimated, so our θ corresponds to (θSEM , Y SEMmis ) in [11]. SEM is an
asymptotic theory, so we may assume that (θSEM , Y SEMmis ) have a multivariate normal distribution,
and that we are interested in the mean and covariance of θSEM .
In the E-step of [11], we replace Y SEMmis with its conditional expectation given the data and other
θSEM . This corresponds precisely to Eq. (14), taking θj = Y SEMmis . In the M-step, we find the
maximum of the log likelihood with respect to θSEM , keeping Y SEMmis fixed at its expectation. Since
the mode of a multivariate normal distribution is also its mean, this, too, corresponds to Eq. (14),
now taking θj = θSEM .
It follows that the MFVB and EM fixed point equations are the same; i.e., our M is the same as
their MSEM , and our ∂M/∂m of Eq. (6) corresponds to the transpose of their DMSEM , defined
in Eq. (2.2.1) of [11]. Since the “complete information” corresponds to the variance of θSEM with
fixed values for Y SEMOBS , this is the same as our Σq∗,11, the variational covariance, whose inverse is
I−1oc . Taken all together, this means that equation (2.4.6) of [11] can be re-written as our Eq. (7).
V SEM =I−1oc
(
I −DMSEM)−1 ⇒
10
Σ =Σq∗
(
I −
(
∂M
∂mT
)T)−1
=
(
I − ∂M
∂mT
)−1
Σq∗
C Leverage scores
In a linear model yi = βTxi + , leverage score estimates how much influence each observation
xi has on its fitted value, yˆi = βˆxi, through its influence on βˆ. In an analogous Bayesian way, we
can use LRVB to estimate the correlation between infinitesimal noise in our observed data and our
posterior estimates of θ = (µ, σ, p) in the model of Section 4 .
In this appendix, we first show that covariance-based “leverage scores” described in Section 4.2 are
the same as classical leverage scores for linear models. Then, we derive the leverage scores for the
means of a normal mixture model.
C.1 Linear model leverage scores
Let us define a classical linear regression with known variance as
yi ∼ N
(
βTxi, σ
2
)
log p (Y |β) = − 1
2σ2
βTXTXβ +
1
σ2
Y TXβ + constant.
Here, in order to take advantage of familiar matrix formulas for linear regression, we will use capital
letters to denote vectors and matrices in this section. That is, Y is the vector of scalars yi, X is the
matrix formed by stacking the observations xTi . To recover leverage scores, suppose that instead of
yi, we observe normal random variables y∗i , where:
E(y∗i |yi) = yi
V ar(y∗i |yi) = .
The variables yi and y∗i are analogous to the variables xi and x
∗
i of Section 4.2, respectively. We
will then use MFVB to fit this model where the parameters to be estimated are θ = (Y T , βT )T and
we have a uniform improper prior on β. Since the posterior is multivariate normal, in this case the
LRVB covariance matrices for θ will be exact in light of Appendix B.
The sufficient statistics for Y include quadratic terms, y2i , that are correlated with the linear suffi-
cient statistics. Ordinarily, one must also include derivatives with respect to these quadratic suffi-
cient statistics when applying Eq. (7) (as is done in Section C.2). However, since the posterior is
multivariate normal, we can apply Lemma B.3 and only consider the sensitivity to Y .
The terms in Eq. (7) are given by:
Σq∗Y = Var(Y |β, Y ∗) = IY
Σq∗β = Var(β|Y, Y ∗) =
(
XTX
)−1
σ2
∂ηβ
∂mTY
=
1
σ2
XT
∂ηY
∂mTβ
=
1
σ2
X ⇒
I − Σq∗H =
(
Iβ −σ2
(
XTX
)−1
XT
− σ2X IY
)
.
The upper-left (β) component of (I − Σq∗H)−1 can be calculated with the Schur complement:
(I − Σq∗H)−1ββ =
(
Iβ − 
σ2
(
XTX
)−1
XTX
)−1
=
(
1− 
σ2
)−1
Iβ
11
≡ αIβ ,
where we have defined α = σ2
(
σ2 − )−1. Note that lim→0 α = 1. This gives the rest of the
inverse and the covariance between Y and β:
(I − Σq∗H)−1 =
(
αIβ α
(
XTX
)−1
XT
α σ2X
(
IY − σ2PX
)−1
)
Σp =
(
αIβ α
(
XTX
)−1
XT
α σ2X
(
IY − σ2PX
)−1
)(
σ2
(
XTX
)−1
0
0 IY
)
=
(
ασ2
(
XTX
)−1
α
(
XTX
)−1
XT
αX
(
XTX
)−1

(
IY − σ2PX
)−1
)
,
where PX = X
(
XTX
)−1
XT is the projection matrix onto X . This says that
Cov(β, Y |Y ∗) = α (XTX)−1XT ⇒
Cov(Yˆ , Y |Y ∗) = Cov(Xβ, Y ) = XCov(β, Y )
= αPX .
Since  → 0 ⇒ α → 1, the covariance between yˆi and zi is proportional to the diagonal of PX ,
which is exactly the classical leverage score.
C.2 Normal mixture leverage scores
We now consider leverage scores in the setting of Section 4.2, The new posterior with perturbed x
observations is the original posterior plus a term for x∗:
log p (µ, σ, a, z, x|x∗) = log p (µ, σ, a, z|x) + log p (x|x∗) + constant
= log p (µ, σ, a, z|x)− 1
2
σ−2x
∑
i
(xi − x∗i )2 + constant.
We can imagine estimating each of the unobserved xi its own varational distribution with sufficient
statistics xi and x2i , though since we are adding infinitesimal noise, it is not necessary to actually
re-fit the model. Infinitesimal noise in x will not change the point estimates of θ, and since σx ≈ 0,
only the x∗i terms matter for the variational posterior of xi. Using standard properties of the normal
distribution and the fact that σx ≈ 0, the variational expectations of the sufficient statistics are then
given by:
Eq∗ (xi) = x∗i (16)
Eq∗
(
x2i
)
= σ2x + x
∗2
i (17)
Varq∗ (xi) = σ2x (18)
Varq∗
(
x2i
)
= 4x∗2i σ
2
x + 2σ
4
x ≈ 4x∗2i σ2x (19)
Covq∗
(
x2i
)
= x∗i σ
2
x. (20)
It will be notationally convenient to stack the sufficient statistics xi and x2i in a single vector, simply
called x. Eq∗ (x) and Varq∗ (x), the variational mean and covarivance of x, can be read off Eq. (16).
We will also define Vx by:
Varq∗ (x) := σ2xVx.
To get the LRVB covariance, we need only to calculate the quantities in equation 7. In particular,
we are interested in the sub-matrix Σˆθx, the estimated covariance between θ and x. Although we
will derive the covariance between θ and all of x, we can keep in mind that the leverage scores are
actually the submatrix of this covariance that corresponds to the xi terms, not the x2i terms.
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To aid our computation, we will use Schur compliments and the fact that σ2x ≈ 0. In order to make
the notation tidier, we will use some shorthand notation relative to the main body of the text:
V := Σq∗
R := Σq∗H.
We partition each matrix into θ, x, and z blocks:
Σˆ =
 Σˆθθ ΣˆθX ΣˆθZΣˆXθ ΣˆXX ΣˆXZ
ΣˆZθ ΣˆZX ΣˆZZ

R =
(
Rθ RθX RθZ
RXθ 0 RXZ
RZθ RZX 0
)
V =
 Vθ 0 00 σ2xVx 0
0 0 VZ
 .
We are interested in using equation 7, i.e. Σ = (I −R)−1 V , to find the sub-matrix in Σxθ. (We
could just as well find Σθx.) First, note that one can eliminate z immediately with a Schur comple-
ment. In general, if the matrices partition into two groups A and B, then
ΣˆA =
[
I −RAA −RAB (I −RBB)−1RBA
]−1
VA. (21)
In this case, let B refer to the z variables and a to everything else. Noting that RZZ = 0 and
applying formula 21 gives(
Σˆθθ ΣˆθX
ΣˆXθ ΣˆXX
)
=
[(
Iθ 0
0 IX
)
−
(
Rθ RθX
RXθ 0
)
−
(
RθZ
RXZ
)
( RZθ RZX )
]−1(
Vθ 0
0 σ2xVx
)
=
[(
Iθ −Rθ −RθX
−RXθ IX
)
−
(
RθZRZθ RθZRZX
RXZRZθ RXZRZX
)]−1(
Vθ 0
0 σ2xVx
)
=
(
(Iθ −Rθ −RθZRZθ) (−RθX −RθZRZX)
(−RXθ −RXZRZθ) (IX −RXZRZX)
)−1(
Vθ 0
0 σ2xVx
)
.
It will be enough to get the first row,
(
Σˆθθ, ΣˆθX
)
, and for that we can use the Schur inverse.
BD−1C = (RθX +RθZRZX) (IX −RXZRZX)−1 (RXθ +RXZRZθ)
A−BD−1C = Iθ −Rθ −RθZRZθ − (RθX +RθZRZX) (IX −RXZRZX)−1 (RXθ +RXZRZθ)
BD−1 = − (RθX +RθZRZX) (IX −RXZRZX)−1 .
Given these quantities, since the V matrix is block diagonal,
ΣˆθX = −
(
A−BD−1C)−1BD−1Vxσ2x.
It will be helpful to simplify this by taking σ2x → 0. To aid in this, write:
RXZ = σ
2
xQXZ
RXθ = σ
2
xQXθ
D−1 = (IX −RXZRZX)−1 =
(
IX − σ2xQXZRZX
)−1
≈ IX + σ2xQXZRZX .
Then:
A−BD−1C ≈ Iθ −Rθ −RθZRZθ − σ2x (RθX +RθZRZX)
(
IX + σ
2
xQXZRZX
)
(QXθ +QXZRZθ)
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≈ Iθ −Rθ −RθZRZθ − σ2x (RθX +RθZRZX) (QXθ +QXZRZθ)(
A−BD−1C)−1 ≈ (Iθ −Rθ −RθZRZθ − σ2x (RθX +RθZRZX) (QXθ +QXZRZθ))−1
≈ (Iθ −Rθ −RθZRZθ)−1 ×(
Iθ + σ
2
x (Iθ −Rθ −RθZRZθ)−1 (RθX +RθZRZX) (QXθ +QXZRZθ)
)
.
Similarly,
BD−1 = − (RθX +RθZRZX)
(
IX − σ2xQXZRZX
)−1
≈ − (RθX +RθZRZX)
(
IX + σ
2
xQXZRZX
)
.
This uses the matrix version of this Taylor expansion:
1
1− r ≈ 1 + r
1
x− r =
x−1
1− x−1r ≈ x
−1 (1 + x−1r) .
as well as eliminating any term that exhibits terms that have second or higher powers of σ2x. Observe
that if σ2x = 0, then this gives:
Σˆ0θθV
−1
θ = (Iθ −Rθ −RθZRZθ)−1 .
This is the covariance of θ before performing the sensitivity analysis. Substitute this in:(
A−BD−1C)−1 ≈ Σˆ0θθV −1θ (Iθ + σ2xΣˆ0θθV −1θ (RθX +RθZRZX) (QXθ +QXZRZθ)) .
Now things are tidy enough to plug in for ΣˆθX .
ΣˆθX = −
(
A−BD−1C)−1BD−1 (σ2xVx)
≈ Σˆ0θθV −1θ
(
Iθ + σ
2
xΣˆ
0
θθV
−1
θ (RθX +RθZRZX) (QXθ +QXZRZθ)
)
×
(RθX +RθZRZX)
(
IX + σ
2
xQXZRZX
)
σ2xVx
≈ σ2xΣˆ0θθV −1θ (RθX +RθZRZX)
(
IX + σ
2
xQXZRZX
)
Vx
≈ σ2xΣˆ0θθV −1θ (RθX +RθZRZX)Vx.
The final result is appealingly simple.
Σˆθx = σ
2
xLθX
Lθx := ΣˆθΣˆ
−1
q∗,θ (RθX +RθZRZX)Vx. (22)
The quantities Lθx are the leverage scores that are plotted in Fig. (2).
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