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General introduction
In the early days (1920-50) orthodontists as well as oral and maxillofacial surgeons have been
restricted to the use of two-dimensional (2D) imaging techniques such as light photography
and radiography to analyze the facial and skeletal profile. Only dental plaster casts have
given the orthodontist and oral and maxillofacial surgeon a true three-dimensional (3D)
insight, albeit restricted to the dental tissue.
In 1972 Cormack1 and Hounsfield2 have introduced computed tomography (CT), which has
enabled the clinician to display different axial images. Moreover, the introduction and the
tremendous developments of (3D) imaging techniques in the last three decades of the 20th
century, such as magnetic resonance imaging (MRI), multi-slice CT (MSCT), cone-beam
CT (CBCT) and 3D stereophotogrammetry, have created new opportunities for researchers
and clinicians to truly virtually assess a facial deformity in three dimensions.
The three important tissue groups in oral and maxillofacial (OMF) surgery and especially
orthognathic surgery are: soft tissues, (e.g. skin, connective tissues, fat and muscles), hard
tissues (e.g. bone and cartilage) and teeth. These three tissue categories can be referred to
as a triad, which forms the complete viscerocranium. This triad plays a decisive role and in
documentation and assessment of craniofacial problems, treatment planning and prediction
of surgical outcome in patients with facial deformities and finally also as an objective tool
in treatment evaluation. Accurate image acquisition of all three structure groups is crucial.
Also in the surgical field, enormous progress has been made concerning function, aesthetics
and stability. However, up till today, it is still complex to acquire an accurate and objective
evaluation of surgical results. Researchers and clinicians have not yet been able to develop
an objective method to evaluate the (soft tissue) changes caused by surgery nor to predict
the surgical outcome preoperatively in an accurate way. To meet the needs of an objective
method to evaluate and predict surgical outcome, it is believed that it can only be established
based on a 3D image fusion process of all three tissue categories3,4,5.
1.1 3D Lab and the 3D project
In order to find solutions for these issues, a 3D Lab has been setup in the Radboud University
Nijmegen Medical Centre in 2005. Within this 3D Lab, four keystones have been gathered
to achieve the main objective of the 3D project which is: ‘enhancement of the accuracy of
3D imaging and its implementation in the daily practice of orthodontics and maxillofacial
surgery. These keystones are:
1. establishing a close cooperation between technical engineers, medical researchers and
clinicians,
2. using and upgrading of high tech hardware and up-to-date software to acquire, com-
pose, analyze and improve the 3D data sets,
3. building up a databank with a large amount of patient data and ’reference faces’, to
enable (among others) preoperative predictions of the surgical outcome, and
4. developing an exact transfer of a preoperative virtual planning into the operating
theater.
Due to the strong and open minded interaction between the technical and medical re-
searchers of the 3D Lab and professionals both from the orthodontic and the oral and
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maxillofacial surgery department, an infrastructure has been created to think and act be-
yond the regular path, also with the possibility to cooperate with other specialties and other
hospitals. In order to enhance and share knowledge with regard to 3D imaging and image
fusion, an international collaboration between Nijmegen and Bruges has been set up (3D
Facial Imaging Research Group (FIRG) to keep up with the fast developments.
Within the past years, this way of working has resulted in the routine use and implementation
of 3D imaging techniques in the field of several subspecialities in oral and maxillofacial
surgery. Imaging techniques which have been available and used throughout the past few
years are:
• CBCT (to image the facial skeleton),
• 3D stereophotogrammetry (to image the skin surface, a part of the facial soft tissues)
• Digital dental models (to image the dental tissues)
In chapter 2 these imaging techniques will be dealt with in more detail.
In the beginning years of the 3D Lab, these imaging modalities were used as a single modality.
With increasing technological possibilities, however, it became possible to combine these
different imaging modalities and fuse them into a new augmented dataset.
In the field of implantology and orthognathic surgery a shift from conventional 2D imaging
towards 3D imaging techniques took place. Also within the field of oncology more and more
preoperative reconstructive planning, using these 3D imaging techniques, took place in the
past years. Therefore, three major research fields have been defined within the 3D Lab:
• dento-alveolar surgery, especially implantology,
• facial surgery, especially orthognathic surgery and patients with congenital deformities
(e.g. cleft, lip and palate patients) as well as patients with craniofacial deformities,
and
• oncology, especially reconstructive head and neck surgery.
The accuracy of different imaging techniques, as well as the fusion of the images, needed
to be investigated. Studies performed to achieve this will be discussed in the first part
of this thesis. Furthermore this thesis focuses for an important part on the use of 3D
stereophotogrammetry in the field of oral and maxillofacial surgery. The second part of the
thesis deals more with the clinical application of 3D stereophotogrammetry and other 3D
imaging techniques to achieve the final goal, to start the accurate building of a database of
‘reference’ faces and accurately document surgical changes in three dimensions.
1.2 Thesis outline
In 2005 the sole hardware of the 3D Lab consisted of a stereophotogrammetrical camera
setup (3dMDfaceTMSystem, 3dMD, Atlanta, USA), which was used to capture 3D pho-
tographs of the facial soft tissues. In order to evaluate the results of surgical interventions
in oral and maxillofacial surgery, pre- and postoperative three-dimensional photographs of
the patient’s face can be matched with each other using surface-based registration. After
matching of the facial surfaces, the differences can be visualized by a colorscale image (or
distance map). In this way, results of a surgical intervention can be evaluated quickly,
quantitatively and objectively. Because a 3D photograph is a static picture, the accuracy of
6
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the evaluation depends on the ability to capture the patient’s face reproducibly on multiple
occasions. Before an accurate evaluation could be made, the accuracy and reproducibility
of comparing 3D photographs acquired at different moments in time should be investigated
(chapter 3).
In 2006, the first CBCT scanner with a vertical scanning position (i-CATTM3D imaging
system, Imaging Sciences, International Inc., Hatfield, USA) of the Netherlands was placed
at the dental department of the Radboud University Nijmegen as part of the 3D Lab. With
this device it became feasible to collect a large amount of pre- and postoperative data of
surgical patients without exposing these patients to relatively high doses of ionizing radiation
(as is common in conventional multi-slice CT). Now both the skeletal information and facial
soft tissue information could be captured using these systems. It was a logical step to fuse
the images of both imaging systems together into a new dataset. The combination of the
accurate skeletal information from the CBCT with the accurate and textured information
from the 3D photograph was subject of chapter 4.
From these two studies, a new interesting question raised: What is the variation of the
face in a rest position and which are the most stable regions for image registration? This
question was answered in chapter 5.
From the beginning of the 3D Lab, it was clear that image fusion and 3D imaging of
the soft tissues and hard tissues only, did not deliver a complete virtual head. Accurate
information from the dentition was still missing. CBCT imaging captured the dentition but
due to imaging artefacts this information was not accurate. Therefore, an accurate digital
model of the dentition had to be added. The combination of these three structures will
be called the triad and forms the basis for a virtual head. Such a 3D virtual head can be
used for documentation, treatment planning and prediction of surgical outcome in patients
with a dysgnathic deformity. An extended review has been performed by the 3D Lab to
evaluate the advantages and the disadvantages of the currently available integral fusion
models6. The systematic review has revealed that there is not one fusion model available,
that displays all three structures of the triad with sufficient quality without exposing the
patient to unacceptable doses of ionizing radiation. For this reason, a new method has been
developed in the 3D Lab to compose a 3D virtual head7. With marker-based registration
the digital dental model was added to the fusion model of chapter 4. This way an unharmful
and accurate integral fusion model of the triad was composed (chapter 6).
Since a 3D virtual head was now constructed, the second part of the thesis could focus on
the clinical application of the techniques which were validated in chapters 3 to 6.
With the installation of the CBCT scanner at the University Hospital in 2006 the original
department’s protocol (Stoelinga 1993) used for documentation and follow up of orthog-
nathic surgery patients has been converted into a prospective research protocol. In this way
the collection of 3D data of patients with a dysgnathic deformity became possible. The
medical ethical commission Arnhem-Nijmegen has approved this converted protocol (pro-
tocol 181/2005). Preoperative a CBCT of all orthognathic patients was acquired and these
data were used to prepare the surgical procedure, e.g. what are the morphological charac-
teristics of the mandible or what is the track of the inferior alveolar nerve? This method of
preparation has triggered both surgeons as well as engineers to review the 3D reconstructed
postoperative data to evaluate what they had actually done during surgery. This is an
example of the synergy between physicians and technical engineers: the technicians were
mostly interested in correct matching procedures between the different data sets, while the
7
surgeons wanted to review their surgical result in a much more detailed way. In chapter
7 cone-beam CT and 3D stereophotogrammetry are used to accurately compare the 3D
skeletal and soft tissue changes caused by a bilateral sagittal split osteotomy (BSSO) one
year after a mandibular advancement.
To build up a database with a large number of controls, a lot of 3D photographs of healthy
subjects were collected at different places throughout the Netherlands. The question of
chapter 8 was whether these photographs could be matched together in order to compute
an average face for the Dutch male and Dutch female population. The average faces for
the male and female groups could then be compared with each other revealing the facial
differences between the sexes. Furthermore, it is possible to compare average faces from
different ethnic group as will be described in this chapter.
Chapter 9 will focus on the application of 3D stereophotogrammetry, cone-beam CT and
digital dental models in oral and maxillofacial surgery. This chapter illustrates the use of
3D techniques in the three major research lines (implantology, facial surgery and oncology).
The related developments and outcome, derived from the process steps mentioned above,
will be discussed in chapter 10.
1.3 Objectives and hypothesis
The main objective of this thesis is twofold. In the first part the focus is on the validity
of 3D stereophotogrammetry in imaging of the head and neck area. The combination of
several 3D photographs as well as the combination of CBCT and 3D stereophotogrammetry
is investigated. Finally the possibilities of integrating images of all three tissue groups of
the face are discussed. The following questions had to be answered before these new 3D
imaging techniques could be implemented in a wide range of clinical cases:
1. Is 3D stereophotogrammetry an accurate imaging technique to objectively document
the changes caused by surgical interventions?
2. Is the accuracy of the fusion model of the facial soft tissue surfaces and the facial
skeleton high enough to implement it in a clinical setting?
3. Which regions in the face are stable and which regions have more overall variation?
4. Is it possible to integrate accurate information of the dentition into a CBCT scan
and combine this with the texture information from the 3D photograph to generate
a virtual head?
The second part of the thesis focuses on the clinical application of 3D imaging in (surgical)
treatment planning and evaluation. First the added value of the integrated model of 3D
photographs and CBCT scans will be in the field of orthognathic surgery. Later the value
of 3D photographs in acquiring accurate three-dimensional data of a control group and the
possibilities with this data are investigated and finally a more general question concerning
the implementation of 3D imaging techniques in the field of head and neck surgery is
discussed resulting in the following research questions:
5. Is it possible to document three-dimensional skeletal and soft tissue changes in or-
thognathic surgery using 3D imaging?
6. Is it possible to compute an average face of the Dutch population?
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7. What are the clinical applications of 3D imaging techniques in oral and maxillofacial
surgery?
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3D Imaging Techniques
2.1 Introduction
This chapter describes the 3D imaging modalities that were used throughout this thesis.
The imaging hardware of the Nijmegen 3D Lab consists of two different 3D cameras, the
3dMDfaceTMSystem (3dMD, Atlanta, USA) and the Di3DTMCamera System (Dimensional
Imaging, Glasgow, UK). For imaging of skeletal tissue a cone-beam CT scanner (Imaging
Sciences, Hatfield, USA) is available. Furthermore, digital models (DigimodelTM, Ortho-
proof, Haarlem, Netherlands) were used to obtain a 3D model of the patient’s dentition
(figure 2.1).
B
C D
A
Figure 2.1: 3D imaging facilities of the 3D Lab Nijmegen. A) Di3DTMcamera
system. B) 3dMDfaceTMcamera system. C) iCATTMcone-beam CT scanner. D)
Digital dental model.
Every section of this chapter gives a short introduction into the historical background of
each imaging modality. The second part of each section describes the principles of the
particular imaging system itself.
2.2 3D stereophotogrammetry
2.2.1 Historical Perspective
In biology the phenomena of depth perception is called visual triangulation. Because both
eyes perceive a slightly different image, a triangle is formed between the eyes and the
object. Within the brain these images are combined very fast and a three-dimensional scene
is created. Using visual triangulation humans as well as animals have the ability to tell
how far away an object is. Depth perception is very important in the survival of humans
and animals. Predators need to now the exact distance to their prey to strike effectively.
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Such animals tend to have their eyes in a forward direction with a considerable amount of
overlap in their visual fields so to facilitate better depth perception. Furthermore, they have
powerful eye muscles in order to focus very rapidly on their prey. Animals that are prey
for these predators usually have their eyes positioned more towards the sides of their head
allowing them to have wide field of vision to spot danger. In these animals each eye has its
own field of vision1.
The first to describe the phenomenon of vision and the perception of depth in a scientific
way was Euclides (ca. 300-265 B.C.). Writers before Euclides have also developed theories
of vision. However, their works were mostly philosophical and lacked the mathematics that
Euclides introduced in his work ”′Opiτικα” (Optika) (ca. 300 B.C.)2,3. Efforts by the
Greeks prior to Euclides were primarily concerned with the physical dimension of vision.
Euclides thought of visual rays as a cone extending from the eye, whereas Plato (428-348
B.C.) and Empedocles (490-430 B.C.) thought of the visual ray as ”luminous and ethereal
emanation”4. According to Euclides the eye sees objects that are within its visual cone.
This visual cone consists of straight lines, or visual rays, extending outward from the eye.
These visual rays are discrete, but we perceive a continuous image because our eyes, and
thus our visual rays, move very quickly5. Because visual rays are discrete, it is possible for
small objects to lie unseen between them. According to Euclides this explains the difficulty
of searching for a dropped needle. Furthermore, his theory holds that the closer an object
is to the eye, the more visual rays fall upon it and the more detailed or sharp it appears.
Much of the work of Euclides considers perspective, how an object appears in space relative
to the eye.
Leonardo Da Vinci (1452-1519) also investigated the phenomenon of binocular vision. In his
work ”Trattato della Pittura”6 he stated: “a painting, though conducted with the greatest
art and finished to the last perfection, both with regard to its contours, its lights, its shadows
and its colors, can never show a relieve equal to that of the natural objects, unless they be
viewed at a distance and with a single eye”. Leonardo Da Vinci believed that vision with
two eyes made it possible to look behind an object. He tried to prove his hypothesis by
using two candles which he positioned to the right and left of an object. He used the light
rays from candles as a simulation of the vision from two eyes. The light from one candle
creates a shadow behind the object (figure 2.2). When the second candle is lit, the region
covered by shadow reduces, and only a small hidden space (remaining shadow) is visible.
The object seen with both eyes becomes, as it were, transparent according to the definition
of a transparent thing: that which hides nothing beyond it.
Later in the 16th century the first binocular drawings were made by Jacopo Chimenti da
Empoli (1554-1640) (figure 2.3). These drawings were used in Giovanni Battista della
Porta’s (1538-1615) work ”Magiae Naturalis”7 and clearly indicated the understanding of
binocular vision. However, they found that it was not that convenient to look at a different
picture with the left and right eye, because the human eyes automatically converge to one
fixed point.
It was Sir Charles Wheatstone (1802-1875) in 1838 who came with the first solution to
tackle this problem and scientifically described the idea of binocular vision in his work enti-
tled “Contributions to the Physiology of Vision. – Part the First. On some remarkable and
hitherto unobserved, Phenomena of Binocular Vision”8. In the first section of the paper he
comments on the figure from Leonardo da Vinci’s Trattato della Pittura by saying: “Had
Leonardo da Vinci taken, instead of a sphere, a less simple figure for the purpose of his
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Figure 2.2: Schematic illustration of the experiment of Leonardo Da Vinci. In
this illustration A and B are the positions of the two candles. The shadow which
is created by illuminating the object (O) with candle A is given by the area
covered by connecting the points O, E and F. The area covered by the points O,
G and H is the shadow created by illuminating the object from position B. the
area between points O and D is described by Leonardo Da Vinci as the remaining
shadow.
Figure 2.3: Stereo drawing of Jacopo Chimenti da Empoli. The small differences
between both drawings are visible in the colored circles. (www.3d-historisch.de)
illustration, a cube for instance, he would not only have observed that the object obscured
from each eye a different part of the more distant field of view, but the fact would also
perhaps have forced itself upon his attention, that the object itself presented a different
appearance to each eye. He failed to do this, and no subsequent writer within my knowl-
edge has supplied the omission; the projection of two obviously dissimilar pictures on the
two retinae when a single object is viewed, while the optic axes converge, must therefore be
regarded as a new fact in the theory of vision.” Furthermore, Wheatstone described that the
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mind perceives a three-dimensional object by means of the two dissimilar pictures projected
by it on the two retina. Based on his knowledge, Wheatstone created a viewing instru-
ment for representing three-dimensional figures from presenting two perspective projections
on two retinas. He called this instrument the stereoscope. The word stereoscopy derives
from the Greek “Στρoς” (stereos) which means ‘firm, solid’ and ”Σκopiιν”(skopein),
which means ‘to look at, examine’. In June 1838, Sir Charles Wheatstone gave an ad-
dress to the Royal Scottish Society of Arts on the phenomena of binocular vision. The
first stereoscope constructed by Sir Charles Wheatstone was a simple two-mirrored device
(”Reflecting Mirror Stereocope”). His version of the stereoscope was improved by Sir David
Brewster (1781-1868). In 1849 he created a more practical stereoscope using lenses and
called it a “Lenticular Stereoscope”. An illustration of both the devices from Wheatstone
and Brewster is given in figure 2.4.
Sir David Brewster used the principles of stereoscopic photography eleven years later, to
develop the binocular camera which produced the first stereoscopic photographs. The
binocular camera consisted of a dark chamber in which light from the object to be pictured
is converged with a combination of carefully adjusted chromatic lenses upon a photographic
plate whose distance can be adjusted. If provided with two of these cameras a few inches
apart, so that two photographs of the same object could be taken simultaneously, thus
from slightly different standpoints, a stereo photograph can be acquired. This camera was
essential for the success of the stereoscope, while without the use of stereophotography
dissimilar pictures had to be made by brush or pencil. On the other hand, without the
invention of the stereoscope there was no need for stereophotography. These ideas form
the base for 3D stereophotogrammetry which is still used up till today.
Figure 2.4: Stereoscope designed by Charles Wheatstone (left) and the opti-
mized design by David Brewster (right) (www.visual-media.eu).
2.2.2 The principle of 3D stereophotogrammetry
With 3D stereophotogrammetry techniques used nowadays it is possible to accurately re-
produce the surface geometry of a human face. Furthermore, it is possible to map realistic
color and texture data onto the geometric shape which finally results in a realistic lifelike 3D
rendered photograph (Figure 2.7). The combination of fast acquisition speed and expanded
surface coverage (up to 360 degrees) offer distinct advantages over older surface imaging
modalities like laser scanning9. With decreasing cost, 3D stereophotogrammetric imaging
systems are becoming increasingly involved in clinical and research settings10,11,12. The 3D
cameras which are used today in a professional environment can be divided into two groups
based on the underlying technique, namely passive and active stereophotogrammetry.
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2.2.2.1 Passive stereophotogrammetry
Typically a 3D camera consists of a number of photo cameras which are placed under
a different angle. By combining the images these cameras acquire, a 3D representation
of the scene or subject which is photographed can be computed. Before acquiring a 3D
photograph, it is important to obtain information about the positioning of the different
cameras compared to each other. This information can be acquired by taking pictures of a
calibration board which consists of black dots with known dimensions and space between the
dots. By taking various photographs of this board, with slight variations in the angulation of
the board, the cameras can be calibrated. This actually means that the computer now knows
the parameters for the 3D space which are needed to compute an accurate 3D photograph.
After the camera´s have been calibrated they should not move with regard to each other
in order to maintain these correct settings. In this way a 3D system should be calibrated
every day to assure a high accuracy. After calibration, the camera is ready to acquire a 3D
picture of a patient.
In passive stereophotogrammetry all information for the reconstruction of a 3D image is
extracted from the different 2D photographs captured by a system. Passive stereopho-
togrammetry does not require any pattern projection or laser scanning of the patient in
order to obtain geometrical information. An example of this principle is found in the Di3D
Camera Sytem (Dimensional ImagingTM, Glasgow, UK). All four cameras capture a 2D
photograph at exactly the same moment. Because the angle between the four cameras of
the system are slightly different, all four photographs are also slightly different (figure 2.7).
After acquisition of the photographs, the computer starts the reconstruction. First the two
photographs from the left side are combined into a 3D dataset. The computer does this by
searching for corresponding points on both photographs (figure 2.5).
Figure 2.5: The Di3D camera (Dimensional ImagingTM) uses high resolution
canon cameras. In this image the pictures of two cameras are combined to form
a 3D picture. Similar landmarks on both photographs are found in order to
compute the distance of this landmark to the cameras. In this image this is
illustrated by a corresponding landmark in the pupil for both photographs.
When such a point is found, the computer calculates the distance from the cameras to this
actual point. By repeating this step for a large number of points, a range map is computed
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Figure 2.6: After a large number of corresponding landmarks have been found
as depicted in figure 2.5, a range map can be computed. This range map is build
up as a 3D point cloud. Finally, the color information is added to the range map
to form a photorealistic 3D image.
(figure 2.6). Such a range map consists of points in a 3D space with a certain distance
from the cameras and thus forms the base geometry for the final 3D picture. This process
is repeated with the pictures from the right side of the face, resulting in a 3D geometry
for the right side of the face. Now all 3D points from the left and right 3D surfaces are
combined into one 3D surface image and the complete range map can be converted into a
polygon mesh. Finally, the color information from the photographs is transfered onto the
3D surface resulting in a textured 3D image of the face (figure 2.7).
2.2.2.2 Active stereophotogrammetry
In contrast to passive stereophotogrammetry, active stereophotogrammetry uses an unstruc-
tured light pattern which is projected onto the face of the subject to capture accurate 3D
geometrical information. The 3dMDfaceTMSystem (3dMD, Atlanta, USA) is an example of
a system which is based on active stereophotogrammetry. This system uses a multi-camera
configuration, with three cameras on each side (one color and two gray scale cameras) that
capture photo-realistic quality pictures. A random light pattern is projected onto a subject,
and an image is captured with several synchronized digital cameras set at various angles
in an optimum configuration. White light is used to capture color texture images of the
face simultaneously with the light pattern. After acquisition the gray scale images, in which
the structured light pattern is visible, are used to compute a range map and reconstruct
a 3D image (figure 2.10). The texture information is added to this 3D model using the
information from the color photographs. This system can capture full facial images from ear
to ear and under the chin in 1.5 milliseconds (ms). Using active stereophotogrammetry it
is also possible to make a camera setup which includes more than two pods. An example is
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Figure 2.7: Illustration of a 3D image captured with the Di3D c©camera (passive
stereophotogrammetry). Two photographs are acquired on each side of the
patient. First, a 3D image from the two photographs of the left side is created.
Then a 3D image from the photographs of the right side is created. Finally, both
3D images are merged together and the texture information is added to the 3D
surface.
the 3dMD Cranial system which consists of five separate pods. Four pods are configured to
capture the face and back of the head and one pod is positioned above the patient looking
down at the top of the head to capture this part (Figure 2.9). By combining the images
captured by these pods it is possible to compute a full 360 degree picture of the head of
the patient.
2.2.2.3 Advantages of stereophotogrammetry
3D stereophotogrammetry is a safe and non-invasive technique. It is able to capture superior
quality ‘external surface’ photographs in less than 2 ms. These characteristics make it ideal
to collect the 3D data of faces, even in children or babies. After processing the data, an
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Figure 2.8: Illustration of a 3D image captured with the 3dMD c©camera.
accurate digital model of the patient’s face that can be used immediately in a clinical setting,
is created. Furthermore, with a compact 2 pod setup of the system it is possible to use
the camera as a mobile system allowing pictures to be captured at specific locations (e.g.
other hospitals, high schools, retirement center, etc.). Typically, active stereo-algorithms
can easily capture darker skins and black clothing, since the variations in dark and light
patterns provide adequate surface information for the triangulation9.
2.2.2.4 Limitations of stereophotogrammetry
Limitations of stereophotogrammetry systems are the need for controlled lighting conditions
(especially in passive stereophotogrammetry). Furthermore, it is hard to capture correct
information about the lenses of the eyes of the patient because the light used to capture
geometrical information in both active and passive systems is reflected by the lenses in the
patient’s eyes. This same effect, to a lesser extent, can be observed when the teeth of a
patient are imaged using 3D stereophotogrammetry. Currently, stereophotogrammetry is
not able to capture hair in a correct way. The lack of hair on the reconstructed image
can sometimes come across unnatural but really becomes a problem when a patient has a
lot of facial hear (e.g. beard and/or moustace). During acquisition patients should always
remove all hair out of their face to be able to capture a complete image of the face. Another
limitation is the complexity to capture information of hollow structures, for this reason it
is sometimes hard to get an accurate image of for example the nostrils. Finally, it can be
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Figure 2.9: 3dMD CranialTM5-pod camera setup installed at the department of
oral and maxillofacial surgery (Radboud University Nijmegen, Medical Centre).
Digital photographs are acquired from 5 different directions. Two images are
acquired from the front (left and right side), two images from the back of the
head (left and right side) and one from the top of the head.
Figure 2.10: Active stereophotogrammetry. During acquisition a random light
pattern is projected and an image is captured. After acquisition the gray scale
images (with the projected pattern), are used to compute a range map and re-
construct a 3D image. Finally, the texture information from the color photograph
is added to the 3D surface.
difficult to capture the submental region, especially in patients with a hyperplastic mandible.
Furthermore, the region behind the masseter muscle is difficult to capture correctly in some
patients.
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2.2.3 Conclusion
By using 3D stereophotogrammetry it is possible to capture a high-precision and textured
3D model of the surface of a patient’s face. Because 3D photographs are non-invasive it is
possible to capture these pictures at a lot of different moments before and after treatment
thus allowing for an accurate follow up of the facial changes. 3D photographs provide an
objective basis for qualifying and quantifying treatment outcomes. Furthermore, it facilitates
communication and explanation towards patients and colleagues.
2.3 Cone-beam computed tomography
2.3.1 Historical perspective
In 1895, Wilhelm Ro¨ntgen (1845-1923) was exploring the path of electrical rays passing from
an induction coil through a partially evacuated glass tube. Although the tube was covered
in black paper and the room was completely dark, he noticed that a screen covered in
fluorescent material was illuminated by the rays. Later, he realized that a number of objects
could be penetrated by these rays and that the projected image of his own hand showed a
contrast between the opaque bones and the translucent flesh. When he used a photographic
plate instead of a fluorescent screen he noticed that an image could be captured. Using
this technique, internal structures of an object or subject could be visualized without the
necessity of opening it. It later proved to be one of the greatest achievements in the field
of medical science ever. In 1901 Wilhelm Ro¨ntgen was awarded the Nobel price. He named
these rays ’x-rays’ to signify an unknown type of radiation13.
Dentists very quickly recognized the diagnostic advantage of x-rays. As short as 14 days
after the publication of Ro¨ntgen, Dr. Otto Walkhoff (1860-1934) in Braunschweig asked his
physicist to take an x-ray of his teeth (figure 2.11). Small pieces were cut from a radiographic
plate to customize it for dental application. After 25 minutes of x-ray exposure, Walkhoff
received the first intra-oral x-ray. In his report he wrote: ”It was a true torture, but I
felt a great joy at the sight of the results when I became aware of the importance of the
Ro¨ntgen rays for dentistry.” In addition to the long exposure time one also had to accept
other inconveniences such as the loss of hair, for instance. Significant progress was achieved
through the new possibilities of a radiological examination.
The first attempts to acquire an image of the complete jaw in one exposure were made in
the beginning of the 20th century. Several papers and patents describe a technique with an
intra-oral radiation source14,15,16. It was in 1931 that Ziedses Des Plantes(1902-1993), who
was at that time working at the University of Utrecht, described the principle of planigraphy
in the Dutch journal of medicine17. In his workshop he experimented with different types
of radiological equipment. This research finally lead to the development of an apparatus
with which it was possible to create an image of a section of the human body. He called
this technique ’planigraphy’ which today goes by the name tomography. During his work
in a psychiatry ward he found out about the clinical value of his apparatus. Up till the
development of computed tomography in 1972, planigraphy was a valuable diagnostic tool.
Ziedses Des Plantes received multiple awards for his work in developing the planiograph18.
After the discovery of planigraphy, it was Paatero in 1946 who continued working on a
technique to image the complete dentition using an extra-oral radiation source19,20,21. In
this first attempt, he placed the film inside the patient’s mouth. In 1949 Paatero published
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Figure 2.11: First dental radiographs created by Dr. Walkhoff in Braunschweig.
papers on the basic principles of panoramic radiography using extra-oral film22. After a
close cooperation with the engineer Timo Nieminen, the first prototypes were build and
the term ”orthopantomography” (orthoradial panoramic radiography) was introduced23.
In 1960 the fist commercial systems (Orthopanthomograph c©) were produced in Scandi-
navia24. The discovery of the orthopantomography had a large clinical impact and offered
dentists, orthodontists, and oral and maxillofacial surgeons a very helpful diagnostic tool.
The introduction of panoramic radiography and its evolution throughout the 1970’s and
1980’s made it possible to overview the jaw in a single image, which led to major progress
in dental radiology.
Also in the 1960’s a new imaging technique was about to be born, namely computed
tomography. With this technique it is possible to image a slice trough the body of a
patient. The word ”tomography” is derived from the Greek tomos ”τ o´µoς”(to cut, part)
and graphein ”Γραφιν” (to write). The discovery of computed tomography was done
by both Allan McLeod Cormack25 and Godfrey Hounsfield26. In the 1950’s Allan McLeod
Cormack served as a medical physicist in the department of radiology at Groote Schuur
Hospital, Cape Town, South Africa. It was there that he began to think about the possibility
of using x-rays for diagnostic purposes, particularly in the treatment of cancer patients. X-
rays are absorbed by dense material, such as bone, hence obscuring the view of the tissue in
question. Reasoning that multiple x-rays projected at different angles, but in a single plane,
would yield a more detailed image, he developed a set of equations to describe the process.
However, his findings, published in 1963 and 1964 in the Journal of Applied Physics27,28,
remained largely unnoticed.
Sir Godfrey N. Hounsfield, an engineer at EMI (Electronical and Musical Industries) lab-
oratories, developed the first prototypes of a CT scanner independently from Cormack.
Hounsfield started working at EMI in the 1950’s helping to build the first all-transistor
computers. In the following years this division was not profitable for the EMI company and
they decided to sell it. At the same moment, EMI signed a record contract with the Bea-
tles. Hounsfield which had a good understanding with EMI company, decided to continue
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working for them. EMI let him conduct independent research using funding money which
came available through the massive success of the Beatles in the 1960’s. Hounsfield got
the initial idea for the first CT scanner in 1967, after which he carried on experimenting,
finally developing and designing several prototypes, some of which went into production
(figure 2.12). EMI introduced the first commercial scanner in 197229. In this period (1970
to 1972), Cormack became aware of the developments in CT-scanning and became, once
again, more involved in the development of the first generation of commercial CT scanners.
Figure 2.12: First prototype of a computed tomography scanner developed by
Godfrey Hounsfield (www.impactscan.org).
The first generation of CT scanners used a single detector element to capture a beam of
x-rays, corresponding to the integral of linear attenuation coefficients along a single line.
The scanner (x-ray beam and detector) then translated horizontally to acquire the next
line integral. After acquiring all the line integrals for a given position of the x-ray source,
both the detector and source rotated one degree. This design is known as the ”translate-
rotate” or ”pencil-beam” scanner. Interestingly, these first generation CT scanners were
designed to scan the head only. Hounsfield and Cormack were awarded with the Nobel Prize
(1979) for their contributions to medicine and science. After the development of these first
scanners, CT went through an evolution and the systems and the application of computed
tomography improved significantly over the years30.
It was in 1982 that the first research and development in cone-beam CT scanning took
place31,32. A number of groups have worked on developing CBCT scanners over the past few
decades for specific cases. Computed tomography angiography (CTA) in particular, has been
an active area of investigation. This was mostly because CTA requires strict requirements
on spatial resolution and contrast resolution. The first CBCT scanner ever to be built was
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built for angiography31. Although CBCT has existed for over two decades, its true potential
has not yet been fully used. This was mostly due to the complex reconstruction algorithms
that were needed to compute image reconstructions from the acquired raw data. With the
evolution in computer technology and the availability of affordable and fast computers, it
has become possible to develop CBCT clinical systems that are both inexpensive and small
enough to be used in medical offices, dental practices, emergency rooms, intensive care
units and even operating theaters.
Apart from computer technology, the development of CBCT was correlated with other
technological developments. One of the most important technological developments for
CBCT was the production of compact and high-quality flat panel detector arrays. Opposed
to the flat panel detector, the x-ray tube needed for CBCT imaging is less complex than the
one needed for multi-slice CT imaging which makes it less expensive. With these advantages
the CBCT scanner could be brought to the commercial market. The first commercial CBCT
scanner became available for dento-maxillofacial imaging in 2001 (NewTom QR DVT 9000,
Quantitative Radiology, Verona, Italy)33.
2.3.2 The principles of cone-beam CT
Imaging is an important tool in a diagnostic process. The introduction of panoramic radio-
graphy in the 1960’s and its evolution throughout the years lead to major progress in dental
radiology. However, panoramic radiography as well as intra-oral radiography suffer from the
same limitations as all planar 2D projections: magnification, distortion, superimposition and
misrepresentation of structures34. A number of attempts have been made to acquire 3D
radiographic images (e.g. stereoscopy, computed tomography(CT) ) and although CT has
been available for many years, its application in dentistry and oral and maxillofacial surgery
was limited due to radiation dose, access and costs. The introduction of cone-beam CT in
the last decade led to a paradigm shift from a 2D to a 3D approach in oral and maxillofacial
surgery. Nowadays, three-dimensional datasets are not only used as a diagnostic tool but
provide accurate information which allows for the planning and guidance of surgical inter-
ventions. In this section it will be shortly discussed how these CBCT scanners work and
what this means for clinical practice. To understand the working of CBCT scanners the
simplified principle behind the multi-slice CT we be explained shortly.
2.3.2.1 Ionizing radiation and detection of x-rays
Both CT and CBCT use ionizing radiation(x-rays) to produce their images. X-rays are
basically the same thing as visible light rays. Both are wavelike forms of electromagnetic
energy carried by particles called photons. The difference between x-rays and visible light
rays is the energy level of the individual photons. This is also expressed as the wavelength
of the rays. In CT and CBCT x-rays are formed within an x-ray tube. This is a vacuum
tube that uses a high voltage to accelerate the electrons released by a hot cathode to a high
velocity. X-rays are produced when these high velocity electrons collide with a metal target,
called the anode35. In medical x-ray tubes the target is usually made out of tungsten. X-ray
production processes are very inefficient, with a production efficiency of only one percent,
and hence, most of the electric power consumed by the tube is released as waste heat.
Therefore, x-ray tubes must be designed to dissipate this excess heat in an efficient manner.
Conventional medical CT images are captured, using a fan-shaped x-ray beam. During
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acquisition the patient is positioned lying on a table in a gantry. In this scan gantry an x-
ray source as well as a number of detectors are mounted. The x-ray source produces an x-ray
beam which runs through the patient. On the detector side of the gantry, the attenuation
of the x-rays is measured. Using these measurements it is possible to reconstruct an x-ray
image in a later stage. The x-ray source and detectors rotate around the patient in a helical
progression to acquire individual image slices of the region of interest. These separate
images are then stacked together to obtain a 3D representation. This implies that each
slice requires a separate scan and separate 2D reconstruction (figure 2.13).
Primary
Reconstruction
Secondary Reconstructions
Figure 2.13: Projection of the x-ray beam (fan beam) in conventional CT,
primary reconstruction of data produces axial slices from which secondary recon-
struction generate sagittal and coronal slices.
Imaging in CBCT is accomplished by using a rotating gantry to which an x-ray source
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Basis Projections 
Secondary Reconstructions
Figure 2.14: projection of the x-ray beam (cone shaped beam) in cone-beam
CT scanning. The measurements of the attenuation in the flat panel detector
are combined and results in an x-ray projection for every rotation forming a
set of base projections. The base projections are later reconstructed (secondary
reconstruction) as axial, coronal and sagittal slices.
and detector are fixed. A divergent cone shaped source of ionizing radiation is directed
through the middle of the area of interest onto a flat panel x-ray detector on the opposite
side (figure 2.14). The x-ray source and detector rotate around the center of the region of
interest. During such a rotation, multiple sequential planar projection images of the field of
view (FOV) are acquired. In this way the complete field of view is imaged within only one
rotation and a 3D image can be reconstructed.34
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2.3.2.2 Image reconstruction
Reconstructing 3D objects from cone-beam projections is a fairly recent accomplishment36.
In conventional fan-beam CT, individual axial slices of the object are sequentially recon-
structed using a well known mathematic technique (filtered back projection) and subse-
quently assembled to construct the volume. However, in CBCT a reconstruction should
be calculated from all 2D projection images acquired along a circular trajectory around the
patient. This procedure is referred to as ’cone-beam reconstruction’. Feldkamp et al. were
the first to describe such a reconstruction algorithm37, referred to as the Feldkamp, Davis,
and Kress (FDK) method. This algorithm uses a convolution-back projection method and is
used by most research groups and commercial vendors for CBCT with flat panel detectors34.
2.3.2.3 Advantages of CBCT scanning
Scanning position
Cone-beam machines can scan patients in three possible positions: standing, sitting or
supine. Supine units take up a greater space and may be inaccessible to patients with
physical disabilities. The standing unit may not be able to accommodate height to allow
for wheelchair patients. The seated unit offers the greatest comfort to the patient, but
fixed seats may also pose a challenge to disabled or wheelchair bound patients. Using an
upright scanning position, there is no influence of gravity on the soft tissues of a patient’s
face, which is an important factor in research in orthodontics and oral and maxillofacial
surgery34.
Scan time
Because all images are captured within a single rotation in CBCT scanning, the total scan
time is comparable to the scan time of an orthopantomogram. This is important as a long
scan time induces movement artefacts caused by movement of the patient during image
acquisition.
Image accuracy
A CBCT reconstruction produces images with a submillimeter isotropic resolution ranging
from 0.4 mm up to 0.076 mm34. The resolution of an image gives an idea about the smallest
structures that can be distinguished. When looking at image accuracy, the resolution should
not be expressed by the voxelsize but as the spatial resolution. This spatial resolution is
often defined as the full width at half maximum and full width at tenth maximum of the
point spread function of a specific scanner. The meaning of the full width at half maximum
is that if two small dots are placed at this distance, or closer to each other, they cannot
be distinguished and are shown as one global dot35. This spatial resolution of a scanner
can, for example, be derived by imaging a phantom with very thin wire structures38,39. The
accuracy or spatial resolution of most CBCT scanners is high enough to perform accurate
measurements for example orthodontic analyses or preoperative planning within the field of
implantology or orthognathic surgery34.
Reduced patient radiation dose
Different studies illustrate that the effective dose varies for various full field of view CBCT
devices, ranging from 29 to 477 mSv, depending on the type and model of CBCT equip-
ment and FOV selected40,41,42. In several studies, these doses are compared with multiples
of a single panoramic dose or background equivalent radiation dose. CBCT provides an
equivalent patient radiation dose of 5 to 74 times that of a single film-based panoramic
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x-ray, or 3 to 48 days of background radiation34. When the patient dose for a CBCT scan
is compared with the patient dose reported for maxillofacial imaging by conventional CT
(approximately 2000 mSv), CBCT provides substantial dose reductions of between 98.5%
and 76.2%42,43,44.
2.3.2.4 Limitations of CBCT scanning
Due to the advantages of CBCT, the clinical use of this imaging technique expanded
throughout the past decade. However, current CBCT technology has limitations related
to the ‘cone-beam’ projection geometry and sensitivity of the detector. In this section
several limitations of CBCT scanning will be discussed more in detail.
Patient-related artefacts
Patient motion can cause misregistration of data, which appears as unsharpness in the
reconstructed image. This unsharpness can be minimized by using a head restraint and a
scan time as short as possible.
Streaking artefacts
The presence of dental restorations or titanium structures within the image field can lead
to severe streaking artefacts in CT imaging. These streaking artefacts also occur in CBCT
imaging, however these artefacts are weaker in CBCT imaging (figure 2.15).
Figure 2.15: Difference between streaking artefact in cone-beam CT (left) and
conventional multi-slice CT(right).
Poor soft tissue contrast
The geometry of CBCT scanners results in a large volume being irradiated during every
acquisition of a projection image. As a consequence, a large portion of photons engage
interactions by way of attenuation, resulting in scattered x-rays. Most of the scattered
x-rays are produced omnidirectionally and are recorded by the flat panel detector. This is
actually a mis-registration because it does not reflect the actual attenuation of the object
within a specific path of the x-ray beam and results in image noise. Because of the system
geometry, a lot more noise is recorded in CBCT than conventional CT34. These large
amounts of scattered x-rays result in poor soft tissue contrast in CBCT scanners.
Aliasing artefact
In CBCT a complete volume is imaged by acquiring a number of projection images. The
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smaller the number of projection images, the harder it is to capture an accurate reconstruc-
tion. This process is called ´under sampling´ and can cause aliasing artefacts (figure 2.16).
This can be noticed as dark streaks in the reconstructed image. The more projections are
acquired, the less aliasing artefacts occur38.
Figure 2.16: Reconstruction of an image of a phantom acquired with 166 basis
images (left) and with 599 basis images (right) on the i-CAT scanner. The
aliasing artefact is visible in the image reconstructed from 166 basis images and
is presented as darker lines in the image.38
Beam hardening
When an x-ray passes through material, the lower energy x-ray photons are first absorbed. As
a consequence, the resulting beam has a higher energy and gets less attenuated. Therefore,
the CT-number calculated by the reconstruction algorithm will be an underestimation of
the real attenuation coefficient38. This artefact, known as the beam hardening artefact, is
illustrated in figure 2.17.
Figure 2.17: Beam Hardening artefact. The left side shows a reconstructed
image of a phantom. The phantom which was scanned consist of a consistent
material and therefore every pixel in the reconstructed image should have the
same gray value. However, the reconstructed image illustrates that this is not
the case due to a beam hardening artefact. The right image illustrates a clinical
example of the beam-hardening artefact around dental implants. This can be
noticed as a dark area around these dental implants.
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Truncation artefact
A truncated view artefact is produced when any part of the patient or imaged object is
present in some but not all of the views obtained for a slice. Although this artefact may not
create a severe visual disturbance in the image, it can alter the CT numbers in a manner
that will compromise the accuracy of quantitative analyses. In CBCT images, the truncated
view artefact can be noticed as a white edge at the border of the image (Figure 2.18)
respectively a darker area at the top and the bottom of the image (figure 2.18).34,38
Figure 2.18: Truncation artefact illustrated in different reconstructed slices of
the imaged volume. In the axial slice the truncation effect is visible in the back
of the head as a light white shadow. In the sagittal slice, the truncation artefact
is visible especially in the upper part of the image.38
2.3.3 Conclusion
The use of x-rays are still indispensable for diagnostic in dentistry, orthodontics and oral and
maxillofacial surgery. The past few years the CBCT scanner offered a lot of advantages and
progress as a tool in diagnostics, treatment planning and treatment evaluation. To ensure
a radiation dose as low as possible, CBCT scans should be indicated carefully. However, in
a large number of cases, CBCT provides significant more and especially more accurate and
realistic information even at a relative low radiation dose.
2.4 Digital dental models
2.4.1 Historical perspective
In the early days (1920-50) orthodontists as well as oral and maxillofacial surgeons were
restricted to the use of two-dimensional imaging techniques such as photography and ra-
diography to analyze the facial and skeletal structures. Dental plaster casts were the only
three-dimensional records available to the orthodontist and oral and maxillofacial surgeon.
These dental casts were made from a material called plaˆtre de Paris. Plaˆtre de Paris (Plaster
of Paris) is made by heating the mineral gypsum. When gypsum is heated to about 150◦C
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it loses water and produces the powder, plaster of Paris. When water is added to the plaster
of Paris powder, it re-hydrates (absorbs water) and quickly hardens45.
History seems to indicate that, despite the name, the so called ”plaster of Paris” was
invented by the Egyptians. In 8,000 - 7,000 B.C. plaster of Paris was used as a coverlayer
for the conservation of corpses. Plaster was also used in Egyptian buildings like the interior
facing of the great pyramid of Giza. The grout used in this Pyramid contained 80% plaster.
This is where the name, gypsum, is derived from. Gypsum basically means “Egyptian
grout”. It is amazing how hard these plasters were. Up till now, it has not been discovered
which technology was used to achieve this hardness and firmness, which is comparable with
our modern concrete.
The Greeks picked up this technique and used plaster in their own homes, temples and works
of art. Throughout history, plaster was used in the building of the towers of Jericho (8,000
to 7,000 B.C.), numerous pyramids (3,000 B.C. the palace of Knossos (1,700 to 1,300 B.C.)
as well as the tower of Pisa (1,173 to 1,372). In the 1600’s Paris became synonyms with
this type of plaster thanks to the large deposit of gypsum found near the city of Paris.
This made it easy to produce plaster of Paris. The substance was also used extensively to
make the houses in Paris fireproof. In this way plaster gave the Parisian homes a distinctive
appearance.
The Arabic medician Abu Mansur Muwaffak(900 A.D.) was the first to use plaster as an
application to splint a broken leg (ca. 970 A.D.). 800 years later this type of application of
plaster was applied in Europe by Jean Dominique Larrey (1766-1842), who was one of the
surgeons of Napoleon I.
In 1756 Philip Pfaff (1713-1766), who was the dentist of Friedrich William I, published
the first text book about dentistry in the German language in 1756: ‘Abhandlung von den
Za¨hnen des menschlichen Ko¨rpers und deren Krankheiten’ (Treatise on human teeth and
their diseases). In this book he described an important discovery for dental prosthetics, the
impression method. Pfaff referred to making the impression with sealing wax and casting
of the mould with plaster mush as model material. Without Pfaff’s discovery, which was
forgotten for a while, any further development of dentures would have been unthinkable.
The first scientific research on plaster was performed by Antoine Lavoisier (1765-1794). He
performed a study about the composition and properties of gypsum and plaster of Paris,
up till today this is a classic and a valuable contribution to the knowledge of crystallizing
cements.
In 1820 the impression tray was developed by Christoph Francois Delabarre (1784-1862).
Twenty years later, in 1840, Levi Gilbert and W.H. Dwinelle invented the additional value
of setting accelerator to the plaster and used it as prosthodontic impression material. In
these days plaster was already used as impression material to acquire a model of the teeth.
When taking out the impression, the plaster in the mouth of the patient was broken in
numerous pieces and glued back together to obtain a model of the teeth, which was a
complex procedure.
Ten years after the first orthognathic surgical procedure (an osteotomy of the mandibular
body for the correction of prognathism) was carried out by Vilray Blair (1897)46, Wayne
Babock47 introduced the use of plaster casts for model surgery. The use of plaster casts
to preoperatively plan and perform osteotomies is still known as the ‘gold standard’ for
planning postoperative occlusion48,49.
34
3D Imaging Techniques
Table 2.1: Companies which produce digital dental models
Company website
Digimodel, Orhtoproof B.V., Nieuwegein, Netherlands www.orthoproof.com
Emodel, GeoDigm Coorporation, Chanhassen, USA www.geodigmcorp.com
O3DM, OrthoLab, Czestochowa, Poland www.o3dm.com
OrthoCAD, Cadent Inc. Carlstad, USA www.orthocad.com
OrthoCast, High Bridge, USA www.orthocast.net
Orthoplex, Dentsply, Bohemia, USA www.gacintl.com/orthoplex
OrthoSelect, American Fork, USA www.orthoselect.com
Plaster models provide a three-dimensional replica of the dentition of a patient. Despite
all associated benefits, these study models have some disadvantages in terms of storage,
durability, and transferability.
2.4.2 The principle of 3D digital dental models
Due to the increasing technological knowhow, the development of digital dental models took
a big step in the last decades. Many attempts have been made to replace plaster study
models. Since the introduction of the laser scanning technique to produce digital dental
models from plaster casts, a lot of papers have been published. Many of these papers give a
description of the procedure to make digital dental models50,51,52. There is a lot of variation
in the procedures, the time the procedures take and the costs for the models52. Currently,
several companies worldwide are producing digital models commercially (Table 2.1). Most
of these companies are based in the United States, one is based in the Netherlands, and one
is based in Poland. It is possible to send impressions from patients to these companies. The
impression should be made from a stable material (material stability should be guaranteed
up to 100 hours). Besides the digital model supplier companies, some software companies,
supply 3D model scanners and orthodontic software for individual clinical practice.
In the method used at our University an alginate impression (Cavex Orthotrace, Cavex
Holland BV, Haarlem, The Netherlands) is taken from the patient’s upper and lower dental
arches. These impressions are scanned using a CBCT scanner with a very high resolution
(voxel size of 0.1 mm). After the acquisition of this scan, the air in the scanned impression
is reconstructed as a 3D model. The result is an accurate digital 3D model of the dentition
of the patient (figure 2.19).
2.4.3 Advantages of digital dental models
At first, clinicians were a bit reserved to use 3D digital dental models and to implement
them in their daily clinical practice. It takes some time to get used to the transition from
physical dental plaster casts towards digital 3D dental models. However, digital dental
models provide several advantages over plaster models. In theory, the impression can be
scanned, in a CBCT device in the office, immediately after it is acquired from the patient.
After scanning the impression with the CBCT scanner and reconstructing the 3D images,
the models are immediately available, ensuring less retrieval time than the conventional
plaster models. Because the models are digital, it is possible to view these models at every
moment and at every location. It is possible to store these models in electronic patient files,
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Figure 2.19: Digimodel procedure. An impression of the dentition of the patient
is taken and scanned using a high resolution CT scanner. The air in the impres-
sion is reconstructed from the acquired scan and gives a detailed representation
of the dentition of the patient. A 3D digital dental model is now created.
so all patient information can be acquired with a few mouse clicks. Furthermore, there is
no more possibility to damage the models any more. Another advantage of digitally storing
these models is that there is no need for physical storage room any more. Apart from these
advantages, these digital models allow for accurate orthodontic model measurements53.
Using different software packages digital models are easy to measure, enlarge, rotate and
clip in three dimensions. Finally, it is also possible and very easy to share digital models
with colleagues and show the models of different treatment stages to the patient.
2.4.4 Limitations of digital dental models
Apart from the advantages of digital dental models, there are also some drawbacks. One
of the mayor drawbacks is that the surgeon, orthodontist or dentist does not have any
physical models anymore. Because a lot of surgeons and orthodontists are still trained to
use physical plaster models in planning surgery and treatment, it takes quite some time
and effort to adapt to this new way of working. One of the area’s which is the toughest
problem, and not yet overcome, is checking the occlusion using digital dental models. Using
software packages it is possible to get a colorscale image of the contact points and distances
between the dental arches of the maxilla and mandible. However, because there is no haptic
feedback it is very hard to establish a correct and good occlusion. This is still an unsolved
problem.
2.4.5 Conclusion
Scanning of the plaster casts or impressions using laser scanners or CT scanners, is an
effective way to create accurate digital dental models. The accuracy, efficiency and efficacy
of digital models are promising and will find their way into clinical settings within the next
few years.
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Registration of three-dimensional facial
photographs for clinical use
Introduction
In order to objectively evaluate treatment outcomes in oral- and maxilofacial surgery, pre- and post-treatment 
3D photographs of the patients face can be registered. For clinical use, it is of great importance that this 
registration process is accurate (< 1mm). The purpose of this study was to determine the accuracy of diferent 
registration procedures.
Methods 
15 volunteers(7♂, 8♀; mean age: 23.6 ranging from 21 – 26) were invited to participate in this study. 
3D photographs were captured at three diferent time points. Baseline (T0), after one minute (T1) and three 
weeks later (T2). Furthermore, a 3D photograph of the volunteer laughing (TL) was acquired to investigate the 
efect of facial expression. Two diferent registration methods were used to register the photographs acquired 
at al diferent time points: surfaces based registration and reference based registration. Within the surface 
based registration, two diferent software packages (Maxilim® and 3dMD Patient®) were used to register the 
3D photographs acquired at the various time points. The surface based registration process was repeated with 
the pre-processed photographs. Reference based registration (Maxilim®) was performed twice by two 
observers so investigating the inter- and intra observer eror.
Results
The mean registration erors are smal for the 3D photographs in rest (0.39 mm for T0-T1 and 0.52 mm 
for T0-T2). The mean registration eror increased to 1.2 mm for the registration between the 3D photographs 
acquired at T0 and TL. The mean registration eror for the reference-based method was 1.0 mm for T0-T1¬, 
1.1 mm for T0-T2 and 1.5 mm for T0 and TL. The mean registration erors for the pre-processed photographs 
were even smaler (0.30 mm for T0-T1¬, 0.42 mm for T0-T2 and 1.2 mm for T0 and TL). Furthermore, a 
strong corelation between the results of both software packages used for surface based registration was 
found. The intra- and inter observer eror for the reference based registration method was found to be 
respectively 1.2 mm and 1.0 mm.
Conclusion
Surface based registration is an accurate method to compare 3D photographs of the same individual at 
diferent time points. When performing the registration procedure with the pre-processed photographs, the 
registration eror decreases. No significant diference could be found between both software packages that 
were used to perform surface based registration.
Registration of three-dimensional Facial Photographs for Clinical Use
3.1 Introduction
In the past few years, three-dimensional (3D) technology has evolved with high speed in oral
and maxillofacial surgery. The evolution of the cone-beam computed tomography scanner
made accurate imaging of the hard tissues or bony structures of the face possible with
a relatively low radiation dose. Apart from hard tissue imaging, 3D photo cameras (3D
stereophotogrammetry) can be used to capture the soft tissue surface of the face with
correct geometry and texture information. To evaluate the results of surgical interventions
in oral and maxillofacial surgery, pre- and postoperative 3D photographs of the patient’s
face can be matched1. In medical imaging, this matching procedure is referred to as
registration. After registration of the 3D photographs, the differences between them can be
visualized by a color scale image or distance map. In this way, results of surgical2,3,4,5,6,7 and
nonsurgical treatment8,9,10 can be evaluated quantitatively and objectively. Other useful
applications comparing different 3D photographs are the evaluation of different types of
swelling over time (e.g., phlegmon, abscess, tumor growth), longitudinal growth changes,11
and establishment of databases for normative populations.12 Various clinical examples are
illustrated in Figure 3.1.
Because the imaging systems are affected by changes in muscle tone, facial expression,
and head posture, reliability and reproducibility of these systems have to be validated.
Most studies on reliability have referred to linear measurements to validate their systems.
For clinical use, it is of great importance that the registration process of the pre- and
postoperative 3D photographs is accurate ( ≤ 1 mm).13 This is important because any
changes in facial morphology could be due to inherent errors of the technique or to actual
growth or treatment changes. With the validity of the scanning system already evaluated,
the purpose of this study was to quantify the reproducibility of obtaining 3D photographs
over time and to evaluate the different registration procedures.
3.2 Material and methods
In this prospective study 15 volunteers (seven males, eight females; mean age, 23.6 years;
range, 21-26 years) were invited to participate. 3D photographs of the volunteers were cap-
tured using a 3D stereophotogrammetric camera setup and the software program Modular
System (3dMDfaceTMSystem; 3dMD LLC, Atlanta, USA). During acquisition, the volun-
teers were asked to swallow, relax their lips, and keep their eyes open. For every volunteer,
a 3D photograph was acquired on three different points of time:
• T0 (the first 3D photograph)
• T1 (1 minute after the first 3D photograph)
• T2 (3 weeks after the first 3D photograph)
Furthermore, a 3D photograph of the volunteers laughing (TL) was acquired shortly after T0
to investigate whether different facial expression affects the registration error. Two different
types of registration were performed: surface-based registration and reference frame-based
registration.
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Before treatment with Botulin toxin    After treatment with Botulin toxin             Color Scale
 Orginal 3D photograph            Mirrored 3D photograph                 Color Scale
Figure 3.1: Clinical application of registering different 3D photographs. The
images on the top row illustrate the evaluation of a treatment of masseter hy-
pertrophia using Botulinum toxin A. The images on the bottom row illustrate
the use of mirroring and surface registration to investigate the amount of soft
tissue loss at the left side of the patient’s face.
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3.2.1 Surface-based registration
Surface-based registration of two different 3D photographs was performed using two differ-
ent software packages: MaxilimTMv.2.2.1 (Medicim NV., Mechelen, Belgium) and 3dMD
PatientTMv3.0 (3dMDpatientTMSoftware Platform; 3dMD, Atlanta, USA). Both software
packages use an adapted version of the iterative closest point algorithm to perform surface-
based registration.14,1 First, the original 3D photographs were registered using both software
packages. A surface-based registration was performed between the 3D photograph acquired
at T0 and T1. Second, the 3D photographs acquired at time T0 and T2 were registered.
Finally, the 3D photographs of time T0 and TL were registered to investigate the influ-
ence of facial expression. All these registrations result in several distance maps that were
used to analyze the accuracy of the registration. After registration of the original 3D pho-
tographs, a second registration procedure was performed in which the 3D photographs were
preprocessed. By removing the hair and neck regions from the 3D photographs, obvious
error regions were excluded during registration (Figure 3.2). The registration procedures
and preprocessing were performed on a Dell Precision M70 (Intel Pentium IV 2.62-GHz
processor speed, 2.0 Gb RAM, NVIDIA Quadro Fx Go 1400, 256 Mbp, graphics card).
3.2.2 Reference frame-based registration
After the surface-based registration procedure, a second, but different registration procedure
was performed. This method is called reference frame-based registration. The 3D software
program Maxilim allows a step-by-step setup of a frame based on the Cartesian coordinate
system.15 It involves the following consecutive steps (Figure 3.3):
1. Selecting the photograph the frame would be setup on
2. Selecting the right and left exocanthion (this is apart of the vertical plane setup)
3. Defining the line crossing the right exocanthion and superaural
4. Indicating the pupil reconstructed point landmark. This landmark is defined as the
point in the middle of the line through the pupils. This is part of the median plane
setup.
After finalizing these steps, the software computes the position of each plane, which forms
the reference frame (Figure 3.3). After setting the reference frames for all the 3D pho-
tographs (T0, T1, T2, and TL), the photographs could be superimposed by overlying all
reference planes. In this way the 3D photograph acquired at T0 and T1, T0 and T2, and
finally T0 and TL were registered. After performing the reference-based registration, several
distance maps were computed and the registration errors were analyzed. Two observers per-
formed the setup of the reference frame for this method because placement of the landmarks
is observer dependent. In this way an inter- and intraobserver analysis of the reproducibility
could be calculated.
3.2.3 Validation
To validate the accuracy of the different methods, the difference between the correspond-
ing surfaces was calculated as a distance or error map. This distance map computes the
difference (Euclidean distance) between the 3D photographs on a large number of points
(± 20,000). The 50th, 90th, and 95th percentile of the registration error were computed in
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Original 3D photos
T1
T2 T2
T1
Pre-processed 3D photos
Surface based registration
Figure 3.2: Illustration of the different registration procedures. Two differ-
ent registration methods were used to register the 3D photographs acquired
at all different time points: surface-based registration (illustrated in the or-
ange frame) and reference-based registration (illustrated in the cyan frame).
Within the surface-based registration, two different software packages (Maxilim
and 3dMD Patient) were used to register the 3D photographs acquired at the
various time points. The surface-based registration process was repeated with
the preprocessed photographs. Reference-based registration (Maxilim) was per-
formed twice by two observers by investigating the inter- and intraobserver error.
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Pupil reconstructed point
Superaurele line
Line through the exocanthion
Figure 3.3: 3D photograph-based reference frame. The horizontal plane of
the reference frame is automatically computed as a plane 6.6 degrees below
the cantion-superaurale line, along the horizontal direction of the natural head
position. The plane goes through the pupil reconstructed point (the center point
between the left and right eyes). The vertical plane is a plane perpendicular to the
horizontal plane and along the horizontal direction of the natural head position.
The median plane is a plane perpendicular to the horizontal and vertical planes.15
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millimeters. Using these measurements, the differences between surface-based registration
and reference-based registration could be evaluated. Within the surface-based registration
procedure, the influence of preprocessing the 3D photographs could be investigated as well
as the use of different software systems. To visualize these differences, a graph of the
mean, box plots, and correlation graphs were computed. The inter- and intraobserver error
for the surface-based registration method was evaluated in previous studies.1 In the current
study, the inter- and intraobserver error for registration using the reference-based method
was investigated.
3.3 Results
The mean registration errors are small for the 3D photographs at rest at different points of
time (0.39 mm for T0-T1 and 0.52 mm for T0-T2). The mean registration error increases
to 1.2 mm for the registration between the 3D photographs acquired at T0 and TL (Table
3.1). The mean registration error for the reference-based method was 1.0 mm for T0-T1,
1.1 mm for T0-T2, and 1.5 mm for T0 and TL.
To visualize not only the mean registration error but also the variance in the registration
error, box plots were computed for the different time points and methods (Figure 3.4).
Within the surface-based registration method, a distinction between the original and pre-
processed 3D photographs can be made. The mean registration errors for the preprocessed
photographs were less obvious than for the original photographs (0.30 mm for T0-T1, 0.42
mm for T0-T2, and 1.2 mm for T0 and TL) (Figure 3.5).
The registration error for the surface-based registration is smaller if compared with the
reference-based registration (Figure 3.6). Within the reference-based registration, a mean
error of 1.2 mm (interobserver) and 1.0 mm (intraobserver), respectively, was found. Con-
cerning the used software for the surface registration, both software packages showed a very
similar registration error (Figure 3.7).
Table 3.1: Mean and standard deviation of the registration error
In mm
T0-T1 T0-T1 T0-T2
Mean SD Mean SD Mean SD
3dMD (original) 0.3977 0.5228 0.5344 0.6181 1.2438 1.2516
Maxilim (original) 0.3913 0.4871 0.5122 0.6170 1.1818 1.2433
3dMD (pre-processed) 0.2855 0.3391 .4212 0.4155 1.3923 1.2912
Maxilim (pre-processed) 0.3291 0.3496 0.4222 0.4231 1.3399 1.3212
Reference-based (Obs 1) 0.9844 0.7997 1.2690 0.9766 1.6664 1.3273
Reference-based (Obs 2) 1.0069 0.7570 1.2453 0.9690 1.6271 1.2884
3.4 Discussion
In this prospective study, the accuracy of 3D stereophotogrammetry was evaluated in a
clinical setting using photographs of 15 individuals at different times. After registration
of the different 3D photographs of the same individuals, different registration errors were
analyzed to investigate the accuracy.
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Figure 3.4: Box plots illustrating the median, 25th, and 75th percentiles of the
registration error for all surface- and reference-based registration methods.
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Figure 3.5: Illustration of the differences in the registration error (mm) between
using the original 3D photographs or the preprocessed photographs. The top
image illustrates the errors in a Bar graph. The bottom image illustrates the
correlation of registration errors for using between the original and preprocessed
3D photographs.
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Figure 3.6: Illustration of the differences in the registration error (mm) between
surface-based registration and reference-based registration. The top image illus-
trates the errors in a Bar graph. The bottom image illustrates the correlation
between the surface-based registration method and the reference-based registra-
tion method.
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Figure 3.7: Comparison between the two different software packages (Maxilim
and 3dMD Patient). The results showed a large correlation between both regis-
tration algorithms as is illustrated in the bottom image. The top image illustrates
the registration errors as a bar graph.
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In 1838, the first portfolio of stereoscopic photographs was created.16,17 Since that time,
stereography evolved from the crude dual camera systems of the past to the modern 3D
digital photographic systems, nevertheless still using the same principle: offset images are
merged together to create a stereoscopic image. With the advent of digital technology,
digital photography has become an increasingly important tool in facial surgery.17 Nowadays
many commercial systems are available on the market (e.g., 3dMDface System [3dMD,
Atlanta, USA], Di3D [Dimensional Imaging, Glasgow, UK], 3D-Sensoren FaceSCAN [3D
Shape GmbH, Erlangen, Germany]).
Earlier studies were performed to investigate the accuracy of stereophotogrammetry. These
studies mostly focused on reliably measuring distances between typical anthropometric
points on the 3D reconstructed images against corresponding points on live subjects or
phantom models (eg, plaster casts) as a form of validation.3,18,19,20,21,22,23,24 Some other
studies use more complex methods to obtain and analyze 3D shapes.25,26,27 Also, the accu-
racy of other surface acquisition systems, eg, laser scanning, has been evaluated in several
studies.28,29,30,31,32,33,34,35 Kau et al. investigated the accuracy of capturing laser scans of
the same individual at different time points using a commercially available Minolta Vivid
900 laser scanner system.36 The results showed a mean registration error of below 0.4 mm;
the error was within a range of 0.85 mm for 90% of the registration. Ma et al.18 inves-
tigated the accuracy of a structured light technique to capture the geometry of the face
and investigated the accuracy of structured light scans by capturing the same individual at
different moments in time. A reliability of 0.2 mm was found in this study.
To the best of our knowledge, no studies have been performed to investigate the accuracy
of 3D stereophotogrammetry in a clinical setting.
All 3D photographs used in the current study were acquired in a similar way. The same
specialized photographer was responsible for acquiring all 3D photographs which were used
in this study. Furthermore, all 3D photographs were acquired in the same manner the
clinical 3D photographs of patients are acquired. To investigate the influence of time more
profoundly, 3D photographs were acquired in a way that short-term as well as longterm
varieties could be evaluated. The differences in mean registration error between T0-T1
(0.39 mm) and T0-T2 were diminutive, which illustrated that the photograph acquired
1 minute (T1) after the first photograph (T1) could be reproduced 3 weeks later (T2)
with high accuracy. The 3D photograph of the patient laughing was captured to study
the influence of different facial expression. After registration of the 3D photograph of the
individual laughing with a 3D photograph of the individual in rest (T0), the expected large
registration error, especially in the mouth region, was confirmed by the results.
The mean registration error is partially caused by the system error of the acquisition system.
This error was described by Boehnen and Flynn and found to be ± 0.1 mm.37 Apart from
the system error and registration error, there are several other factors that might influence
the accuracy of the registration. One of those is the ability to capture the face in the same
facial expression every time. Because a 3D photograph is a static picture, captured only
in one moment, facial expression sometimes can be of great influence to reproducibility.
Therefore, much attention was paid to acquire the face in the same facial expression.26,27,38
Apart from facial expression, positioning of the individual might also influence the accuracy
of registration. To minimize this influence, the head was carefully positioned in the natural
head position every single time.39,40,41 Other influencing factors could be loss of weight of
the individual, tiredness of the facial skin, and maybe even the monthly hormonal cycle for
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females included in a study.42
When comparing the results of registering the original and preprocessed 3D photographs,
it could be noticed that the mean registration error was significantly reduced (P ≤ .0097,
one-way ANOVA test) for the preprocessed photographs (figure 3.5). This overall effect
was expected; however, for the 3D photographs of the individuals laughing (T0-TL), the
registration error increased for the registration of the preprocessed 3D photograph. In the
first instance, this result seemed to be unexpected. Nevertheless, the registration error was
already estimable in the original 3D photograph of the individual laughing. The regions
removed by preprocessing had a smaller registration error than the regions in which obvious
differences in facial expression occurred. The ratio between these regions became smaller,
which finally resulted in a larger overall registration error.
Furthermore, the analysis of the results between the surface-based and reference-based
method illustrated that surface-based registrations produced more accurate results. A sig-
nificant difference between both methods was found (P ≤ 0.001, one-way ANOVA test).
Surface-based registration was ideal in this study because 3D photographs of identical in-
dividuals were registered. On the contrary, reference-based registration is expected to give
better results for registration of different individuals. Also, other complex methods like Pro-
crustes Analysis or Active Appearance Models might be useful for this type of registration
problems.43,44
Finally, the results of both the surface-based registration methods (Maxilim and 3dMD
Patient) could be compared. Both software packages use an adapted version of the iterative
closest point registration. No significant difference was found between both registration
algorithms (P ≤ .86, one-way ANOVA test), which illustrates that both algorithms are
robust and give correct results. When comparing the results from the present study with
similar studies, the accuracy of the 3dMD Face system is equal. The reliability found by
Kau et al.36 ( ± 0.4 mm) and Ma et al.18( ± 0.2 mm) was performed on scans without the
neck and hair region and therefore can be compared with the results of the preprocessed
3D photographs of the present study (0.39 mm).
It can be concluded that surface-based registration is an accurate method to compare 3D
photographs of the same individual at different time points. Therefore, 3D stereopho-
togrammetry is an accurate tool to evaluate facial changes (surgical or nonsurgical) over
time. The results from the reference-based registration method showed a larger registration
error compared with the results of the surface-based registration method. When performing
the registration procedure with preprocessed photographs, the registration error decreased.
Furthermore, no significant difference could be found between both software packages that
were used to perform surface-based registration.
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The accuracy of matching three-dimensional
photographs with skin surface derived from
cone-beam computed tomography
Introduction
The state-of-the-art diagnostic tools in oral and maxilofacial surgery and preoperative orthodontic treatment 
are mainly two-dimensional, and consequently reveal limitations in describing the three-dimensional (3D) 
structures of a patient’s face. New 3D imaging techniques, such as 3D stereophotogrammetry (3D photograph) 
and cone-beam computed tomography (CBCT), have been introduced. Image fusion, i.e. registration of a 
3D photograph upon a CBCT, results in an accurate and photorealistic digital 3D data set of a patient’s face. 
Methods
The purpose of this study was to determine the accuracy of three diferent matching procedures. For 
15 individuals the textured skin surface (3D photograph) and untextured skin surface (CBCT) were matched 
by two observers using three diferent methods to determine the accuracy of registration. 
The registration eror was computed as the diference (mm) between al points of both surfaces. 
Results
The registration erors were relatively large at the lateral neck, mouth and around the eyes. After exclusion 
of artefact regions from the matching process, 90% of the eror was within 1.5 mm. The remaining eror was 
probably caused by diferences in head positioning, diferent facial expressions and artefacts during image 
acquisition. 
Conclusion
In conclusion, the 3D data set provides an accurate and photorealistic digital 3D representation of a 
patient’s face.
The accuracy of matching three-dimensional photographs with skin surfaces derived from
cone-beam computed tomography
4.1 Introduction
Surface descriptions of bone and skin structures can be extracted from Digital Imaging and
Communications in Medicine (DICOM) files derived from cone-beam computed tomography
(CBCT) data, but on inspection a patient is hard to recognize due to a lack of textured
information. With surface registration methods, it is now possible to superimpose three-
dimensional (3D) textured surface data on reconstructed 3D skin models. This has many
advantages over conventional 2D imaging. The main benefits of 3D technology in the
maxillofacial field are highly realistic facial and skeletal imaging, improved diagnostic quality,
improved preoperative planning possibilities and improved postoperative evaluation.
Previous studies proposed different possibilities to reconstruct a 3D model by using 2D data
derived from cephalograms or light photographs1,2,3,4. Others investigated the integration
of two 3D imaging techniques including laser scanning, CT scanning and stereophotogram-
metry5,6,7,8. De Groeve et al.8 showed that matching of 3D textured surfaces (3D pho-
tographs) with untextured skin surfaces segmented from CT data is accurate and provides
a photorealistic 3D model of a patient’s face. Since data sets of bony tissue and skin sur-
faces are used for preoperative planning of maxillofacial interventions9,5,6,10,11, it is of great
importance that the image fusion of the 3D photographs and segmented skin surface from
CBCT displays a high degree of accuracy (≤ 1 mm). The purpose of this study was to
determine the duration and accuracy of three different matching procedures.
4.2 Subjects and methods
4.2.1 Data acquisition
In a prospective study, CBCT data and 3D photographs were collected from 15 individuals.
The CBCT scan was acquired using the i-CATTM3D Imaging System (Imaging Sciences
International, Hatfield, PA, USA). The individual was scanned sitting, with the head posi-
tioned parallel to the occlusal plane. They were asked to swallow, relax their lips and keep
their eyes open.
A 3D sterophotogrammetrical camera set up and the software program Modular System
v1.0 (3DMDfaceTMSystem, 3dMD, Atlanta, USA) were used to capture a 3D photograph
of the face. This camera generates a 3D photograph from six 2D photographs taken
simultaneously (four grey-scale photographs and two full color photographs). A polygon
pattern was projected onto four of these six images. Based on this pattern and its deformed
image, a 3D photograph is reconstructed. The 3D photographs were taken in natural head
position with the eyes open. In order to achieve the natural head position and habitual
occlusion, the individual was asked to swallow and relax their facial musculature, while
looking in the mirror with their relaxed facial expression.
4.2.2 Reconstruction and surface matching
Data from the CBCT were exported in DICOM format. The skull and skin surfaces
were segmented by thresholding. The skin surface extracted from CBCT was referred
to as the untextured skin surface (Figure 4.1b). By trimming the neck and parts of the
hair, the 3D photograph was resized to the region of interest using 3dMDpatientTMv2.0
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Figure 4.1: The data set for each individual comprises a CBCT scan with
extracted hard tissue (left image) and soft tissue (center image) surfaces, as well
as a 3D photograph acquired using 3D stereophotogrammetry (right image).
Table 4.1: Step-by-step approach to matching textured and untextured s.
Step 1 Initial positioning of untextured soft tissue surface from
CBCT and 3D photograph by indicating landmarks on
both surfaces
Semi-automatic
Step 2 Excluding error regions Manual
Step 3 Registration of 3D photograph and untextured surface Automatic
Step 4 Computation of distance map between registered 3D
photograph and untextured surfaces
Automatic
Step 5 Transfer of texture from 3D photograph to untextured
surface using non-rigid registration
Automatic
(3dMDpatientTMSoftware Platform, 3dMD, Atlanta, USA) . The 3D photograph was ex-
ported as a Wavefront object file ”.obj” and imported into MaxilimTM(Medicim NV., Meche-
len, Belgium) (Figure 4.1c). After reconstruction and importing all data into Maxilim, sur-
face matching was performed on a Dell precision M70 (Intel Pentium IV 2.62 GHz processor
speed, 1.0 Gb RAM, NVIDIA Quadro Fx Go 1400, 256 Mb, graphics card).
A matching process was carried out in five steps (Table 4.1). First, four corresponding
landmarks were indicated on both surfaces. These are well spread over the facial surface
and they formed a base for surface matching. This step minimized the need for further
initial translation and rotation of the surfaces. Second, the accuracy of registration was
improved by excluding regions that were obviously different. The eyes and hairline on the
3D photograph as well as the neck and nose on the CBCT were marked examples of such
error regions (Figure 4.2).
Third, the rigid registration was used to register the 3D photograph with the untextured skin
surface using a 3D surface matching algorithm (iterative closest point algorithm)12,8. In
the fourth step, a distance map was calculated between both surfaces and exported as a list
of signed closest point differences (Figure 4.3b). Finally, the 3D textured information was
transferred from the 3D photograph to the untextured skin surface using a projection-like
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A)
B)
C)
D)
Figure 4.2: Typical areas of difference between the 3D photograph and the skin
surface extracted from CBCT. A) Errors at the mouth are caused by different
positioning of the mouth during the two scans. B) Artefacts in CBCT scanning
may cause an error region at the nose. C) Errors at the eyes are caused by the
inability of 3D stereophotogrammetry to capture the lenses correctly. D) Errors
at the neck may occur due to CBCT scanning artefacts.
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non-rigid registration algorithm8.
4.2.3 Validation
To validate the accuracy of the surface matching tool, the Euclidean distance between each
corresponding point of the untextured skin surface and the 3D photograph was calculated.
The 50th, 90th and 95th percentile of the distance error were computed in millimeters.
Furthermore, a distribution of the signed closest point distance was computed. Negative
errors occurred when the surface of the 3D photograph was behind the untextured skin
surface and positive errors when the surface of the 3D photograph was in front of the
untextured skin surface. As a measure for the correctness of the registration, the mean
error was computed.
Two observers independently tested three different methods to validate this surface match-
ing process. In method 1, the 3D photograph and untextured skin surface were matched
without correction for error regions (step 2 was not performed) and a distance map was
calculated (Figure 4.3a). In method 2, different regions of the face which displayed obvious
matching errors were excluded on both surfaces, the surfaces were matched and a distance
map was calculated (Figure 4.3b). In method 3, the matched surfaces of method 2 were
used again. However, the distance map was calculated with the exclusion of different high
error regions (Figure 4.3c). The interobserver difference was investigated by computing
the 50th, 90th and 95th percentile error between the matched surfaces of observer 1 and
observer 2. As a measure of similarity, the mean was computed between the matched 3D
photographs of both observers.
4.3 Results
The average time needed to register both surfaces was 8 minutes (range 7-10 minutes). The
computational time needed for registration was 30 seconds. No interobserver differences
were found with respect to the registration time. Apart from the configuration of the
computer, the computational time depends on the amount of triangles on the two surfaces.
The average number of triangles was 94094 (range 80157–115875 triangles) for the 3D
untextured skin surface. The remaining 7.5 min were needed to indicate the corresponding
points at both surfaces (step 1) and to exclude the error regions (step 2).
Table 4.2 represents the 50th, 90th and 95th percentiles of the Euclidean error distance for
all methods and observers. For methods 1 and 2, 50% of the errors were less than 0.75
mm. For method 3, the 50th percentile was reduced to 0.56 mm. For methods 1 and 2,
90% and 95% of the errors were respectively less than 2.5 mm and 3.4 mm. For method
3, the 90th and 95th percentile were below 1.5 mm and 1.9 mm, respectively.
Box plots and error histograms of the signed closest point distance were plotted for all
methods and observers to visualize the distribution of the registration error (Figure 4.4).
A balanced distribution of the signed closest point distance proved the registration to be
correct. A graph of the mean error was plotted (Figure 4.5). In Table 3, the 50th, 90th and
95th percentiles of the Euclidean error distance between the registered 3D photographs of
observer 1 and observer 2, for all methods, are listed.
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(a)
(b)
(c)Method 3
Method 2
Method 1
3D textured surface
(3D photograph)
3D skin surface segmentation
of cone-beam CT scan
Registration
(rigid and non-rigid)
Initial matching of surfaces
(after indication of 
corresponding landmarks)
Distance map
3D textured surface 
transferred to 3D cone-beam CT 
skin reconstruction
3D dataset
3D textured surface and
Cone-beam CT bone
reconstruction are aligned
3D textured surface
(3D photograph)
3D skin surface segmentation
of cone-beam CT scan
Registration
(rigid and non-rigid)
Initial matching of surfaces
(after indication of 
corresponding landmarks)
Unselecting error
region
Distance map
3D textured surface 
transferred to 3D cone-beam CT 
skin reconstruction
3D dataset
3D textured surface and
Cone-beam CT bone
reconstruction are aligned
3D textured surface
(3D photograph)
3D skin surface segmentation
of cone-beam CT scan
Registration
(rigid and non-rigid)
Initial matching of surfaces
(after indication of 
corresponding landmarks)
Unselecting error
region
Distance map
Error regions are not
computed
3D textured surface 
transferred to 3D cone-beam CT 
skin reconstruction
3D dataset
3D textured surface and
Cone-beam CT bone
reconstruction are aligned
Figure 4.3: Illustration of the registration of a textured 3D photograph with
skin surface segmented from a CBCT scan. Three approaches to perform the
registration are possible.
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Figure 4.4: A box plot of the signed closest point distance was plotted for every
method and observer to illustrate the distribution of registration error.
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Figure 4.5: The mean registration errors were computed for each method as
well as both observers. The mean error is a measure of the correctness of the
registration. From this graph it is clear that method 3 provides the best results.
66
The accuracy of matching three-dimensional photographs with skin surfaces derived from
cone-beam computed tomography
Table 4.2: The 50th, 90th and 95th percentiles of the Euclidean error distances
computed for each method as well as both observers
50th percentile 90th percentile 95th percentile
Mean SD Mean SD Mean SD
Method 1 - Obs 1 0.75 mm 0.22 mm 2.50 mm 0.76 mm 3.40 mm 0.82 mm
Method 1 - Obs 2 0.74 mm 0.23 mm 2.50 mm 0.77 mm 3.40 mm 0.83 mm
Method 2 - Obs 1 0.73 mm 0.22 mm 2.60 mm 0.76 mm 3.40 mm 0.81 mm
Method 2 - Obs 2 0.72 mm 0.15 mm 2.70 mm 0.74 mm 3.50 mm 0.75 mm
Method 3 - Obs 1 0.56 mm 0.17 mm 1.40 mm 0.50 mm 1.80 mm 0.68 mm
Method 3 - Obs 2 0.56 mm 0.17 mm 1.50 mm 0.38 mm 1.90 mm 0.58 mm
4.4 Discussion
In the current study, 3D data of 15 individuals were fused using three different meth-
ods. Method 3 was a new method developed to investigate the accuracy of the registra-
tion algorithm. The results are similar to those reported by Ayoub et al.5 who adopted
a similar approach, using data from CT instead of CBCT. In the present study the i-
CATTMCBCT scanner was used because the upright scanning position and a lower radia-
tion dose were preferred over multi-slice CT scanning (the supine position causes registra-
tion errors due to gravity and there is a relatively high radiation dosage)13,14,15,16,17,18,19.
The 3D photographs were captured using 3D stereophotogrammetry. During recent years,
stereophotogrammetry has evolved immensely. With the introduction of systems such as
the 3dMDfaceTMSystem (3dMD, Atlanta, USA), Di3DTM(Dimensional Imaging, Glasgow,
UK9,20,21) and 3D-Sensoren FaceSCAN3DTM(3D Shape GmbH, Erlangen, Germany), the
applicability of 3D photographs in daily practice has become profitable. Due to the short
acquisition time of 3D stereophotogrammetry, movement artefacts are minimized.
Dissimilarities between the CBCT surface and the surface of the 3D photograph acquired
using stereophotogrammetry surface include differences in head positioning, acquisition er-
rors and registration errors. These are discussed below. For CBCT scanning, patients are
usually fixated with a strap on the forehead and/or with a chin support. To minimize defor-
mation of soft tissue in the region of interest (mandible), the chin support was avoided in
this study. As the use of a strap on the forehead causes errors in the forehead region due to
small soft tissue deformations, this should be avoided as well. Patients are CBCT scanned
parallel to the occlusal plane, causing differences in positioning of the patient’s head during
the CBCT scan and acquisition of the 3D photograph. This results in registration errors
especially in the neck region. Differences in facial expression during the two scans can also
result in a registration error. The registration error is partially attributed to the inability of
CBCT to capture the soft tissue surface of a patient’s face correctly. This is because of the
low radiation dose of the CBCT scanner. It is not possible to capture the eyes correctly
with stereophotogrammetry because the light pattern used to reconstruct a 3D photograph
interferes with light reflection in the lenses of the eyes. Hence, the lenses appear to be
concave instead of convex.
The distribution of the signed closest point distance between the untextured surface and the
3D photograph provided evidence that the registration between the two surfaces was correct.
It was unlikely that the error originated in the registration algorithm itself. The interobserver
error in Table 3 illustrates that no interobserver difference was found for method 1. For
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methods 2 and 3, a small interobserver difference was found. This illustrates that different
registration results can be found when different error regions are excluded. In order to really
transfer the texture from the 3D photograph surface accurately onto the untextured surface,
rigid registration of the surfaces was not sufficient. In a rigid registration algorithm, only
translational and rotational movements are allowed to fuse the different data sets. Non-rigid
registration algorithms allow deformational movements of the surface as well. Although the
latter technique is unfavorable for image fusion, there were specific reasons that permitted
the use of non-rigid registration, such as rough untextured surface, different facial expression
during both acquisitions and acquisition artefacts. Smoothing the untextured surface or
simultaneous acquisition of the CBCT and 3D photograph may partially solve this technical
problem. The registration error found in method 3 showed that this method is well suited
for clinical use. This does not answer the question whether a textured point of the 3D
photograph is transferred onto the right point of the CBCT skin surface.
Further research is needed to increase the accuracy of the matching process. Image-fusion
models of hard tissue models (CBCT), soft tissue surfaces (3D photograph) and digital
dental models will enable more accurate research as the triad of soft tissues, bony structures
and teeth are merged into one data set: the digital virtual head. Long-term follow up
using these 3D data sets will provide the data needed for 3D normative and reference
databases on hard and soft tissue changes induced by e.g. orthognathic surgery. The
quality of soft tissue simulation and prediction of surgical outcome improves with principle
component analysis based on actual 3D information acquired with the methods explained
in this publication. From this study, it can be concluded that the 3D fusion model of the
3D photograph and skull reconstructed from CBCT data provides a precise photorealistic
digital 3D representation of a patient’s face. The resulting data set is useful for oral and
maxillofacial surgeons and orthodontists as a diagnostic tool, for preoperative planning, for
postoperative evaluation and for communication with their patients.
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Variation of the face in rest using
3D stereophotogrammetry
Introduction
To evaluate treatment outcomes folowing oral and maxilofacial surgery, pre- and post-treatment 
three-dimensional (3D) photographs of the patient’s face can assessed, but this procedure is accurate only 
if the face is captured with the same facial expression every time. The purpose of this prospective study was 
to determine variations in the face at rest.
Methods
100 3D photographs of the same individual were acquired at diferent times. Initialy, 50 3D photographs 
were obtained; 25 using a wax bite to ensure similar occlusion between subsequent photographs and 25 
without wax bite. This procedure was repeated 6 weeks later. Variation of the face at rest was computed. 
The influence of time and wax bite was investigated. Diferent anatomical regions were investigated 
separately. 
Result
A mean variation of 0.25 mm (0.21–0.27 mm) was found (standard deviation 0.157 mm). No large 
diferences were found between diferent time points or use of wax bite. Regarding separate anatomical 
regions, there were smal variations in the nose and forehead regions; the largest variations were found 
in the mouth and eyes. 
Conclusion
This study showed smal overal variation within the face at rest. In conclusion, diferent 3D photographs 
can be reproduced accurately and used in a clinical seting for treatment folow-up and evaluation.
Variation of the face in rest using 3D stereophotogrammetry
5.1 Introduction
In order to evaluate the results of surgical interventions in oral and maxillofacial surgery,
pre- and postoperative three-dimensional (3D) photographs of the patient’s face can be
registered using surface-based registration1,2. 3D photographs of the same patient are
acquired over different moments in time and compared with each other after aligning them
using a surface-based registration method. After registration of the facial surfaces the
differences can be visualized by a color scale image (or distance map). In this way, results
of a surgical intervention can be evaluated quickly, quantitatively and objectively. Because
a 3D photograph is a static picture, the accuracy of the evaluation depends on the ability
to capture the patient’s face in rest reproducibly on multiple occasions. The purpose of this
study was to determine the variation of the face in rest using 3D photographs.
5.2 Material and methods
5.2.1 Acquisition
In this prospective study 100 3D photographs of the same volunteer were acquired. During
acquisition special attention was addressed to positioning the volunteer and relaxing facial
musculature. The volunteer was positioned in natural head position and was asked to bite
in habitual occlusion, swallow, relax his lips and keep both eyes open. Furthermore, all 3D
photographs were acquired by a trained photographer using a 5-point 3D sterophotogram-
metrical camera setup (3dMDCranialTMSystem, 3dMD, Atlanta, USA). At the first time
point, 50 3D photographs were acquired. In between subsequent 3D photographs a rest
moment of one minute was incorporated. To investigate the influence of the position of the
mandible, the first 25 3D photographs were acquired without a wax bite (group A1) and
the latter 25 3D photographs with a waxbite in place (group A2). The wax bite used in this
study was acquired in maximal occlusion.To evaluate the influence of time, the procedure
was repeated six weeks later, resulting in another 50 3D photographs, 25 without a wax bite
(group B1) and 25 with a wax bite in place (group B2). In this way four separate groups
were acquired (Figure 5.1).
5.2.2 Image registration
For every group, one 3D photograph was selected randomly, this 3D photograph was the
reference 3D photograph. All other 3D photographs in the group were registered with
this reference 3D photograph using surface-based registration. Surface-based registration
of the different 3D photographs was performed using MaxilimTMv.2.3.0 (Medicim NV.,
Mechelen, Belgium) software. The registration procedure was repeated for all four groups.
Furthermore, the 3D photographs of time point 2 (group B1 and B2) were registered with the
reference 3D photograph of time point 1 (group A1 and A2) so investigating the influence
of time. Finally, the groups with a waxbite during acquisition (group A2 and B2) were
registered and compared with the 3D photographs of the group without waxbite (group A1
and B1).
To investigate the regions of variation within the face, the 3D photographs were divided in
several anatomical facial regions3 (forehead, eyebrows, eyes, nose, cheeks, mouth and chin
region) (Figure 5.2). The variation was computed for each individual region.
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Figure 5.1: In total 100 3D photographs of the same individual were acquired.
At the first time point, 50 3D photographs were obtained. These 50 photographs
were divided into two groups, 25 normal 3D photographs and 25 3D photographs
where a wax-bite was used to assure similar occlusion in all 25 photographs. This
procedure was repeated 6 weeks later (time point 2), resulting in four different
groups.
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Figure 5.2: The face was divided in several anatomical regions: forehead, eye-
brows, eyes, nose, cheeks, mouth and finally the chin region.
5.2.3 Computation of variation
After registration of the 3D photographs with the reference 3D photograph the variation
could be computed between all registered 3D photographs of a group. These calculations
were performed using Matlab. The reference 3D photographs were divided in ± 20.000
points. From each of these points the closest distance to all the other 3D photographs was
computed. From these calculations, the variation between the different registered 3D pho-
tographs could be computed and a statistical analysis could be performed. The RMS error
(root-mean-square error), standard deviation and 90th and 95th percentile could be com-
puted for the 3D photographs. To visualize not only the RMS error but also the distribution
of the variance, a cumulative distribution was plotted. For the different anatomical regions,
the RMS error, standard deviation and 90th and 95th percentile of the registration error
were calculated. To illustrate the variation of all separate regions, a cumulative distribution
plot was generated.
5.3 Results
The results of the different groups are illustrated in (Table 5.1). The mean error (RMS) of
all 4 groups ranged from 0.21 mm to 0.27 mm. The standard deviation ranged from 0.20
mm to 0.26 mm. For the registration between time point 1 and time point 2 the RMS error
increased to 0.36 mm. For the difference between the use of a waxbite or the regular 3D
photographs without a waxbite, the RMS error was 0.35 mm.
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Table 5.1: The RMS error, standard deviation and 90th and 95th percentile
were computed for all four separate groups. These results were also calculated
to investigate the difference between time point 1 and time point 2 and to
investigate the use of a wax bite during acquisition of the 3D photographs.
RMS error Std 90th percentile 95th percentile
Time point 1
Without wax bite (A1) 0.2365 mm 0.2487 mm 0.5280 mm 0.6960 mm
With wax bite (A2) 0.2148 mm 0.2003 mm 0.4579 mm 0.5904 mm
Time point 2
Without wax bite (B1) 0.2689 mm 0.2599 mm 0.5880 mm 0.7735 mm
With wax bite (B2) 0.2663 mm 0.2475 mm 0.5988 mm 0.7529 mm
Other measurements
Time point 1 vs. time point 2 0.3632 mm 0.3431 mm 0.8058 mm 1.0232 mm
Wax bite vs. no wax bite 0.3498 mm 0.4500 mm 0.7219 mm 1.0302 mm
Table 5.2: The mean (RMS), standard deviation and 90th and 95th percentile
were computed for all specific anatomical regions
Region RMS error Std 90th percentile 95th percentile
Forehead 0.1691 mm 0.1258 mm 0.3345 mm 0.4027 mm
Nose 0.1895 mm 0.1764 mm 0.4012 mm 0.5129 mm
Mouth 0.3777 mm 0.3030 mm 0.7609 mm 0.9385 mm
Cheeks 0.2118 mm 0.1957 mm 0.4801 mm 0.5947 mm
Eyes 0.3773 mm 0.3380 mm 0.7833 mm 1.0159 mm
Eyebrows 0.1890 mm 0.1855 mm 0.3784 mm 0.4942 mm
Chin 0.2329 mm 0.1940 mm 0.4880 mm 0.6023 mm
The 90% error was below 0.60 mm for all four groups and the 95% error was below 0.78
mm. The cumulative distribution (Figure 5.3), illustrated that a large amount of error was
situated between 0.0 and 0.15 mm. The lines on the x-axis illustrate the 0.5 mm and 1.0
mm margin (Figure 5.3). From this plot it was clear that 85% - 92% of all points the error
was smaller than 0.5 mm. For an error of 1.0 mm this percentage is 98%- 99.5%.
The results for the different anatomical regions are illustrated in table 5.2. The RMS error
ranged from 0.16 mm to 0.37 mm. The 90th percentile error ranged from 0.33 mm to
0.78 mm and the 95th percentile error ranged from 0.40 mm to 1.01 mm. The cumulative
distribution plot depicting the variance in all anatomical regions is illustrated in (Figure
5.4).
5.4 Discussion
The possibility to reproduce the face in rest is a highly important factor for pre- and post-
operative evaluation of treatment changes. If the variation within the face in rest position is
large, the evaluation of surgery based on a preoperative 3D photograph and a postoperative
3D photograph is inaccurate. With the advent of digital technology, digital photography has
become an increasingly important tool in facial surgery1. With the introduction of systems
such as the 3dMDfaceTMSystem (3dMD, Atlanta, USA), Di3DTM(Dimensional Imaging,
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Figure 5.3: A cumulative distribution plot was generated to illustrate the vari-
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Glasgow, UK) and 3D-Sensors FaceSCAN3DTM(3D Shape GmbH, Erlangen, Germany),
the applicability of 3D photography in daily practice has become reality. 3D stereopho-
togrammetry is safe, noninvasive and able to capture superior quality ‘external surface’
3D photographs in less than 10 milliseconds4. Especially these characteristics are ideal to
collect 3D data even of faces of young children or babies. After processing the data, an
accurate digital model of the patient’s face is created which can be used in a clinical setting
immediately.
Earlier studies were performed to investigate the accuracy of 3D stereophotogrammetry.
The majority of these studies focused on reliably measuring distances between typical an-
thropometric points on the 3D reconstructed images against corresponding points on live
subjects or phantom models (e.g. plaster casts) as a form of validation5,6,7,8,9,10. Some
other studies use more complex methods to obtain and analyze 3D shapes11,12,13,9,2. Kau et
al.13, Maal et al.2and Ma et al.9 investigated the reproducibility of several 3D acquisition
systems. Kau et al. found an accuracy of 0.4 mm (RMS error) using a Minolta Vivid 900
laser scanner. Maal et al. used 3D stereophotogrammetry and assessed the reproducibility
and found an accuracy of 0.4 mm. Ma et al. found a reproducibility of their structured
light system of 0.2 mm.
Several papers have been published concerning the reproducibility of different facial expres-
sions. Some older studies used two-dimensional (2D) photography14,15,16 to investigate
reproducibility of facial expression, others used a 3D video tracking system to track land-
marks in the face during facial expression17,18,19,20. Furthermore, 3D stereophotogrammetry
has been used in several studies to investigate facial expression12. Most of these studies
were performed to investigate facial expression in patients with facial neuromuscular deficits
or cleft lip and palate children21,18. In some of these studies the reproducibility of the face
in rest is described. Strauss et al.15 acquired two-dimensional (2D) photographs of twenty
different subjects at 5 different days. All photographs were acquired in a standardized way.
After acquisition of the photographs they indicated 18 landmarks and performed linear and
angular measurements. They found that the face in rest was accurately reproducible on 2D
photographs. Jonhston et al. assessed the reproducibility of five facial expressions using a
3D photography system12,6. In their study, 3D photographs of 30 healthy Caucasian volun-
teers were acquired at three different moments in time. Fifteen minutes after the first 3D
photograph a second 3D photograph was acquired. A third 3D photograph was acquired
two weeks after the first 3D photograph. Jonhston et al. found a reproducibility of 0.74
mm for the face in rest.
The focus of the current study was on the variation of the face in rest instead of facial
expression or reproducibility of the acquisition system. In the current study, no landmarks
were used, all 3D photographs were aligned using surface-based registration. The software
package used in this study uses an adapted version of the iterative closest point algorithm
to perform surface registration22,23. When the purpose of image registration is to combine
several 3D photographs of the same individual, surface registration is perfectly suitable. The
advantage of surface-based registration compared to landmark-based registration in this kind
of study is that the result of surface-based registration is more accurate. In landmark-based
registration, the landmarks have to be indicated first, which immediately introduces a small
error. The reproducibility of robust landmarks was described by Jonhston et al.12 and was
found to be 0.5 mm.
The results of the current study show small variation for the face in rest. Important factors
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investigated in this study were the influence of time and the use of a wax-bite. The effect
of both of these factors turned out to be diminutive. The slight differences of acquiring
3D photographs at different points in time illustrate that the face in rest is accurately
reproducible. Because the mouth is a region with large mobility, the hypotheses was that
the use of a waxbite might give a better reproducibility of the face in rest. Surprisingly, the
results of the current study do not proof this hypotheses. A possible explanation is that the
face in rest is accurately reproducible, but when movement occurs, these movements are
within the soft tissues (especially cheek and mouth region) due to muscular activity, whereas
the waxbite only fixates the mandibular bone on the maxilla. Furthermore, the volunteer in
this study had a stable occlusion. The effect of using a wax bite might probably be of more
importance in patients with unstable occlusions, most certainly on patients with a severe
Class III and overclosure of the mandible, patients with a Class II and a ”Sunday bite”,
patients with a severe anterior open bite or lateral cross-bites in facial asymmetry. In this
particular study, the individual was captured in habitual occlusion. However, in maximal
intercuspation or centric relation the lips posture and morphology are modified and the face
is not in rest, certainly in Class II, III and asymmetric patients. Capturing the patient in
natural head position with first tooth contact and in ”centric relation” also does not always
reproduces a face in rest. This issue still remains controversial.
Within the different anatomical units, the most accurate values were found in the region of
the forehead (RMS error: 0.17 mm) and the nose (RMS error: 0.19 mm). The most obvious
but nevertheless expected variations were found peri-oral (RMS error: 0.38 mm) and peri-
oclular (RMS error: 0.37 mm). The large variation in the region of the eyes can also be
explained by the incapability to capture the eyes correctly using 3D stereophotogrammetry23.
It is difficult to compare the results of this study to earlier performed studies, because the
focus of the current study is on variation within the face in rest while the focus of earlier
studies was mainly on reproducibility. The difference with the study of Johnston et al.12 is
that they only acquired one 3D photograph of every individual at different moments in time.
Furthermore, they used a landmark-based registration. Kau et al.13 and Ma et al.9 used
surface-based registration, which was also used in the current study, however the number
of photographs of all volunteers in rest in the studies which were acquired at three different
time points was also limited to one. Furthermore, Kau et al. used laser scanning and Ma
et al. used a structured light system.
The results found in the current study are useful for a number of clinical applications. One
of these applications is combining cone-beam CT (CBCT) scans with 3D stereophotogram-
metry23. For the registration of different image modalities with each other, it is important
that stable regions (where the smallest variation occurs) are registered with each other,
regions where large variation occurs should be excluded from the registration process. From
the results of the current study it can be concluded that the best regions to match these
different datasets are the forehead and nasal region. With this information in mind, it is
important that these robust regions should not be modified during image acquisition for
example by a forehead fixation strap which is regularly used in CBCT scanning. When the
purpose of a CBCT scan is to combine it with 3D stereophotogrammetry one can decide
not to use the strap around the forehead to fix the patient.
When focusing on variation within the face in rest, another factor that needs to be taken
into account is the system error of the acquisition system. For the system used in the current
study, this error was described by Boehnen and Flynn and found to be 0.1 mm24. Apart
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from the system error, there are several other factors that might influence the accuracy of
the registration. One of those is the positioning of the individual patient or volunteer. To
minimize this influence, the head was carefully positioned in the natural head position25,26,27
every single time. The procedure to acquire 3D photographs of the volunteer used in this
study is similar to the regular clinical procedure.
Other influencing factors could be loss of weight of the individual, tiredness of the facial
skin, and maybe even the monthly hormonal cycle for females included in a study28,29 .
For clinical use, it is important that the registration process of the pre- and postoperative
3D photographs is accurate (≤ 1 mm)30. This is important because any change in facial
morphology could be due to inherent errors of the technique or to actual growth or treatment
changes. The variation of the face in rest, found in the current study is within these margins.
5.5 Conclusion
The results of this study illustrate that the variation within the face in rest is small, indicating
that 3D photographs of the face in rest can be reproduced in an accurate way. Furthermore
this study illustrates that the influence of time is not obvious, but anyway without clinical
relevance. The influence of using a waxbite during acquisition did not provide an increase
in accuracy in this particular study, it is expected that there will be a larger influence in
orthognathic patients. Finally, the most important variation was found in the regions of the
mouth and the eyes. The lowest variation was found in the nose and forehead region, making
these regions the most robust regions to be used in aligning different 3D photographs or
combining 3D photographs with other imaging modalities such as CBCT.
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A new proposal of an integral fusion model
to compose a 3D virtual head
Introduction
The authors aimed to propose a new combination of image fusion techniques to compose a 3D virtual head. 
Methods
For the integral fusion model presented, a digital dental data set (step A) and a textured facial soft tissue 
surface (step B)were registered with a base data set, reconstructed from CBCT derived DICOM files. 
Results
The advantages of fusing the facial skeletal data set with the digital dental set based on the gingival markers 
and a textured facial soft tissue surface were clear: it seemed to be a non time-consuming, patient and user 
friendly method, while the patient was not exposed to relatively high radiation doses. 
Conclusion
The method presented in this study appears to simplify the patient procedures compared to the use of any 
kind of splint or silicone impression. 
A new proposal of an integral fusion model to compose a 3D virtual head
6.1 Introduction
In order to plan orthodontic therapy or orthognathic surgery a careful clinical assessment
is necessary to analyze the dental, facial and / or dysgnathic deformity of the patient. In
addition, 3D imaging of the face provides important 3D information concerning such a
deformity. In the past decades several methods have been described for 3D imaging of the
three most important facial structures, known as the triad of the facial soft tissue surface,
the facial skeleton and the dentition1. These 3D imaging techniques of the face have to be
as unharmful as possible to the patient, have to result in a realistic and accurate model and
images need to be acquired fast, in order to avoid movement artefacts. Furthermore, 3D
data must be easy to acquire and easy to digitize. They should be acquired in an upright
patient position to avoid distortion of the soft tissues by gravitation and they should be
researcher and patient independent.
Various 3D imaging techniques have been developed and implemented into clinical prac-
tice to display these structures in three dimensions2,3,4. However, none of the available
3D imaging techniques, can capture the complete triad with optimal quality5,6,7. A recon-
struction of (cone-beam) computed tomography ((CB)CT) data, for instance, contains the
facial skeleton, an untextured facial soft tissue surface and often a scattered dentition due
to streak artefacts caused especially by orthodontic fixed appliances and / or by (in)direct
restorations. Augmentation with a textured facial soft tissue surface (e.g. acquired with
a stereophotogrammetrical camera setup)5,8,9,10 and replacement of the teeth with an un-
scattered dentition (e.g. with digital dental casts)11,7,12,13,14,15,16,17 is necessary for proper
virtual documentation. The latter processes are defined as image fusion. The foundation of
image fusion is based on the fact that at least one of the data sets contains all three struc-
tures of the triad, e.g. the reconstruction of the CBCT data. A systematic search1(extended
to 02 February 2010) retrieved 18 articles5,18,19,8,9,10,7,20,21,22,12,13,15,16,14,17,23,24dealing with
fusion models of the face. Only two of these fusion models discussed an in vivo fusion model
of the complete triad20,16 which indicates that the knowledge and hence the application of
these models is still in its infancy. The aim of this article was to describe an image fusion
model of the 3D virtual head, which can be used for documentation, treatment planning
and simulation of orthodontic therapy and orthognathic surgery.
6.2 Material and methods
One volunteer was asked to participate in this study as part of the study protocol (181/2005)
that was approved by the Medical Ethical Commission of the Radboud University Nijmegen
Medical Centre, Nijmegen, The Netherlands.
For the 3D virtual head or integral fusion model three data sets were required:
1. a reconstruction of a (CB)CT (base data set), containing the facial skeleton, the
untextured facial soft tissue surface and the (scattered) dentition,
2. the textured facial soft tissue surface (3D photograph) acquired with a stereopho-
togrammetrical camera setup and
3. the digital data set of the dentition without artefacts reconstructed from CT scanned
dental impressions.
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Figure 6.1: Five rectangular titanium markers were glued to the gingiva using
a tissue adhesive at the level of the sagittal midline, canines and first molars in
the upper and in the lower jaw.
These data sets were fused using marker-based registration (step A) and surface-based
registration (step B). These acquisitions are discussed in detail below.
6.2.1 Acquisition of the data sets
Five rectangular titanium markers (1 x 2 x 1.5 mm) (Speed split stops, Strite Industries
Limited, Cambridge, Ontario, Canada) were glued to the vestibular attached gingiva 2-3
mm above the cervical margin using a tissue adhesive (Indermil c©, Henkel Ireland Ltd.,
Whitestown, Dublin, Republic of Ireland) at the level of the sagittal midline, canines and
first molars in the upper and lower jaw (5 minutes) (Figure 6.1)25. After the adhesive
had dried (5 minutes), an extended height CBCT (i-CAT c©, Imaging Sciences International,
Hatfield, USA) was acquired of the patient according to a standardized protocol (field of
view: 17 cm diameter, 22 cm height; scan time 2 x 20s; voxel size 0.4 mm) at 129 kV and
47.74 mA (5 minutes positioning time and 40 seconds scanning time).
The patient was scanned in natural head position with the occlusal plane parallel to the
horizontal laser positioning line of the scanner. Data from the CBCT were exported in a
DICOM format. With thresholding three isosurfaces were rendered representing a facial
skeleton including the dentition (isovalue of ± 276), an untextured facial soft tissue surface
(isovalue of -965 ± 5) and the titanium markers (isovalue of ± 3500) - which are referred
to as the base data set - using Maxilim c© software (Medicim N.V., Mechelen, Belgium) (20
minutes) (Figure 6.2).
Next, impressions of the dentition including the glued titanium markers were taken using
plastic impression trays (TP Orthodontics, Inc., La Porte, Indiana, USA) and orthodontic
alginate (Cavex Orthotrace, Cavex Holland BV, Haarlem, The Netherlands) (5 minutes).
After hardening, the impressions with the embedded titanium markers were taken out of
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Figure 6.2: Facial soft tissue surface (left) and facial skeleton and titanium
markers (right) reconstructed from CBCT data.
the mouth (Figure 6.3). The impressions were scanned in the CBCT (field of view: 17 cm
diameter, 6 cm height; scan time 2 x 20s; voxel size 0.2 mm). These data were exported
in a DICOM format as well and transformed into a reconstruction of the upper and lower
arch including the gingiva and the titanium markers by segmenting the air in the impression
(isovalue -300) (10 minutes) (Figure 6.4).
Finally, a 3D photograph of the face was captured with a 3D stereophotogrammetrical
camera setup and the software program Modular System v2.0 (3dMDfaceTMSystem, 3dMD,
Atlanta, USA). The camera setup consisted of two pods in stereo setting, each equipped
with three digital cameras and a flash. Prior to its use, the camera was calibrated to
define a 3D coordinate system for the 3D photograph. The 3D photographs were taken
in natural head position, while the subject had his eyes open. In order to achieve the
habitual occlusion, he was asked to swallow and to keep the molars in occlusion after
swallowing (3 minutes of positioning time and 2 milliseconds of scanning time). A ”.tsb”
file was generated from these data with 3dMDpatient v3.1.0.3 (3dMDpatientTMSoftware
Platform, 3dMD, Atlanta, USA), which represented the textured facial soft tissue surface
of the subject (1 minute)(Figure 5). The ”.tsb” file was exported as a ”wavefront object”
file (.obj file) to enable import of the 3D object in MaxilimTMversion 3.2.3 (Medicim NV.,
Mechelen, Belgium).
6.2.2 Image fusion of the data
After reconstruction of the 3D base data set, the digital dental cast and the textured facial
soft tissue surface, these three data sets were fused. This fusion process had two major
steps:
• Step A) Marker-based registration of the base data set and dental impressions using
the titanium markers26.
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Figure 6.3: The impressions of the upper and lower dentition including the
glued titanium markers were taken using plastic impression trays and orthodontic
alginate.
• Step B) Surface-based registration of the untextured CBCT and textured 3D photo-
graph facial soft tissue surface8,10.
Step A and B were subdivided in ten minor steps, which are described in table 6.1 (marker-
based registration) and table 6.2 (surface-based registration) and illustrated in figure 6.6,
6.7 and 6.8.
Table 6.1: The marker-based registration steps (step A) of the image fusion
process to compose a 3D virtual head
Step 1 Import of the reconstructed base data set of the CBCT DICOM files, the
.obj file of the 3D photograph and digital dental data with the titanium
markers in one virtual operating room (Maxilim)(Figure 6.6)8,10,4,27
Step 2 Matching of the base data set and digital dental impression on the titanium
markers, using a Procrustes registration (Figure 6.6)24)
Step 3 Position check of the impression by computing the root mean square value24
Step 4 Replacement of the teeth of the 3D base data set by the teeth of digital
dental dataset, with deletion of the gingiva from the digital dental cast
(Figure 6.6)13
6.3 Discussion
Currently, CBCT scanning is the most suitable and least invasive method for capturing the
facial skeleton in three dimensions, due to the upright scanning position of the subject, less
exposure to ionising radiation than a multi-slice CT scanner (MSCT) and the possibility
to reconstruct a base data set with thresholding, which contains all three structures of the
triad30. However, the (CB)CT skin is untextured and the (CB)CT dental structures might
contain streak artefacts caused by (in)direct restorations and/or especially by orthodontic
fixed appliances30. For that reason, additional 3D information of the facial soft tissue surface
and the dentition has to be acquired. According to the authors the stereophotogrammetrical
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Figure 6.4: Impressions of upper and lower arch reconstructed from CBCT data
(left top and bottom) and the reconstructions of the teeth after segmenting the
air in the impressions (right top and bottom).
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Figure 6.5: 3D photograph
camera setup is the most patient friendly, quickest (less than 2 milliseconds) noninvasive
method to capture the facial soft tissue surfaces, while scanning of the dental impression
with a (CB)CT scanner is an accurate method to acquire digital dental models22. In the
nearby future, it is expected that an integral fusion model of the 3D virtual head will become
the standard for assessment of the rational proportions between the three structures of the
triad and in virtuo planning and prediction of orthognathic surgery in an objective, accurate
and realistic way31,22,15. For that reason it was a necessity from the authors point of view
to develop a new integral fusion model to compose a 3D virtual head with improved quality
of the dentition (step A) and the virtual face (step B), without additional burden or harm
to the patient. The advantages and disadvantages compared to previous methods as well
as difficulties and technical problems of the method described will be discussed per step.
Previously used methods to integrate the digital dental data set into a 3D reconstructed
facial skeleton include point-based registration with a splint with fiducial or gutta percha
markers18,19,12,27,14,17,23 surface-based registration7 and voxel-based registration with an
impression based bite registration15. In these studies, an acrylic splint12,13 a modified wax
bite14,17 a silicone impression23 and a double impression tray18,15 and two types of markers
were used: gutta percha markers localised both in12,13,14,17 and outside15 the plane of
occlusion and fudicial markers in the plane of occlusion either intra23 or extra-orally18,19.
The integral fusion model proposed in this publication has four advantages compared to
these methods. The first advantage is a reduction of the number of patient visits. Apart
from the silicone impression and the double impression tray, all previously used splints had
to be fabricated in advance to the CBCT scan (a two step procedure requiring two visits),
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Figure 6.6: Step 1, 2 and 4 of the marker-based registration of the upper and
lower jaw.
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step 5
step 6
step 7
step 8
Figure 6.7: Step 5,6,7 and 8 of the surface-based registration method of the
textured 3D photograph and the untextured surface derived from the CBCT
data.
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Table 6.2: The surface-based registration steps (step B) of the image fusion
process to compose a 3D virtual head.
Step 5 Indication of four corresponding landmarks on the untextured CBCT facial
soft tissue surface and textured facial soft tissue surface to minimize initial
translation and rotation of both surfaces. (Figure 6.7)10,28
Step 6 Improvement of the accuracy of the registration by excluding regions that
were obviously different , such as the eye lenses and hairline (Figure 6.7)10,8
Step 7 Rigid registration of the textured facial soft tissue surface with the untex-
tured facial soft tissue surface using a 3D surface-based matching algorithm
(iterative closest point algorithm)8,29
Step 8 Evaluation of the accuracy of the registration by computing the root mean
square error (Figure 6.7)10
Step 9 Transfer of the 3D textured surface information of the 3D photograph to
the untextured facial soft tissue surface using a projection like non-rigid
registration8
Step 10 Presentation of the integral fusion model of the 3D virtual head in one
virtual operating room (Figure 6.8)
while the titanium markers were glued upon the gingiva shortly before the CBCT scan
was acquired (a single step procedure). The latter method required only one patient visit.
Secondly, this method causes less facial soft tissue surface distortion than other techniques
using extra-orally extended splints and especially the double impression tray,18,19,15,17. This
eliminates the need to expose the patient to additional ionising radiation15. Thirdly, the
acquired fusion model rendered from a scanning procedure without refitting of a splint or a
dental impression is expected to be more accurate compared to (CB)CT scanning procedures
with a splint or dental impression in the patient’s mouth, since incorrect replacement of the
splint or dental impression can occur. Finally, as the gingival markers are positioned outside
the level of the occlusal plane, the markers do not interfere with the streak artefacts, so
limiting the risk that the markers cannot be used for registration15.
Besides these advantages two disadvantages of the new method were observed. Firstly, in
the case presented two markers – one of the upper arch and one of the lower arch - moved
or were detached from the gingiva during the impression procedure. With four unmoved
markers it was still possible to match the data correctly. Still, it is advised to attach at
least five markers per arch to prevent the acquisition of a unusable data set. Secondly,
the dental data sets of the upper and lower arch had to be registered separately, which
implied an extended registration time of the upper and lower arch reconstructions with the
facial skeleton reconstruction compared to registration methods with the triple tray silicone
impression15. With regard to step B of the image fusion process, the major advantages
derive from the patient friendly, fast and photo-realistic method to capture the textured
facial soft tissue surface with 3D photography. Indirectly, the use of titanium markers (and
thus no distortion of the facial soft tissue surface) enables direct and accurate surface-based
matching of the untextured and textured surface of the 3D photograph, This shortens the
processing time for the clinician.
Technical problems related to fusion between the untextured and textured facial soft tissue
surface were hardware related, acquisition position related or patient related5,10. Firstly, the
underlying physical principles of e.g. (CB)CT and 3D photography/ stereophotogrammetry
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Figure 6.8: The 3D virtual head
imaging methods caused differences in surface type. For instance, due to the low radiation
dose of the CBCT, the facial surface is captured with less precision. This can be overcome
with surface smoothing in the CBCT10. Hair is not included in (CB)CT data, while it is
preserved on a 3D photograph5. In order to improve the accuracy of the surface-based reg-
istration, only corresponding areas of the textured and untextured facial soft tissue surface
were selected for matching the data as described previously by our group10. Secondly, on
a 3D photograph, shiny surfaces, such as the eye lenses and teeth, and undercut areas are
captured with poor precision. For instance, the lens of the eye was captured as a concave
structure, while it was convex10. Furthermore, the scanning position is of influence upon the
facial soft tissue shape, because gravity distorts the natural shape of the facial soft tissues
when a patient is scanned in a horizontal position5,32. As a consequence matching data
derived from conventional multi-slice CT with a 3D photograph would result in matching
differences, especially in the cheek region5,8,6. Moreover, fixation of the patient with, for
example, a chin cup or a forehead strap to avoid movements during the scan results in
deformation of the soft tissue33. Instead of using these features a point of support located
at the occiput is advised to prevent such deformations. Finally, differences in facial expres-
sion or occlusion and differences in weight, hormonal shifts and orthognathic surgery, which
result in variable thickness of the soft tissue, would result in matching errors. Therefore, it
is advised to capture both data sets on the same day, preferably at the same moment in
the same position and with the same facial expression.
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A new proposal of an integral fusion model to compose a 3D virtual head
In conclusion, the proposed integral fusion model of the 3D virtual head to virtually display
a patient’s head in three dimensions is a non time-consuming, low radiation dose, patient
and user friendly method. Especially the gingival markers seem to reduce technical problems
of methods previously described to augment the facial skeleton. Further research is needed
to assess the accuracy and reproducibility of this method.
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One year postoperative hard and soft tissue volumetric
changes after a BSSO mandibular advancement
Introduction
In this study, cone beam CT(CBCT) and 3D stereophotogrammetry are used to accurately compare the 3D 
skeletal and soft tissue changes caused by a bilateral sagital split osteotomy (BSSO) one year after a 
mandibular advancement. 
Method
18 consecutive patients with a hypoplastic mandible were treated with a BSSO according to the Hunsuck 
modification. Preoperative and one year postoperative, a CBCT scan was acquired as wel as a 3D photograph. 
The pre- and postoperative CBCT scans were matched with each other using voxel based registration. After 
registration, the mandible could be segmented in the pre- and postoperative scans. The preoperative scan 
was subtracted from the postoperative scan resulting in the hard tissue diference. To investigate the soft 
tissue changes, the pre- and postoperative 3D photographs were registered using surface based registration. 
After registration the preoperative surface could be subtracted from the postoperative surface, resulting in 
the overal volumetric diference. 
Result
As expected, a corelation between mandibular advancent and volumetric changes of the hard tissues was 
found. However, the corelation between advancement and soft tissues was weak. Furthermore, the labial 
mental fold stretched after surgery. 
Conclusion
This study proved that using three-dimensional imaging techniques it is possible to accurately and objectively 
document volumetric surgical changes. 
One year postoperative hard and soft tissue volumetric changes after a BSSO mandiublar
advancement
7.1 Introduction
With the three-dimensional (3D) imaging possibilities available today, it is time to start
with real three-dimensional documentation of orthognathic surgical interventions. Using
cone-beam CT (CBCT) imaging and three-dimensional stereophotogrammetry, it is possible
to obtain an accurate three-dimensional dataset of the skeletal tissues as well as of the
soft tissues of the face. Different datasets can be combined using several image fusion
techniques allowing quick, quantitative and objective evaluation of the results of a surgical
intervention1.
In this study, these imaging techniques are used to accurately compare the 3D soft tissue
changes caused by skeletal transformations after a bilateral sagittal split osteotomy (BSSO)
one year after surgery.
7.2 Material and methods
Eighteen Caucasian patients(six males and twelve females) with a symmetrical mandibular
hypoplasia without a maxillary hypo/hyperplasia or an anterior open bite, were prospectively
enrolled in this study. All patients were treated with a mandibular advancement using a
bilateral sagittal split osteotomy according to the Hunsuck modification2. All patients were
older than 15 years with a mean age at the time of surgery of 32 years (range 17– 55 years).
Inclusion criteria were a non-syndromic mandibular hypoplasia (skeletal Class II deformity)
and a signed informed consent. The exclusion criteria were a history of orthognathic surgery
or simultaneously performed other orthognathic procedures, such as a Le Fort osteotomy or
a chin osteotomy.
Preoperative and one year postoperative, an extended height CBCT scan was acquired (i-
CATTM, Imaging Sciences International, Inc., Hatfield, USA). Apart from the CBCT scans,
3D photographs were acquired preoperative and one year postoperative using a 3D cam-
era (3dMDCranialTMSystem, 3dMD, Atlanta, USA). All 3D photographs and CBCT scans
were acquired in natural head position and habitual occlusion. During image acquisition,
patients were asked to relax their facial musculature and keep their eyes open. Prior to
surgery all patients underwent orthodontic treatment with brackets. At the moment of the
postoperative scan no fixed appliances were remaining in the patients because orthodontic
treatment was finished.
7.2.1 Image registration
The preoperative and one year postoperative CBCT scans were registered with each other
using voxel-based registration3,4. The pre- and postoperative scans were matched at the
skull base. After registration of the images, the mandible could be segmented in both
scans. By subtraction of the preoperative hard tissue information from the postoperative
hard tissue, the exact volumetric changes caused by the BSSO were measured (figure 7.1).
To investigate the soft tissue changes one year postoperative, the pre- and one year postop-
erative 3D photographs were registered using surface-based registration5. After registration,
the preoperative surface could be subtracted from the postoperative surface defined by the
3D photograph, resulting in the overall soft tissue volumetric difference (Figure 7.2).
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Furthermore, the 3D photographs could be registered with the soft tissue information from
the CBCT scan, resulting in one combined dataset of accurate hard and soft tissue infor-
mation1.
7.2.2 Comparison of hard and soft tissue changes
To isolate the region of interest (and exclude osteosynthes plates present in the postoperative
scan) a limited cephalometric analysis was performed. First, a hard tissue cephalometric
reference frame was constructed according to the validated procedure of Swennen et al.6.
Second, both mental foramina were indicated. These landmarks were defined as the most
anterior part of the mental foramen. A new posterior plane was calculated which went
through the mean point of both mental foramen and was parallel to the vertical plane
of the reference frame (figure 7.3). A final cephalometric landmark was indicated which
described the border between lower dentition and bony structures and was positioned on
the median plane. A new plane was computed as a plane through this landmark and parallel
to the horizontal plane(figure 7.3). The resulting hard and soft tissue volumes in this region
could now be isolated and compared. To investigate the interobserver reproducibility of
these measurements, this procedure was repeated by a second observer.
To investigate a more clinically relevant measurement the mandibular advancement and
bite opening were measured. For measuring these changes a landmark was placed on the
pogonion. Now the advancement could be measured in millimeters at the pogonion level.
Furthermore the changes were classified rated by their main transformation: advancement
(translation to front) or opening of the bite (rotation). The relation between the mandibular
advancement and the changes in hard- and soft tissue volume could be investigated.
7.2.3 3D curvature changes of the labio mental fold
To investigate the changes in the labio-mental fold, the three-dimensional curvature of this
fold was computed for all patients. First, the soft tissue sublabiale point was indicated on
the pre- and postoperative 3D photographs. The curvature was automatically computed
on the sagittal slice which went through the sublabial point and was parallel to the median
plane of the reference frame. Over a distance of 10 mm in both lateral directions from
the sublabial point, this computation was repeated within every sagittal slice, with 0.5 mm
distance in between (figure 7.4). This measurement was performed by two observers to
investigate the observer reproducibility.
7.2.4 Different soft tissue regions
The original volumetric soft tissue difference (the result from subtracting the preoperative
3D photograph from the postoperative 3D photograph) could be divided in specific regions
based on specific anatomical landmarks (figure 7.5 ). A hard tissue reference frame according
to the method described by Swennen et al.6 was set up. Both mental foramina were
indicated and formed the left and right border parallel to the vertical plane of the reference
frame. Stomion inferior and the sublabial landmark were indicated, forming the vertical
borders of the lip and chin region (figure 7.5 ).Based on these constructed planes, the
volumetric changes in the chin region, the lower lip region, and the labio-mental fold could
be investigated.
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e) f)d)
a) b) c)
Figure 7.3: To select the region of interest, first a reference frame according to
the method of Swennen et al. was set up (a). Then both foramen mentale were
indicated. Also the transition between the lower teeth and bone was indicated
(b). Based on these anatomical landmarks, a posterior and horizontal plane
were constructed (c). Using these planes, the volumetric hard and soft tissue
differences could be divided into a specific region of interest (d), resulting in
the volumetric hard tissue difference (e) and volumetric soft tissue difference (f)
within the region of interest.
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     a)           b)
Figure 7.4: Preoperative (a) and one year postoperative (b) 3D curvature of
the labio mental fold. After a BSSO advancement the labio mental fold tends
to stretch, resulting in a larger curvature measurement.
7.2.5 Statistical analysis
Paired student t-tests were used to calculate the interobserver reproducibility of the volumes
and curvature for repeated measurements (mean difference) and to test for statistically sig-
nificant differences (P<0.05). To investigate the measurement errors for the methods used
in this study more in detail, the systemic and random errors were calculated as well as
the difference in means (95% confidence interval (CI)). Furthermore, reliability coefficients
between correlating measurements were calculated as Pearson correlation coefficients. Sta-
tistical data analysis was performed with the SPSS software program, version 16.0 (SPSS
Inc., Chicago, USA)
7.3 Results
7.3.1 Comparison of hard and soft tissues changes
The final study group consisted of 4 males and 14 females with a mean age of 27.3 years
(range 17 - 49 years). No significant differences between both sexes were found concerning
the different results.
Looking at the specific region of interest, a mean overall volume increase in hard tissue of
7853 mm3 (95%-CI -115.2 – 46.3 mm3) was found.
For the soft tissues, a mean volume increase of 10029 mm3 (95% CI -2.2 – 137.2 mm3)
was found. For 11 patients, there was more increase in soft tissue volumes than in hard
tissue volume within the region of interest. Five patients show more increase in hard tissue
volume than in soft tissue volume (figure 7.6). For two patients there is as much soft tissue
volume increase as there is hard tissue volume increase.
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a)       b)        c)
  d)             e)
Figure 7.5: A reference frame according to Swennen et al. was set up (a). The
foramen mentale were indicated and formed the left and right border parallel to
the vertical plane of the reference frame (b). Stomion inferior and the sublabial
landmark were indicated, forming the vertical borders of the lip and chin region
(c). Based on these constructed planes (d), the volumetric soft tissue difference
was divided into different regions: lip, chin, left and right side (e).
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The systemic error between both observers was 34.4 mm3 for the hard tissue volumetric
measurement. For the soft tissue volume, the systemic error was 30.0 mm3. The random
errors for measurements of the hard- and soft tissue volumes were respectively 39.7 mm3
and 32.9 mm3. The Student t-test illustrated that there is no significant difference between
both observers for hard tissue (p=0.96) and soft tissue volume (p=0.96) measurements.
This is also illustrated by the Pearson correlation test for hard (0.99) and soft (0.99) tissue
volumetric measurements.
Figure 7.7 illustrates the correlation between the advancement and the volume changes
in hard tissue (figure 7.7, top graph) and soft tissue (figure 7.7, bottom graph). The
correlation between advancement and hard tissue volume changes was 0.40. For the soft
tissues this correlation was 0.10. When the group in which mainly rotation of the mandible
takes place (opening of the bite) was excluded, the correlation increased to 0.77 for hard
tissue and 0.31 for soft tissues.
7.3.2 3D curvature changes of the labio-mental fold
A mean preoperative curvature of 3.57 (radius in cm) was found in contrast to a postop-
erative mean value of 5.24 (radius in cm). The results of the curvature for all patients
are illustrated in figure 7.8. Regarding the interobserver analysis of this measurement an
systemic error of 0.07 cm and random error of 0.15 cm was found. The Student t-test
illustrated that there is no significant difference between both observers for curvature pre-
operative (p=0.83) and postoperative (p=0.97). This is also illustrated by the Pearson
correlation test for the preoperative(0.96) and postoperative (0.99) measurements.
A mean volume increase of 4660 mm3 was found in the region of the chin. The lip region
increased with a mean volume of 1540 mm3. The remaining soft tissue volume increase
was visible on the left (4443 mm3) and right (4533 mm3) side of the mandible.
7.4 Discussion
In 1931 B.H. Broadbent was the first to describe the application of two dimensional cephalo-
metric radiography. In his publication he stated that cephalograms are far more accurate
for treatment planning, since cephalograms display both the facial skeleton and the facial
profile7. The evaluation and prediction of soft tissue changes after orthognathic surgery
has been of interest in many studies over the years. Most describe a patient group with
mandibular prognathism8,9,10,11,12,13,14,15,16,17. Other studies describe maxillary (Le Fort I)
or bimaxillary procedures18,19,20,21. In all these studies, lateral cephalograms were collected
and a conventional two-dimensional (2D) cephalometric analysis was performed. Ratios
between the hard and soft tissue changes were calculated. Apart from the large amount of
two dimensionally orientated studies, some 3D studies have been performed in the past few
years22,23,24,25. Soncul et al.22 investigated the soft tissue changes after a bimaxillary pro-
cedure in 46 skeletal Class III patients using 2D cephalograms for evaluation of hard tissue
movement, and a 3D optical surface scanner for assessment of three-dimensional soft tissue
changes. Soft tissue changes were calculated using a color histogram. Different anatomical
regions on this color histogram were analyzed. These were correlated to the hard tissue
changes measured at the 2D cephalogram.
McCance et al.25 investigated the 3D changes in hard tissue and the ratio of soft tissue to
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Figure 7.6: Bar graph illustrating the hard and soft tissue volumetric changes
between the preoperative and one year postoperative situation for every patient
in the study.
bone movement using CT imaging in 16 skeletal Class III patients who underwent orthog-
nathic surgery. The pre- and postoperative (one year postoperative) scans were superim-
posed and radial measurements were carried out to find a colorscale of hard and soft tissue
changes due to surgery. Jung et al.23 used pre- and postoperative (6 months postoperative)
CT imaging to evaluate changes in hard and soft tissues after mandibular setback surgery.
An extensive 3D cephalometric analysis was performed on hard and soft tissues. Linear and
angular measurements were performed between pre- and postoperative situations on bone
level as well as on the soft tissues. Also Kim et al.24 used pre- and postoperative (11-28
weeks postoperative) CT scans to evaluate hard and soft tissue changes. A grid, parallel
to the coronal plane was designed for the comparison of hard and soft tissue changes. The
bone and soft tissue were intersected by the projected line from each point on the grid.
The coordinate values of intersected points were measured and compared between the pre-
and postoperative 3D reconstructions, in this way approaching a 3D measurement. They
found that the facial surface after a mandibular setback not only changed in the mandibular
region, but also in the corners of the mouth.
The three publications mentioned before23,24,25 used pre- and postoperative CT imaging
to acquire 3D information of their subjects. CT imaging is associated with a relative large
radiation dose26,27. McCance et al.25 used a large slice increment to lower the radiation
dose which on the other hand leads to larger inaccuracies within the dataset. Apart from
radiation dose, another disadvantage of these studies is the horizontal position in the scanner
(patients were scanned in a supine position) which is not the natural head position. Due to
the influence of gravity the facial soft tissues differ between a supine and upright position28.
A limitation in the study of Soncul et al.22 is that they are using 2D cephalograms to
measure hard tissue changes. Furthermore, 3D surface scans are registered using marker-
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Figure 7.7: Correlation between advancement and hard- and soft tissue volumes.
The red line illustrates the correlation for the patients which were classified as
patients in which the main transition of the mandibular bone is an advancement.
From this group, the patients in which the main transition is a rotation (opening
of the bite) are excluded.
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Figure 7.8: Bar graph illustrating the difference in curvature before and after a
BSSO advancement for every patient.
based registration instead of surface-based registration, which could cause inaccuracies29.
Also McCance et al.25 and Kim et al.24 used some form of marker-based registration to
superimpose the pre- and postoperative CT scans. Jung et al. used surface-based registra-
tion to superimpose the pre- and postoperative scans. Since the patient is a 3D subject,
quantitative assessment of facial hard and soft tissue should be a 3D instead of a 2D pro-
cedure30,31,32. The studies described above give an estimation of the 3D changes due to
surgery, still these are no real 3D measurements. The current proposed study is the first
study to measure these changes in three dimensions, namely volumetric changes.
Image acquisition
The advantage of more recent studies is the possible use of CBCT imaging. With a relative
low radiation dose, an accurate image of the skeletal and soft tissue of a patient could be
acquired with a deviation of the gold standard of 0.282 mm33. Another advantage of using
a CBCT scanner is that the patient is scanned in an upright position which allows a natural
head position during data acquisition. As mentioned earlier, it is important that the soft
tissues are in a natural and upright position. When a patient is in a supine position during
image acquisition (e.g. multi-slice CT) , gravity influences the soft tissues in an unnatural
way.
A number of studies proved 3D stereophotogrammetry to be a precise and reproducible
method to acquire 3D soft tissue information in a clinical situation5,34,35,36. The system
error of the acquisition system was found to be 0.1 mm37. Three-dimensional surface
images captured by surface acquisition systems are highly repeatable, and 3D landmark
data can be acquired with a high degree of precision5,34,35. Apart from these errors, there
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are several other factors that might influence the accuracy. One of those is the positioning
of the individual patient. When a patient’s head is positioned differently in the pre- and
postoperative 3D photograph this could influence soft tissue, especially in the neck region
when the head is tilted differently. To minimize this influence, the head has to be carefully
positioned in the natural head position35,38,39. In the presented study all 3D photographs
were acquired by a trained photographer.
Registration and segmentation
Beside imaging acquisition errors, inaccuracies might occur from the registration or seg-
mentation process. During image registration the pre- and postoperative images acquired
with the CBCT scanner and 3D stereophotogrammetry were matched with each other. First
the pre- and postoperative CBCT scans were registered with each other to investigate the
skeletal differences. The registration carried out to match these scans was a voxel-based
registration3,4. Maes et al. have investigated the accuracy of this voxel-based registration
procedure and found it to be 0.5 x the largest voxel size of the scans involved in the pro-
cedure3. In this study this accuracy is 0.5 x 0.4 mm = 0.2 mm. To investigate the soft
tissue differences the pre- and postoperative 3D photographs were matched with each other.
The registration procedure used in this step is called surface-based registration and is based
on the iterative closest point algorithm40. The accuracy of surface-based registration was
validated in earlier studies and found to have a high accuracy5,34,41.
Finally, also the CBCT scan and 3D photograph were matched. The preoperative 3D pho-
tograph was registered with the preoperative CBCT scan using surface-based registration.
This procedure was described in an earlier study1. This registration procedure was also per-
formed to match the postoperative 3D photograph and CBCT. These combined datasets
form the basis for the measurements performed in this study. Apart from errors during
registration, errors could occur during segmentation. In this study the hard tissues were
segmented from the CBCT images using thresholding. During thresholding, an isovalue
is selected and a 3D reconstruction of the selected tissue is computed. Segmentation in
CBCT imaging is not as straight forward as it is with multi-slice CT imaging, while CBCT
images have no absolute Hounsfield units. However, studies show that clinically acceptable
3D reconstruction can be made with a precision close to multi-slice CT imaging33,42. To
perform segmentation with a high precision, an image histogram was used. In this image
histogram the transition between the grey values of bony tissues and soft tissues is clearly
visualized and can therefore be used to determine the correct isovalue42.
Comparison of hard and soft tissues changes
The results of comparing volumetric changes in hard and soft tissue proved that the increase
in soft tissue volume was larger than the increase in hard tissue volume in eleven patients.
From a perspective of literature, it might be expected that there is a larger increase in
hard tissue as there is in soft tissue. This can be explained because the amount of soft
tissue within the region of interest is larger than the amount of hard tissue. This effect was
described as the radial changes in the study of McCance et al.25. Most previous studies
focused at a profile or sagittal slice (2D cephalograms) to investigate soft and hard tissue
changes. This new method does not only take the frontal region into account, but also the
lateral and sub mental regions. The method proved to be accurate with a high interobserver
reproducibility.
From comparing the mandibular advancement with the volumetric changes it could be
concluded that there tends to be a correlation between the advancement and the volume
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changes in hard tissues as expected. The correlation between advancement and soft tissue
volume changes was weaker. Because mandibular advancement and opening of the bite are
important factors in planning and performing surgery these correlation are clinically more
relevant. Because the random error and systemic error are similar in size the amount of
measurements proved to be enough to judge the reproducibility of the hard and soft tissue
volume measurement.
3D curvature changes of the labio-mental fold
More than any other measurements, the accuracy of measuring the 3D curvature of the
labio-mental fold is determined by a relaxed facial musculature during image acquisition.
Skeletal Class II patients tend to tighten the muscles (e.g. Mentalis Muscle) to actively close
the mouth before they are operated. Therefore, during image acquisition, extra attention
was payed to acquire a 3D photograph with relaxed facial musculature. The method to
compute 3D curvature of the labio-mental fold proved to be accurate with a high interob-
server reproducibility. The results confirm that the labio-mental fold stretches after surgery,
as was expected. Because the random error and systemic error are similar in size, the
amount of measurements proved to be enough to judge the reproducibility of the curvature
measurement.
Different soft tissue regions
Finally, the soft tissue volumetric differences were divided into specific regions (e.g. chin,
lower lip and the lateral sides of the mandible). The different steps used to calculate the
specific regions were validated in earlier studies. The use of a hard tissue reference frame
was validated by Swennen et al.6. The indication of mental foramen was validated earlier
in this study (Comparison of hard and soft tissues changes). Plooij et al. performed a
study to investigate the accuracy and reproducibility of the identification of soft tissue
cephalometric landmarks using 3D stereophotogrammetry and found that identification of
the stomion inferior and sub labial landmark were accurate43. The results show a high
increase in volume at the left and right side of the chin after surgery. To the best of the
authors knowledge, these regions were never measured before.
Other influencing factors
Apart from errors in image acquisition, image registration and segmentation and the different
steps described above, there are some other influencing factors. An important factor which
could influence the results of this study is weight gain or loss of the patients in the year
following their surgery44,45. Another factor which could influence the result is growth of
the patient’s face within the period between preoperative and one year postoperative image
acquisition. This effect is believed to be limited in this study because all patients were
operated after growth has ceased. Finally, soft tissue swelling after surgery might influence
the result. However, in the presented study image acquisition is performed one year after
surgery and the effect of swelling will be limited46.
In further studies, it is important to pay close attention to these factors. Another important
remark is that these patients were scanned preoperative with fixed orthodontic appliances.
During the postoperative scan the orthodontic appliances were not present. Because or-
thodontic treatment carried on after orthognathic surgery the effect measured on soft tissue
level is not only influenced by the skeletal changes but also due to orthodontic changes.
Clinical relevance
The goal of this study was to prove that it is possible to measure 3D volumetric changes of
an orthognathic surgical procedure, in this case a BSSO advancement. It was possible to
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measure these 3D volumetric changes for both hard and soft tissues in the mandibular re-
gion. This study provides real 3D, volumetric, information about the changes of a patient’s
face after orthognathic surgery. Furthermore, it provides surgeons and orthodontists with
knowledge about what really happens with soft tissues after a certain transformation of the
mandible. Up till now this topic is still controversial. In the future, this information could
be integrated in surgical simulation software programs. Soft tissue simulation for orthog-
nathic surgical intervention is still based on biomedical models and lacks accuracy47. The
current study focused on BSSO advancements in which mandibular movement is dictated
by occlusion. It is of interest to extend this study protocol towards maxillary and bimaxillary
procedures, which is the focus of future work.
7.5 Conclusion
To the best of the authors knowledge, this is the first study which focuses on volume mea-
surements of soft- and hard tissue changes one year after orthognathic surgery instead of
proportional measurements in the sagittal plane or facial profile. Using three-dimensional
imaging techniques like CBCT and 3D photography it is possible to accurately and objec-
tively document these surgical changes. In the present study the increase in hard and soft
tissue volume was investigated one year after a BSSO advancement. The results of this
study can be used in the near future to provide accurate surgical information for virtual
planning and soft tissue simulation of orthognathic surgery.
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