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ABSTRACT 
Current personal single-user devices, such as 
smartphones, tablets, or laptops, struggle to provide the 
contextual awareness and coordination capabilities 
required for the effective collaborative analysis of large 
datasets. Instead, large interactive displays offer unique 
opportunities for co-located collaboration in meeting 
room environments. However, supporting collaborative 
interaction across multiple large displays presents 
distinctive challenges for interaction designers. This 
paper explores and compares novel interaction techniques 
and visualisations for large displays, with a focus on two 
distinct approaches for collaborative browsing and 
filtering of multivariate datasets: (i) shared zoomable grid 
view, and (ii) multiple individual network views. In order 
to evaluate the effectiveness of our proposed interfaces 
for multi-user exploratory analysis, we applied the 
designs to a specific use case, namely the problem of 
displaying research metadata from bibliographic 
databases to extract and collate narratives and 
overarching themes for research grant proposals. 
Following an agile design methodology, we created two 
prototypes incorporating our designs. We weigh the 
benefits and limitations of each approach by comparing 
them along two key dimensions: (i) methods of 
interaction, and (ii) visual representation. Subsequently, 
we compare the two design approaches and discuss the 
circumstances and situations that would be beneficial for 
use. This research and its implications are intended to 
inform future research exploring the design of 
collaborative interfaces for large-scale interaction 
environments. 
Author Keywords 
Interaction Design, Large Displays, HCI, Bibliometric 
Data, Data Visualisations 
ACM Classification Keywords 
H5.m. Information interfaces and presentation (e.g., 
HCI): Miscellaneous.  
INTRODUCTION 
Challenges Forming Bibliometric Narratives 
The ability to synthesise research performance related 
data involves a high level of consideration aimed at 
developing clear and coherent insights. Bibliometric data 
is often contained in large complex datasets, some of 
which are subject to interpretation in a number of 
different ways. Subsequently, identifying research trends, 
opportunities, and themes involves a complex set of 
processes that often include teams of researchers and 
academic staff. This can be an expensive use of resources 
and methods of simplifying the complexities or 
automating parts of the process would significantly 
reduce the associated costs. A thorough analysis of the 
state-of-the-art in a particular field of research 
significantly contributes to the potential success of a grant 
proposal. Therefore, surveys and analyses of existing 
research are an important part of academia. Moreover, 
they are also playing a major role for assessing research 
funding and university research performance, such as 
Australia’s national ERA scheme (Excellence in Research 
for Australia, http://www.arc.gov.au/excellence-research-
australia). Often, the complexity is even greater in this 
context than typical grant proposals or literature reviews, 
since it involves surveying the combined research outputs 
of an entire faculty or school. Therefore, we specifically 
focus on collaborative tools to aid for quality assessment 
and strategic decision making at the university level. 
Typically, bibliometric data analysis revolves around a 
particular research theme to form a coherent narrative. 
Various approaches and strategies exist for developing 
research themes. As the information supporting these 
activities is often multi-contextual and drawn from 
numerous sources, integrating it into a cohesively 
structured research narrative can be a challenging 
process. However, conveying the information in the form 
of a fully developed research narrative provides a 
persuasive argument in support of research proposals and 
subsequently, of their funding. Therefore, novel methods 
for forming research narratives must be explored. 
Benefits of Very Large Displays 
In many areas, research is an increasingly collaborative 
enterprise. Multiple stakeholders including researchers 
and administrative staff often have to sign off and rally 
behind a research proposal. We believe that in such cases, 
developing research narratives and forming consensus 
can be best achieved through a dedicated collaborative 
environment. Unlike mobile technologies, which exhibit 
great potential for small-screen, multi-user collaboration, 
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large displays enable collaborative strategic decision-
making in user workspaces, spanning multiple large 
screens (Andrews, Endert, Yost, & North, 2011). 
Therefore, very large interactive displays offer a unique 
means to support the development of such research 
narratives. They offer ample screen real-estate, enabling 
multiple people to collaborate on the same project in a co-
located environment (Bresciani & Eppler, 2009; Gutwin 
& Greenberg, 2000). However, large interactive displays 
come with challenges such as group task coordination and 
territoriality (Bradel, Endert, Koch, Andrews, & North, 
2013). Thus, existing interface metaphors and paradigms 
may not be well suited to address the specific needs of 
large shared interfaces. Further research is needed to 
extend current interaction techniques and frameworks to 
account for the characteristics of interactive collaborative 
environments. Significant advances in understanding use 
of large collaborative display technologies provide 
valuable insights to inform user interface design 
(Isenberg, 2009; Isenberg et al., 2011; Rittenbruch, 2015). 
However, applying these insights to supporting 
collaborative analytics of dataset in large-scale, shared, 
multi-user interactive environments remains challenging. 
Therefore, the purpose of this research focuses on a 
limited subset of interaction techniques, exploring the 
benefits and pitfalls of established methods of 
interactions, such as zooming, scaling or panning for 
browsing and filtering datasets in a large, shared, multi-
user workspace. In addition, we explore such interaction 
methods through two different approaches to 
visualisations. Visualisations are a useful mechanism to 
convey stories and there are various techniques that can 
be adopted that enable a story to be told in different ways. 
Node-link networks (Beck, Burch, Diehl, & Weiskopf, 
2014) and grid-based visualisations, also referred to as 
‘treemaps’, are two notable techniques that have been 
heavily explored in visualisation literature (Munzner, 
2014). These two techniques have been identified as 
useful in their ability to convey large amounts of data in a 
relatively simple and cohesive illustration. In this study, 
we explore the usefulness of node-link networks and grid-
based visualisation in establishing a common 
understanding of bibliometric data to collaboratively form 
a cohesive research narrative.  
Considerations for Co-located Collaboration 
Approaching designs for large displays present particular 
challenges for parallel group work. Users may 
experience, or cause others to experience, motion 
sickness due to movement on a large display area that 
occupies a significant section of their field of view. This 
is especially the case when a user is not in direct control 
or has to orientate between different information views. 
Global interactions, which encompass the entire display 
space, will disrupt collaboration. Interface controls and 
customisation may not be easily accessible which raises 
locus of control obstacles for collaboration environments. 
Collaborative interaction considerations, therefore, are an 
essential consideration when designing for large displays. 
Bradel, et al. (2013) explore display usage and 
territoriality in a study on co-located collaborative 
analytic sense-making using large displays. Their study 
found that co-located groups exhibited higher levels of 
dialog, greater homogeneity in reports, and higher scores 
on task performance. Thus, this process demonstrated a 
higher level of consensus among group members on key 
sense-making tasks. The authors suggest that interface 
designs should aim to foster higher levels of 
communication, sense-making, and consensus building 
through collaborative work. Their research provides a 
useful framework to consider the social implications for 
collaborative co-located work, stressing the importance 
for it to be incorporated into the design of our prototypes. 
RELATED WORK 
Visualisation Techniques on Large Displays 
Large displays require specific techniques for information 
visualisation because of their unique physical and 
functional dynamics. Visualising data on large displays 
presents a unique set of visualisation challenges, such as 
the ability to display large amounts of heterogeneous data 
(Andrews, et al., 2011). On smaller screens, VOSViewer 
(van Eck & Waltman, 2009) encompasses some useful 
aspects of this feature, allowing data to be expressed via 
heatmaps and co-citation maps encompassing various size 
nodes. Perianes-Rodríguez, Olmeda-Gómez, and Moya-
Anegón (2010) explored another approach and presented 
a technique of measuring collaboration via co-authorship 
networks to identify research groups. Such techniques are 
suitable to the analysis of bibliometrics, which applies 
mathematical and statistical techniques to methods of 
communication (Hood & Wilson, 2001). Although both 
methods present useful mechanisms of displaying 
bibliometric data, none of them specifically target the use 
of node-link networks on large displays. Therefore, more 
research is required to understand how networks can be 
used to visualise data on large displays. 
Methods for Interaction on Large Displays 
Zoomable Interaction 
One specific technique for interactions with datasets is 
the Zooming User Interface (ZUI), which allows a user to 
scale the view of the data and thereby enables interactions 
that provide different perspectives on the data. As ZUIs 
give the user control over scale as an explicit dimension 
in the information space, they are uniquely suited to 
addressing scalability challenges. ZUI interactions 
leverage our cognitive and vestibular systems to present 
an information space in a manner analogous to the way 
we typically orientate and navigate our natural 
environment. A prominent distinction between ZUIs is 
geometric and semantic zooming. Each differs in its 
application of a scaling dimension. Geometric zoom 
scales the size of visual elements, increasing or 
decreasing their size. Semantic zoom changes the visual 
representation as the scale changes, varying the visual 
encodings such as colour, shape or size. Therefore, a 
semantic zoom would be useful to employ within one of 
the prototypes. However, special care will be necessary to 
avoid the “lost in space” problems that multi-scale 
information spaces present. To assist this, Cockburn, 
Karlson, and Bederson (2009) suggest two ZUI strategies 
for providing specific information within a larger 
environment: (i) overview & detail, and (ii) focus & 
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context. Overview & detail typically offer two distinct 
and differently scaled views of information. One view 
providing a high level overview, the other providing 
granulated details. Focus and context offers a single view 
of information. They may use distortion as a mechanism 
for combining a clear view of information of high 
importance in the foreground, while information of less 
significance is deemphasised in the background to ensure 
the wider context is not lost. Our design follows the 
details on demand interaction strategy adhering to the 
mantra framework introduced by Shneiderman (1996). 
Collaborative Interaction 
Multiple collaborators interacting with a particular object 
can be understood as collaborative interaction (van Eck & 
Waltman, 2009). Yuill and Rogers (2012) provided 
considerations for designing and evaluating collaborative 
interfaces, identifying three critical components for multi-
user interface designers to consider: (i) high awareness of 
others actions and intentions, (ii) high control over the 
interface and (iii) high availability of background 
information. Challenges with multi-user interfaces 
include, the feedback collaboration of a group of three or 
more people (Lee, Isenberg, Riche, & Carpendale, 2012), 
suggesting the use of multiple screens would be effective 
for the development of a multiuser interface. Further, 
Andrews, et al. (2011) argues that the increased size of 
large screens enables parallel tasks to be performed by 
users. Similarly, Rittenbruch et al. (2013) demonstrate 
this in practice with their case of ‘The Cube’, an 
installation that facilitates multi-user interaction on 
multiple large displays. Therefore, large displays present 
opportunities for unique visualisation problems, 
comprised of amalgamated or aggregate large datasets, to 
be solved that require collaborative interaction to work 
effectively. 
Narrative Development through Collaboration 
An appropriate definition for Collaborative Visual 
Analytics is the process of producing information goods 
through a structured, multi-user approach (Heer & 
Agrawala, 2008). The term draws similarities from visual 
analytics involving human understanding of interactive 
visualisations for effective decision-making using large 
and complex datasets (Keim et al., 2008). Although 
influences in the field of information visualisation and 
visual analytics are useful in expressing information 
concisely, the social aspects, essential for collaborative 
visual analytics, are fundamental. Understanding 
bibliometric data can be challenging, because of the 
mixed meanings of key metrics and measurements that 
are required to form a coherent narrative. Visualisations 
are a useful method of presenting the data required for 
decision-making, particularly those that comprise large 
complex and in some cases, disconnected, datasets. In this 
case, Chen and Floridi (2013) argue that data can only 
become knowledge after going through the process of 
filtering error and noise to determine factual and true 
information. Therefore, the semantics of visualisations 
should be developed in a coherent and concise way. 
Hence, visualising bibliometric data on large displays 
present an effective technology to collaboratively form a 
structured, multi-contextual narrative comprising 
bibliometric data. 
Consequently, in this study, we aim to address the 
research question: 
How can we best design for multi-user interactions that 
form a single, cohesive, contextual and rich narrative 
informed by bibliometric data? 
METHODOLOGY 
The goal of this exploratory study was to design a 
collaborative visual interface tailored to analyse research 
performance data. Over a 6-month period, two design 
approaches were planned, scoped and implemented in 
pursuit of this goal and a comparison was made to 
understand the benefits and limitations of each. Cross 
(2008) developed a four phase design-thinking model, 
which was used in this study to guide the design of each 
prototype. The model employs an iterative design 
development of four steps: exploration, generation, 
evaluation and communication. Here, we detail the design 
activities and the two artefacts that resulted. For the third 
and fourth phases, evaluation and communication, we 
have completed an initial heuristic evaluation (Nielsen & 
Molich, 1990) using expert reviews (Shneiderman, 1997) 
for each prototype. In the following, Approach 1, utilising 
zooming and scaling interactions through grid-based 
visualisations, is referred to as A1. Approach 2, utilising 
panning and zooming interactions through node-link 
network visualisations, is referred to as A2. 
Exploration 
During the study’s exploration phase, interviews with 
subject matter ‘experts’ (Flick, 2009) were conducted to 
identify a specific use case that could be applied to the 
field of collaborative visualisation. From these 
interviews, relevant domain knowledge was identified 
and the use regarding bibliometrics was selected. Our 
initial exploration of the use case revealed the following 
insights. First, we found various criteria used to 
determine success in grant funding opportunities were 
complicated, much debated and opaque. Second, 
quantitative performance measures, such as citations, h-
index and impact factors, are insufficient when 
identifying narratives and overarching themes for 
research performance assessments. Third, grant funding 
applications, both successful and not, are difficult to 
compare as applications are not usually public. We 
established that forming research narratives usually 
involves complex domain specific knowledge and 
processes that are analytic, intuitive, and often tacitly 
held. Further inquiry also revealed strategic and 
organisational factors that lay outside of bibliometric 
considerations. This led to our conclusion that research 
teams would have their own heuristics to guide selection 
of information relevant to their needs, rather than 
attempting to devise a system that conducts automated 
analysis. In our search for a design that could incorporate 
complex and disparate information sources and display 
them in an intuitive way, we ultimately chose to explore 
ZUIs for A1 and panning, incorporating zooming for A2. 
These approaches would both enable collaborative visual 
analysis. 
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Generation 
Our generation phase focused on creating visual artefacts. 
We undertook a contextual review of commercial 
software interfaces from various domains to make a 
visual concept map of each approach, which informed the 
design of each artefact.  
In pursuit of A1, ZUI software was surveyed to support 
interactions with multidimensional data (Johnson, Morris, 
de Brun, & Gunther, 2015; Németh et al., 2015). The 
need to offer functionality to develop a research narrative 
led us to explore different audio and visual design 
software commonly used in the creative industries. From 
this we imagined an interface that applies research papers 
as building blocks from which a grant proposal could be 
constructed. Subsequently, an entity relationship model 
was developed to identify bibliometric factors, which 
would be included in the interface design. Our initial 
sketches were drawn on paper. As Buxton (2010) notes, 
the constrained resolution of sketching, coupled with its 
intentional ambiguity, makes it an ideal suggestive and 
experimental tool rather than one focused on refinement, 
testing, and usability. After generating our initial 
sketches, we developed low fidelity prototypes, allowing 
more detailed design concepts. While more time intensive 
than sketching, the low-fidelity digital prototyping still 
allowed for iterative exploration of different interface 
elements. Research shows that usability issues are likely 
revealed regardless of prototype fidelity (Walker, 
Takayama, & Landay, 2002). Therefore, we constrained 
our prototyping to ensure our underlying design 
principles were sound, illustrated in Figure 1. 
 
Figure 1. Illustrates the final A1 low-fidelity prototype. 
In pursuit of A2, a series of node-link networks low-
fidelity designs were iteratively developed to visually 
observe how optimal engagement might occur and what 
other factors, such as ‘filters’, would be required. To 
capture the choice to use specific design elements, such 
as panning and scaling, a research diary was used to form 
a ‘design memory’ (Boyarski & Buchanan, 1994). The 
research diary specifically captured design elements 
chosen by the researchers and a description of why it was 
chosen and how it would be interactive with in the 
visualisation. Cross (2008) suggested that a design 
description is essential in understanding the implications 
choosing a design element to use. A2 low-fidelity 
prototyping was developed using the Balsamiq software, 
producing three iterations to form a final low-fidelity 
visualisation, illustrated in Figure 2. 
THE RESULTING ARTEFACTS AND DISCUSSION 
This section discusses our two main artefacts, reflecting 
on the functionality and decisions that contributed to the 
final visualisations. Each artefact was given an 
appropriate name: (i) A1 was named Research Explorer, 
and (ii) A2 was named StoRysearcher. 
 
Figure 2. Illustrates the final A2 low-fidelity prototype. 
A1 – Research Explorer 
Interface Elements 
Research Explorer was designed for a meeting room 
setting, with a large interactive display wall that users can 
spontaneously walk up to and interact, illustrated in 
Figure 3. We tested our design on a Planar display wall, 
comprised of six screens forming a single continuous, 
shared desktop with a combined resolution of 5760 x 
2160 pixels. While slim, the bezels between the screens 
are noticeable, and they were integrated into our design as 
a means to implicitly divide continuous display into three 
territories for multiple users. The primary user in the 
centre of the display directs the exploration and has 
access to a range of controls, which are described in detail 
in the subsequent sections. Users on either side play a 
supporting role. The design relies on self-organisation 
among users. As users roam freely in front of the display 
roles may change fluidly during the exploration. 
The application has three main interface areas – a display 
grid, selection containers, and interface controls. Forty-
five large tiles make up the publication display grid, 
which included journal articles, conference papers and 
book chapters. The grid offers an overview of the 
bibliographic dataset. Each tile represents a single 
academic publication with its associated metadata. The 
selection container provides a mechanism for selecting 
and categorising articles from within the article set. The 
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interface control area allows the primary user to adjust the 
organisation and display of the visual metadata of the 
article set. 
Visualisation Using Grid-Based Tiles 
A tile represents a single academic article and its 
bibliometric data. Tile size was chosen to be sufficiently 
large to ease perceptibility of visual elements for a 
meeting room setting. Each tile has four distinct visual 
elements that encode information of the academic 
publication the tile represents– tile text, tile position, tile 
colour, and tile icons. Tile text contains the title of the 
academic paper and uniquely identifies the tile. Centred 
and positioned towards the top of a tile, the size and 
prominent position of the text allow multiple users 
interacting with the system ease of visibility when 
reading the publication titles at distances within three 
meters of the displays. When searching within a 
bibliographic set, the ability to sort articles according to 
bibliometrics – such as citation counts, downloads, or 
journal rankings – proves useful. The position of the tile 
on the five-row, nine-column grid indicates its relative 
rank in descending order according to the metric selected 
by the user for sorting. Tile ranking is left-to-right 
horizontally, first along the top row, then ranking down 
subsequent rows to the base row, and the last ranked tile 
in the bottom right sorted in descending order. 
Research Explorer employs colour coding in three 
different ways. First, grouping by categorical or 
qualitative variables are encoded in hue. An example 
within the article set is grouping by publication type with 
journal articles, conference papers, and theses all assigned 
different hues. Second, sorting by ordering is encoded in 
grid position. This sorting indicates an article’s relative 
position to other articles in the set for the chosen metric. 
Finally, quantitative variables used to show intra-group 
differences are encoded using lightness. For example, the 
highest scoring articles by quantitative metric display 
higher levels of lightness, which decreases as the 
quantitative variables decrease. Third, tile text and icons 
increase in transparency to de-emphasise tiles, reduce 
visual noise and clutter, while still leaving them readable.  
One downside to the sorting of articles in the grid by the 
ranking metric is the bunching up of similarly ranked 
articles. The opportunities for parallel, loosely coupled 
work by multiple users can be diminished as items of 
certain ranks cluster in a single users display space, rather 
than spreading out across the display. A possible solution 
to the bunching issue is to remove grid position as an 
indicator of rank and use a different sorting criterion or 
randomly distribute articles in the grid area. With the hue 
and lightness coding, the ranking of the individual articles 
would still be discernible.  
Tile icons encode another key piece of information about 
an academic publication. Australian Field of Research 
(FoR) codes have been mapped to icons with identifiable 
visual representations. Icons augment textual descriptions 
on the interface controls and in the zooming interaction. 
Interactions 
Our tile based zooming interfaces stands in contrast to 
existing bibliographic visualisations, which commonly 
rely on graphs. We chose to employ design features, in 
particular a minimalist grid layout combined with 
zooming and scaling transitions, to ease orientation and to 
provide a sense of continuity, which aids the users’ 
analysis. Integrating zooming interactions on a large-
scale, shared, multi-user display wall was one of our key 
challenges. We explored zoom because scale can be used 
as an explicit dimension within an information space. We 
also believe that ZUI interactions provide an intuitive 
way to explore complex and multivariate data. However, 
naively applying zooming interactions to our use case 
insufficiently considered the collaborative environment. 
Our initial concepts were focused on global zooming 
interactions, which filled the whole display space. These 
zoom interactions were intended to accommodate large 
sets of academic articles. An issue with full display space 
or global zoom interactions for collaborative contexts is 
Figure 3. Illustrates interaction with the deployment of Research Explorer on a planar display wall. 
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the disruption it causes other users engaged with a 
system. Our refined implementation draws on aspects of 
the overview and detail, and focus and context strategies. 
Rather than scaling the entire display space, we use a 
localised zooming interaction that enlarges a single tile 
2.5x its regular size, making sure that it only partially 
covers the adjacent tiles, leaving parts of them visible for 
context. This also ensures that multiple users can 
simultaneously apply the semantic zoom function on 
different tiles. To further ensure the context of the 
zoomed item was not lost on user, we gave the locally 
zoomed items a degree of transparency. 
 
Figure 4. Research Explorer localised zoom interactions. 
 
Figure 5. Research Explorer article selection containers. 
Localised zoom, illustrated in Figure 4, is activated by 
double tapping a tile of interest on the touch interface. 
This expands the display area to show article 
bibliometrics and metadata. All article attributes, 
including authors, sorting metrics, and FoR codes, are 
represented both by icons and in numerical or textual 
format, thus revealing the precise raw data beneath the 
visual encodings. A zoomed tile can be pinched to close it 
using the touch interface. Interactions have been designed 
to be intuitive and unobtrusive, to require minimal effort 
and not get in the way of discussion of articles. 
When users identify an article for inclusion in their 
research narrative, they can do so by placing the article in 
the selection container (see Figure 5). Swiping the white 
bar up that is located along the bottom of the tile grid 
activates this interface element. When active, it covers 
space equivalent to two rows of articles. To select an 
article for inclusion in a container, a user presses the 
article and continues to hold it, then moves it into the 
appropriate container. The design offers users three 
selection container categories based on authors, themes, 
and performance. These categories provide a way of 
classifying articles for possible inclusion in a research 
proposal. Users can discuss the articles selected and 
classify them into one of the three categories. At present, 
a simple circle representing a single article signals the 
number of articles in each container. Future iterations 
could utilise a scoreboard to display overview metrics on 
the selected articles within a container. Container 
overviews should provide focused metrics appropriate to 
each selection container, such as h-index for authors, 
indexed terms for themes, and metrics for performance. 
A2 – StoRysearcher 
Interface Elements 
StoRysearcher consists of three large displays spanning 
across three individual HD 1920 x 1200 pixel screens, 
totalling 5760 x 2160 pixels across the display. The 
visualisation, which is the focus point of the interface, is 
changeable by aspects, such as filtering and property 
visualisation, indicated by the collapsible sidebars, 
illustrated in Figure 6. The two sidebars can be swiped in 
and out of view, the left sidebar for ‘filtering’ (Figure 6a) 
and the right sidebar for visualising the dataset (Figure 
6b) and the primary interface for ‘working’ with the 
visualisation. This graph is zoomable and a slider on the 
bottom allows users to quickly change the years without 
searching through any other filter. Large collaborative 
touchscreens are separated into three distinct screens, 
which can be surrounded by 3-5 people at a time. Each 
user interface consists of the same data, which can be 
categorised according to the classification codes of the 
publications, divided between the screens. Each screen 
has a main menu, which allows users to observe research 
areas separately or collectively. The following screen, 
regardless of choice, will display a node-link network of 
all the authors and their publications. The left and right 
swipe allow for modification of this visualisation via 
filters and visualisation changes respectively. The top 
panel is a contextualised menu that displays information 
 Figure 6a-b (left to right). A user filters the data. 
changing between researcher and publication on demand. 
The primary interface is used to interact with the nodes 
that are within the screen facilitating details-on-demand. 
It can also pan and zoom to show the data on the large 
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visualisations above the static screens. Users from other 
screens can also examine what others are doing via the 
top-level static screen above. Although the screen could 
support more than three people examining the 
visualisation, the roles tactfully support three people who 
can switch between roles, by the users on the left and 
right. As a result, the artefact supports Collaborative 
Visual Analytics by producing information goods (Heer 
& Agrawala, 2008), generating insightful knowledge by 
reducing information overload produced from the data 
presented by the visualisation (Chen & Floridi, 2013). 
Visualisation Using node-link Networks 
A significant design consideration in displaying 
bibliometric data using node-link networks was the 
amount of space available and how to provide an 
effective design without losing resolution or increasing 
complexity. All nodes displayed through StoRysearcher 
are tailored to the individual screen dimensions, where 
zooming can be used to improve visibility of desired 
nodes, illustrated in Figure 7. This is achieved through a 
slider, representing point-in-time as a point of reference. 
This limits the view of bibliometrics to a time period of a 
month or year. StoRysearcher aims to provide a rich 
visualisation of bibliometrics by conveying a graphical 
representation of the relationships between researchers 
through their publications and successful grant 
applications, cohesively incorporating the co-authorship 
concept supported by Perianes-Rodríguez, et al. (2010). 
By glancing at the links, it enables insights into the level 
of raw impact of a researcher and can be used to promote 
their work in the context of grants and other related 
publications, forming a cohesive narrative. In addition, 
the user has the ability to use filters and visualisation 
properties to customise their view and the data portrayed.  
Interactions 
The use of three large displays enables collaborative, 
though individual work amongst users. Lee, et al. (2012) 
expressed the difficulty of interaction between more than 
3 people, highlighting that it is difficult to examine the 
complex feedback system. StoRysearcher facilitates the 
collaboration of 3 to 5 users, solving the issues with 3 or 
more users in multi-user interfaces (Lee, et al., 2012) by 
incorporating parallel tasks (Andrews, et al., 2011). 
However, the distance from the screen also enables users 
to receive better comprehension of the work of other 
users, which can be observed in the top pane above and 
across the individual workstations. This enables 
interaction within a single workspace that can operate 
within a multi-user work area. As a result, StoRysearcher 
allows users to monitor the work of others while focused 
on their own work screen. 
Comparisons 
After initial reviews of the low-fidelity prototypes we 
discovered several qualitative differences in the approach 
collaborative data analysis with Research Explorer and 
StoRysearcher. However, the goal of the two systems, as 
we indicated, was to design an effective visualisation that 
enables multi-user interaction to form a single, cohesive, 
contextual and rich narrative using bibliometrics. Each 
approach achieves this end result in different ways, but 
both are needed to gain a complete picture.  
First, these differences can be attributed to the choice of 
visualisation technique in each design. On the one hand, 
in the case of Research Explorer, the zoomable grid-
based view was able accommodate and display large 
numbers of items simultaneously. Furthermore, the colour 
hue and brightness encoding was able to interchangeably 
support a variety of metrics. A key strength of this design 
was the ability to quickly identify outliers and other items 
of interest, as high-ranking research outputs would 
noticeably stand out among other items in the grid and 
further information could easily be retrieved by zooming. 
Further analytical capabilities were included through 
sorting and grouping functionality. On the other hand, in 
the case of StoRysearcher, the node-link network was 
placed more emphasis on connections between the 
research outputs. Such links between, for example, 
researchers, researchers and research topics, researchers 
and publications, or researchers and funding, proved very 
useful to form a narrative. Conversely, the node-link 
network was more difficult to survey at a glance, and 
often it was necessary to inspect parts of it in detail, 
leading to dedicated, individual views. Similarly, 
comparing the bibliographic metrics between research 
Figure 7. StoRysearcher consisting of 3 screens for 3-5 people to utilise with a top pane illustrating collaborative works. 
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outputs was more challenging, which is why the filtering 
functionality was introduced. 
Both prototypes made implicitly assumptions about the 
number of users, partitioning the available screen space in 
different ways. In Research Explorer, the initial grid 
provided a single, shared workspace allowing users to 
freely roam and inspect items from a distance or up close. 
Therefore, this design approach was well suited and could 
adapt well to varying group sizes. Nonetheless, the local 
zooming interaction effectively divided the screen space 
into 3 territories. While several users can share a territory, 
their interactions may interfere with each other. Overall, 
the more fluid interaction works better for open-ended 
exploration and joint group work, where users shift 
between different areas of the display, interacting with 
each other as much as they interact with the 
visualizations. Meanwhile, StoRysearcher only displays 
the whole data set collectively on a top pane, and the 
main interactions happen in 3 individual views that are 
generated based on different filtration parameters. This 
arrangement appears to encourage a more focussed style 
of parallel group work, where individual users are 
primarily interacting with their dedicated view. Co-
location allows for coordinating how the data set is split 
up among users, and facilitates deliberate comparisons 
between different views and filtration settings. Therefore, 
the shared nature of the screen still provides value, but it 
is less pronounced than in Research Explorer. 
Key Insights for Future Designs 
Interactions 
The value of zooming was apparent in each approach. We 
suggest this should be a default method of interaction for 
similar applications, particularly when working with large 
collaborative displays. Similarly, we found panning to be 
quite useful with a node-link network visualisation, for its 
ability to bring desired data in and out of focus. While 
similar needs arose in the grid-based visualisation, it was 
typically not necessary to pan information, but rather to 
retrieve details on demand. Although this could perhaps 
be accomplished through global view transformations 
such as panning, but we believe that it is better achieved 
through local fish-eye distortion or scaling individual tiles 
to bring desired data into focus. Ultimately, the right 
method depends on the type of information that is sought 
to form a narrative and the personal preferences of the 
individuals interacting with the application. Our findings, 
we suggest both styles of interaction should be included 
in such applications, and ideally the ability to customise 
the interaction methods based on user preferences should 
be made available.  
Visualisations 
We initiated this study on the basis of an assumption that 
one approach would be more effective in establishing a 
research narrative than another. Our findings suggest that 
both approaches can indeed effective in achieving this 
desired outcome. However, each type of visualisation has 
its associated benefits and shortcomings. For example, 
node-link visualisations can be useful for illustrating 
connections between entities, such as the connections 
between co-authors on a publication or grant. However, 
in our experience this visualisation works best with 
smaller data sets. Similarly, grid-based views are useful 
for depicting large amounts of data, from a number of 
data sets, in a flexible and cohesive manner. Meanwhile, 
interpreting connections can quickly become convoluted 
and complex as the data displayed increases. For these 
reasons a mixture of the two approaches might be 
beneficial in future visualisation interfaces, where a grid-
views could be used to visualise large data sets and a 
node-link networks could be used to focus on key clusters 
and connections. However, our findings do suggest that 
overall the grid-based visualisation approach was superior 
in its ability to form a narrative in this case. This is 
because bibliometrics were usually substantial in size 
from a university, faculty, or institute perspective, where 
multiple academics will each have a sizable number of 
publications and grants associated with them. Therefore, 
it could be assumed that relatively large data sets would 
be used. Hence, a grid-based view would often prove 
superior, in this context. Conversely, individual research 
labs that consist of smaller numbers might be better 
visually represented on a node-link network. 
CONCLUSIONS 
This paper details two designs for browsing and filtering 
academic datasets within co-located collaborative 
environments utilising very large interactive displays.  
Their key characteristics are the use of very large, 
interactive screens to display bibliometric data using two 
different approaches. Approach 1, Research Explorer, 
implements a grid-based visualisation that enables 
interaction through zooming and scaling. Approach 2, 
StoRysearcher, implements a node-link network 
visualisation that enables interaction through panning and 
zooming. Over the course of multiple design iterations, 
several low-fidelity prototypes were implemented and 
compared. While we discovered potential pitfalls 
concerning zooming in cooperative contexts, such as 
global effects interfering with other users and resulting in 
‘lost in space’ problems, our grid-based design offers a 
promising method of forming a research narrative based 
on extensive bibliometrics. In addition, we believe the 
challenges we encountered can be addressed. For 
example, local zooms by scaling individual tiles, fish-eye 
distortion, or minor panning, are interactions that we 
found suited the given setting. Similar challenges arise 
when introducing sorting of the tile grid, which suggests 
that localised effects are a general design guideline for 
large-scale, shared interfaces. 
Our findings suggest that zooming interactions can 
provide a useful interface metaphor for cooperative 
exploration of heterogeneous datasets on large displays, 
given that the pitfalls described in this article can be 
avoided. Future research could determine the 
effectiveness of our designs to improve sense-making and 
consensus-building in collaborative environments.  
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