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Abstract
Dispersive shock waves (DSWs) of the defocusing radial nonlinear Schro¨dinger (rNLS)
equation in two spatial dimensions are studied. This equation arises naturally in Bose-
Einstein condensates, water waves and nonlinear optics. A unified nonlinear WKB ap-
proach, equally applicable to integrable or nonintegrable partial differential equations,
is used to find the rNLS Whitham modulation equation system in both physical and
hydrodynamic type variables. The description of DSWs obtained via Whitham theory
is compared with direct rNLS numerics; the results demonstrate very good quantita-
tive agreement. On the other hand, as expected, comparison with the corresponding
DSW solutions of the one-dimensional NLS equation exhibits significant qualitative and
quantitative differences.1
1 Introduction and main results
The (1+1)-dimensional defocusing cylindrically symmetric radial nonlinear Schro¨dinger (rNLS)
equation,
i∂tΨ + 
2(∂rr +
1
r
∂r)Ψ− |Ψ|2Ψ = 0, Ψ(r, t = 0) = Ψ0(r), 0 ≤ r <∞ (1.1)
∗corresponding author; e-mail: igor.rumanov@colorado.edu
1We are pleased to contribute this article in honor of Professor Roger Grimshaw’s 80th birthday. Roger
Grimshaw is a leading expert in the mathematics of fluid dynamics, nonlinear waves and related approximation
methods. He has written numerous important papers on Whitham theory and dispersive shock waves; in fluid
dynamics these waves are often termed undular bores. The present article involves these topics and the
equation we study is one which arises naturally in fluid dynamics.
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is an exact reduction of the defocusing (2+1)-dimensional nonlinear Schro¨dinger (NLS) equa-
tion,
i∂tΨ + 
2(∂xx + ∂yy)Ψ− |Ψ|2Ψ = 0, Ψ(x, y, t = 0) = Ψ0(x, y), |x| <∞, |y| <∞ (1.2)
A motivation to study the rNLS equation comes from the Bose-Einstein condensate experi-
ments and the analysis in [24] where it was found numerically that the rNLS equation provides
a good approximation to the dynamics.
In the experiments of [24] an initial hump of the Bose-Einstein condensate (BEC) density
in the form of a ring was created by the laser beam effectively pushing the particles away from
the center. Then the BEC expanded radially. An additional radial parabolic potential which
is absent in eq. (1.1) caused the BEC in experiments of [24] to move away from the center.
Relative to this motion, however, the BEC expanded radially towards the inside which is
what we consider analytically and numerically here.
The dimensionless parameter  characterizing dispersion, see [24], was very small in these
experiments,  ≈ 0.012. With such a small value of  Whitham theory, which is a nonlinear
WKB-expansion in , is expected to be relevant. As pictures of the experiments show, in the
expansion large oscillations of the BEC density were created which implies a dispersive shock
wave started from the initial density jump. The oscillations formed a number of concentric
rings i.e. the DSW propagation was indeed radial with high degree of accuracy. Similar
concentric rings forming a radial DSW were observed in nonlinear optics experiments [34].
However, in [24] only the one-dimensional NLS equation was treated analytically. Whitham
modulation theory for the (1+1)-dimensional NLS (1d NLS) equation (see [22, 31]) was ap-
plied to this problem. While qualitative agreement with experiments and direct simulations
was found, and the solution/experiments exhibit character of a dispersive shock wave (DSW),
the analytical results did not always correspond closely; see e.g. Fig. 24 of [24]. Numeri-
cal results using the rNLS equation indicated that there were quantitative discrepancies of
amplitudes and position shifts from the Whitham 1d NLS DSW theory.
In this paper we develop Whitham theory for the rNLS eq. (1.1) and apply it to the
quantitative study of radially symmetric DSWs. We find significant analytical differences
between Whitham theory associated with rNLS equation and that for the 1+1 NLS equation.
Whitham modulation theory [35] for spatially one-dimensional partial differential equa-
tions (PDEs) has been extensively studied for many years. Important equations and DSWs
analyzed by Whitham theory include the integrable Korteweg-de Vries (KdV) [35, 23] and the
1d NLS equation [15, 31, 22]. A DSW Riemann-type problem for the 1d NLS equation was
first considered in [22]. The theory of NLS DSWs was further developed by classifying the pos-
sible types of initial discontinuities [10] and finding more general solutions of NLS Whitham
hydrodynamic equations [14]. Interesting studies of mathematical and physical conditions as-
sociated with various (1+1) NLS DSW structures were also undertaken in [28, 8]. The recent
2
review paper [13] contains more information on these and other important developments and
a valuable and comprehensive list of references.
Whitham theory and associated DSWs in higher spatial dimensions has developed more
slowly until recent years. The approach taken here was initiated when Whitham equations
were obtained for the cylindrical Korteweg-de Vries (cKdV) as a reduction of the (2+1)-
dimensional Kadomtsev-Petviashvili (KP) equation [6]. This spawned further development
of Whitham theory for the KP equation, the (2+1)-dimensional Benjamin-Ono equation and
more generally for equations of KP type [3, 4, 5]. See also earlier work [26, 25] about plane dark
solitons and oblique DSWs of (2+1)-dimensional NLS equation in supersonic fluid (BEC) flow
around obstacles. The present study provides another example of Whitham theory applied
to (2+1)-dimensional PDEs and their reductions; as indicated below, our rNLS results are
quite different from the corresponding 1d NLS system. More generally Whitham modulation
systems related to (2+1)-dimensional equations obtained to date demonstrate a number of
important differences from their (1+1)-dimensional counterparts.
Transforming Whitham equations from physical variables into hydrodynamic Riemann
variables is a common feature to the Whitham procedure and is carried out for the rNLS
equation discussed here. In this paper we derive a rNLS Whitham system in terms of such
hydrodynamic Riemann-type variables; indeed these are the analogs of the Riemann invariants
found for the 1d NLS Whitham system [15, 31, 22]. The rNLS Whitham system in Riemann
variables below is one of the main results of this paper:
∂trj + vj∂rrj +
gj(r1, r2, r3, r4)
r
= 0, j = 1, 2, 3, 4 (1.3)
where
v1 =
r1 + r2 + r3 + r4
4
− (r2 − r1)(r4 − r1)
2(r4 − r1 − (r4 − r2)E(m)/K(m)) ,
v2 =
r1 + r2 + r3 + r4
4
+
(r2 − r1)(r3 − r2)
2(r3 − r2 − (r3 − r1)E(m)/K(m)) ,
v3 =
r1 + r2 + r3 + r4
4
− (r4 − r3)(r3 − r2)
2(r3 − r2 − (r4 − r2)E(m)/K(m)) ,
v4 =
r1 + r2 + r3 + r4
4
+
(r4 − r3)(r4 − r1)
2(r4 − r1 − (r3 − r1)E(m)/K(m)) ,
m =
(r1 − r2)(r3 − r4)
(r1 − r3)(r2 − r4) ,
g1 = −(r2 + r3 + r4)v1
3
+
(r1 + r2 + r3 + r4)
2
8
− (r2 + r3)
2 + (r3 + r4)
2 + (r4 + r2)
2
12
,
3
g2 = −(r1 + r3 + r4)v2
3
+
(r1 + r2 + r3 + r4)
2
8
− (r1 + r3)
2 + (r3 + r4)
2 + (r4 + r1)
2
12
,
g3 = −(r1 + r2 + r4)v3
3
+
(r1 + r2 + r3 + r4)
2
8
− (r1 + r2)
2 + (r2 + r4)
2 + (r4 + r1)
2
12
,
g4 = −(r1 + r2 + r3)v4
3
+
(r1 + r2 + r3 + r4)
2
8
− (r1 + r2)
2 + (r2 + r3)
2 + (r3 + r1)
2
12
,
and K(m) and E(m) are the complete elliptic integrals of 1st and 2nd kind, respectively.
Knowledge of the slow rj-variables allows us to reconstruct the leading order modulated
periodic solution of the rNLS equation which describes a radial DSW converging toward the
center.
The only difference of the rj system above from the 1d NLS rj system is due to additional
terms gj/r which explicitly depend on the radial coordinate r. The modulated periodic
solution of the rNLS equation has the same form as that of the 1d NLS equation. The
velocities vj here are also the same as for 1d NLS Whitham system [22, 31, 14, 24].
We study the initial value problem associated with suitable jump initial conditions (ICs) –
see section 5. The chosen ICs lead to the formation of a (arguably simplest) single dispersive
shock wave (DSW) moving radially inward, analogous to the well-known simple DSW of the
1d NLS equation [22, 24]. However, in other respects this radial DSW is very different from
its one-dimensional counterpart.
The Whitham system for the rNLS eq. (1.1) is characterized by radial dependence in
the boundary conditions (BCs); this is in contrast with the corresponding 1d NLS or KdV
problems where the BCs are constant. In the DSW problem for the cylindrical KdV (cKdV)
equation the BCs are dependent on time [6]. Also, the trailing and leading edge velocities
of the cKdV DSW are time-dependent, see appendix D of the present paper. For the rNLS
DSW, however, we observe that both the velocities are approximately constant to leading
order. The leading ‘linear’ edge of the rNLS DSW has the same velocity as that of the 1d
NLS case.
Interesting phenomena are observed numerically at the trailing edge which is the analog
of the ‘solitonic’ edge of the 1d NLS DSW. In the rNLS problem the trailing edge structure
is observed to move approximately with the 1d NLS dark soliton velocity; this is the same
velocity as that of the DSW trailing edge of the 1d NLS equation even though other quantities,
e.g. the amplitudes of the maxima and minima, are changing with time. Here we also observe
noticeable higher curvatures of the DSW envelope profiles, in contrast to the well-known 1d
NLS and KdV DSWs.
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While the leading (linear, harmonic) edge of the rNLS DSW is identical to that of 1d
NLS equation the trailing edge (the analog of solitonic edge for 1d NLS) has very different
structure. The surprising result is the numerical observation that the trailing edge velocity
of the radial DSW is changing so slowly that it remains with good accuracy close to the
corresponding constant value for 1d NLS, which is the 1d NLS dark soliton velocity. Besides,
a slowly varying (with r) shelf type structure is observed to form behind the trailing edge. This
phenomenon appears similar in spirit to the shelfs studied in perturbed soliton equations [19,
20, 29, 21, 11, 2, 7] although there the shelf formation was often caused by variation in media
parameters or by dissipation.
As mentioned earlier, the Whitham theory for cylindrical KdV considered as an exact
reduction of the KP equation [6] set the stage for the subsequent development of the full (2+1)-
dimensional theory resulting in the ‘hydrodynamic’ form of the Whitham system (i.e analog
of the rj-equations) for the KP equation itself [3] and more generally for (2+1)-dimensional
PDEs of KP type [5]. Our present rNLS Whitham theory can be considered as a similar
predecessor to the derivation and study of the Whitham system for the NLS equation in
two spatial dimensions and other (2+1)-dimensional PDEs related to it. It is important to
emphasize that we use a unified approach to derive Whitham systems that is equally applicable
to both integrable and non-integrable PDEs. It is based on a WKB expansion using multiple
scales and singular perturbation theory, see e.g. [1, 13] and references therein.
While our derivation of the Whitham-rNLS system eq. (1.3) in many respects parallels
that of the well-known 1d NLS Whitham system, we give it in full detail in this paper and
present in two different ways. We consider it valuable since such details are hard to find in
the huge literature associated with the 1d NLS equation with small dispersion and there are
some conceptual issues that we believe are important. In particular, the relevant asymptotic
(the weak limit of small dispersion) solution in general involves two fast phases for genus one,
while only one fast phase would correspond to genus zero solution. This is different from the
KdV case and related (2+1)-dimensional equations of KP type and their reductions where
the basic single DSW genus one solutions have only one fast phase. We carefully restore these
phases as well as the total phase of the BEC wavefunction to leading order. The modulated
leading order solution for Ψ = ρ1/2eiΘ, ρ = |Ψ|2, has the form
Ψ0 = ρ
1/2
0 (θ, r, t; )e
iΘ0(θ,r,t;),
ρ0 =
(r2 + r4 − r1 − r3)2
32
− (r1 − r2)(r3 − r4)
8
cn2 (2K(m)(θ − θ∗);m) , (1.4)
where the fast phase θ is determined by the formula
θ(r, t) =
∫ r
rb
k(z, t)dz

−
∫ t
0
k(rb, τ)V (rb, τ)dτ

(1.5)
5
where rb is the location of the initial jump of the BEC density ρ, and
k2 =
(r1 − r3)(r2 − r4)
64K2(m)
, V =
r1 + r2 + r3 + r4
4
; (1.6)
θ∗ = θ∗(r, t) is an order one phase shift which we do not find here. The associated analog of
the hydrodynamic velocity u = ∂rΘ is to leading order
u0 =
V
2
+
(r1 + r4 − r2 − r3)(r1 + r3 − r2 − r4)(r1 + r2 − r3 − r4)
256ρ0
, (1.7)
in terms of the introduced variables rj
2. Then the total leading order phase of the wave
function Θ0, valid for times before the DSW reaches the origin, is determined by the formula
below:
Θ0 =
1

∫ r
0
u0(z, t)dz − t

. (1.8)
The outline of the paper is the following. In section 2 we apply the direct perturbation
version of Whitham approach with fast and slow space and time scales and describe the
leading order solution. In the next section we use the Euler hydrodynamic representation of
the rNLS equation to derive the Whitham modulation system in physical varaibles. Then, in
section 4, together with technical details in appendix B, we express the system in terms of 1d
NLS Riemann variables and obtain the main equations eq. (1.3). We describe in detail how
we choose the appropriate ICs and BCs for the rNLS Whitham system in section 5. In section
6 we present numerical results comparing direct simulation of the rNLS DSW evolution with
that from rNLS Whitham theory and also with the corresponding 1d NLS DSW simulation.
Section 7 contains analytical results partially explaining the numerical observations of rNLS
trailing edge and the shelf behind it. Section 8 presents the conclusions. Appendix A contains
some auxiliary formulas from the theory of elliptic functions, see e.g. [9]. In appendix C we
give an alternative, explicitly two-phase approach to derive the rNLS Whitham system and
its relations with the approach of the main text. In appendix D we retrieve the leading and
trailing edge dynamics for the cKdV DSW of [6] which were not determined in that paper.
This rNLS Whitham theory can be considered as a first step in development of nonlinear
modulation theory for NLS-type systems in more than one spatial dimension.
2 Whitham approach: setup, leading order solution
As is very common, see e.g. the recent review [13] and references therein, it is convenient
to represent the rNLS eq. (1.1) in the form of Euler type hydrodynamics equations for the
2This formula is true for the case of a not too large density jump in the initial condition. Otherwise a
vacuum point is formed and the sign before the second term in eq. (1.7) is not constant; see section 5 for more
details.
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“density” and “velocity”. For this purpose, we express Ψ =
√
ρeiΘ, with ρ and Θ real. We
will employ the version of Whitham theory [35] involving singular perturbations and multiple
scales, see e.g. [1] and references therein. This means we will consider an -expansion for
 1 of the solution to rNLS equation of the form
Ψ = ρ1/2(θ, r, t; )eiΘ(θ,r,t;), (2.1)
where we impose the following condition for the fast phase θ:
∂rθ =
k

, ∂tθ = −ω

, (2.2)
and k, ω, α are slowly varying quantities and we denote
ω = kV
where V is called the phase velocity. The hydrodynamic velocity u is introduced as
u = ∂rΘ. (2.3)
Then the imaginary part of eq. (1.1) is
∂tρ+
(
∂r +

r
)
(2ρu) = 0, (2.4)
while its real part can be written as
∂tΘ + u
2 + ρ =
2∂rrρ
2ρ
− 
2(∂rρ)
2
4ρ2
+
2∂rρ
2ρr
. (2.5)
Unlike the imaginary part, it contains the total phase Θ, besides the hydrodynamic density
ρ and velocity u. Using multiple scales, we calculate the derivatives as the sum of fast and
slow derivatives,
∂rf = (k∂θ + ∂˜r)f, ∂tf = (−kV ∂θ + ∂˜t)f,
where ∂θ/ is the fast derivative and ∂˜r and ∂˜t are the slow space and time derivatives at fixed
θ, for f = ρ, u or Θ. We also denote f ′ ≡ ∂θf here and further on. Then we expand in :
ρ = ρ0 + ρ1 + . . . , u = u0 + u1 + . . . , Θ = Θ0 + Θ1 + . . . .
However, since Θ itself is a fast variable, i.e. is of order 1/, the leading order of the expansion
of its derivatives will have forms
∂rΘ0 = kΘ
′
0 + α, ∂tΘ = −kVΘ′0 − β,
7
where α and β are additional slow variables, the leading orders of “slow derivatives” ∂˜rΘ
and ∂˜tΘ, respectively. This prescription is in fact equivalent to having two fast phases, see
appendix C. Note that, while Θ0 ∼ 1/, the derivative ∂θΘ0 ≡ Θ′0 ∼ 1.
At the leading order eq. (2.4) yields
−kV ρ′0 + 2k(ρ0u0)′ = 0,
and its first integral is
u0 =
V
2
+
kC0
ρ0
, (2.6)
where an integration ‘constant’ C0
3 is introduced.
We now turn to the real part of rNLS, eq. (2.5). Its leading order yields
− kVΘ′0 − β + u20 + ρ0 = k2
(
ρ′′0
2ρ0
− (ρ
′
0)
2
4ρ20
)
. (2.7)
From the definition (2.2), it follows immediately that the slow variables satisfy conservation
of waves
∂tk + ∂rω = ∂tk + ∂r(kV ) = 0. (2.8)
This is an important first and it is the simplest Whitham equation – in physical variables. To
get the other Whitham equations which we will find as secularity conditions, the derivative
of eq. (2.5) with respect to (w.r.t.) r is helpful. The r-derivative gives another hydrodynamic
equation (i.e. containing ρ and u only as dependent variables),
∂tu+ ∂r(u
2 + ρ) = ∂r
(
2∂rrρ
2ρ
− 
2(∂rρ)
2
4ρ2
+
2∂rρ
2ρr
)
. (2.9)
The leading order of eq. (2.9) is a total derivative in θ which integrates to
ρ0 + u
2
0 − V u0 +H0 = k2
(
ρ′′0
2ρ0
− (ρ
′
0)
2
4ρ20
)
, (2.10)
where H0 is a second integration ‘constant’. Using eqs. (2.6), (2.7) and (2.10) we find
Θ′0 =
V
2k
− H0 + β
kV
+
C0
ρ0
.
On the other hand, taking the leading order of the definition eq. (2.3) one gets
u0 = kΘ
′
0 + α.
3C0 and other ‘constants’ of integration in θ appearing later are slow variables depending on r and t.
8
Comparing with the previous equation and eq. (2.6) one finds the relation
H0 = V α− β = V 2/4− Ω.
where we define Ω = V 2/4 −H0. Substituting eq. (2.6) into eq. (2.10) one obtains a second
order ODE for ρ0,
k2(2ρ0ρ
′′
0 − (ρ′0)2) = 4ρ30 − 4Ωρ20 + 4k2C20 .
One can recognize in it an ODE for an elliptic function ρ0 (e.g. assume (ρ
′
0)
2 = F (ρ0)) and
verify that as a consequence ρ0 satisfies
2k2(ρ′0)
2 = 4(ρ30 − 2Ωρ20 + 2C1ρ0 − 2k2C20) = 4(ρ0 − λ1)(ρ0 − λ2)(ρ0 − λ3), (2.11)
with another integration constant (slow variable) C1. Its general solution for ρ0 can be written
as
ρ0 = a+ b cn
2 (2K(m)(θ − θ∗);m) , (2.12)
where θ∗ is another integration constant (slow variable in general) and
a = λ2, b = −(λ2 − λ1), m = λ2 − λ1
λ3 − λ1 . (2.13)
We take λ1 ≤ λ2 ≤ λ3, then we have the following relations among the parameters (slow
variables):
e1 ≡ λ1 + λ2 + λ3 = 2Ω, e2 ≡ λ1λ2 + λ2λ3 + λ3λ1 = 2C1, e3 ≡ λ1λ2λ3 = 2k2C20 ; (2.14)
and the normalization of the elliptic function with fixed period 1 implies that
k2 =
|b|
8mK2(m)
=
λ3 − λ1
8K2(m)
, (2.15)
where K(m) is the first complete elliptic integral. Also it follows that the leading order
hydrodynamic velocity is
u0 =
V
2
+
kC0
ρ0
=
V
2
− σ
√
2λ1λ2λ3
2ρ0
, σ ≡ −sign(kC0), (2.16)
in terms of the introduced roots of the cubic λi, i = 1, 2, 3. The above is the same as
the well-known leading order solution for 1d NLS as expected. At this stage we expect
that the variables λ1, λ2, λ3, V are going to be the key dependent variables. Knowledge of
9
these variables allows us to reconstruct ρ0, u0 and θ and hence Θ0 and the leading order
approximation for Ψ. The fast phase θ is determined by the formula (1.5). This gives the
complete leading order fast phase unlike the expressions proportional to x − V t which can
often be seen in older literature on the subject 4. The additional next order (order one) phase
shift θ∗ is also important being a part of leading order solution but we do not determine it
here.
As for the total phase Θ of the condensate wavefunction Ψ, its leading order Θ0 can be
found from eq. (1.8). This formula can be obtained if one takes into account that i∂tΨ =
|Ψ|2Ψ for r = 0 initially with ρ = 1 and Θ = 0 there (see section 5). The above conditions
hold only before the DSW front reaches the origin, afterwards the whole character of the
solution must change.
3 Whitham system for the rNLS equation
The next order (∼ ) of eq. (2.4) reads 5
− kV ρ′1 + 2k(ρ0u1 + u0ρ1)′ + ∂tρ0 +
(
∂r +
1
r
)
(2ρ0u0) = 0. (3.1)
Requiring that the first-order corrections ρ1 and u1 do not grow but are periodic in θ, inte-
grating eq. (3.1) over the period and using eq. (2.16), we find a secularity condition
∂tQ+
(
∂r +
1
r
)
(V Q+ 2kC0) = 0, (3.2)
the analog of mass conservation law in the 1d case. Here (using eq. (2.12))
Q =
∫ 1
0
ρ0(θ)dθ = a+ b
(
E(m)
mK(m)
− 1−m
m
)
= λ3 − (λ3 − λ1)E
K
, (3.3)
andK = K(m) and E = E(m) are the first and second complete elliptic integrals, respectively.
Eq. (2.9) itself turns out to lead to eq. (C.10), obtained here as a secularity condition, see
appendix C. Instead we use the combination of eq. (2.9) and eq. (2.4), 2ρ · (2.9) + 2u · (2.4),
to get what would be the (hydrodynamic) momentum conservation law in the 1d NLS case
(i.e. without 1/r terms),
4The leading order difference between true θ and the unmodulated traveling wave fast phase k(x− V t) is
often restored from the solutions of Whitham equations, see e.g. [13, 18] and references therein, but formula
(1.5) always incorporates that.
5Here and further on we write ∂r for ∂˜r and ∂t for ∂˜t but they denote the derivatives at fixed θ in all
equations at order  while they have usual meaning in exact equations.
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∂t(2ρu) + 
(
∂r +
1
r
)
(4ρu2) + ∂r(ρ
2) = 
(
∂r +
1
r
)(
2∂rrρ− 
2(∂rρ)
2
ρ
)
− 
3∂rρ
r2
. (3.4)
Its leading order integrates to
k2
(
ρ′′0 −
(ρ′0)
2
ρ0
)
= ρ20 + 2ρ0u0(2u0 − V ) +H1, (3.5)
where H1 is the constant of integration. Upon using eqs. (2.16), (A.1) and (A.2), one finds
H1 = −2C1 − 2V kC0. Then at order  eq. (3.4) reads:
−2kV (ρ0u1 + u0ρ1)′ + k(8ρ0u0u1 + (4u20 + 2ρ0)ρ1)′ − k
(
k2ρ′′1 −
2k2ρ′0ρ
′
1
ρ0
+
k2(ρ′0)
2ρ1
ρ20
)′
+
+ ∂t(2ρ0u0) +
(
∂r +
1
r
)
(4ρ0u
2
0) + ∂r(ρ
2
0)−
(
∂r +
1
r
)(
k2
(
ρ′′0 −
(ρ′0)
2
ρ0
))
= 0. (3.6)
(Note that the last term 
3∂rρ
r2
in eq. (3.4) contributes only at order 2 and higher). Integrating
eq. (3.6) over the period in θ and using eqs. (3.5) and (A.3), one finds a secularity condition,
∂t(V Q+ 2kC0) +
(
∂r +
1
r
)
(V 2Q+ 4V kC0 + 2C1)− 4ΩQ− 2C1
3r
= 0. (3.7)
This is the analog of momentum conservation law for 1d case. One needs one more secularity
condition to close the system. We are led to it guided by the energy conservation law for the
1d NLS equation. To obtain its analog in our case, we need the relation
3∂t
(
(∂rρ)
2
ρ
)
= 3
(
∂rρ
ρ
)2(
∂r +
1
r
)
(2ρu)− 23∂rρ
ρ
∂r
(
∂r +
1
r
)
(2ρu), (3.8)
a consequence of eq. (2.4) and its r-derivative. Taking now the combination of the equations
4(ρ+ u2) · (2.4) + 8ρu · (2.9) + (3.8), we derive the needed energy equation:
∂t
(
2ρ2 + 4ρu2 +
2(∂rρ)
2
ρ
)
+
+ 
(
∂r +
1
r
)(
8ρu3 + 8ρ2u+ 6u
2(∂rρ)
2
ρ
+ 42∂rρ∂ru− 4u2∂rrρ
)
= 0. (3.9)
Its leading order is again a total derivative in θ, and, integrating, we obtain
11
− V
(
2ρ20 + 4ρ0u
2
0 + k
2 (ρ
′
0)
2
ρ0
)
+ 8ρ0u
3
0 + 8ρ
2
0u0 + 6u0k
2 (ρ
′
0)
2
ρ0
+ 4k2ρ′0u
′
0 − 4u0k2ρ′′0 +H2 = 0,
(3.10)
with another integration constant H2. Using again eq. (2.16) and also eq. (3.5) and leading
order of eq. (2.9), we find
H2 = 2kC0(V
2 − 4Ω) + 2V H1.
The next order (order ) of the energy equation (3.9) can be presented as
0 = −kV
[
2ρ2 + 4ρu2 +
2(∂rρ)
2
ρ
]′
1
+k
[
8ρu3 + 8ρ2u+ 6u
2(∂rρ)
2
ρ
+ 42∂rρ∂ru− 4u2∂rrρ
]′
1
+
∂t
(
2ρ20 + 4ρ0u
2
0 + k
2 (ρ
′
0)
2
ρ0
)
+
(
∂r +
1
r
)(
8ρ0u
3
0 + 8ρ
2
0u0 + 6u0k
2 (ρ
′
0)
2
ρ0
+ 4k2ρ′0u
′
0 − 4u0k2ρ′′0
)
,
(3.11)
where notation [. . . ]1 means that the part of expression in brackets at order  is taken. Then,
upon integration over the period, the first line of eq. (3.11) being a θ-derivative integrates
to zero and we obtain a secularity condition from the integral of the second line. Applying
eqs. (2.16), (A.3), (A.4) and (A.5) (see Appendix A), we finally obtain
∂t
(
(V 2 + 4Ω/3)Q+ 4V kC0 + 4C1/3
)
+
+
(
∂r +
1
r
)(
V (V 2 + 4Ω/3)Q+ 2(3V 2 + 4Ω)kC0 + 16V C1/3
)
= 0. (3.12)
We observe that eqs. (2.8), (3.2), (3.7) and (3.12) comprise a complete system of Whitham
equations for rNLS. The last three of the four Whitham equations (“mass”, “momentum”
and “energy”) have been obtained as secularity conditions here.
From now on we will use the elementary symmetric functions e1, e2 and e3 of the roots of
the cubic in eq. (2.11) which were introduced in eq. (2.14), instead of the variables Ω, C0 and
C1. Using also eq. (2.16), the obtained system of four Whitham equations is
∂tk + ∂r(V k) = 0, (3.13)
∂tQ+
(
∂r +
1
r
)(
V Q− σ√2e3
)
= 0, (3.14)
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∂t(V Q− σ
√
2e3) +
(
∂r +
1
r
)
(V 2Q− 2V σ√2e3 + e2) + e2 − 2e1Q
3r
= 0, (3.15)
∂t
(
(V 2 +
2e1
3
)Q− 2V σ√2e3 + 2e2
3
)
+
+
(
∂r +
1
r
)(
V (V 2 +
2e1
3
)Q− (3V 2 + 2e1)σ
√
2e3 +
8V e2
3
)
= 0. (3.16)
We remark that this form of the Whitham system is different from the one used e.g. in [24]
for 1d NLS which involved first four hydrodynamic conservation laws but not the simplest
and most fundamental conservation of waves eq. (3.13).
It is convenient here to introduce and use the operator
D = ∂t + V ∂r (3.17)
rather than partial time derivative ∂t. After transformations described in Appendix C.2 the
system of Whitham PDEs becomes
Dk
k
+ ∂rV = 0, (3.18)
DV − 1
3σ
√
2e3
(
QDe1 − 2e1(DQ−QDk
k
) +De2 − 4e2Dk
k
)
+ ∂re1 = 0, (3.19)
DQ−QDk
k
− ∂r(σ
√
2e3) +
V Q− σ√2e3
r
= 0, (3.20)
QDV −D(σ√2e3) + 2σ
√
2e3
Dk
k
+ ∂re2 +
−3V σ√2e3 + 4e2 − 2e1Q
3r
= 0. (3.21)
The system of four PDEs (3.18), (3.19), (3.20) and (3.21) can be expressed in terms of the
four key dependent variables – phase velocity V and the roots of the cubic in eq. (2.11), λi,
i = 1, 2, 3, (see eqs. (2.11)–(2.15) and (3.3)), which in turn depend on the variables Ω, C0, C1.
Variables k and Q are the functions of the roots given by eq. (2.15) and (3.3), and e1, e2 and
e3 are the elementary symmetric polynomials of the roots.
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4 Whitham equations in Riemann-type variables
The one-dimensional (1d) NLS equation (eq. (1.1) without 1
r
∂r term and derivatives ∂x instead
of ∂r) is known [22, 31, 14, 24] to have Whitham equations diagonal in the spatial and temporal
derivatives of the Riemann variables {rj}, j = 1, . . . , 4,
∂trj + vj∂xrj = 0, r1 ≤ r2 ≤ r3 ≤ r4, (4.1)
or, equivalently, see e.g. [14],
4∂jk
k
Drj + ∂xrj = 0, ∂j ≡ ∂
∂rj
, vj = V +
k
4∂jk
, (4.2)
where the relation with variables V , λi, i = 1, 2, 3, is, in our normalization,
V =
r1 + r2 + r3 + r4
4
, λ1 =
(r1 + r4 − r2 − r3)2
32
,
λ2 =
(r2 + r4 − r1 − r3)2
32
, λ3 =
(r3 + r4 − r1 − r2)2
32
, (4.3)
Thus, the velocities vj are determined by log-derivatives of k w.r.t. the Riemann variables.
The log-derivatives of k are found from formula (A.12) and definitions (4.3), which imply the
facts
λ2 − λ1 = (r2 − r1)(r4 − r3)
8
, λ3 − λ1 = (r3 − r1)(r4 − r2)
8
,
m =
λ2 − λ1
λ3 − λ1 =
(r2 − r1)(r4 − r3)
(r3 − r1)(r4 − r2) (4.4)
and
∂1k
k
= − 1
2(r2 − r1)
(
1− r4 − r2
r4 − r1
E
K
)
,
∂2k
k
=
1
2(r2 − r1)
(
1− r3 − r1
r3 − r2
E
K
)
,
∂3k
k
= − 1
2(r4 − r3)
(
1− r4 − r2
r3 − r2
E
K
)
,
∂4k
k
=
1
2(r4 − r3)
(
1− r3 − r1
r4 − r1
E
K
)
. (4.5)
In the above and further on we use K ≡ K(m) and E ≡ E(m).
Later we also obtain the rNLS Whitham equations in terms of the Riemann-type variables
rj defined by eqs. (4.3) and the inequalities
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r1 ≥ r2 ≥ r3 ≥ r4. (4.6)
The relevance of the same variables here is due to the fact that the leading order solution in  is
the same for rNLS and for 1d NLS. However, the DSW used in [24] and described by eq. (4.1)
is moving in the positive x-direction while here the DSW moving toward smaller radius r is
considered, therefore all velocities have the opposite signs leading to the opposite inequalities
for the corresponding Riemann variables; see the discussion of initial and boundary conditions
below.
We do the transformation from V and the roots λi to the Riemann variables in two steps.
We introduce the variables Ri by
Ri =
ri + r4 − rl − rm
4
, i = 1, 2, 3, i 6= l 6= m 6= i, V =
∑4
j=1 rj
4
. (4.7)
Then
ri = V +Ri −Rl −Rm, i = 1, 2, 3, i 6= l 6= m 6= i, r4 = V +R1 +R2 +R3, (4.8)
and we see that the inequalities R1 ≥ R2 ≥ R3 always hold (this will be important later in
the discussion of initial and boundary conditions). First, we express everything in terms of
variables Ri and V , using
λi =
R2i
2
, i = 1, 2, 3, (4.9)
and
e1 =
R21 +R
2
2 +R
2
3
2
, e2 =
R21R
2
2 +R
2
2R
2
3 +R
2
3R
2
1
4
, −σ√2e3 = R1R2R3
2
. (4.10)
(As for the last formula in eq. (4.10), see the discussion of initial and boundary conditions
below.) As the second step of the transformation, we express everything in terms of 1d NLS
Riemann variables rj, j = 1, 2, 3, 4. The details are given in Appendix B. Using Appendix B,
the final form of the Whitham equations is given by
∂trj + vj∂rrj +
gj(r1, r2, r3, r4)
r
= 0, j = 1, 2, 3, 4 (1.3)
This is eq. (1.3); here the velocities vj are the 1d NLS velocities given by eqs. (4.2) and (4.5)
and the functions gj in terms of Riemann variables rj read:
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g1 =
1
6
(
(r4 − r1)(r2 − r1)(r4 + r3 + r2)
r4 − r1 − (r4 − r2)E/K −
−3
4
(r24 + r
2
3 + r
2
2 − r21)−
r4r3 + r4r2 + r3r2
2
+ r1(r4 + r3 + r2)
)
,
g2 = −1
6
(
(r3 − r2)(r2 − r1)(r4 + r3 + r1)
r3 − r2 − (r3 − r1)E/K +
+
3
4
(r24 + r
2
3 + r
2
1 − r22) +
r4r3 + r4r1 + r3r1
2
− r2(r4 + r3 + r1)
)
,
g3 =
1
6
(
(r3 − r2)(r4 − r3)(r4 + r2 + r1)
r3 − r2 − (r4 − r2)E/K −
−3
4
(r24 + r
2
2 + r
2
1 − r23)−
r4r2 + r4r1 + r2r1
2
+ r3(r4 + r2 + r1)
)
,
g4 = −1
6
(
(r4 − r1)(r4 − r3)(r3 + r2 + r1)
r4 − r1 − (r3 − r1)E/K +
+
3
4
(r23 + r
2
2 + r
2
1 − r24) +
r3r2 + r3r1 + r2r1
2
− r4(r3 + r2 + r1)
)
.
In this form all coefficient functions vj and gj are nonsingular at the edges of the DSW where
m = 0 and m = 1; i.e. they have finite limits there. It is easy to verify that in the limit
m → 0, characterized by r3 → r4, E(m)/K(m) → 1 and r2 → −r1, all functions gj tend to
zero. This is as it should be since they must equal zero at the origin r = 0, and they are zero
everywhere from r = 0 to the front edge of DSW where m starts increasing from 0. As for
the trailing edge of DSW, m → 1, characterized by r3 → r2 and E(m)/K(m) → 0, there gj
have the following finite limits:
m→ 1 : g1 → −r
2
4 − r21
8
, g4 → r
2
4 − r21
8
,
g2, g3 → 1
6
(
r22 +
(r1 + r4)r2
2
− (r1 + r4)
2
2
− (r1 − r4)
2
4
)
. (4.11)
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5 Initial and boundary conditions for the BEC expan-
sion problem
5.1 IC and BC from dispersionless rNLS
The ICs and BCs for the classical 1d NLS DSW problem were obtained from the Riemann
simple wave problem associated with the dispersionless 1d NLS eq., see [28, 24] or the dis-
cussion in the next subsection. Motivated by this, for the study of the rNLS equation we
derive the ICs, BCs from the dispersionless rNLS equation. To properly define it, let us look
at imaginary and real parts of rNLS,
∂tρ+
(
∂r +
1
r
)
(2ρu) = 0, (5.1)
∂tΘ + u
2 + ρ = 2
(
∂rrρ
2ρ
− (∂rρ)
2
4ρ2
+
∂rρ
2ρr
)
, (5.2)
respectively, i.e. eqs. (2.4) and (2.5). Recall that u = ∂rΘ here. The dispersionless rNLS
system is the one given by eq. (5.1) and eq. (5.2) without its right-hand side. The r-derivative
of equation (5.2) without the right-hand side is
∂tu+ ∂r(u
2 + ρ) = 0, (5.3)
which is the same as for dispersionless 1d NLS. Thus, the only difference between the dis-
persionless NLS and rNLS equations is the last term 2ρu/r in eq. (5.1). The appropriate IC
and BC for the DSW problem come from the stationary solution of eqs. (5.1) and (5.3), as
was the case for 1d NLS (with eq. (5.1) without the last term). Now the general stationary
solution is given by equations
ρu = CI
rb
r
, u2 + ρ = CR,
involving two arbitrary constants CR ≥ 0 and CI . Here we introduced the radius rb which is
the location of the initial discontinuity. Taking CI = 0 corresponds to u = 0 for the DSW
problem, which also implies ρ = const. and these are the proper boundary conditions ahead
of the DSW leading (or front) edge. Here we consider a DSW propagating towards r = 0; in
this case the leading edge is closer to the origin than the trailing edge. They are the same as
for a left propagating DSW in 1d NLS. However, for the rNLS eq. behind the DSW trailing
edge both ρ and u will not be constant. Since we consider a DSW moving toward the center
r = 0, u < 0 and CI < 0 behind the trailing edge for r > rb. We set
ρ→ ρb, u→ ub < 0 as r → rb + 0,
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then CR = ρb + u
2
b , CI = ρbub and the solution can be written as
u = ust(r) = −(ρb +u2b)1/2s(r/rb), ρ = ρst(r) = (ρb +u2b)(1− s2(r/rb)), r > rb, (5.4)
where s(x) is a nonnegative root of the cubic equation
s3 − s+ g(x) = 0, g(x) = − ρbub
(ρb + u2b)
3/2x
≡ b
x
> 0 for x > 0. (5.5)
If we consider the situation where ρst(r) is nondecreasing (the analog of simple wave here),
then we should take the root s(x) approaching 0 as x→∞. Explicitly, as function of x, it is
s(x) =
2√
3
cos
[
pi
3
+
1
3
arccos
(
3
√
3b
2x
)]
. (5.6)
As x→∞, arccos(3
√
3b
2x
)→ pi/2, hence s(x)→ 0 and, for large x,
s(x) = g + g3 + 3g5 + . . . , s2(x) = g2(1 + 2g2 + 7g4 + . . . ), g ≡ g(x) = b
x
. (5.7)
The nonnegative solution s(x) exists as long as g(x) ≤ 2/33/2. One can check that this
condition is not really restrictive here: the inequalities g(r/rb) ≤ b ≤ 2/33/2 always hold for
r ≥ rb and constant b defined in eq. (5.5) since ρb > 0. Thus, we assume the following initial
condition (IC) for the density ρ = |Ψ|2 and hydrodynamic velocity u = ∂rargΨ,
ρ(r, 0) =
{
1, 0 ≤ r < rb
ρst(r), r > rb
(5.8)
u(r, 0) =
{
0, 0 ≤ r < rb
ust(r) < 0, r > rb
(5.9)
where functions ρst(r) and ust(r) with ρst(r = rb+) = ρb and ust(r = rb+) = ub are given
by eq. (5.4). For the DSW solutions we consider here, we need ρb > 1 (in the opposite case
ρb < 1 the solution will be a rarefaction wave) [24], see Fig. 1(b). As indicated above, the
solution we study here is an inward propagating DSW.
The corresponding IC for the total phase Θ of the wave function Ψ is then
ψ = ρ1/2eiΘ, Θ(r, 0) =
{
C, 0 ≤ r < rb∫ r
rb
ust(z)dz

+ C, r > rb
(5.10)
where C is an arbitrary constant which we take to be zero without loss of generality; note
that the total phase Θ is continuous at r = rb. While the solution behind the trailing edge
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for rNLS is nonstationary in general (see below), the trailing edge here is also moving toward
the origin, and therefore it is reasonable to assume that the solution will be approximately
stationary for r much larger than the initial jump location rb.
Figure 1: Initial profiles of the (a) Riemann variables (5.23), and (b) density (5.8) and velocity
(5.9) when ρb = 2 and rb near 15.
Let us see how the Whitham equations (1.3) fit the above consideration. First, they are
consistent with Riemann variables rj being constant ahead of the front edge and equal to
their corresponding values for the 1d NLS because as m→ 0 the functions gj vanish.
Next, let us consider the conditions behind the trailing edge. There r3 = r2, so m = 1
and E(m)/K(m) = 0. According to eqs. (4.2), (4.5) and (4.11), the Whitham equations (1.3)
reduce to the following three PDEs (the equation for r3 becomes identical to the one for r2):
∂tr1 +
(r4 + 3r1)
4
∂rr1 − r
2
4 − r21
8r
= 0, (5.11)
∂tr4 +
(3r4 + r1)
4
∂rr4 +
r24 − r21
8r
= 0, (5.12)
∂tr2 +
(2r2 + r4 + r1)
4
∂rr2 +
1
6r
(
r22 +
(r4 + r1)r2
2
− (r1 + r4)
2
2
− (r1 − r4)
2
4
)
= 0. (5.13)
One sees that the first two PDEs here make a closed subsystem, which determines the func-
tions r1(r, t) and r4(r, t) while r2(r, t) can be found from the last equation afterwards in terms
of them. One can verify that the closed subsystem of eqs. (5.11) and (5.12) is exactly equiv-
alent to the dispersionless rNLS system of eqs. (5.1) and (5.3) considered above, upon the
identification
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r4 + r1 = 4u, (r1 − r4)2 = 32ρ. (5.14)
This demonstrates the consistency of the considerations here. Thus, this system is indeed the
analog of Riemann problem for the rNLS equation.
In terms of stationary solution described by function s(x) in eqs. (5.5) and (5.6), the
stationary eq. (5.13) can be rewritten as
(s2 + s)
ds2
dx
+
s22 + ss2 − 2
3x
= 0, r2(r) = −2
√
ρb + u2b · s2(r/rb), (5.15)
where s = s(x) and x = r/rb. Its solution r2 = r2st(r) may be hard to find exactly, but for
large x one obtains the expansion
r2st(r) = −2(ρb + u2b)1/2(
√
2− Cr2/x2/3 + g + . . . ), g = b
x
= − ρbub
(ρb + u2b)
3/2
rb
r
, (5.16)
where Cr2 > 0 is the unique constant such that the function r2st(r) takes the value −2
√
2 at
r = rb making r2(r, 0) continuous there.
5.2 Derivation of IC and BC
We impose the same IC and BC for the corresponding leading-order quantities ρ0 and u0 as
they are for the full functions ρ and u. To derive the IC and BC for the variables rj, we recall
the leading-order solution eq. (2.12) for the density and note how ρ0 changes throughout the
DSW structure. At the lower density (front) edge of DSW, m = 0 and so ρ0 = λ2 = λ1 = 1
there. At the higher density (trailing) edge, m = 1 and so ρ0 = λ2 = λ3 and ρ0 = ρb > 1
initially.
Consider now the implication of eq. (5.9), the IC for the velocity u0 determined by
eq. (2.16). Ahead of the front edge we have
m = 0 : u0 =
V
2
− σ
√
2λ21λ3
2λ1
=
V
2
− σ
√
2λ3
2
= 0,
which, since V < 0, implies
m = 0 : σ = −1, V = V+ = −
√
2λ3 (5.17)
at the front edge. Behind the trailing edge, we have
m = 1 : u0 =
V
2
− σ
√
2λ1λ23
2λ3
=
V
2
− σ
√
2λ1
2
. (5.18)
20
The condition r1 ≥ r2 ≥ r3 ≥ r4, which needs to be satisfied everywhere and the definitions
eq. (4.7) imply also that R1 ≥ R2 ≥ R3 always hold. Recall that the sign σ was defined by
eq. (4.10) so that −2σ√2λ1λ2λ3 = R1R2R3. Since λ1 ≤ λ2 ≤ λ3 we have R21 ≤ R22 ≤ R23; then
the possible signs are
σ = −1 : R1 ≥ 0 ≥ R2 ≥ R3; σ = 1 : 0 ≥ R1 ≥ R2 ≥ R3, (5.19)
so that R1 = −σ
√
2λ1. Thus, from eqs. (5.17), (5.18) and (5.19), we have at the edges:
m = 0 : R1 =
√
2, R2 = −
√
2, R3 = V = V+;
m = 1 : R2 = R3 = −
√
2ρ0, V +R1 = V− +R1 = 2u0. (5.20)
This in turn translates into the following DSW edge conditions for the Riemann variables rj,
j = 1, 2, 3, 4,
m = 0 : r1 = 2
√
2, r2 = −2
√
2, r3 = r4 = 2V+;
m = 1 : r1 = 2(u0 +
√
2ρ0), r4 = 2(u0 −
√
2ρ0), r2 = r3 = 2(V− − u0). (5.21)
From the last equations we also see that the identification eq. (5.14) fits exactly what we
get here for the leading order solution ρ0, u0 at the trailing edge m = 1. We impose the
initial conditions for r > rb corresponding to the stationary solution of the dispersionless
rNLS system described in the previous subsection. This means that initially we should have
r > rb : ρ(r, 0) = ρst(r), u(r, 0) = ust(r).
Now we take into account that the DSW is the analog (dispersive regularization) of the
simple wave solution for the dispersionless rNLS system in the case of small dispersion. There-
fore we impose the continuity of r1 and r4 initially at r = rb. First of these initial conditions,
r1(rb − 0) = r1(rb + 0), together with eq. (5.21) implies
ub = −
√
2(
√
ρb − 1) (5.22)
where ρb ≡ ρst(rb), ub ≡ ust(rb). The second IC, r4(rb − 0) = r4(rb + 0), implies that r4 =
−2√2(2√ρb−1) for r ≤ rb initially, which also fixes the value of V , V = V+ = −
√
2(2
√
ρb−1)
at the front edge.
Recall that r3 = r4 at the front edge while r3 = r2 at the trailing edge. The variable r3
is the only one which has a jump initially and changes in the corresponding 1d NLS solution
afterwards [24]. Therefore we should make also r2 continuous initially which fixes the initial
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values r2(rb + 0) = r2(rb − 0) = −2
√
2 and V−(rb + 0) = ub −
√
2 = −√2ρb on the outer side.
Thus, from the above discussion starting with eq. (5.21) and recalling also eq. (5.14) together
with the ordering r1 ≥ r2 ≥ r3 ≥ r4, we obtain the ICs
r1(r, 0) =
{
2
√
2, 0 ≤ r < rb
2(ust(r) +
√
2ρst(r)), r > rb
r2(r, 0) =
{ −2√2, 0 ≤ r < rb
r2st(r), r > rb
r3(r, 0) =
{ −2√2(2√ρb − 1), 0 ≤ r < rb
r2st(r), r > rb
r4(r, 0) =
{ −2√2(2√ρb − 1), 0 ≤ r < rb
2(ust(r)−
√
2ρst(r)), r > rb
,
(5.23)
where ust(r), ρst(r) and r2st(r) are found from eqs. (5.4), (5.6) and the solution of eq. (5.15),
respectively. The ICs eq. (5.23) and those for ρ and u in eqs. (5.8) and (5.9) are shown in
Fig. 1. They are to be compared with the ICs for the corresponding 1d NLS initial step
problem in Fig. 3 in the next section.
Remark. An alternative to the above explanation of the ICs for Riemann variables relevant
here comes from the concept of two Riemann variables, 2(u±√2ρ), for dispersionless problem
on each side of the DSW region. In our case these are r1 and r2 to the left of the front edge
and r1 and r4 to the right of the trailing edge. The dispersionless analog of r1 remains single-
valued through the DSW region while the second dispersionless variable is triple-valued there,
making up r2, r3 and r4. The r3 is the middle value merging with r4 on the left and with r2
on the right. The merged variables r4 = r3 on the left and r2 = r3 on the right satisfy the
stationary equations there. The stationary solution for r4 on the left happens to be a constant
in our case while that for r2 on the right is r2st(r). This gives the formulas for rj(r, 0) in terms
of ρ(r, 0) and u(r, 0) valid for more general step initial conditions and reducing to eq. (5.23)
for the case of ICs in eqs. (5.8) and (5.9):
r1(r, 0) = 2(u(r, 0) +
√
2ρ(r, 0)), r2(r, 0) =
{
2(u−√2ρ), r < rb
r2st(r), r > rb
r3(r, 0) =
{
r4(r, 0), r < rb
r2(r, 0), r > rb
r4(r, 0) =
{
r4st(r) = 2(ub −
√
2ρb), r < rb
2(u(r, 0)−√2ρ(r, 0)), r > rb (5.24)
Then at later times we will have the same conditions ahead of the front (inner) edge of
DSW r < rf (t) which determine the BC at the origin r = 0. These conditions will no longer
hold once the DSW reaches r = 0. Also it is reasonable to assume that for large r  rb we
still approximately have the stationary solution ρst(r) and ust(r) at later times. This yields
the boundary conditions for r1, r4 and r2 (r3 = r2 there)
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{
r1(r = 0, t) = 2
√
2,
r1(r =∞, t) = 2
√
2(ρb + u
2
b),
{
r2(r = 0, t) = −2
√
2,
r2(r =∞, t) = −2
√
2(ρb + u
2
b),{
r3(r = 0, t) = −2
√
2(2
√
ρb − 1),
r3(r =∞, t) = −2
√
2(ρb + u
2
b),
{
r4(r = 0, t) = −2
√
2(2
√
ρb − 1),
r4(r =∞, t) = −2
√
2(ρb + u
2
b),
(5.25)
The time Tmax needed for the front edge to reach the origin, after which the character of
solution must change, is determined by
Tmax =
rb
|vf | , vf = v3|m=0 =
(
r4 − r
2
1
2r4
)∣∣∣∣
m=0
= −
√
2(8ρb − 8√ρb + 1)
2
√
ρb − 1 , (5.26)
where |vf | is the front edge speed (the DSW is moving inside toward the origin r = 0 so
vf < 0).
The above consideration determines also the sign σ for r > rb initially and at the trailing
edge. Initially at r = rb + 0, we get R1 = 2ub − V− = −
√
2(
√
ρb − 2). This implies
V− = 2ub +
√
2(
√
ρb − 2) = −
√
2ρb.
Thus, there are two cases: if ρb < 4, then R1 > 0 and σ = −1; if ρb > 4, then R1 < 0 and
σ = 1. In the first case, σ(r, 0) ≡ −1 and it remains constant later. In the second case, for
large initial density jump such that ρb > 4, we have σ(r, 0) = −1 for r < rb and σ(r, 0) = 1
for r > rb close to rb. This implies the corresponding different boundary conditions for σ
at the front and the trailing edge. Therefore there is always a radius r = rvac inside the
DSW structure, where σ jumps from one value to the other. The jump occurs when R1 = 0,
and then the minimum value of ρ0 as a function of θ is (ρ0)min = (λ1)min = 0, according
to eq. (2.12). This corresponds to the vacuum point [22, 24] (or rather vacuum ring in our
two-dimensional case) where density falls to zero and hydrodynamic velocity (phase gradient)
has infinite jump, see eq. (2.16). The first of eqs. (4.7) gives
r3 = r1 + r4 − r2
at the vacuum point. For 1d NLS, this implies r3 = −2
√
2(2
√
ρb − 3) at r = rvac, since only
r3 changes in DSW and r1, r2 and r4 remain constant at all times. This is, however, not true
for the DSW solution of rNLS we study. Here all rj change inside the DSW and even behind
its trailing (solitonic) edge due to the additional ∼ 1/r terms in the equations.
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6 Numerical results
In this section we compare the numerical evaluation of the Whitham theory asymptotic re-
sults with direct numerical simulations. First we discuss the asymptotic solution, then direct
simulations are discussed. The differences between the 1d NLS and rNLS solutions are high-
lighted.
6.1 Asymptotic solution.
Using a version of the available MATLAB code [32], we solve eqs. (1.3) for rj, j = 1, . . . , 4,
with initial conditions eq. (5.23), where ust(r) is given by eq. (5.4) with eq. (5.22) for the
constant ub in terms of constant ρb > 1. A Lax-Wendroff scheme with nonlinear filtering
in [32] is used to evolve the Whitham system. In the limits m → 0 or m → 1 the terms vj
and gj in eq. (1.3) are replaced by their own limiting values; the gj limits are given at the end
of section 4.
We take ρst(r) to be nondecreasing (the analog of a simple wave here), then the corre-
sponding root s(x) of the cubic equation eq. (5.5) (given by eq. (5.6)) becomes small as x
becomes large; mathematically s(x) approaches 0 as x→∞. Then from eqs. (5.4), (5.14) we
have
r1(r) = 2
√
ρb + u2b
[
−s(r/rb) +
√
2(1− s2(r/rb))
]
,
r4(r) = 2
√
ρb + u2b
[
−s(r/rb)−
√
2(1− s2(r/rb))
]
.
These functions have the following asymptotics for large r, i.e. as g ≡ g(r/rb) 1 in eq. (5.5),
r1(r) = 2
√
2(ρb + u2b)
(
1− g√
2
− g
2
2
− g
3
√
2
− 9g
4
8
− 3g
5
√
2
− 4g6 + . . .
)
,
r4(r) = 2
√
2(ρb + u2b)
(
−1− g√
2
+
g2
2
− g
3
√
2
+
9g4
8
− 3g
5
√
2
+ 4g6 + . . .
)
.
Function r2(r) = r2st(r) is the solution of the ODE eq. (5.15). The initial and boundary
conditions we impose for computations are given by eqs. (5.23) and the finite maximum
r = rmax version of eq. (5.25). We took rb = 15 and rmax = 30 in our numerics here. It is
important to note that the computation time should not exceed the time Tmax of eq. (5.26)
needed for the front edge to reach the origin since after that the character of the solution
changes.
As for the trailing (solitonic) edge velocity, initially it is vtr(t = 0) = −
√
2ρb which is
the same as the constant velocity in the 1d NLS case. To our surprise numerical evidence
suggests that, for the initial jump ρb not very large, the trailing edge continues to move with
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almost this velocity. The small observed deflection from constancy, see Fig. 6, could be either
an order epsilon effect or a genuine weak dependence of the velocity on time following from
our leading order theory. The trailing edge continues to move toward the origin, as was also
observed e.g. in [24].
After having solved the Whitham equations for rj-variables, we compute the leading order
rNLS solution by eqs. (2.12) and (2.16). Hence we can compute a numerical approximation
to the asymptotic solution of rNLS eq. (1.1) using eqs. (1.3)-(1.7); note that the phase is
determined from eq. (1.8).
The initial profiles of the Riemann variables (5.23) are shown in Fig. 1(a). The point
of discontinuity rb is located near r = 15, however, neither ρ0(rb) nor u0(rb) are explicitly
computed. In our implementation the point rb is taken to be “off-grid” meaning there is no
numerical grid point at rb. Eqs. (5.8) and (5.9) give definitions for the density and velocity,
respectively; their numerical evaluations are displayed in Fig. 1(b).
Remark. In the case of large initial density jump ρb ≥ 4 (which we do not take here), for
some location r = rv(t) < rb, we have σ = 0, and initially rv = rb so that
ρb > 4 : σ(r, 0) =
{ −1, 0 ≤ r < rb
1, r > rb
At later times, there is a vacuum point r = rv(t) determined by the condition λ1 = 0 (there
is only one such point in the DSW region which always lies inside 0 < r ≤ rb domain). Thus,
we should take σ(r, t) = −1 to the left of this point and σ(r, t) = 1 to the right of it in the
radial variable r.
6.2 Comparison with the direct solution of the rNLS equation
The direct numerical solution of the rNLS eq. (1.1) with step initial conditions eqs. (5.8),
(5.9) for the density ρ = |Ψ|2 and hydrodynamic velocity u = ∂rargΨ, where functions ρst(r)
and ust(r) are given by eq. (5.4), is discussed next. The corresponding IC for the total phase
Θ of the wave function Ψ can then be given as
Ψ = ρ1/2(r, 0)eiΘ(r,0), Θ(r, 0) =
{
0, 0 ≤ r < rb∫ r
rb
ust(z)dz

, r > rb
The BC for the wavefunction Ψ = ρ1/2eiΘ in the finite computation domain is
ρ(0, t) ≡ 1, ρ(rmax, t) = ρst(rmax), u(0, t) ≡ 0, u(rmax, t) = ust(rmax),
Θ(0, t) ≡ − t

, Θ(rmax, t) = −(ρb + u
2
b)t

+
∫ rmax
rb
ust(z)dz

. (6.1)
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The rNLS equation (1.1) is numerically integrated by a Runge-Kutta scheme using a
standard finite-difference centered discretization in space. A smoothed version of the initial
functions shown in Fig. 1(b) is used; the boundary conditions are given above. In all simu-
lations shown below rmax = 30 and rb is near 15. This value of rb is chosen close enough to
the origin so that the radial term is non-trivial, yet is far enough away that it will take some
time before the leading edge reaches r = 0.
A comparison of density and velocity between the Whitham theory and direct numerics is
presented in Fig. 2. For the direct numerics, we compute ρ = |Ψ|2 and u = i [ΨΨ∗r −Ψ∗Ψr] /(2ρ)
after integrating the rNLS eq. (1.1). To compare with the Whitham theory results we use the
asymptotic approximations ρ0 and u0 given in eqs. (2.12) and (2.16), respectively. Overall
the agreement between the Whitham approximation and the direct simulation is quite good.
The function ρ0 in eq. (2.12) is only known up to a phase shift θ∗ which is a function of space
and time. Also note that θ∗ is independent of the fast variable θ in eq. (2.12). We choose this
θ∗ so that the lowest dips of the density near the trailing edge of the two solutions coincide
with one another. The results indicate remarkably good agreement.
6.3 Comparison with the solution of 1d NLS equation
Next we discuss the asymptotic solution of the corresponding 1d NLS equation,
i∂tΨ + 
2∂xxΨ− |Ψ|2Ψ = 0, (6.2)
with the step initial conditions similar to ones in [24], i.e. we consider the following initial
conditions for the density ρ = |Ψ|2 and hydrodynamic velocity u = ∂xargΨ,
ρ(x, 0) =
{
1, 0 ≤ x < rb
ρb, x > rb
u(x, 0) =
{
0, 0 ≤ x < rb
ub < 0, x > rb
,
where the initial jump parameters rb, ρb and ub are the same as those for the corresponding
rNLS problem above. They are shown in Fig. 3(b). The corresponding IC for the total phase
Θ of the wave function Ψ can then be given as
Ψ = ρ1/2eiΘ, Θ(x, 0) =
{
0, 0 ≤ x < rb
ub(x−rb)

, x > rb
The computation domain in x is the same as it is for radial variable r above. However, the
boundary conditions here are
ρ(0, t) ≡ 1, ρ(xmax, t) = ρb, u(0, t) ≡ 0, u(xmax, t) = ub,
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Θ(0, t) ≡ − t

, Θ(xmax, t) = −(ρb + u
2
b)t

+
ub(xmax − rb)

.
In the 1d case the Whitham system (1.3) simplifies, with gj ≡ 0 for each j. As such, three
of the Riemann variables also simplify to constants
r1(x, t) = 2
√
2, r2(x, t) = −2
√
2, r4(x, t) = −2
√
2(2
√
ρb − 1),
and the other variable has a jump up located at rb with the boundary conditions{
r3(0, t) = −2
√
2(2
√
ρb − 1)
r3(xmax, t) = −2
√
2
.
These Riemann invariants are determined by the step-up density and step-down velocity
given above like in eq. (5.24). A typical set of initial conditions is shown in Fig. 3, the reader
can compare with the ICs in Fig. 1 for the rNLS case. We remark that the Riemann variable
r3 admits a similarity solution r3 = r3(x/t) which can be found exactly from eq. (4.1).
A comparison of the solutions found by directly solving the 1d NLS equation (6.2) and
from its Whitham system eq. (4.1) are shown in Fig. 4. The numerical schemes are the same
as those used before to solve the rNLS equation. Again, the Whitham solution phase shift
θ∗ is chosen so that the trailing lowest dips for ρ of the direct and Whitham solutions are
aligned. Altogether there is very good agreement between the 1d Whitham approximation
and the direct numerics. Comparing these solutions to those found in the rNLS case (see
Fig. 5) we note that the 1d and radial solution structures do resemble each other; but there
are clear numerical differences. One of the most striking differences between the two is that
while density values are relatively close the hydrodynamic velocity found in rNLS is much
larger. Comparing Figs. 5(c) and 5(d) we note that |umax| ≈ 10 for rNLS whereas |umax| ≈ 6
for the 1d solution.
One clear difference between the 1d and radial solutions is the behavior of the trailing
edge, in particular its velocity and magnitude. In Fig. 6 the position rmin(t) of the lowest dip
of ρ near the trailing edge and its value ρmin(t) = ρ(rmin(t)) ≤ ρ(r, t) are tracked. The velocity
of the rNLS trailing edge in Fig. 6(a) is observed to be nearly constant and, to leading order,
travel with the same speed as the 1d solution (see eq. (7.1)). Next we examine the lowest
dip value ρmin(t) in Fig. 6(b). There we observe that the 1d solutions approach a constant at
long times. This is in contrast to the rNLS trailing edges which do not appear to have any
minimum (other than the obvious need to be non-negative). This appears to be one of the
main differences between the 1d NLS and radial NLS modes.
7 Trailing edge dynamics
In this section we present some illuminating numerics for the spatial domain around the DSW
trailing edge in Fig. 7 and give some empirical analytic considerations.
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We expect a rich variety of possible longer time developments for the rNLS DSW and its
trailing edge structure for different initial conditions. However, we defer a thorough investi-
gation of these dynamics to the future. It should be mentioned that there is some research in
literature on the problems of the kind we face here. The complete Whitham system eq. (1.3)
has terms that depend explicitly on the radial coordinate r and is nondiagonal in the rj-
variables. This makes it hard to analyze exactly. Similar issues were met by El, Grimshaw
and Kamchatnov in [12] who studied undular bores in shallow water flows with variable to-
pography and also derived a Whitham modulation equations with additional complicated
nondiagonal/nonderivative terms in the Riemann variables. They were able to understand
the nonstationary ‘solitonic’ edge dynamics by using perturbative methods near the bore front
and insight from the seminal paper [23]. Other perturbative methods were also used e.g. in [7]
in studying 1d NLS dark solitons in weakly dissipative media. A significant literature exists
which develops a concept of ring dark solitons [27] in higher-dimensional NLS-type systems,
see e.g. [17, 33, 16] and references therein, or other ring waves [30]. Those structures are gen-
erally unstable but often exist for times exceeding the times of experiments and, as numerics
of the cited works show, may have interesting nontrivial behavior. An approximate ring dark
soliton might be a useful concept near the rNLS DSW trailing edge. We also delegate all
these interesting considerations to a future research.
One can see in Fig. 7 that the trailing edge location is clearly indicated as the phase
transition point i.e. the location of rapid change of the Whitham slow variables. In Fig. 7,
the newly defined Whitham variables r+ and r−, where r+ = (r1 + r4)/4, r− = (r1 − r4)2/32,
coincide with the hydrodynamic velocity u and density ρ behind the trailing edge, respectively.
It is seen as a maximum point for the phase velocity V and (approximately) at a point where
the density from behind the DSW region reaches a zero slope in r.
Recalling the leading order solution for the density in the DSW region eq. (1.4), we note
that mathematically this is the cnoidal function with the same dependence on the varying
elliptic modulus m as for the well-known KdV DSW [35, 23] or for 1d NLS density. This
implies that as m reaches 1 in the DSW region, the gradient ∂rρ becomes close to zero with
exponential accuracy. This is one of the motivations of the following approximate empirical
analysis. As the numerics demonstrate, the trailing edge velocity
vt =
r1 + 2r2 + r4
4
= u+
r2
2
≈ −
√
2ρb, (7.1)
i.e. is constant with good accuracy. By eq. (5.14), the system of Whitham equations eqs. (5.11)–
(5.13) at and behind the trailing edge can be written in terms of variables u, ρ and v = u+r2/2
as
∂tρ+
(
∂r +
1
r
)
(2ρu) = 0, (7.2)
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∂tu+ ∂r(u
2 + ρ) = 0, (7.3)
∂tv + v∂rv − v∂ru+ ∂r(u2 + ρ) + v
2 − vu− 2(u2 + ρ)
3r
= 0. (7.4)
Assuming that the trailing edge speed is close to being constant, we can discuss analytically
the dynamics there. The other crucial assumption supported by numerics is that the trailing
edge location is given by the maximum of density ρ between its largest dip and the slowly
varying in r shelf. This implies taking ∂rρ(rt, t) = 0 where
rt(t) = rb + vtt (7.5)
is the trailing edge position as a function of time. Then eqs. (7.2)–(7.4) yield a closed system
of ODEs for the density ρt = ρ(rt, t), hydrodynamic velocity ut = u(rt, t) and its gradient
(∂ru)t = ∂ru(rt, t) at the trailing edge,
dρt
dt
+ 2ρt
(
(∂ru)t +
ut
rt
)
= 0, (7.6)
dut
dt
+ (2ut − vt)(∂ru)t = 0, (7.7)
(2ut − vt)(∂ru)t + v
2
t − vtut − 2(u2t + ρt)
3rt
= 0. (7.8)
We introduce the shifted time τ and rescaled variables as
τ = t+
rb
vt
< 0, ν =
ut
vt
> 0, ∆ =
ρt
v2t
> 0 (7.9)
and denote by prime the derivatives w.r.t. τ . Next we substitute (∂ru)t from eq. (7.7),
(∂ru)t = − ν
′
2ν − 1 , (7.10)
into the other equations. Then ∆ can be expressed from eq. (7.8) in terms of ν,
∆ =
1− ν − 2ν2 − 3τν ′
2
= −(ν + 1)(2ν − 1) + 3τν
′
2
. (7.11)
Finally, plugging eq. (7.11) and its derivative 2∆′ = −3τν ′′ − 4(ν + 1)ν ′ into eq. (7.6), we
obtain the second order ODE for ν,
3τ 2ν ′′ − 6τ
2(ν ′)2
2ν − 1 + 2τ(4ν + 1)ν
′ + 2ν(ν + 1)(2ν − 1)2 = 0. (7.12)
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The ICs for eq. (7.12) are determined from the ICs u = ub and ρ = ρb at the trailing edge,
ν0 ≡ ν(t = 0) = ub
vt
= 1− 1√
ρ
b
, (7.13)
τ0ν
′
0 ≡ τ(t = 0)ν ′(t = 0) =
1− ν0 − 2ν20 − 2∆(t = 0)
3
= −
(
1− 1√
ρ
b
)(
1− 2
3
√
ρ
b
)
, (7.14)
and τ0 = −rb/
√
2ρb. Thus, for 1 < ρb < 4, we have 0 < ν0 < 1/2 and ν
′
0 > 0. The dynamics of
u and ρ at the trailing edge is fixed by the solution of eq. (7.12) with these ICs and eq. (7.11).
We see that initially, for 1 < ρb < 4, the variable ν is between two of its equilibrium points,
νl = 0 and νr = 1/2. It starts moving toward νr. Reaching νr or its close vicinity in time
not far exceeding Tmax in eq. (5.26) means with certainty that the vacuum point ρ = 0 was
reached since even the density at the trailing edge, which is much larger than the minimum
density in the DSW, comes close to zero there as eq. (7.11) implies.
We plotted in Fig. 8 the solutions ν(t) of eq. (7.12) with IC eqs. (7.13) and (7.14) found
by Mathematica as well as ∆(t) found from eq. (7.11). In each case of different initial jump
ρb, the thin red vertical line in the plot shows the corresponding time Tmax = Tmax(ρb) for the
leading DSW edge to reach the origin, see eq. (5.26). Strictly speaking, after this time the
theory always has to be modified. Actually one can assume that there is a time period after
Tmax before perturbations from the origin reach and start influencing the slower approaching
trailing edge. We see that, if the solutions were valid longer, the eventual fate for initial
jumps ρb ∼ 2 and higher would be reaching the vacuum point ρ = 0. In fact, however, the
quantity ∆ = ρt/v
2
t in the plots of Fig. 8 changes more rapidly than the change of ρ = ρt at
the trailing edge observed in numerics of the full rNLS equation. Therefore the model of the
trailing edge here can be considered as a rough approximation at best. Still the conclusions
it implies are likely to be qualitatively true. The main reason to believe it is again the fact
that the BEC density at the lowest dip to the left of the trailing edge ρmin(t) becomes at least
several times smaller than the density ρt(t) at the trailing edge. And indeed ρmin is already
seen to be close to zero at time t = 2 for ρb = 3, see Fig. 6. Thus, all these facts together
imply a very plausible conjecture that the rNLS DSW reaches the vacuum point after some
finite propagation time even for initial jumps ρb ∼ 2.5− 3 i.e. substantially smaller than the
cavitation threshold ρb = 4 for 1d NLS [22, 24]. This conjecture is to be verified in a future
research.
8 Conclusion
In this paper the Whitham theory for the radial defocusing NLS equation (rNLS) is developed.
It is seen that the Whitham equations (1.3) in hydrodynamic variables differ from the 1dNLS
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theory by introduction of nonderivative nondiagonal terms (i.e. the ‘gj/r’ terms). The results
of Whitham theory are compared with direct numerics with very good agreement. The results
show that the rNLS DSW propagation is different from the 1d NLS DSW propagation.
The rNLS Whitham theory also indicates rich and novel phenomena. The detailed analyt-
ical and numerical study of these phenomena is a matter of future work. There are numerous
interesting aspects to explore such as e.g. reaching at later times a vacuum point of the BEC
density for initial jumps ρb smaller than the critical value ρb = 4 at which the cavitation
begins for 1d NLS DSWs. Such a possibility is expected due to the observed growth in time
of the largest dip of the BEC density in the rNLS DSW. As mentioned in the previous section,
perturbative methods e.g. used in [12] or in [7] might be helpful in such investigations.
Another direction for future research naturally emanating from the present work is the de-
velopment and application of Whitham modulation theory for the full (2+1)-dimensional NLS
equation and related mathematically similar models. The general nonlinear WKB approach
and singular perturbation theory which we use will be an indispensable tool in this research.
It has already proven to be extremely useful for (2+1)-dimensional PDEs of KP-type [3, 4, 5],
which are important mathematical models in many applications.
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A Formulas for the elliptic solution
Consider the elliptic leading order equation (2.11) for the density ρ0 = |Ψ0|2,
k2(ρ′0)
2 = 2(ρ30 − e1ρ20 + e2ρ0 − e3). (A.1)
Its derivative in θ is
k2ρ′′0 = 3ρ
2
0 − 2e1ρ0 + e2. (A.2)
Integrating eq. (A.2) over the period in θ, one finds
Q2 ≡
∫ 1
0
ρ20dθ =
2e1Q− e2
3
=
2
3
(2ΩQ− C1). (A.3)
Dividing eq. (A.1) by ρ0 and then integrating over the period in θ, one obtains∫ 1
0
k2(ρ′0)
2 + 2e3
ρ0
dθ = k2
∫ 1
0
4C20 + (ρ
′
0)
2
ρ0
dθ = 2(Q2 − e1Q+ e2),
and, using eq. (A.3),
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∫ 1
0
k2(ρ′0)
2 + 2e3
ρ0
dθ = k2
∫ 1
0
4C20 + (ρ
′
0)
2
ρ0
dθ =
2(2e2 − e1Q)
3
=
4(2C1 − ΩQ)
3
. (A.4)
Another formula used in the main text may be obtained e.g. if one takes the combination of
eqs. (A.1)− 2ρ0 · (A.2), divides it by ρ20 and then integrates over the period. The result is∫ 1
0
k2(ρ′0)
2 − 2e3
ρ20
dθ = k2
∫ 1
0
(ρ′0)
2 − 4C20
ρ20
dθ = 4Q− 2e1 = 4Q− 4Ω. (A.5)
We also record here another formula of the same kind (even though it is not used in the
main text, it can be useful in another related context). It is the outcome of integrating the
combination of eqs. 3 · (A.1)− 2ρ0 · (A.2) over the period and using again eq. (A.3):
5k2
∫ 1
0
(ρ′0)
2dθ = −2e1Q2 + 4e2Q− 6e3 = 4
(
e2 − e
2
1
3
)
Q+
2e1e2
3
− 6e3. (A.6)
The variable α (the leading order velocity averaged over the period in θ) of the main text
can be expressed in terms of the third complete elliptic integral:
α =
∫ 1
0
u0dθ =
V
2
− σ
√
2λ1λ2λ3
2
∫ 1
0
dθ
ρ0
=
=
V
2
− σ
√
λ2λ3√
2λ1
Π(µ,m)
K(m)
, (A.7)
where Π(µ,m) is the third complete elliptic integral and
µ = −λ2 − λ1
λ1
, m =
λ2 − λ1
λ3 − λ1 .
The complete elliptic integrals have the following limiting expressions:
m→ 0 : K(m) = pi
2
(
1 +
m
4
+
9m2
64
+ . . .
)
, E(m) =
pi
2
(
1− m
4
− 3m
2
64
+ . . .
)
;
(A.8)
m→ 1 : K(m) ≈ 1
2
ln
16
1−m, E(m) ≈ 1 +
(1−m)
4
(
ln
16
1−m − 1
)
. (A.9)
They satisfy the following differential equations in m:
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K ′(m) =
E − (1−m)K
2m(1−m) , E
′(m) = −K − E
2m
, (A.10)
from which it also follows e.g. that(
E
K
)′
(m) =
1
m
(
E
K
− 1
2
− E
2
2(1−m)K2
)
. (A.11)
Using the relation (2.15) and first formula of eq. (A.10), one finds the log-derivative of k in
terms of the roots,
dk
k
=
E
2(1−m)K
d(λ3 − λ1)
λ3 − λ1 −
(
E
2(1−m)K − 1
)
d(λ2 − λ1)
λ2 − λ1 . (A.12)
B Transformation to Riemann variables
Expressing eq. (A.12) in terms of variables Ri, i = 1, 2, 3, we find
dk
k
=
3∑
i=1
LidRi, L1 = −
(
1− E
K
)
R1
R22 −R21
,
L2 =
(
1− E
K
(R23 −R21)
(R23 −R22)
)
R2
(R22 −R21)
, L3 =
E
K
R3
R23 −R22
, (B.1)
Then one can readily verify that the log-derivatives of k, Li, i = 1, 2, 3, satisfy the relations
3∑
i=1
Li
Ri
= 0,
3∑
i=1
Li = S =
1
R1 +R2
− E
K
(R3 −R1)
(R1 +R2)(R2 +R3)
,
3∑
i=1
RiLi = 1. (B.2)
Using them, the variable Q can be expressed as
2Q = R23− (R23−R21)
E
K
= (R1 +R2)(R2 +R3)(R3 +R1)S−R1R2−R2R3−R3R1 ≡ P3S−P2,
(B.3)
and, using also eq. (A.11),
2
(
dQ− Dk
k
)
=
3∑
i=1
(Ri −R2iLi)dRi =
3∑
i=1
(RlLm +RmLl)RidRi, i 6= l 6= m 6= i. (B.4)
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We find some more simple relations among log-derivatives of k w.r.t. the rj and the Ri
variables,
4
dk
k
=
4∑
j=1
4
∂jk
k
drj ≡
4∑
j=1
Kjdrj, K4 = S, Ki = 2Li − S, i = 1, 2, 3. (B.5)
We use also that
3∑
i=1
RidRi =
1
4
4∑
j=1
rjdrj − V dV, (B.6)
3∑
i=1
RlRmdRi =
1
8
4∑
j=1
r2jdrj −
V
4
4∑
j=1
rjdrj + (V
2 −
∑4
j=1 r
2
j
8
)dV, i 6= l 6= m 6= i. (B.7)
3∑
i=1
(R2l +R
2
m)RidRi =
1
8
4∑
j=1
r3jdrj −
3V
8
4∑
j=1
r2jdrj+
+ (
V 2
2
−
∑4
j=1 r
2
j
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)
4∑
j=1
rjdrj + (−2V 3 + V
2
4∑
j=1
r2j −
1
8
4∑
j=1
r3j )dV, i 6= l 6= m 6= i. (B.8)
4∑
j=1
r2j = 4(V
2 +
3∑
i=1
R2i )
4∑
j=1
r3j = 4(V
3 + 3V
3∑
i=1
R2i + 6R1R2R3). (B.9)
Upon substituting eq. (4.10) into the equations (3.19), (3.20) and (3.21), the last take form
2
(
Q
∑3
i=1RiDRi − (DQ−QDkk )
∑3
i=1R
2
i +
1
2
∑3
i 6=l 6=m 6=i(R
2
l +R
2
m)RiDRi −
∑3
i 6=lR
2
iR
2
l
Dk
k
)
3R1R2R3
+
+DV +
3∑
i=1
Ri∂rRi = 0, (B.10)
D(2Q)− 2QDk
k
+ ∂r(R1R2R3) +
V · 2Q+R1R2R3
r
= 0, (B.11)
2QDV +D(R1R2R3)− 2R1R2R3Dk
k
+
3∑
i 6=l 6=m6=i
(R2l +R
2
m)Ri∂rRi+
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+
3V R1R2R3 + 2
∑3
i 6=lR
2
iR
2
l −
∑3
i=1R
2
i · 2Q
3r
= 0. (B.12)
Using formulas (B.1)–(B.4) in eq. (B.10), the last can be greatly simplified to give
DV +
3∑
i=1
(RlLm +RmLl)DRi +
3∑
i=1
Ri∂rRi = 0, i 6= l 6= m 6= i. (B.13)
Similarly, using formulas (B.1)–(B.4) in eq. (3.20), one can transform it to
3∑
i=1
(RlLm +RmLl)RiDRi +
3∑
i=1
RlRm∂rRi +
V (P3S − P2) +R1R2R3
r
= 0, i 6= l 6= m 6= i.
(B.14)
At last, with the use of eqs. (B.1)–(B.4), we bring eq. (3.21) to the form
(P3S − P2)DV +
3∑
i=1
RlRm(RlLl +RmLm −RiLi)DRi +
3∑
i=1
(R2l +R
2
m)Ri∂rRi+
+
3V R1R2R3 + 2
∑3
i 6=lR
2
iR
2
l −
∑3
i=1R
2
i (P3S − P2)
3r
= 0, i 6= l 6= m 6= i. (B.15)
The combination 4 · (B.13) + 4V · (3.18) and using eqs. (4.7), (B.5) and (B.6) yields
4∑
j=1
rj(KjDrj + ∂rrj) = 0. (B.16)
The combination 8 ·(B.14)+2V ·(B.16)+(∑4j=1 r2j−8V 2) ·(3.18) yields, upon using eqs. (4.7),
(B.5), (B.7) and the first equation of (B.9),
4∑
j=1
r2j (KjDrj + ∂rrj) +
8(V (P3S − P2) +R1R2R3)
r
= 0. (B.17)
Finally, the combination 8·(B.15)+3V ·(B.17)+(∑3i=1 R2i−3V 2)·(B.16)+(4V 3−4V ∑3i=1 R2i +
24R1R2R3) · (3.18), after using eqs. (4.7), (B.5), (B.8) and (B.9), yields
4∑
j=1
r3j (KjDrj + ∂rrj)+
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+
8[(9V 2 −∑3i=1 R2i )V (P3S − P2) + 12V R1R2R3 + 2∑3i<lR2iR2l ]
3r
= 0. (B.18)
The system of four Whitham equations (3.18), (3.19), (3.20) and (3.21) is transformed to
4∑
j=1
(
4
∂jk
k
Drj + ∂rrj
)
= 0, (B.19)
4∑
j=1
rj
(
4
∂jk
k
Drj + ∂rrj
)
= 0, (B.20)
4∑
j=1
r2j
(
4
∂jk
k
Drj + ∂rrj
)
+
8J1
r
= 0, (B.21)
4∑
j=1
r3j
(
4
∂jk
k
Drj + ∂rrj
)
+
8(J2 + 9V J1)
3r
= 0, (B.22)
where again D = ∂t + V ∂r, the log-derivatives
∂jk
k
≡ ∂ ln k
∂rj
are given by eq. (4.5),
J1 = 2V Q+R1R2R3, J2 = 3V R1R2R3 + 2
3∑
i<l
R2iR
2
l − 2Q
3∑
i=1
R2i ,
2Q = R23 − (R23 −R21)
E(m)
K(m)
, m =
R22 −R21
R23 −R21
=
(r2 − r1)(r4 − r3)
(r3 − r1)(r4 − r2) ,
and eqs. (4.7) are to be used. Then we bring the four Whitham equations to the form
4
∂jk
k
Drj + ∂rrj +
hj(r1, r2, r3, r4)
r
= 0, j = 1, 2, 3, 4, (B.23)
each containing t- and r-derivatives of only one variable rj. The terms hj/r would be absent in
the 1d NLS case. So this last transformation would diagonalize the Whitham equations for 1d
NLS bringing them to the well-known form, see e.g. [24, 14]. Here before the transformation
the equations can be written in matrix form as
∆jl
(
4
∂lk
k
Drl + ∂rrl
)
+
Wj
r
= 0,
where ∆ is the Vandermonde matrix,
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∆ =

1 1 1 1
r1 r2 r3 r4
r21 r
2
2 r
2
3 r
2
4
r31 r
3
2 r
3
3 r
3
4
 ,
and the vector W has components
W1 = 0, W2 = 0, W3 = 8J1, W4 =
8(J2 + 9V J1)
3
. (B.24)
Inverting the Vandermonde matrix, we obtain the terms hj,
h1 =
∆234
|∆| ((r2 + r3 + r4)W3 −W4), h2 =
∆134
|∆| (−(r1 + r3 + r4)W3 +W4),
h3 =
∆124
|∆| ((r1 + r2 + r4)W3 −W4), h4 =
∆123
|∆| (−(r1 + r2 + r3)W3 +W4), (B.25)
where
|∆| = det ∆ =
4∏
j>l
(rj − rl), ∆jlm =
∣∣∣∣∣∣
1 1 1
rj rl rm
r2j r
2
l r
2
m
∣∣∣∣∣∣ = (rj − rl)(rl − rm)(rm − rj),
are the determinant and the corresponding minors of the Vandermonde matrix. Thus, we get
the final Whitham system eq. (1.3) in terms of r-variables.
C Whitham equations: direct approach, two phases
We will employ the version of Whitham theory [35] involving singular perturbations and
multiple scales, see e.g. [1] and references therein. This means we will consider an -expansion
for  1 of the solution to rNLS equation of the form
Ψ = U(θ, r, t; )eiφ(r,t;), (C.1)
where we impose the following conditions for two fast phases, θ and φ:
∂rθ =
k

, ∂tθ = −ω

, ∂rφ =
α

, ∂tφ = −β

, (C.2)
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and k, ω, α and β are slowly varying quantities. Then the derivatives in rNLS can be written
as
∂tΨ = e
iφ
(
−iβ

− ω

∂θ + ∂˜t
)
U, ∂rΨ = e
iφ
(
iα

+
k

∂θ + ∂˜r
)
U,
and
∂rrΨ = e
iφ
(
iα

+
k

∂θ
)(
iα

+
k

∂θ + ∂˜r
)
U+
+eiφ
[(
iα

+
k

∂θ + ∂˜r
)
∂˜rU +
(
i∂rα

+
∂rk

∂θ
)
U
]
.
We denote
ω = kV
where V is called the phase velocity. Also we denote ∂θf = f
′ here and further on. Substi-
tuting the above expressions for the derivatives, we can rewrite rNLS equation as
0 = k2U ′′ + i(2α− V )kU ′ + (β − α2 − |U |2)U+
+ 
(
i∂˜tU + 2k∂˜rU
′ + ∂rkU ′ + 2iα∂˜rU + i∂rαU +
kU ′ + iαU
r
)
+ 2
(
∂˜2rU +
∂˜rU
r
)
. (C.3)
Now we expand U in powers of small ,
U = U0 + U1 + . . . ,
keeping only terms up to first order in . At leading (zeroth) order we obtain
k2U ′′0 + i(2α− V )kU ′0 +
(
β − α2 − |U0|2
)
U0 = 0, (C.4)
which is solved in terms of elliptic functions, see below. We express U0 from eq. (C.4) in terms
of amplitude and phase,
U0 = A0e
iΦ0 ;
its imaginary part gives (A20(kΦ
′
0 + α− V/2))′ = 0 which implies
Φ′0 =
C0
A20
+
V − 2α
2k
, (C.5)
with a constant of integration (slow variable) C0. The real part of eq. (C.4), after substituting
Φ′0 from eq. (C.5) becomes second order ODE for the amplitude A0,
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k2
(
A′′0 −
C20
A30
)
+ ΩA0 − A30 = 0, (C.6)
where we denoted Ω = β − V α + V 2/4. Alternatively, this can be viewed as determining β
from:
β = V α− V 2/4− Ω (C.7)
once α,Ω, V are known. Multiplying eq. (C.6) by 2A′0 and integrating, one obtains
k2(A′0)
2 +
k2C20
A20
+ ΩA20 −
A40
2
= C1,
with another integration constant C1. In terms of ρ0 = A
2
0, it takes form of eq. (2.11)
2k2(ρ′0)
2 = 4(ρ30 − 2Ωρ20 + 2C1ρ0 − 2k2C20) = 4(ρ0 − λ1)(ρ0 − λ2)(ρ0 − λ3). (C.8)
Its general solution can be written as eq. (2.12).
From the definitions (C.2), it follows immediately that the slow variables satisfy the con-
servation laws
∂tk + ∂rω = ∂tk + ∂r(kV ) = 0 (C.9)
and
∂tα + ∂rβ = ∂tα + ∂r
(
V α− V 2/4− Ω) = 0, (C.10)
In fact one can determine α from the other variables. This relation is provided by the condition
that the phase Φ0 is also periodic in θ (“non-secular”). Then integration of eq. (C.5) over the
period in θ gives
α =
V
2
+ kC0
∫ 1
0
dθ
ρ0
(C.11)
in terms of ρ0 determined by eq. (2.12). Then the explicit expression for α is given by formula
(A.7) of Appendix A in terms of the four key variables.
At first order in  we get (from now on we remove “tilde” from t- and r-derivatives since
this will not cause confusion)
k2U ′′1 + i(2α− V )kU ′1 +
(
β − α2 − 2|U0|2
)
U1 − U20U∗1 +
+ i∂tU0 + 2k∂rU
′
0 + ∂rkU
′
0 + 2iα∂rU0 + i∂rαU0 +
kU ′0 + iαU0
r
= 0. (C.12)
...Eqs. (C.9), (C.10) are two of the Whitham equations for rNLS. The others can be derived
from secularity conditions ensuring that the solution U1 of eq. (C.12) is periodic rather than
growing in its fast variable θ.
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Consider the zero-modes w of the operator  L acting on U1 in eq. (C.12). They satisfy
 Lw ≡ k2w′′ + ik(2α− V )w′ + (β − α− 2|U0|2)w − U20w∗ = 0.
We write it as two real equations in terms of real and imaginary parts w = wR + iwI ,
U0 = UR + iUI ,
( Lw)R ≡ k2w′′R − k(2α− V )w′I + (β − α− |U0|2)wR − 2U2RwR − 2URUIwI = 0, (C.13)
( Lw)I ≡ k2w′′I + k(2α− V )w′R + (β − α− |U0|2)wI − 2U2IwI − 2URUIwR = 0. (C.14)
We also write the solution of eq. (C.4) U0 = UR+ iUI in terms of its real and imaginary parts,
k2U ′′R − k(2α− V )U ′I + (β − α− U2R − U2I )UR = 0, (C.15)
k2U ′′I + k(2α− V )U ′R + (β − α− U2R − U2I )UI = 0, (C.16)
and, using eqs. (C.15) and (C.16), we can readily verify that wR = UI , wI = −UR is a solution
of eqs. (C.13), (C.14). Differentiating eqs. (C.15) and (C.16) w.r.t. θ gives
k2(U ′R)
′′ − k(2α− V )(U ′I)′ + (β − α− |U0|2)U ′R − 2U2RU ′R − 2URUIU ′I = 0, (C.17)
k2(U ′I)
′′ + k(2α− V )(U ′R)′ + (β − α− |U0|2)U ′I − 2U2IU ′I − 2URUIU ′R = 0. (C.18)
Comparing eqs. (C.13) and (C.14) with eqs. (C.17) and (C.18) one sees that wR = U
′
R and
wI = U
′
I is a second solution to eqs. (C.13) and (C.14).
Now we write eq. (C.12) in terms of its real and imaginary parts, ( LU1)R + FR = 0 and
( LU1)I + FI = 0, and then combine them as
UI( LU1)R − UR( LU1)I + UIFR − URFI = 0, U ′R( LU1)R + UI( LU1)I + U ′RFR + U ′IFI = 0,
i.e. using the two found zero-modes of  L. We integrate the last equations over the period in θ
and integrate by parts terms with the derivatives in ( LU1)R and ( LU1)I making the derivatives
act on the functions to the left. Finally, using eqs. (C.15), (C.16) in the first equation and
eqs. (C.17), (C.18) in the second, we see that all terms depending on U1 integrate to zero.
Thus, we find two secularity conditions,
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∫ 1
0
(UIFR − URFI)dθ = 0, (C.19)∫ 1
0
(U ′RFR + U
′
IFI)dθ = 0, (C.20)
where F = FR + iFI is the part of eq. (C.12) independent of U1, i.e.
FR = −∂tUI + 2k∂rU ′R + ∂rkU ′R − 2α∂rUI − ∂rαUI +
kU ′R − αUI
r
, (C.21)
FI = ∂tUR + 2k∂rU
′
I + ∂rkU
′
I + 2α∂rUR + ∂rαUR +
kU ′I + αUR
r
. (C.22)
Upon substituting eqs. (C.21) and (C.22), the integrands in eqs. (C.19) and (C.20) become
−(UIFR − URFI) = ∂t(U
2
R + U
2
I )
2
+
+2k(UR∂rU
′
I − UI∂rU ′R) +
(
∂rk +
k
r
)
(URU
′
I − UIU ′R) +
(
∂r +
1
r
)(
α(U2R + U
2
I )
)
,
−(U ′RFR + U ′IFI) = U ′I∂tUR − U ′R∂tUI+
+
(
∂r +
1
r
)(
k((U ′R)
2 + (U ′I)
2)
)
+ 2α(U ′I∂rUR − U ′R∂rUI) +
(
∂rα +
α
r
)
(URU
′
I − UIU ′R).
Next we transform the secularity conditions using the periodicity of U0 so that all derivatives
f ′(θ) integrate to zero. Taking the appropriate linear combinations of eqs. (C.15) and (C.16),
we see that the terms appearing in the integrands of eqs. (C.19) and (C.20) can be expressed
as
URU
′
I − UIU ′R = A20Φ′0 = C0 +
V − 2α
2k
ρ0, (C.23)
and also
k2((U ′R)
2 + (U ′I)
2) = k2(A′0)
2 + k2A20(Φ
′
0)
2 =
= k2
(ρ′0)
2 + 4C20
4ρ0
+ (V − 2α)kC0 + (V − 2α)
2
4
ρ0. (C.24)
41
We introduce the slow variable (the leading-order density averaged over the period)
Q(t, r) =
∫ 1
0
ρ0(θ; t, r)dθ =
∫ 1
0
|U0|2dθ =
∫ 1
0
(U2R + U
2
I )dθ.
For the function ρ0 of the form eq. (2.12), it equals the expression in eq. (3.3). Then we apply
the identities∫ 1
0
(UR∂U
′
I − UI∂U ′R)dθ =
∫ 1
0
[(UR∂UI − UI∂UR)′ − (U ′R∂UI − U ′I∂UR)]dθ =
=
∫ 1
0
(U ′I∂UR − U ′R∂UI)dθ =
1
2
∂
∫ 1
0
(URU
′
I − UIU ′R)dθ =
1
2
∂
(
C0 +
(V − 2α)Q
2k
)
, (C.25)
where ’∂’ stands for either ∂r or ∂t. Using A
2
0 = ρ0, eqs. (C.23), (C.24), (C.25) and (A.4) we
bring eqs. (C.19) and (C.20) to the form
∂tQ+
(
∂r +
1
r
)
(V Q+ 2kC0) = 0, (C.26)
∂t
(
C0 +
(V − 2α)
2k
Q
)
+
(
∂r +
1
r
)(
2(V − α)C0 + (V − 2α)
2k
V Q+ 2
2C1 − ΩQ
3k
)
= 0,
(C.27)
respectively. The last equations would complete the Whitham system for rNLS when consid-
ered together with eqs. (C.9) and (C.10) written as
∂tk + ∂r(V k) = 0, (C.28)
∂tα + ∂r
(
V α− V
2
4
+ Ω
)
= 0. (C.29)
Equations (C.28), (C.29), (C.26), (C.27) make another complete Whitham system; using
eqs. (2.14), (2.15), (C.11), they can be written in terms of λj, j = 1, 2, 3 and V . The relations
of these equations with the hydrodynamic approach of section 3 are presented below.
C.1 Relations of two-phase and hydrodynamic approaches
We first express Ψ =
√
ρeiΘ, with ρ and Θ real, and
ρ = ρ(θ, r, t; ), Θ = φ+ Φ(θ, r, t; ), (C.30)
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∂rθ =
k

, ∂tθ = −kV

, ∂rφ =
α

, ∂tφ = −β

,
The hydrodynamic velocity u is introduced as
u = ∂rΘ = α + ∂rΦ. (C.31)
Then the imaginary part of eq. (1.1) is
∂tρ+
(
∂r +

r
)
(2ρu) = 0, (C.32)
while its real part can be written as
∂tΘ + u
2 + ρ =
2∂rrρ
2ρ
− 
2(∂rρ)
2
4ρ2
+
2∂rρ
2ρr
. (C.33)
Unlike the imaginary part, it contains the total phase Θ, besides the hydrodynamic density ρ
and velocity u. Using multiscale form of the Whitham approach, we present the derivatives
as sums of fast and slow ones,
∂rf = (k∂θ + ∂˜r)f, ∂tf = (−kV ∂θ + ∂˜t)f
for f = ρ or f = u, while
∂rΘ = α + (k∂θ + ∂˜r)Φ, ∂tΘ = −β + (−kV ∂θ + ∂˜t)Φ.
Let also f ′ ≡ ∂θf as before.
Then we expand in , ρ = ρ0 + ρ1 + . . . , u = u0 + u1 + . . . and Φ = Φ0 + Φ1 + . . . . At
the leading order eq. (C.32) yields −kV ρ′0 + 2k(ρ0u0)′ = 0, so that its first integral is
u0 =
V
2
+
kC0
ρ0
=
V
2
− σ
√
2λ1λ2λ3
2ρ0
, σ ≡ −sign(kC0), (C.34)
where the integration constant (slow variable) C0 is introduced to match the same quantity
in section 2. We now turn to the real part of rNLS, eq. (C.33). Its leading order yields
− β − kV Φ′0 + u20 + ρ0 = k2
(
ρ′′0
2ρ0
− (ρ
′
0)
2
4ρ20
)
. (C.35)
Upon using eqs. (C.34), (C.5) and ρ0 = A
2
0, it is equivalent to eq. (C.6) and therefore also
integrates to eq. (2.11). From eq. (C.31), it follows also that
Φ′0 =
u0 − α
k
=
C0
ρ0
+
V − 2α
2k
, (C.36)
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which is eq. (C.5).
The next order of eq. (C.33) is (using u1 = kΦ
′
1 + ∂rΦ0 following from eq. (C.31))
∂tΦ0 + V ∂rΦ0 + (2u0 − V )u1 + ρ1 = k2
(
ρ′′1
2ρ0
− ρ
′
0ρ
′
1
2ρ20
− ρ
′′
0ρ1
2ρ20
+
(ρ′0)
2ρ1
2ρ30
)
+
+ k
(
∂rρ
′
0
ρ0
− ρ
′
0∂rρ0
2ρ20
+
ρ′0
2ρ0r
)
+ ∂rk
ρ′0
2ρ0
. (C.37)
If we subtract eqs. (C.37) taken at two values of θ different by a period, we observe that
all terms except the difference of terms (∂t + V ∂r)Φ0 cancel out, from where we obtain the
periodicity of (∂t+V ∂r)Φ0. This implies the periodicity of Φ0 itself. Knowing this, integration
of eq. (C.5) over the period yields α as the averaged leading-order hydrodynamic velocity,
α =
∫ 1
0
u0dθ =
V
2
+ kC0
∫ 1
0
dθ
ρ0
,
which is eq. (C.11).
We recall that the leading order of eq. (2.9) is a total derivative in θ which integrates to
ρ0 + u
2
0 − V u0 +H0 = k2
(
ρ′′0
2ρ0
− (ρ
′
0)
2
4ρ20
)
,
where H0 is the integration constant. By consistency with the leading order of eq. (C.33),
eq. (C.35), one finds that
H0 = V α− β = V 2/4− Ω.
The next order of eq. (2.9) reads
−kV u′1 + k(2u0u1 + ρ1)′ − k
[
∂rrρ
2ρ
− (∂rρ)
2
4ρ2
]′
1
− k
(
kρ′0
2ρ0r
)′
+
+ ∂tu0 + ∂r(u
2
0 + ρ0)− ∂r
(
k2ρ′′0
2ρ0
− k
2(ρ′0)
2
4ρ20
)
= 0, (C.38)
where [...]1 means terms order one in  of the expression in the brackets. Integrating over the
period and using the leading order equation gives
0 = ∂t
∫ 1
0
u0dθ + ∂r(V
∫ 1
0
u0dθ −H0) = ∂t
∫ 1
0
u0dθ + ∂r
(
V
∫ 1
0
u0dθ − V
2
4
+ Ω
)
,
which is exactly eq. (C.10) with the identification eq. (C.11).
The θ-derivative of eq. (C.33) reads
44
∂tΦ
′ + (u2 + ρ)′ = 2
(
∂rrρ
2ρ
− (∂rρ)
2
4ρ2
+
∂rρ
2ρr
)′
. (C.39)
With it, eq. (C.27) also can be derived in the current approach. We now combine eq. (C.39)
with eq. (C.32) and, after some rearrangement of terms and cancellations, get
∂t(ρΦ
′) + 
(
∂r +
1
r
)(
2uρΦ′ +
ρ′∂rρ
2ρ
− ∂rρ
′
2
)
+ ρρ′ = 0. (C.40)
The leading order of eq. (C.40) is another total θ-derivative which integrates to
k2
2
(
ρ′′0 −
(ρ′0)
2
ρ0
)
=
ρ20
2
+ ρ0kΦ
′
0(2u0 − V ) +G1, (C.41)
where the integration “constant” G1 is fixed by comparison with eq. (3.16) as 2G1 = 4kC0α+
H1 = 2kC0(2α − V ) − 2C1 (also eq. (C.5) is used). At the next-to-leading order one finds
from eq. (C.40) (using the same notation as in eq. (C.38))
−kV [ρΦ′]′1 + k
[
2uρΦ′ +
ρ′∂rρ
2ρ
− ∂rρ
′
2
]′
1
+
[
ρ2
2
]′
1
+
+ ∂t(ρ0Φ
′
0) +
(
∂r +
1
r
)(
2u0ρ0Φ
′
0 +
k(ρ′0)
2
2ρ0
− kρ
′
0
2
)
= 0. (C.42)
Again, after integration of eq. (C.42) in θ over the period, its first line gives zero while the
second line integrates to a secularity condition,
∂t
∫ 1
0
ρ0Φ
′
0dθ +
(
∂r +
1
r
)∫ 1
0
(
2u0ρ0Φ
′
0 +
k(ρ′0)
2
2ρ0
)
dθ = 0, (C.43)
the last terms involving ρ′0 also going away. After using eqs. (C.36) and (A.4), eq. (C.43)
becomes identical to eq. (C.27).
Further consistency relations are found when we combine all the Whitham equations
obtained so far, eqs. (C.28), (C.29), (3.14), (3.15), (3.16) and (C.27), and recall that α is
determined by eq. (C.11). Let
α =
V
2
+
γ
2
, γ = 2kC0
∫ 1
0
dθ
ρ0
, (C.44)
and rewrite all the Whitham equations we derived. From now on we will use the elementary
symmetric functions e1, e2 and e3 of the roots of the cubic in eq. (2.11) which were introduced
in eq. (2.14), instead of the variables Ω, C0 and C1. Then we have six Whitham PDEs,
∂tk + ∂r(V k) = 0, (C.28)
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∂t(V + γ) + ∂r
(
V γ +
V 2
2
+ e1
)
= 0, (C.45)
∂tQ+
(
∂r +
1
r
)(
V Q− σ√2e3
)
= 0, (C.46)
∂t(V Q− σ
√
2e3) +
(
∂r +
1
r
)
(V 2Q− 2V σ√2e3 + e2) + e2 − 2e1Q
3r
= 0, (C.47)
∂t
(
(V 2 +
2e1
3
)Q− 2V σ√2e3 + 2e2
3
)
+
+
(
∂r +
1
r
)(
V (V 2 +
2e1
3
)Q− (3V 2 + 2e1)σ
√
2e3 +
8V e2
3
)
= 0, (C.48)
−∂t
(
σ
√
2e3
2k
+
Q
2k
γ
)
+
+
(
∂r +
1
r
)(
−(V − γ)σ
√
2e3
2k
− Q
2k
V γ +
2e2 − e1Q
3k
)
= 0. (C.49)
This system of six PDEs may look overdetermined but it must be consistent. Therefore let
us see which further nontrivial relations among the dependent variables it implies.
C.2 Transformation of the “overdetermined” system
Upon using the operator D = ∂t + V ∂r instead of partial time derivative ∂t, the derived six
PDEs take form, respectively,
Dk
k
+ ∂rV = 0, (C.50)
D(V + γ) + γ∂rV + ∂re1 = 0, (C.51)
DQ+Q∂rV − ∂r(σ
√
2e3) +
V Q− σ√2e3
r
= 0, (C.52)
D(V Q− σ√2e3) + (V Q− 2σ
√
2e3)∂rV − V ∂r(σ
√
2e3) + ∂re2+
+
(3V 2 − 2e1)Q− 6V σ
√
2e3 + 4e2
3r
= 0, (C.53)
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D(
(V 2 +
2e1
3
)Q− 2V σ√2e3 + 2e2
3
)
+
(
(V 2 +
2e1
3
)Q− 4V σ√2e3 + 8e2
3
)
∂rV−
−2σ√2e3∂re1−(V 2+2e1)∂r(σ
√
2e3)+2V ∂re2+
V (V 2 + 2e1
3
)Q− (3V 2 + 2e1)σ
√
2e3 +
8V e2
3
r
= 0.
(C.54)
−D
(
σ
√
2e3
2k
+
Q
2k
γ
)
−
(
σ
√
2e3
2k
+
Q
2k
γ
)
∂rV+
+ ∂r
(
σ
√
2e3
2k
γ +
2e2 − e1Q
3k
)
+
1
r
(
−(V − γ)σ
√
2e3
2k
− Q
2k
V γ +
2e2 − e1Q
3k
)
= 0. (C.55)
Taking combination (C.52)−Q · (C.50), we get
DQ−QDk
k
− ∂r(σ
√
2e3) +
V Q− σ√2e3
r
= 0. (C.56)
This and some other equations here and at the end of section 3 contain relatively simple
r-derivative terms polynomial when expressed in Riemann rj-variables which makes them
useful intermediate equations for diagonalization of the Whitham system with respect to the
derivatives of rj-variables (completed in appendix B).
Taking combination (C.53) − V · (C.56) − (V Q − 2σ√2e3) · (C.50), we get, after some
cancellations,
QDV −D(σ√2e3) + 2σ
√
2e3
Dk
k
+ ∂re2 +
−3V σ√2e3 + 4e2 − 2e1Q
3r
= 0. (C.57)
Taking combination
(C.54)− 2V · (C.57)− (V 2 + 2e1) · (C.56)−
(
(V 2 + 2e1
3
)Q− 4V σ√2e3 + 8e23
) · (C.50), we get,
after a number of cancellations,
− 2σ√2e3DV + 2Q
3
De1 − 4e1
3
(DQ−QDk
k
) +
2
3
(De2 − 4e2Dk
k
)− 2σ√2e3∂re1 = 0. (C.58)
Taking combination (C.51)− γ · (C.50), we get
D(V + γ)− γDk
k
+ ∂re1 = 0. (C.59)
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Comparing eq. (C.58) with eq. (C.59) yields a nontrivial relation between D-derivatives
of γ and other quantities,
kD
(γ
k
)
= Dγ − γDk
k
= −QDe1 − 2e1(DQ−Q
Dk
k
) +De2 − 4e2Dkk
3σ
√
2e3
. (C.60)
Finally, the combination 2 · (C.55) + (Q/k) · (C.59) − (1/k) · (C.57) + (γ/k) · (C.56), after a
number of cancellations and also using eq. (C.50) yields
− σ√2e3∂r
(γ
k
)
=
Q
3k
∂re1 − 2e1
3
∂r
(
Q
k
)
− ∂re2
k
+
4
3
∂r
(e2
k
)
. (C.61)
The last equation is readily seen to be the same relation for the ∂r-derivatives as eq. (C.60)
is for the D-derivatives. Together they imply
kd
(γ
k
)
= dγ − γ dk
k
= −Qde1 − 2e1(dQ−Q
dk
k
) + de2 − 4e2 dkk
3σ
√
2e3
, (C.62)
as a general relation for the differentials, which allows one to effectively eliminate variable
γ. (E.g. this identity allows one to avoid using an explicit expression such as eq. (A.7) and
simplify manipulations with the 1dNLS or rNLS Whitham systems.) This identity illuminates
why different Whitham systems in ‘physical’ variables can be obtained here with different
approaches to their derivation.
D Cylindrical KdV and its Whitham system
The cylindrical KdV (cKdV) equation
∂tu+ u∂xu+ 
2∂xxxu+
u
2(t+ t0)
= 0, (D.1)
where  1 is small dispersion parameter and t0 is a constant, leads to the following Whitham
modulation system [6] which we rewrite here in a compact form:
∂tri + vi∂xri +
2ri − vi
2(t+ t0)
= 0, i = 1, 2, 3, (D.2)
where ri, r1 ≤ r2 ≤ r3, are the Riemann variables and vi are the KdV velocities [35] as
functions of ri,
vi = V +
1
3∂ik/k
=
r1 + r2 + r3
3
+
1
3∂ik/k
, (D.3)
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where ∂ik/k ≡ ∂ ln k/∂ri are logarithmic derivatives of k with respect to the Riemann variables
r1, r2, r3, given by
∂1k
k
= −(1− E/K)
2(r2 − r1) ,
∂2k
k
=
1
2
(
1− E/K
r2 − r1 −
E/K
r3 − r2
)
,
∂3k
k
=
E/K
2(r3 − r2) , (D.4)
and K = K(m), E = E(m) are the first and second complete elliptic integrals, respectively,
with m = (r2 − r1)/(r3 − r1). We find analytically the cKdV DSW edge dynamics which was
not done in [6]. These results agree with numerics of [6] for the initial conditions r1(x, 0) = 0,
r3(x, 0) = 1 and r2(x, 0) = 0 for x < 0, r2(x, 0) = 1 for x > 0, taken there.
At the leading (solitonic) edge, where m = 1, we have
r2 = r3, v1 = r1, v2 = v3 =
r1 + 2r3
3
, (D.5)
while at the trailing (linear) edge, where m = 0, we have
r2 = r1, v3 = r3, v2 = v1 = 2r1 − r3. (D.6)
Substituting eq. (D.5) into the Whitham equations (D.2) leads to the two different equations,
∂tr1 + r1∂xr1 +
r1
2(t+ t0)
= 0, ∂tr3 +
r1 + 2r3
3
∂xr3 +
4r3 − r1
6(t+ t0)
= 0. (D.7)
Their solutions at the leading edge for the initial conditions r1(x, 0) = 0 and r3(x, 0) = 1,
taken in [6], are found by first noting that first equation for r1 is independent of r3 and is
such that r1 remains zero being identically zero initially. Then one solves the second equation
for r3, which, ahead of the leading edge where ∂xr3 = 0, becomes a simple ODE,
dr3
dt
= ∂tr3 = − 2r3
3(t+ t0)
.
Thus, one obtains
r1(x+(t), t) = 0, r3(x+(t), t) =
t
2/3
0
(t+ t0)2/3
. (D.8)
The solitonic edge x+(t) moves with velocity v+(t) = v2(x+(t), t) = v3(x+(t), t) which implies
(since x+(0) = 0)
x+(t) = 2t
2/3
0 [(t+ t0)
1/3 − t1/30 ], v+(t) ≡
dx+
dt
=
2
3
t
2/3
0
(t+ t0)2/3
. (D.9)
Similarly, substituting eq. (D.6) into the Whitham equations (D.2) leads to the two different
equations,
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∂tr1 + (2r1 − r3)∂xr1 + r3
2(t+ t0)
= 0, ∂tr3 + r3∂xr3 +
r3
2(t+ t0)
= 0, (D.10)
whose solutions are determined considering that behind the trailing edge ∂xr1 = ∂xr3 = 0.
One solves the second ODE containing only r3, then substitutes it and solves the first ODE
for r1. Thus, also at the trailing edge, for the initial conditions r1(x, 0) = 0 and r3(x, 0) = 1,
the solutions are
r1(x−(t), t) =
t
1/2
0
(t+ t0)1/2
− 1, r3(x−(t), t) = t
1/2
0
(t+ t0)1/2
. (D.11)
The linear edge x−(t) moves with velocity v−(t) = v2(x−(t), t) which implies (since x−(0) = 0)
x−(t) = 2(t+ t0)1/2[t
1/2
0 − (t+ t0)1/2], v−(t) ≡
dx−
dt
=
t
1/2
0
(t+ t0)1/2
− 2. (D.12)
Thus, both leading and trailing edges of the cKdV DSW move with time-dependent speeds.
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Figure 2: Comparison of the rNLS density and hydrodynamic velocity from direct numerics
(blue) and Whitham theory (orange) at time t = 1 for  = 0.05; the initial jump rb is located
near 15. The jump height parameter is ρb = 2 (left column) and ρb = 3 (right column).
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Figure 3: Initial conditions for the 1d Whitham system when ρb = 2 with rb near 15.
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Figure 4: Comparison of the 1d NLS density and hydrodynamic velocity from direct numerics
(blue) and Whitham theory (orange) at time t = 1 for  = 0.05 and initial jump rb is located
near 15. The jump height parameter is ρb = 2 (left column) and ρb = 3 (right column).
55
0 15 30
0
1
2
3
4
(r,
t=1
)
(b)
0 15 30r
0
5
10
u
(r,
t=1
)
(d)0 15 30
0
1
2
3
4
(r,
t=1
)
(a)
0 15 30
0
5
10
u
(r,
t=1
)
r
(c)
Figure 5: Comparison of the rNLS (left column) and 1d NLS (right column) asymptotic
density and hydrodynamic velocity at time t = 1 for  = 0.05, ρb = 3 and rb ≈ 15.
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Figure 7: The slow ‘physical’ Whitham rNLS variables around the trailing edge computed at
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Figure 8: The dynamics of ν(t) from eq. (7.12) (blue) and ∆(t) from eq. (7.11) for rb = 15.
From left to right: ρb = 1.5; ρb = 2; ρb = 2.5; ρb = 3; ρb = 3.5. Red vertical lines are drawn
at t = Tmax(ρb) for each ρb.
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