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L’intérêt que l’on porte aux graphes de Cayley, autant dans les mathématiques
fondamentales qu’ appliquées, provient principalement de leurs groupes d’ automor
phismes. Malgré cela, le problème de déterminer à quoi est égal ce groupe en général
reste essentiellement ouvert. C’est le premier problème que nous étudions dans cette
thèse.
Les premiers chercheurs à travailler sur cette question furent Babai et Godsil. Ils
conjecturèrent dans [4] que pratiquement tous les graphes de Cayley f(G,S) sont des
GRR, c’est-à-dire possèdent comme uniques automorphismes les translations à gauche
du groupe G, dénoté L(G). Bien que cette conjecture soit probablement vraie, de nom
breuses familles connues de graphes de Caylcy ne sont pas constituées de GRR. Ce
phénomène, à priori surprenant, s’explique par le fait que les ensembles de générateurs
de ces graphes de Cayley possèdent des symétries et que ces symétries correspondent
à des automorphismes qui ne sont pas des translations. Afin d’englober ces graphes
de Cayley qui ne sont pas des GRR, la notion de graphe de Cayley holomorphe est
introduite un graphe de Cayley f = f(G,S) est holomorphe’ si son groupe d’auto
morphismes est le produit de L(G) et Aut8G, le sous-groupe des automorphismes de G
qui stabilisent S, ]‘ensemble des générateurs du graphe.
Au chapitre 1 nous présentons de nouveaux outils pour déterminer le groupe d’au
tomorphismes d’un graphe de Cayley. Au chapitre 2 nous déterminons le groupe d’au
tomorphismes des graphes de Cayley engendrés par des transpositions, c’est-à-dire les
graphes de Cayley de la forme f = f(6,,S), où S est un ensemble de transpositions
qui engendre le groupe symétrique
.
Nous démontrerons que tous les graphes de
1Beaucoup d’auteurs emploient le terme normal au lieu OEholomorphe.
6Cayley de cette forme sont holomorphes, c’est-à-dire ont tous comme groupe d’au
tomorphismes Autf L()Auts, à l’exception de ceux pour lesquels le graphe
de transpositions 2 de S, dénoté T, est un carré ou un graphe complet d’ordre supé
rieur à 2. Nous prouverons aussi que si n> 3, Auts, AutTs. Ces deux résultats
généralisent le théorème de Godsil et Royle [15] qui affirme que Autf = LQ,1) si S
est un ensemble minimal de générateurs de et le groupe d’automorphismes de T
est trivial. Au chapitre 3 nous montrons l’existence de nouvelles classes de graphes
de Cayley holomorphes, les plus importantes étant une classe basée sur des groupes
abéliens, une classe engendrée par des involutions, et une classe de graphes basés sur
des groupes symétriques ou alternés et engendrés par des transpositions et des cycles
de longueur 3.
Le second problème que nous étudions est celui de l’isomorphisme entre les graphes
de Cayley, qui consiste à déterminer quand f(G, S) f(H, T). Ce problème est un pro
blème très complexe dont la solution dépend du groupe d’automorphismes des graphes
de Cayley considérés. Puisque les recherches3 récentes portent à croire que la majorité
des graphes de Cayley sont holomorphes et que l’on a une connaissance précise du
groupe d’automorphismes de ces graphes, nous nous sommes restreints à cette classe.
Notre objectif est d’obtenir des résultats plus forts que dans le cas général pour une
grande partie des graphes de Cayley.
Nous aborderons ce problème en deux étapes. Nous étudions dans un premier
temps, au chapitre 6, l’isomorphie entre les graphes de Cayley basés sur un groupe
fixé. Cela nous permettra en particulier de caractériser les graphes de Cayley holo
morphes qui sont CI4, ce qui répond à une question que soulève Cai Heng Li dans [21].
2Le graphe de transposition de S est le graphe ayant { 1,2, . . . , n} comme ensemble de sommets et
{[i,jj : (ij) E S} comme ensemble d’ar&es.
3Voir, par exemple, l’article [29] par Ming Yao Xu.
4Un graphe de Cayley F(G,S) est CI s’il se représente de façon unique sur G, c’est-à-dire si
f(G,T) F(G,S) entraîne qu’il existe E AutG tel que T
7Ensuite, au chapitre 7, nous nous penchons sur l’isomorphie entre les graphes de Cay
ley holomorphes basés sur des groupes différents. Les résultats de ces deux chapitres
nous permettrons de résoudre le problème d’isomorphie pour les graphes de Cayley
holomorphes basés sur un groupe cyclique, un groupe simple, un groupe symétrique,
un produit direct de deux groupes simples non abéliens, un produit semi-direct non
trivial5 de deux groupes simples (pour les graphes de Cayley holomorphes complets6).
Mots-clés graphe de Cayley holomorphe, graphe de Cayley normal, GRR, graphe
de transpositions, homomorphisme-croisé, dérivation, sous-groupe d’un produit semi
direct, graphe de Cayley CI, réseau de processeurs, architecture parallèle.
Q est non trivial si Ker(O) Q.




The interest for Cayley graphs, in fundamental or applied mathematics, cornes
rnainiy from their automorphisrn group. Despite this fact, the problem of determining
what this group is equal to in general is stiil essentially open. This is the first problem
we study in this thesis.
The first researchers to work on this question were Babai and Godsil. They conjec
tured in [4] that almost ail Cayiey graphs F(G, S) are GRR, which means that they
have the group of left translations L(G) as their full automorphism group. Even if
this conjecture is probably true, a lot of well known farnilies of Cayley graphs are
not constituted of GRR. Ibis phenomena, a priori surprising, can be explained by the
fact that the generating sets of these Cayiey graphs have symmetries and that these
symmetnes correspond to autornorphisms that are flot ieft translations. In order to in
ciude these graphs which are flot GRR, we introduce the notion of holomorphic Cayley
graph a Cayley graph f = f(G,S) is holomorphic7 if its automorphism group is the
product of L(G) and Aut5G, the subgroup of autornorphisms of G that stabilize S, the
generating set of the grapli.
In chapter 1 we present new tools to determine the automorphïsm group of a Cay
ley graph. In chapter 2 we detennine the automorphism group of ah Cayley graphs
generated by transpositions, which are the graphs of the form f = f(,S), where S is
a set of transpositions that generates the symmetric group e,,. We prove that ail these
graphs are holomorphic, thus that their automorphism group is Autf =
except for the one such that the transposition graph8 of S, denoted T5, is a square or
7A lot of authors use the term normal instead of holomorphic.
8The transposition graph of Sis the graph with {1,2 n} as vertex set and {[i,j] : (if) e S} as
edge set.
‘o
a complete graph of order greater than 2. We will show also that AutT if
n 3. These two resuits generalize the theorem of Godsil and Royle [15] which states
that Autf = L(6,,) if S is a minimal generating set of and the automorphism group
of T is trivial. In hapter 3 we prove the existence of new classes of holomorphic Cay
ley graphs, the most important being a class based on abelian groups, a class generated
by involutions, and a class based on alternate or symmetnc groups and generated by
transpositions and cycles of length 3.
The second problem we will study is the isomorphism between Cayley graphs,
that consist in determining when f(G,S) f(H,T). This problem is very complex
and its solution depends onthe automorphism group of the considered Cayley graphs.
Since recent research9 suggest that the majonty of Cayley graphs are holomorphic
and that we have a precise knowledge of the automorphism group of these graphs, we
have restncted ourselves to this class. Our goal is to obtain stronger resuits than in the
general case on an important class of Cayley graphs.
We will approach this question in two steps. We will first study, in chapter 6, the iso
morpism between Cayley graphs based on a fixed group. This wifl allow us in particu
lar to characterize holomorphic Cayley graphs that are CI10, which answers a question
raised by Cai Heng Li in [21]. Next, in chapter 7, we will work on the isomorphism
between Cayley graphs based on different groups. The resuits of these two chapters
will allow us to solve the isomorphism problem for holomorphic Cayley graphs based
on a cyclic group, a simple group, a symmetric group, a direct product of two non abe
han simple groups, and a non trivial” semi-direct product of two simple groups (for
complete’2 holomorphic Cayley graphs).
9See. for example, the paper [29] by Ming Yao Xu.
10A Cayley graph f(G, S) is CI if it can be uniquely represented on G, which means that F(G, T),
F(G.S) implies that there exists a E AutG such that T =
‘‘K Q is non trivial if Ker(O) Q.
‘2A holomorphic Cayley graph is complete if AutsG = ‘s G.
11
Keywords holomorphic Cayley graph, normal Cayley graph, transposition, den
vation, cross-homomorphism, subgroup of semi-direct product, CI Cayley graph, pro
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INTRODUCTION
La majorité des ordinateurs les plus puissants du monde sont des ordinateurs à
architecture parallèle. Leur puissance provient du fait qu’ils sont munis de plusieurs
processeurs qui peuvent partitionner une tâche et traiter parallèlement ses différentes
parties. Le niveau de performance d’un ordinateur à architecture parallèle dépend en
grande partie du réseau d’interconnexion entre ses processeurs, qui détermine l’effi
cacité avec laquelle les processeurs peuvent échanger de l’information. C’est pour
quoi de nombreux mathématiciens ont cherché au cours des dernières années de nou
veaux schèmes d’interconnexion de haute performance. Le modèle de réseau d’inter
connexion le plus prometteur est celui des graphes de Cayley. Ces graphes représentent
un réservoir énorme de réseaux susceptibles de constituer d’excellentes architectures.
Cette thèse est consacrée à ces graphes. Les résultats que nous présentons sont du
domaine des mathématiques fondamentales, mais plusieurs d’entre eux ont été déve
loppés en vue de faciliter la recherche de graphes de Cayley donnant des réseaux de
processeurs de haute performance.
Rappelons d’abord ce que sont les graphes. Ces objets sont communément utilisés
en mathématiques appliquées pour modéliser les réseaux, comme les réseaux de pro
cesseurs (il pourrait s’agir aussi de réseaux routiers, de réseaux téléphoniques, etc.).
Un réseau de processeurs constitué de quatre processeurs pi, P2, p et p4, dans lequel
Pi peut échanger des messages directement avec P2 de même que P2 avec p. p avec
p et p avec p, peut être représenté par le graphe illustré à la figure 0.1.
Les sommets de ce graphe (les gros points) représentent les processeurs du réseau
et les arêtes (les segments de droite joignant les gros points) représentent les canaux de
communication entre les processeurs. Deux sommets liés pal- une arête correspondent
à deux processeurs pouvant échanger des messages directement.
24
Formellement, un graphe F est la donnée d’un ensemble de sommets V(F) et d’un
ensemble E(f) C {{x,y} x,y V(F) et x y} de paires d’éléments de V(f), appelé
l’ensemble des arêtes de f. Si {x,y} est une paire de E(f), on écrit [x,y] E(f), et on
dit que x est adjacent à y. Les sommets du graphe à la figure 0.1 sont Pi, P2s [)3 et P4,
et ses arêtes sont {pl,p2], [p2,p3], [p3,p4j, [p4,p;].
P4 P3
FIG. 0.1. Réseau de processeurs carré
Les graphes de Cayley sont une classe particulière de graphes. Voici comment ils
sont définis. Si G est un groupe et S un ensemble de générateurs de G, le graphe de
Cayley associé à G et S, noté f(G,$), est le graphe ayant G comme ensemble de
sommets et comme arêtes l’ensemble des [x,xa], x e G et a e S. Par exemple, le cube
tronqué représenté à la figure 0.2 est un graphe de Cayley basé sur le groupe symétrique
64 et engendré par l’ensemble de générateurs {(12), (234)±1}, et le carré, représenté
à la figure 0.3, est un graphe de Cayley basé sur Z4 et engendré par S
= { 1,3 }.
Pi P2
FIG. 0.2. Le cube tronqué
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La spécificité des graphes de Cayley vient de leurs automorphismes appelés aussi
symétries. Un automorphisme d’un graphe f est une permutation a des sommets de f
qui préserve l’adjacence, c’est-à-dire qui satisfait à
[x,yj e E(f) {G(x),(y)] e E(f).
L’ensemble des automorphismes de f forment un groupe sous l’opération de compo
sition de fonctions, dénoté Autf. Par exemple, nous avons représenté à la figure 0.3
le graphe cané ainsi que deux de ses automorphismes : la rotation de 90 degrés dans
le sens anti-horaire et la réflexion par rapport à la ligne pointillée. Ces deux automor
phismes engendrent à eux deux Autf.




0 1 0 --1 /6 1
FIG. 0.3. Le cané et deux de ses symétries
Le groupe d’automorphismes d’un graphe de Cayley f f(G,S) contient deux
sous-groupes importants. Le premier est L(G) = {X u e G}, l’ensemble des transla
tions à gauche de G, oùÀ : G —* G dénote l’application définie par À1(x) = ux, x cG.
Le second est AutG, l’ensemble des automorphismes de G qui stabilisent S. AutsG est
un sous-groupe de Aut1f, l’ensemble des automorphismes de f qui fixent 1, l’élément
neutre du groupe G. Nous appellerons le produit de ces deux groupes l’hotomorpÏze
de G relatif à S et le noterons Hols(G) L(G)AutsG. De plus, nous dirons du graphe
de Cayley f qu’il est holonzorphe si Autf = Hol(G). Par exemple, le cané, repré
senté à la figure 0.3, vue comme graphe de de Cayley basé sur Z4 et engendré par
S = {1, 3}, est holomorphe. En effet, les translations Àk i —* k + i sont les rotations du
cané et AutsG est le groupe constitué de la réflexion par rapport à l’axe pointillé et de
la permutation identité. On a donc bien Autf = L(Z4)AutsZ4 Hol(Z4).
26
Le groupe d’automorphismes d’un graphe décrit certaines propriétés de la forme
du graphe. Par exemple, dans le graphe carré représenté à la figure 0.3, les sommets
sont tous identiques, en ce sens qu’on ne peut les distinguer que par leur nom. Cela
se traduit, dans le groupe d’automorphismes du graphe, par la présence, pour chaque
paire de sommets {i, J}, d’une symétrie qui envoie i sur j. On dit des graphes ayant
cette propriété que leur groupe d’automorphismes agit transitivement sur l’ensemble
de leurs sommets. Les graphes de Cayley ont tous cette propriété. Le graphe à la figure
0.2 en est un autre exemple. Les graphes de Cayley sont caractérisés par une propriété
un peu plus forte que cette transitivité:
Théorème 0.1. (Sabidussi, [26]) Un graphe f est un graphe de CayÏey si et seulement
son groupe d’automorphismes Autf contient un sous-groupe R qui satisfait à
Vr,y é V(f) il existe un unique é R tel que (x)
=
y. (0.1)
On dit d’un tel groupe R qu’il agit de façon régulière sur les sommets de f ou sim
plement qu’il est régulier. Remarquons que si f f(G,S), l’ensemble des translations
L(G) est un sous-groupe régulier de Autf.
Les graphes de Cayley sont donc caractérisés par leur groupe d’automorphismes.
Ce sont ces mêmes automorphismes qui font de ces graphes de bons schèmes d’inter
connexion pour les réseaux de processeurs. Voyons pourquoi. Comme la plupart des
problèmes de design, la conception de réseaux de processeurs est un problème d’op
timisation dans lequel il faut maximiser le rapport performance-coût. Voici quelques-
unes des caractéristiques importantes qu’un graphe doit avoir pour donner un réseau
de processeurs performant et économique:
• Un petit diamètre. Le diamètre d’un graphe est la distance maximale séparant
deux sommets. Le diamètre donne une mesure du temps maximal qu’un message
prend pour se rendre d’un processeur à un autre;
• Une haute connectivité. La connectivité d’un graphe est le nombre minimal de
sommets qui doivent être enlevés pour déconnecter le graphe. La connectivité est
27
une mesure du niveau de résistance d’un réseau aux bris des processeurs et de
leurs liens;
Un petit degré. Le degré est le nombre d’arêtes incidentes à un sommet. Le degré
est une mesure du nombre de messages qu’un processeur peut recevoir ou trans
mettre simultanément dans un réseau. Cela représente une contrainte sévère qui
a une influence importante sur le prix des processeurs.
Remarquons que la recherche d’un petit diamètre et d’un haut niveau de connecti
vité s’oppose à la recherche d’un petit degré. Par exemple, si l’on cherchait un réseau
de 12 processeurs, le graphe donnant le réseau le moins coûteux (les sommets sont de
degré 1 ou 2) serait:
. .
. . . . p p • • e
FIG. 0.4. Réseau de processeurs en série
Mais la communication dans ce graphe est peu efficace car son diamètre est égal à
11, le pire diamètre que puisse avoir un graphe ayant 12 sommets. De plus, ce réseau
est très sensible aux bris de processeurs : il suffit qu’un seul processeur tombe en panne
pour que le réseau soit scindé en deux.
À l’opposé, le graphe représenté à la figure 0.5 est un graphe complet. Il possède
un diamètre égal à 1, une connectivité maximale, maïs un degré égal à 11, ce qui en
ferait un réseau très dispendieux.
FIG. 0.5. Réseau de processeurs complet
2$
La raison principale pour laquelle les graphes de Cayley donnent souvent d’excel
lentes architectures pour les réseaux de processeurs, est qu’ils constituent de très bon
compromis entre performance et coût. Leur haut niveau de symétrie assure une ré
partition homogène de leurs arêtes entre leurs sommets, ce qui procure à ces graphes
une bonne connectivité et un bon dianzètre, même quand leur degré est relativement
bas. Par exemple, le graphe de Cayley de la figure 0.6, ayant 12 sommets comme les
deux graphes précédents, possède un diamètre égal à 3, une connectivité égale à 4 et
un degré égal à 4.
D’autres propriétés, qui découlent des particularités du groupe d’automorphismes
des graphes de Cayley, font de ces graphes de bons réseaux de processeurs. Par exemple,
Heydemann, Meyer, Opatmy et Soteau[17] ont prouvé, en utilisant le sous-groupe
d’automorphismes d’action régulière, que les graphes de Cayley possèdent un routage
équilibré, c’est-à-dire un ensemble de chemins dans le graphe permettant la transmis
sion de messages entres les processeurs, qui minimise les engorgements. Finalement,
certaines de ces propriétés sont propres à des familles particulières de graphes de Cay
ley. Par exemple, Bermond, Kodate et Perennes [7] ont démontré qu’une classe de
graphes de Cayley ayant un automorphisme particulier, appelé “rotation complète”,
possède un algorithme de diffusion optimal qui permet de diffuser un message d’un
processeur à tous les autres processeurs du réseau en un temps minimal.
Ainsi, l’intérêt que l’on porte aux graphes de Cavtev, autant en mathéniatiquefon
FIG. 0.6. Réseau de processeurs qui est un graphe de Cayley
damentale que dans tes apptications, est dû principalement à leurs automorphismes.
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Malgré cela, te problème de déterminer à quoi est égal ce groupe en général reste
essentiellement ouvert. Cette question est la première à laquelle nous nous sommes
intéressés.
Les premiers chercheurs à travailler sur ce problème furent Babai et Godsil. Ils
conjecturèrent, dans l’article [4] publié en 1982, que la grande majorité des graphes
CayÏey sont des GRR 13 (c’est-à-dire possèdent comme uniques automorphismes les
translations à gauche ou encore satisfont à Aut1f = {Id}) et ils démontrèrent cette
conjecture pour les graphes de Cayley basés sur un groupe nilpotent non-abélien d’ordre
impair’4. Bien que cette conjecture soit probablement vraie, de nombreuses familles
connues de graphes de Cayley ne sont pas constituées de GRR (par exemple, les
graphes de tri par percolation (bubble sort), les graphes étoiles, les hypercubes, tous
des graphes utilisés dans le design de réseaux de processeurs, ne sont pas des GRR).
Pourquoi? L’argument de Babai et Godsil repose, entre autres choses, sur le fait que
pour la majorité des graphes de Cayley f(G,S), le groupe Aut5G est trivial15. Or,
les graphes de Cayley des familles mentionnées plus haut ne satisfont pas cette pro
priété. Cela vient du fait que leur ensemble de générateurs possède des symétries et
que ces symétries correspondent à des automorphismes appartenant à Aut5G. Dans le
cas des graphes de Cayley engendrés par des transpositions, cette correspondance se
voit facilement. Considérons, par exemple, le graphe de Cayley de tri par percolation
modifiéMES(4)quiestbasésurG=4etengendréparS={(12),(23),(34),(14)}.
L’ensemble de générateurs S peut être représenté par un graphe, appelé le graphe de
transpositions, ayant {1,2,3,4} comme sommets et {{1,2], [2,3],{3,4],{1,4]} comme
arêtes, et qui est noté T. Le graphe de transpositions de S et le graphe IvfflS(4) sont
représentés à la figure 0.7.
13À l’exception des graphes de Cayley basés sur certaines classes connues de groupes pour lesquels
il n’existe aucun graphe de Cayley ayant cette propriété.
démontrèrent que la probabilité qu’ un tel graphe ne soit pas un GRR est plus petite que (0.91 +
o(1)»’, oùg est l’ordre de G, donc qu’elle tend versO quand g tend vers l’infini.
151ls prouvèrent que la probabilité que AutsG Id est inférieure à 2_g/4+(log2g)2 et donc tend vers
O quand g tend vers l’infini.
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Si w est une symétrie du graphe de transpositions, w est une permutation apparte
nant à 4 qui, on peut le vérifier sans difficulté, stabilise S sous l’action de conjugaison.
L’application y : x wxw1 est donc un automorphisme de 6 qui stabilise S. Ainsi,
à chacune des symétries du graphe de transpositions correspond un automorphisme de
f appartenant à Auts4. Par exemple, si w = (13)(24) (la rotation de 180 degrés), Yw








FIG. 0.7. Le graphe de Cayley MBS(4) et T{(12),(23),(34),(14)}.
Afin d’établir une conjecture générale englobant les graphes de Cayley ayant un




basés sur le groupe symétrique, engendrés par des transpositions16. Ces travaux nous
ont permis de démontrer que ces graphes sont tous holomorphes, c’est-à-dire ont tous
comme groupe d’automorphismes
Hols(G) = L(G)AutsG, (0.2)
à l’exception de ceux dont le graphe de transpositions est un carré ou un graphe com
plet d’ordre supérieur à 2. Ce résultat suggère que ta vaste majorité des graphes de
Caytey sont hotomorphes. Cette dernière proposition généralise la conjecture de Ba
bai et Godsil puisqu’elle entraîne, sachant qu’une très forte proportion des graphes de
Cayley satisfont à Aut5G = Id, que la grande majorité des graphes de Cayley vérifient
Autf L(G)AutsG = L(G),
et donc sont des GRR.
À l’époque de cette découverte, l’auteur ne connaissait pas encore les travaux de
Ming Yao Xu [29] qui fut le premier à définir le concept de graphes de Cayley ho
lomorphes’7 et qui conjectura que la vaste majorité des graphes de Cayley sont bob
morphes. Notre découverte tend donc à démontrer que la conjecture de Ming Yao Xu
est vraie. Mais elle suggère plus parmi la classe des graphes de Cayiey qui ne sont
pas des GRR (c’est-à-dire tes graphes de CavÏey ayant des automorphismes dtfférents
de t ‘identité qui fixe t ‘élément neutre du groupe sous-jacent, contenant par exempte
tes graphes de Cavtey dont le groupe Aut5G est non trivial), ta grande majorité des
graphes sont holomorphes.
Les trois premiers chapitres de cette thèse sont consacrés à l’étude du groupe d’au
tomorphismes des graphes de Cayley dans le but de démontrer l’existence de familles
importantes de graphes de Cayley holomorphes, pour appuyer la conjecture de Ming
16Cette classe de graphes contient plusieurs familles importantes de graphes de Cayley. Par
exemple, les graphes de tri par percolation et les graphes étoiles en font partie.
‘7Cet auteur emploie le terme normal au lieu d’holomorphecar Autf = L(G)AutsG si et seulement
si L(G) est un sous-groupe normal de Autf.
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Yao Xu et l’idée selon laquelle parmi la classe des graphes de Cayley qui ne sont pas
des GRR, la grande majorité des graphes sont holomorphes.
Notons qu’il est la plupart du temps difficile de démontrer qu’un graphe de Cayley
est holomorphe. En fait, les seuls groupes pour les4uels on connaît quels graphes de
Cayley sont holomorphes et lesquels ne le sont pas sont les groupes cycliques d’ordre
premier [1], les groupes d’ordre deux fois un premier [11] et les groupes d’ordre un
premier au carré [9]. Fang, Li, Wang et Xu [12] ont démontré que la vaste majorité des
graphes de Cayley cubiques basés sur un groupe simple non abélien sont holomorphes.
Baik, Feng, Sim, Xu [5, 6] ont déterminé tous les graphes de Cayley basés sur un
groupe abélien et de degré plus petit que 6 qui ne sont pas holomorphes. Feng, Kwak
et Wang [13] ont démontré que tous les graphes de Cayley de degré 4 basés sur un
p-groupe de classe de nilpotence 2 pour un premier p impair sont holomorphes.
L’approche que nous avons adoptée pour étudier les automorphismes des graphes
de Cayley est présentée au chapitre 1. Elle consiste à voir les arêtes d’un graphe de
Cayley f = f(G,S) colorées par le générateur qu’elles représentent. L’intérêt de ce
coloriage réside dans le fait qu’il donne une caractérisation simple des automorphismes
de f appartenant à L(G), AutsG et Hols(G).
Les éléments de L(G) sont les automorphismes de f qui fixent les couleurs, c’est-à-
dire les automorphïsmes qui stabilisent, pour chaque couleur, l’ensemble des arêtes de
cette couleur. Les éléments de AutsG sont les automorphismes de f qui fixent l’élément
neutre du groupe G et qui déplacent en bloc les couleurs : si une arête colorée par a est
envoyée sur une arête colorée par b, alors, toutes les arêtes de couleur a sont envoyées
sur des arêtes de couleur b. La symétrie du graphe de Cayley MES (4) (représenté à
la figure 0.7) par rapport à l’axe traversant les sommets 1234 et 2143 est un exemple
d’automorphisrne de groupe. Les éléments de Hols(G) sont les automorphismes de
f qui déplacent les couleurs en bloc. Par exemple, on peut montrer à l’aide de cette
caractérisation que le graphe de Cayley MBS(4) n’est pas holomorphe il suffit de
remarquer que la rotation de 90 degrés dans le sens horaire de sa représentation à
la figure 0.7 est un automorphisme qui ne déplace pas les couleurs en bloc (l’arête
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[1234,4231] est envoyée sur [1243,3241], tandis que l’arête [1432,2431] est envoyée
sur [2431,2341]).
Afin de travailler avec cette caractérisation des automorphismes appartenant à l’ho
lomorphe relatif Hols(G) ef montrer l’holomorphie de classes de graphes de Cayley,
nous introduisons deux nouveaux outils les localisations et les déviateurs. Les lo
calisations permettent de décrire l’action des automorphismes de f sur les couleurs.
Si a est un automorphisme de f, l’ensemble des localisations de a est une famille de
permutations des couleurs indicées par les sommets de f. Si x est un de ces sommets,
la localisation de c en x, notée o, est la permutation des couleurs des arêtes incidentes
à x induite par c. Les localisations sont au centre de notre analyse du groupe d’auto
morphismes des graphes de Cayley. Nous les utiliserons pour exploiter l’information
que nous recueillerons sur l’action locale18 de Autf afin d’obtenir des résultats sur
l’action globale de Autf sur V(f). Les déviateurs quant à eux permettent de mesurer
la déviation d’un graphe de Cayley de l’holomorphie.
Le chapitre 2 contient nos résultats sur le groupe d’automorphismes des graphes
de Cayley engendrés par des transpositions. Plusieurs familles connues de graphes
sont engendrées par des transpositions les graphes de tri par percolation. les graphes
étoiles et les hypercubes en sont des exemples. L’outil principal propre à ce chapitre
est le graphe de transpositions. Si S est un ensemble de transpositions qui engendre
,
le graphe de transpositions de S, noté T, est le graphe ayant comme sommets
{ 1,2,... ,n} et comme arêtes {[i,j] : (ii) e S}. Nous montrerons que les localisations
(qui sont, rappelons-le, des permutations de S) sont induites par des automorphismes
de T, c’est-à-dire pour toute localisation il existe un automorphisme cx de T tel
que
a(x) ((ij)) = (u(i) Œ(j)), (ii) E S.
Ce résultat sera d’une grande utilité pour démontrer que les graphes de Cayley basés
sur un groupe symétrique f = f(,1,S) et engendrés par des transpositions sont tous
‘8C’est-à-dire l’action des automorphismes de f fixant I sur S, les voisins de I.
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holomorphes, c’est-à-dire satisfont à
Autf L(6,)Autsf3,,
à l’exception de ceux dont le graphe de transpositions est un carré ou un graphe com
plet d’ordre supérieur à 2. Nous montrerons aussi que Aut5,1 AutTs si n 3.
Ces deux résultats généralisent le théorème de Godsil et Royle [15] qui affirme que
Autf = L(6,,) si $ est un ensemble minimal de générateurs de i3, et le groupe d’au
tomorphismes de T5 est trivial. Ils entraînent aussi que f est un GRR si et seulement
si AutT5 est trivial, et que f est arête-transitif si et seulement si T5 l’est. Nous ver
rons finalement que si f1 = f(Gï,51) et f2 f(G2,S2) sont deux graphes de Cayley
engendrés par des transpositions, alors f1 f. si et seulement si T1 T2.
Dans le chapitre 3 nous démontrons l’existence de nouvelles classes de graphes de
Cayley holomorphes. Nous ferons appel au diagramme des commutateurs pour parve
nir à ces résultats. Le diagranwrie des commutateurs joue le rôle du graphe de trans
positions pour les ensembles de générateurs qui ne sont pas constitués uniquement de
transpositions. Si G est un groupe et S un ensemble de générateurs de G, le diagramme
de commutateurs de S, noté C, est le graphe ayant S comme ensemble de sommets et
comme arêtes {[a,b] : ab = ba et a b}. Nous montrerons que les localisations d’une
classe importante de graphes de Cayley, les graphes à commutateurs stables 19, sont des
automorphismes du diagramme des commutateurs. Les localisations et le diagramme
des commutateurs nous permettront de démontrer, entre autres, que
les graphes de Cayley basés sur un groupe abélien sont holomorphes si et seule
ment s’ils sont à commutateurs stables; nous montrerons en particulier que tout
graphe de Cayley basé sur un groupe abélien d’ordre impair et engendré par un
sous-ensemble de Cayley minimal 20 est holomorphe;
‘9Un graphe de Cayley f est à commutateurs stables si, pour tout automorphisme o de f fixant 1,
l’image par o de tout cané commutateur 1,a,ab,abcr’ ,abn1 b’ = 1, a b, est un cané commutateur.
est un sous-ensemble de Cayley minimal de G, si S engendre G, ‘G G et pour tout a e S,
a (S\{a,a’)).
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• les graphes de Cayley engendrés par un ensemble dinvolutions sont holomorphes
s’ils sont à commutateurs stables et si leur diagramme des commutateurs est ri
gide;
• les graphes de Cayley basés sur le groupe symétrique ou alterné, engendrés par
des transpositions et des cycles de longueur 3, sont holomorphes s’ils sont à
commutateur stable et si leur diagramme des commutateurs est quasi-rigide.
Le second problème que nous étudierons est celui de I’ isoinoiphie entre les graphes
de CayÏey, qui consiste à déterminer quand
f(G,S) F(H,T).
Les chapitres 4, 5, 6 et 7 lui sont consacrés. Rappelons que deux graphes f1 et f2 sont
isomorphes s’il existe une bijection a des sommets de f1 dans les sommets de f2 telle
que
x,y] é E(fj) {a(x),(y)] e E(f2).
Deux graphes sont isomorphes s’ils définissent le même réseau d’ adjacence. Par exemple,
les deux graphes représentés à la figure 0.8 sont isomorphes. Deux graphes isomorphes
C
b
FIG. 0.8. Deux graphes isomorphes
sont à toutes fins pratiques identiques; En particulier ils donnent le même réseau de
processeurs.
Pour comprendre l’intérêt de ce problème, revenons aux réseaux de processeurs.
Supposons que l’on cherche à déterminer le meilleur réseau de 100 processeurs parmi




graphes de Cayley f(G,S) pour G un groupe d’ordre 100 et S un ensemble de généra
teurs de G, et calculer, pour chacun de ces graphes, son diamètre, sa connectivité, son
degré et toutes les autres caractéristiques dont dépend le niveau de performance d’un
réseau. Or, cette classe de graphes est immense et le calcul des caractéristiques énumé
rées ci-haut est long. Déterminer les graphes de Cayley d’ordre 100 isomorphes réduit
le temps de calcul. Cela permet d’obtenir une partition de cet ensemble de graphes
en classes d’isomorphie. Puisque les graphes d’une classe donnent le même réseau de
processeurs, il suffit de déterminer les caractéristiques d’un graphe par classe d’iso
morphie. Cela réduit le temps de calcul et donc améliore énormément l’efficacité des
recherches de réseaux de haute performance.
Ce problème d’isomorphie est un probtème très complexe 21 dont la solution dé
pend du groupe d’autontorphismes des graplies de Cayley considérés. Puisque proba
blement la grande majorité des graphes de Cayley sont hotonzorphes et que Ï ‘on a une
connaissance précise du groupe d ‘automoiphismes de ces graphes, nous nous sommes
restreints à cette classe de graphes. Notre objectif est d’obtenir des résultats plusforts
que dans te cas général pour une grande partie des graphes de CayÏey.
Nous aborderons ce problème en deux étapes. Nous étudierons dans un premier
temps, au chapitre 6, l’isomorphie entre les graphes de Cayley basés sur un groupe
fixé étant donné un graphe de Cayley sur G holomorphe f(G,S), pour quels autres
ensembles T de générateurs de G a-t-on
f(G,T) f(G,S)?
Nous donnerons une caractérisation des sous-ensembles T ayant cette propriété. Cela
nous permettra en particulier de caractériser les graphes de Cayley holomorphes f(G, S)
21Par exemple, Dixon à étudié dans [10] la représentation des hypercubes comme graphe de Cayley,
c’est-à-dire déterminer les paires non équivalentes (G,S) dont le graphe de Cayley est isomorphe à un
hypercube. Il a démontré que pour les hypercubes de dimension U = 3 ,4, 5, 6 il y a respectivement 4,
14, 45, 238 graphes possibles. Mais le problème pour les dimensions supérieures reste ouvert.
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qui se représentent de façon unique sur G, c’est-à-dire qui satisfont à
f(G,T) f(G.S) = EEAutGT =
Rappelons qu’un graphe de Cayley vérifiant cette propriété est appelé graph de Cayley
CI. À l’aide de cette caractérisation, nous déterminerons quels sont les graphes de
Cayley holomorphes CI basés sur:
• un groupe cyclique;
• un groupe simple : nous verrons qu’ils sont tous CI;
• un produit direct de deux groupes simples non abéliens : nous prouverons qu’ils
sont Cl si et seulement si NG(S), le normalisateur de S dans G, ne contient pas
de sous-groupe isomorphe à un des deux groupes simples du produit;
• un produit semi -direct non trivial22 de deux groupes simples, pour les graphes de
Cayley holomorphes complets23; en particulier sur un groupe symétrique
nous démontrerons qu’ils sont CI si et seulement si Ne (S) ne contient pas de
permutation paire d’ordre 2.
Déterminer les graphes de Cayley CI est probablement le problème quÏ a été, ces der
nières années, l’objet du plus grande nombre de publications dans le domaine des
graphes de Cayley. Cai Heng Li fait une revue exhaustive des recherches sur cette
question dans [21] et suggère quelques nouveaux problèmes. La caractérisation que
l’on donne des graphes de Cayley holomorphes CI solutionne l’un de ces problèmes.
Nous étudierons ensuite, au chapitre 7, l’isomorphie entre les graphes de Cayley
holomorphes basés sur des groupes différents: étant donné un graphe de Cayley ho
lomorphe f(G,S), sur quels autres groupes peut-on obtenir un graphe de Cayley bob
morphe isomorphe à F(G,S) ? Nous donnerons, au chapitre 7, une décomposition des
groupes ayant cette propriété. Nous utiliserons ce résultat pour trouver sur quels autres
groupes peuvent être représentés, comme graphe de Cayley holomorphe, les graphes
de Cayley holomorphes basés sur:
22K Q est non trivial si Ker(O) $ O.
23Un graphe de Cayley holomorphe est complet si AutsG = Inn G.
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• un groupe cyclique;
• un groupe simple;
• un produit direct de deux groupes simples non abéliens;
• un produit semi-direct non trivial de deux roupes simples, pour les graphes de
Cayley holomorphes complets (en particulier sur un groupe symétrique).
Nous démontrerons aussi un résultat qui donne une décomposition de tous les groupes
sur lesquels un graphe de Cayley orienté holomorphe basé sur un groupe abélien peut
être représenté (pas seulement comme graphe de Cayley holomorphe).
Notons que le problème d’isomorphie entre les graphes de Cayley basés sur des
groupes différents est très complexe. Les résultats existants, trouvés sans restriction
aux graphes de Cayley holomorphes, ont été obtenus pour les graphes de Cayley basés
sur un groupe d’ordre un premier au carré [1$J ou d’ordre une puissance impaire d’un
premier [23], et pour des familles particulières de graphes les graphes complets à
d parties, les produits cartésiens de cycles de même longueur, les hypercubes et les
graphes qui sont un produit lexicographique de la forme c,1[i]. De plus, ces résultats
sont parfois partiels. Pour une revue des recherches sur cette question nous référons le
lecteur à l’article [21] de Cai Heng Li.
Un outil est au coeur de la résolution des deux parties du problème d’isomorphie
pour les graphes de Cayley holomorphes : les homomorphismes croisés. Ces applica
tions, qui généralisent les homomorphismes usuels entre les groupes, sont présentées
au chapitre 4. Elles apparaissent naturellement dans la résolution du problème d’ïso
morphie pour les graphes de Cayley holomorphes pour deux raisons.
Premièrement, nous verrons que si f1 et f2 sont deux graphes de Cayley iso
morphes et f2 est holomorphe, tout isomorphisme de F1 dans f2 qui envoie ‘G1 sur
‘G2 est un isomorphisme croisé. Ce résultat est démontré au chapitre 6 (proposition
6.4).
Deuxièmement, les homomorphismes croisés seront utiles pour résoudre le deuxième
problème d’isomorphie. c’est-à-dire trouver les groupes H sur lesquels on peut obtenir
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un graphe isomorphe à f = f(G,S). Pour expliquer pourquoi, rappelons que Sabi
dussi [26] a démontré qu’un graphe f peut être représenté sur un groupe H si et seule
ment si Autf contient un sous-groupe isomorphe à H agissant régulièrement sur V(f).
Puisque le groupe d’auomorphismes d’un graphe de CayÏey holomorphe f f(G,$)
est égal à Autf = L(G) AutsG, nous aurons besoin de résultats pour trouver les
sous-groupes de produits semi-directs. Nous utiliserons les homomorphismes croisés





LES GRAPHES DE CAYLEY ET LEURS
AUTOMORPHISMES
1.1. INTRODUCTION
Les trois premiers chapitres de cette thèse sont consacrés à l’étude du groupe d’au
tomorphismes des graphes de Cayley. Notre but premier y est de démontrer l’existence
de familles importantes de graphes de Cayley holomorphes, c’est-à-dire de graphes de
Cayley f f(G, S) ayant comme seuls automorphismes les translations à gauche du
groupe G, et les automorphismes du groupe G qui stabilise S.
Puisque les graphes de Cayley ont en général une structure globale très complexe,
nous tenterons d’exploiter au maximum leur structure locale, c’est-à-dire leur structure
proche de l’identité du groupe sous-jacent. C’est pourquoi, pour analyser le groupe
d’automorphismes d’un graphe de Cayley f = f(G,S) dans l’espoir de démontrer qu’il
est holomorphe, nous procéderons en deux étapes. Nous commencerons par étudier
l’action locale des automorphismes de f, c’est-à-dire l’action des automorphismes de
f fixant 1G sur S, les voisins de ‘G cela afin de prouver qu’ils agissent sur ces voisins
comme le font les automorphismes de G qui stabilisent S. Nous utiliserons ensuite
l’information que nous aurons recueillie sur l’action locale, pour obtenir des résultats
sur la structure globale de Autf. Nous présentons dans ce chapitre les concepts et
outils que nous emploierons, les plus importants étant la notion de graphe de Cayley
localement holomorphe, de localisation et de déviateurs.
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1.2. PRÉALABLEs
Nous introduisons dans cette section la terminologie et la notation qui seront utili
sées dans cette thèse.
Définition 1.1. (Graphe non orienté) Un graphe f est la donnée d’un ensemble de
sommets V(f) et d’un ensemble E(f) de paires d’éléments de V(f) appelé l’ensemble
des arêtes de f. Si {x,y} E E(f), on dit que x est adjacent à y et on écrit [x,y] E E(f).
Si x E V(f), l’ensemble des voisins de x est N(x) {y E V(f) : [x,y] E(f)}.
Nous écrirons N(x;f) si l’on veut préciser le graphe sur lequel on travaille. Un chemin
entre deux sommets x, y E V(f) est une suite de sommets de f de la forme Kx
zÏ,z2,...,z,1 =y) telle que {z,z+i] est une arête pour j 1,2,...,n— 1. La distance
entre deux sommets x et y, noté dist(x,y), est la longueur du plus court chemin entre
x et y. Une (x,y)-géodésique est un chemin de longueur dist(x,y) entre x et y. Enfin,
Nk(X) est l’ensemble des sommets de f dont la distance à x égale à k et Bk(x), la boule
de rayon k centrée en x, est l’ensemble des sommets de f à distance de x plus petite ou
égale à k.
Définition 1.2. (Graphe orienté) Un graphe orienté f est la donnée d’un ensemble de
sommets V(f) et d’une relation anti-réfiexive E(f) C V(f) x V(f) appelée l’ensemble
des arcs de f.
Si x E V(f), l’ensemble des voisins positifs de x est N(x)
=
{y E V(f) : (x,y) E
E(f)}, l’ensemble des voisins négatifs de x est N(x)
=
{y E V(f) t (y,x) E E(f)} et
l’ensemble des voisins de x est N(x) N+(x) UN(x). L’ombre de f est le graphe non
orienté r obtenu en oubliant l’orientation des arcs. Un chemin entre deux sommets ï,
y E V(f) est un chemin dans l’ombre de f. La distance entre deux sommetsx,y E V(f)
est donc la distance entre x et y dans l’ombre de f. La notion de géodésique et les
ensembles Nk(x) et Bk(x) sont définis en utilisant cette distance.
Définition 1.3. (Isomorphisme et automorphisme de graphe) Si f et f’ sont deux
graphes, un isomorphisme o: f —* f’ est une bijection de V(f) dans V(f’) qui pré
serve l’adjacence, c’est-à-dire qui satisfait à [x,y] E E(f) [a(x),o(y)] E E(f’). Si
f et f’ sont deux graphes orientés, un isomorphisme o t f ,‘ f’ est une bijection de
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V(P) dans V(f’) qui satisfait à (x,y) e E(f) (o(x),a(y)) e E(f’). Un automor
phisme de f est un isomorphisme de f dans f.
L’ensemble des automorphismes de f forme un groupe sous la composition de
fonctions, dénoté Autf.
Remarquons que si f est un graphe orienté tel que E(f) est une relation symétrique
sur V(f) (c’est-à-dire si (x,y) e E(f) (y,x) E E(f)), alors f et son ombre Ï pos
sèdent les mêmes propriétés, en particulier ils ont le même groupe d’automorphismes.
C’est pourquoi nous identifierons souvent f à Ï quand E(f) est symétrique.
Pour finir, voici la définition du stabilisateur:
Définition 1.4. (Stabilisateur) Soit H un groupe de permutations agissant sur un en
semble E. Si S C E, le stabilisateur de S, dénoté lis, est le sous-groupe des permuta
tions de H qui stabilisent S, c’est-à-dire
Hs={feH:f(S)CS}.
Si S = {x}, nous écrirons simplement H.
Si H est le groupe d’automorphismes d’un groupe G ou d’un graphe f, nous écri
rons Aut5G et Autsf pour dénoter les stabilisateurs de S dans AutG et Autf.
1.3. LEs GRAPHES DE CAYLEY
Si G est un groupe, nous utiliserons 1 ou ‘G pour dénoter l’élément neutre de G.
Définition 1.5. (Sous-ensemble de Caytey) Soit G un groupe ayant 1 comme identité.
Un ensemble S de générateurs de G ne contenant pas 1 est appelé un sous-ensemble de
Cayley de G. Un sous-ensemble de Cayley S est dit symétrique si a E S a1 E S. Un
sous-ensemble de Cayley S est dit anti-symétrique si (a E S et o(a) > 2) a1 S.
Définition 1.6. (Graphe de CayÏey non orienté) Soit G un groupe et S un sous-ensemble
de Cayley symétrique de G. Le graphe de Caytey f = f(G,S) est le graphe ayant G
comme ensemble de sommets et {[x,y] : x1y E S} comme ensemble d’arêtes.
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Définition 1.7. (Graphe de CavÏev orienté) Soit G un groupe et S un sous-ensemble
de Cayley de G. Le graphe de Cayley orienté f = f(G, S) est le graphe orienté ayant
G comme ensemble de sommets et {(x,y) : x1y e S} comme ensemble d’arcs.
Nous écrirons parfois f(S) au lieu de f(C,S).
Remarquons que si f = f(G, S) est un graphe de Cayley orienté, l’ensemble des
voisins de l’identité de G est égal à , la fermeture de S, définie comme suit:
Définition 1.8. (Fermeture de S) Soit G un groupe et S un sous-ensemble de G. La
fenneture (plus précisément la fermeture symétrique) de S est = SUS’.
Cette thèse traite des graphes de Cayley orientés, à l’exception du chapitre 2 qui
porte sur des graphes de Cayley non orientés. Mais évidemment, la majorité de nos
résultats s’applique aussi aux graphes de Cayley non orientés puisque si $ est symé
trique, le graphe de Cayley orienté engendré par S est équivalent à son ombre, le graphe
de Cayley non orienté engendré par S. Pour alléger nos figures, nous représenterons la
plupart du temps les graphes de Cayley orientés engendrés par un sous-ensemble de
Cayley symétrique par leur ombre.
1.3.1. Automorphismes des graphes de Cayley
Les faits suivants sont bien connus et remontent à Cayley. Soit f = f(G, S) et u e G.
L’application À : G — G définie par la règle
À(x) = ux, x e G,
est un automorphisme de f, appelé translation à gauche de G ou simplement transla
tion. L’ensemble des translations à gauche de G, dénoté L(G), est un sous-groupe de
Autf qui est isomorphe à G et qui agit régulièrement sur V(f).
Le théorème suivant de Sabidussi [26] caractérise les graphes de Cayley orientés
Théorème 1.9. Un graphe orienté f est un graphe de Cayley orienté si et seulement
si Autf contient un sous-groupe agissant régulièrement sur V(f).
La spécificité des graphes de Cayley provient donc de leur groupe d’automor
phismes. C’est pourquoi il est intéressant d’étudier ce groupe plus en profondeur.
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Ce que nous savons à présent du groupe d’automorphismes de f = f(G,S) est
qu’il contient le groupe des translations L(G). Si ci est un automorphisme de f, ces
translations nous permettent d’obtenir la factorisation
ci
=
a(1) ° (a(1)’ °
où 2(1)_1 o ci est un automorphisme de f stabilisant 1. Si Aut1f dénote l’ensemble des
automorphismes de f qui fixe 1, cela donne la décomposition suivante:
Proposition 1.10. (Décomposition de Autf) Soit f = f(G,$) un graphe de Cayley
orienté. Ators
Autf = L(G)Autif.
De plus, si ci E Autf, il existe un unique x E G et T E Aut;f donnant
ci = or.
Par conséquent, dans le cas des graphes de Cayley, l’étude de Autf peut se réduire
à l’étude de Aut;f.
En plus des translations à gauche, une autre classe d’automorphismes de f découle
directement de la structure du groupe G.
Proposition 1.11. Soit f = f(G, S). Le stabilisateur de S dans AutG, dénoté Aut5G,
est un sous-groupe de Autjf. Ce sous-groupe est le normalisateur de L(G) dans Aut1f.
Remarque 1.12. Puisque les automorphismes appartenant à Aut1f doivent stabiliser
le voisinage de ‘G dans f, c’est-à-dire S, les éléments de AutsG sont les seuls auto
morphismes du groupe G qui sont des automorphismes de f.
1.3.2. Graphes de Cayley holomorphes
Le produit du groupe des translations à gauche et de celui des automorphismes de
groupes stabilisant S sera appelé l’holomorphe de G relatf à S puisqu’il est, comme
l’holomorphe usuel, un produit de L(G) et d’un groupe d’automorphismes de G, en
l’occurrence AutG relativisé à S. Nous le noterons Hols(G). Remarquons que tout
comme l’holomorphe de G, l’holomorphe de G relatif à S est isomorphe à un produit
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semi-direct:
Hols(G) L(G) )1 AutsG.
Il est naturel de demander quand Aut1f est égal à AUtG. Si un graphe de Cayley
vérifie cette propriété, alors
Autf = L(G)AutsG Hols(G).
C’est pourquoi nous dirons des graphes vérifiant cette propriété qu’ils sont holomorphes:
Définition 1.13. (Graphe de Cayley holomorphe) Un graphe de Cayley orienté f
f(G,S) est dit hotomorphe si
Aut1f = AutsG.
Ces graphes de Cayley furent définis en premier lieu par Ming Yao Xu [29]. Cet au
teur conjectura que la vaste majorité des graphes de Cayley sont holomorphes. L’objec
tif des trois premiers chapitres de cette thèse est de montrer que d’importantes familles
de graphes de Cayley sont holomorphes afin de renforcer cette conjecture.
Rappelons que Ming Yao Xu emploie le terme normal au lieu d’holomorphe car un
graphe de Cayley est holomorphe si et seulement si le groupe des translations L(G) est
normal dans Autf. Cette équivalence découle de la proposition 1.11.
Malgré le langage convenable introduit dans la définition 1.13, le fait d’être bob
morphe est une propriété non pas du graphe mais de la paire (G, S) : si f = f(G1,S1)
est holomorphe et f2 f(G2,52) est isomorphe à f
,
alors f2 n’est pas forcément







FIG. 1.1. Les cubes f1 et f2.
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Exemple 1.14. Le graphe f1 =f((Z2)3,{(1,0,0), (0,1,0), (0,0, 1)}) est holomorphe,
tandis que f2 = f(Z2 x Z4, {(1,0), +(0, 1)}) ne l’est pas. Ortous deux sontisomorphes
au cube de dimension trois, comme ont peut le voir à la figure 1.1.
Pour voir pourquoi f2 n’est pas holomorphe, il suffit de constater que les auto
morphismes appartenant à Aut;f2 peuvent envoyer un générateur d’ordre 2 sur un
générateur d’ordre 4 puisqu’ils peuvent interchanger les carrés
((0,0), (1,0), (1,1), (0,1), (0,0)) et ((0,0), (0,1), (0,2), (0,3), (0,0)).
Remarquons que ces carrés découlent respectivement de la relation de commutation
(1,0) + (0,1)— (1,0) —(0,1) = O et de la relation cyclique (0,1) + (0,1) + (0,1) +
(0. 1) 0. Nous montrerons au chapitre 3 que de nombreux graphes de Cayley respec
tant ces deux types de relations sont holomorphes.
1.3.3. Graphes de Cayley localement holomorphes
Soit f = f(G,S) un graphe de Cayley orienté quelconque. Afin de trouver des
conditions forçant f à être holomorphe, nous avons besoin de comparer l’action des




j est l’inclusion de AutsG dans Aut1f;
r est la restriction de l’action de Aut1f à (considéré comme ensemble
de voisins de 1 dans f) et est le groupe symétrique sur
s est la restriction de l’action de AutsG à 3.
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Remarquons que les automorphismes appartenant à Aut1f stabilisent l’ensemble d’arcs
{ (1,a) : a S}. Le groupe Im(r) est donc constitué, comme le groupe Im(s), de per
mutations qui stabilisent S.
Les applications i, r et s sont des homomorphismes. Elles vérifient les propriétés
suivantes, où Autt1 f dénote le sous-groupe de Aut1f qui fixe les sommets de la boule
Bi(1).
(Ï) s = roi (commutativité du diagramme);
(2) Ker(r) = Aut’ f;
(3) s est un monomorphisme;
(4) Im(s) E Im(r).
Un cas particulier important de la propriété (4) est spécifié par la définition sui
vante:
Définition 1.15. (Graphe localement hotomorphe) Un graphe de Cayley orienté f
f(G,S) est dit localement holomorphe si Im(r) = Im(s).
En d’autres mots, f est localement holomorphe si les automorphismes appartenant
à Aut1f permutent les éléments de comme le font les automorphismes de G qui
stabilisent S.
Si f est localement holomorphe. Aut;f se factorise comme suit:
Proposition 1.16. (Décomposition de Aut1f) Soit f = f(G, S) un graphe de CayÏey
localement holomorplie. Alors
Aut;f o AutsG y Aut’ f.
DÉMoNsTRATIoN. Puisque Im(r) Im(s) et que s est injectif, s o r est une ré
traction de Aut1F sur Aut5G ayant Aut1 f comme noyau. Par un théorème stan
dard sur les produits semi-directs (voir par exemple Rotman [25] p.22), Aut1f
Aut5GxAutt1f. D
La proposition suivante justifie le choix du terme “localement holomorphe”.
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Proposition 1.17. Un graphe de Caytey F = f(G, S) est hotomorphe si et seulement si
il est localement hotomorphe et Autt1 f = Ide.
DÉMONSTRATION. Tout d’abord, si f est holomorphe, j = Id. Par conséquent s
roi r. Donc Im(s) = Im(r). De plus, puisque s est un monomorphisme, Aut’)F =
Ker(r) IdG.
Réciproquement, supposons que f est localement holomorphe et que Aut’) f =
IdG. Alors, par la proposition 1.16, Aut1f Aut5G x Aut’ F = Aut5G. D
Remarque 1.18. La proposition 1.17 entraîne en particulier que si Aut1 f $ Ide, alors
F n’est pas holomorphe. Cette condition est souvent utile pour vérifier qu’un graphe
de Cayley orienté n’est pas holomorphe.
Pour conclure cette section notons qu’un graphe de Cayley F f(G, S) peut satis
faire l’équation
AutWf=IdG (1.2)
sans être localement holomorphe et que, réciproquement, un graphe de Cayley peut
être localement holomorphe sans satisfaire à l’équation (1.2).
Exemple 1.19. Le graphe f2 = f(Z2 xZ4,{(1,O),+(O,1)}) de l’exemple 1.14 n’est
pas localement holomorphe mais satisfait l’équation (1.2). Nous verrons au chapitre
2 que MBS(4) = f(t4,{(12),(23),(34),(14)} est localement holomorphe mais ne
vérifie pas l’équation (1.2) (voir le théorème 2.8 et la proposition 2.15).
1.4. LOCALISATIONS ET DÉVIATEURS.
Soit f = f(G,S) un graphe de Cayley orienté. L’approche que nous avons adoptée
pour analyser le groupe d’automorphismes de f est de voir chaque arc de f coloré par
le générateur qu’il représente. L’intérêt de ce coloriage réside dans le fait qu’il donne
une caractérisation simple des automorphismes de f appartenant à L(G), Aut5G et
Hols(G). Les éléments de L(G) sont les automorphismes de f qui fixent les couleurs,
c’est-à-dire les automorphismes qui stabilisent, pour chaque couleur, l’ensemble des
arcs ayant cette couleur. Les éléments AutsG sont les automorphismes de F qui fixent
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l’élément neutre du groupe G et qui déplacent en bloc les couleurs si un arc coloré
par a est envoyé sur une arc coloré par b, alors tous les arcs portant la couleur a sont
envoyés sur des arcs portant la couleur b. Les éléments de Hols(G) sont quant à eux
les automorphismes de f qui déplacent ls couleurs en bloc.
1.4.1. Les localisations
Afin de décrire l’action des automorphismes de f sur les couleurs, nous introdui
sons les localisations. Si c est un automorphisme de f, l’ensemble des localisations de
Œ est une famille de permutations des couleurs 3, indicées par les sommets de f. Pour
des raisons techniques, l’arc (x,xa) de couleur a est perçu par le sommet y = xa de
couleur a1. C’est pourquoi nous utilisons comme ensemble de couleurs.
Les localisations sont au centre de notre analyse du groupe d’automorphismes des
graphes de Cayley car elles permettent d’exploiter l’information recueillie sur l’action
locale de Autf (c’est-à-dire l’action de Aut1f sur pour obtenir des résultats sur
l’action globale de Autf.




est appelée la localisation de a en x.
Remarquons que E Autf. Écrit explicitement,
y E V(f), (1.3)
cY()(a)=O(X)’G(Xa), aES. (1.4)
Par conséquent, l’automorphisme G(X) appartient à Aut1f et agit autour de l’identité
comme le fait c autour de x, en ce sens que
= (x)a(x)(y), (1.5)
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et G(x) est une permutation de qui représente t ‘action induite par sur les couleurs
des arcs incidents à x . Cette permutation décrit comment envoie les voisins de x
sur les voisins de a(x) puisque
o((x,xa)) = ((x)(x)G(X)(a)), poura ES, (1.6)
et
((xa,x))=(a(x)o(X)(a),(x)), pourae\S. (1.7)
C’est à cause de cette propriété que a(x) est appelée la localisation de a en x. Re
marquons que les localisations sont obtenues en prenant la restriction à d’automor
phismes appartenant à Aut;f. Par conséquent, toute information sur l’action de Aut1f
sur se traduit en information sur tes localisations. En païicuiiei si f est localement
holomorphe, les localisations sont des restrictions à S d’automoiphisnzes appartenant
à Aut5G.
Pour des raisons techniques, voici quelques propriétés des automorphismes de la
forme G(x) -
(Ri) (aot)(X) (r(x)) ot(x);
(P.2) at = ((x))(Y);
(P.3) si a fixex, &) = ?_ oaoÀ. L’automorphisme est donc dans ce cas conju
gué àGdansL(G);
(P.4) si E Aut1f, alors t1) = g.
‘Par exemple, si r envoie l’arc incident à x coloré par a sur un arc coloré par b, alors (x) ta) = b.
52
Nous donnons ici la preuve de deux de ces propriétés:
(r(x)) ot(x)










Les localisations satisfont quand à elles les propriétés (où ,t e Autf et x,y e
(P.5) (aor)(X) (r(x))0t(x)
(P.6) ((X))() =
(P.7) si e Aut1f, alors = r(a)
(P.8) c est une translation à gauche si et seulement si = Id, pour tout x e V(f).
(Cette proposition signifie que les translations à gauche sont les automorphismes
de f qui fixent les couleurs.)
(P.9) e Hols(G) si et seulement si (x) = r(), pour toutx e V(f);
(Cette proposition signifie que les automorphismes dans l’holomorphe de G re
latif à S sont les automorphismes de f qui déplacent les couleurs en blocs.)
Remarquons que la propriété (P.9) donne un caractérisation des graphes de Cayley
holomorphes : un graphe de Cayley f est holomorphe si et seulement si, pour tout e
Autf, toutes les localisations de c sont égales, c’est-à-dire indépendantes du sommet
de localisation.
Si o e Aut1f, les localisations {a() : x e V(f)} décrivent entièrement o
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Proposition 1.21. Soit o E Aut1F etx aya. . a1 E V(f), où a , a2, , a1 E S. Posons
xo 1 etx = ala2...aipouri= l,...,t.Ators
1—1
0(x) = f1cY()tai÷1). (1.8)
i=O
DÉMoNSTRATIoN. Découle immédiatement du fait que
= o(xj)’o(xjaj+i) =
D
La proposition 1.21 a comme corollaires les propriétés suivantes. Pour o E Aut1f
(P.1O) o = IdG si et seulement si 0(x) = Id, pour toutx E V(f);
(P. 11) 0 E Aut5G si et seulement si 0(x) = 0(1) = r(o), pour tout x E V(F);
(Cette proposition signifie que les automorphismes de G qui stabilisent S sont
les automorphïsmes de f qui fixent 1 et qui déplacent les couleurs en blocs;)
(P.12) Si o = tou, OÙ T E Aut5G et u E Aut’f (la décomposition de la proposition
1.16) alors o = rQc) et 0(x) = r(r) OU(x).
(P.13) Si Aut(c)f dénote le sous-groupe de Aut1f qui fixe les sommets de la boule
de rayon k autour de 1, 0 E Aut(k) f si et seulement si 0(x) Id, pour tout
xEBk_1(1).
1.4.2. Les déviateurs
Pour démontrer qu’un graphe de Cayley f est holomorphe il faut montrer que pour
tout o E Autf, les localisations de o satisfont à
0(x) 0(1), pour toutxE V(f).
Pour comparer 0(x) 0(1) on introduit les ensembles déviateurs
= {(0(1))_10(a) O E Autif}, a E S.
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Comme le montre la prochaine proposition, l’intérêt de ces ensembles réside dans le
fait qu’ils permettent de majorer la déviation des localisations (x)’ x E G, de la locali
sation
Proposition 1.22. Soit c E Aut;f, x = ala2. ai E V(f), où aj , a2,. . . , ai E . Alors il
existe fi E Aaj, j = 1, . . . , Ï, donnant
DÉMONSTRATION. Si x = a1 . . . a, pour j = O... . , Ï, alors
(x) = = (a(l) (a(l) )1) (a(xi) @(xl))1) @(xii) @(xii))’) G(xi)
= G(;) (@(l))’a(xj)) ((a(x1))’(2)).. ((a(xji))’a(xi)).
Posons, pour un j E {1, . . . ,l} fixé,
T =
Alors, par (P.6),




:= = (T(l))’t(a.) E Aaj.
D
Remarque 1.23. Soit o E Aut1F, x E G et a é . La preuve de la proposition 1.22
implique que @(x))(xa) E Aa.
Le prochain résultat, qui est un corollaire de la proposition 1.22, montre que toute
localisation d’un automorphisme o E Aut’ f est un produit d’éléments apparte
nant aux déviateurs. Donc, en un sens, les déviateurs “engendrent” les localisations des
automorphismes appartenant à Aut1 f.
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Corollaire 1.24. Soit c e Autt1f etx = ala2 . .at V(f), où al,a2,.. ,at E 3. Alors
il existe ‘r e Aaj, pour j 1,. . , t, donnant
0(x)=fl1°fl2°”°flt
1.4.3. Déviateurs et graphes de Cayley holomorphes
On peut vérifier aisément à l’aide des ensembles déviateurs Aa, a E , si un graphe
de Cayley est holomorphe:
Proposition 1.25. Soit F = f(G, S) un graphe de Cayley orienté. Alors f est holo
morphe si et seulement si les ensembles déviateurs sont triviaux, c ‘est-à-dire si
Aa Id, Va E
DÉMONSTRATION. Par définition, f est holomorphe si et seulement si
Aut;f Aut5G,
c’est-à-dire si et seulement si, pour tout a E Aut1f
G(x) = (i) pour toutxE V(f). (1.9)
Si f est holomorphe, alors, pour tout G E Aut1f et a E S,
((1))(a) = (a(;))’a(l) = Id.
Donc les déviateurs Aa, a E , sont tous égaux à Id.
Réciproquement, si les déviateurs Aa, a E , sont triviaux, la proposition 1.22 im
plique que l’équation (1.9) est satisfaite pour tout c e Aut1f, donc que f est bob
morphe. D
Les déviateurs donnent donc en un sens une mesure de la déviation de f de t ‘holomor
phie . sites déviateurs sont petits, f est proche d’être holontoiphe, si les déviateurs
sont grands, f est loin d’être hotomorphe. Ces pourquoi ces ensembles sont appelés
les déviateurs.
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1.4.4. Déviateurs et graphes de Cayley localement holomorphes
Dans le cas des graphes de Cayley orientés localement holomorphes, les dévia
teurs deviennent des groupes et leu;: calcul se simplifie. Pour le voir introduisons les
ensembles
(Aut(’) f)(a) {G(a) : ci E Aut f}, a E . (1.10)
Remarquons que ces ensembles sont des groupes. En effet, si a E , la propriété (P.3)
implique que
(Aut’)f)(a) = r(À_i oAut(’)fo2a),
donc que (Aut(’) F)(a) est une image homomorphe du groupe Aut’ f.
Rappelons que cita) décrit comment ci envoie les voisins de a sur les voisins de cY(a)
(voir les équations 1.6 et 1.7). Si ci E Autt1 f et a E 3, alors ci fixe a. Donc ci stabilise
l’ensemble des voisins de a. Par conséquent le grotipe (Aut(’) F)(a) décrit comment
Autt1 f permute les voisins de a. Voici le résultat:
Proposition 1.26. Si f est localement hoÏomoiphe, alors les déviateurs sont des groupes
et, pour tout a E S,
Aa = (AutW 1’)(a).
DÉMONSTRATION. D’une part
Aa {(ci(l)Y’G(a) : ci E Aut(’f} = {cia1 : ci E AutWf} = (AUtt1f)(a).
D’autre part, si ci E Aut1f, il exister E Aut5G et u E Autt1f donnant ci = ‘rou (la
décomposition de la proposition 1.16) et vérifiant t) rQr) ci(l) pour tout y E G
(voir (P.11) et (P.12)). En isolant u et en appliquant la propriété (R5) on obtient
u(a) (t1) (a(a)) 0 cita) = (ci(l) )1 0 cita),
qui implique que (ci(l))’ci(a) E (Aut(’) F)(a). D
Quand f sera localement holomorphe nous appellerons les Aa = (Aut(’) f)(0), a E
, les groupes déviateurs de f.
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Si f est localement holomorphe, il existe une relation étroite entre t ‘action de
Aut’ f sur V(f) et l’action des groupes déviateurs Aa, a sur . Les propositions
suivantes sont des exemptes de cette relation.
Propositiân 1.27. Soit f = f(G, S) un graphe de Cavtey localement holomorphe. Alors
Aut1 f = Id si et seulement si les groupes déviateurs sont triviaux, c’est-à-dire si
& = Mg, Va e S.
DÉMONSTRATION. Découle de la proposition 1.2 1, du corollaire 1.24 et de la propo
sition 1.26. D
Proposition 1.28. Soit f = f un graphe de Cavley localement Ïzotontorphe. Si un
nombre premier p divise l’ordre de Autt1 f, alors p divise l’ordre d’un des groupes
déviateurs Aa, a e
Réciproquement, si un premier p divise t ‘ordre d ‘un des groupes déviateurs Aa,
a e , alors p divise l’ordre de Aut’ f.
DÉMoNsTRATION. Découle de la proposition 1.35 que nous prouverons à la fin du
chapitre. D
Proposition 1.29. Soit f = f(G, S) un grapÏze de Cayley localement holomorphe et S’
un sous-ensemble de S. Alors f’ = f(S’) est stabilisé par Aut’ f si et seulement siS’
est stabilisé par tes groupes déviateurs A, a E S’.
DÉMONSTRATION. Découle de la proposition 1.21, du corollaire 1.24 et de la propo
sition 1.26. D
1.4.5. Localisations et critère d’isomorphie
Voici un autre résultat illustrant le lien entre les automorphismes d’un graphe de
Cayley orienté f fixant 1 et leurs localisations. Nous l’utiliserons au chapitre 3.
5$
Proposition 1.30. Soit f = f(G,S) un graphe de CayÏey orienté, 51,52 C S et G E
Aut1f. Alors c(f(Sj)) = f(S2) si et seulement si
G()(5l) =S2, pourtoutx E V(f(S;)). (1.11)
Remarque 1.31. Si a(f(S1)) = f(52), alors
f(Si) f(52)
est un isomorphisme de graphes. La proposition 1.30 est donc un critère pour l’isomor
phie de f(Si) et f(52).
DÉMONSTRATION DE LA PROPOSITION 1.30. Montrons d’abord la nécessité de
(1.11). SixE V(f(S1)) etaS1, alors
(G(x),a(xa)) e E(f(52)),
donc
= G(x)’G(xa) e 52.
De plus, puisque l’application suivante est une bijection
N(x;f(Sj)) N(x;f(Si)) —k N(a(x);f(S))




Pour démontrer la réciproque, remarquons premièrement que si x = a1a2 . . . aj E
V(f(Si)),oùa17a27...,a1ESi,etsix=aia2...a,a1ors
a(x) = flG()(aj+1) E V(f(S2)),
car a(,)(a+1) E S2 pour i 0,1,... 71—1. Donc
a(V(f(Si)) C V(f(S2)).
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Pour vénfier que a(V(f(Si)) = V(F(S2)), considérons y =b1b2...b, E V(f(S)),
où b1,b2,...,b1 e S2, et construisons x E V(f(31)) satisfaisant à a(x) = y. Posons
xo = 1, et pour i = 1,2,. . . , Ï définissons par récurrence a = (a(_1))’(bI) et x
ala2 . . . a,. Alors, si x = x1,
t—1 t—1
a(x) =Ht(ai+i) =flb+i =y.
i=O i=O
Finalement, f(s1) f(S1) —* f(S7) est un homomorphisme de graphes, puisque,
pour toutx E V(F(S1)) et a E Si, on a
é S,
donc que
o((x,xa)) = (atx),a(x)a(X)(a)) e E(T(S)).
Ainsi a(E(f(Si)) =E(f(S2)). D
1.4.6. Diviseurs premiers de l’ordre des groupes Aut(k) I’
Considérons Aut(k) f, le sous-groupe de Aut1f qui fixe les sommets de la boule de
rayon k autour de 1. Nous démontrerons ici un théorème permettant de déterminer, à
l’aide des localisations, les diviseurs premiers de l’ordre des groupes de la chaîne
Aut1F = Aut° f > Aut(’) f> ... > Autt F>.
Soit k E N et x E Nk(l). Considérons l’ensemble de localisations
(Aut) f)() {) T E Aut f}
Cet ensemble est un groupe car il est une image homomorphe du groupe Aut(k) f,
puisque par la propriété (P.3)
(Autf)() = r(Xx-1 oAutfoX).
Ce groupe décrit comment Aut(k) f agit sur les couleurs des arcs incidentes à x.
La famille des groupes (Aut(k) f)()7 x E Nk(l), permet de déterminer les diviseurs
premiers de l’ordre de Aut(k) f
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Théorème 1.32. Soit f = f(G, S) un graphe de Caytey orienté et k un nombre naturel.
Si un nombre premier p divise o(Auttk) f), alors p divise l’ordre d’un des groupes
(Aut f) X E Nk(l).
Réciproquement, si un premier p divise l’ordre d’un des groupes (Aut(’) f)(1) .t E
Nk(l), alors p divise o(Aut(k) f).
Nous nous servirons du lemme suivant pour faire la preuve de ce théorème.
Lemme 1.33. Soit a un automorphisnze appartenant à Autt’ f, dtfférent de l’identité.
Alors il existe t E Aut(k) f, conjugué à ci dans L(G), etx E Nk(l) tels que T(x) Id.
DÉMONSTRATION DU LEMME. Soit 1 max{i: ci E Aut() f}. Puisque ci e Aut(k) p
et ci $ IdG, k < 1 <diamf. Par définition de 1, on a ci Ø Aut1 f. Cela entraîne, par
la propriété (P.13), l’existence d’un z E Nt(1) tel que ci(z) Id.
Choisissons w, un sommet de f à distance k de z et à distance t — k de 1 (donc, un
sommet d’une (1,z)-géodésique), et considérons
(w)




De plus, t appartient à Aut(k) f, car, pour tout y e Bk(l), on a









Finalement, x := w1z est un élément de Nk(l) satisfaisant à
t(x) (z) Id.
D
DÉMONSTRATION DU THÉORÈME. Soit p un diviseur premier de o(Aut(k) f) et
a E Aut(k) f d’ordrep. Par le lemme 1.33, il existe t Aut) f conjugué à G dans
L(G), etx e Nk(l) tels que t(x) id. Puisque
T(x) = r(À_i oTo?),
l’ordre de t(x) divise 0(r) = 0(G). Cela entraîne que oQr()) =p, et donc quep divise
l’ordre de (Aut(k) f’) (x)
Réciproquement, si x E Nk(l), le groupe (Aut(k) f)() est une image homomorphe
du groupe Aut” f. Donc, les diviseurs premiers de (Aut(’) flt1 sont inclus dans l’en
semble des diviseurs premiers de Aut(k) f D
Nous n’utiliserons pas dans cette thèse le théorème 1.32 sous sa forme générale,
mais plutôt les deux propositions qui suivent qui sont ses corollaires.
Proposition 1.34. Soit f = f(G, S) un graphe de Caytev orienté. Alors o(Aut1f) et
o(Im(r)) ont les mêmes diviseurs premiers.
DÉMONSTRATION. Cette proposition découle du cas k = O du théorème 1.32 et de
l’équation
(Aut°) f)(;) = (Autlf)(l) = Im(r).
D
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Pour k = 1, les (Aut(”) f)() x E Nk(l), deviennent les groupes déviateurs Aa =
(Aut(’) f)(a)’ a E , définis à la section 1.4.4. Les groupes déviateurs permettent de
trouver les diviseurs premiers de l’ordre de Aut1 f
Proposition 1.35. Soit f = f(d, S) un graphe de Caytey orienté. Si un premier p divise
o(Aut(’) f), alors p divise l’ordre d’un des groupes déviateurs Aa, a E S.




GRAPHES DE CAYLEY ENGENDRÉS PAR DES
TRANSPOSITIONS
2.1. INTRODUCTION
Dans ce chapitre nous déterminons le groupe d’automorphismes de tous les graphes
de Cayley basés sur un groupe symétrique ou sur un produit de groupes symétriques
et engendrés par des transpositions. Nous montrerons que ces graphes sont tous holo
morphes, à l’exception de ceux dont le graphe de transpositions contient une compo
sante qui est un graphe complet d’ordre supérieur à 3 ou un graphe carré. Notons que
la famille des graphes de Cayley engendrés par des transpositions contient plusieurs
familles importantes de graphes de Cayley
• les graphes de tri par percolation BS(n) = f(,7, {(1 2), (23),..., ((n — 1)n)};
• les graphes de tri par percolation modifiés
MBS(n) = f(,{(12),(23),...,((n— 1)n),(nl)}.
• lesgraphesétoilesST(n)=f(e,7,{(12),(13),...,(ln)};
• les graphes étoiles généralisés MST(n,k) F(,1,{(ij) 1 < i <k et k+ 1 <
j<n});
• Les graphes à transpositions complètes
CT(n) = f(e,1, {(ij): 1 < < , 1 < < , j}).
• Les hypercubes
H(n) = f({i,2} X {3,4} X ... X {2n-1,2n} {(1 2), (34) . . . ((2n — 1) 2n)}).
Tout au long de ce chapitre, S représentera un ensemble de transpositions de E
tel que supp(S) = {1,2,. . . ,n}, G le groupe engendré parS et f = f(G,S) le graphe
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de Cayley basé sur G et engendré par S. Remarquons que S est toujours un sous-
ensemble de Cayley de G qui est symétrique car a e S a1 = a e S. Puisque S
est symétrique, = S. Nous remplacerons donc par S quand nous ferons appel aux
résultats du chapitre 1.
2.2. LE GRAPHE DE TRANSPOSITIONS
L’ensemble de transpositions S porte une structure qui découle du comportement de
ses éléments par rapport à la multiplication dans deux éléments peuvent commuter
ou non. Le graphe de transpositions (introduit pour la première fois par Polya), que
nous définissons dans le prochain énoncé, encode cette information. Il sera un outil
important d’analyse des symétries de f.
Définition 2.1. Le graphe de transpositions de S, dénoté T, est le graphe ayant supp(S) =
{ 1,2,. . . , n} comme ensemble de sommets et {[i, j] (ii) E comme ensemble d’arêtes.
Remarque 2.2. Les arêtes de T représentent les transpositions appartenant à S. Pour
cette raison, nous dirons souvent d’une transposition qu’elle “est une arête” et de deux
transpositions qu’elles sont “adjacentes” si les arêtes de T qui les représentent ont un
sommet en commun.
Remarquons que le groupe engendré par S est égal à 6, si et seulement si T est
connexe. Si T n’est pas connexe, G est un produit direct de groupes symétriques.
Comme nous l’avons mentionné dans l’introduction, nous montrerons que tout
graphe de Cayley f = f(G,S), engendré par des transpositions, est holomorphe, c’est
à-dire a comme groupe d’automorphismes
Autf = L(G)AutG,
sauf si le graphe de transpositions de S contient une composante qui est un graphe
complet d’ordre supérieur à 3 ou un graphe carré. Nous montrerons aussi que
Aut3G AutT5
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si T ne contient pas d’arêtes isolés. Ces deux résultats généralisent le théorème de
Godsil et Royle [15] qui affirme, dans le cas où G = 6, (c’est-à-dire quand T est
connexe), que AutF = L() si S est un ensemble minimal de générateurs de et le
groupe d’automorphismes de T est trivial. Ces deux résultats entraînent aussi que f est
un GRR si et seulement si AutTs est trivial, et que f est arête-transitif si et seulement
si T l’est. Nous verrons finalement que si f1 = f(G1,Si) et f2 = f(G2,S2) sont deux
graphes de Cayley engendrés par des transpositions, alors f1 f2 si et seulement si
T1 T2.
Revenons au diagramme (1.1) que nous avons introduit pour comparer l’action des
groupes Aut1f et AutsG sur = S. Le graphe de transpositions T permet d’y ajouter
l’homomorphisme y:
Y
AutTs —-e- AutsG Aut;f
L’homomorphisme y est défini par la règle a i—y YŒ’ où y dénote la conjugaison par
Œ. Remarquons que si Œ E est un automorphisme de T, Ya est bien un automor
phisme de G qui stabilise S, car
Proposition 2.3. AutT = (S), te normalisateur de S dans
.
DÉMONSTRATION. Soit ci E 6. Puisque T est fini, ci E AutT5 si et seulement si
[i,j] e E(Ts) ,‘ [ci(i),ci(j)] e E(T),
ce qui est équivalent à
(ii) Sci(ij)ci1 =(ci(i)ci(j))eS
(car [i,j] E E(T) si et seulement si (ii) e S), et donc à ci N,1(S). D
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Le noyau de y est le groupe engendré par l’ensemble de transpositions {(ij)
[i, j] est une arête isolée de Ts}, c’est-à-dire l’ensemble des transpositions de S dis
jointes des autres transpositions de S. L’homomorphisme y est donc injectif si et seule
ment si T5 ne contient pas d’arêtes isolées.
Remarquons finalement qu’en identifiant $ aux arêtes de T5, la permutation s(yŒ)
peut être vu comme l’automorphisme du une-graphe L(Ts) induit par cL, car
[s(ya)j((ij)) = (Œ(i)a(j)).
2.3. H0L0M0RPHIE LOCALE
Le but principal de cette section est de démontrer que f est localement holomorphe,
c’est-à-dire que Aut;f agit sur S comme Aut5G.
Pour obtenir ce résultat nous montrerons que
Im(r) =Im(soy). (2.1)
Cette équation signifie que toute restriction r(c), ci Aut;f, peut être vu comme un
automorphisme du line-graphe L(T5) induit par un automorphisme de T5. Pour montrer
que l’équation (2.1) est vérifiée, nous aurons besoin des résultats qui suivent sur la
structure de f.
Lemme 2.4. Soit a, b deux transpositions distinctes de S. Le nombre de (1, ab)-géodésiques
dans f est:
2, si a et b sont des arêtes non adjacentes de T5; ces géodésiques sont
(1,a,ab) et (1b,ba =
1, si a et b sont deux arêtes adjacentes de T5 qui ne font pas partie d’un
même triangle de T5; cette géodésique est (1, a, ab);
3, si a et b sont deux arêtes d’uit triangle de Ts; si c est ta troisième
arête du triangle, tes trois géodésiques sont (1,a,ab), (1,b,bc = ab) et
(1,c,ca = ab).
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DÉMONSTRATION. Soit a’, b’ e S tels que a’b’ = ab. Il est clair que u’ et b’ sont deux
transpositions adjacentes si et seulement si n et b le sont.
Si n et b sont adjacentes, on peut supposer sans perdre de généralité que u = (12),
b = (23), n’ = (ii) et b’ (jk). On obtient ainsi que (ijk) = (123). Par conséquent
a’,b’ sont ou bien égales à (12), (23) ou à (23), (13) ou à (13), (12). Il y a donc dans
ce cas trois (1, ab)-géodésiques dans f si (13) e S et une sinon.
Si n et b ne sont pas adjacentes, alors il est clair que a’, b’ sont égales à a,b ou à
b,a. D
Lemme 2.5. Soit a, b, c des transpositions distinctes de S. Alors
(i) il y a un unique carré dans f qui passe par a et b si et seulement si a n ‘est pas
adjacente à b. De plus, ce carré est f([a,b}).
(ii) il y a un unique K3,3 dans f qui contient u, b et e si et seulement si a, b, c sont tes
arêtes d’un triangle de T. De plus, ce K3,3 est f({a, b, c}).
DÉMONSTRATION. Par la définition de l’adjacence dans f, si x est un voisin commun
de a et b, il existe a’,b’ e S telles que x = aa’ = bb’. Cela entraîne que ab = a’b’ et
que (1,a’,a’b’) est une (1,ab)-géodésique de f. Il est facile de vérifier, à l’aide du
lemme 2.4, que la paire a’,b’ est égale à a,b ou à b,a, si a et b sont des arêtes non
adjacentes de Ts; à a, b, si u et b sont des arêtes adjacentes de T non incluses dans un
de ses triangles; et à a, b ou à b, e ou à e, n, si n, b et c forment un triangle dans T5. Par
conséquent, x est égal à 1 ou à ab, si n et b sont des arêtes non adjacentes de T5; à 1, si
n et b sont des arêtes adjacentes de T5 non incluses ensemble dans un triangle de T5; et
à 1 ou à ab ou à ba, si n, b, e forment un triangle dans T, dans quel cas ab et ba sont
aussi adjacents à c. Le résultat découle aisément de ces observations. D
Nous sommes maintenant près à démontrer que l’équation (2.1) est satisfaite.
Proposition 2.6. Pour tout o e Aut1f, la restriction r(o) est un automnorphisnie du
une-graphe L(Ts) qui est induit par un autonzorphisme de T. Donc
Im(r) =Im(soy).
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DÉMoNsTRATION. Soit c un automorphisme de f qui fixe 1. Par le lemme 2.5, rQ)
stabilise l’ensemble des paires d’arêtes non adjacentes et l’ensemble des triangles de
T. Donc, par le théorème de Whitney sur l’isomorphisme entre le groupe d’automor
phismes d’un graphe et le groupe d’automorphismes de son line-graphe[28], r(ci) est
un automorphisme de L(T5) induit par un automorphisme de T5. D
Remarque 2.7.
(j) Un graphe f est arête-transitif si son groupe d’automorphismes agit transitive
ment sur l’ensemble de ses arêtes. Si f = f(G,S) est un graphe de Cayley, le
lemme de Biggs [8] nous assure que cette propriété est vérifiée si et seulement si
Aut1f agit transitivement sur S, les voisins de 1. Par conséquent, la proposition
2.6 implique qu’un graphe de Cayley f = f(G,S), engendré par un ensemble de
transpositions S, est arête-transitif si et seulement si 7 est arête-transitif.
(ii) Soit f1 = f(G1,Si) et f2 = f(G2,52) deux graphes de Cayley engendrés par
des transpositions. Une preuve similaire à celle de la proposition 2.6 montre que
si a est un isomorphisme de f1 dans f2 qui envoie ‘G1 sur 1G alors ois1 est
un isomorphisme du line-graphe L(T51) sur le line-graphe L(T52) qui est induit
un isomorphisme de T51 dans lç,. Par conséquent, f1 est isomorphe à f si et
seulement si T1 est isomorphe à T52.
La proposition 2.6 a deux conséquences importantes qui découlent du fait que les
inclusions suivantes sont des égalités
Im(r) D Im(s) D Im(soy) = Im(r). (2.2)
Premièrement, Im(r) Im(s)
Théorème 2.8. Le graphe de Cayïey F est localement holomorphe, c’est-à-dire Aut1f
agit sur S comme Aut5G.
Deuxièmement:
Théorème 2.9. Le groupe Aut5G agit sur S de la même façon que AutT5 agit sur
E(S). Précisément, Ï’honzomo;phisnze y: AutT5
— Aut5G est surjectif c’est-à-dire
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tout automoiphisme E Aut5G s ‘écrit comme
= y, pour cL E AutT5.
De plus, si T5 ne contient pas d’arêtes isolées, alors y est un isomorphisme, donc
Aut5G AutT.
DÉMONSTRATION. Découle du fait que Im(s) = Im(soy) et que s est injectif. D
Puisque les localfsations sont des restrictions à S d’automorphismes appartenant à
Aut1f, la proposition 2.6 impose une contrainte importante aux localisations:
Proposition 2.10. Pour tout G é Autf et x E V (f), ta localisation G(x) est Ui! automor
phisme du une-graphe L(T) qui est induit par un automoiphisme de T5.
DÉMONSTRATION. Découle immédiatement de la proposition 2.6. D
Nous dénoterons par O) l’automorphisme de T5 qui induit Pour expliciter le
lien entre 0x) et G(x) rappelons que si cL E AutTs, l’automorphisme de L(Ts) induit par
cL est r(yŒ). Donc G(x) = r(yg)) =Y)s ou explicitement
[G()]((ij)) = @(X)(i) )(i)) (ii) E S. (2.3)
Quand une des composantes de 7 est une arête isolée, n’est pas déterminé de
façon unique. Pour lever cette indétermination, on choisit une transversale {Œ1 cL2,.. . , cLk}
de Ker(soy) dans AutT5, et on pose Ox) si G(x) = r(yŒ1) =YŒJS.
Rappelons que puisque f est localement holomorphe, on obtient, par la proposition
1.16, la factorisation du groupe Aut1f suivante:
Aut1f AutsG x Autt1 f.
Notre intérêt se concentre donc sur le premier facteur de ce produit.
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2.4. RÉSULTATS PRINCIPAUX
Nous démontrons dans cette section les résultats principaux de ce chapitre qui
disent quels graphes de Cayley engendrés par des transposition sont holomorphes. Pour
obtenir ce résultat il reste à calculer Autt1 f.
Pour calculer Aut1 f nous utiliserons les localisations et les groupes déviateurs.
Rappelons que puisque f est localement holomorphe, il existe une relation étroite entre
l’action de Autt1 f sur V(f) et l’action des groupes déviateurs Aa, a e S, sur S. Les
propositions 1.27 et 1.29, que nous énonçons de nouveaux ici, sont les deux manifes
tations de cette relation que nous emploierons.
Proposition 2.11. Soit f = f(G, S) un graphe de Cayley localement holomorpÏze. Alors
Autt1 f = Id si et seulement si les groupes déviateurs sont triviaux, c’est-à-dire si
A=Ids, Va ES.
Proposition 2.12. Soit f = f(G, S) un graphe de Cayley localement holomorphe et S’
un sous-ensemble de S. Alors f’ = f(S’) est stabilisé par Aut’ f si et seulement si S’
est stabilisé par les groupes déviateurs Aa. a e 5f
La correspondance entre l’action de Aut’ f sur V(f) et l’action sur $ des groupes
déviateurs Aa, a E S, est l’outil principal que nous utiliserons pour déterminer Aut’) f.
La plupart des résultats qui suivent dans ce chapitre peuvent être regardés comme des
résultats sur le groupe Aut1 f ou comme des résultats sur les groupes déviateurs Aa,
a ES.
Remarquons avant de poursuivre que si AutaL(T5) dénote le groupe des automor
phismes de L(Ts) qui fixent a, on a:
Proposition 2.13. Pour tout a e S, on a <AutaL(Ts). En particulieî si E Aut1) f
et a E S, alors
(a)(a) = a.
DÉMONSTRATION. Par la proposition 1.26,
Aa = (Aut f)() = {(a) Y E Autt1 f}.
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De plus, si e Aut’ f et a e S, la localisation 0a) est un automorphisme de L(Ts),
par la proposition 2.10, et
a)’ojaa)
= ci(a) (car S est constitué d’éléments d’ordre 2)
= a (carAut1f).
D
Nous procéderons en deux étapes pour analyser l’action de Aut(’) f sur V(f) (et
donc simultanément l’action des groupes Aa, a e S, sur S). Nous déterminerons en pre
mier lieu des ensembles stabilisés par ces actions. Nous calculerons ensuite comment
ces actions agissent à l’intérieur de ces ensembles.
Proposition 2.14. Soit S’ un sous-ensemble de S. Si T8i est un des graphes suivants
(ï) une paire d’arêtes non adjacentes;
(ii) un graphe complet;
(iii) un carré non inclus dans un graphe complet de Ts;
(iv) une paire d’arêtes adjacentes de T8 non incluse dans un de ses triangles ou un de
ses carrés;
alors f’ = f(S’) est stabilisé par Autt1 f, et S’ est stabilisé par tes groupes Aa, a E S’.
DÉMONsTRATIoN. Soit r e Autt1 f, et S’ un sous-ensemble de S tel que décrit dans
l’énoncé de la proposition. Par le corollaire 2.12 il suffit de démontrer que c stabilise
f’ ou que a) stabilise S’ pour tout a e S’.
(j) Si T8 est une paire d’arêtes non adjacentes de T8, f’ est l’unique carré de f
passant par S’. Donc a stabilise f’.
(ii) Si T8 est un graphe complet d’ordre 2, alors S’ = {a}. Puisque Oa)(O) = a par
la proposition 2.13, alors stabilise S’.
Si T8 est un triangle, f’ est l’unique K3,3 de f passant par S’. Donc a stabilise f’.
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Supposons à présent que T’ est un graphe complet d’ordre supérieur à 3, et consi
dérons a (ii) é S’. Tout d’abord, a fixe a. De plus, le fait que les sous-graphes
de f engendrés par les triangles de T sont stabilisés par Autt1 f entraîne, par le co
rollaire 2.12, que a(a) stabilise chaque triangle de Ts’ contenant a. Par conséquent o
stabilise supp(S’) (en effet, fixe tous les éléments de supp(S’) individuellement,
sauf possiblement i et j), et donc stabilise S’.
(iii) Si T’ est un carré, considérons a,b une de ses paires d’arêtes opposées. Alors
a(a) fixe a et stabilise {a, b} par (i). Puisque S’ n’est pas inclus dans un graphe complet
de T, l’application 0a) fixe les quatre sommets de Ts’ individuellement, ou interchange
simultanément les sommets de a et de b. Donc a(a) stabilise S’.
(iv) Supposons finalement que S’ = {a,b} est une paire d’arêtes adjacentes de T
non incluse dans un de ses triangles ou un de ses canés. Alors f’ est composé de deux
(1,aba)-géodésiques : (1,a,ab,aba) et (1,b,ba,bab). Si elles sont envoyées respec
tivement par sur les (1,G(aba))-géodésiques (1,a,aal,aala2) et (1,b,bb1,bb1b2),
alors aaja2 = bb1b2. Pour vérifier que a stabilise f’, il suffit de prouver que b1 = a
et a1 = b2 = b.
Considérons T{a,ai Puisque {a, al} oa)({a, b}) et que {al , a} = G(ab)({a, b}),
alors {a,al} et {al,a2} sont des paires d’arêtes adjacentes de T non incluses dans un
de ses triangles ou un de ses carrés. Par conséquent T{a,aj,a2} est isomorphe ou bien à
une chaîne de longueur 2, avec a2 a, ou à une chaîne de longueur 3 ayant ai comme
arête centrale, ou à K13.
Prouvons d’abord que les deux derniers cas sont impossibles. Supposons par exemple
que nous sommes dans le second cas et que a (12), al (23) et a2 = (34) ; Le troi
sième cas peut être éliminé de façon similaire. Puisque bb1b2 = aala2 = (1234), alors
{1,2,3,4} est un sous-ensemble de supp({b,bi,b2}). De plus supp({b,b1,b2}) <4,
puisque b, b1, b2 est une chaîne d’arêtes adjacentes, comme a, ai, et a. Donc supp({b, b1, b7}) =
{1,2,3,4}. Remarquons aussi que (14), (13), (24) S, car les paires {a,a1} et {a ,a2}
nefontpartied’aucuntriangleoucarrédeTs. Ilendécouleque{b,bi,b2} c {(12),(23), (34)}.
Puisque b est une transposition adjacente à a = (12), que b1 est adjacente à b et
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que b2 est adjacente à b1, cela laisse deux possibilités : le triplet b,b1,b2 est égal à
(23), (12), (23) ou à (23), (34), (23). Dans chacun de ces deux cas le produit bb1b2 est
différent de (1234). Cela est une contradiction.
Par conséquent a2 = a et T{aai
.a2} est une chaîne de longueur 2, et de façon simi
laire, b2 b et T{b,b1,b,} est une chaîne de longueur 2. Il reste à vérifier que a1 = b et
b1 = a.
Supposons que a = (12) et b = (23). Puisque ai est adjacente à a et qu’aucun
triangle de T ne contient a et b, alors la transposition aj est égale à (li) avec j
{1,2,3}, ou à (2i) avec i {1,2}. Dans le premier cas b1 = baa1a2b2 = baa1ab = (3i)
forme un carré dans T avec n, b et al. Dans le second cas, si j 3, alors b1 = (li) n’est
pas adjacente à b. Donc aj = (23) = b et bj = (12) = a. Cela conclut la preuve. LI
Si S’ est un sous-ensemble de S d’une des quatre formes énumérées dans la propo
sition 2.14 et F’ = F(S’), alors pour tout c E Autt1 F et a E S’,
aIV(r’) e Aut’F’
et
= (f’)(a) E (AUt’F’)(a) =A(f’).
Il est donc intéressant de déterminer, pour chacune de ces formes de S’, le groupe
Autt1 f’ et les groupes Aa(f’), n e S’.
Proposition 2.15. Soit S’ un ensentble de transpositions de 6,, G’ le groupe engendré
parS’ etf’ = f(S’).
(i) Si T5 est une paire d’arêtes adjacentes, alors Autt1 f’ = {IdGI}, et Aa(f’) =
{ Idst} pour tout u E S’.
(ii) Si T5 est un graphe complet d’ordre supérieur à 2, alors Aut(’F’ {1G/,t}, où
1(x) x1. De plus,
t(x) = x pour tout x E G’, et Aa(f’) = {Id(S1).a} pour
tout a E S’.
(iii) Si T’ est un carré et S’ = {ak = (k(k+1)mod4) : k O, 1,2,3}, alors Aut1f’
{IdG’,pl,P2,p1 ° P2}. Les automorphismes Pi et P2 interchangent les sommets
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des deux carrés de F’ Ï’autonzoiphisme Pi intei-change aoa3, aoa3ao, a2ai,
aoa3a2 avec aoal, aoaia, a2a3, aoaiao et P2 iîzterchaizge aiao, aiaoai, a3a2,
aja0a3 aveca1a2, ala2a3, a3ao, a1a2a1. De plus
(Pi)0a3 = (P2)a1) (Pi OP2)ai) = (iOi3)(ii j2) = aa3,
(P1)ao) = (P2)a1ao) (pj oP2)) = (ioii)(i2i3) = aoa2,
Aak(f) = {Idsupp(s/),aka(k+2)mQd4}.
DÉMONSTRATION.
(j) et (ii). Si Ts’ est une paire d’arêtes, alors F’ est un cycle de longueur 6 si les
arêtes sont adjacentes, et est un carré sinon. Donc Aut’ F’ = {IdG’}.
(iii). Si T’ est un graphe complet, alors S’ est un sous-ensemble normal de G’.
Par conséquent, il est facile de voir que l’inversion appartient à Aut(1) F’. De plus, si
x V(f’), alors i()(a) = (x)’t(xa) = xax. Ainsi t(x) = r(y) ou encore t) = x,
donc Aa(F’) (Aut(’) F’)a) D {Id(s/),a}.
Pour démontrer que Aut(1) f’ {IdG’,}, vérifions d’abord que
Aa(F’) = (Autt1
‘)a) c {Id(s!),a}.
Soit E Aut’) f’ et a = (ii) S’. Puisque G(a) fixe a et stabilise les triangles de
T’ contenant a (par les propositions 2.13 et 2.14), alors fixe tous les éléments de
supp(S’), sauf possiblement i et j. Donc est égal à Idsup(s’) ou à a. Cela démontre
ce que l’on voulait.
Considérons à présent un automorphisme a E AutF. Montrons que si pour x e
V(f’) il existe a E S’ tel que G() (x) alors
a(Xb) = o b, pour tout b e S’.
Soitx e V(f’) et a e S’ tels que a(xa) a. Par la proposition 1.16, il exister e Auts’G
et u e Aut’ f vérifiant
(x)
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Par les propriétés (P.6) et (P.12),
(xh) (a ) (b) = r(T) OU(b) (x) °(b) pour tout b e 8’ (2.4)
car
G(x) = ((X)) = r(r) ou(l) = r(t).
Comme (xa) a(x)’ l’équation (2.4) implique que u Id5, donc que U() = ci,
car
a) E (Aut(1) 1•”fla) = Aa(f’). De plus, si b est une arête de T5’ adjacente à ci, et c
est la troisième arête du triangle de T5’ contenant ci et b, alors aca = b, donc
U(b)(ci) u(b)’u(ba) = bu(ac) = bu(a)u(a)(c) baya(c) = bab C.
Par conséquent U(b) = b, car Id5(s!)
‘(b) E (Auto F’flb) = Aa(f’). Finalement,
en répétant le même raisonnement avec les arêtes de T5 adjacentes aux arêtes voisines
de a, on obtient que Ub) = b, pour tout b e S’, donc que
0(xb) = a(x) ob, pour tout b E S’.
Considérons enfin un automorphisme cî e Aut’ f’. À l’aide de ce qui a été prouvé
précédemment on peut démontrer, en utilisant le fait que f est connexe, que G(1) = Ids
pour toutx E V(f’), ou que o =x pour toutx e V(f’). Donc, parla proposition 1.21,
o est égal à IdG’ ou à .
La preuve de la troisième partie de la proposition est laissé au lecteur et peut être
obtenue à l’aide de la représentation du graphe MBS(4) donnée à la page suivante. D
Ce résultat a comme corollaire la proposition suivante:
Proposition 2.16. Le graphe de tri par percolation modifié MBS (4) et tes graphes à
transpositions complètes CT(n), n 3, ne sont pas holomorphes. De plus, Aut1 CT(n)
Z2 et Aut’) IvffiS(4) V (le groupe de Klein).
Remarque 2.17. Il était facile de prédire que les graphes CT(n), n > 3, ne sont pas
holomorphes puisque ces graphes sont des graphes de Cayley normaux1 basés sur des
1Un graphe de Cayley F = f(G,S) est normal si S est un sous-ensemble normal de G, c’est-à-dire
sixSx1 =Spourtoutx G.
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groupes non abéliens. En effet, si G est un groupe non abélien et f = f(G, S) un graphe
de Cayley normal sur G, l’inversion 1. est un automorphisme appartenant à Aut;f qui
n’est pas un automorphisme de G, donc Aut1f Aut5G. Nous verrons, au chapitre
4, que l’inversion appartient à une famille plus large d’automorphismes de graphes de







Les deux propositions précédentes ont comme corollaire le résultat suivant qui sera
utile pour calculer Aut’ f dans le cas général.
Corollaire 2.18. Soit c E Aut’ f. Si a, b est une paire d’arêtes non adjacentes de T




DÉMONSTRATION. Soit a e Aut’f, S’ = {a,b} une paire d’arêtes telle que décrite





Par conséquent, puisque par la proposition 2.15 Aut’ f’ est trivial, alors 0a) S’ l’est
aussi, donc oa)(b) = b. D
Nous sommes maintenant prêts à calculer Aut1) f dans le cas où T5 est connexe.
Théorème 2.19. Si T5 est un graphe connexe qui n ‘est ni un carré, ni un graphe coin
plet d’ordre supérieur à 2, alors Aut’) F {IdG}.
DÉMONSTRATION. Par la proposition 2.11 il suffit de prouver que
& = (Aut(’) 11(a) = {Ids} pour tout a e S.
Soit G E Aut’ f et a E S. Nous prouverons que G(a) Id5 par contradiction. Suppo
sons l’existence d’un b eS tel que Oa)(b) b. Nous savons, par la proposition 2.13
et le corollaire 2.18, que G(a) fixe a, les arêtes de T5 non adjacentes à a et les arêtes
adjacentes à a qui ne sont pas incluses dans un triangle ou un cané de T5 avec a. Donc
b sont ou bien deux arêtes d’un triangle de T5 ou deux arêtes adjacentes d’un cané
de T5.
Supposons d’abord que a et b appartiennent à un triangle de T. Soit S’ un sous-
ensemble maximal deS contenant {a,b} et formant un graphe complet dans T5. Consi
dérons G’ le groupe engendré par S’, et f’ f(G’,S’).
Par la proposition 2.14, °ia’ e Aut1f’ et G(x)sf e AutL(T5) pour toutx cG’. De
plus G(a) (b) b implique que OIGF n’est pas égal à IdG’. Donc, par le proposition 2.15,
G(x) supp(5’) = Xsupp(5I) pour tout x E G’. (2.6)
Remarquons d’abord que l’équation (2.6) implique qu’aucune paire de sommets de
T5 ont un voisin commun dans supp(S)\supp($’). Pour le voir, supposons que i’,j’ est
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une telle paire et que i supp(S) \ supp(S’) est un de leurs voisins communs. Alors,
par le corollaire 2.1$, si k’ E supp(S’) est différent de i’,]’, la localisation 0j’k’) fixe
(ii’), car (j’k’) est non adjacente à (ii’). Donc l’application
‘k’) fixe i, puisqu’elle
stabilise supp(S’). De plus Ofk)(i’) = k’, par (2.6). Par consequent(J!kf)((ij’))
(ik’). Comme cela est vrai pour tout k’ E supp(S’) différent de i’ et j’, alors i est adjacent
à tous les sommets de T5’. Cela contredit la maximalité de T5’.
Remarquons aussi qu’il n’y a pas de carré dans T5 ayant une arête (ii) E $ \ S’ et
une arête (i’j’) e S’. Dans le cas contraire, si (ii’) et (jj’) sont les deux autres arêtes
d’un de ces carrés, et k’ e supp(S’) est un sommet différent de i’, j’, alors 0i’k’) fixe (ii)
et o(fkf)(i) k’ par le corollaire 2.1$ et l’équation (2.6). Par conséquent a(Fk!)((zz’))
est ou bien égal à (ik’) ou à (jk’). Donc j ou j possède deux voisins dans T5. Cela
constitue une contradiction à notre première observation.
Par hypothèse T n’est pas un graphe complet. Donc il existe j E supp(S) \ supp(S’)
et i’ E supp($’) tels que (ii’) E S. Si j’ est un sommet de T5’ différent de i’, alors 0(i’j’)
fixe (j j’), car, par les deux paragraphes précédents, aucun triangle et aucun carré de T
ne contiennent (j’j’) et (ij’). Mais o(J!)(i)
= j’. Contradiction.
Supposons à présent que a, b sont deux arêtes adjacentes d’un carré de T non
incluses dans un de ses triangles. Soit S’ {(j mod ) k = O, .., 3} les arêtes de ce
carré, avec a = (j j) et b (j j). Soit G’ le groupe engendré par S’, et f’ f(G’,S’).
Puisque Ts’ n’est pas inclus dans un graphe complet de T, la proposition 2.14
entraîne que GG! E Aut(1 f’ et que 0(x) s’ E AutL(Tsi) pour tout x E G’.
L’hypothèse 0(a) (b) b implique, par la proposition 2.15, que 0() supp(S’) = i’ ) (j i).
Elle entraîne aussi que 0G’ n’est pas égal à IdG!, et donc, par la proposition 2.15, que
0(x)SuPP($F) = (jj)(j j) pour un x E G’.
Par hypothèse T5 n’est pas un carré. Il s’en suit qu’ou bien (jÇ j) E S, ou bien
(jk0 j) E S avec E supp(S) \ supp(S’) et j E supp(S’).
Si (j j) ES, alors 0(a)((i j)) = (jj) E S entraîne que a et b appartiennent à un
triangle de T8. Cela est une contradiction.
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Si (i i0) E S avec ik0 e supp(S) \ supp(S’) et i0 e supp(S’), alors l’action de
et 0x) sur cette arête donne, pour k e {0,..,3}, un sommet tk E supp(S) \supp(S’)
adjacent à i. Finalement l’arête (i2 i) est fixé par a(a), puisqu’elle n’est pas adjacente
à a. Mais o)(i) = i. Cela est aussi une coiitradiction. D
Du théorème 2.19 découle notre résultat principal
Théorème 2.20. Si T est un graphe connexe, alors F est hotomorphe si et seulement
si T n ‘est ni un carré, ni un graphe complet d’ordre supérieur à 2. De plus, dans ce
cas, si n > 3, alors
Aut1f AutT5.
Remarque 2.21. Rappelons que si T5 est connexe, le groupe engendré par S qui consti
tue l’ensemble de sommets de F est le groupe symétrique 6,. Ce résultat démontre
donc que les symétries de f, un graphe d’ordre ii!, sont inscrites dans le graphe de
transpositions T5, un graphe d’ordre n.
Le théorème 2.20 montre en particulier que les graphes suivants sont holomorphes:
• les graphes de tri par percolation BS(n);
• les graphes de tri par percolation modifiés MBS(n), à l’exception de MST(3) et
MST(4);
• les graphes étoiles ST(n);
• les graphes étoiles généralisés MST(n,k), à l’exception de MST(4,2);
Il reste à étudier les cas où le graphe de transpositions n’est pas connexe. Soit
S1,S2,. . . ,S,, les composantes de L(Ts), et posons G, = (Sj). Alors, pour i j, les élé
ments de G, commutent avec les éléments de G. Par conséquent V(f) est isomorphe au
produit direct des groupes G1, G2,.. . , G,. Si x() dénote la i’ coordonnée de X E V(f)
dans ce produit, il est facile de vérifier que l’application x est un iso
morphisme de graphes de F dans le produit cartésien C1f(G1,S). Rappelons que le
produit cartésien des graphes F1 et f2 est le graphe ayant comme ensemble de sommets
V(F1) x V(f2) et comme ensemble d’arêtes l’union des ensembles
{[(x’),xt2), (x1,y(2)] : [x(2),y(2] e E(f2)}
$0
et
{[(x(,x(2)), (y,x2)]: [x,y’)] E E(f1)}.
Le prochain théorème montre que Autt1 f est isomorphe au produit direct fl Aut1) f(G1, s-).
Théorème 2.22. Soit S, 52,. . . , S, les conzposantes connexes de L(Ts) et G le groupe
engendré par S, pour j = 1,. . . , ni. Alors
‘n
Aut f flAutf(Gj,Sj).
DÉMONSTRATION. Il est facile de vérifier que l’application —* définie
par = oj(x()) est un monomorphisme de fl=i Aut(1) f(G,S) dans Aut(1) f.
Pour prouver qu’elle est surjective, considérons o Aut(’) f, et prouvons que
GG1 E Aut(1)f(G,S), pour i = 1,. . . ,rn, et que (OG1)j=1 m G.
Observons d’abord que les groupes A,. = (Aut(’) fl(a)’ u e S, stabilisent S;, S2, S,,,.
En effet, si t e Autf1 f et u e S, alors t(a) fixe toutes les arêtes de T5 non adjacente à
u. Par conséquent, t(a) fixe point par point Sj, pour j i, et stabilise Si.
Cette observation montre, par la proposition 2.12, que les graphes f(G,S), i =
1,... ,m, sontstabilisésparAutt1f, et donc que GG E Aut(1)f(G,Si) pouri = 1,... ,rn.
Elle entraîne aussi que 0(x) stabilise 51,82,... ,S,, pour toutx E V(f), puisque par
le corollaire 1.24, 0(x) est un produit d’éléments des groupes Aa, u E S.
Il reste à vérifier que (oG)=1 ,,, F—* o, c’est-à-dire que
= o(x) pour toutx e G et j E {1,2,. .. ,m}.
Soitxe V(f) eti0 E {1,2,.. . ,m}. Choisissonsa1,a2, . .
.
,aj E S10 eta+1,a+2,. . . ,a/ E
S\S0 telsquex=a1a2...aJ...aketposonsx=ala2...apouri=0,1,...,rn.Alors
= ala2 . . . u = x et, par la proposition 1.2 1,
k j k
o(x) = fJo(1)(aj) = fJo(1)(aj) r
1=1 i=1 i=j+1
= o(xj) fl o(.1)(a) = o(x(i0)) fl o()(a1).
i=j+1 i=j+1
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Donc G(x)(’°) = 01G, (x(i0)).
Théorème 2.23. Le graphe de Caytey f est holomorphe si et seulement si aucune des
composantes connexes de T n ‘est un carré, ou un graphe complet d’ordre supérieur à
2. De plus, dans ce cas, si T ne contient pas d’arêtes isolées, alors
Aut1f c AutTs.





LE DIAGRAMME DES COMMUTATEURS
3.1. INTRODUCTION
L’objectif de ce chapitre est de démontrer l’existence de nouvelles classes de graphes
de Cayley holomorphes, cela afin d’appuyer la conjecture selon laquelle la vaste majo
nté des graphes de Cayley sont holomorphes.
Pour cela, nous introduisons trois sortes de cycles présents dans tous les graphes
de Cayley, les carrés commutateurs, les cycles monochromatiques et les cycles bichro
matiques, qui correspondent à trois propriété de stabilité locale: un graphe de Cayley
est à commutateurs stables si ses automorphismes préservent les carrés commutateurs,
à puissances stables si ses automorphismes préservent les cycles monochromatiques,
et à cycles bichromatiques stables si ses automorphismes préservent les cycles bichro
matiques. Ces trois propriétés de stabilité locale donnent une caractérisation de l’ho
lomorphie: un graphe de Cayley est holomorphe si et seulement s’il vérifie ces trois
propriétés.
Il est malheureusement difficile en pratique de déterminer si un graphe de Cayley
est à cycles bichromatiques stables. Par contre, il est dans certains cas facile de dé
montrer qu’un graphe est à puissances stables, et il est souvent facile démontrer qu’un
graphe est à commutateurs stables. C’est pourquoi nous avons consacré ce chapitre à
déterminer sous quelles conditions les graphes de Cayley à commutateurs stables, et les
graphes de Cayley à commutateurs stables et à puissances stables, sont holomorphes.
Pour y parvenir nous introduirons le diagramme des commutateurs. Il jouera le
rôle du graphe de transpositions pour les ensembles de générateurs qui ne sont pas
$4
constitués uniquement de transpositions, et nous permettra de traduire, en terme des
localisations et des déviateurs, les propriétés de stabilité locale. Cela nous permettra de
démontrer entre autres que
• les graphes de Cayley basés sur un groupe abélien sont holdmorphes si et seule
ment s’ils sont à commutateurs stables; nous montrerons en particulier que tout
graphe de Cayley basé sur un groupe abélien d’ordre impair et engendré par un
sous-ensemble de Cayley minimal est holomorphe;
• les graphes de Cayley engendrés par un ensemble d’involutions sont holomorphes
s’ils sont à commutateurs stables et si leur diagramme des commutateurs est ri
gide;
• plus généralement, les graphes de Cayley orientés engendrés par un sous-ensemble
de Cayley anti-symétrique sont holomorphes s’ils sont à commutateurs stables
et si leur diagramme des commutateurs est rigide;
• les graphes de Cayley basés sur le groupe symétrique ou alterné, engendrés par
des transpositions et des cycles de longueur 3, sont holomorphes s’ils sont à
commutateur stable et si leur diagramme des commutateurs est quasi-rigide.
3.2. PRÉALABLEs
Rappelons que l’ombre d’un graphe orienté est le graphe non orienté Ï obtenu en
oubliant l’orientation des arcs. Si f est un graphe de Cayley orienté, son ombre peut
être obtenue comme suit:
Proposition 3.1. (Ombre de f) Soit f = f(G, S) un graphe de CayÏey orienté. L’ombre
de f est le graphe de CayÏey
Définition 3.2. (Ensemble fermé dans S) Soit G un groupe et S G. Un sous-ensemble
Si S est dit fermé dans S si
Sj =Tns.
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3.3. PRoPRIÉTÉs DE STABILITÉ LOCALE
Soit G un groupe et S un sous-ensemble de Cayley de G. Tout au long de ce
chapitre F dénotera le graphe de Cayley orienté f(G,S).
Le résultat suivant est le point de départ de notre cheminement.
Proposition 3.3. Soit F = F(G, S) un graphe de Cayley orienté. Alors f est holomorphe
si et seulement si pour tout a E Aut1F:
o(ab)=(a)oib) Va,bé. (3.1)
DÉMONSTRATION. Par la proposition 1.25 il suffit de vérifier que pour tout a
Aa
= {@(1))°a) c Autif} = Id.
Soit a é 3 et c e Aut1f. Pour tout b e
(a)(b) = G(a)’a(ab) a(a)’(a)G(b) = a(b) =
donc @(l))’a(a) =Id. [1
La condition (3.1) peut se diviser en trois sous-conditions
(j) PourtouteAut1feta,betelsqueb{a,a’}etab=ba
c(ab) = ci(a)ci(b) = 0Ïb)G(a);
(ii) Pour tout c e Autjf et a é
o(a2) =
(iii) Pour tout c e Aut1f et a, b e tels que ab ba
c(ab) = a(a)a(b)
Remarquons que ces conditions dépendent uniquement de l’action de Aut1f sur 32(1).
C’est pourquoi nous les appellerons tes conditions d’action locale.
Les trois conditions d’action locale sont équivalentes à trois propriétés de stabilité
locale. Pour introduire ces propriétés nous aurons besoin de trois éléments de structure
de f. Dans la définition de ces éléments de structure, nous considérerons chaque arc
de f comme étant coloré par le générateur qu’il représente.
86
• Carrés commutateurs : Si a,b sont deux éléments de tels que b {a,a’}
et ab ba, nous dénotons Qa.b le sous-graphe de f ayant comme ensemble de
sommets {1,a,ab,b} et comme arcs tous les arcs de f portant une couleur ap
partenant à l’ensemble {aa1 ,b,b1} FiS. Puisque les Qab sont des carrés et
sont induits par des relations de commutation, nous les appellerons les carrés
commutateurs de f.




est un cycle de F, composé uniquement d’arcs de couleur a ou d’arcs de couleur
a1. C’est pourquoi nous appellerons ces cycles, les cycles inonochromatiques
de f.
• Cycles bichromatiques : Si a, b sont deux éléments de tels que ab ba, nous
dénotons 3a,b le sous-graphe de f ayant comme sommets
1,a,ab,. . . , (ab)”1, (ab)”1a, (ab)” = 1
et comme arcs tous les arcs de f joignant deux sommets consécutifs de cette
liste, c’est-à-dire deux sommets de la forme (ab), (ab)a ou (ab)a, (ab)H. Re
marquons que ce graphe est un cycle composé d’arcs de couleur a et]ou d’arcs
de couleur inverse a’, et d’arcs de couleur b et/ou d’arcs de couleurs inverse
b’. C’est pourquoi nous appellerons ces cycles, les cycles bichromatiques de f.
Voici les trois propriétés de stabilité locale dont nous parlions plus haut. Ces trois
propriétés sont satisfaites par tous tes graphes de C’ayley lzolomorphes. Elles ont trait
à l’action locale de Aut;f, en ce sens que l’on peut déterminer si elles sont satisfaites
en considérant uniquement l’action de Aut1f “proche” de l’identité. Nous prouverons
plus loin qu’elles sont équivalentes aux trois conditions d’action locale vues plus haut.
Propriété 1. (Stabilité des carrés commutateurs)
$7
Pour tout G E Aut1f, et a,b e tels que b Ø {a,a’} et ab = ba,
G(Qa,b) est un carré commutateur de f,
c’est-à-dire
G(Qa,b) (3.2)
(3.2) est équivalent à
G(ab) = G(a)c(b) = G(b)G(a). (3.3)
Notons d’abord que G(Qa,b) = Qa(a),oïb) signifie que les sommets et les arcs de
Qa,b sont envoyés sur les arcs et sommets de Q(a),(b)• Si f vérifie la propriété 1,
nous dirons que f est un graphe à commutateurs stables (CS, “commutator stable”).
Remarquons que si f est holomorphe, f est CS, car les automorphismes appartenant à
Aut;f satisfont l’équation (3.3), puisqu’ils sont des automorphismes de groupes. Re
marquons aussi qu’il suffit de connaître l’action de Aut1f sur 32(1) pour déterminer
que f est CS.
Propriété 2. (Stabilité des cycles monochromatiques)
Pour tout a E Aut1f et a E S,
G(fa) est un cycle monochromatique de f,
c’est-à-dire
G(fa) ‘‘a(a). (3.4)
(3.4) est équivalent à
= G(a)pour tout j e N. (3.5)
Quand f vérifiera la propriété 2, nous dirons qu’il est un graphe à puissances
stables (PS, “power stable”). Cette propriété est aussi satisfaite par tous les graphes
de Cayley holomorphes. Notons que plus les éléments de S sont d’ordre élevé, plus
les cycles monochromatiques sont longs et donc, en général, plus il est difficile de
démontrer que f est P5.
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Remarque 3.4. L’équation (3.5) implique qu’un élément a d’ordre 2 de est à puis
sances stables (c’est-à-dire satisfait l’équation (3.5) pour tout o E Aut1f) si et seule
ment si il est envoyé par tout automorphisme appartenant à Aut1f sur un élément du
même ordre. Ainsi, les involutions de sont à puissances stables si et seulement si elles
sont stabilisées (comme ensemble) par les automorphismes dans Aut1f. Cela implique
en particulier que tout graphe de Cayley engendré par des involutions est PS.
Bien que cette propriété dépend de l’action de Aut1f loin de l’identité quand cer
tains générateurs sont d’ordre élevé, on peut s’assurer qu’elle est vérifiée si l’on connaît
l’action de Aut1f surNi(1) =3:
Proposition 3.5. Les énoncés suivants sont équivalents:
(i) f est PS
(ii) Aut1fpemzute entre eux tes ensembles {a,a’}, a E S;
(Nous dirons que Aut1f stabilise les inverses dans 3);
(iii) Pour tout o E Aut1f, o(a1) = o(a) pour tout a E S.
Remarque 3.6. Il suffit de s’assurer que Aut1f permute entre eux les ensembles
{ a,a’}, a E 3 d’ordre supérieur à 2, pour vérifier que Aut;f stabilise les inverses
dans .
DÉMONSTRATION.
(i) (ii). Si f est PS, o E Aut1f et a E 3, o envoie fa sur un cycle monochro




(ii) ==‘ (iii). Soit o E Aut1f et a E . Si l’ordre de a est supérieur à 2, le fait que
Aut1f permute entre eux les ensembles {a,a’}, a E 3, entraîne que la paire {a,a’}
est envoyée par o sur {o(a),o(a)}. Cela implique d’une part que
o(a’) =o(a)’,
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et d’autre part que Aut1f stabilise l’ensemble des éléments de d’ordre supérieur à 2,
donc aussi ses éléments d’ordre 2. Par conséquent, si o(a) = 2,
ci(a1) ci(a) =
car ci(a) est d’ordre 2.
(iii) ,‘ (i). Soit ci E Aut1f et a E 3. Montrons que l’équation (3.5) est satisfaite.
Remarquons que si a est d’ordre n et 1 <j < n, alors
.(aJ)
—‘
= (a 1) (par propriété)
= (ci(a3)’ci(a)) ci(aJ) (a1)
ci(a)1ci(aa’) (par 1.5)
=




ci(aJ)@) ci (a) ci (a) G(ai_1)(a).
Puisque cela est vrai pour tout 1 < j < n, on obtient
G(Ufl-1)@) ci(n2)() ... ci(1)(a) =
Cela implique, pal- la proposition 1.21, que pour 1 <j <n
j—1
= L’0 citaI) (a) =
LI
Propriété 3. (Stabilité des cycles bichromatiques)
Pour tout ci E Aut1f et a, b E S tels que ab ba,




(3.6) est équivalent à O(a)G(b) c(b)ci(a) et, pour tout i E N,
= (G(a)(b)) et G((ab)a) = (G(a)G(b))1a(a). (3.7)
Quand f vérifiera la propriété 3, nous dirons qu’il est un graphe à cycles bichronza
tiques stables (35, “bichromatic stable”). Cette propriété est aussi satisfaite par tous
les graphes de Cayley holomorphes.
La stabilité des cycles bichromatiques est, des trois propriétés de stabilité locale, la
plus difficile à vérifier. Cela vient du fait que les cycles bichromatiques sont souvent
longs et qu’il faut donc tenir compte de la structure de f relativement loin de l’identité
pour s’assurer qu’ils sont stabilisés.
3.3.1. Caractérisation de I’holomorphie par les propriétés de stabilité locale
Pour conclure cette section nous démontrons l’équivalence entre les propriétés de
stabilité locale et les conditions d’action locales. Cela nous donnera une caractérisation
de l’holomorphie par les propriétés de stabilité locale. Nous ne l’utiliserons pas mais
elle est néanmoins intéressante.
Proposition 3.7. Soit f = f(G, S) un graphe de Cayley orienté et a E Aut1f.
(i) f vérifie la condition d’action locale (i) si et seulement si f est CS.
(ii) f vérifie la condition d’action locale (ii) si et seulement si f est P5.
(iii) Sj f est 35 alors f vérifie la condition d’action locale (iii). De plus, si f est P5,
alors f est BS si et seulement si f vértfie la condition d’action locale (iii).
DÉMONSTRATION. L’équivalence (j) et l’implication (==) de (ii) sont évidentes.
Pour montrer l’implication (==) de (ii) il suffit, par la proposition 3.5, de vérifier
que pour tout G E Aut1f et o E S.
= G(a)1.
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La preuve du point (iii) est laissée au lecteur. D
Le prochain théorème montre que les propriétés de stabilité locale caractérisent
l’holomorphie.
Théorème 3.8. Soit f = f(G, S) un graphe de cayley orienté. Alors f est holomorphe
si et seulement si f est CS, P5 et 35.
DÉMONSTRATION. Découle des propositions 3.3 et 3.7. D
3.4. DIAGRAMME DES COMMUTATEURS
La raison pour laquelle nous n’utiliserons pas la caractérisation de l’holomor
phie de la section précédente pour déterminer si un graphe de Cayley est holomorphe
est qu’il est en général difficile de vérifier qu’un graphe est à cycles bichromatiques
stables. Par contre, il est dans certains cas facile de démontrer qu’un graphe est à
puissances stables, et il est souvent facile démontrer qu’un graphe est à comniuta
teurs stables. C’est pourquoi nous avons consacré ce chapitre à déterminer sous quelles
conditions les graphes de Cayley à commutateurs stables, et les graphes de Cayley à
commutateurs stables et à puissances stables, sont holomorphes.
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Afin d’exploiter au maximum la propriété de ces graphes, nous introduisons le
diagramme des commutateurs qui représente, sous forme d’un graphe défini sur
les relations de commutation entre les éléments de S, et, quand il est coloré, l’ordre
des cycle monochromatiques. Le diagramme des commutateurs nous permettra de
traduire, en terme des localisations et des déviateurs, les propriétés de stabilité locale.
Nous utiliserons ces résultats à la section 3.6 pour démontrer l’holomorphie de classes
importantes de graphes de Cayley.
Définïtion 3.9. (Diagramme des commutateurs) Soit G un groupe et S un sous-ensemble
de Cayley de G.
(i) Le diagramme des commutateurs de S, noté C5, est le graphe non orienté ayant
comme ensemble de sommets et {[a,b] b Ø {a,a’} et ab = ba} comme en
semble d’arêtes.
(ii) Le diagramme des commutateurs coloré de S, noté c°’, est obtenu en colorant
les sommets de C5 par leur ordre dans G.
Remarque 3.10.
(i) Remarquons que deux éléments de sont adjacents dans C5 si et seulement si ils
appartiennent à un cané commutateur de f.
(ii) Si a est un élément de d’ordre supérieur à 2, alors {a. a’} est une paire de
sommets jumeaux de C’5.
(iii) Nous utiliserons parfois le diagramme des commutateurs quotient Cs/_ et le dia
granmie des commutateurs colo,-é quotieltt c’ obtenus en identifiant chaque
élément de à son inverse. Les sommets de ces deux diagrammes sont donc les
= {a,a’}, a , et leurs arêtes les avec et ab ba.
Voici quelques exemples de diagrammes des commutateurs.
Exemple 3.11. Soit S un ensemble de transpositions et G le groupe engendré par
S. Puisque deux transpositions commutent si et seulement si elles sont disjointes, le
diagramme des commutateurs de S est le complémentaire du line-graphe de T. Par
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exemple, si S {(12), (23), (34), (14)} le graphe de transpositions et le diagramme






FIG. 3.1. Le graphe de transpositions T et le diagramme des commu
tateurs C’a.
Si S est un ensemble de permutations, le graphe de non-intersection des supports
des éléments de S, noté Mnts, est le graphe ayant comme ensemble de sommets et
dans leque] a est adjacent à b si et seulement si supp(a) n supp(b) = 0. Le diagramme
des commutateurs de S contient toujours NIflt comme sous-graphe partiel (spanning
subgraph):
Exemple 3.12. Si S {(123), (345), (456), (678)} les graphes Nlnt5 etc sont:
(345) (678) (123) (567)
NInt5=C5: •
Exemple 3.13. Si S = {(12), (23)(45), (45)(67), (78)}, les graphes NInt5 etC5 sont:
(45)(67) (23)(45) (45)(67) (23)(45)
NInt5:
(12) (78) (12) (78)
3.4.1. Diagramme des commutateurs et localisations
Nous déterminons ici les contraintes qu’imposent les propriétés de stabilité locale




Soit a E Aut1f. Rappelons que
r(i) =
est une permutation de qui stabilise S. Nous verrons que si f est CS, alors r(cY) est
un automorphisme de C, donc que
r(c) E Aut3C5.
Si AutsC0l dénote l’ensemble des automorphismes dans AutCs qui
• permutent entre eux les ensembles {a,a’}, a E S;
(Nous dirons de ces automorphismes qu’ils stabilisent les inverses);
• préservent l’ordre des éléments de , vus comme éléments de G,
nous montrerons aussi que si f est CS et PS,
r(o) E AutsC0l.
Dans la suite de ce texte nous ignorerons les automorphismes de Cs qui ne stabilisent
pas S. Nous dirons donc de Aut5C5 et AutsC0l qu’ils sont respectivement les “groupes
d’automorphismes” des diagrammes C et C,°1.
Remarque 3.14. Si o et a1 sont deux éléments distincts deS, la transposition (aa’)
est un automorphisme de C5 et de
Proposition 3.15. Soit f f(G, S) un graphe de Cayley orienté et E Aut1f.
(j) Si f est CS, alors r(G), la restriction de a à , est un automorphisme de G5.
(ii) Si f est PS, alors r(cy)
• stabilise les inverses;
• préserve l’ordre des éléments de , vus comme éléments de G.
(iii) Si f est CS et P5, alors r() est un automorphisme de c’°’.
Ainsi, si f est CS, r est un homomorphisme de Aut1f dans Aut5C5, et si f est CS
et PS, r est un homomorphisme de Aut1f dans AutsC0l.
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La proposition 3.15 découle du lemme suivant:
Lemme 3.16. Soit f f(G,S) un graphe de CayÏey orienté et a E Aut1f.
(i) Si f est CS, alors r(a) permute entre elles Ïes paires appartenant à
{{a,b} C: b {a,a} etab — ba}.
(ii) Si f est P5, alors r()
• stabilise les inverses, c ‘est-à-dire pennute entre eux les ensembles appartenant
à {{a,a’} : a e
• préserve t ‘ordre des éléments de S, vus comme éléments de G.
(iii) Si f est 35, alors r(cY) permute entre elles les paires appartenant à
{{a,b} C:abba}.
DÉMONSTRATION. Soit a E Aut1f.
(j) Si {a,b} est une paire de la forme décrite dans l’énoncé, a.b appartiennent à un
carré commutateur, soit Qab. Par hypothèse, le carré commutateur Qab est envoyé par
a sur un autre carré commutateur, soit Cela entraîne que r(ol({a,b})
= {oa),a(b)} est une paire de la même forme que {a,b}.
(ii) Si f est PS et a E , envoie fa sur un cycle monochromatique, soit fa(a)
Puisque c est un automorphisme, ces deux cycles sont de la même longueur. Donc
o(a(a)) o(a). De plus, par la proposition 3.5, c permute entre eux les ensembles
{ a.a’}, a E 3. Par conséquent r(o), la restriction de a à , fait de même. Donc r(a)
stabilise les inverses.
(iii) Cette vérification est laissée au lecteur. D
Puisque les localisations sont obtenues en prenant la restriction à des auto
morphismes a(x) E Aut1f, la proposition 3.15 donne:
Corollaire 3.17. Soit f = f(G, S) un graphe de Cayley orienté, a E Autf, x E V(f) et
la localisation de a en x.
(j) Si f est CS, alors (x) E Autscs;
(ii) Si f est CS et PS, alors 0(x) E AutsC0I.
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Le résultat suivant est une espèce de réciproque de l’énoncé (ii) de la proposition
3.15. Il montre que sous l’hypothèse que Aut5C5 stabilise les inverses, les deux pre
mières propriétés de stabilité locale ne sont pas indépendantes.
Proposition 3.18. Soit f un graphe de Cayley orienté CS. Si Aut5C5 stabilise les in
verses, alors f est P8. En particutieî si C’1_ ne contient pas de sommets jumeaux,
alors f est PS.
DÉMONSTRATION. Par la proposition 3.15, l’image de r (la restriction de l’action de
Aut1f à ) est un sous-groupe de Aut5C. Puisque par hypothèse Aut5C5 stabilise les
inverses, Aut1f fait de même, et le résultat découle de la proposition 3.5.
Pour la deuxième partie de la proposition, montrons que si Cs/_ ne contient pas
de sommets jumeaux, alors Aut5C, stabilise les inverses, c’est-à-dire permute entre
eux les ensembles {a,a’}, o e . Soit o e AutCs et a e d’ordre supérieur à 2.
Puisque {a,a’} est une paire de sommets jumeaux de C, alors {o(a),o(a’)} est
aussi une paire de sommets jumeaux de Cs, donc d et (a1) ont les mêmes voisins
dans Cs/_. Comme Cs/_ ne contient pas de sommets jumeaux, d? = a(a1). Cela
entraîne que {a(a),o(a’)} ={o(a),o(a)’}. E
3.4.2. Diagramme des commutateurs et déviateurs
Dans cette section nous déterminons les contraintes qu’imposent les propriétés de
stabilité locale aux déviateurs A, o E . Ces résultats nous seront utiles puisque les
déviateurs donnent une caractérisation de l’holomorphie.
Dans le lemme suivant, N(a) dénote l’ensemble des voisins de a dans C et A,, fixe
N(a) signifie que ii(b) = b pour tout i e a et b e N(a).
Lemme 3.19. Soit f f(G, S) un graphe de CayÏey orienté et o
(j) Si f est CS, alors le déviateurAafi,.e N(a);
(ii) Si f est P5, alors le déviateur Aafixe {a. a1 };
(iii) Si f est BS, alors le déviateur Aafixe \ (N(a) U {a, a1 }).
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Remarque 3.20.
(ï) N(a) est l’ensemble des éléments de 3 qui appartiennent à un carré commutateur
deFaveca;
(ii) {a.a’} est l’ensemble des éléments de qui appartiennent à un cycle mono-
chromatique de f avec a;
(iii) \ (N(a) U {a,a}) est l’ensemble des éléments de qui appartiennent à un
cycle bichromatique de f avec a.
DÉMONSTRATION DU LEMME 3J9. Rappelons que
& = {((1))(a) : c E Autif}.
Soit Aut1f, et a,b E . L’équation (1.4) entraîne que
G(a)(b) = c(a)’o(ab). (3.8)
(j) Si f est CS et b est un voisin de a, alors
oab) =
donc
a(a)(b) = (a(a))1(a(a)a(b)) = a(b) =
Par conséquent
(a(l))’G(a)(b) = b.
(ii) Si f est P5, alors l’équation
oa2) = 0(a)2,








= a(a)1a(aa1) = 0(a)1 = 0(a1)
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Ainsi, pour b e {a,cr’}, on a
b.
(iii) Si f est BS et b \ (N(a) U {a,a’}), alors
ci(ab) =
donc








={q EAutsC0l: rj fixe Bi(a,a1)},
où B(a,a’) :=N(a)UN(a1) = N(a) U{a,a’}.
Da est le sous-groupe des automorphismes de C qui fixe les voisins de a, et D0l le
sous-groupe des automorphismes de C°’ qui fixe les voisins de a, ainsi que a et a1.
Voici le résultat principal de cette section
Proposition 3.21. Soit f f(G, S) un graphe de Ca1e orienté et a E S.
(j) Si f est C’S, alors le déviateur Aa satisfait à & C Da;
(ii) Si f est CS et P5, alors te déviateur Aa satisfait à Aa C D°1.
DÉMoNsTRATION.
(j) Puisque f est CS, le corollaire 3.17 implique que les localisations appartiennent
à AutsCs. Donc Aa {((;))‘Oa) : fi e Aut;f} C Aut5C. Le reste découle du lemme
3.19.
(ii) Se prouve de façon similaire à (i). D
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3.4.3. Décomposition de AutsC0I
Pour conclure cette section, nous montrons une décomposition de AutsC0l que
nous emploierons à la section 3.6.
Rappelons que par définition les automorphisme appartenant à AutsC0l stabilisent
les inverses. Cela permet d’obtenir une factorisation du groupe d’automorphismes
du diagramme des commutateurs coloré AutsC0l dont l’un des deux facteurs sera
AutC’. Considérons l’homomorphisme
AutsC°1 —* AutC
où est définie en posant () = r)(a). Notons que f est bien défini car AutsC°1
permute entre eux les ensembles {a,a’}, a E . Le noyau de j est
Ker() = ({(aa’) o(a) >2 et {a,a’} C S}).
De plus, puisque les automorphismes dans AutsC°1 stabilisent S, ils stabilisent (comme
ensemble) l’ensemble des paires {{a,a’} t {a,a1} C S}. Ainsi,
ImQp) {ri E AutC’ : r stabilise {: {a,a’} C S}}.
On peut montrer que Ker() possède un complément dans AutsC0I, c’est-à-dire un
sous-groupe de AutsC0l qui intersecte Ker() de façon trivial et qui engendre AutsC0I
avec Ker(Ø). Par conséquent
AutsC0l Ker() x Im(Ø).
Quand S est un sous-ensemble de Cayley de G symétrique ou anti-symétrique cela
donne la factorisation suivante du groupe d’automorphismes du diagramme des com
mutateurs coloré.
Proposition 3.22. Soit G un groupe et S un sous-ensemble de Cayley de G.
(j) Si S est symétrique
Aut8C0I Ker(tp) x AutC.
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En particulier o(AutsC0) 2ko(AutC’), où k est te nombre de paires de la
fornze {a,a’} vértfianto(a) >2 et{a,a1} C S.
(ii) Si S est anti-symétrique
AutÇ0l Aut.
En particulier o(AutsC0l) o(AutC1).
DÉMoNsTRATIoN. Découle du fait que si S est symétrique, alors Im(Ø) = AutsC0l,
et que si S est anti-symétrique, Ker(p) = Id et Im(p) = Autsc0l. D
3.5. CLAssEs DE GRAPHES DE CAYLEY CS ET PS
Dans la prochaine section, nous présentons des résultats donnant des conditions
sous lesquelles les graphes de Cayley CS, et les graphes de Cayley CS et PS sont
holomorphes. Nous exhibons ici quelques classes importantes de graphes de Cayley
CS et, CS et PS auxquels nous pourrons appliquer ces résultats.
Nous aurons besoin de résultats sur les cycles de longueur 3 et 4 présents dans les
graphes de Cayley.
Soit
Q: (xo,xl,. . . ,x1_,x =x)
un cycle de r. Si a =x’1xj, i 1,2,... ,l, sont les générateurs associés aux arcs du
cycle, alors
ala2...al=1. (3.9)
Nous dirons du cycle Q qu’il est induit par cette relation. Les relations obtenues à
partir de la relation (3.9) par des multiplications à gauche et à droite par des a sont
dites équivalentes à la relation (3.9). Si
bj...bJ=cl...ck,j+k=l,
est une de ces relations, nous dirons aussi du cycle Q qu’il est induit par cette relation.
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Lemme 3.23. (Cycles de longueur 3) Soit F = F(G, S) un graphe de Cayley orienté.
Tout cycle de longueur 3 dans r est induit par une relation entre tes éléments de d’un
des deux types suivants.
(j) a = bc,
oùa,b,céÇ, tels que bc {a,a};
(ii) a = 1,
où a E S;
Lemme 3.24. (Cycles de longueur 4) Soit f f(G, S) un graphe de Cayley orienté.
Tout cycle de longueur 4 dans r est induit par une relation entre les éléments de d’un
des six types suivants:
(j) a = bcd, où a,b,c,d E , tels que b,c,d {a,a’};
(ii) a4 = 1, où a E , tel que o(a) =4;
“ 2 — —1(iii) a =b ,ou a,b e S, tels que o(a),o(b) >2 etb Ø {aa };
(iv) (ab)2 =1, où a,bE, tels queo(a) >2ouo(b)>2etb {a,cï’};
(y) aba1 = b’, où a,b E , tels que o(b) > 2 et b {a,a};
(vi) ab = ba, où a,b e , tels que b Ø {a,a’};
DÉMONSTRATION. Soit Q: Kxo,xi,x2,x3,x4 = xo) un cycle de longueur 4 de r, et
posons a = x’ixj, pour j 1,... ,4. Alors ala2a3a4 = 1.
S’il existe k e {1,. . . ,4}, tel que a Ø {ak,a’} pour tout i k, alors, en isolant a,
on obtient une relation de type (ï).
Si on ne peut trouver un tel k, il existe {k1,k2,k3,k4} = {1,2,3,4} tels que 0k.
a et a4 = a1. Si en plus ak4 a, les a doivent être tous égaux et d’ordre 4 pour
induire un 4-cycle dans r. On obtient donc dans ce cas une relation de type (ii). Si ak4
on obtient une relation de la forme (ab)2 = 1 ou abat = b ou ab ba dans le
cas k2 — k1 = k4 — k3 = 2, et une relation de la forme a2 = b2 dans le cas contraire. Si
les contraintes sur l’ordre de a et b énoncées dans le lemme ne sont pas satisfaites, les
trois premières relations sont équivalentes à la relation ab = ba et la dernière n’induit
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pas de 4-cycle dans 1. Par contre, si elles le sont, on obtient respectivement une relation
de type (iv), (y), (vi), et (iii). E
Remarque 3.25. Si S est un sous-ensemble de Cavlev minimal1 de G, alors il n’y a pas
de relation de longueur 3 ou 4 de type (i) entre les éléments de S.
La proposition suivante donne la classe de graphes de Cayley CS la plus grande
que nous ayons trouvé.
Proposition 3.26. Soit f = f(G, S) un graphe de Cayïey orienté. S’il n ‘y a pas entre
tes éléments de de relation de longueur 4 de type (j), (ii), (iii), (iv), ou (y), alors f est
cS.
DÉMONSTRATION. Il est facile de vérifier, sachant que toutes les relations de longueur
4 entre les éléments de sont de type (vi), que les seuls sous-graphes induits de forme
carrée de f passant par 1 sont les canés commutateurs. Il s’en suit que Aut1f stabilise
l’ensemble de ces sous-graphes. E
La classe de graphes de la proposition 3.26 nous permet d’obtenir, à l’aide de la
proposition 3.18, une grande classe de graphes de Cayley CS et P5
Proposition 3.27. Soit f f(G, S) un graphe de Caytey orienté et supposons qu’il
n ‘y a pas entre tes éléments de de relation de longueur 4 de type (i), (ii), (iii), (iv),
ou (y). Si AutçC’5 stabilise les inverses, alors f est CS et PS. En particulier si ne
contient pas de sommets jumeaux, alors f est CS et PS.
3.5.1. Graphes de Cayley CS et PS basés sur des groupes de permutations
Nous appliquerons dans cette section les résultats de la section 3.5 pour obtenir des
graphes de Cayley CS et P5 basés sur des groupes de permutations.
Puisque nous nous intéresserons particulièrement aux graphes de Cayley engendrés
par des transpositions et des 3-cycles, le lemme suivant nous sera utile.
‘C’est-à-dire pour tout n E a \ {a.a’}).
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Lemme 3.28. (Produits de 2 et 3 cycles) Les produits possibles de deux cycles non
disjoints de longueur 2 ou 3 sont:
(i) (i1i2i3)(i3i4i5) = (i1i2i3i4i5) ,
(ii) (i1i2i3)(i2i3i4) = (i1i2)(i3i4)
(iii) (i1i2i3)(i3i2i4) = (i1i2i4) ,
(iv) (i1i2i3)(i2i3) = (i1i2) ,
(y) (iii2)(iii2i3) = (i1i3)
(vi) (i1i2i3)(i3i4) = (iiiii) ;
(vii) (i1i2)(i2i3i4) = (i1i2i3i4).
Voici trois classes importantes de graphes de CayÏey CS et PS:
Proposition 3.29. Soit F f(G, S) un graphe de Cayley orienté, où G est un groupe
de permutations. Si F vértfie une des conditions suivantes, alors f est C$ et PS.
(j) S est un ensemble de transpositions.
(ii) S est constitué d’involutions, et il n ‘y a pas entre les éléments de de relation de
longueur 4 de type (j).
(iii) S est un ensemble de transpositions et de 3-cycles et il n ‘y a pas entre les éléments
de de relation de longueur 3 ou 4 de type (j), et de relation de type (iv) pour a
ou b d’ordre 2.
DÉMONSTRATION.
(i) Dans le cas où S est un ensemble de transpositions, f contient deux types de
carrés: les carrés commutateurs et les carrés correspondant à la relation a = bcb, où a,
b et c forment un triangle dans le graphe de transpositions T. Les carrés du second type
font partie d’un K3,3 de f, soit f({a, b, c}), tandis que les canés commutateurs ne font
partie d’aucun K3,3. Par conséquent, Aut1f stabilise l’ensemble des carrés commuta
teurs. Donc f est CS. De plus, par la remarque 3.4, tout graphe de Cayley engendré
par des involutions est PS. Donc f est PS.
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(ii) Puisque S est constitué d’involutions, il y a entre les éléments de uniquement
des relations de type (vi). Par la proposition 3.26, F est donc CS. De plus F est PS par
la remarque 3.4.
‘(iii) Tout d’abord, puisque les seules relations de longueur 3 entre les éléments de
sont de type (ii), les seuls triangles de F sont les 3-cycles monochromatiques. Ils
doivent donc être permutés entre eux par Aut1F. Donc F est PS.
Pour démontrer que f est CS, considérons un carré commutateur Qc0d0, un auto
morphisme c Aut1f et Q = a(Q0,d0). Nous savons que Q est induit par une relation
de longueur 4 d’un des six types énoncés dans le lemme 3.24. Montrons qu’il ne peut
pas être induit par une relation d’un des cinq premiers types.
A cause des hypothèses, il ne peut être induit par une relation de type (j) ou (ii). Il
ne peut pas non plus être induit par une relation de type (iii), car, pour a et b d’ordre 3
—1 ‘ 2etbØ{a,a },onaab.
Pour vérifier qu’il ne peut être induit par une relation de type (iv) nous procéderons
par contradiction. Supposons que Q est induit par une relation de type (iv), c’est-à-
dire une relation de la forme (ab)2 = 1, où a, b e 3. Remarquons que cette relation
induit deux 4-cycles passant par 1 K1,a,ab,aba = b—’) et (1,b,ha,bab = a’). Par
conséquent, si on pose
-
c=c(co)etd=o(do),
on peut supposer sans perdre de généralité (car les rôles de c et d sont interchangeable)
que c,d = a,b1 ou c,d = b,a1. Il est facile de vérifier que dans les deux cas
(cd’)2=1. (3.10)
Puisque cette relation est de type (iv), c et d sont, par hypothèse, d’ordre 3. Comme f
est P5, la restriction de a à préserve l’ordre de ses éléments, vus comme éléments de
G (voir proposition 3.15(u)). Donc e0 et d0 sont aussi d’ordre 3. Cette constatation et
le fait que c0d0 = d0c0 et que (cd’)2 = 1 ont pour conséquence que les deux graphes
de la figure 3.2 sont des sous-graphes de T. Montrons que l’image par du graphe de
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gauche de cette figure est le graphe de droite de la même figure. Puisque f est PS, on a
De plus,
a(c) = = c2.
(codo) = dc1 = dc2,

















flo. 3.2. Deux sous-graphes de Ï





(c2)1dc = cdc E S.
Or, par le lemme 3.28, l’équation (3.10) ne peut être satisfaite par c et d que s’ils sont
de la forme c = (i1i2i3) et d = (i3i2i4), ce qui implique que
cdc = (i1i4)(i2i3)
Cela est une contradiction.
On distingue deux cas pour démontrer que Q n’est pas induit par une relation de
type (y), c’est-à-dire une relation de la forme
aba1 =b’, (3.11)
pour a,b e tels que o(b) >2 et b {a,a}. Si a est d’ordre 2,
aba1 aba =
est une relation équivalente à une relation de type (iv). Cela nous ramène au cas précé
dent. Sinon, a et b sont d’ordre 3. Supposons sans perdre de généralité que b (123).
Alors, par l’équation (3.1 1),
(132) =b’ =aba’ (a(1)a(2)a(3)),
ce qui entraîne que a doit fixer un des éléments 1,2,3, et donc ne peut être un 3-cycle.
Ainsi, Q est induit par une relation de type (vi), puisqu’il n’est pas induit par une
relation d’un des cinq premiers types. Donc Q est un carré commutateur. D
3.5.2. Le graphe d’action
Pour obtenir des classes de graphes CS et P5, à l’aide des énoncés (ii) et (iii) de la
proposition 3.29, nous aurons besoin de vérifier qu’il n’y a pas de relation de longueur
3 ou 4 de type (j) entre les éléments de . Dans ce but, rappelons que si S est un sous
ensemble de Cayley minimal de G, il n’y a pas de relation de ce type entre les éléments
de S.
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Si G est un groupe de permutations et S un sous-ensemble de Cayley de G, une
condition simple permet de s’assurer que S est un sous-ensemble de Cayley minimal
de G. Pour formuler cette condition nous aurons besoin d’un nouveau graphe qui est
une généralisation du graphe de transpositions.
Définition 3.30. (Graphe d’action de S) Soit G un groupe de permutations et S un sous-
ensemble de Cayley de G. Le graphe d’action de S, noté A5, est le multigraphe orienté
à arcs colorés ayant supp(G) comme ensemble de sommets et dont E(A5) consiste en
les arcs
(i,a(i))a, i e supp(a). a C S,
l’indice a signifiant que l’arc est muni de la couleur a.
Remarque 3.31.
(j) Il peut arriver que a(i) = a’(i) pour deux générateurs distincts a,a’ e S. Néan
moins, (i, a(i))a et (i, a(i))a’ sont bien deux arcs distincts de A.
(ii) Si a,a1 e S, nous représenterons dans nos dessins les deux arcs (i,a(i))a et
(a(i),i)_i comme une arête portant la couleurd = {a,a}.
À chaque sous-ensemble S C S correspond l’ensemble des arcs de A5 portant une
des couleurs de Si
E(S1) = {(i,a(i))a : a Si, iC supp(a)}.
La condition de minimalité pour les ensembles de permutations à laquelle nous
avons fait allusion est donnée par le lemme suivant:
Lemme 3.32. Soit G un groupe de permutations et S un sous-ensemble de CayÏey de
G. Si, pour tout a E , E(a, a) est une coupe2 de A, alors S est un sous-ensenzble de
CayÏey minimal de G.
2Une coupe est un ensemble d’arcs dont la suppression augmente le nombre de composantes
connexes du graphe.
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DÉMONSTRATION. Soit a . Comme E(a,a’) est une coupe de A, il existe Lj
V(A) tels que a(i) j, et i et j appartiennent à deux composantes différentes de A —
E(a,a’). Donc a n’est pas dans le sous-groupe de G engendré par \{a,a’}. D
Remarque 3.33. Ce critère permet de déterminer facilement dans plusieurs cas que S
est un sous-ensemble de Cayley minimal de G. Mais de nombreux sous-ensembles de
Cayley S sont minimaux et ne vérifient pas cette condition.
La proposition 3.29(u) et le lemme précédent entraînent les deux parties du résultat
suivant:
Proposition 3.34. Soit G un groupe de permutations et S un sous-ensemble de cayiey
minimal de G constitué d’involutions. Alors f = f(G,$) est CS et P8.
En particutiei si S est un ensemble d’involutions tel que pour tout ci E S, E(a) est
une coupe de A, alors f est CS et FS.
En particulier, si S est un ensemble de transpositions tel que T5 est une forêt, alors
FestCSetPS.
La proposition 3.29(iii) et le lemme 3.32 permettent d’obtenir aussi une classe de
graphes de CayÏey orientés CS et P5 engendrés par des transpositions et des cycles de
longueur 3.
Proposition 3.35. Soit G un groupe de permutations et S un sous-ensemble de caylev
de G constitué de transpositions et de 3-cycles. Alors f = f(G, S) est CS et P5 si pour
tout a E , E(a,a’) est une coupe de A.
DÉMoNsTRATIoN. Par la proposition 3.29 il suffit de vérifier qu’il n’y a pas entre
les éléments de 3 de relation de longueur 3 ou 4 de type (j), et de relation de type
(iv) pour a ou b d’ordre 2. Puisque pour tout a E , E(a,a’) est une coupe de
alors S est un sous-ensemble de Cayley minimal de G, donc les relations de type (j)
sont proscrites entre les éléments de 3. De plus, s’il existait une relation de type (iv)
pour a ou b d’ordre 2 appartenant à , a et b seraient, par lemme 3.29, de la forme
a = (i1i2)b = (i2i3i4), dans quel cas E(a,a1) ne serait pas une coupe de A, ou de
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la forme a = (iii2i3),b = (i2i3), dans quel cas E(b,b) ne serait pas une coupe de
A. E
Remarque 3.36. Le groupe G de la proposition 3.35 est:
• isomorphe à 2{, si As est connexe et si S est constitué uniquement de 3-cycles;
• isomorphe à , si As est connexe et si S contient au moins une transposition;
• un produit direct de groupes alternés et de groupes symétriques si A5 n’est pas
connexe.
3.5.3. Exemples de graphes Cayley CS et PS
Exemple 3.37. Soit G1 le groupe engendré par l’ensemble
= {(l,2,3)’,(2,3,4,5,6)’,(5,7)},
dont le graphe d’action et le diagramme des commutateurs sont représentés à la figure
3.3. Alors f1 = f(G1,Si) est CS et PS.
FIG. 3.3. Le graphe d’action A51 et le diagramme de commutateurs C51
DÉMONSTRATION. Pour le prouver il suffit, par la proposition 3.27, de vérifier qu’il









(y), et que Auts1Cs1 stabilise les inverses. Par le lemme 3.32, Si est un sous-ensemble
de Cayley minimal de G1. Donc il n’y a pas de relation de type (j). La vérification de
l’absence de relations de type (ii), (iii), (iv), et (y) se fait aisément et est laissée au
lecteur. finalement, on peut s’assurer à l’aide de la figure 3.3 que Auts1Cs1 stabilise
les inverses. Par conséquent f1 est CS et P5. D
Dans les exemples suivants Sf dénote , la fermeture de S.
Exemple 3.38. Soit G2 le groupe engendré par
dont le graphe d’action et le diagramme des commutateurs sont représentés à la figure






FIG. 3.4. Le graphe d’action A2 et le diagramme de commutateurs Cs2/_
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DÉMoNsTRATIoN. Pour le montrer on utilise encore la proposition 3.27. Dans ce cas
S2 n’est pas un sous-ensemble de Cayley minimal de G2. Mais on peut quand même
montrer qu’il n’y a pas de relation de type (i) entre les éléments de S2. Posons a =
(1,2,3),b=(2,14),c=(3,4,5),d=(4,5,6,7,8,9),e= (6,7,13),f=($,9,1O),g=
(1O,11,12),h=(13,14,15).PuisquepourtoutxE{a.d,Jl,g±l,h},E(x,x_I)
est une coupe de A1, ces générateurs sont indépendants des autres éléments de S2. De
plus, pourx {b±l,c,e+l}, il est facile de vérifier, à l’aide du graphe d’action A82,
que tout produit d’éléments dans 52 \ {x,x’} donnant x, est de longueur supérieur à
4. Cela démontre l’absence de relations de type (i). On peut aussi vérifier aisément
l’absence de relation de type (ii), (iii), (iv), et (y).
Finalement. F2 est P5 par la proposition 3.18, car C821_ ne possède pas de sommets
jumeaux. E
Exemple 3.39. Soit G3 le groupe engendré par
dont le graphe d’action et le diagramme des commutateurs sont représentés à la figure











FIG. 3.5. Le graphe d’action A83 et le diagramme de commutateurs C83/
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Exemple 3.40. Soit n> 3 un entier et 1 le sous-ensemble de Cayley du groupe alterné
2t,, défini par
f {(123),(345),...,(2k—3,2k—2,2k—1),(2k—l,2k,2k+i)}
I{(123) (345) (2k 37k 22k 1) (2k 2’k 12k)}f sin=2k,
dont le graphe d’action et le diagramme des commutateurs sont représentés à la figure
3.6. Alors, par la proposition 3.35, f, = F(2t,1, I) est CS et PS.
2 4 2k—2 2k
31
FIG. 3.6. Le graphe d’action AT et le diagramme de commutateurs CT/_
FIG. 3.7. Le graphe d’action A et le diagramme de commutateurs C
Exemple 3.41. Soit G4 le groupe engendré par
1 3 5 2k—3 2k—1
2k+l














dont le graphe d’action et le diagramme des commutateurs sont représentés à la figure
3.7. Alors, par la proposition 3.34, f’4 f(G4,S4) est CS et P5.
3.6. RÉSuLTATS SUR Autf
Nous présentons ici les résultats sur Autf qui découlent de la section 3.4. Les
principaux d’entre eux donnent des conditions sous lesquelles les graphes de Cayley
CS, et les graphes de Cayley CS et P5 sont holomorphes.
3.6.1. Diviseurs premiers de l’ordre de Aut1F
Tout d’abord, les propositions 1.34 et 3.15 donnent un sur-ensemble de l’ensemble
des diviseurs premiers de l’ordre de Aut1f:
Théorème 3.42. Soit f = F(G, S) un graphe de Cayley orienté.
(i) Si f est CS, alors tout diviseur premier de o(Autif) divise o(AutsC’s).
(ii) Si f est CS et PS, ators tout diviseur premier de o(Autif) divise o(Aut8C0I).
DÉMONSTRATION.
(i) Par la proposition 1.34, o(Autif) et o(Im(r)) ont les mêmes diviseurs premiers.
De plus, puisque f est CS, la proposition 3.15 implique que Im(r) <Aut5C5. Par consé
quent, si un premier p divise o(Autif), p divise o(AutsCs).
(ii) Se prouve de façon similaire à (i). D
Exemple 3.43. Soit f = f(G,S) un graphe de Cayley orienté.
(j) SiS=S1 ={(1,2,3)’,(2,3,4,5,6)’,(5,7)}(voirfigure3.3),alorsAut5c5est
d’ordre 4, donc Aut1f est un 2-groupe. Le groupe Aut;f est en fait d’ordre 2.
(ii) Si S = 52 (voir exemple 3.38 et figure 3.4), le seul automorphisme non trivial
de Cs/_ est l’involution r = (ah)(ce), donc l’ordre de Aut5C1 est 2. Par la
proposition 3.22, o(AutsC0l) = 2ko(AutsCl) pour k N. Donc Aut1f est un
2-groupe.
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(iii) Si S = 33 (voir exemple 3.39 et figure 3.5), l’ordre de AutsC est 6. Par la
proposition 3.22, o(Autsc0l) = 6, donc les diviseurs premiers de l’ordre de
Aut1F sont inclus dans l’ensemble {2,3}. L’ordre de Aut1F est en fait 6.
Un GRR (graphicat regutar representation) d’un groupe G est un graphe de Cayley
P = f(G,S) ayant L(G) comme groupe d’automorphismes. Puisque
Autf = L(G)Aut;F. où L(G) flAut;F = Id.
P est un GRR si et seulement si Aut1P = Id. Le théorème 3.42 nous donne donc, en
supposant que le diagramme des commutateurs ne possède aucun automorphisme non
trivial, une classe de graphes de Cayley orientés constituée de GRR:
Théorème 3.44. Soit f = f(G, S) un graphe de Caytey orienté.
(ï) Si f est cs, et Aut5C’5 est trivial, alors f est un GRR.
(ii) Si f est C’S et PS, et AutsC0l est trivial, alors f est un GRR.
Rappelons que si b est un élément de d’ordre supérieur à 2, tel que {b,b1} C S,
alors {b,b’} est une paire de sommets jumeaux des diagrammes C et C°1 qui est
contenue dans S. Donc (b b’) est un automorphisme de ces diagrammes (voir les re
marques 3.10 et 3.14). Par conséquent, te théorème 3.44 ne s’applique qu ‘aux graphes
de Caytey orientés engendrés par un sous-ensemble de Cayley anti-symétrique. Il s’ap
plique donc en particulier à tous les graphes de Cayley engendrés par des involutions.
Nous utiliserons la proposition suivante pour donner des exemples d’applications
du théorème 3.44 et des prochains théorèmes.
Proposition 3.45. Soit S un sous-eitsembte de C’ayley d ‘un groupe G, S’ un transversal3
de lafamitte {a,a’},a E , et f = f(G,S), f’ = f(G,S’) les deux graphes de cavlev
orientés qu ‘ils engendrent.
(j) Si f est CS, alors f’ est CS,
(ii) Si f est P5, alors f’ est P3.
est donc un sous-ensemble anti-symétrique de S qui contient un élément de chaque paire
{a,a1}, a E S.
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DÉMONSTRATION. Découle directement de la définition des propriétés de stabilité
locale et du fait que Aut1f’ est un sous-groupe de Aut1F. D
Exemple 3.46. Soit
= {(1,2,3),(2,3,4,5,6),(5,7)}
et G1 le groupe engendré par S. Alors le graphe de Cayley orienté f = T(Gi , S) est
un GRR.
DÉMONSTRATION. Remarquons que S est un transversal de la famille {a,a’},a
T (S1 est défini dans l’exemple 3.37). Puisque f1 = f(G1,Si) est CS et P5, f =
f(G1,S) est aussi CS et PS (par la proposition 3.45). De plus, le diagramme des
commutateurs coloré C?1 est constitué d’un sommet isolé, le générateur (2,3,4,5,6),
et d’une arête ayant comme extrémités (1,2,3) et (5,7). Puisque les automorphismes
de C?’ préservent l’ordre des générateurs, AutsC?1 est trivial, donc f est un GRR.
D
3.6.2. Graphes de Cayley orientés holomorphes et rigidité de Çç et C°’
Les propositions 1.25 et 3.21 donnent quant à elles une classe de graphes de Cayley
holomorphes. Introduisons d’abord une définition.
Définition 3.47. (Rigidité) Soit G un groupe et S un sous-ensemble de Cayley de G.
(ï) Le diagramme des commutateurs Cs est dit rigide si les groupes Da, ii E S, sont
triviaux.
(ii) Le diagramme des commutateurs coloré C°1 est dit rigide si les groupes D0l,
a E S, sont triviaux.
En d’autres mots, le diagramme des commutateurs C est rigide si ses automor
phismes ne peuvent fixer les sommets d’un voisinage N(a), a E , sans fixer tous ses
sommets. Et, le diagramme des commutateurs coloré C,°1 est rigide, si ses automor
phismes ne peuvent fixer les sommets d’une boule B (a, a), a E , sans fixer tous ses
sommets.
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Notons que l’on peut prolonger la définition de rigidité aux diagrammes des com
mutateurs quotients : le diagramme des commutateurs C1_ est rigide si les groupes
suivants sont triviaux
D = {n E AutCsj_: ri fixe N()}, a E
et le diagramme des commutateurs coloré quotient C est rigide si les groupes sui
vants sont triviaux
D°’
= {ri E AutC : r fixe Bï(d)}, a E S.
Théorème 3.4$. Soit T = T(G,S) un graphe de Caytey orienté sur G. Alors, dans tes
deux cas suivants, f est hotornorphe:
fi) T est CS, et C’s est rigide.
(ii) f est CS et PS, et C’°1 est rigide.
DÉMoNsTRATION.
(i) Par la proposition 1.25, il suffit de vérifier que les déviateurs sont triviaux, c’est-
à-dire que
= Id pour tout a E . (3.12)
Puisque T est CS, la proposition 3.21 nous assure que A, C Da. Or, la rigidité de C
implique que Da Id pour tout a E , donc que l’équation (3.12) est satisfaite.
(ii) Se prouve de façon similaire à (i).
Remarquons que le diagramme des commutateurs Cs ne peut être rigide si S contient
un élément b qui vérifie la condition suivante:
• b est d’ordre supérieur à 2 et {b,b} C S.
En effet, dans ce cas la transpositions (b b’) appartient à Db, car {b, b } est une paire
de sommets jumeaux du diagramme C qui est contenue dans S.
Le diagramme des commutateurs c°1 quant à lui ne peut être rigide si S contient
un élément b qui vérifie les deux conditions suivantes:
• bestd’ordresupérieurà2et{b.b} CS;
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• b n’est pas dans le centre de G.
En effet, si S possède un tel élément, la transposition (b b—’) est un automorphisme de
C,°’. De plus, puisque S engendre G, S doit contenir un élément a qui ne commute pas
avec b. Cela entraîne que
{b,b’}
donc que le groupe D0l peut transposer b et b—’.
Par exemple, dans le cas du diagramme des commutateurs de la figure 3.8(i), les
groupes Da et D0l sont respectivement égaux à {Id, (a a’), (b b1)} et à {Id, (b b’)},
tandis que pour le diagramme des commutateurs de la figure 3.8(u) ils sont égaux à
{ Id, (aa’), } et à {Id}. Le groupe Da est donc non trivial pour ces deux diagrammes
et le groupe est non trivial pour le premier diagramme et trivial pour le second.
b b’ b b1
• le’ment de S
(j) (ii)
o le’ment de S\S
—1 —1
a a a a
FIG. 3.8. Diagrammes des commutateurs non rigides
Le théorème 3.48 s’applique donc entre autres aux graphes de CayÏey orientés
basés sur un groupe abélien, et aux graphes de CayÏey orientés engendrés par un sous-
ensemble de Cavtey anti-symétrique, et donc, en particutiei; aux graphes de CayÏey
engendrés par des involutions.
Pour les graphes de Cayley orientés f = F(G,S) basés sur un groupe abélien, le
théorème 3.48 permet d’obtenir une condition nécessaire et suffisante pour que f soit
holomorphe:
Théorème 3.49. Soit G un groupe abélien et f = f(G, S) un graphe de Cavley orienté
sur G. Alors f est holomoiphe si et seulement si f est CS.
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Remarque 3.50. Baik, Feng, Sim et Xu démontrent dans [5] un condition suffisante
pour qu’un graphe de Cayley basé sur un groupe abélien soit holomorphe : si G est un
groupe abélien et S un ensemble de générateurs de G ne contenant pas 1 et satisfaisant
a
= uv 1 == {s,t} {u,v},
alors f(G,S) est holomorphe. Le théorème 3.49 est un raffinement de ce résultat.
DÉMONSTRATION. Supposons d’abord que f est CS. Montrons que f est P5 et que
C°’ est rigide. Puisque les seules paires de sommets non adjacents de C5 sont les
{ a,a’} C , tel que a a, alors Aut5C5 permute entre eux ces ensembles. Par
conséquent, par la proposition 3.18, f est PS. De plus, si a E , alors Bi(a,a’) =
Par conséquent, pour tout a E est trivial, donc C°’ est rigide. Ainsi, par le
théorème 3.48, f est holomorphe. L’implication inverse est trivial puisque tout graphe
de Cayley holomorphe est CS.
Le résultat suivant est un corollaire du théorème 3.49 et de la proposition 3.26.
Théorème 3.51. Soit G un groupe abélien et f [‘(G, S) un graphe de CayÏey orienté
sur G. Si S est un sous-ensemble de CayÏey minimal de G et s’il n’y a pas entre les
éléments de de relation de longueur 4 de type (ii), (iii) ou (iv), alors Test hotomorphe.
En particuliei; si G est d’ordre impair et S est un sous-ensemble de Caytey minimal
de G, alors f est holomorphe.
Le prochain théorème est une application du théorème 3.48. Il donne une classe de
graphes de Cayley orientés holomorphes engendrés par des sous-ensembles de Cayley
anti-symétriques et donc, en particulier, une classe de graphes de Cayley holomorphes
engendrés par des involutions.
Théorème 3.52. Soit f f(G, S) un graphe de Cayley orienté engendrés par un sous-
ensemble de Cayley anti-symétrique S. Alors, dans tes deux cas suivants, f est hoto
moiphe:
(j) Il n’y a pas entre tes éléments de de relation de loiigueur 4 de type (ï), (ii), (iii),
(iv), ou (y), et C5j_ est rigide.
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(ii) il n ‘y a pas entre tes éléments de de relation de tongtteur 4 de type (j), (ii), (iii),
(iv), ou (y), Aut5C’5 stabilise tes inverses, et C est rigide.
DÉMONSTRATION. Découle des propositions 3.26 et 3.27, et du fait que pour un sous-
ensemble de Cayiey anti-symétrique S, les diagrammes C et C°’ sont rigides si et
seulement si leur quotient Cs/_ et C le sont. L
Voici des exemples d’applications des théorèmes 3.4$ et 3.52 à des graphes de
Cayley basés sur des groupes non abéliens et engendrés par des sous-ensembles de
Cayley anti-symétriques.
Exemple 3.53. Les graphes de Cayley orientés engendrés par les ensembles suivants
de générateurs sont holomorphes.
(i) S{(1.2.3),(2,14),(3.4,5).(4.5,6,7,8,9),(6,7,13),(8,9,1O),(1O.11,12),(13,14.15)};
(ii) $z{(1,2),(2,3,4),(4,5,6),(6,7),(3,5,8),(8,9)};
/ f{(123),(345),...,(2k—3,2k—2,2k—1),(2k—1,2k,2k+.l)} si n2k+1,
(iii) 7 =
{(123),(345),...,(2k—3,2k—2,2k—1),(2k—2,2k—1,2k)} sin=2k,
pour 11>3 et n 67;
(iv) 54= {(1,2)(6,7),(2,3),(2,6),(3,4),(4,5)(7,8)}.
DÉMONSTRATION.
(i) S, est un transversal de la famille {a,a’},a S2, où S2 est le sous-ensemble
de Cayley défini à l’exemple 3.3$. Donc S est anti-symétrique. De plus, nous l’avons
dans cet exemple, il n’y a pas entre les éléments de S = 52 de relation de longueur 4
de type (j), (ii), (iii), (iv), ou (y). Finalement, en vérifiant que C?_ possède comme
unique automorphisme non-trivial (ah)(e c), il est facile de voir est rigide. Ainsi,
par le théorème 3.5 2, f est holomorphe.
(iii) Par la proposition 3.35, le graphe de Cayley f(2t, 7) est CS et P5. Si n >
3 et n 6,7, alors C?1 est rigide. Pour n = 6,7 on a = {(123),(345),(456)}
et = {(123), (345), (567)}. Dans ces deux cas, le diagramme des commutateurs
coloré est constitué d’un sommet isolé (le générateur (345)) et d’une arête. Le groupe
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Dm5) peut donc interchanger les deux extrémités de cette arête. Le diagramme des
commutateurs coloré C’ n’est donc pas rigide si n = 6,7.
(iv) Nous avons démontré dans l’exemple 3.41 que le graphe f4 = T(S4) est CS
et PS. Le diagramme des commutateurs de S4 est représenté à la figure 3.7. On peut y
vérifier que tous les groupes Da, a , sont triviaux. Par exemple,
D(12)(67) = {îi e AUtC4 fixe (34)} = Id4.
Puisque C4 est rigide, alors f4 = f(S4) est holomorphe.
La preuve du cas (ii) est similaire à celle de (ï) et (iii). li
3.6.3. Graphes de Cayley orientés holomorphes et quasi-rigidité de C°1
Pour les raisons mentionnées ci-haut, les diagrammes C et sont rarement ri
gides. C’est pourquoi le théorème 3.4$ s’applique a des classes restreintes de graphes
de Cayley orientés. Pour démontrer l’existence de classes plus larges de graphes de
Cayley orientés holomorphes, flous introduisons une propriété moins restrictive que la
rigidité, que nous appellerons quasi-rigidité.
Définition 3.54. (Quasi-rigidité) Soit G un groupe et S un sous-ensemble de CayÏey
de G. Le diagramme des commutateurs coloré C,°’ est dit quasi rigide si les groupes
D0l, a e , stabilisent chaque ensemble de la forme {b,b’}, b e
Le diagramme C° est donc quasi rigide si les groupes D0l, a C S, contiennent
uniquement des transpositions de la forme (bb1), {b,b’} C S.
Remarquons que le diagramme des commutateurs coloré est quasi rigide si et
seulement si le diagramme des commutateurs coloré quotient est rigide
Proposition 3.55. Le diagramme des commutateurs coloré c°’ est quasi rigide si et
seulement site diagramme des commutateurs coloré quotientc est rigide.
DÉMONSTRATION. Cette équivalence découle du fait que AutsC°’ est constitué d’au
tomorphismes permutant entre eux les ensemb]es a = {a, a’}, a E 3. D
Voici un exemple de sous-ensemble de Cayley ayant un diagramme des commuta
teurs coloré qui n’est pas rigide, mais qui est quasi rigide.
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Exemple3.56. SoitS={(1,2,3,4,5)’,(5,6,7)’,(6,7,8)’}l’ensembledepermu-
tations dont le graphe d’action et le diagramme des commutateurs sont représentés à
lafigure3.9.Posonsa= (1,2,34,5),b= (5,6,7)etc= (6,7,8). Alors C0] estngide
puisque D°’ = = D0l D’1 = ((bb’)) et D°1 = D°i1 = ((aa’), (cc)).
L’involution (ac)(a’ c’) n’appartient pas à D0I car les automorphismes de C°’ pré
servent les couleurs, c’est-à-dire l’ordre des générateurs.
4
FIG. 3.9. Le graphe d’action A et
coloré C’°
Le théorème suivant montre, sous quelles conditions, un graphe de Cayley CS et
PS ayant un diagramme des commutateurs coloré quasi rigide est holomorphe. Nous
l’utiliserons à la section 3.6.4 pour exhiber une classe importante de graphes de Cayley
basés sur le groupe symétrique ou le groupe alterné.
Théorème 3.57. Soit F T(G, S) un graphe de caytey cs et P5. Supposons aussi
que le diagranune C° est quasi rigide. Alors f est holomoipÏze si pour tout a, b E S
vértfiant
(1) abba,
(2) o(b) > 2 et {b,b’} C S,
il existe ttn sous-ensemble Si C Sfenné dans S, contenant {a, b}, tel que
3
le diagramme des commutateurs
(j) f(S1) est holoinorphe;
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(ii) pour tout E Aut1f, il existe un isomorphisme de groupes y : (S1) Ka(Si))
tel que v(51) = a(Si).
Remarque 3.58.
(j) Il suffira souvent de prendre comme S le plus petit sous-ensemble fermé dans S
contenant {a,b}, soit Si = {a,b}flS.
(ii) Si f est localement holomorphe, la condition (ii) est satisfaite pour tout sous-
ensemble Si Ç S.
Pour faire la preuve du théorème 3.57 nous ferons appel au lemme suivant:
Lemme 3.59. Soit T(G,S) un graphe de Cavley CS et P8, et G E Aut1f. Si C°’ est
quasi rigide, alors pour tout sous-ensemble S C Sfemzé dans S, la restriction
est un isomorphisme de f(Sj) dans f(G(S1)) qui fixe 1.
DÉMONSTRATION. Par la proposition 1.30 et la remarque 1.3 1, il suffit de vérifier que
= G($i), ViE V(f(51)). (313)
Soit x E V(f(S1)). Par la proposition 1.22, G() se factorise en
G(x) = G(l) Cri,
où r est un produit d’éléments appartenant aux A, a E . Pour montrer l’équation
(3.13), prouvons que
ii(Si) =Sj.
Soit b E Si. Vérifions que
ri(b) E Si.
Par la proposition 3.2 1,
Aa C D0I, Va E S.
Puisque C,°’ est quasi rigide, cette inclusion entraîne que les Aa, a E , stabilisent
{ b, b}. Puisque est engendré par les Aa, a E fait de même, c’est-à-dire
ri({b,b’}) = {b,b}.
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Par conséquent, si {b,b1} C S, alors
71(b) E {b b’} Ç Si;
et si {b,b } Si, alors b’ Ø Si, donc b’ S, car Sj est fermé dans S, et
ri (b) b E S (car r stabilise S).
E
DÉMONSTRATION DU THÉORÈME 3.57. Par la proposition 1.25, il suffit de véri
fier que
Aa = Id Va E S.
Soit a e S. Rappelons que
Aa = E Aut;f}.
Considérons un élément quelconque ri (oi)’ °a(a) E et montrons que Id.
Par la proposition 3.21,
ri ED°’. (3.14)
Par conséquent, r fixe les éléments de 3 appartenant à B,(a,a’). Il reste à s’assurer
que r fixe les éléments de n’appartenant pas à cet ensemble. Soit b E un de ces
éléments. L’inclusion 3.14 entraîne que
= {b,b’}. (3.15)
Si b E Set b’ e 3\s (ou l’inverse), r fixe b et b’, car r stabilise S. Pour traiter le
cas {b,b’} C S, considérons
f {a,b}
{a’,b} siaSetaES,
S le sous-ensemble contenant S donné par l’énoncé, et 37 = c(Si). Par le lemme
3.59, la restriction Oif(s) est un isomorphisme de graphes de f(S1) dans F(S2), qui
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fixe 1. De plus, par hypothèse, 32 OSi) Si. Donc, il existe un isomorphisme de
groupes
V: (57) (Si)
tel que v(S2) = Si. Il est facile de voir que cela implique que y est un isomorphisme de
graphes de f(52) dans f(51). Il s’en suit que le produit vo OÏf(S1) est un automorphisme
de f(S1) qui fixe 1. Puisque f(Sj) est holomorphe, ce produit doit être un automor
phisme du groupe (Si). Cela entraîne que oÏf(si) est un isomorphisme de groupes, car





(b) (G)1 0(a)(b) = b,
et donc aussi, par l’équation (3.15), que
= b1.
Ainsi, puisque i fixe les éléments de 3 appartenant à Bi(a,a1) et les éléments de
n’appartenant pas à cet ensemble
= Id.
3.6.4. Classe de graphes de Cayley orientés holomorphes engendrés par des
transpositions et des 3-cycles
Le prochain résultat est une application du théorème 3.57. Il donne une classe im
portante de graphes de Cayley basés sur le groupe symétrique ou le groupe alterné, et
engendrés par des transpositions et des cycles de longueur 3.
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Théorème 3.60. Soit G un groupe de permutations et S un sous-ensemble de Cayley
de G constitué de transpositions et de 3-cycles. Alors f = f(G, S) est holomorphe si
tes deux conditions suivantes sont satisfaites:
(ï) il n ‘y a pas de entre les éléments de de relation de longueur 3 ou 4 de type (j),
et de relation de type (iv) pour a ou b d’ordre 2 (voir lemmes 3.23 et 3.24).
(ii) C° est quasi rigide;
Nous aurons besoin de deux lemmes pour démontrer ce résultat.
Lemme 3.61. Soit G un groupe de pernmtation, S un sous-ensemble de Cayle de G
satisfaisant les hypothèses du théorème 3.60, a, b e S deux cycles de longueur 2 ou 3
tels que ab ba, et Sy {a, b}. Alors f = f(S1) est holomoiphe.





La forme {a = (iii2),b = (i1i2i3)±} est exclues puisque nous aunons (ab)2 = 1, qui
est une relation de type (iv) proscrite par hypothèse. Si Si est de la première forme,
f est un cycle de longueur 6 et est donc holomorphe. On peut montrer qu’un graphe
FIG. 3.10. Le graphe f({(12),(234)’}) (cube tronqué)
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de Cayley engendré par un ensemble Sj de forme (ii), (iii) est holomorphe à l’aide
des figures 3.10 et 3.1 1, en vérifiant qu’il est localement holomorphe et qu’il satisfait
l’équation Aut(’) f Id. Les graphes de Cayley engendrés par un ensemble Si de forme
(iv) sont d’ordre 60. Il est donc plus difficile de les représenter par un dessin. Il est par
contre aisé de vérifier qu’ils sont holomorphes à l’aide du logiciel GAP. D
Lemme 3.62. Soit G un groupe de permutation, S un sous-ensemble de Caytey de G
satisfaisant les hypothèses du théorème 3.60, et a, b, c, d E S quatre cycles de longueur
2 ou 3 de G tels que ab ba et cd dc. Soit i, 32 satisfaisant à {a, b} C S C {a, b}
et {c, d} Ç 82 Ç {c, d}. Alors, si f(S1) F(S2), il existe un isomwphisme y (Si)
(82) tel que v(S1) S2.
DÉMONSTRATION. Remarquons qu’il suffit de prouver que A51 As2 pour s’assurer
l’existence d’un isomorphisme y tel que cherché. Considérons G1 (Si) et G2 = (32).






Remarquons aussi que les ensembles et sont d’une des quatre formes énon
cées dans la preuve du lemme 3.61 et que ces ensembles génèrent respectivement des
FiG. 3.11. Le graphe f({(123), (234)+h}) (une-graphe du cube)
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groupes isomorphes à 63, 64, 2(4 et 2t5, donc d’ordres 6, 24, 12 et 60. Pour que
l’équation (3.16) soit satisfaites il faut donc que et soient du même type. Si
et sont de type (ii), (iii), ou (y), il est facile de voir que l’équation (3.17) im
plique que A1 As.,. Si et sont de type (iv), l’équation (3.17) implique aussi
que A1 A52, sauf dans le cas où Si et S2 sont de la forme Si = {(i1i2i3), (i2i3i4)} et
82 = {(i1i2i3), (i2i3i4)1}. Or, dans ce dernier cas, f(S1) n’est pas isomorphe à f(82)
(des graphes isomorphes à f(S1) et P(S2) peuvent être obtenus en orientant le graphe
de la figure 3.11. Le premier contient des 4-cycles orientés tandis que second n’en
contient pas). Cela conclut la preuve. E
DÉMONSTRATION DU THÉORÈIVIE 3.60. Ce résultat découle du théorème 3.57.
Considérons a, b une paire d’éléments de S tel que décrite dans l’énoncé de ce résultat,
et montrons l’existence d’un sous-ensemble Si C S fermé dans S vérifiant les propriétés
(i) et (ii) du même énoncé.
Posons Si = {a, b} n S. Premièrement f(S1) est holomorphe puisque, par le lemme
3.61, son ombre l’est. De plus, par le lemme 3.59, si o E Aut;F, la restriction Oiç(1) est
un isomorphisme de f(S1) dans f(o(S1 )), donc f(81) F(o(S1 )). Cela entraîne, par le
lemme 3.62, l’existence d’un isomorphisme V: (S;) —* (a(Si)) tel que v(Si) a(Sî).
Donc les deux propriétés que doit satisfaire Si sont vérifiées. E
Voici des exemples de graphes de Cayley holomorphes que donne le théorème 3.60.
Exemple 3.63. Les graphes de Cayley engendrés par les ensembles suivants de géné
rateurs sont holomorphes.
(j) S3{(1,2),(2,3,4)+1,(4,5,6)+1,(6,7),(3,5,8),(8,9)},
(voir exemple 3.39 et figure 3.5);
f{(123),(345) (2k—3,2k—2,2k—l).(2k—1,2k,2k+1)}f sin=2k+1,
(ii) 7;
{(123),(345),...,(2k—3,2k—2,2k— 1),(2k—2,2k— 1,2k)}I si n=2k,
pour n 3 et n 6,7 (voir exemple 3.40 et figure 3.6).
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3.6.5. Diviseurs premiers de l’ordre de Autt1 f
Rappelons qu’un graphe de Cayley orienté f est holomorphe si et seulement si f est
localement holomorphe et Aut’ f = IdG (voir proposition 1.17). L’ordre de Aut’ f
mesure en partie la déviation de f de l’holomorphie.
Si aucun des deux théorèmes 3.48 et 3.57 ne s’applique pour démontrer que F est
holomorphe, on peut tout de même trouver un sur-ensemble des diviseurs premiers de
l’ordre de Aut’ f:
Théorème 3.64. Soit f = f(G, S) un graphe de Caytey orienté sur G.
(i) Si f est CS, tout diviseur premier de o(Aut(1) f) divise l’ordre d’un des {Da : a e
SI.
(ii) Sj F est C’S et P8, tout diviseur premier de o(Aut) f) divise l’ordre d’un des
a E
DÉMONSTRATION.
(ï) Soit p un diviseur premier de o(Aut(’) f). Par le théorème 1.35, il existe a E
et c E Aut f tels que o(a(a)) = p. Or, la différence entre et cY(l), (Œ(1))’Œ(a),
est égale à 0(a) (car a E Aut1 f si et seulement si C(l) = Id), et appartient à Da, par la
proposition 3.21. Donc p divise o(D0).
(ii) Se prouve de façon similaire à (i). D
Après avoir créé une banque importante de graphes de Cayley et déterminé leur
groupe d’automorphismes, nous avons constaté que dans la grande majorité des cas
générés, Aut1F est un 2-groupe. Le corollaire suivant du théorème 3.64 explique une
partie de ce phénomène:
Théorème 3.65. Soit F = f(G, S) un graphe de Caley orienté sur G. Alors, Autt1 F
est un 2-groupe dans les deux cas suivants:
(j) f est CS et Çç est quasi rigide.
(ii) f est CS et P5, et C,°’ est quasi rigide.
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Exemple 3.66.
(j) Considérons G1 le groupe engendré par
Si = {(1,2,3)*1,(2,3,4,5,6)±1,(5,7)}
(dont le graphe d’action et le diagramme des commutateurs sont représentés à la
figure 3.3), et f1 f(Gy,51). Alors Aut(1)f1 est un 2-groupe.
(ii) Considérons G2 le groupe engendré par
S2 {(1,2,3), (2,14), (3,4,5), (4,5,6,7,8,9), (6,7, 13), (8,9, 10), (10,11,12), (13,14, i5)}f
(dont Je graphe d’action et le diagramme des commutateurs sont représentés à la







Ce chapitre est le premier chapitre de la deuxième partie de cette thèse. Le but de
cette partie est d’étudier le problème d’isomorphie entre les graphes de Cayley orientés,
c’est-à-dire de déterminer quand
P(G,S) f(H,T)?
Rappelons que deux graphes orientés f1 et f2 sont isomorphes s’il existe un isomor
phisme de f1 dans f2, c’est-à-dire une bijection c des sommets de T1 dans les sommets
de f2 telle que
(x,y) E(f1) ((x),(y)) e E(f2).
Ce problème d’isomorphie est un problème très complexe dont la solution dépend
du groupe d’automorphismes des graphes de Cayley en jeu. Puisque probablement la
grande majorité des graphes de Cayley sont holomorphes et que l’on a une connais
sance précise du groupe d’ automorphismes de ces graphes, nous nous sommes restreint
à cette classe dans l’espoir d’obtenir des résultats plus forts que dans le cas général.
Nous aborderons ce problème d’isomorphe en deux étapes. Nous étudierons dans
un premier temps, au chapitre 6, le problème d’isomorphie entre les graphes de Cayley
basés sur un groupe fixé étant donné un graphe de Cayley sur G holomorphe f(G, S),
pour quels autres ensembles T de générateurs de G a-t-on
P(G,T)
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Nous étudierons ensuite, au chapitre 7, le problème d’isomorphie entre les graphes
de Cayley holomorphes basés sur des groupes différents : étant donné un graphe de
Cayley holomorphe f(G, S), sur quels autres groupes H peut-on obtenir un graphe de
Cayley holomorphe isomorphe à t(G,S)?
Ce chapitre présente des applications qui généralisent les homomorphismes usuels
entre les groupes et qui sont au coeur de la résolution du problème d’isomorphie pour
les graphes de Cayley holomorphes : les homomorphismes croisés. Ces applications
apparaissent naturellement dans la résolution de ce problème pour deux raisons.
Premièrement, nous verrons que si f1 et f2 sont deux graphes de Cayley iso
morphes et f2 est holomorphe, tout isomorphisme de f1 dans f2 qui envoie 1G1 sur
‘G2 est un isomorphisme croisé. Ce résultat est démontré au chapitre 6 (proposition
6.4).
Deuxièmement, les homomorphismes croisés seront utiles pour résoudre le deuxième
problème d’isomorphie, c’est-à-dire trouver les groupes H sur lesquels on peut obtenir
un graphe isomorphe à f f(G,S). Pour expliquer pourquoi, rappelons que Sabi
dussi [26] a démontré qu’un graphe f peut être représenté sur un groupe H si et seule
ment si Autf contient un sous-groupe isomorphe à H agissant régulièrement sur V (f).
Puisque le groupe d’automorphismes d’un graphe de Cayley holomorphe f = f(G,S)
est égal à Autf = L(G) > AutG, nous aurons besoin de résultats pour trouver les
sous-groupes de produits semi-directs. Nous utiliserons les homomorphismes croisés
au chapitre 5 pour construire ces résultats.
4.2. PRÉALABLEs
Si f: G —* H est une fonction et K G, f[K] = {f(x) : x E K}.
Si f: G —* H est un homomorphisme dont le noyau est égal à G, nous dirons de
f qu’il est un homomorphisme trivial.
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Nous aurons besoin des anti-homomorphismes:
Définition 4.1. (Anti-homonzorphisme) Soit G et H deux groupes. Une application
cL: G —* H est un anti-homomorphisïne si pour tout x,y e G Œ(xy) = Œ(y)Œ(x). Un
anti-isomorphisme est un anti-homomorphi sme bijectif.
Proposition 4.2. Si fi. : G —f H est un anti-homomorphisme, il existe un homomor
phisnze f: G —* H satisfaisant à Œ(x) = f(x)1 pour tout x e G.
4.3. DÉFINITION DES HOMOMORPHISMES CROISÉS
Comme nous l’avons vu dans l’introduction, nous aurons besoin, pour résoudre
le deuxième problème d’isomorphie, d’outils permettant de trouver les sous-groupes
du groupe d’automorphismes des graphes de Cayley holomorphes. Rappelons que Je
groupe d’automorphismes de ces graphes est isomorphe au produit semi-direct L(G)
Aut5G. Un théorème caractérisant les sous-groupes d’un tel prodtiit serait donc d’une
grande utilité. Un théorème de cette espèce existe déjà dans le cas du produit direct:
Théorème 4.3. Tout sous-groupe H du produit direct G x G2 s ‘écrit comme
H= U f(yN2)xyN2,
vN2EH2/N
où N <H1 sont deux sous-groupes de G, j = 1,2, et f est un isomorphisme entre H2/N2
et H1/N1.
La preuve de ce théorème fait appel aux deux projections ci et G2, associant au
couple (x,y), x et y respectivement. Dans le cas du produit direct, ces deux projections
sont des homomorphismes. Il n’en va pas de même pour le produit semi-direct.
Pour le voir, considérons le produit semi-direct K x Q et les projections 0K et
a de K >< Q dans K et Q respectivement. Si (a.x), (by) appartiennent à K Q’
(a,x)(b,y) = (aOx(b),xy). Par conséquent,
GQ((a,x) (b, y)) =.xy Q((a,x))aQ((b,y).
Ainsi





Donc aK n’est pas un homomorphisme. Cela justifie la définition suivante:
Définïtion 4.5. Soit G,H deux groupes et 0: G AutH un homomorphisme. Une
application et: G — H est un homomorphisme croisé associé à O si pour toutx,y G
et(xy)
Nous dirons aussi de et qu’il est un 0-homomorphisme.
Remarque 4.6.
(ï) Pour abréger la notation, 0(x) sera souvent noté 0.
(ii) Un O-homomorphïsme et est un homomorphisme si et seulement si Ker(9) = G.
Si O est un homomorphisme trivial, nous dirons de et qu’il est un homomorphisme
croisé trivial.
(iii) Nous emploierons les tennes épimorphisme croisé, monomorphisnze croisé et iso
morphisme croisé quand nous parlerons d’homomorphismes croisés surjectifs, in
jectifs et bijectifs. Nous utiliserons aussi les termes endomorphisnze croisé et au
tomorphisme croisé pour parler d’homomorphismes croisés et d’isomorphismes
croisés d’un groupe dans lui même.
(iv) Si et: G —* H est un homomorphisme croisé, Im(et) n’est pas nécessairement un
sous-groupe de H. Nous dirons d’un homomorphisme croisé et: G —* H qu’il
est quasi-surjectif si Im(et) engendre H.
Le mot dérivation est le terme plus utilisé dans la littérature pour désigner un ho
momorphisme croisé. Nous avons préféré homomorphisme croisé pour avoir accès aux
termes isomorphisme croisé, automorphisme croisé, etc.
Nous l’avons vu plus haut:
Proposition 4.7. La projection 0K : K > Q K est un (00 Q)-ho1nomorpÏ;isnze.
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Cette projection jouera un rôle crucial dans l’analyse des sousgroupes du produit
semi-direct.
Nous terminons cette section en présentant une classe importante d’homomor
phismes croisés.
Proposition 4.8. Si f et g sont deux homomorphismes de G dans H, t ‘application







Exemple 4.9. Si G est un groupe, l’application inversion
X I
est un y-automorphisme.
Exemple 4.10. Plus généralement, si et: G —* H est un anti-homomorphisme, alors
et est un homomorphisme croisé puisque, par la proposition 4.2, il existe un homomor
phisme f: G —* H tel que Œ(x) = f(x)’ pour tout x G.
4.4. PROPRIÉTÉs ÉLÉMENTAIRES DES HOMOMORPHISMES cRoI
SÉS
Nous présentons dans cette section quelques résultats de base sur les homomor
phismes croisés.
Proposition 4.11. Soit et: G —f H un O-homornotphisme. Alors
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(j) Œ(1) = 1;
(ii) Œ(x1) = (Œ(x)1);
(iii) Ker(a) < G;
(iv) Œ(x) a(y) == x1y Ker(Œ);
(y) Si Œ est quasi-surjecttf alors Ker(Œ) <G == Ker(Œ) <Ker(6);
(vi) Si L < G, ators Œ[L] <H OL[Œ{L]1 C ajL];
(vii) Si f: F —* G est un homornorphisme, Œ o f est un (8 o f) -homomorphisme;
(viii) Si f: H —p K est un isomorphisme, fo Œ est un (y O O) -homomorphisme.
DÉMONSTRATION. La preuve des points (j) à (iv) se trouve dans Rotman [25J. Notons
que cet auteur emploie le terme denvation pour désiger un homomorphisme croisé.
Pour (y), remarquons d’abord que
Ker(Œ)<G 4== Œ(yxy’)=l, VxEKer(Œ)VyéG
4= Œ(y)OV(Œ(x))O)X(Œ(y’)) = 1, Vx E Ker(a) Vy e G
== Œ(y)81(Oi(Œ(y)’))=1, VxeKer(Œ)VyEG
4= Œ(y)Ot(Œ(y)’)=1, VxEKer(Œ)VyEG
O,,_i (wy)) = x(y), Vi e Ker(Œ) Vv E G.
Si Ker(a) <G, cette dernière équation est équivalente à
= a(y), Vï E Ker(a) Vy e G Ker(a) <Ker(O),
car Œ[G] engendre H.
Inversement, si Ker(Œ) <Ker(O), alors pour tout x e Ker(Œ) et y E G,
E Ker(O) O_i (a(y)) = a(y).
Donc Ker(a) <G.
Pour (vi), on a
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Œ{L] <H =‘ Œ(x)’Œ(y) E cx[L], Vx,y E L
4= Œ’Œ(y) E Œ{L], Vx,y e L
a(x)’Œ(x)O(Œ(y))=O(Œ(y))EŒ[L], Vx,yeL
OL{Œ[L]]CŒ[Lj.
Pour (vii), si x,y E G, on a
{aof](xy) = Œ(f(x)). [Of()](a(fC)))
Donc Œ o f est un homomorphisme croisé associé à O o f.





Remarque 4.12. Remarquons que le point (iv) montre que cx est injectif si et seulement
si Ker(Œ) = 1.
Le résultat suivant généralise le théorème fondamental des homomorphismes aux
homomorphismes croisés.
Théorème 4.13. (Théorème fondamental des homomorphismes croisés) Soit G, H, K
trois groupes, f un épimorphisme de K sur G, ‘ri un homoinoiphisme de K dans AutH











si et seulement si Ker(f) C Ker(t3). De plus. si ils existent, cet homoinoîphisme et ce
O-homomoiphisme sont uniques. Finalement, Œ est injectif si et seulement si Ker(f3)
Ker(f); surjectifsi et seulement si F3 est surjectif; quasi-surjectifsi F3 t’est.
DÉMONSTRATION. L’existence et l’unicité de O découlent directement du théorème
fondamental des homomorphismes.
Pour démontrer l’existence de l’homomorphisme croisé a, posons, pour x E G,
Œ(x) = f3(u), où u e K satisfaisant à f(u) x.
Montrons que Œ est bien défini. Si y satisfait aussi à f(v) x, alors u1v e Ker(f) C
Ker(f3), et donc, par la proposition 4.11(iv), F3(v) = f3(u).
Vérifions que a est un O-homomorphïsme. Soit x,y e G et u, y e K satisfaisant à
f(u) = x, à f(v)
=




La nécessité de la condition, l’unicité de Œ et les affirmations sur son injectivité,
sur sa surjectivité et sur sa quasi-surjectivité se démontrent facilement. D
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4.5. ISOMORPHISMES DE GROUPES ET ISOMORPHISMES CROISÉS
Nous présentons ici des propriétés des isomorphismes croisés qui jouerons un rôle
central dans la résolution du problème d’isomorphie pour les graphes de Cayley orien
tés holomorphes. Ces propriétés généralisent certaines propriétés des isomorphismes
de groupe usuels.
Rappelons que la conjugaison d’une translation par un isomorphisme de groupe est
aussi une translation
Proposition 4.14. Soit G et H deux groupes, f un isomorphisme de G dans H. Alors,




Proposition 4.15. Toute bijection f de G dans H qui envoie ‘G sur ij, telle que pour
toutx E G
foXor’ eL(H),
est un isomorphisme de groupe.
En particulier:
Proposition 4.16. Soit G un groupe. Alors
NEG(L(G)) = Hol(G).
Les isomorphismes croisés permettent d’obtenir une généralisation des proposi
tions 4.14 et 4.15.
Proposition 4.17. Soit G et H deux groupes et a un O-isomoiphisine de G dans H.








alors Œo?oŒ1 =2Œ()oO(x) D
Inversement:
Proposition 4.1$. Toute bijection Œ de G dans H qui envoie ‘G sur ‘H telle que pour
toutxE G
ao?oŒ1 EH0Ï(H),
est un isomorphisme croisé.
DÉMoNSTRATIoN. Soit Œ une bijection satisfaisant les hypothèses de la proposition.
Définissons f3 : H —f G et O : H —* AutG en posant
ŒXŒ’ =À(1)oO(x), VxEH.
En appliquant chaque coté de cette équation à ‘H on obtient








Par conséquent a(xy) = Œ(x)[O(x)j(Œ(y)) et O(xy) O(x)O(y). Donc O est un homo
morphisme et Œ est un O-isomorphisme. D
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4.5.1. Isomorphismes de graphes de Cayley
Rappelons que:
Proposition 4.19. Soit F1 = F(Gj ,Si) et F2 = f(G1 ,Si) deux graphes de Cavlev orien
tés. Si f est un isomorphisme de G1 dans G2 qui satisfait à f[Si] = 52, alors f est un
isomorphisme de graphe de f1 dans f2.
Les isomorphismes croisés généralisent cette propriété des isomorphismes de groupes;
tout comme ces derniers, ils fournissent une classe d’isomorphismes entre les graphes
de Cayley.
Proposition 4.20. Soit f1 = f(Gy ,Si) et f2 = f(G2, S2) deux graphes de Cayley orien
tés. Si x: G1 —f G2 est un isomorphisme croisé qui satisfait à Œ[Sj] = 82, associé à
un homomoiphisme 0: G1 ,‘ Aut52 G2, alors Œ est un isomorphisme de graphe de f1
dans f.
DÉMoNsTRATION. Cette proposition découle du fait que la règle
(x,xa) I» a((x,xa))) = (Œ(x)Œ(x)[01(Œ(a)))
définit une application de E(f j) dans E(f2), puisque 0(Œ(a)) E S2. Cette application
est bijective car Œ[Si] = 82. E
Remarque 4.21. La proposition 4.20 donne une classe d’automorphismes des graphes
de Cayley. En effet, si f = f(G,S) est un graphe de Cayley et si a est un automor
phisme croisé de G qui satisfait à cx[S] = S, associé à un homomorphisme O: G —*
AutsG, alors Œ est un automorphisme de f.
Par exemple, si S est un sous-ensemble de Cayley symétrique de G qui est normal
dans G alors t, l’inversion dans G (qui est, rappelons-le, un automorphisme croisé de
G associé à l’homomorphisme y), est un automorphisme de f.
4.6. CALcUL DES HOMOMORPHISMES CROISÉS
Nous aurons besoin, afin d’appliquer les résultats que nous développerons dans la
suite de ce chapitre, de déterminer l’ensemble des homomorphismes croisés entre deux
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groupes G et H. Nous présenterons dans cette section deux outils pour y parvenir. Nous
verrons d’abord une méthode générale, faisant appel à la théorie des présentations. Puis
une seconde méthode, qui repose sur la proposition 4.8 : si f et g sont deux homomor
phismes de G dans H, l’application a(x) f(x)g(x)’ est un homomorphisine croisé
de G dans H. Nous déterminerons sous quelles conditions un homomorphisme croisé
a: G —* H peut se factoriser de cette façon.
4.6.1. Méthode générale
Soit G, H deux groupes, S un ensemble de générateurs de G, F(S) le groupe libre
sur S et E: F(S) —* G l’homomorphisme évaluation.
Pour déterminer l’ensemble des homomorphismes croisés de G dans H à l’aide de
cette méthode, nous considérerons, pour chacun des homomorphismes O : G —f AutH,
I’homomorphisme Ocr:
F(S) > AutH
Puis, nous considérerons l’ensemble des homomorphismes croisés f3 : F(S) —* H as
socié à l’homomorphisme r, et déterminerons, parmi ces applications, celles qui in
duisent un 0-homomorphisme x: G —f H faisant commuter le diagramme:
_H
Remarque 4.22. Remarquons que tout homomorphisme croisé : G —* H peut s’ob










Tout d’abord, toute application n : S —. H se prolonge de façon unique à un
homomorphisme de F(S) dans H:
Proposition 4.23. Soit S un ensemble de symboÏes, i : F(S) —* AutH un homomor
phisme et n une application de S dans H. Alors il existe un unique i-hornomorphisme






De plus, si on prolonge n à — S U S’ en posant n(a’) = a’ (n(a)1) poitr tout
a e S, f3 satisfait à
f3(aj...ai) =n(al).flaj(n(a2))...llaj a11(n(at)) _flk__o1al...ak(n(ak+1)).
DÉMONSTRATION. Montrons que f3, tel que défini dans l’énoncé, est un ri-homomorphisme
faisant commuter le diagramme. Vérifions tout d’abord que f3 est bien défini. Pour s’en
assurer, il suffit de montrer que f3(a, .. .ai) = f3(aj . . . a_ia+i .. .ai) si a1 = a1. Soit
u = aj . .
.
a E F(S) tel que aï’ pour un certain i. Posons uk = aja2 . . . a. Alors
f3 (u) = n(ai) . . 2(n(a_,)) 71u_1 (n(a)) . 1(n(a±i)) n+ (n(a+2))
= n(a,) . .
. fl1 (n(a_ 1)) (n(a) fla1 (n(a+i))) . n1+ (n(a+2))
Puisque n(a1)
. 1iai (n(a+i) = 1 (voir proposition 4.11 (ii)) et ui = u_,, cette dernière
équation donne
f3(u) = n(a,) ...rj111_,(n(a_y)) .11(n(a±2))...
=
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De plus, f3 est un i-homomorphisme, car si u = a1 .. . ai, y = b1 .. b, e f(S),
f3(uv) = Tt(ai)
. .llaj...ai_i(71(ai)) T1,,(Tt(bi)) lubi...brni(7t(bm))
= [3(u) 71bi...bi (r(b,)))
= [3(u).fl14([3(v))
Finalement, [3fait commuter le diagramme de l’énoncé, car [3(a) = 7t(a) pour tout
o E S.
Il reste à démontrer que tout r-homomorphisme [3’ faisant commuter le diagramme
estégalà[3.Siu=ai...atef(S),
[3’(u) = [3’(ai) llai([3’(a2))...llaiaii([3’(at)).
Or, si o- E S,
[3’(a) =7i(u),
et si a = a1 E
1 = [3’(a’a) = [3’(O’) 1i ([3’(a))
entraîne que
[3’(a)
= [3’@’) = ([3’()’)
=
= it(a).
Par conséquent, [3’(a) = 7t(a) pour tout j. Donc [3’(u) = [3(u).
Si G est un groupe et S un ensemble de générateurs de G, le théorème fondamental
des homomorphismes croisés permet de déterminer quand un rj-homomorphisme [3:
F(S) —* H induit un homomorphisme croisé de G dans H.
Proposition 4.24. Soit G un groupe, S un ensemble de générateurs de G, 8 un ho
momorphisme de G dans AutH, i = O o et [3 un -honzomoiphisme. Il existe un
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si et seulement si Ker(E) Ker(f3). De plus, si il existe, ce O-homomorphisme est
unique.
Il pourrait être difficile en général de vérifier que Ker(E) C Ker(3). Dans le cas
des homomorphismes, il suffit de trouver une présentation (S, 9) de G et de montrer
que R C Ker(13). En effet, puisque ER est par définition un sous-ensemble de F(S)
qui engendre comme plus petit sous-groupe normal le groupe Ker(E), l’inclusion R C
Ker(f3) implique que Ker(E) C Ker(), car Ker(13) est un sous-groupe normal de F(S)
quand j3 est un homomorphisme.
Dans le cas des homomorphismes croisés, cet argument ne fonctionne pas puisque
Ker(13) n’est pas en général un sous-groupe normal de F(S). Malgré cela, R C Ker()
est tout de même une inclusion nous assurant que Ker(E) Ker(F3)
Théorème 4.25. Soit G un groupe, (S. ) une présentation de G, O un homornorphisme
de G dans AutH, ‘q = O o e, et Ç3 un ‘q-homomoiphisme. Il existe un O-homomorphisme






si et seulement si C Ker([3). De pïus, si il existe, ce O-homomorphisine est unique.
Nous utiliserons dans la preuve suivante l’égalité
Ker(e) = ({vuv’ u E 9t et y E F(S)}),
qui découle du fait que le plus petit sous-groupe normal de F(S) engendré par 9 est
Ker(e).
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DÉMONSTRATION. Par la proposition 4.24, il faut démontrer que Ker(E) C Ker(13)
si et seulement si 9 C Ker(Ç3). L’inclusion 9 C Ker(13) est évidemment nécessaire
pour que Ker(E) C Ker(13). Pour démontrer que !R C Ker(r3) Ker(s) C Ker(),
remarquons que
{vuv1 : u e 9 et y E F(S)} C Ker(),
car pour tout u e 9t et y E F(S) on a
(vuv1)
= (v) .î(u) .,((y1))
= I3(v)ii(t3(v’)) (carparhypothèseueRÇKer(f3)etu eKer(e)CKerQq))
(v) flv(Î1-i ((v)’)) (par la proposition 4.11(u))
=1.
Puisque Ker(F3) est un sous-groupe de F(S), cela entraîne que Ker(E) ({vuv’ 2 u E
RetvEf($)}) CKer(t3). D
4.6.2. Homomorphïsmes croisés définis sur Z,7
Nous déterminerons dans cette section les homomorphismes croisés de Z,, dans un
groupe H quelconque. Nous calculerons en particulier tous les automorphismes croisés
de Z,. La preuve de ces résultats illustre comment utiliser les résultats précédents.
Dans la suite de cette section, o+(yrz) dénote l’ordre additif d’un élément ni E Z,,,
Pa dénote l’application de Z,, dans Z,, définie par pa(b) := ab, U(Z,,) dénote le groupe
des unités de Z,, et o(a) dénote l’ordre multiplicatif d’un élément a e U(Z,,).
Proposition 4.26. (Homomorphismes croisés de Z,, dans H) Soit H un groupe, n un
nombre naturel, f un automoiphisme de H dont Ï ‘ordre diyise n, et z 6 H. Si
Un—1 tkt \k=of Z) H
alors Ï ‘application définie par
Œ(O)
= ‘H et Œ(i) = fli_ifk(Z)
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est un homontorphisme croisé de Z,, dans H, associé à t ‘homomorplzisnze O défini par
O(i)=f’.
De plus, tout homomorphisme croisé de Z, dans H est de cette forme.
DÉMONSTRATION. Considérons S = {1} comme ensemble de générateurs de Z, Soit
O un homomorphisme quelconque de Z,, dans AutH, r = O o e: f(S) — AutH, 7t une
application de S dans H, et (3: F(S) —÷ H l’unique -homomorphisme prolongeant
71. Posons f = 0(1) = (1) et z = it(1). Alors o(f) divise n, = O = fi et, par la
proposition 4.23,
(3(11)
= n=bnlk(n(1)) = HZfk(z).
Par le théorème 4.25, l’équation Œ(i) = Œ(E(1)) = (3(i) = flZfk(z) définit un
homomorphisme croisé de Z, dans H si et seulement si
n Ker(f3) HIfk(z)
E
Proposition 4.27. (Autonzorphismes croisés de Z,,) Soit n un nombre naturel, et a, b
deux unités de Z,,. Posons S = 1 + a + . . - + a0(a) —1
(n,S)o(a)
alors t ‘application définie par
Œ(i)=b(1+a+...+a’1)
est un autonzorphisnte croisé de Z,, associé à t’homomoiphisnze O défini par 0(i) =
De plus, tout automorphisme croisé de Z,, est de cette fonne.
DÉMONSTRATION. Soit Œ un endomorphisme croisé de Z,,. Par la proposition 4.26, il
existe une unité a de Z,, et b E Z,, satisfaisant à o(a)n et à YZjakb = O, tels que pour
14$




où ci.’ est l’application définie par Œ’(i) =
L’endomorphisme croisé Œ est bijectif si et seulement si Pb et cL’ le sont, ce qui est
équivalent à Pb surjectif et Ker(Œ’) = O (car Z,, est d’ordre fini). La première de ces
deux conditions est équivalente à b E U(Z,,). Pour déterminer à quoi est équivalente la
seconde, calculons Ker(a’). Considérons i E Z,, tel que
0. (4.1)
Puisque a’ — 1 (a — 1)4Zboak = 0, o(a) divise j. Par conséquent
i jo(a), pour un certain j E N,
et




— k=O ‘ )—]a
Donc j est un multiple de o+(Sa) (= j—). Cela démontre que si j E Ker(Œ’), j est de
la forme
= jo(a)
= rno+(Sa)o(a), pour un certain iii N.
On peut vérifier que la réciproque de cette affirmation est vraie aussi. Par conséquent
Ker(Œ’) est le sous-groupe de Z,, constitué des multiples de o+(Sa)o(a). Cela permet
de déduire que Ker(Œ’) = {0} si et seulement si no+(Sa)o(a). Donc a est bijectif si et
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seulement si b e U(Z,) et
no+(Sa)o(a) n o(a)
__o(a)




4.6.3. Méthode par factorisation
Rappelons nous que si f et g sont deux homomorphismes de G dans H, la fonc
tion : G —* H définie par Œ(x) = f(x)g(x)’ est un (yog)-homomorphisme. Dans
cette section, nous tenterons de déterminer sous quelles conditions un homomorphisme
croisé cx se factorise de cette façon.
Remarquons d’abord que si un homomorphisme croisé se factorise de cette façon,
son noyau et son image sont liés aux noyaux et aux images de f et g:
Proposition 4.28. Si f et g sont deux homornorphismes de G dans H, et cx: G — H
est t’hornomoîphisrne croisé défini par cx(x) = f(x)g(x)1, alors
(j) Ker(f) flKer(g) <Ker(cx);
(ii) Tm(cx) Im(f) Im(g). Donc Im(cx) < Im(f) Im(g)
La proposition suivante est la factorisation la plus générale que nous avons ob
tenu. y y dénote l’homomorphisme conjugaison de H dans AutH, et YAutH l’homo
morphisme conjugaison de AutH dans Aut(AutH).
Proposition 4.29. Soit G, H deux groupes et cx: G — H un O-lzornoinorphisme. Alors
13 = y o cx: G —* Inn(H) est un homomorphisme croisé associé à YAutH oØ. De plus, il
existe un homornotphisrne i : G ‘ AutH nous donnant ta factorisation
13(x) =(x)9(x)1.
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= f3(x)8y(Œ(y))0’ (par la proposition 5.2)
= f3(x) [YAutH,o] (f3(y))
= f3(x)[yAtHOO(x)](f3(y)).
Pour démontrer l’existence de la factorisation décrite dans l’énoncé, définissons r
en posant ii(x) = f3(x)0(x), pourx e G. Alors
rj(xy) =
= f3(x) [uti o 8(x)] (f3(y))OxOy
=
=
L’application i est donc un homomorphisme satisfaisant à
f3(x) =(x)0(x)’.
D
Corollaire 4.30. Si H est un groupe à centre trivial, tout 0-homomorphisme x: G —*
H se factorise comme
Œ(x) = y ((x)8(x)’),
où fl est homomorphisme de G dans AutH.
En particulier, si Im(8) C Inn(H), on obtient:
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Corollaire 4.31. si H est un groupe à centre trivial, alors tout hornomorphisme croisé
Œ: G —* H, associé à un homomorphisme O : G —* Inn(H), se factorise en
a(x) = f(x)g(x),
où f et g sont deux hornomoiphisines de G dans H et g satisfait à 0x Yg(x) pour tottt
xG.
Plus généralement:
Proposition 4.32. Soit O: G —* Inn(H) un honzomorphisnze et Œ un O-homomorphisme
de G dans H. Si C(H) possède un contplément T dans y’ (Im(O)), alors il existe deux
hornomorphismes f: G —* H, et g: G —* T satifaisant O = Yg(x)’ donnant ta
factorisation
Œ(x) =f(x)g(x)’.
DÉMONSTRATION. À chaque x dans G correspond un unique g(x) dans T satisfaisant
OxYg(x). Six,yeG,
Yg(x)g(y) Yg(x)Yg(y) = OxOv Oxy Yg(xy) g(x)g(y)g(xy)’ e C(H).
Par conséquent g(xy) = g(x)g(y), car g(x)g(y)g(xy) e C(H) n T = ‘H. L’application
g est donc un homomorphisme de G dans H satisfaisant a 0x = Yg(x)
Pour obtenir la factorisation de a, posons f(x) = Œ(x)g(x) pour x e G. On a
f(xy) = u(xv)g(xy)









LES SOUS-GROUPES D’UN PRODUIT
SEMI-DIRECT
5.1. INTRODUCTION
Dans le présent chapitre nous développons des théorèmes permettant de trouver les
sous-groupes d’un produit semi-direct K o Q. Ces résultats donnent, quand ils s’ap
pliquent, une décomposition des sous-groupes de K >ie Q en fonction des facteurs K et
Q, et de l’homomorphisme O. Ces résultats serviront à résoudre le problème d’isomor
phie entre les graphes de CayÏey holomorphes basés sur des groupes différents. Nous
les utiliserons aussi pour obtenir des résultats de structure sur les produits semi-directs
non triviaux de groupes simples, groupes sur lesquels sont basées certaines des classes
importantes de graphes de Cayley que nous étudierons, contenant par exemple la classe
des graphes de Cayley basés sur un groupe symétrique.
5.2. PRÉALABLEs




Proposition 5.2. Soit G un groupe, f un automorphisme de G et z E G. Alors
fyJ’ f(j
Par conséquent Inn(G) AutG.
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Proposition 5.3. Tout sous-groupe d’un groupe résoluble est résoluble.
Proposition 5.4. Si H < G et si H et G/H sont résolubles, alors G est résoluble.
Théorème 5.5. (“Conjecture” de Schreier, [16]) Si G est un groupe simple fini, te
groupe AutG/ Inn(G) est un groupe résoluble.
Nous exploiterons ce théorème à l’aide du résultat suivant:
Proposition 5.6. Soit G un groupe tel que AutG/Inn(G) est résoluble. Si H est un
sous-groupe de AutG tel que H/N est non résoluble pour tout sous-groupe normal N
de H différent de H, alors H <Inn(G).
DÉMONSTRATIoN. Puisque (H mn (G)) / Inn(G) est un sous-groupe de AutG/ mn (G),
(H mn (G)) / mn (G) est résoluble. Or, par le premier théorème d’ isomorphie, (H Inn(G) ) / Inn(G)
est isomorphe au groupe H/(Hfllnn(G)), qui est résoluble seulement si Hfllnn(G)
H. Par conséquent, H C Inn(G). D
5.3. RÉSULTATS PRINCIPAUX
Commençons par quelques préliminaires. Soit
H<Kx0Q.
Considérons les deux projections
H —* K
(a,x)—a (a,x)F—x
On se rappelle que c est un homomorphisme et que 5K est un homomorphisme croisé
associé à O o c. Posons
HK = (Im(K)) HQ = Im(GQ)
NK = aK[Ker(OQ)] NQ = aQ[Ker(K)]
Ona
Proposition 5.7. Les ensembles HK, NK, HQ et NQ sont des sous-groupes de K et Q
respectivement.
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Remarquons qu’il est impossible d’obtenir une décomposition aussi générale que
celle des sous-groupes d’un produit direct (voir théorème 4.3), car NK et NQ ne sont
pas toujours des sous-groupes normaux de HK et HQ respectivement.
Pour décomposer H, nous construiron un nouveau produit semi -direct HK/NK x
HQ, contenant une image homomorphe iÏ de H, de sorte que la projection d : Fi —f
HQ soit une bijection.
/K
HK/NK HQ




Les translatés de NK (les f3(x)) sont vus ici comme des sous-ensembles de Hy.
Pour affiner cette décomposition, nous formerons ensuite un autre produit semi
direct, Ô = HK/NK > HQ/NQ, contenant aussi une image homomorphe Fi de H, de
sorte que d soit une bijection, que «K soit une injection et donc que cx = cK °
soit aussi une injection. Nous obtiendrons de cette façon un monomorphisme croisé
cx: HQ/NQ —* H,/N1 donnant
H= Œ(xNQ)xxNQ.
XNQEHQ/NQ
Il nous faudra pour former les deux produits semi-directs Ô = HK/NK x HQ et
Ô = HK/NK > HQ/NQ, quand cela sera possible, deux homomorphismes. Un premier
Ô de HQ dans Aut(HK/NK), un second de HQ/NQ dans Aut(HK/NK).
Avant de continuer introduisons une définition et un lemme.
Définition 5.8. (f préserve N) Soit H un groupe, f un automorphisme de H et N un
sous-groupe de H. Nous dirons que f préserve N si f[N] = N.
Le lemme suivant est bien connu.
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Lemme 5.9. Soit G et H deux groupes, N un sous-groupe de H, et O: G AutH
un homomorpÏ;isme. Si O{G] stabilise N (c’est-à-dire pour tout x E G On a OJN] N)
alors O[G] préserve N (c’est-à-dire pour tout x E G on a ON] = N).
Afin de définir les deux homomorphismes et Ô remarquons que:
Proposition 5.10. (L’automorphisme induit /)
Soit H uiz groupe, N un sous-groupe normai de H et f un autornorphisme de H. Cet
automoiphisnze induit un automorphisme f de H/Nfaisant commuter le diagramme
f
VN VN
H/N — — - H/N
c’est-à-dire vérifiant l’équation f(xN) = f(x)W Vx E H, si et seulement si f préserve
N (c’est-à-dire si f[N] = N). De plus, si il existe, cet autoinoiphisme est unique.
DÉMONSTRATION. Par le théorème fondamental des homomorphismes, il existe un
automorphisme faisant commuter le diagramme de l’énoncé si et seulement si VN of
est surjectif et
N = Ker(vN) = Ker(vN of)
f[N].
La première condition est toujours satisfaite. La seconde est équivalente à f[Nj N.
D
On en déduit la proposition
Proposition 5.11. (L’homomorphisme induit Ô : HQ —f Aut(HK/NK))
Si NK < HK, 1 ‘hoinomomphisnze O : Q AutK induit un homomoip]zisme Ô : BQ —*
Aut(HK/NK) vérifiant l’équation
Ô(x) = 0(x), Vx E HQ,
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si et seulement si O[HQI préserve HK et NK. De plus, si il existe, cet homomorphisme
est unique.
DÉMONSTRATION. La nécessité découle directement de la proposition 5.10. Pour dé
montrer la suffisance, remarquons d’abord que si pour x e HQ on a O[HK] [‘K et
O[NK] = NK, alors OXIHK E AutHK et 0XINK E AUtNK. Cela nous permet d’appliquer le
résultat précédant et d’obtenir, pour tout x E [‘Q, un automorphisme O de HK/NK. On
peut donc définir une application Ô : [‘Q —‘ AUt(HK/NK) en posant Ô(x) . Il est
facile de vérifier que cette application est un homomorphisme. E
Proposition 5.12. (L’homomorphisme induit Ô : HQ/NQ —* AUt(HK/NK))
Si NK <[‘K et NQ <[‘Q, t ‘homomorpitisme O: Q —* AutK induit un hoinomorphisme
Ô: HQ/NQ —* AUt(HK/NK) vérifiant l’équation
Ô(xNQ) = ô5, VxN E HQ/NQ
si et seulement si O[HQI préserve [‘K et NK, et NQ Ker(Ô). De plus, si il existe, cet
homomorphisme est unique.
DÉMONSTRATION. Vérifions en premier lieu la suffisance. Si O[HQ] préserve [‘K et
NK, l’homomorphisme O induit un homomorphisme Ô : [‘Q —* AUt(HK/NK) vérifiant
l’équation
Ô(x)=O(x), VXEHQ.
Si en plus NQ C Ker(Ô), alors, par le théorème fondamental des homomorphismes, il





Ô(xNQ) = Ô0VNQ(x) = Ô(x) = O(x) Vx E [‘Q.
158
Inversement, si O induit un tel homomorphisme, l’équation Ô = Ô OVNQ définit un
homomorphisme Ô : HQ —* Aut(HK/NK) vérifiant l’équation
Ô(x) = 0(x). Vx E HQ.
Ainsi, par la proposition 5.11, O[HQ] préserve HK et NK. De plus, comme Ô fait com
muter le diagramme précédant, NQ = Ker(vNQ) C Ker(Ô). E
5.3.1. Première décomposîtion
Nous sommes maintenant prêts à démontrer la décomposition la plus générale que
nous avons obtenue:
Théorème 5.13. Soit H <K >1 e Q. Si NK <HK, H s ‘écrit comme
H= U F3(x)x{x}
XEHQ
où F3 : HQ —* HK/NK est un hornomorphisme croisé quasi-surjectif associé à l’homo
nzorpÏ;isme Ô $ HQ —k AUt(HK/NK) induit par 0.
Inversement:
Théorème 5.14. Si NK <HK <K, si HQ <Q, si Ô $ HQ —* Aut (HK/NK) est un homo




est un sous-groupe de K X e Q.
Remarque 5.15. Notons que si K est abélien, le théorème 5.13 donne une décomposi
tion de tous les sous-groupes de K >i Q.
DÉMONSTRATION DES THÉORÈMES 5.13 et 5.14. Prouvons d’abord le théorème
5.13. Remarquons pour commencer deux choses. Premièrement, puisque H <K >le Q
pour tout (a,x), (b,y) E H on a
(a,x)(b,y) = (a01(b),xy) E H aO(b) E HK
O(b)EHx. (caraEHK).
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Cette inclusion implique que
OX[11K] Ç Hj’, Vi E HQ.
Donc, par le lemme 5.9, le groupe O[HQ] préserve HK. Deuxièmement, Ker(GQ) iH
nous donne, pour tout (a,x) E H et b E NK,
(a,x)(b,1)t,x)’ = (aO(b)a’,1) EH,
ce qui entraîne que
aO(b)a’ E NK 9(b) E a’NKa = NK,
donc que O[HQ] préserve NK.
Ainsi, par la proposition 5.11, il existe un homoinorphisme Ô : HQ —* AUt(HK/NK)
induit par O. Considérons le groupe HK/NK > H, contenant le sous-groupe H
{(aNK,x) (a,x) E H}, l’image de H par l’homomorphisme (a,x) —* (aNK.x). Re
marquons que, puisque NK x I Ç H, on a
(ax)EH= (aNK,x) EH=aNK x{x} CH. (5.1)
Il est facile de vérifier que la projection aHQ fi —f HQ est surjective. Elle est aussi
injective, car (aNK,x) E Ker(HQ) entraîne que x = 1 et donc, par l’équivalence (5.1),
que o E NK. Puisque aHQ est une bijection, on peut définir l’application f3 HQ
HK/NK en posant f3 = 0HK/NK o La proposition 4.11(7), le fait que aHK/NK est
un (Ô o HQ)-homomorphisme et Je fait que est un homomorphisme, impliquent
que f3 est un Ô-homomorphisme. De plus, puisque est un isomorphisme, chaque
X E HQ appartient à une seule paire de fi, soit (f3(x),x). On obtient ainsi, en utilisant
l’équivalence (5.1) et en considérant les translatés de NK comme des sous-ensembles
de HK, la décomposition
H= f3(x)x{x}.
xEHQ
Inversement, considérons NK, HK, HQ, Ô et f3 satisfaisant les hypothèses du théo
rème 5.14, et vérifions que H




Par conséquent, si (a.x), (b,y) e H,







Nous étudierons à fond, aux chapitres 6 et 7, le problème d’isomorphie pour les
graphes de Cayley basés sur un produit semi-direct non trivial de deux groupes simples
finis, c’est-à-dire un groupe de la forme K >i Q, où K et Q sont simples et finis, et O
est un homomorphisme non trivial.
Pour y parvenir, nous aurons besoin de la proposition 5.17 qui donne les sous-
groupes isomorphes à K et Q de ces produits. Pour faire la preuve de cette proposition
nous aurons besoin du lemme suivant:
Lemme 5.16. Soit G K Q un produit semi-direct non trivial de deux groupes
simptes finis.
(i) Sj Q est un groupe non abélien, alors K est non abélien et Im(O) Inn(K).
(ii) Si Im(O) C Inn(K), alors K est non abélien et il existe un unique monornorphisme
g: Q —* K satisfaisant à 0(x) Yg(x) pour tout x e Q. En particutieî; Q < K.
DÉMONSTRATION. Si Q est un groupe non abélien, alors Im(e) est un sous-groupe
simple non résoluble de AutK. Cela entraîne d’une part que K est non abélien (si K
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était abélien, K serait isomorphe à Z, donc AutK serait résoluble) et, d’autre part, par
le théorème 5.5 et la proposition 5.6, que Im(0) <Inn(K).
Si Im(0) C Inn(K), alors K est un groupe non abélien, car par hypothèse Im(0)
est non trivial. Par conséquent le cente de K est trivial, y: K — Inn(K) est un iso
morphisme, donc g = y1 oO est l’unique monomorphisme de Q dans K qui satisfait à
0(x)
= Yg(x) pour X E Q. LI
Proposition 5.17. Soit G K >ie Q, où K et Q sont deux groupes simples finis et
O : Q —+ AutK un hornomorphisme non trivial.
(i) Les sous-groupes de G isomorphes à Q sont
• HK x 1, si HK Q;
• {(f(x)g(x)’,x) : x E Q}, si Im(0) C Inn(K), si f,g: Q — K sont deux ho
momorphismes et si g est le monomorphisme satisfaisant à 0(x) = Yg(x) POUt
toutx E Q;
• {(HZ0k(Z),i) : i E Q}, si Q c Z, si Im(0) Inn(K) et si z E K satisfait à
flOk(z) = 1.
(ii) Les sous-groupes de G isonzorphes à K sont
• Kxl;
en plus de ceux isomorphes à Q si K Q.
DÉMONSTRATION. Soit H un sous-groupe de G isomorphe à K ou à Q. Considérons
H —* K, o : H —* Q, jK, HQ et NK tels que définis dans les préliminaires au
début du chapitre. Rappelons que o est un homomorphisme.
CasHQ.
Puisque H est simple, Ker(GQ) est égal à H ou à 1. Dans le premier cas, H <K z 1.
Par conséquent H HK z 1, avec HK Q. Dans le second cas GQ est un mono
morphisme de H dans Q. Puisque H Q et que Q est d’ordre fini, c est surjectif.
Par conséquent HQ = Im(OQ) = Q et NK = OK[Ker(ŒQ)Ï = 1 i HK. Cela entraîne,
par le théorème 5.13, l’existence d’un 0-homomorphisme croisé 13: HQ —k HK C K,
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donnant la factorisation H = UXQI3(x) x {x}. On distingue ici deux possibilités
Im(O) C Inn(K) et Im(O) Inn(K).
La première inclusion implique, par le lemme 5.16, que le groupe K est non abélien
et donc que le centre de K est trivial. La proposition 4.31 donne la factorisation f3(x) =
f(x)g(x)’, où f et g sont deux homomorphismes de Q dans K, et g satisfait à O =
Yg(x)’ pour toutx E Q. Le groupe H s’écrit dans ce cas H {(f(x)g(x)1,x) x E Q}.
Si Im(O) Inn(K), le lemme 5.16 entraîne que Q est un groupe abélien. Puisque
Q est simple, Q est isomorphe à z pour un certain p premier. Par la proposition
4.26, 3(i) = fljbOk(z), où z E K satisfait à HrOk(Z) = 1. Cela nous donne H
{(HZbOk(z),i) : j E Q}.
CasHK.
Si Ker(YQ) = H, alors H <K x 1. Donc H = K X 1. Sinon Ker(c3Q) = 1, ce qui
implique que a est un monomorphisme de H( K) dans Q, donc en particulier que
K < Q. Montrons que c $ H —* Q est un isomorphisme. Cela entraînera que K c
H Q, qui nous ramènera au cas précédent. On distingue encore les deux possibilités
Im(O) C Inn(K) et Im(O) Inn(K).
Si Im(O) C Inn(K), le lenme 5.16 implique que lQ IKI, ce qui entraîne que c
est un isomorphisme.
Sinon, Im(O) Inn(K). De la même manière que nous l’avons démontré plus haut,
on obtient que Q est isomorphe à Z,. Puisque Im(Q) est un sous-groupe non trivial
de Q, Im(Q) est égal à Q. Encore une fois a est un isomorphisme de H dans Q. D
5.3.3. Deuxième décomposition
Théorème 5.18. Soit H <K > Q. Si NK <HK et NQ <HQ, alors H s ‘écrit comme
H= J Œ(xNQ)xxNQ,
XNQ HQ/NQ
où Œ : HQ/NQ —* HK/NK est un monomorphisnze croisé quasi-surjectifassocié à 1 ‘ho
momorphisme H/N —t Aut(HK/NK) induit par O.
Inversement:
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Théorème 5.19. Si NK <HK <K, si NQ <HQ < Q, si : HQ/NQ —* Aut(HK/NK) est
un hornomorphisme induit par O et si cx: HQ/NQ
—÷ Hjc/Nj est un monomorphisme
croisé, associé à O, alors
H= U a(XNQ)xxNQ
xEH0 /N2
est un sous-groupe de K Q.
DÉMONSTRATION DES THÉORÈMES 5.18 et 5.19. Commençons par la preuve du
théorème 5.18. Le théorème 5.13 nous assure l’existence d’un homomorphisme croisé
f3 : HQ —* HK/NK associé à l’homomorphisme t Hç —f AUt(HK/NK) induit par
O, nous donnant la décomposition H = U6H0 f3(x) x {x}. Par le théorème fonda
mental des homomorphismes croisés, il existe un homomorphisme : HQ/NQ —*






c’est-à-dire un homomorphisme de HQ/NQ dans Aut(HK/NK) induit par O (voir la
proposition 5.12), si et seulement si NQ = Ker(vNQ) C Ker(), et un Ô-monomorphisme






si et seulement si Ker(vNQ) = Ker(f3).
Pour vérifier l’inclusion NQ C Ker(), remarquons que, pour tout (a,x) H et
y e
(a,x)(1,y)(a,x)’ = (aO _i(a),xvx’) EH.
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Puisque NQ 1HQ, xyx1 E NQ dans la précédente équation, donc aO_i (a1) E NK.
Cette inclusion implique que O_i (a)NK = aNK. Comme cela est vrai pour tout (a,x) E
H et y E NQ, on obtient, pour tout z E NQ,
Ôz(aNK) = O-(a)NK = aNK Va e Im(GK).
Par conséquent NQ C Ker(Ô).
Pour démontrer l’équation NQ = Ker(vNQ) Ker(F3), il suffit de remarquer que
x E Ker(13) NK x {x} = x {x} c H
(1,x)eH
xENç.
Ainsi, il existe un monomorphisme croisé a faisant commuter le diagramme pré
cédent, associé à l’homomorphisme Ô HQ/NQ —* AUt(HK/NK). Il est quasi-surjectif








Inversement, considérons NK, HK, NQ, HQ, Ô et Œ satisfaisant les hypothèses du
théorème 5.19, et vérifions que H UXEHQ/NQ Œ(xNQ) x XNQ est un sous-groupe de
K>eQ. Considérons f3 = ŒoVj. Par la proposition 4.11(vii), f3 est un homomor
phisme croisé associé à l’homomorphisme Ô = O OVNQ t HQ —* Aut(HK/NK) satis
faisant à Ô(aNK) = ÔXNQ(aNK) = OX(a)NK, donc à l’homomorphisme de HQ dans






Par le théorème 5.14, H est donc un sous-groupe de K )l Q. D
5.3.4. Application
L’exemple qui suit est une application des théorèmes 5.18 et 5.19. Nous y calculon
l’ensemble des sous-groupes du groupe dihédral D,,. Rappelons nous que D,, Z,, xiç
Z2, où Oi est l’automorphisme inversion défini par Oi(i) = —i.
Exemple 5.20. L’ ensemble des sous-groupes du groupe dihédral D,, Z,, > Z2 est
constitué de tous les groupes d’une des formes suivantes:
• i x O, où Hj <Z,,;
• H1 x Z2, où Hj <Z,,;
• (N1 xO)U((k+Ni)x{1}),oùNi <Z,,etkEZ,,\N1.
DÉMONSTRATION. Tout d’abord on vérifie facilement que chacune de ces formes
donne un sous-groupe de D,,. Pour montrer que tout sous-groupe de D,, est de l’une
de ces formes, considérons un sous-groupe H de D,, quelconque. Soit c1 et a2 les
projections de Z,, >i Z dans Z,, et Z2. Considérons H1 = (i{H]), H2 = a2{H] et N =
pour i,j e {1,2} et j i. Puisque Z et Z,, sont abéliens, N<H1. Par
conséquent, selon le théorème 5.18, il existe un monomorphisme croisé quasi-surjectif
a: H/N2 —* H1/N1, associé à l’homomorphisme vérifiant




Si H = O, alors H est de la première forme.
Si H2 N2 = Z2, alors H est de la deuxième forme.
Si H = Z2 et N2 = O, alors H2/N2 Z2. De plus, puisque Œ est injectif, il existe
k e Z,, \ N tel que
Œ(j) =jk+Ni, VjE Z2.
On obtient donc dans ce cas le sous-groupe (N1 x O) U ((k+Nj) x {1}). D
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5.3.5. Caractérisation des sous-groupes normaux d’un produit semï-direct
Les théorèmes 5.18 et 5.19 permettent d’obtenir une caractérisation des sous-groupes
normaux d’un produit semi-direct:
Théorème 5.21. Si H <K x9 O, alors NK <K, NK et HK sont stabitisés par l’ac
tion de Q, et et HQ soitt normaux daits Q. De plus, il existe un Ïzomomoîphisme
: Q/NQ
—
Aut(K/NK) induit par O et un isomorphisme h : HQ/NQ ‘V
satisfaisant à
(i) Ô(xNQ)
= lh(xNQ) VxNQ E HQ/NQ;
(ii) (yNQ) I Hj</Nj = /t0YyNQ o h 1, VyNQ E Q/NQ
donnant la décomposition
H
= U h (xNQ) x xNQ.
XNQ HQ/NQ
Inversement, si NK, HK, NQ, HQ, et h satisfont aux conditions énumérées ci-haut,
alors H UxNQEHQ/NQ h(xNQ) x xNQ est un sous-groupe normal de K x9 Q.
Remarque 5.22. Les équations (i) et (ii) sont respectivement équivalentes aux in
clusions K x 1 E NK>eQ(H) et 1 x Q NK>0Q(H). Elles traduisent donc deux faits
très différents. Malgré cela elles ne sont pas toujours indépendantes. Par exemple, si
HQ
= Q, (ii) implique (j), et, si HQ = Q et HK = K, alors (ii) est équivalente à (i).
DÉMONSTRATION. Considérons NK, HK, NQ, HQ tel que définis au dans les prélimi
naires au début du chapitre. Leurs propriétés énoncés au début du théorème et celles
qui assurent l’existence de l’homomorphisme se déduisent des deux inclusions dé
coulant de la normalité de H dans K Q qui suivent:
V(a,x) E H, Vb E K, Vy E Q
(b,1)(a,x)(b,1)’ = (baO(b’),x) EH (5.2)
et
(1.y)(a,x)(1,y)’ = (O,(a),xv’) E H. (5.3)
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Puis on déduit de l’inclusion (5.3) quatre choses. D’abord, en posant a = 1 on obtient
que
(1,yxy’) e H, Vy Q Vx e NQ,
donc que
NQ1Q.





O(a) e GK{H], Vy e Q Va E
qui implique que
Ç i[H], Vy e Q, (5.5)
donc que
O[Q] préserveHK. (5.6)










Puisque NK <K, NQ <Q, 0[Q1 préserve K et NK, et NQ Ç Ker(Ô), la proposition
5.12 implique qu’il existe un homomorphisme Ô: Q/NQ —f Aut(K/NK) induit par
O (cet homomorphisme est l’homomorphisme Ô dans l’énoncé du théorème). De plus,
comme NK <HK et NQ <HQ, il existe, par le théorème 5.1$, un monomorphisme croisé
quasi-surjectif a : HQ/NQ —* HK/NK, associé à l’homomorphisme Ô’ : HQ/NQ —÷
AUt(HK/NK) induit par O, donnant la décomposition
H= a(xNQ)XxNQ.
XNQ EHQ/NQ
Remarquons que puisque Ô et Ô’ sont tous deux induits par O, on a
Ô’(xNQ)
= Ô(xNQ)HK/NK, VxNQ E HQ/NQ.
Par conséquent
Œ(XyNQ) = Œ(xNQ) ÔNQ (a(yNg)) VxNQ , yN E HQ/NQ.
Montrons que le monomorphisme croisé Œ est un anti-isomorphisme. D’abord Œ
est plus que quasi-surjectif : il est surjectif. En effet, la proposition 4.11(vi) et le fait
que GK est un (Oo cQ)-homomorphisme, entraîne que cYK[H1 est un groupe, puisque
[0oQ[H]](K[H1) = OHQ(K{H])
= GK[H] (par l’inclusion (5.5)).
Il s’en suit que Im(Œ) est aussi un groupe, car Im(Œ) = Ok’[H] /NK. Donc
= KIm(Œ)) = Im(Œ).
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Par conséquent et est surjectif. Donc et est un isomorphisme croisé. De plus,
OxNQ Ya(xNQ)’ VxNQ E HQ/NQ, (5.9)
car de l’inclusion (5.2) découle Je fait que, pour tout (u,x) E H et b E K,










Ainsi et est un anti-isomorphisme. Cela entraîne l’existence d’un isomorphisme h
HQ/NQ
—è HK/NK tel que




Il reste à vérifier que les deux propriétés de h énoncées dans le théorème sont satis
faites. La première a déjà été démontrée (voir l’équation (5.9)). La deuxième découle
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de l’inclusion (5.3), puisque pour tout (a,x) E H et y E Q on a
(0(a),yxf’) E H O(a)NK X yxy1NQ Ç H
O (a)Nj = hCxf 1NQ)1 = JZ°YYNQ (XNQ) —1
=zz OVNQ(aNK) =h0YYNQ(12’(aNK)’)’
°yN taNK) = h °YvNQ o h’ (aNK),
donc que
h0YVNQ oh, VyNQ Q/NQ. (5.10)
Inversement, considérons NK, HK, H0, NQ, et h satisfaisant les hypothèses de la
deuxième partie du théorème. Par la proposition 4.7, l’application xNQ —* h(xNQ)’ est
un homomorphisme croisé, associé à l’homomorphisme ‘ HQ/NQ —* Aut(HK/NK)
défini par Ô’(xNQ)
= YI1(xNQ). La première propriété de h de l’énoncé du théorème im
plique donc que
‘ (xN) = (xN) I HK/NK , VxNQ E HQ/NQ. (5.11)
Par conséquent : HQ/NQ —* Aut(HK/NK) est un homomorphisme induit par 0.
Cela entraîne, par le théorème 5.19, que H = UXNQOHQ/NQ h(xN0)’ x xNQ est un sous-
groupe de G. De plus, la suite d’équivalences précédant l’équation (5.9) et celle précé
dant l’équation (5.10) démontrent respectivement que la première propriété de h dans
l’énoncé du théorème est équivalente à
(ba0(b’),x) = (b, 1)(a,x)(b, 1)’ E H, V(a,x) E H Vb E K,
et que la deuxième propriété de h est équivalente à
(0(a),yy1) = (1,y)(a,x)(1,y)’ E H, V(a,x) E H Vy E Q,




La proposition suivante donne les sous-groupes normaux propres des produits semi
directs non triviaux de deux groupes simples finis. Nous utiliserons plus tard ce.résul
tat pour résoudre le problème d’isomorphe pour les graphes de Cayley basés sur ces
groupes.
Proposition 5.23. Si G = K > Q, où K et Q sont deux groupes simples finis et O:
Q —* AutK est un hoinornorphisme non trivial, alors tes seuls sous-groupes norntaux
propres de G sont:
• K x 1,
• {(g(x)1,x) : x e Q}, si Im(O) Ç Inn(K) et sig: Q —* K est le nzonomorphisme
satisfaisant à O Yg(x) pour tout x E Q.
Remarque 5.24.
(j) Si Im(O) cE Inn(K), alors G K x Q.
(ii) Si Q est non abélien, alors K est aussi non abélien et Im(O) E Inn(K). De plus,
il existe un unique monomorphisme g: Q — K, donnant 0(x) = Yg(t) pour tout
x Q (voir le lemme 5.16).
(iii) Si Im(O) Inn(K), l’application définie par h(a,x) = ag(x) est un homomor
phisme de G dans K que est surjectif et qui a comme noyau {(g(x)’,x) : x e Q}.
Par conséquent, puisque G/Ker(h) Im(h), le quotient de G par {(g(x)1,x)
x é Q} est isomorphe à K.
DÉMONSTRATION DE LA PROPOSITION. Soit H G. Considérons les groupes
jjK NK, HQ, NQ, et l’isomorphisme h : HQ/NQ —* H/Nj< donnés par le théorème
5.21 satisfaisant à H UxNQHQ/NQ h(xNQ)1 x xNQ
Si Hç NQ, alors IjK = NK. Puisque NQ e {1, QJ et NK e {1, K} ce]a donne quatre




= Q et NQ = 1, alors HK/NK n HQ/NQ entraîne que NK 1 et que HK Q.
Cela donne comme H UXEQ{h(x)’} x {x}, où h est un isomorphisme de Q dans
HK. Cet ensemble forme un sous-groupe normal de G si et seulement si h satisfait les
deux conditions du théorème 5.21. La première est vérifiée si et seulement si
0(x)
= YIt(x) Vx Q. (5.12)
La deuxième est vérifiée si et seulement si pour tout y e Q
OC)HK = hoyoh’
‘Yh(y) (par la proposition 5.1),
ce qui est vrai si l’équation (5.12) est vérifiée. Par conséquent,
H= U{Ïi(x)’}x{x}
xEQ
est un sous-groupe normal de G si et seulement si 0(x) Yh(x) pour tout x e Q, c’est-
à-dire si Im(0) C Inn(K) et h est égal à g, l’homomorphisme défini à la remarque
5.24(i). D
La proposition 5.23 implique par exemple que:
Exemple 5.25. Si n 4,le seul sous-groupe normal propre de 6, est 2t,,. Cela découle
du fait que t5, 2t, xi0Z2 (où 0(1) = Y(12)) que 2t est simple si n 4 et que Im(0)
Inn(2t,1).
Voici une autre application du théorème 5.21. Remarquons que ce résultat s’obtient
aussi aisément à partir du théorème 4.3.
Théorème 5.26. Si H < G1 x G2, alors il existe N <H des sous-groupes nonnaux de
G satisfaisant à H/N C C(G/Nj), pour i = 1,2, et f: H2/N2 H1 /Nj un isomor
phisnze donnant la décomposition
H= U f(yN)xyN2.
yNi H2/N2
inversement, si N1 , H1, N2. FI2 et f satisfont tes pmpriétés énumérées ci-haut, alors
H UyN2EH2/N2 f(yN2) x yN2 est un sous-groupe normal de G1 X G2.
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DÉMONSTRATION. Puisque H <G1 x G2 = G1 G où 0: G2 —* AutG1 est l’ho
momorphisme défini par 0(x) IdG1 pour x e G2, on obtient, par le théorème 5.2 1,
des sous-groupes N1 <H1 <G1 et N2 <112 <G2, avec N1 <G1, et N2, 112 <G2. On
obtient aussi un isomorphisme Iz : H2/N2 —f 111 /N1 satisfaisant à
IdG1/N1 =Yh(xN2) VxN2 eH2/N2,
a




La deuxième équation entraîne que
vN2 h oIdH1/Nl oh = IdH2/N2, VyN2
donc que
H2/1V2 C(G2/N2).
De la première équation découle le fait que
H1/N1 C C(G1/N1).
Cette inclusion entraîne, selon le théorème de correspondance, que H est normal
dans G1. Elle implique aussi que H1/Nj est abélien. Par conséquent, l’application
f : H2/N2 —* Hi/Ni définie par f(xN2) = h(xN2)1 est un homomorphisme. On ob
tient ainsi la décomposition
H= U f(yN2)xyN2.
y!’!2 eH2/N2





ISOMORPHIE ENTRE LES GRAPHES DE CAYLEY
BASÉS SUR UN GROUPE FIXÉ
6.1. INTRODUCTION
Ce chapitre est consacré au problème d’isomorphie entre les graphes de Cayley ba
sés sur un groupe fixé, qui consiste à déterminer, pour un groupe donné G et un graphe
de Cayley holomorphe f(G, S), les ensembles T de générateurs de G pour lesquels
f(G,T) zf(G,S).
Nous donnerons une réponse précise à cette question à l’aide des automorphismes
croisés. Cela nous permettra en particulier de caractériser les graphes de Cayley bob
morphes F(G, S) qui se représentent de façon unique sur G, c’est-à-dire qui satisfont
a
F(G, T) c:: f(G,S) =‘ EAutGT = a[S1.
Rappelons qu’un graphe vérifiant cette propriété est appelé graphe de Caylev CI. Nous
déterminerons en particulier avec exactitude les graphes de Cayley holomorphes CI
basés sur:
• un groupe cyclique;
• un groupe simple : nous verrons par exemple qu’ils sont tous CI dans le cas non
orienté;
• un produit direct de deux groupes simples non abéliens : nous prouverons qu’ils
sont CI si et seulement si NG(S), le normalisateur de S dans G, ne contient pas
de sous-groupe isomorphe à un des deux groupes simples du produit;
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• un produit semi-direct non trivial de deux groupes simples, pour les graphes de
Cayley holomorphes complets’;
• un groupe symétrique nous démontrerons qu’ils sont CI si et seulement si
N (S) ne contient pas de permutation paire d’ordre 2.
Déterminer les graphes de Cayley CI est probablement le problème qui a été ces der
nières années l’objet du plus grande nombre de publications dans le domaine des
graphes de Cayley. Cai Heng Li fait une revue exhaustive des recherches sur cette
question dans [21] et suggère quelques nouveaux problèmes. La caractérisation que
l’on donne des graphes de Cayley holomorphes CI solutionne l’un de ces problèmes.
6.2. RÉsuLTAT PRINCIPAL
Le prochain théorème est le résultat principal de ce chapitre. Il donne, pour un
graphe de Cayley holomorphe f(G,S), tous les ensembles de générateurs T de G pour
lesquels f(G, T) est isomorphe à f(G, S).
Théorème 6.1. Soit f(G,S) un graphe de Caytev orienté holomorphe. Si T est un
ensemble de Cavtev de G tel que
f(G,T) P(G,S),
alors il existe un autornorphisme croisé a de G associé à un homomorphisine O G —÷
Aut5G tel que a{T] S.
Inversement, tout ensemble de la forme du théorème 6.1 donne un graphe de Cayley
isomorphe àf(G,S):
Proposition 6.2. Soit f(G, S) un graphe de Cayley orienté. Si a est un automorphisme
croisé de G associé à un hornomoiphisme O: G —è Aut5G, et T = Œ1 [S], alors
f(G, T) f(G,S).
Remarque 6.3. Rappelons qu’un graphe de Cayley F(G, T) isomorphe à un graphe de
Cayley holomorphe F(G,S) n’est pas nécessairement holomorphe.
‘Un graphe de Cayley holomorphe est complet si AutsG lnns G.
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La proposition 6.2 est une conséquence directe de la proposition 4.20. Le théo
rème 6.1 quand à lui découle de la prochaine proposition, qui stipule que toute iso
morphisme d’un graphe de Cayley f1 dans un graphe de Cayley holomorphe f2 est un
isomorphisme croisé:
Proposition 6.4. Soit f1 f(Gj ,Si) et f2 = f(G2. S2) deux graphes de Caylev orieii
tés isomorphes. Si f2 est holomoip]ze, tout isomorphisme Œ de f1 dans f2 qui en
voie ‘G1 sur 1Gi est un isomorphisme croisé associé à un honiom.orpÏdsme 8: G1
Auts,G2, et Œ satisfait à Œ[Si] = 52.
DÉMONSTRATION. Considérons Œ : fj —* f2, un isomorphisme qui envoie ‘G1 sur
1G2• Pour toutx G,
ŒoXoŒ1 E Autf2 = Ho152(G2) <1-Io1(G).
Donc ŒoL(G1) ocr’ est un sous-groupe de Hol(G2). Par la proposition 4.1$, a est
donc un isomorphisme croisé et, si 8 est l’homomorphisme associé à Œ, cx o2o Œ’ =
Œ(x) o 8(x). De plus, le fait que Autf2 L(G2)Auts,G2 entraîne que 8(x) E Aut52G2
pour toutx E G1. Par conséquent O est un homomorphisme de G1 dans Auts2G2 et Œ un
O-isomorphisme. finalement, puisque cx( 1G1) = 1G2 cx induit une bijection de N+ (fi)
dans N(f2), donc cx[51] = 52. D
6.3. CARAcTÉRIsATIoN DES GRAPHES DE CAYLEY HOLOMORPHES
CI
Rappelons d’abord qu’un graphe de Cayley f f(G,S) est CI s’il se représente de
façon unique sur G:
Définition 6.5. (Graphe de Caytev CI) Un graphe de Cayley orienté f(G,S) est CI si
pour tout graphe de Cayley orienté f(G, T) isomorphe à f(G, S) il existe un automor
phisme f de G tel que T = f[S].
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Alspach et Parson [2] ainsi que Babai [3] ont démontré un théorème important
qui stipule qu’un graphe de Cayley f est CI si et seulement si les sous-groupes d’ac
tion régulière isomorphes à G de Autf sont conjugés. Ce résultat permet de détermi
ner si un graphe de Cayley est CI à partir de son groupe d’automorphismes. Puisque
probablement la majorité des graphes de Cayley sont holomorphes et que l’on a une
connaisance précise de leur groupe d’automorphismes, il est naturel de se demander
si l’on peut obtenir un résultat particulier pour cette classe de graphes, permettant de
déterminer lesquels sont CI.
Le théorème suivant est notre réponse à cette question. Il donne une caractérisation
des graphes de Cayley orientés holomorphes qui sont CI. Cela solutionne un problème
posé par Cai Heng Li dans [21].
Théorème 6.6. Soit f = f(G, S) un graphe de Cayiey orienté hotomorphe. Alors f
est C’I si et seulement si, pour tout honzomorphisme non trivial O : G — Aut5G, G ne
possède pas d’automorphisrne croisé associé à O.
DÉMoNsTRATION. Supposons d’abord que pour tout homomorphisme non trivial O:
G
—p Aut5G, G ne possède pas d’automorphisme croisé associé à O. Si f’ = f(G, T)
est isomorphe à f et cx: f’ — f est un isomorphisme qui envoie ‘H sur ‘G alors, par
la proposition 6.4, cx est un automorphisme croisé de G qui envoie T sur S. L’hypo
thèse implique qu’il est associé à un homomorphisme trivial. Par conséquent cx est un
isomorphisme de groupe qui envoie T sur S. Ainsi T est isomorphe à S.
Réciproquement, supposons que f est CI. Choisissons un automorphisme croisé cx:
G — G, associé à un homomorphisme O : H —f Aut5G, et montrons que O est trivial.
Considérons le graphe de Cayley orienté f’ = f(G, cc’[S]). Par la proposition 4.20, cx
est un isomorphisme de graphe de f’ dans f. Puisque f est CI, il existe f e AutG tel
que T = f[S]. Le produit cxof est donc un automorphisme de f qui fixe 1G• Comme f
est holomorphe, cxof e Aut5G. Par conséquent cx E AutG. Donc O est trivial. D
Remarque 6.7. À chaque automorphisme croisé cx de G, associé à un homomorphisme
non trivial O de G dans AutsG, correspond f(G, cx [S]), un graphe de Cayley orienté
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isomorphe à f(G,S), qui est engendré par un sous-ensemble de Cayley non isomorphe
àS.
Pour conclure cette section, nous démontrons deux critères qui permettent de mon
trer, dans des cas particuliers, qu’un graphe de Cayley orienté holomorphe n’est pas
CI. Nous aurons besoin des deux définitions suivantes pour énoncer le premier de ces
deux résultats.
Définition 6.8. (Sous-ensemble normai) Un sous-ensemble S d’un groupe G est dit
normal si xSx1 C S Vx E G, c’est-à-dire si Inn(G) C Aut8G. Nous écrirons S i G.
Définition 6.9. (Graphe de Cayley orienté normal) Un graphe de Cayley orienté f
f(G,S) est dit normal si S est un sous-ensemble normal de G.
Remarque 6.10. Un graphe de Cayley f (non orienté) normal basé sur un groupe non
abélien ne peut être holomorphe car l’inversion est un automorphisme de f fixant 1 qui
n’est pas un automorphisme de groupe.
Voici le premier critère:
Proposition 6.11. Si G est un groupe non abélien et f — f(G,S) est un graphe de
Caylev orienté holoinorphe qui est ,zornzal, alors f n ‘est pas CI.
DÉMoNsTRATIoN. L’application inversion t: G —* G est un automorphisme croisé
associé à l’homomorphisme y: G —* Inn(G) Ç Aut5G. Puisque G est non abélien, y
est un homomorphisme non trivial. Par conséquent, par le théorème 6.6, f n’est pas
CI. E
Voici le second critère
Proposition 6.12. Soit G un groupe fini et f = f(G,S) un graphe de Caytev orienté
Ïzolomorphe. Si g: G.—* NG(S) est un homomorphisme ayant comme seul point fixe 1
et si Im(g) C(G), alors f n ‘est pas un graphe de Caytev CI.
DÉMoNsTRATIoN. Par la proposition 4.8, l’application définie pourx E G par Œ(x)
xg(x)’ est un endomorphisme croisé associé à l’homomorphisme O y og: G —k
Aut5G. Le noyau de cet endomorphisme est différent de G, puisque Im(g) C(G)
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Ker(y). De plus, Ker(a) = {x: g(x) = x} = 1. Donc Œ est bijectif. Par le théorème 6.6,
Fn’estpasCl. D
6.4. APPLICATIONS
Dans cette section nous déterminons quels sont les graphes de Cayley orientés ho
lomorphes CI basés sur les groupes que nous avons énumérés au début de ce chapitre.
6.4.1. Groupe cyclique
Commençons par le groupe cyclique Z. Définissons
Us(Z,)={uEU(Z,1):uS=S}. (6.1)
Voici notre résultat. Il découle directement du théorème 6.6 et de la proposition
4.27.
Théorème 6.13. Soit n un entier et f = f(Z,1,S) un graphe de Caytey orienté hoto
morphe sur Z,. Alors f est C’I si et seulement si pour tout a E Us(Z,1) différent de 1 on
a
(‘z,Sa)o(a), OùSa = 1+a+...+a°t’.
6.4.2. Groupe simple
Le résultat suivant est bien connue (voir par exemple [20])
Théorème 6.14. Si p est un nombre premiei; tout graphe de caytev orienté sur est
CI.
En particulier, tous les graphes de Cayley orientés holomorphes sur Z, sont CI.
Voici le résultat que nous avons obtenu pour les groupes simples non abéliens.
Théorème 6.15. Soit G un gmupe simple non abélien et f = f(G, S) un graphe de
Caytey orienté hotomorphe sur G. Alors f est CI si et seulement si f n ‘est pas nom-mat.
DÉMONSTRATION. Si Inn(G) C AutsG, f n’est pas CI par la proposition 6.11.
1$’
Réciproquement, si F n’est pas CI, il existe un homomorphisme O : G Aut5G
ayant un noyau différent de G. Puisque G est simple, Ker(O) doit être égal 1. L’ho
momorphisme O est donc injectif et Im(O) G. Par conséquent, Im(O) est un sous-
groupe non résoluble de AutG, ayant comme seul sous-groupe normal différent de
Im(O) le groupe trivial. Cela implique, par le théorème 5.5 et par la proposition 5.6,
que Im(O) C Inn(G), donc que Inn(G) = Im(O) C AutsG. D
Puisque les graphes de Cayley non orientés holomorphes basés sur un groupe non
abélien ne peuvent être normaux, les théorèmes 6.14 et 6.15 donnent le résultat suivant:
Théorème 6.16. Tout graphe de Cayley izon orienté hotomorphe sur un groupe simple
est CI.
6.4.3. Produit direct de deux groupes simples
Voici le résultat pour les graphes de Cayley orientés holomorphes basés sur le pro
duit direct de deux groupes simples non abéliens:
Théorème 6.17.
(i) Soit G1, G2 deux groupes simplesfinis non abéliens, G = Gj x G2 et f = f(G, S)
un graphe de Cayley orienté hotomorphe sur G. Alors f est C’I si et seulement si
Aut5G ne contient pas de sous-groupe isomorphe à G1 ou à G2.
(ii) Si AutsG contient un tel sous-groupe, il est inclus dans Inns(G) et est égal à y(H),
pour un sous-groupe H de G de l’une des trois fomies suivantes:
• G1 X 1 ou 1 X G2;
• 1xH2,oùH2<G2etH2G1;ouH1x1,oùH1 <G1etH1G2;
• {(xi , f(xi)) : xi E G1}, où f: G1 —* H2 est un isomorphisme et H2 < G2; ou
{ (f(x2),x2) : X2 E G2}, où f: —* H1 est un isomorphisme etH1 <G1;
Remarque 6.18. Ce théorème implique que f est CI si et seulement si le normalisateur
de S dans G, noté NG(S), ne contient pas de sous-groupe isomorphe à Gi ou à G2. En
effet, le normalisateur de S dans G est en correspondance avec le sous-groupe Inn(G)
de AutsG, par l’épimorphisme y: NG(S) —è Inns(G). Cet épimorphisme a comme
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noyau C(G). Par conséquent Inns(G) NG(S)/C(G). Dans le résultat précédant, G
est de centre trivial (voir 1enmie suivant). Donc y est un isomorphisme et NG(S) est
isomorphisme à Inns(G).
Nous aurons besoin de quelques résultats sur la structure de G G1 x G2 pour faire
la preuve du théorème 6.17.
Lemme 6.19. Les seuls sous-groupes izornzaux de G sont 1 x 1, G1 x 1, 1 x G2 et
G1 x G2. De plus, te centre de G est trivial.
DÉMoNsTRATIoN. Tout sous-groupe normal H de G s’écrit comme
U x1Nj xf(xiN1),
xjN1 EH1/Nt
où f est un isomorphisme de H1/Ni dans H2/N2, où N <Hi sont des sous-groupes
normaux de G satisfaisant à H/N C C(G/N).
Il y a quatre possibilités tous les H et N sont égaux à 1, ou H1 = Ni = G1 et
H2 =1V2 = 1, ouH1 =1V1 = let H2 = N2 = G,, ôu H =N = G, pour i = 1,2. Ces
possibilités nous donnent respectivement comme H: 1 x 1, G1 x 1, 1 x G2 et G1 x G2.
Nous pouvons déduire de ce résultat que G est de centre trivial, puisque 1 x 1 est
le seul sous-groupe normal de G qui est abélien. E
Lemme 6.20. AutG/Inn(G) est un groupe résoluble.
DÉMoNsTRATIoN. Les groupes G1 x 1 et 1 x G2 sont les deux seuls sous-groupes
normaux propres de G. Par conséquent, si Gj G2, tout automorphisme de G stabi
lise ces deux sous-groupes. Dans ce cas, AutG est donc isomorphe à AutG1 x AutG2.
Si G1 G2, les automorphismes de G peuvent aussi interchanger ces deux sous-
groupes. Si f est un isomorphisme de G1 dans G2, l’application définie par g(xi ,x2) =
(f’(x2),f(xi)) est un automorphisme de G d’ordre 2. On vérifie aisément que (g)
complète et normalise le sous-groupe d’automorphismes de G isomorphe à AutG1 x
AutG2. Le groupe AutG est donc, dans ce cas, isomorphe à (AutGi z AutG2) z (g).
Considérons à présent AutG/Inn(G). Si G1 G2, ce quotient est isomorphe à
AutGi/Inn(Gi) z AutG2/Inn(G2),
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et si Gj G2, ce quotient est isomorphe à
(AutGj/Inn(Gi) x AutG2)/lnn(G2)) x (g).
Dans les deux cas, les deux membres du produit sont résolubles. Par cohséquent, par
la proposition 5.4, AutG/Inn(G) est résoluble. LI
Nous aurons besoin d’un dernier résultat pour compléter la preuve:
Lemme 6.21. Les seuls sous-groupes de G isomoiphes à G1 ou G2 sont ceux énumérés
dans ta deuxième partie de t ‘énoncé du théorème.
DÉMONSTRATION. Supposons sans perdre de généralité que H est un sous-groupe de
G isomorphe à G1. Par le théorème 4.3, H UX2N2EH2/N2f(x2N2) x x2N2, où f est
un isomorphisme de H2/N2 dans Hj /N1, où N 1 Hi sont des sous-groupes de G. Par
conséquent, N1 x 1 et 1 x N2 sont deux sous-groupes normaux de G. Comme H est
simple, ils sont égaux à 1 ou à H. Si N1 1, alors H = N1 x 1 G1. Donc H = G1 x 1.
Si N2 1, alors H = 1 x N2 G1 implique que N2 est isomorphe à G1. On obtient
ainsi H = 1 x H2, avec H2 G1. Finalement, si N1 N2 = 1, la cardinalité de H est
égale à Hi = H2. Puisque H est isomorphe à G1, H1 doit être égal à G1 et H2 doit
être un isomorphe à G1. On obtient dans ce cas comme H = UXIEH2{f(x2)} x {x2} =
{(f(x2),x2) :x2 eH2}. LI
Nous sommes maintenant prets à démontrer le théorème.
DÉMONSTRATION DU THÉORÈME 6.17. Montrons premièrement que la condi
tion est nécessaire. Soit M un sous-groupe de AutsG isomorphe à G1 ou à G2. Sup
posons sans perdre de généralité qu’il est isomorphe à G2.
Puisque AutG/Inn(G) est résoluble et que M est un groupe simple non abélien, la
proposition 5.6 entraîne que M C Inn(G).
Considérons le groupe H y’(M), isomorphe à M G2. Par le lemme 6.21, H
est du deuxième type de l’une des trois formes énumérées dans l’énoncé. Pour chacun
des trois cas, on définit un homomorphisme g: G —* G, ayant G1 comme noyau et H
comme image.
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Dans le premiercas g estdéfini parg(xl,x2) = (1,x2), dans le secondparg(xi,x7) =
(f(x2),1), et dans le troisième par g(xl,x2) = (f(x2),x2).
Définissons aussi h : G —* G en posant, dans les deux premiers cas h(x1 ,x2) =
(xi, 1), et dans le dernier h = Id.
Définissons finalement l’application cL par Œ(x) h(x)g(x)’. Cette fonction est un
homomorphisme croisé associé à l’homomorphisme non trivial O = yog. L’image par
cL de (xl,x2) est égale à (xi,x’) dans le premier cas, à (xif(x’),x2) dans le second,
et à (xif(x2),4’) dans le dernier. Il est facile de vérifier que dans chaque cas cL est
bijectif. Par conséquent, cL est un automorphisme croisé associé à l’homomorphisme
non trivial O. Par le théorème 6.6, f n’est pas un graphe de Cayley CI.
Inversement, si f n’est pas CI, il existe un homomorphisme non trivial O de G dans
AutsG. Puisque G est simple, Ker(O) est égal à 1 x 1 ou à Gi x 1 ou à 1 x G2. Le
groupe Im(O) G/Ker(O) est donc isomorphe à G ou à G2 ou à G1. On obtient dans
les trois cas un sous-groupe de AutsG isomorphe à G1 ou à G2. (Remarquons que pour
un graphe de Cayley non orienté f, Im(O) ne peut être isomorphe à G. En effet, si
on suppose que Im(O) G, la proposition 5.6 implique que Im(O) C Inn(G), et par
conséquent Inn(G) Im(O) Ç AutG. Cela est impossible, car un graphe de Cayley
holomorphe non orienté sur un groupe non abélien ne peut être normal.) E
6.4.4. Produit semi-direct de deux groupes simples
Nous nous attaquons maintenant aux graphes de Cayley orientés holomorphes
f(G,S) basés sur un produit semi-direct K x0 Q non trivial de deux groupes simples fi
nis. Nous nous sommes restreints aux graphes de Cayley holomorphes complets, le cas
général étant beaucoup plus complexe. Remarquons que si G est un groupe complet,
alors F l’est aussi nécessairement. Par conséquent, les résultats que nous obtiendrons
s’appliqueront en particulier à tous les graphes de Cayley orientés holomorphes basés
sur un groupe symétrique
,
n 2,6.
Pour résoudre ce problème nous diviserons les produits semi-directs G = K xe Q
non triviaux en quatre familles:
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• K et Q sont non abéliens et O: Q —* Inn(K) est non trivial; dans ce cas G
K x Q (voir la remarque 5.24);
• K est non abélien, Q = Z, pour un p premier, et O : —f Inn(K) est non trivial;
danscecas GKxZ;
• K est quelconque, Q pour un p premier impair, et O : Z —f AutK vérifie
Im(O) Inn(K);
• K est quelconque, Q = Z2, et O : Z2 —* AutK vérifie Im(O) Inn(K).
À l’aide du lemme 5.16, il est aisé de voir que tout produit semi-direct non trivial est
d’un de ces quatre types.
Nous aurons besoin du lemme suivant qui donne le centre de ces groupes:
Lemme 6.22. Soit K et Q deux groupes sinzples finis, O: Q —* AutK un homomor
phisnze non trivial et G K x0 Q. Le centre de G est non trivial si et seulement si Q est
abélien et Im(O) C Inn(K). Dans ce cas, C(G) = {(g(x)’,x) : x E Q}, où g: Q —f K
est le monomorphisme satisfaisant ‘ 0x = Yg(x) pour tout x E Q.
DÉMONSTRATION. Le centre de G est un sous-groupe normal de G. Par la proposition
5.23 il est donc égal à, ou à K xl, ou à {(g(x)1,x) :x E Q}, si Im(O) C lnn(K) et si
g: Q —* K est l’unique monomorphisme satisfaisant à 0x = Yg(x) pour tout x E Q, ou
àKx0Q.
Remarquons tout d’abord que K x f ne peut être un sous-groupe du centre de G.
S’il en était ainsi, nous aurions,
(a,1) = (1,x)(a,1)(l,x)1 = (Ox(a),1), VaEKVxE Q,
ce qui implique que °x = Id pour tout x E Q. Cela entre en contradiction avec la non-
trivialité de O. Cette constatation élimine la deuxième et la dernière possibilité. Le
centre de G est donc trivial si Im(O) Inn(K), et est égal à fou à {(g(x)1,x) : x E Q}
si Im(O) C Inn(K).
Il nous reste à déterminer, sous l’hypothèse Im(O) C Inn(K) (dans ce cas, O = Yg(x)
pour un monomorphisme g de Q dans K), dans quel cas C(G) {(g(x)’,x) : x E Q}.
Pour ce faire, notons que {(g(x)’,x) : x E Q} C C(G) si et seulement si K x 1, 1 x Q
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C CG ( { (g(x) 1, x) x E Q}). La première de ces deux inclusions est équivalente à, pour
touta E Ketx E Q,
(g(x),x) (a,1)(g(x)’,x)(a,1)1
(ag(x)’O(a’),x),
ce qui est équivalent à, pour tout a E K et x E Q,
g(x)1 =ag(x)1O(a’) O(a)g(x)ag(x)1,
et donc à l’équation
°x=Yg(x) VxeQ.
Comme cette équation est vrai, la première inclusion est toujours satisfaite. La seconde
inclusion quant à elle est équivalente à, pour tout x,y é Q,
(g(x)’,x) (1,y)(g(x)’,x)(1,y)1 = (O(g(x)1),yxy1),
qui est équivalent à, pour tout x,y E Q,
yg()(g(x)1) =O(g(x)’) =g(x)1 ety =x
et donc à Q est abélien.
Par conséquent, le centre de G est non trivial si et seulement si Q est abélien et
Im(9) C Inn(K). De plus, dans ce cas C(G) = {(g(x)’ ,x) x E Q}. D
6.4.4.1. Première famille
Voici le résultat pour les produits semi-directs du premier type.
Théorème 6.23. Soit G = K x9 Q, où K et Q sont deux groupes simples finis non abé
liens et O Q —* Inn(K) un homomorphisme non trivial. Soit F = F(G, S) un graphe
de Cayley orienté holomorpize complet. Alors f est C’I si et seulement si Inns(G) ne
contient pas de sous-groupe isomorphe à K ou à Q.
DÉMoNsTRATIoN. Dans ce cas G K x Q, avec K et Q non abéliens. Il suffit donc
d’appliquer le théorème 6.17 pour obtenir le résultat. D
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6.4.4.2. Detodème famille
Voici le résultat pour les produits semi -directs du second type.
Théorème 6.24. Soit G = K > e Z, où K est un groupe simple fini, p un nombre pre
inier et O : ‘ Inn(K) un homomorphisme non trivial. Soit f = f(G, S) un graphe
de cayÏey orienté holomorphe complet. Alors f est ci si et seulement si Inns(G) est
dtfférent de Inn(G) et ne contient pas d’élément d’ordre p.
Remarque 6.25. Ce résultat implique que f est CI si et seulement si NKo(S) est
différent de K x O et ne contient pas d’élément d’ordre p.
DÉMONTRATION DU THÉORÈME 6.24. Remarquons que C(G) = {(g(i)’, i) : je
Z,,}. Cela entraîne, par la remarque 5.24(u), que Inn(G) K. De plus, on peut vérifier
facilement que K x O est un complément de C(G) dans G.
Si Inns(G) Inn(G), alors, par la proposition 6.1 1, f n’est pas CI. Si Inns(G)
contient un élément d’ordre p, le paragraphe précédant implique que cet automor
phisme est égal àY(b,o), pour un b e K d’ordre p. L’application (a,i) ‘—÷ (b’,O) est, par
conséquent, un homomorphisme de G dans NG(S) ayant comme seul point fixe 1. Par
la proposition 6.12, f n’est pas CI.
Inversement, si f n’est pas CI, il existe un homomorphisme non trivial de G dans
Aut8G = Inns(G). Puisque les seuls sous-groupes normaux propres de G sont K x O
et C(G), le noyau de i est trivial ou égal à l’un de ces deux sous-groupes. Il ne peut
être trivial, car un groupe d’ordre pK ne peut être injecté dans un groupe d’ordre K.
S’il est égal à C(G), alors Im(ri) est isomorphe à K, donc Inn(G) = Im(ri) C Inns(G).
Finalement, si Ker() est égal à K x O, alors Im(ri) est un sous-groupe de Inns(G)
isomorphe à Z,. Par conséquent, Inns(G) contient un élément d’ordre p. D
Dans le cas des graphes de Cayley non orientés ce résultat s’énonce comme suit:
Théorème 6.26. Soit G = K x où K est un groupe simplefini, p un nombre premier
et O : Z Inn(K) un homontorphisnze non trivial. Soit f f(G,S) un graphe de
Caytey hotomorphe complet. Alors f est €1 si et seulement si Inns(G) ne contient pas
d’élément d’ordre p.
‘8$
Remarque 6.27. Ce résultat implique que F est CI si et seulement si NKo(S) ne
contient pas d’élément d’ordre p.
6.4.4.3. Troisième famille
Voici le résultat pour les produits semi-directs du troisième type.
Théorème 6.28. Soit G = K >1 9Z, où K est un groupe simple fini, p un nombre pre
inier impair et O : Z —* AutK un homomoiphisme vérifiant Im(O) lnn(K). Soit
F f(G,S) un graphe de Cayley orieïzté holomorphe complet. Alors f est ci si et
seulement si Inns(G) ne contient pas d’élément d’ordre p.
Remarque 6.29. Ce résultat implique que F est CI si et seulement si NG(S) ne contient
pas d’élément d’ordre p.
DÉMONSTRATION. Supposons pour commencer que F n’est pas CI. Par le théorème
6.6, il existe un homomorphisme non trivial i : G —* AUt5G = Inns(G). Par la pro
position 5.23, le noyau de i est trivial ou égal à K x O. Dans le premier cas Im(77) est
isomorphe à G, et dans le second à Z. Puisque Im(ri) C Inns(G), le groupe Inns(G)
contient un élément d’ordre p.
Inversement, si Inns(G) contient un élément d’ordre p, alors H, le groupe engendré
par l’élément de NG(S) correspondant à cet élément, est égal à HK X O, avec HK Z,,,
i—1 . . ,- p—lou a {(flk=oOk(z),1) :i Z}, pour un z E K venfiant I equation flk_oOk(z) = 1. Pour
conclure la preuve, il suffit de définir, pour chacun des deux cas, un homomorphisme
h: G —* H C NG(S), ayant comme unique point fixe (lK,O). Posons pour le premier
cas h(a,i) = (f(i),O), où f est un isomorphisme de Z,, dans HK, et pour le second
h(a, i) (flOk(Z), ui), où u est une unité de Z, différente de 1. On vérifie facilement
que ces deux homomorphismes n’ont pas de point fixe non trivial. E
6.4.4.4. Quatriènze famille
Voici notre résultat pour les produits semi-directs du quatrième type.
Théorème 6.30. Soit G = K >i Z2, où K est un groupe simple fini et O : Z2 —* AutK
un homomorphisme vérifiant Im(O) Inn(K). Soit F = f(G, S) un graphe de Caylev
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orienté holomoiphe complet. Alors f est ci si et seutenzent si Inns(G) fly(K x 0) ne
contient pas d’élément d’ordre 2.
Remarque 6.31. Ce résultat implique que f est CI si et seulement si NKo(S) ne
contient pas d’élément d’ordre 2.
DÉMONSTRATION. En premier lieu, si y(b,0) est un élément de Inns(G) fly(K x 0)
d’ordre 2, l’application (a,i) F-* (b’,O) est un homomorphisme de G dans NG(S), ayant
comme seul point fixe (1,0). Par la proposition 6.12, le graphe de Cayley orienté f
n’est pas CI.
Réciproquement, si y n’est pas CI, G possède un automorphisme croisé Œ de G as
socié à un homomorphisme non trivial r de G dans AutsG. Puisque G est de centre tri
vial (lemme 6.22), il existe, parle corollaire 4.3 1, deux homomorphismes h,k: G —
G te] que cx(a, i) = h(a, i)k(a, i)1 et ri(a,i) = Yk(a,i) pour tout (a, i) G. Par la proposi
tion 5.23, le noyau de h et de k font partie de l’ensemble de groupes 1, K X 0, et K )l Z2.
Puisque ri est non trivial, le noyau de k est différent de K >1 Z2.
Si Ker(k) est égal à 1, alors Inn(G) = Im() C Inns(G) et donc Inns(G) contient
un élément d’ordre 2 de la forme recherchée.
Si Ker(k) = K x 0, alors le groupe Im(k) est isomorphe à G/Ker(k) Z2. Cela
entraîne, par la proposition 5.17, que Im(k) est égal à ((b,0)), pour un b K d’ordre
2, ou à ((e, 1)), pour un e e K satisfaisant à cOite) = 1K• Dans le premier cas la preuve
est terminée. Il nous reste donc à éliminer la deuxième possibilité. Supposons que
k(a,i) = (c,i), pour tout (a,i) e G. Remarquons d’abord que K > 2. Dans le cas
contraire, le groupe d’automorphismes de K serait trivial, donc l’homomorphisme O de
Z2 dans AutK serait lui aussi trivial. De plus, par la proposition 4.2$, on a
2IK = G Im(x) < Im(h)IIIm(k)j = 2Im(h)j,
qui entraîne que
<Im(h).
Puisque K > 2, le noyau de h est donc différent de K x O et de K x Z2. Ainsi h est
un automorphisme. Cela implique que h stabilise K x O et K x 1, car K x O est le seul
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sous-groupe normal propre de G. Par conséquent, pour tout i Z2,
Œ(K Xi) C h(K x i)k(K xi)-1 = (K x i)(c’,i) = K x 0.
Cette inclusion constitue une contradiction; car Œ est bijectif. D
6.4.4.5. Groupe symétrique
Le théorème 6.30 permet d’obtenir une caractérisation des graphes de Cayley orien
tés holomorphes qui sont CI sur
Théorème 6.32. Soit n 6 un entier et f = f(C,S) un graphe de Caytey orienté
holornorphe sur 6,. Alors f est I si et seulement si (S) ne contient pas de per
mutation paire d’ordre 2.
Remarque 6.33. Le théorème est vrai pour n 6 à condition que f soit complet.
Remarque 6.34. Puisque N6(S) est égal à AutT5 (le groupe d’automorphismes du
graphe de transpositions de S), la condition “N (S) ne contient pas de pennutation
paire d’ordre 2” est équivalente à la condition “AutT5 ne contient pas de permutation
paire d’ordre 2”.
DÉMONSTRATION DU THÉORÈME 6.32. D’abord 6 21.,, ><i9Z2, où 9i = Yw et
w E C — 21.,, d’ordre 2. De plus, puisque n 6, le groupe 6,, est complet.
Si n 4, le groupe alterné 2t,, est simple. Le résultat découle donc directement du
théorème 6.30.
La preuve pour le cas où n = 4 est similaire à la preuve du théorème 6.30. La pré
sence du sous-groupe de Klein V <64 fait qu’il y a un cas de plus a traiter: Ker(k) = V.
On peut vérifier, par un argument technique faisant appel aux éléments des translatés
de V dans 64, que ce cas ne donne pas d’autres automorphismes croisés et donc ne
modifie pas le résultat. D
Exemple 6.35. Le graphe BS(5) f(65,{(12),(23),(34),(45)}) est holomorphe




est un exemple de graphe de Cayley isomorphe à f mais qui n’est pas engendré par un





ISOMORPHIE ENTRE LES GRAPHES DE CAYLEY
BASÉS SUR DIFFÉRENTS GROUPES
7.1. INTRODUCTION
Soit f f(G, S) un graphe de Cayley orienté. Le but de ce chapitre est de dé
terminer les groupes sur lesquels on peut obtenir un graphe de Cayley isomorphe à
f. Ce problème est en général un problème très complexe dont la solution dépend du
groupe d’autornorphismes de f. Puisque que fort probablement la majorité des graphes
de Cayley sont holomorphes et que l’on a une connaissance précise de leur groupe
d’automorphismes, il est naturel de se demander s’il est possible d’obtenir un résultat
particulier pour cette classe de graphes. C’est pourquoi nous avons restreint nos tra
vaux essentiellement à ces graphes. Notre résultat principal donne une décomposition
de tous les groupes sur lesquels un graphe de Cayley orienté holomorphe f peut être
représenté comme graphe de Cayley orienté holomorphe. Cela nous permettra en par
ticulier de déterminer les groupes sur lesquels peuvent être représentés comme graphe
de Cayley holomorphe, les graphes de Cayley holomorphes basés sur
• un groupe cyclique;
• un groupe simple: nous venons qu’il n’existe aucun autre groupe sur lequel ils
peuvent être représentés;
• un produit direct de deux groupes simples non abéliens : nous verrons qu’il
n’existe aucun autre groupe sur lequel ils peuvent être représentés;
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• un produit semi -direct non trivial’ de deux groupes simples, pour les graphes de
Cayley holomorphes complets2;
• un groupe symétrique : nous démontrerons qu’ils peuvent être représentés
sur un autre groupe, qui est un produit semi-direct de la forme x Z2 non
isomorphe à , si et seulement si le normalisateur de l’ensemble de générateurs
du graphe contient une permutation impaire d’ordre 2.
Nous démontrerons aussi un résultat (le théorème 7.9) qui donne une décomposition
de tous les groupes sur lesquels un graphe de Cayley orienté holomorphe basé sur un
groupe abélien peut être représenté (pas seulement comme graphe de Cayley holo
morphe).
7.2. PRÉLIMINAIRES
Soit f un graphe quelconque. Si f est isomorphe à un graphe de Cayley f’
f(H, T), Autf et Autf’ sont isomorphes comme groupe de permutations. Par consé
quent, Autf doit contenir un sous-groupe isomorphe comme groupe de permutations
au groupe des translation à gauche L(H), donc un groupe isomorphe à H qui agit
régulièrement sur V (f). Sabidussi a démontré dans [26] que cette propriété donne
une condition nécessaire et suffisante permettant de déterminer si un graphe f est iso
morphe à un graphe de Cayley sur H:
Théorème 7.1. Un graphe orienté f est isomorphe à un graphe de Caytey orienté
sur un groupe H si et seulement si son groupe d’automorphismes Autf contient un
sous-groupe isomorphe à H qui agit régulièrement sur V(f).
Nous dirons parfois simplement d’un tel groupe H qu’il est régulier.
Dans ce chapitre nous étudierons principalement le problème d’isomorphïe pour
les graphes de Cayley holomorphes. C’est pourquoi nous avons besoin d’un théorème
similaire au théorème précédant, permettant de déterminer quand un graphe est iso
morphe à un graphe de Cayley holomorphe. Rappelons que si f’ = f(H,T) est un
Q est non trivial si Ker(O) # Q.
2C’est-à-dire qui vérifient AutsG = Inns G.
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graphe de CayÏey holomorphe, L(H) est un sous-groupe normal de AutF, en plus d’être
isomorphe à H et d’agir régulièrement sur V(f’). C’est pourquoi on obtient le résultat
suivant:
Théorème 7.2. Un graphe orienté f est isomorphe à un grajhe de Cayley orienté
holomorphe sur un groupe H si et seuÏenzent si son groupe d’automorphismes Autf
contient un sous-groupe normal isomorphe à H qui agit régulièrement sur V(f).
DÉMoNsTRATIoN. La preuve de ce résultat est pratiquement identique à preuve du
théorème 7.1; c’est pourquoi nous ne donnons que les grandes étapes. La nécessité
de la condition est évidente. Pour montrer la suffisance, considérons un sous-groupe
normal H de AutF agissant régulièrement sur V(f). Choisissons E V(f), posons
T={EH:G(xo)EE(xo)}etf’=f(H,T).
Il est aisé de voir que l’application a : H —f V(f) définie en posant a(a) = c(1)
est un isomorphisme de P’ dans f. Donc f’ F. De plus, l’application y : Autf’
AutF définie par ya(a) Œ o c o est un isomorphisme de groupe de permutation
qui satisfait à ‘[L(H)] = H. Par conséquent L(H) i Autf, ce qui implique que P’ est
holomorphe. Li
Ainsi, pour déterminer les groupes sur lesquels un graphe f peut être représenté
comme graphe de Cayley, il faut déterminer les sous-groupes
H<Autf
agissant régulièrement sur V(f). Si H est un sous-groupe normal de AutF, H est un
groupe sur lequel F peut être représenté comme graphe de Cayley holomorphe.
Soit
f=f(G,S)
un graphe de Cayley. Puisque nous étudierons essentiellement le problème d’isomor
phie pour les graphes de Cayley holomorphes, et que ces graphes satisfont à
Autf = Hols(G),
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nous limiterons nos recherches des sous-groupes réguliers aux sous-groupes de l’ho
lomorphe relatif HoIs(G). Notons que si f n’est pas holomorphe, Hols(G) est tout de
même un sous-groupe de Autf. C’est pourquoi nos résultats donnent aussi des groupes
sur lesquels un graphe de Cayley non’ holomorphe peut être représenté, sans toutefois
les donner tous.
Nous utiliserons le fait que
Hols(G) G > AutG,
ou
o = IdAutG,
c’est-à-dire l’homomorphisme de AutG dans AutG défini par
0(f)
= f, Vf E AutsG,
donc vérifiant
Of(x) = f(x), Vf E AutsG Vx E G.
L’application Àj (x,f) est un isomorphisme de Hol(G) dans G > AutG. Nous




agissant régulièrement sur V(f). Le groupe H donne un groupe sur lequel f peut être
représenté comme graphe de Cayley. Si H est un sous-groupe normal de Hols(G),




le sous-groupe de G >i AutsG correspondant à H. Pour déterminer la forme de H’, et
donc celle de H, nous ferons appel au résultats du chapitre 5 sur les sous-groupes du
197
produit semï-direct. Pour ce faire, considérons
K=G Q=AutsG, (7.1)
les projections
t H’ —* G : H’ —* AutsG
et posons
= (Im(GK)) HQ = Im(GQ)
NK = GK[Ker(aQ)] NQ = cYQ[Ker(cYK)].
Explicitement
HK = {x E G: fAutG2xf E H} HQ = {f e AutG: PJXEGXXf E H}
NK={xEG:X-EH} NQ={feAutsG:fEH}.
Remarquons que Im(YK) = G, car H agit transitivement sur V(F). Donc HK = G. De






M = {x E G: 7 E H} N = {f E AutG: EXEGXxf E H}.
Nous aurons besoin aussi, pour appliquer les résultats du chapitre 5, de l’homo
morphisme : N — AutG/M induit par e, introduit dans ce même chapitre.
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Rappelons d’abord que:
Proposition 7.3. (L’automorphisme induit J)
Soit G un groupe, M un sous-groupe normal de G et f un automorphisme de G. Cet




c’est-à-dire vérifiant l’équation J(xM) = f(x)M, Vx E G, si et seulement si f stabilise
M (c ‘est-à-dire si f[M = M). De plus, s’il existe, cet automorphisme est unique.
Remarque 7.4. Nous travai]lerons dans ce chapitre uniquement sur des graphes de
Cayley basés sur des groupes finis. Dans ce cas, f stabilise M (c’est-à-dire f [M] C M)
est équivalent à f préserve M (c’est-à-dire f[M] M).
Remarque 7.5. Si f Yx’ alors Yx ‘YxM
De cette proposition découle le résultat suivant:
Proposition 7.6. (L’homomorphisme induit )
Si M i G, t’homomorphisme O induit un Ïzomomorphisnze : N ‘ AutG/M vérifiant
l’équation
(f)=J, VfEN
si et seulement si N stabilise M.
Important : Dans la suite de ce texte, sauf mention contraire, O est l’homomor
phisme
O =
c’est-à-dire 1’ homomorphisme vérifiant
Of(x) f(x), Vf E AutsG Vx E G.
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7.3. Sous-GRoupEs RÉGULIERS DE L’HOLOMORPHE RELATIF
Voici le résultat le plus général que nous avons obtenu pour trouver les sous-
groupes réguliers H de l’holomorphe relatif Hols(G). Il donne une décomposition de
ces sous-groupes à condition que M {x e G X E H} soit normal dans G.
Théorème 7.7. Soit f = f(G, S) un graphe de Cavtey orienté, H un sous-groupe de
Hols(G) agissant régulièrement sur V(f). Si M <G, H s’écrit
H={Xf:fEN,xEf3(f)},
où f3 N —* G/M un isomorphisme croisé associé à l’homornorphisme Ô N
AutG/M induit par
Inversement,
Théorème 7.8. Soit f f(G, S) un graphe de C’ayte orienté sur G. Si M < G, si N <
AutG, si Ô N —* AutG/M est un homomorphisme induit par O et si f3 N —* G/M
un Ô-isomorphisme, alors
H={?j:feN, xef3(f)}
est un sous-groupe de Hols(G) agissant régulièrement sur V(f).
DÉMONSTRATION DES THÉORÈMES 7.7 et 7.8. Considérons H, un sous-groupe
de Hols(G) agissant régulièrement sur V(f), et H’, M, N les sous-groupes définis pré
cédemment. Par le théorème 5.13, H’ se décompose en
H’ U f3tf) x {f}, (7.2)
fN
où f3 N —k G/M est un homomorphisme croisé quasi-surjectif, associé à l’homomor
phisme Ô : Aut5G —y AutG/M induit par O. Puisque H agit régulièrement sur V(f),
Im(f3) = G/M et Ker(f3) = 1. Par conséquent f3 est un isomorphisme croisé. De plus,







Inversement, par le théorème 5.14,
H’= Uf3f)xf
JEN
est un sous-groupe de G AutsG. Ce groupe correspond au sous-groupe de Hols(G)
H={?f:fEN,xEf3(f)}.
Puisque f3 est un isomorphisme, l’action de H sur V(T) est régulière.
Le prochain résultat, qui découle des théorèmes 7.7 et 7.8, donne une décomposi
tion de tous les sous-groupes réguliers de l’holomorphe relatif Hols(G) si G est abélien.
II permet de trouver tous les groupes sur lesquels un graphe de Cayley orienté holo
morphe basé sur un groupe abélien peut être représenté (pas seulement comme graphe
de Cayley holomorphe).
Théorème 7.9. Soit G un groupe abélien et f = f(G, S) un graphe de Cayley orienté
sur G. Tout sous-groupe H de HoÏs(G) agissant régulièrement sur V(f) s’écrit
H={2f:feN,xEf3(f)}.
où f3: N —* G/M est un isomorphisme croisé, associé à l’homomorphisme Ô : N
AutG/M induit par O. Inversement, tout ensemble de cette forme est un sous-groupe
de Hols(G) agissant régulièrement sur V(f).
Plus généralement:
Proposition 7.10. Soit f = f(G,S) un graphe de Caytey orienté sur G, H uiz sous
groupe de Hols(G) agissant régulièrement sur V(f). Si tous les sous-groupes de G
isomorphes à un sous-groupe normal de H sont normaux dans G, alors M G et H
s ‘écrit
H={?f:fEN, xEf3(f)},
où f3: N —* G/M est un isomorphisme croisé associé à 1 ‘honiomorphisine Ô : N
AutG/M induit par O.
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DÉMONSTRATION. Considérons l’homomorphisme projection a : H’ —* Aut5G. Puisque
Mx 1 iiKer(GQ)<H’ rH,
M est isomorphe à un sous-groupe normal de H. Cela entraîne par hypothèse que M <
G. Par le théorème 7.7, H s’écrit H = {?J: f e N, x e f3(f)}, où F3: N —p G/M
est un isomorphisme croisé associé à l’homomorphisme : N —* AutG/M induit par
e. E
En particulier:
Corollaire 7.11. Soit F = F(G, S) un graphe de Caytey orienté sur G et Q un groupe
simple non isomorphe à G. Alors il n ‘existe aucun sous-groupe de Hol5 (G) isomorphe
à Q, agissant régulièrement sur V(F).
DÉMONSTRATION. Supposons l’existence d’un sous-groupe simple Q isomorphe à un
sous-groupe H de Hols(G) agissant régulièrement sur V(F). Montrons que Q G. Par
la proposition 7.10, M < G et H s’écrit
H={?f:feN,xeF3(f)},
où F3 : N —* G/M est un isomorphisme croisé associé à l’homomorphisme Ô : N
Aut(G/M) induit par e. Si M = G, alors H = L(G). Si M = 1, alors Ker(aQ) = M x 1 =
1. Donc a,- est un isomorphisme de H’ ( H Q) dans G. Dans les deux cas Q est
isomorphe à G. E
7.3.1. Sous-groupes réguliers normaux de l’holomorphe relatif
Notre résultat principal est une décomposition de tous les sous-groupes normaux
d’action régulière de l’holomorphe relatif Hols(G). Il permet de trouver tous les groupes
sur lesquels un graphe de Cayley holomorphe peut être représenté comme graphe de
Cayley holomorphe.
Théorème 7.12. Soit f = f(G, S) un graphe de Caytey orienté et H un sous-groupe
nol7nal de Hols(G) agissant régulièrement sur V(F). Alors M est un sous-groupe
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normal de G stabilisé par Aut5G et N Aut5G. De plus, il existe un isomorphisme
N G/M satisfaisant à
!=royjon’, VfEAut5G
donnant ta décomposition
H {2f: f E N, x e
Inversement, si M,N et fl satisfont aux propriétés énumérées ci-haut, alors H =
{?f: f e N, x e ii(f)’} est un sous-groupe normal de Hols(G) agissant régulière
ment sur V(f).
DÉMoNsTRATIoN. Soit H un sous-groupe normal de Hols(G) agissant régulièrement
sur V(F). Considérons H’ (le sous-groupe normal de G )l Aut5G correspondant à H),
M et N tel que définis dans les préliminaires du chapitre. Par le théorème 5.21, M est
un sous-groupe normal de G stabilisé par l’action de AutsG et N est un sous-groupe




et vérifiant les équations
(f) = f),Vf eN (7.3)
= 11 OfOfl’, Vf E Aut5G, (7.4)
où J: Aut5G —p Aut(G/M) est l’homomorphisme induit par O. La deuxième équation
implique que, pour tout f E AutsG,
= (f)G/M (car le domaine de (f) est G/M)
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Inversement, supposons que M,N et satisfont aux propriétés énumérées dans la
première partie du théorème. Il est facile de vérifier que HK = G, NK = M, HQ = N et
NQ = 1 satisfont aux conditions de la deuxième partie du théorème 5.21. De plus, pour
tout f e AutsG,
tf) w (f) (car le domaine de (f) est G/M)
=f
= nOYfOn’.
En particulier, pour tout f E N,
(f) = llOyfOn1
= Y(f) (par la proposition 5.1).
Ainsi r respecte l’équation (7.3) et (7.4). Par conséquent, les hypothèses du théorème
5.21 sont satisfaites. Donc
H’= Un(f)’xf
feN







7.3.2. Décomposition simplifiée des sous-groupes réguliers normaux
On peut obtenir une décomposition simplifiée des sous-groupes normaux de Hols(G)
agissant régulièrement sur V(F) si C(G/M) = 1 et N Inn(G). Nous aurons besoin
du sous-groupe de NG(S) correspondant à N, soit
de R(P), le groupe des translations à droite correspondant aux éléments de P, et du
lemme suivant:
Lemme 7.13. Si N tE Inn(G), alors N i AutsG si et seulement si Aut5G stabilise P. Si
AutsG = Inn G, cette proposition est aussi équivalente à P NG(S).
DÉMONSTRATION. Rappelons que pour f e AutG, on a foy of1 Yf(x) Pai consé
quent, N est normal dans Aut5G si pour tout f E Aut5G et x E P,
—1foyof =Yf(x)EN
ce qui est équivalent à Aut5G stabilise P. Si Aut5G = Inns G, il est clair que cette
dernière proposition est équivalente à P <NG (S). E
Voici le résultat:
Théorème 7.14. Soit f F(G, S) un graphe de Caytey orienté et H un sous-groupe
normal de Hols(G) agissant régulièrement sur V(f). Si C(G/M) = 1 et N C Inn(G),
alors M < G, M et P sont stabilisé par Aut5G, M n P = C(G) et G = MP. De plus, H
se décompose en
H = L(M)R(P);
et si C(G) 1, alors H M x P.
Inversement,
Théorème 7.15. Si M < G et P < G sont stabilisés par Aut5G, si M fl P = C(G) et
G = MP, alors
H = L(M)R(P)
est un sous-groupe normal de Hols(G) agissant régulièrement sur V(f).
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Remarque 7.16. Si C(G) = 1, alors L(M)R(P) M x P
Le théorème 7.15 implique en particulier la proposition bien connue suivante:
Proposition 7.17. Soit f = f(G, S) un graphe de Cayley orienté sur G tel que Inn(G) Ç
Aut5G. Alors
H=R(G)
est un sous-groupe normai de Hols(G) agissant régulièrement sur V(f).
DÉMONSTRATION DES THÉORÈMES 7.14 et 7.15. Soit H un sous-groupe nor
mal de Hols(G) agissant régulièrement sur V(f). Par le théorème 7.12, M est un sous-
groupe normal de G stabilisé par l’action de Aut5G, N est un sous-groupe normal de
AutG. De plus, il. existe un isomorphisme r : N —÷ G/M vérifiant l’équation
f=flOyfOfl1, VfEAutsG, (7.5)
et donnant la décomposition
H{Xf:fN, xEr)(f)1}.
Puisque N est normal dans Aut5G, le lemme 7.13 implique que Aut5G stabilise P. De
l’équation (7.5) on déduit que, pour tout Yx e N,
= (parlaremarque7.5)
=
= Y() (par la proposition 5.1).
Comme C(G/M) est trivial, cette égalité implique que
(y)=xM, VyeN.











Puisque C(G) C M,P, on obtient
MflP C(G).
Troisièmement, le fait que ri N —p G/M est surjectif entraîne que
G=MP.
Finalement, la décomposition de H devient
H {Yy:YyEN,xEri(Y)1}
= {ÀÀp-i :yE xEf’M}
= {p :y e P, x e
= {Xxp-i:yeExEM}
= L(M)R(P).
Inversement, considérons M et P satisfaisant les conditions du théorème 7.1 5. Po
sons N = y(P) et définissons une application r N —* G/M en posant, pour Yx C N,
ri(’x) =xM.
Il est facile de vérifier que M et N respectent les hypothèses de la deuxième partie
du théorème 7.12 et que r est un isomorphisme. Il reste à démontrer que r vérifie
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l’équation (7.5). Si f AutsG etx E G, alors
i7oy;of1(xM) = 1]O’f(Yx)





Par conséquent, puisque les hypothèses de la deuxième partie du théorème 7.12 sont
vérifiées,
U {XxYy:YEN,xE(YyY’}
L(M)R(P) (voir la justification plus haut)
est un sous-groupe normal de Hols(G) agissant régulièrement sur V(f). E
DÉMONSTRATION DE LA PROPOSITION 7.17. Posons li C(G) et P = G. Il est
aisé de voir que les hypothèses du théorème 7.15 sont vérifiées. Par conséquent,
H = L(C(G))R(G)
= R(G)
est un sous-groupe normal de Hols(G) agissant régulièrement sur V(f). E
7.4. APPLICATIONS
Nous déterminons ici sur quels autres groupes peuvent être représentés comme
graphe de Cayley holomorphe, les graphes de Cayley orientés holomorphes basés sur
les groupes énumérés au début du chapitre.
208
7.4.1. Groupe cyclique
Rappelons que pour trouver les groupes sur lesquels un graphe de Cayley orienté
holomorphe f F(G, S) peut être représenté comme graphe de Cayley holomorphe, il
faut trouver les sous-groupes réguliers normaux de AutP = Hols(G). Voici ces sous-
groupes pour les graphes de Cayley basés sur un groupe cyclique Z,7:
Théorème 7.18. Soit n un entie,; f = f(Z,$) un graphe de Cayley orienté sur Z,, et
H un sous-groupe normal de Hols(Z) agissant régulièrement sur V(f). Alors il existe
un diviseur de n, m, tel que Us(Z) 1 +mZ,,, etv e Us(Z,,) d’ordre n/m, donnant
H
= U L(mZ,, —
jEZ
Inversement, tout ensemble de cette forme est un sous-groupe normal de Ho13(Z,,)
agissant régulièrement sur V (f).
DÉMoNsTRATIoN. SoitH un sous-groupe normal de Hols(Z,,) agissant régulièrement
sur V(f). Par le théorème 7.12, M est un sous-groupe normal de Z,, stabilisé par l’action
de AutsZ, N est un sous-groupe normal de Aut5Z. De plus, il existe un isomorphisme




Soit m un diviseur de n qui engendre M, c’est-à-dire qui satisfait à M = mZ,,. Définis
sons y e U(Z,,) en posant ii(,i) = 1 +M. Alors y est d’ordre n/m etN = (pi’). De plus,
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u E 1 ± M = 1 + nzZ,,, Vu E Us (Z).
C’est dire que
Us(Z,1) C 1 ±ntZ,7.
Finalement, la décomposition devient
H
= { Xpj t j x é (‘) _1}
= t j ê Z,1, x ê —i + mZ}
=
t i,j e Z,1}
= U L(nzZ,1 — j)pi.
izn
Il est tout aussi facile de vérifier à l’aide de théorème 7.12, que tout sous-ensemble
de cette forme est un sous-groupe normal de Hols(Z,1) agissant régulièrement sur V(f).
E
7.4.2. Groupe simple
Un graphe de Cayley orienté holomorphe basé sur un groupe simple ne peut être
représenté sur aucun autre groupe comme graphe de Cayley orienté holomorphe:
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Théorème 7.19. Soit G un groupe simple et f = f(G, S) un graphe de Caytey orienté
hotomorphe sur G. Alors f se représente comme graphe de Cayley hotomorphe uni
quement sur G, c’est-à-dire
f(H, T) f(G, S) et F(H, T) hotonzorplze == H G.
Ce résultat découle du lemme suivant:
Lemme 7.20. Soit G un groupe simple et f = f(G, S) un graphe de Cayte orienté sur
G. Les sous-groupes normaux de Hols(G) agissant régulièrement sur V(f) sont
• L(G);
• R(G), si F est normal.
DÉMoNsTRATION. Soit H un sous-groupe normal de Hols(G) agissant régulièrement
sur V(f). Par le théorème 7.12, M est un sous-groupe normal de G stabilisé par l’action
de Aut5G et N est un sous-groupe nonnal de Aut5G. De plus, il existe un isomorphisme
N —* G/M vérifiant l’équation
f=rioyfori1. VfeAutsG. (7.7)
et donnant la décomposition
H={?j:feN, xeri(f)}.
Si M = G on obtient H = L(G). Si M = 1, alors N G. Cela entraîne, par la proposition
5.6, que N = Inn(G). Puisque C(G/M) 1, les hypothèses du théorème 7.14 sont
satisfaites. Par conséquent,
H = L(M)R(P)
= L(1)R(G) (car P = y1 (N) = y’ (Inn(G)) = G)
= R(G).
Notons que dans ce cas Inn(G) Aut5G, donc f est normal.
Inversement, il est facile de vérifier que chacun de ces sous-ensembles est un sous-
groupe normal de Hols(G) agissant régulièrement sur V(f). E
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7.4.3. Produit direct de deux groupes simples
Un graphe de Cayley orienté holomorphe basé sur un prduit direct de deux groupes
simples non abéliens ne peut être représenté sur aucun autre groupe comme graphe de
Cayley orienté holomorphe:
Théorème 7.21. Soit G = G1 x G2 un produit direct de deux groupes sintples non
abélien et f = f(G,S) un graphe de Cayley orienté hotomorphe basé sur G. Alors f
se représente uniquenzent sur G comme graphe de Cayiev holontorplie, c ‘est-à-dire
f(H, T) f(G, S) et f(H, T) hotomorphe = H c G.
Pour obtenir ce résultat nous aurons besoin du lemme suivant:
Lemme 7.22. Soit G1, G2 deux groupes simples non abéliens, G = G1 x G2 et f =
f(G,S) un graphe de caytey orienté sur G. Les sous-groupes nomzaux de Hols(G)
agissant régulièrement sur V(f) sont:
• L(G)
• L(G1 x 1)R(P), si G1 x 1 et P sont stabilisés par AutsG et P est un sous-groupe
de NG(S) égal à 1 x G2 ou de lafomie {(f(x2),x2) : X2 E G2}, pour un mono
nzorphisme f: G2 —* Gï;
• L(1 x G2)R(P), si 1 x G2 et P sont stabilisés par Aut5G et P est un sous-groupe
de N(S) égal à G xl ou de tafornze {(xi,f(xi)) : xi € Gi}, pour un mono
morphisme f: G1
— G2;
• R(G), si f est ito,-mal.
DÉMoNsTRATIoN. Soit H un sous-groupe normal de Hols(G) agissant régulièrement
sur V(f). Parle théorème 7.12, M est un sous-groupe normal de G stabilisé par l’action
de AutsG et N est un sous-groupe normal de AutsG. De plus, il existe un isomorphisme





Par le lemme 6.19, M est un des groupes suivants: 1, G1 x 1, 1 x G2 et G.
Si M = G on obtient H = L(G).
Si M = 1, on obtient, de la même manière que dans la preuve du lemme 7.20,
H = R(G), à condition que F soit normal.
Dans le cas où M est égal à G1 x 1 (le cas M = 1 x G2 se traite de la même façon),
N G/M G2. Cela entraîne, grâce à la proposition 5.6, que N <Inn(G). Puisque
C(G/M) C(G2) = 1, les hypothèses du théorème 7.14 sont vérifiées. Ainsi M et P
sont stabilisés par AUtG, MflP = 1, G = MP et H = L(M)R(P).
Le lemme 6.21 implique que P (= y’ (N) G2) est un des groupes suivants
1 x G2, H1 x 1, oùH1 est un sous-groupe de G1 isomorphe à G7, {(f(x2),x2) : X7 E G2},
où f est une injection de G2 dans G1. Le fait que MflP 1 élimine la deuxième pos
sibilité. Les deux autres cas donnent les groupes du point 2 de l’énoncé du théorème.
Les groupes du point 3 de l’énoncé s’obtiennent dans le cas M 1 x G2.
Inversement, on vérifie sans difficulté, à l’aide du théorème 7.15, que tous ces
groupes sont normaux dans Hols(G) et qu’ils agissent régulièrement sur V(f). E
DÉMONSTRATION DU THÉORÈME 7.21 . II suffit de voir que les groupes du lemme
7.22 sont isomorphes à G. Il est évident que L(G) et R(G) sont isomorphes à G. Les
groupes L(Gi x 1)R(P) et L(1 x G2)R(P) le sont aussi car, dans les deux cas, un des
facteurs est isomorphe à G1 et l’autre à G2, et les deux facteurs sont normaux. E
7.4.4. Produit semi-direct de deux groupes simples
Nous étudions ici le cas des graphes de Cayley orientés holomorphes complets F =
f(G, S) basés sur un produit semi-direct de deux groupes simples. Rappelons que si G
est complet, tout graphe de Cayley orienté holomorphe est complet. Par conséquent,
les résultats de cette section s’appliqueront en particulier aux graphes de Cayley basés




Pour déterminer les groupes sur lesquels ces graphes peuvent être représentés comme
graphe de Cayley holomorphe il faut, comme précédemment, trouver les sous-groupes
normaux de AutF agissant régulièrement sur V(f). Remarquons que si f est un graphe
de Cayley holomorphe complet et H est un sous groupe de Autf Hols(G), alors
N
= {f E Aut5G: xEG?’xf e H} est sous-groupe de Inn(G). C’est pourquoi nous fe
rons l’hypothèse que N C Inn(G) dans les résultats de cette section. Tout au long de
cette section P = y’(N).
Pour résoudre ce problème nous diviserons les produits semi-directs G = K x9 Q
non triviaux en deux familles:
• K et Q sont non abéliens et O: Q —f AutK est un homomorphisme défini par
= Yg(x) pour un monomorphisme g: Q — K; Dans ce cas G K x Q;
• K est quelconque, Q = Z,, et O : Z1, —k AutK est non trivial; rappelons que si
Im(O) C Inn(K), alors G K x Z, (voir la remarque 5.24);
À l’aide du lemme 5.16, il est aisé de voir que tout produit semi-direct non trivial est
d’un de ces deux types.
7.4.4.1. Première famille
Si G = K >o Q est un produit semi-direct de la première famille, alors K et Q sont
deux groupes simples non abéliens et G K x Q. Il suffit donc dans ce cas d’appliquer
le théorème 7.21.
Théorème 7.23. Soit K et Q deux groupes simples finis non abéliens, g: Q — K un
monomorphisme, 0: Q — K l’homomorphisme défini par O = Yg(x)’ G = K o Q et
f f(G, S) un graphe de caytey orienté Izotomoiphe basé sur G. Alors f se représente
uniquement sur G comme graphe de Caylev Ïzolomorphe, c ‘est-à-dire
f(H, T) f(G, S) et f(H, T) hotomorphe H G.
7.4.4.2. Deuxième famille
Voici les résultats pour la deuxième famille. On distingue deux cas. Tout d’abord,
si Im(O) C Inn(K):
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Théorème 7.24. Soit p un nombre prel?iieÎ K un groupe simple fini, O : ,‘ AutK
un homomorphisme non trivial vérifiant Im(O) Inn(K), G = K >ieZ et f = f(G,S)
un graphe de CayÏey orienté hotomorphe. Alors f se représente uniquement sur G
comme graphe de CayÏey lotontorpÏte, c’est-à-dire
f(H, T) f(G, S) et f(H, T) Jiotomorphe = H G.
Ensuite, si Im(O) Inn(K)
Théorème 7.25. Soit p un nombre premiel K un groupe simple fini, O : Z — AutK
un lzonzomorphisme vérifiant Im(O) Inn(K), G = K xeZ et f = f(G,S) un graphe
de Cayley orienté holomorphe. Si NG(S) contient un élément (z, 1) d’ordre p tel que
«z, 1)) est stabilisé par Aut5G, alors f peut être représenté comme graphe de cavlev
holomorphe sur un groupe non isomorphe à G, de lajonne
H=K>Z
avec Yw’ où w est un élément de K d’ordre p. Sinon f se représente uniquement
sur G comme graphe de Cayley holomoiphe, c’est-à-dire
f(H, T) f(G, S) et f(H, T) holomorphe H G.
Pour faire la preuve de ces théorèmes nous aurons besoin du lemme suivant:
Lemme 7.26. Soit p un nombre premie?; K un groupe simple fini, O : Z —* AutK
un homomorphisme non trivial, G = K x e Z et f = f(G, S) un graphe de Cayley
orienté. Les sous-groupes normaux de Hols(G) agissant régulièrement sur V(f) tel
que N Inn(G) sont:
•
• R(G), si f est normal;
• UiEzL(K x i)yt,J)p_i, S N(S) contient un élément (z, j) d’ordre p qui n ‘appar
tient pas à C(G) tel que ((z,j)) est stabilisé par Aut5G.
DÉMONSTRATION. Soit H un sous-groupe normal de Hols(G) agissant régulièrement
sur V(f). Par le théorème 7.12, M est un sous-groupe normal de G stabilisé par l’action
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de AutsG, N est un sous-groupe normal de AutG. De plus, il existe un isomorphisme




Parla proposition 5.23, M est un des groupes suivants: 1, K x O, G, ou {(g(x)’ ,x) : x e
si Im(O) C Inn(K) et g $ Z —* K est l’homomorphisme satisfaisant Ox Yg(x)
Si M — G on obtient H = L(G).
Si M = 1, on obtient, de la même manière que dans la preuve du lemme 7.20,
H = R(G), à condition que T soit normal.
Supposons que M = {(g(x)’,x) : x e Z}. Dans ce cas Im(O) Ç Inn(K) et g:
— K est l’homomorphisme satisfaisant à 0x Yg(x) Rappelons d’abord que K ne
peut être abélien car Im(e) C Inn(K) et par hypothèse Ker(O) Z. Par les propositions
5.17 et 6.22 et la remarque 5.24, M est le centre de G et est isomorphe à Z, et N
G/M K. Puisque K n’est pas abélien, C(G/M) = 1. De plus, par hypothèse, N C
Inn(G). Le théorème 7.14 s’applique donc et donne H = L(M)R(P). Comme N K
G/C(G) z Inn(G), on a N = Inn(G), donc Inn(G) C AutG et P = y’ (N) = G. Ainsi
Test normal et H = L(M)R(G) est égal à R(G), car M = C(G).
Si M = K x 0, alors N G/M Z,,. Considérons l’automorphisme f e Inns(G)
d’ordre p défini par f (K x {1}). Rappelons que si Im(e) Inn(K), alors C(G) =
1, donc Inn(G) G, et si Im(O) C Inn(K), alors C(G) = {(g(x)’ ,x) : x e Z}, et K est
un complément de C(G) dans G. On peut donc dans les deux cas trouver un élément
(z,j) e NG(S) d’ordre p qui n’appartient pas à C(G) tel que f = Alors ((z,j))
est stabilisé par Aut8G car N = (Y.j)) est normal dans AutsG. De plus, î1(Y(ZJ)k)
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K x {k}, donc
H
= {(x,k)Y(z,j)’ : i E Z, (x,k) E ri(Y(z,j))1}
= {(x,k)(z,j)i i E Z, (x,k) E K X {p — i}}
= {À(x.k)Ytz,j)p_i jE Z, (x,k) E K X {i}}
= UiczL(K X i)yt,p-i.
Inversement, si (z, j) est un élément d’ordre p de NG(S) qui n’apparient pas à C(G),
tel que ((z, j)) est stabilisé par AutsG, il est facile de voir que
M=KxOetN= (Y(,J))
satisfont aux hypothèses de la deuxième partie du théorème 7.12.
Si en plus on définit r N —p G/M en posant, pour k E Z,,,
T(J)k) = K x {k},
alors l’équation (7.9) est satisfaite. En effet, considérons f E AutsG. Puisque N <J
AutsG, alors P = y ‘(N) = ((z, j)) est stabilisé par AutsG. Donc il existe O tt E Z,,
tel que
f(z,j) (z,j)14.
Par conséquent, si k E Z,
ri o’ (K x {k}) = ri oYf(Y(,J)k)
= ri (Z,j)
= Kx{uk}.






ozof(l,i) zzui, Vi EZp.




Donc l’équation (7.9) est satisfaite. Par le théorème 7.12,
H {(,k)Y(,J) j E Zp, (x,k) E 11(Y(ZJ)i)’I
UiezL(K x
est un sous-groupe normal de Hols(G) agissant régulièrement sur V(fl. L
DÉMONSTRATION DES THÉORÈMES 7.24 et 7.25. Il suffit de déterminer ce à quoi
sont isomorphes les groupes du lemme 7.26. Premièrement L(G) et R(G) sont iso
morphes à G. Il reste à considérer le groupe H = UIEzL(K x )Y(,)P-t’ qui apparait si
NG(S) contient un élément (z,j) d’ordre p qui n’appartient pas à C(G) tel que ((z,j))
est stabilisé par AutsG.
Remarquons d’abord que L(K x O) est un sous-groupe normal de H isomorphe à
K. Trouvons un complément de L(K x O) dans H.
Si j 1, considérons
W E H,
où i = (1—j)’, x = Oi{(HL’ OkJ(z))’]. Alors Q) (x,i)(z,j)PiP(z,j)P (1,1)P(z,j)Pi
est d’ordre p et n’appartient pas à L(K x O). Donc (o) est un complément de L(K x O)
et H = L(K x O)(w) K >i ç Z où = 01. Donc H o G.
Si j = 1, considérons w = X(X,)y(l)Il e H, où j = p — 1, x = 0_j(z). Alors
= À(1.O)P(z,1) = P(.I) est d’ordrep, n’appartient pas à L(K x O) et commute avec les
éléments de ce groupe. Donc (w) est un complément de L(K x O) qui est normal dans
H et H = L(K x O)(w) K x Z1,. Si Im(0) C Inn(K), alors G K x 4, H. Sinon
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G K x car par la proposition 5.23, K x O est le seul sous-groupe normal de G,
doncGçiH. D
7.4.4.3. Groupe symétrique
Rappelons que C,, 2t xi9Z2, où O = et w E 6, —2t d’ordre 2. De plus, si n
4, le groupe alterné 2t,, est simple, et si n 6, le groupe 6, est complet. Par conséquent,
si n 4,6, le théorème 7.25 de la section précédente s’applique aux graphes de Cayley
orientés holomorphes basés sur un groupe symétrique 6,,.
Théorème 7.27. Soit n 4,6 un entier et f = f(6, S) un graphe de CayÏey orienté
hotomorphe basé sur 6,,. Si N (S) contient une permutation impaire d’ordre 2 stabi
lisée par Aut5C,,, alors f peut être représenté comme graphe de Caytey holomorphe
sur un groupe non isomorphe à 6,,, de tafonne
H = 2t,, Z2
avec
= Yw, où w est une permutation paire d’ordre 2. Sino,z f se représente unique
ment sur 6,, comme graphe de Cayley holomorphe.
Remarque 7.2$. Le résultat reste vrai pour it = 4 avec l’ajout suivant: s’il existe un
sous-groupe normal P de NG(S) qui est isomorphe à 63, f peut être représenté sur le
groupe
H=VxS3
où V dénote le groupe de Klein. Notons que les sous-groupes P de 64 isomorphes à
63 sont de la forme Fk = {x E 64 : x fixe k}.
Remarque 7.29. Le théorème est aussi vrai pour un graphe de Cayley orienté holo
morphe basé sur 66 s’il est complet.
Remarque 7.30. Puisque NE(S) est égal à AutT5 (le groupe d’automorphismes du
graphe de transpositions de S), la condition “Net (S) contient une permutation impaire
d’ordre 2 stabilisée par Auts6,,” est équivalente à la condition “le centre de AutT5
contient une permutation impaire d’ordre 2”.
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CONCLUSION
Beaucoup reste à faire avant d’être en mesure de démontrer que la vaste majorité
des graphes de Cayley sont holomorphes. Nos principales contributions à la solution
de ce problème sont notre résultat qui montre que les graphes de Cayley engendrés
par des transpositions sont tous holomorphes, à l’exception de ceux dont le graphe de
transpositions possède une composante carrée ou complète d’ordre supérieur à 2, ainsi
que les outils que nous avons employés pour y parvenir, soit le concept de graphe de
Cayley localement holomorphe, les localisations et les déviateurs.
Nos contributions les plus notable au problème d’isomorphie sont la solution com
plète de ce problème pour les graphes de Cayley holomorphes basés sur un groupe
cyclique, un groupe simple, un groupe symétrique, un produit direct de deux groupes
simples non abéliens, et un produit semi-direct non trivial de deux groupes simples
(pour les graphes de Cayley holomorphes complets) et, encore une fois, les résultats
développés pour y arriver, soit la caractérisation des isomorphismes d’un graphe de
Cayley quelconque dans un graphe de Cayley holomorphe, et notre caractérisation des
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