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RESUMO 
Neste trabalho demonstramos que o Cauchy associado a aquação 
Korteweg-de Vries com dado no espaço de Sobolev H 5 (lR), é bem posto localmente 
paras > -3/4, onde a noção de boa postura inclui existência, unicidade, a propriedade de 
persistência da solução e dependência contínua da solução com relação ao dado inicial . Este 
resultado é baseado nos trabalhos de Bourgain em [3] e Kenig, Ponce e Veja em [16]. Nossa 
análise se baseia num argumento de ponto fixo nos espaços de Bourgain. 
m 
ABSTRACT 
This is to the of local we!l-posedness for Cauchy problem 
associated to the Korteweg-de Vries equation in the classícal Sobolev spaces H'(JR), with 
s > -3/4, where the notion of well-posedness includes existence, uniqueness, persistence 
property of solution anel continuous dependence of solution with respect to the initial data. 
This result is ba.~ed on the works ofBourgain (see [3]) anel Kenig, Ponce anel Vega (see [16]). 
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Introdução 
Neste t:nlDl>lllLO estudaremos o problema de Cauchy também cn:amaao 
Valor Inicial ou simplesmente PVI associado a equação de Korteweg-de Vries 
{ a,u+~u+ax(~) =O 
u(x, O)= u0 (x) 
onde u0 E H'(l!l) com s > -3/4. 
t,x E lK 
Prc>blema de 
(0.0.1) 
A equação de Korteweg-de Vries, também chamada simplesmente de KdV, recebeu esse 
nome em homenagem a D.J. Korteweg e G. de Vries que a deduziram em 1895 (veja [17]) 
como um modelo matemático para a propagação de onda, em uma direção, sobre a superfície 
de um corpo de água e governa o comportamento de ondas de pequena amplitude e longa 
longitude quando comparadas com a profundidade da água. Ao contrário do que se imaginou 
por algumas décadas após o seu descobrimento, a equação de Korteweg-de Vries não governa 
apenas o comportamento de ondas no meio aquático, mas também em outros fluidos e 
aparece como modelo matemático de diversos sistemas físicos, descrevendo por exemplo o 
comportamento de ondas hidromagnéticas fracas e ondas íon-acústicas que são ondas não 
lineares se propagando em um plasma (veja [19]). 
O PVI (0.0.1) têm sido estudado utilizando-se diferentes técnicas, uma delas é o método 
de espalhamento inverso ( inverse scattering), com o qual, sob certas condições de regularidade 
e decaimento assintótico do dado inicial, vários resultados têm sido estabelecidos (veja [9]). 
Para o estudo do PVI (0.0.1) com dados iniciais pouco regulares, tem se adotado nos 
últimos anos um enfoque que permite abordar as questões de existência, unicidade, a pro-
1 
2 
priedade de pe<:sisténcia da solução (a solução descreve mna curva contínua em X, sempre 
que u 0 E X) e dependência COJltÍima da solução com relação ao dado inicial. Quando 
todas essas questões são respondidas afirmativamente dizemos que o problema de Cauchy é 
bem 
considerado no~ espaços de Sobolev clássico H 8 (lR). 
Utilizando técnicas como regularização parabólica e teoria de equações quase lineares, os 
trabalhos de Bana e Smith [2], Bona e Scott [1], Saut e Temam [24] e Kato [11] mostraram 
que o PVI (O.Q.l) é bem posto localmente (no tempo) em H 5 (JR) para s > 3/2. Assim, 
utilizando este resultado e leis de conservação também estabeleceram boa postura global 
tempo) em W(IR) paras 2: 2. Em (14], Kejrrig, Ponce e 
anterior para s > 3/4 localmente e s ;:: 1 globalmente, usando a quantidade conservada 
(0.0.2) 
O método utilizado por eles depende fortemente do caráter dispersivo da equação KdV, 
fazendo uso de ,efeitos regularizantes globais do tipo Strichartz [26] e do tipo Kato [11]. Os 
métodos usados neste trabalho são interativos e utilizam a equação na forma integral de 
Duhamel 
u(t) = W(t)u0 + N(u, u) (0.0.3) 
onde {W(t)}tER é-o. grupo associado. ao teriDQ linear da equação e 
t 
N(u, v)(t) j W(t- s) G(uv)x(s)) ds (0.0.4) 
o 
é o termo não linear da fórmula de Duhamel. A idéia neste trabalho é aplicar o método 
interativo de Picard, assim é encontrado um espaço de Banach X' (do tipo espaço-tempo) 
com a mesma regularidade de H', tal que o operador bilinear N aplica X' x X' em X'. O 
próximo passo no estudo do PVI (0.0.1) foi dado por Bourgain em [3], introduzindo novos 
espaços de funções, baseados na transformada de Fourier espaço-tempo associada ao operador 
linear ô, + ~- Nestes espaços ele mostrou que existe uma boa estimativa "bilinear" para 
o termo não linear da equação KdV, a qual permitiu mostrar boa postura local para o 
INTRODUÇÃO 
PVI (0.0.1) em L2 (Ia). Da:í utilizando a lei de conservação 
=f u 2 dx 
lR 
segue-se imediatamente boa poshua global neste espaço. 
3 
(0.0.5) 
Kenig, Ponce e 
Vega em [15] e [16] refinaram as idéias introduzidas por Bourgain e melhoraram o resultado 
de boa postura local em H•(R) paras > -5/8 e s > -3/4 respectivamente. No último, D 
argumento chave para a obtenção de tal resultado é a estimativa bilinear 
(0.0.6) 
associada a bilinear B(u, v)= ~ nos espaços de X •. , para s > -3/4 
e 'I= ')"(s) E (1/2, 1). O passo seguinte para melhorar o índices para o qual o PVI (0.0.1) 
é bem posto foi dado por Colliander, Keel, Staffi!ani, Takaoka e Tao em [5] no ano de 
2002, onde utilizando o método chamado I-método, o qual é baseado em umas quantidades 
quase-conservadas para o fluxo da KdV, conseguiram mostrar que o PVI (0.0.1) é bem posto 
globalmente e:m s•(Ja) para 8 > -3/4. Vale observar que em [16], Kenig, Ponce e Vega 
notaram que a estimativa bilinear (0.0.6) falha para 8 < -3/4 e assim o operador não linear 
N definido em (0.0.4) começa a se comportar muito mal para 8 < -3/4. Além disso, um 
pouco mais tarde Bourgain em [4] mostrou que de fato que a aplicação u0 >--+ u(t) que leva 
o dado inicial :(la solução deixa de ser analítica (ou igualmente C3) quando s < -3/4, isto 
foi refinado posteriormente no caso C2 por Tzvetkov em [27]. Para s = -3/4 a estimativa 
bilinear também falha nos espaços de Bourgain, como foi observado por Nakanishi, Takaoka 
and Tsutsumi em [20], embora isto não exclua o fato da aplicação u0 ,____, u(t) ser analítica 
em H-314 (Ia). 
Para o Problema de Valor Inicial Periódico ou simplesmente PVIP associado a equação 
KdV 
J â,u+&;u+ox(~2 ) O 
l u(x, O)= no(x) 
tE la, x E T (0.0.7) 
onde u0 E s•(Ja). Os p;:imeiros resultados de boa postura local e global obtidos para baixa 
regularidade, foram obtidos por Bourgain em [3]. Em [16], a estimativa bilinear obtida por 
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Kenig, Ponce e Vega no caso periódico também possibilitou melhorar o resultado para o 
(0.0.7) em H'(JR.) com s > -1/2. Em 2002, Colliander, Staffilani, Takaoka e 
Tao em [5] mostraram boa postura global para o PVIP (0.0.7) em s :2: -1/2. 
O desta Tese consiste em demonstrar forma detalhada o resultado de 
po•st1rra local para o PVI (0.0.1) obtido por Kenig, Ponce e Vega em [15]. Vale observar 
que explicamos detalhadamente o conceito de solução, a unicidade e a propriedade da 
persistência da solução que são apenas observadas no artigo. 
Este trabalho é organizado como segue. No capítulo 1, apresentamos a teoria básica 
para o desenvolvimento dos capítulos posteriores. Na seção 1.1 definimos e apresentamos 
pr<JPJrie•::!a<::!es importantes referentes a de em (JR.n), no espaço de 
Schwartz S(JR.n) e L2 (JR.n). Na seção 1.2 apresentamos uma breve teoria sobre distribuições 
temperadas, na seção 1.3 tratamos sobre os espaços de Sobolev, onde merece destaque o 
Teorema do Ml'lrgulho de Sobolev que é muito utilizado neste trabalho. O capítulo 2 é todo 
dedicado a estimativa bilinear do termo não linear da equação KdV. Tal capítulo é dividido 
em três seções, na seção 2.1 definimos e apresentamos as principais propriedades dos espaços 
de Bourgain, na seção 2.2 desenvolvemos as ferramentas necessárias para obter e estimativa 
bilinear na seção 2.3. No capítulo 3 demonstramos os princiapis resultados deste trabalho. 
A seção 3.1 é dedicada a esclarecer o conceito de solução utilizado neste trabalho e também 
de estabelecer algumas estimativas que aliadas a estimativa bilinear propiciam a obtenção 
dos resultados de existência., unicidade e dependência contínua da solução com relação ao 
dado inicial que são os conteúdos respectivamente das seções 3.2, 3.3 e 3.4, a propriedade de 
persistência da solução é inerente a uma propriedade dos espaços de Borrrgain que é mostrada 
na seção 2.1, por isso no capítulo 3 ela é apenas observada na seção 3.2. 
# 
LISTA DE SIMBOLOS 
'" C(Rn) : Es]paç:o das nmções contínuas em 
"C00 (Rn) : EspaÇO-das flmções suaves em R", com valores complexos. 
"C0 (R") : SubespaÇO de C(R") das flmções que têm suporte compacto. 
"C0 (R") : Subespaço de C 00 (R") dasfunções qne têm suporte compacto. 
s Cb(R") : Espaço das flmções contínuas e limitadas em R". 
" Cb(R"; X) : Espaç_o das nmções contín.uas e limitadas de R" em X. 
e V (l~"), 1 :::; p :::; oo : Classe de funções Lebesgue integráveis. 
e L 00 (R") : Funções essencialmente limitadas em. :C. 
e S(R") : Espaç() de Schwartz. 
e S' (R") : EsP,aço de distribuições temperadas em R". 
'" H'(R") : Espaço de Sobolev. 
• Q (R") : Espaço das funções de decrescimento lento. 
" j : Transfoljllada de Fourier de f. 
• j : Transfori!;lada inversa de Fourier de f. 
Observamos que para não carregar a notação, utilizaremos a letra c para denotar diver-
sas constantes positivas que poderão variar de uma linha a outra, mas q.ue dependerão de 
5 
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parâmetros que estarão claramente estabelecidos em cada caso. Igualmente com o propósito 
de simplificar a notação, adotaremos um símbolo especial para um termo que aparece com 
frequência neste trabalho, a saber 
= (1 + IW (0.0.8) 
Também observamos que Jh), denotará uma função da variável ç. 
Capítulo. 1 
Preliminares 
Neste capítulo temos como objetivo apresentar a teoria básica necessária para o desen-
volvimento dos capítulos posteriores deste trabalho. Algumas demonstrações serão omitidas, 
mas indicaremos precisamente onde encontrá-las. Comecemos com o importante conceito da 
transformada de Fourier. 
1.1 A Transformada de Fou,rier 
Nesta seção estudaremos a transformada de Fourier. Começamos estudando tal conceito 
para funções em L 1 (JRn), mas posteriormente veremos que a transformada pode ser conside-
rada em outros espaços, nos quais ela possui propriedades particulares muito importantes. 
1.1.1 . A Transformada de Fourier em L1(Rn) 
Definição 1.1.1. Seja f E L1 (1R"). A transformada de Fourier de f, denotada por F(J) ou 
i, é a função dada por, 
F(f)(Ç) = }(Ç) = (2~)~ J e-i(xç) f(x) dx, 
R" 
onde :r= (x,, ... x,), E.= (6, ... , E.n) E iFt" e 
n 
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é o produto interno usuat do- R" 
No que segue veremos algumas propriedades importantes da transformada de F01IT1Ell: 
em (Rn), inicialmente vejamos dois resultados que caracterizam este objeto. 
Te<Jrema Ll.L f E L'(R"), então 
A lei que associa f ~ 
mtisjazendo 
define uma transformação linear de (R") em pc (R"), 
(1. 1.3) 
(ii) A função }: R" ---+ (f é oontínua. 
Demonstração: (i) A linearidade da transformação segue diretamente da vc.nm~<>v Ll.L 
Além disso, para qualquer Ç E R", temos 
[Í(Ç)j :':: (2r.)-3 f je-i(x() f(x)j dx = (2r.)-3 lf(x)jdx = (2r.)-:lj[flh. (1.1.4) 
Daí, tomando I' supremo em relação a Ç, obtemos (1.1.3). Tal desigualdade nos permite 
concluir que a transformada é uma aplicação linear contínua de L'(Rn) em L 00 (Rn). 
A igualdade em (1.1.3) vale para f?: O, ou seja, ](O)= llflloo = (2r.)-3j[Jjj,. 
(ií) Dado h E Rn, temos 
lf(Ç +h)- ](OI. ::0: (21T)-~ f lf(x)He-i(hÇ)- ll dx ::0: (2r.)-3 f 2lf(x)jdx. 
Aplicando o Teorema da Convergência Dominada de Lebesgue, obtemos 
lim j](ç + k)- }(Ç)[ O, 
h-O 
o que nos informa que j : Jttn ---+ (f é contínua. 
(U.5) 
(1.1.6) 
Na tentativa de caracterizar a transformada de Fourier de uma função em L 1 (Rn), uma 
ctuestão natural surge. Será que a transformada de tal função também pertence a L 1(lttn}? 
O próximo exemplo mostra que a resposta para a questão anterior é negativa. 
Exemplo 1.1.1. Sejam n = 1 e j'(2:) = X[-uJ (x) a função característica do intervalo . 1]. 
Então f rf: L'(R"). 
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Solução: Claramente f E (!Rn), desta forma podemos calcular a sua transformada que é 
dada por 
, 1 ix' ( ) d 1 f(E,) = V27f e- 'X[-1,1]\X X= V27f 
-oo -1 
ou seja, 
;;;; { senÇ V", -,-, se 
-f(E,') = ' 
v'2 l · 1, se 
E,# O; 
E,= o. 
v'2 e-'< - eiç 
2iE, (U.7) 
(1.1.8} 
Agora, observe que embora j '~c. L1 (IRn), é fácil ver que }(E,)-+ O quando IE,I -+ oo. 11111 
No exemplo anterior observamos uma caracterização do comportamento no infinito 
uma função em (!Rn) bem particular, mas o próximo Teorema 
mostra que este acontecimento não é um fato isolado, ou seja, esse comportamento vale para 
qualquer f E L1 (Rn), tal resultado é conhecido como o Lema de Riemann-Lebesgue. 
Teorema 1.1.2. (Riemann-Lebesgue) Seja f E L 1(!Rn), então }(E,)-+ O se IE,I -+ oo. 
Demonstração: Fazendo um cálculo semelhante ao que fizemos no exemplo 1.1.1, podemos 
mostrar que o resultado vale para funções "degrau" no IRn, pois tal função é a combinação 
linear finita de funções características. 
Para o caso geral em que f E L1 (!Rn), usamos o fato que f pode ser aproximada por 
uma nmçâo "degrau" h. Deste modo, temos f = h+ (f- h), onde (f- h r tem norma 
ll·lloc suficientemente pequena e h(E,) -+ O se IE,I -+ oo. Logo, }(Ç) -+ O se lEI -+ oo, e 
temos a validade do resultado para uma f E L 1(Rn) arbitrária. Para ver mais detalhes desta 
demonstração, consulte (10] ou (7]. 1111 
Observamos que combinando o Teorema 1.1.1 item (ii) com o Teorema 1.1.2, vemos que 
se f E L1(!Rn), então J E C00 (Rn), o espaço das funções contínuas que se anulam no infinito. 
Nc espaço vetorial L 1 (!Etn) podemos definir uma operação de '':Q1nltiplicação", esta op&a-
ção é a convolução que definiremos a seguir. 
Definição 1.1.2. Sejam f e g E L1(!Et"), a convolução de f e g é dada pela fórmula 
(f* g)(x) = j f(x- y)g(y) dy, (l.Ul) 
JR.n 
SEÇÃO 1.1 " A TRANSFORMADA DE FOURIER 10 
que é definida para quase todo x E Rn. 
Uma importante desigualdade envolvendo a convolução duas funções é a Desigua:lda.de 
de Young que apresentaremos a seguir. 
1.1.1. (Desigu.aldade de Yonng) Sejam f E LP(R'), g E Lq(R"), com 
p, q E [L cx:l satisfazendo~+~= 1 +~para algum r E [L x]. Então f* g E L'(Rn) e 
. . • p q r 
(LUO) 
Demonstração: Consulte por exemplo [10]. 1111 
Na próxima proposição observaremos algumas propriedades algébricas da convolução 
entre funções. 
Proposição 1.1.2. A convolução entre funções quando definida tem as seguintes proprie-
dades algébricas 
(i) f* g=g *f; 
(ii) >.(f* g)=f * (Àg), À E([:; 
(iii) (f•g)•h=f•(g•h); 
( ;,. ) f * (g + h) = (f * g) + (f * h). 
Demonstração: Basta aplicar a Definição LL2. 
O próximo Teorema revela a relação existente entre a transformada de fonrier da con-
volução e a transformada das funções envolvidas. 
Teorema 1.1.3. Sejam f.g E L 1 (Rn), então 
(1.111) 
ou seja, a transformada da convolução de duas funções é o produto de suas transformadas a 
menos de uma constante. 
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Demonstração: Utilizando o Teorema de Fubini e uma mudança de variáveis, obtemos 
e-i(x(i f(x- y)g(yj dy dx-
JRn R"' 
(2r.)-if f e-i(x.<Jf(x-, y)g(:y)dxdy 
= (2r. )-if f f e-i(x.()e-i(y.ç)ei(y.() j(x- y_)g(y) dx dy 
R'"' JR.n 
= - y)dx 
= (2r.)~ }(Ç)g(Ç). (1.1.12) 
o que mostra o resultado desejado. 1111 
Na próxima proposição apresentaremos algumas propriedades importantes da transfor-
mada de Fourier, cujas demonstrações são bem simples. 
Proposição Ll.3. Seja f E L1 (1Rn), então 




(ii) Se !íaf(x) = f(ax) denota uma dilatação por a> O, temos 
(LL15) 
(iii) Se g E U (lftn ), temos a fórmula de multiplicação 
f }(y)g(y) dy =f f(y)g(y) dy. (LU6) 
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Se f denota a conjugada de f, então 
(1.1.17) 
A relação existente entre a transformada de Fourier e a diferenciação é descrita pelo 
próximo resultado. 
Teorema Sejam f E L'(R") e E Ll (R'), onde 1: k denota a k-ésima coordenada 
de 1:. Então f é diferenciável com relação a E.k e 
(Ll.l8) 
Seja h= um vetor não nulo. Então coJnb·inlm<io 
(1.1.14) oom o Teorema convergência de Lebesgue, segue que 
lim [Jçu h).- ](EJJ 
hk-o hk -
= f] ~(Ç), 
(1.1.19) 
como queríamos mostrar 1111 
Dada a transfonnada de uma função em L 1(JRn), obtivemos uma fónnula para calcular a 
sua derivada parcial pelo Teorema anterior. Será que é possível, obter uma recíproca deste 
resultado, ou seja, dada a derivada parcial de uma função L 1 (JRn) podemos obter uma fórmula 
para calcular a sua transformada desde que ela faça sentido? Desde já adiantamos que a 
resposta é afirmativa, mas para estabelecennos o resultado precisamente, necessitaremos 
introduzir a seguinte definição. 
Definição 1.1.3. Uma função f E L' (IRn) é diferenciável em [1 (IRn) oom relação a k-ésima 
variável se existe g E L1(IR") tal que para h= hkek 
lim f I f(x +h)- f(x)- g(:r)l d.T =O, 
h;..-0 , hk 1 (1.1.20) 
R" 
se tal função g existe (neste caso é única) ela é chamada de derivada parcial de f com relação 
a k-ésima coordenada na norma Ll(IRn). 
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Teorema 1.1.5. Seja f E (JR") e g sua derivada parcial com relação a k-ésimo variável 
na norma (IR"). Então 
g(Ç) = iÇ.](Ç). (1.1.21) 
Demonstração: Utilizando o Teorema 1.1.1 item (i) e a Proposição 1..1.3 item , podemos 
escrever 
I 
. [1 _ e-i(Ç.h)] I ~I~o g(Ç) - f(Ç) hk =O (1.1.22) 
o que mostra o resultado. 
em (l5tn), a transformada~, (lRn)---+ C00 (!Rn) é um operador linear limitado, injetivo, 
mas não é sobrejetivo, por isso surge a necessidade de desenvolver a teoria da transformada 
num subconjunto de L 1 (JRn) onde a teoria seja mais r!ca, e é justamente isso que faremos na 
próxima subseção. 
1.1.2 A Transformada de Fourier no Espaço de S.chwartz. 
Na subseção anterior vimos que é possível desenvolver a teoria da transformada de Fourier 
tomando funções em L1 (lRn), todavia é extremamente conveniente introduzir um espaço de 
funções "muito bem comportadas"para estudar a aplicação f ~---t }, tal espaço é o conhecido 
espaço de Schwartz que definiremos a seguir, tal espaço recebeu esse nome em homenagem 
ao matemático Laurent Schwartz, criador da teoria das distribuições. Antes da definição 
estabeleceremos algumas notações. 
Seja N = {0, 1,2,3, ... } o conjunto dos números naturais. Denotaremos por Nn o con-
junto das n-uplas de inteiros não negativos a= (a1 , ... ,an) chamadas multi-índices. Se a é 
multi-índice ex= (x1, ... , Xn) escreveremos 
n 
la I = 2.: aj =a, + · · · + O<n, 
j=l 
X " = x"1 x"' x"• 1 2 · · · n 
(1.1.23) 
(1.1.24) 
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e 
(1125) 
T tilliu.ndlo as notaçes acima, uma equação diferencial parcial de ordem m 
L26) 
toma a forma 
L a,(x)O"u(x) = f(x). (LL27) 
Agora podem<JS definir propriamente o espaço de Schwartz ou das ftmções rapidamente 
decrescentes. 
Definição 1.1.4. O espaço de Schwartz ou das funções rapidamente decrescentes, que de-
notaremos por S(Rn), é a coleção das funções f: Rn--+ (['tais que f E C"'(R") e 
IIJIIa,B sup jx"â8 f(x)j <DO (LL28) 
xEJR.n 
para quaisquer multi-índices a, 3. 
A Definição LL4 nos informa que os elementos de S(Rn) tendem mais rápido a zero do 
que o inverso de qualquer polinômio, quando lxl -> oo. Um exemplo de ftmção pertencente 
ao espaço de Schwartz para o caso unidimensional é f: R--+ R definida por f(x) =e-x'. 
O conjunto S(Rn) é um espaço vetorial sobre os complexos e tem uma topologia natu-
ral induzida pela família de semi-normas (LL28), mais precisamente, S(Rn) é um espaço 
métrico completo, quando munido da métrica definida por 
d(f, g) = L T(lai+IBI) li f - gJJa,B . 
a,pENn 1 + li f - 9Ha,8 (LL29) 
Agora examinaremos a relação existente entre o espaço de Schwartz e alguns espaços 
que aparecem frequentemente neste trabalho. Em primeiro lugar notemos que CQ'(Rn), o 
espaço das funções pertencentes a C 00 (Rn) que possuem suporte compacto (se anulam fora 
de um compacto) está contido em S(Rn). No entanto, CQ'(Rn) ~ S(Rn), pois a função 
f : Rn --+R, definida por f(x) = e-lxl'/2 pertence a S(Rn), mas não pertence a CQ'(Rn). 
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Observamos também que S(Rn) ?:; V(Rn) para todo p E [1, oo], Uma consequência imediata 
deste fato é que a Definição Ll.l bem como as propriedades estabelecidas na subseção 
anterior tmnbém valem no espaço de Schwartz, Além disso, S(lR") é denso em V(Rn) para 
todo p E [l,oo), ou seja, se f E V(Rn), existe uma seqüência 
(l.L30) 
oo o espaço S(R") não é 
denso em V(Rn), pois caso contrário estaríamos admitindo que toda função em L00 (Rn) é 
co:ntínua, uma vez que o limite unifonne de funções contínuas é sempre contínua, 
No próximo Teorema trataremos relação existente entre f, o" f e a tra11sformada de 
Vmwi,,T de f no espaço S(JKn), justamente para enfatizar a elegância da teoria neste espaço. 
Teorema 1.1.6. Se f E S(lR"), então}, xa f e on f pertencem a S(JR") para todo multi-
índice (L Além disso, valem as seguintes fórmulas 
(o" ]J(Ç) = (-i)l"l(z" f)(Ç) (1.1.31) 
e 
(U.32) 
Demonstração: Para ver a demonstração consulte [23], 1111 
A igualdade (1.1.32) do Teorema anterior, mostra que a transfonnada de Fourier no 
espaço S(Rn) leva o operador diferencial OC no operador de multiplicação por ;lai~a, o que 
permite reduzir equações diferenciais com coeficientes constantes em equações algébricas, 
Agora, observando que o operador ~ : S(ocn) __, S(!Kn) é invertível, podemos resolver 
o problema algébrico e através da inversão da transfonnada obter a solução do problema 
diferencial. No que segue definiremos a transformada inversa. 
Definição 1.1.5. Seja f E S(R"), a transformada de Fourier inversa é definida pela fórmula 
(J:- 1 f)(x) = }(x) = (211Y~ J ei(xç) f(Ç) df; (1.1.33) 
J<n 
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Evidentemente J está bem delitlida, pois S(JRn) c L1 (JRn)_ Repare também que a trans-
formada inversa é um Objeto do mesmo que a transformada de Fourier e tem portanto 
o mesmo de propriedades. fato, temos 
](x) = ]( -x) (1.1.34) 
Além disso, 
(1.1.35) 
o que justifica o nome transformada inversa e a notação F-1 . 
Encerramos esta subseção apresentando o importante Teorema de Plancherel que será 
muito utilizEtdo ao longo deste trabalho. 
Teorema 1.1.7. (Teorema de Plancherel) Seja f E S(JR"), então 
(1.1.36) 
Demonstração: Na verdade mostraremos algo mais geraL Sejam f,g E S(JRn), conside--
rando o produto interno (f, g) que induz a norma de L 2 (JRn), obtemos 
(f, g) = f f(x)g(x) dx =f r(x)g(x) dx 
Rn Rn 
- f j(Ç)g( -Ç) dÇ =f }(Ç)g(Ç) dÇ = (j,g), (LL37) 
onde utilizamos (1.1.35) e uma mudança na ordem de integração. Agora tomando g =f em 
(1.1.37), obtemos a relação entre f e j na norma L2 • Para obter a relação com a inversa, 
basta aplicar o resultado obtido com h = J_ 
O Teorema de Plancherel possibilitará definirmos a transformada de Fourier num espaço 
muito conveniente o L 2(JRn), como veremos na próxima subseção. 
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1 .3 A Transformada 
A transformada de Fo1ni<or não pode ser definida em L 2 (Rn), através da Definição 1.1.1, 
uma vez que a inl:egral que apareoe não faz sentido em geral se f E 
ex<omplo no caso n = 1, a função definida por 
{









pertence a L2 (JR"), mas não pertence a L1(JR"). No entanto, a transformada de Fourier tem 
uma definição natural neste espaço e sua teoria é particulamente rica desde que L 2 (R") é 
um espaço 
linear contínuo ~ : (S(JR"), ll·lb) ---+ (S(Rn), ll.lb), que é uma isometria na norma L 2 , ou 
seja, preservam tal norma. Deste modo, tanto a transformada como a transformada inversa 
podem ser extendidas como operadores lineares contínuos de L 2 (JR") em L 2 (Rn). Veja o 
Teorema 6.2 em [10]. Em particular, como S(Rn) é denso em L2 (R"), se f E L2 (JR") e 
(fk)/:,1 é uma seqüência em S(Rn) convergindo a f em L2(JR"), temos 
e (1.1.39) 
Combinando (1.1.39) com (1.1.35), obtemos 
(1.1.40) 
A discussão anterior mostra que a seguinte definição faz sentido. 
Definição 1.1.6. A transformada em L2 (R") é dada por 
F: Lz(l~n) _, L2(JR"} 
f >---+ F(f) = j, 
(1.1.41) 
onde .f é dado por ( 1.1.:39), ou seja, f é definida univocamente como extensão da transfor-
mada em S(Rn). 
Encerramos esta subseção, observando que valem resultados análogos aos já enunciados 
para a transformada em L2 (R"). Em geral, basta considerar os resultados em S(Rn) e aplicar 
um argumento de passagem ao limite. 
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2 Distribuições Temperadas 
O propósito desta seção é estudar a classe de nmções generalizadas associadas ao espaço 
de Sdhw:ulcz S(n:tn ). Os conceitos estudados na seção anterior serão extendidos a essa classe de 
nmções genera]i<;adas, a teoria desenvolvida é essencialmente a mesma, contudo necessitamos 
fazer algumas modificações apropriadas. 
Consideremos o espaço S(!R"), m1mido da métrica (1.1.29). Observamos que S(n:tn) 
munido desta métrica é um espaço métrico completo e que tal métrica não provém de uma 
norma, provém da família de seminormas definida em (1.1.28). Antes de estabelecermos o 
espaço das distribuições temperadas, pnoci:sa:rnos introduzir uma noção de convergência em 
S (n:tn), isso motiva a seguinte definição. 
Definição 1.2.1. Uma seqüência ('?m);;';=1 em S(n:tn) converge a? E S(Rn) se, e somente 
se 
(1.2.1) 
onde afamüia de seminormas ll·lla.3 é definida em (1.1.28). Neste caso, denotamos 'Pm ~c;. 
Agora podemos definir o conjunto das distribuições temperadas. 
Definição 1.2.2. Uma aplicação T: S(n:tn) ___,(f) é uma distribuição temperada se 
(i) T é linear, 
(íi) T é contínua, isto é, se 'Pm ~c;, então T('Pm)-+ T(cp) em(/). 
Em outras palavras, T é uma distribuição temperada, se T é um funcional linear contínuo. 
O conjunto de todas as distribuições temperadas é um espaço vetorial sobre (f) que denotare-
mos por S' (n:tn), ou seja, o espaço das distribuições temperadas é o dual topológico de S (n:tn). 
Notação: F'requentemente utililizaremos o símbolo ( , ) para denotar a ação de um elemento 
TE S'(n:tn) em S(n:tn), ou seja, 
(1.2.2) 
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No que segue precisaremos de uma noção de convergência no espaço S'(JRn). isto motiva 
a seguinte definição. 
1.2.3. Dizemos que uma seqüência (Tm 
se, e semente se 
lim (T;,, <p) = {T, <p) 
m-;.oc 
S' Neste caso, denotamos Tm -+ T. 
em S'(JR") converge aTE S'(JRn) 
(1.2.3) 
Agora tentaremos relacionar as distribuições temperadas com funções usuais. Um resul-
tado sirap!es nesta direç@éo é de:sc:r:ito na próxirnaproposição. 
Proposição 1.2.1. Se f E LP(il!."), para p E [L x] então f define uma distribuição tempe-
rada pela seguinte fórmula 
TJ('P) = j f(x)<p(x) dx (1.2.4) 
iR" 
Demonstração: A linearidade de T1 é imediata. Para mostrar a continuidade de T1, basta 
tomar uma seqüência ('Pm):;;;=l que converge a <p em S(JRn) e mostrar que T1('Pm) converge 
a T1( 'P) em (f}. De fato, aplicando a desigualdade de Hõ!der, obtemos 
(1.2.5) 
Agora, aplicando o limite na desigualdade anterior e utilizando o Lema 5.1 em [10] 
que nos infonna que convergência em S(JRn) implica convergênc~ L•(Rn), obtemos o 
resultado desejado. 1111 
A Proposição anterior motiva a seguinte definição. 
Definição 1.2.4. Diremos que uma distribuição temperada T provém de ·uma função em 
LP(R"), se existe uma f neste espaço tal que T = T1 . 
Observamos que a igualdade (1.2.4) além de nos pennitir relacionar as distribuiçôes 
temperadas com funções em lJ', permite escrever, as seguintes inclusões 
(1.2.6) 
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Vale ressaltar que nem toda distribuição temperada provém de uma função, o exemplo 
clássico para justificar isso é a distribuição iÍ de Dirac centrada no ponto x E Rn, que é 
definida por 
(cp) = 'P(x) (1.2. 
No que segue extenderemos a operação de derivação e a transformada Fou:rier para o 
espaço S' (R"). 
Definição 1.2.5. (Derivada de Distribuição) Sejam T E S'(R") e a um multi-índice, 
definimos a derivada de T por 
Observamos que se f E S(R), vimos na seção anterior que a sua derivada r E S(R). 
Assim, r define uma distribuição temperada pela igualdade (L2.4). Agora repare que 
Tr('P) = f f'(x)<p(x)dx = f(x)<p(x)J:'::- f f(x)'{/(x)dx 
R R 
= (-l)Tt('P') \l<p E S(R). (1.2.9) 
Desta forma vemos que a definição de derivada de distribuição temperada é coerente, no 
sentido em que apesar de ser uma definição bastante abstrata ela generaliza o que fazemos 
com derivadas de funções bem conhecidas. 
Agora vamos considerar a transformada de Fourier em S' (Rn ). 
Definição 1.2.6. (Transformada de Distribuição) Seja TE S'(Rn) definimos a trans-
formada de Fourier de T e respectivamente a transformada inversa de T por 
(F(T),<,o) = (T,F(<,o)) (1.2.10) 
e 
(1.2.11) 
Observamos que esta definição é coerente com a teoria desenvolvida na seção anterior. 
Por exemplo considere uma função em f E S(Rn), então sua transformada j também per-
tence a este espaço, logo define uma distribuição temperada pela equação ( 1.2.4), utilizando 
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Pron<)SÍ<::iio 1.1.3 item (iii), obtemos 
dx= dx = Tj((f;) (1.2.12) 
para qualquer tp E S(Rn). 
Teorema 1.2.1. A transformada F: S'(Rn) --+ S'(JR') é um isomorfismo topológico, ou 
seja, ela é contínua com inversa contínua no sentido da Definição 1.2.3. Além disso valem 
as fórmulas 
(1.2.13) 
Demonstração: A demostração de (1.2.13) segue diretamente da definição da transformada 
em S' (Rn) e da validade desta propriedade no ambiente S (!Rn). Para a continuidade tome 
uma seqüência (Tk)~1 que converge a T em S'(!Rn), não é difícil mostrar que a seqüência 
(FTkJ'k~l' converge a FT em S'(!Rn). 1111 
O próximo resultado é uma espécie de generalização do Teorema de Plancherel para 
distribuições. 
Teorema 1.2.2. A transformada de Fourier F: S'(Rn) --+ S'(iR') deixa o L 2 (!Rn) inva-
riante e 
é um operador linear unitário (preserva a norma do C e é sobrejetiva ) , o mesmo vale para 
a transformada inversa. 
Demonstração: Consulte [23]. 
No que segue generalizaremos a relação entre transformada e derivada de distribuição. 
A experiência nos indica que devemos esperar que valha a fórmula F(o"T) = ii"IÇ" F(T). 
No entanto precisamos definir o que significa o produto E," por F(T) em S'(!Rn). Isto motiva 
a seguinte definição bem mais geraL 
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Definição 1.2.7. Seja q, E C"'(lll:"), dizemos que q, é de crescimento lento se, e somente 
se, para todo multi-índice n, existe uma constante C(o) e um inteiro não negativo tal 
que 
ii:I"<J>(x)l' < ~ra''l-'- 1x[2)N(a) ! _V\}\~~ V X E iR?.n (L2.14) 
O conjunto de todas as funções decrescimento lento é denotado por Q(JRn). A definição 
anterior nos informa que os elementos de Q (JRn) são funções tais que elas próprias e todas as 
suas derivadas são limitadas por polinômios fora de alguma bola centrada na origem, cujo 
raio depende da ordem de derivação. 
lJEmruçao 1.2.8. Sejam T E S'(JR") e <P E 
com a função q, pela seguinte fórmula. 
(<PT, 'P) = \T, <l'<p) 
definimos o produto distribuição T 
(1.2.15) 
Observe que o produto está bem definido pois claramente o produto <l'<p pertence ao 
espaço S(JRn). 
Agora podemos formular o seguinte resultado. 




onde x"T (respectivamente E.a :F(T)) denota o produto da função <l'( x) = x" ( <I>(I;) = E.a) com 
a distribuição T (:F(T)). 
Demonstração: Segue diretamente da Definição 1.2.8. 111 
Encerramos esta seção obsevando que para não carregar a notação, daqui por diante 
passaremos a denotar os elementos de S'(JRn) por f, g, h, u, etc., ou seja, usaremos a notação 
usual de função, mas fica subentendido que quando falarmos de derivada ou transformada 
destes elementos estaremos sempre falando no sentido da distribuição. Em particular a 
distribuição Tt definida em (1.2.4) será identificada com f. 
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3 Os de Sobolev 
!\esta seção temos como objetivo apresentar os espaços de Sobolev clássico H'(IRn) e 
examinar algnmas de suas propriedades. Os espaços de Sobolev com s > O medem por 
exemplo diferenciabílidade de furtcÕ<es em L2 (IRn) e constituem uma ferramenta fundamental 
para o estudo de equações diferenciais parciais. fntroduziremos o espaço de Sobolev de ordem 
8 E IR através da transformada de Fourier em S'(IRn), porque tal definição é mais adequada 
para o nosso trabalho. 
D<Jfhlição 1.3.1. Seja s E l!l!.. O espaço de Sobolev ordem s, denotado por H' (l!l!.') é o 
subespaço S' (l!l!.n) definido por 
(1.3.1) 
onde o produto em (L3.1) é como o definido em (1.2.15). 
Observamos pelo Teorema 1.2.2 que tomando s =O temos, H 0 (IRn) = L2 (IRn). O espaço 
de H'(IRn) com sE IR é um espaço de Hilbert quando munido do produto interno definido 
por 
(1.3.2) 
A norma correspondente é dada por 
' 
II!IIH' = u (1 + IEI 2 l'I](E)I2 dç) 2 , (1.3.3) 
que denotaremos simplesmente por llflls quando não houver perigo de confusão. 
O próximo Teorema reúne algnmas propriedades básicas dos espaços de Sobolev. 
Teorema 1.3.1. Sejam s e s' E IR, então 
(i) A transformada F: H-'(R")---+ L2 (IR". (1 + 1<:1 2 )' dç) é um operador linear unitário .. 
ou seja, é sobrejetiva e preserva a norma. 
(ii) O espaço de Schwartz S(R") é denso em H'(l!l!."). 
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(íií) Se s :=: .s', então W(líi!.") Ç H'' (R"). Além disso a inclusão é contínua e densa. 
O dual topológico de H' (R") (o espaço dos funcionais lineares contínuos 
em IT ) que é denotado por (líi!."))' é isometricamente isomorfo a n-'(líi!."). 
A derivada [yn é uma aplicação linear contínua de H·'(líi!.") em H'-"(líi!.") para qualquer 
multi-índice o:, satisfazendo I ::; k. 
Se s > n/2, então H"{R") é uma álgebra comutativa com relação à operação de 
multiplicação de funções ponto a ponto, isto é, se f, g E H'(R"), então fg E W (R"). Além 
disso, temos 
Demonstração: Consulte [23]. 
O Teorema 1.3.1 mostra em particular que os elementos de H'(R"), com s :=: O, são 
funções de quadrado integráve!, mais precisamente são distribuições temperadas que provém 
de funções em L2 (ii!.n), pois neste caso temos H'(R") Ç H0 (Rn) L2 (Rn). Isso é falso em 
geral paras < O, pois a distribuição o de dirac pertence a n-r(ii!.n), sempre que r > n/2. 
Para mais detalhes sobre isso, consulte [10]. 
No próximo Teorema veremos uma caracterização do espaço de Sobolev n=(JRn) com 
mEN. 
Teorema 1.3.2. Sejam E N. Então f E Hm(Rn) se, e somente se, f E L2(JR") e para 
todo multi-índice a tal que [a[ =a,+···+ an ::; m as derivadas oa f E L 2(JP:"), onde as 
derivadas são calculadas no sentido da distribuição. Além disso, as normas 
e (1.3.4) 
são equivalentes. 
Demonstração: Consulte [23]. 1111 
No que segue apresentaremos um resultado que permitirá relacionar "derivadas fracas" 
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com derivadas no sentido clássico. Antes apresentaremos o seguinte lema que praticamente 
prova o resultado que desejamos. 
Lema L3.L Seja s E Se .s > n/2, então 
(1 -'- jCi2)s df; < oc, 
- ' ":,j 
1 (1.3.5) 
ou seja, [(1 + lf;l 2)'ir1 E L2 (JR"). 
Demonstração: Introduzindo coordenadas polares, temos f;= ry, com r> O e y E S 1 (0). 
Assim, df; = rn- 1drdCY, onde dCY é a medida de superfície em S 1(0) = {x E JRn : lxl = 1}. 
00 





onde Wn é a área de 8 1(0). A última integral em (1.3.6) no intervalo [0, 1] é finita, pois 
o integrando é o quociente de dois polinômios em que o denominador não se anula, assim 
temos a integral de uma função contínua e limitada. Assim, resta estimar 
Joo rn-l d < (1 + r2)' r 
1 
o que mostra o resultado. 
Joc n- 1 1
00 







n-2s 1 2s-n' 
(1.3.7) 
11111 
Agora podemos enunciar o seguinte resultado que nos infonna que se s é suficientemente 
grande então os elementos de H'(JRn) tem boas propriedades de regularidade, tal resultado 
é conhecido como Mergulho de Sobolev. 
n 
Teorema 1.3.3. (Mergulho de Sobolev) Sejas> :z + k. Então H'(JR") é imerso con-
tinuamente em C~ (JR"), o espaço das funções com k derivadas contínuas que se anulam no 
infinito. Além disso, vale a desigualdade 
(1.3.8) 
onde a constante c depende de s. 
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Demonstração: 
Se k = O, consideremos f E H'(lRn) e mostremos que j E (JRn), U tJ.llZ!!ndo a 
desigualdade de Hiilder, obtemos 
lo = 
(U9) 
,1\g•ora cornbinaélo o Teorema o Teorema 
obtemos 
' 
llflloo = II(Írlloo :S (21r)-liJIÍih :S (21rr~ (j (1 + IÇI 2)-s~) 2 llflls•, (LHO) 
o que mostra a inclusão contínua de H 5 (lRn) no C00 (lRn), 
(ii) Se k > O, considere f E H'(lRn) com s > n/2 + k pela parte (v) do Teorema 
L3.l tem-se que 8" f E Hs-k(JRn), para todo multi-índice a satisfazendo Jal :S: k. Como 
s- k > n/2, temos pelo caso k =O que 8" f E C00 (lRn), V Jal :S: k. Daí f E C~(lRn) e temos 
a inclusão contínua desejada. 
Encerramos esta seção enunciando outro resultado sobre espaços de Sobolev que será 
utilizado neste trabalho, cuja demonstração pode ser encontrada, por exemplo, em [18], 
Teorema 1.3.4. Se sE (O,n/2), então H'(lRn) é continuamente imerso em LP(JRn), com 
p = 2nf(n- 2s), ou seja, s = n(l/2 -1/p), Além disso, para f E H'(lRn) com sE (O, n/2), 
temos 
(L3.11) 
onde D'f(E,) = (IIJ'ft. 
Capítulo 2 
Uma estimativa bilinear para o termo não 
linear da equação de Korteweg-de Vries 
Neste capítulo temos como objetivo estudar um dos resultados básicos deste trabalho, 
que permitira mostrarmos boa postura local no tempo para o problema de Cauchy associado 
a equação Korteweg de Vries em H 5 (JR), com s > -3/4. 
2.1 Os Espaços de Bourgain 
Nesta seção definiremos os espaços de Bourgain introduzidos em [3] e veremos as suas 
principais propriedades e também apresentaremos o principal resultado deste capítulo que é 
a estimativa bilinear do termo não linear da equação KdV nestes espaços. 
Definição 2.1.1. Sejam .s. '1 E JR, o espaço de Bourgain denotado por X.,. c é o suboonjunto 
de S'(JR2) definido por 
X,,= ruE S'(lR2): llull~.c =!f <tYsía?~lu(Ç,rW&rdÇ < 00}' (2.1.1) 
t R' ) 
onde a= r- E." e (Ç) (1 + JÇI). 
A definição do espaço de Bourgain, nos informa imediatamente que este espaço é isomorfo 
ao espaço com peso L~r( (Ç) 2s{a)27 ), portanto é um espaço de Banach. 
27 
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As seguintes propriedades dos espaços de Bourgain serão muito utilizadas nas demons-
trações ao longo deste trabalho, 
Pr•oposiição 2.1.1. Sejam s,, E IR, então o espaço de Schwartz S(IR2)é denso em 
Demonstração: Sejam u E Xs,o e E > O arbitrários, Consideremos a apltcaçao 
(2.1.2) 
Como o espaço S(IR2 ) é denso em L2 ( (~) 28 (r) 27 ). existe uma 'P E S(IR2 ) tal que 
(2.1.3) 
Agora que ,_____, 'P(Ç, T- ÇS) E S(IR2), o que nos peJ,m!ce que existe 
,P E S(JR2 ) tal que {í;(Ç, r) = 'P(Ç, r- Ç3 ). Desta maneira, temos 
117/i- nllq = II.P- úiiL2 ((Ç) 2•(a)2") = II'P- viiL'((<)''(r)'") <E, (2.1.4) 
o que mostra a Proposição, 1111 
Proposição 2.1.2. Sejam s E IR e 1 > l/2, então X.,- está imerso continuamente em 
Cb(R,: H'(IR)), o espaço das funções contínuas e limitadas na norma de H'(IR) na variável 
temporal. 
Demonstração: Seja <p E S(IR2 ), utilizando as definições das normas obtemos, 
II'PIIif'(iR ;H'(l<)) = supii'P(t)ll~·(~<) = sup { í~) 28 I'P(t)(çWdç 
t t ~ 
< r (ç)2• sup l;;(ti(ç)l2 dç = r <02s sup le-i''" ;;(ti(çW dÇ }R t }R t 
r (Ç) 28 IIe-"<";;(ti(OIIi=(~<l dÇ, (H.5) }R ' 
Como 1 > 1/2, o Teorema 1.3,3 nos informa que H 7 (R) <--+ C00 (!R). Não é difícil ver 
também que C00 (!R) C C(IR) n L00 (IR). Assim, utilizando (2.1.5) podemos escrever 
II'PIIif'(R;H'(R)) < C 1 {Ç} 28 11e-it(';;{tj(Ç)ji~;(R)dÇ 
= c 1 (Ç) 2' 1 (r) 2~1[e-it<' 'P(t)(Ç)]'(rW drdÇ 
C 1 {Ç) 2' 1 {r) 2""~IIÇ(Ç)(Ç, T + ew drdÇ 
= cii'PII;,7 (H.6) 
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onde utilizamos a Proposição LL3 item (i). A desigualdade (2.L6) nos informa que a 
aplicação 
tE iR f--t <r(t) E W(R) (2.1 
temos que estimar 
ll<r(t +h)- <r(t)IJ;,.,(JR) = - -(ç) 2'l<r(t + hJ(O- <r(tJ(çW df (2.L8) 
Como 'P E S(jR2 ), podemos mostrar que <p(t) E Lt(iR). Além disso, temos 
onde adotaremos sempre a convenção que as variáveis x e t são levadas nas variáveis E, e r 
respectivamente pela transformada de Fourier. Definindo para quase todo Ç, a aplicação 
-9t;(t) = <p(t)(Ç), (2.L10) 
segue por (2.L9) que [Jç E L;,(R). Desta maneira faz sentido aplicar a fórmula de inversão 
em 9ç· Aplicando (2.L10) em (2.L8), obtemos 
ll<r(t +h)- <r(t)II;,.,<Rl = f (Ç) 2'jgç'~(t +h)- gç'~(tW dE, 
(2.Lll) 
Agora repare que 
f i[eihT -l]c,ô(Ç,r)l dr S 2 f l<f>(Ç,r)l dr < CXJ, (2.Ll2) 
R R 
para quase todo ponto Ç, pois integrando a desigualdade (2.Ll2) na variável Ç, temos que 
a integral dupla de 'P é finita, porque 'P E S(iR2 ). Logo a integral interna também é finita. 
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·"''m'- considerando o limite quando h --+ O, e o Teorema da convergência dominada de 
Lebesgue obtemos a continuidade <p(t). Assim, podemos reescrever a desigualdade (2.L6), 
da seguinte forma 
(2.Ll3) 
Para o caso geral, consideremos u E X,,,. Pela Proposição existe uma sec!ÜÊ:ncía 
('Pm);:~, em S(IR2 ), tal que 'Pm--+ u em X,,,. Como o espaço de Bourgain é um subconjunto 
de S'(!R2 ), temos 
em (2.1.14) 
A 
Co(IR,; H'(JR)), como tal espaço é de Banach, segue que, existe f E Cb(!R,; H'(JR)) tal que 
'Pm--+ f em C0(JR,; H'(!R)), assim temos 
'Pm--+ f em (2.1.15) 
Pela unicidade do limite temos u f. Desta forma passando ao limite em (2.Ll3), 
obtemos 
Vu E X,,,, (2.1.16) 
o que mostra a imersão contínua. 
Estabelecidas as principais propriedades dos espaços de Bourgain podemos apresentar o 
principal resultado deste capítulo, que será demonstrado na seção 2.3, antes porém necessi-
tamos da seguinte definição. 
Definição 2.1.2. Sejam s, '! E ID1.. Nós definimos a forma bilinear 
1 
B(u, v)= '2 Ox(uv). 
para toda u, V E X"·O. 
O principal resultado deste capítulo é garantido pelo seguinte teorema. 
Teorema 2.1.1. Sejas E ( -3/4. 0], então existe 1 E (1/2. 1) tal que 
IIB( u, U) llx,,0 _ 1 ::; C llull~ •. o, 
(2.1.17) 
(2.1.18) 
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Para demonstrarmos o Teorema 2.1.1 reescreveremos a estimativa (2.1.18) em uma forma 
p= -sE [0,3/4) (2.1.19) 




-Bx(n2)(Ç,r) = cÇ(úd)(Ç,r) (2.1.22) 
nós podemos reescrever (2.1.18) da seguinte forma 
IIB(u, u)llx'"'_, 
(2.1.23) 
Agora aplicando a definição do produto de convolução na igualdade anterior e utilizando 
(2.1.20) podemos reescrever (2.1.18) em termos da função f como 
C k- !J f(Ç- Ç" T- r,)(Ç- 6)P /(6, r,)(36)P d',dr, ~~ IIB(u, u)llx..,_ 1 = ) ~ ((r-r,)-(Ç-6)3o (r1 -Ç1 )o · 
JR2 IL2L2 
' ' 
onde k = k(Ç, r) 
< cllulli •. , = cllflli~L~' 
ç 
Assim, o Teorema 2.1.1 pode ser reescrito da seguinte forma equivalente 
Teorema 2.1.2. Seja p =-.sE [0.3/4), então existe 1 E (1/2,1) tal que 
(2.1.24) 
(2.1.25) 
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!\ia seção 2.3 nós provaremos a seguinte versão do Teorema 2.1.2, que afirmamos ser um 
resultado mais geral. 
Teorema 2.1.3. Seja p = ~s E (1/2. existe 1 E ( 1) 
com i~~;':<:; min{p- 1 ~ p/3} segue que 
f(f, ~ ç,, r~ rJ)(f, ~ f;:)P f(ê.!, r,)(E,r)P df, d~ 
((r~ r,)~ (E,~ 6)3)~' (r,~ w~· 1 •1 
que para qualquer 
(2.1.26) 
a constante c depende de p, ; e 1 - ~' Além disso, ainda vale para p = 
com 1 E 3/4] e E ,-..,1 J !· 
Num primeiro momento pode até parecer estranho afirmarmos que o Teorema 2.1.3 é 
uma versão mais geral do Teorema 2.1.2, pois repare que fizemos uma restrição na hipótese 
sobre o valor de p, o máximo que poderíamos afirmar por enquanto é que (2.1.25) segue 
de (2.1.26), tomando"/ = 1. desde que tomemos p = O ou p E (1/2,3/4). No entanto, 
mostraremos na seção 2.3 com o auxílio do Teorema das Três Linhas que o caso p E (0, 1/2], 
seguirá dos casos p =O e p E (1/2, 3/4). Portanto, o Teorema 2.1.3 é realmente um resultado 
mais forte do que o Teorema 2.1.2. 
Na próxima seção desenvolveremos as ferramentas que permirá provar o Teorema 2.1.3 
na seção 2.3. 
2.2 Algumas Desigualdades Fundamentais 
Nesta seção temos como objetivo desenvolver as ferramentas necessárias para provarmos 
o Teorema 2.1.3 na próxima seção. Comecemos com o seguinte lema, que nos revela algumas 
desigualdades que serão fundamentais para o nosso intuito. 
Lema 2.2.1. Seja f> 1/2, então existe c> O tal que 
+oo 
f ..,---,-,.,-l,------,~ dx < c . {x ~ a)2i(x ~ íJ)2i - (a~ í3)2' · (2.2.1) 
-= 
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- a)2(1-t)(x- i3)2f. dx:::; 
c (2.2.3) 
e 
1 (1 + 3)"(!-lí2) 
-:-:=--::--;c====7 d:r < c-'----,---;-;.-;;;:---(":)2\1 nvln- ·"I - (a)l/2 
jxj::s;3 
(2.2.4) 
onde c é uma constante que pode depender de{, mas não depende de n nem de 3. 
Ilustr·en:tos como são deJnonsl:ra,cJas estas desigualdades no caso concreto 
da desigualdade (2.2.2), as outras são bem semelhantes. Assim, pela simetria das funções 
nas regiões consideradas é suficiente mostrarmos para o caso em que a 2: O. Para isso 
consideremos as seguintes estimativas 
a-1 o.-1 
-,- -,-
f 1 dx :::; 1 f (l + Jxl)-udx :": v'2 c:": ____::__,., 
-ao (x)zt.Jia-xl }%+L= v'a+l (a)' (2.2.5) 
a -1 1 
onde utilizamos respectivamente os fatos de x :": -
2
- , t > 
2 
e a > O para obter as 
desigualdes em (2.2.5). 
Se a > 1, então 
(2) 21'+~ v'l +a c 
< <--· (1 +a) - (a)~ (2.2.6) 
Se O:::; a :": 1, temos 
a a 




Agora resta as estimativas da integral nos intervalos [a, 2a + 1] e [2a + 1, oo ), para 
qualquer a 2: O 
2a+l 
f -;-:;::--r,l====; dx < -;:::--1-.,.:;; (x) 22y'Ja- xJ (2.2.8) 




tiliza:nLdo as estimativas (2.2.5) à (2.2.9) concluímos a desigualdade (2.2.2). 1111 
Agora utilizando as desigualdades do Lema 2.2.1, deduziremos três proposições, que 
praticamente demonstram o Teorema 2.1.3. 
Proposição 2.2.1. Sejam 1 E (1/2, 3/4] e E (l/2. ';], então existe c> O tal que 
(2.2.10) 
Demonstração: Da hipótese que'/> 1/2 segue de (2.2.1) que 
(2.2.11) 
onde consideramos a= Er e f3 =r- (Ç- 6)3 em (2.2.1). Para integrar (2.2.11) com relação 
a 6 faremos a seguinte mudança de variáveis 
(2.2.12) 
Assim temos 
3Ç(Ç- 2Ç,) (2.2.13) 
e 
ç, = H ç ± v 47 _ ;; _ 4~L J , (2.2.14) 
que é obtida resolvendo a equação quadrática (2.2.12). 




-dfl = c -Mr;=lt;"ll:-v-r4=r=_=oç~s =-=4~L=:I (2.2.16) 
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que é obt;ida aplicação do Teorema da Inversa em (2,2,12), 
combinando as igualdades de (2,2,12) à (2,2,16) com a desigualdade (2,2,2) e 
aplicando em (2.2.11), obtemos 
-oo 
Deste o membro à eequerda na desigualdade (2.2.10) é limitado por 
ou seja, 
(2.2.18) 
Para vennos que a expreesão (2.2.18) é limitada em todo o JR2 , dividiremos o mesmo em 
duas regiões. 
(i) lr-ÇSj > ~-
2 
Nesta região temos 
(2.2.19) 
Dbservando que o termo da direita em (2,2,18) é limitado por 1, segue que a mesma é 
majorada por 
que é limitada para todo "I :S 3/4. 
(ii) Ir - ÇSj :S ~~3 , 
Nesta região temos 
c (l.;lz)'l• 
(1 + jÇj3)1-,' (2,2,20) 
(2.2.21) 
Assim temos, j4r - ÇSj 2: 4lrl - jÇj 3 2: jÇjS, o que nos permite dizer que a expressão 
(2.2,18) é majorada por 
(!Çj3)% 
1 + IÇI 3 ' (2.2.22) 
SEÇÃO 2.2 '" ALGUMAS DESIGUALDADES FUNDAMENTAIS 
que claramente é limitada por 1. 
Desta forma a expressão (2.2.10) é limitada e a prc>po:siçiío está provada. 
Prop<)siç;ao 2.2.2. Sejam p = -s E 
existe c > O tal que 
onde A= 7) é definida como 
~· E ( 3/4 + 
Demonstração: Primeiramente nós observamos que em A, temos 
Assim vemos que A C C x JR, onde 
Deste modo, pela desigualdade ( 2.2.1) temos 






onde x(.) denota a função característica do intervalo [-1, 1]. Como na Proposição 2.2.1, nós 
usaremos a mudança de variáveis 
J1, = 7- e +3Ç6(Ç -6). (2.2.28) 
Deste modo, as igualdades de (2.2.13) à (2.2.16) aplicadas em (2.2.27) conduz às seguintes 
desigualdades 
(2.2.29) 
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(2.2.30) 
Fazendo algumas estimativas convenientes no integrando da expressão (2.2.30), obtemos 




l€[2!>+(1/2) (JL)2~' I J 4r- Ç3- 4pl 11· (2.2.31) 
Agora, usando desigualdade triãngular, (2.2.28), (2.2.26) e aplicando a oe;ngttaHiaGLe 
(2.2.2), obtemos as seguintes estimativas para (2.2.31) 
(2.2.32) 
Desta maneira, a expressão 
1 
lEI ( c (r- ÇS)2p ) 2 c I<EI(3/4)-p (r- ÇS)P+o-1 
<j;(Ç, r)= (r_ ÇS)1-o (Ç)P IÇI2p+(l/2) (4r _ Ç3)1/2 = (Ç)P (4r _ Ç3)1/4 (2.2.33) 
limita a expressão (2.2.23). 
Agora, para completar a demostração resta mostrar que 
V Ç E R e V r E IR. (2.2.34) 
t;S(z-'- 1) Considerando a mudança de variáveis r = 
4
' , para obter (2.2.34) temos que 
verificar 
V Ç E IR e V z E IR, (2.2.35) 
onde c1 é uma constante. Para mostrarmos (2.2.35), consideraremos os seguintes casos. 
(i) lEI :":: L 
Se z = O, basta analisar o quociente 
lt;l(3/4)-p 
(Ç)P ' (2.2.36) 
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o qual é Jon>oo por jÇj(3 / 4J-p-p' que é limitado desde que p 2: 3/8, particular, é 
limitado para p E (1/2, 3/4), Assim, jq)(Ç, ::; c, neste caso, 
Se z f= basta analisar o quociente 
(2,2,37) 
que é limitado desde que p + 7- 1::; 1/4, ou seja, 7::; 5/4- p, Em partizular, a expressão 
(2,2,37) é limitada para 'I::; 3/4- p/3, Logo, temos que jq)(Ç, z)l ::; c, neste caso. 
(ii) IÇI ::: 1 
Se ::; 1, então (çJz)1i 4 2: 1 Logo, basta analisar a expressão 
que é ainda majorada por 
jÇj3/4-p (Ç)P+7-l 
(Ç}P 
que é limitada desde que -9/4 + p + 3'1 ::; O, ou seja, 7 ::; 3/4- pj3, Assim, jç&(Ç, z)l ::; c, 
neste caso, 
Se lzl 2: 1, observe que iz- 31 ::; lzl + 131 ::; 4lzl, desta maneira basta analisar novamente 
o quociente (2,2,37), para concluirmos que jçi>(Ç, z)l ::; c, neste case. 
Por (i) e (ii) a afirmação (2.2.35) se verifica, consequentemente a expressão (2.2.34) 
também é verdadeira. Logo, 
o que completa a demonstração. 
Proposição 2.2.3. Sejam p =-sE (1/2.3/4), "i E (1/2, 1) e'/ E (l/2,"t] com 7 -7'::; 
min{p- 1/2: 1/4- p/3} então existe c> O tal que 
1 (jj IÇI2(1-p) jçç, (ç - ç, l 12p \ ~ 
(r- Çl)c' \ B (Ç)2P(r- Ç3)2(1 7l(r- r, - (Ç- 6)3)2~' drdE,} ::; c (2.2.41) 
onde B = B(t;,. r 1) é definida mmo 
B = {(Ç,r) ER2 / jÇ-612: 1,1612:1, Ir- r,- (Ç -6n::; h -Ç~I.Ir -el :s:: h -Çtj}, 
(2.2.42) 
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Demonstração: Primeira.'llente observemos que em B 
(2.2.43) 
Desta vemos que B C x R, onde 
(2.2.44) 
Agora observe que uma mudança de variáveis na desigualdade (2.2.3), conduz à seguinte 
desigualdade 
-oo 
onde O < À :$ X e A' > L (2.2.45) segue que 
1 c 
(7 - Ç3)2(1-7)(7- 7J - (Ç _ 6)3)27' d7 :$ (7, _ Ç\' _ 3ÇÇ, (Ç _ Ç,))Z(l 7)' (2.2.46) 
-co 
onde consideramos a= ÇS e {3 = 7 1 + (Ç- ç,)a 
Deste modo, para obter (2.2.41) é suficiente limitar 
1 
c (f 1Ei2<'-pli((,(E- 6)1 2p \' 
I(D) = (7, - Çf).Y \D (Ç)2P(r, - Çf- 3(6 (Ç- 6))2(1 -r) d(} ' (2.2.47) 
com D = B' = B'((,, r 1) definido em (2.2.44). 
Para simplificar nossos cálculos dividiremos B' em duas regiões s; e Bf, onde 
(2.2.48) 
e 
s; = {E E B'/ ~jr,- Çfl :<::; 3IE6(Ç- 6)1 :<::; 3jr,- Çfl} (2.2.49) 
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13 2p IÇI2(1-p)IÇÇ,(Ç- 6)l2p 







' l' . d . h' ' ' < . { 1 1 p} . l . que e umta o, po1s por 1potese "f- "f _ mm p- 2, 4' - 3' , o que nos perm1te cone mr 
que 
' 1 
"' - "' + - - p < o. 
I ! 2 -
Para limitar I(B~). nós dividiremos B~ em três regiões, B~. 1 , B~.2 e B~.3 . 
Primeiramente temos, 
E;,, { Ç E B; : ~lEI :0: 161 :0: 1001€1}. 
(2.2.53) 
(2.2.54) 
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Neste temos 
(2.2.55) 
rtg;Jm, cmnbimu1do (2.2.49), a hipóte:se que p > uma mudança de vm:iá,ceis seme-
lhante a que fizemos em (2.2.12)-(2.2.16), para ser mais exato p1 = 7 1 -(;f - 3ÇÇ1 ((; - Ç,), 
utilizando (2.2.4) e (2.2.55), obtemos as seguintes desigualdades 
' 2
c (! [ 1 ] Zp-Z(l-p) 1 ) ~ 
< {7! - w~' • , 1 + 1.;1 {r! _.;r_ 3ÇÇ1 (ç _ 6 ))2(1-7) dÇ 
< h ;W-• (! [ 1 + 1"'1 W' r,._'' '"' -<I - "': 1< - 6ll''' 
(2.2.56) 
que é limitado pois por hipótese I' - J'1 + ~ - t ::::; O. 
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.ng•Jia consideremos a região 
Neste domínio temos 
e 
E :l<lc'<B}. 
- C.ll - 4 
16- 2t,l ~ lt.l ~ lt.- 61 
(2.2.57) 
(2.2.58) 
Utilizando (2.2.59), (2.2.4), (2.2.49) e a mudança de variáveis fll T 1 - Çf- 3Ç(, (Ç -6), 
obtemos 
I(Bb) < 
1 2(2p-l) ) t 
(y1 - t,{ _ 3ÇÇ~(Ç _ 6))2(1-o) dÇ 
(2.2.60) 
1 -
que é limitado, pois 4 - ~ :S 1"2 - ~. Assim, pela hipótese. sobre "f e 1', temos 
f ' p 5 
0
/ - "' -;- - - - < o. 
' I ' 3 12- (2.2.61) 
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Agora resta estimar a integral em 
(2.2.62) 




Utilizando, (2.2.64), (2.2.4), (2.2.49), a mudança de variáveis f!l = r1- Çf- 3Ç6 (Ç- Ç1), 
(2.2.63) e aplicando raciocínio análogo aos casos anteriores, obtemos 
(2.2.65) 
. . . . 5 1 p . que e hm1tado, pms 6 - p ~ 4 - 3, o que nos mforma que 
' 5 
'Y - 'Y -l- p- 6 ::::; o. (2.2.66) 
Assim, a proposição está mostrada. 
Desta maneira desenvolvemos as ferramentas que serão muito úteis para a demonstração 
do Teorema 2.1.3 na próxima seção. 
SEÇAO 2.3 • A ESTIMATIVA BILINEAR 
2.3 A Estimativa Bilinear 
Nesta seção temos como objetivo mostrar o Teorema 2.1.3, dividiremos esta demons-
tração em etapas para facilitar o entendimento. 
p=O 
Neste caso, utilizando as notações.\= (I;, r) e .\1 = ((!, r 1), observamos que mostrar a 
desigualdade (2. 1.26), é equivalente a mostrar a seguinte desigualdade 
:s; c llflli~' 1) 
onde 
1 1 (2.3.2) 
Assim utilizando, a desigualdade de Cauchy-Schwarz, a Proposição 2.2.1, o Teorema de 
Fubini, uma mudança de variáveis e denotando por I, o termo da esquerda na desigualdade 
(2.3.1), obtemos as seguintes majorações 
= IJI!J(.\,)f(.\- >-,JIIL~l llk(>., >.,)IIL'(l t 
' 
< [[IIJ(>.,)f(Ã- >-,)IIL' sup llk(Ã, >.,)IIL'II 
-"1 ), ..\1 L2 
À 
= llk(Ã, >.,)IIL=L' llf(>.,)f(>-- >.,)IIL' L' 
À ).1 >,1 À 
1 
< c (! lf(>-dl2 f IJ(>-- >-,)12 d>-d>-,) 2 
R_2 JR2 
l 
:s; c (j lf(>-,)1" 1IJ(>-2ll2 d>-2 d>.,) 2 
• c [ (llf(\)l'"rr. o [ (lwll'"rr . c(lfll1, (2.3.3) 
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que vale para qu:alqcuer 1 E (1/2, 3/4] e qu;alq,aer ;'E (1/2, 
p E (1/2, 3/4] 
Neste caso observe que se 
161 :::; 1 ou (2.34) 
nós temos 
(/;,)P(Ç- 6)":::; c(Ç)P, (2.3.5) 
que reduz a estimativa ao caso p = O. Desta forma podemos assumir que 
e (2.3.6) 
Por simetria nós podemos assumir também 
(2.3.7) 
pois se considerarmos as mudanças de variáveis T2 = T - T1 e 6 = Ç - 6 o termo da 
esquerda em (2.1.26) não se altera e além disso por (2.3.7), obteremos 
(2.3.8) 
Nós dividiremos a região de integração em (2.1.26) em duas partes 
e (2.3.9) 
que são justamente as regiões A e B, definidas respectivamente nas Proposições 2.2.2 e 2.2.3. 
Para limitar o termo da esquerda em (2.1.26) na região A basta utilizar a desigualdade 
de Cauchy-Schwarz, a Proposição 2.2.2 e aplicar raciocínio análogo ao empregado em (2.3.3), 
para obter a mesma limitação. Para limitar na região B, considerando 
F(.\) = f f().J)f(.\ - ÀJ)x(B)kJ (.\, .\1 ) d.\1 , (2.3.10) 
JR2 
onde 
(Ç- Ç,)P (2.3.11) 
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À= é a função característica do conj1mto B, temos que mostrar 
a seguinte desigualdade 
(2.3.12) 
Para mostrar a desigualdade an1;eriior. utilizaremos o seguinte fato da análise funcional 
i ifiiL"(X,1:,~) = sup f \J fg dp', g E L"(X, u, Jl), 11911. :S 1} 
l~ J 
(2.3.13) 
que é verdadeira para p, q E [1, oc ), satisfazendo p-1 + q-1 = L Assim para mostrar (2.3.12) 




que é obtida aplicando Fubini e a desigualdade de Cauchy-Schwarz duas vezes no termo da 
esquerda. Daí, basta utilizar a Proposição 2.2.3 e tomar g = l para obter (2.3.12). Desta 
forma o Teorema 2.1.3 está provado. 11111 
Observamos que o Teorema 2.1.3 é equivalente ao seguinte resultado. 
Corolário 2.3.1. Seja s E ( -3/4. 1/2), então existe "'! E (1/2. 1) tal que para qualquer 
;'E (1/2, ~·] com ; - '1' :5o min{p- 1/2:1/4- p/3} segue que 
JIB(u, u)llx,H :S c llull~ •. o' (2.3.15) 
onde a constante c depende de .s, ;, 1- 'i' e a forma bilinear B é definida em (2.1.17) 
Além disso, (2.3.15) ainda vale paras= O, com 1 E (1/2, 3/4] e'/ E (1/2, 'i]. 
Na demostração do Teorema 2. 1.3, observamos que a maior dificuldade foi limitru: o 
termo k(À, .\,) definido em (2.3.2) no caso (i) e o termo k1 (.\,À,) definido em 2.3.11 no caso 
(ii), em nenhum momento utilizamos o fato de termos considerado a meema função duas 
vezes no integrando da expressão (2.1.26), daí temos o seguinte reeultado. 
Corolário 2,3.2. Seja s E ( -3/4. 1/2), então existe "'! E (1/2. 1) tal que para qualquer 
'/E (1/2. '1] com 1 - ;'::; min{p- 1/2: l/4- p/3} segue que 
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onde a constante r: depende de s, ~~, ; - '/ e a forma bilinear B é definida em L 
Além disso, (2.3.16) ainda vale para s = O, com i E ( e;' E (1/2. "J 
O Corolário anterior nos infonna que a aplicação 
(u, v) E X ,___, B(u, E (2.3.17) 
é contínua. 
Observamos que o Teorema 2.1.3 e consequentemente os Corolários 2.3.1, 2.3.2 também 
vaiem quando consideramos p = -s E (0, 1/2], pois este caso é deduzido do Teorema da Três 
[16]). 
Assim, por diante quando fizennos referência ao Teorema 2.1.3 ou aos Corolários 
2.3.1, 2.3.2, fica subentendido que estamos utilizando sE ( -3/4, 0]. 
Encerramos esta seção mostrando que a estimativa 2.3.16 falha paras< -3/4. 
Proposição 2.3.1. Se s < -3/4 e-; E JR, então a estimativa (2.3.16) falha. 
Demonstração: Primeiramente mostraremos que se s < -3/4 e a desigualdade (2.3.16) 
vale, então 1 ::::; 1/2. Para isso escolhemos N suficientemente grande, e consideramos os 
vetores tangente e normal a curva ( Ç, ÇS), ou seja, 
--+ (1, 3N2 ) 
t = (1 + 9N4)1/2 (2.3.18) 
e denotando por RN o retângulo (N,N3 ) +a ti+ ,Bt, com faf:::; N- 2 , í3:::; N 312 , onde 
as dimensões de !RNI são escolhidas de maneira que (Ç, r) E RN = Ir - ÇSf ::::; 10, 
IRNI ce N-112 , sua projeção no eixo Ç tenha comprimento de aproximadamente N-112 e 
no eixo r de aproximadamente N 312 . Agora considere RN = - RN e R um retângulo para-
lelo a RN, centrado na origem. Se f= x(R,) e g = x(RN ), nós podemos ver que 
(2.3.19) 
onde B(f,g) denota a forma equivalente de (2.3.16) como em (2.1.26). 
Um simples cálculo mostra que x(R,) * x(RN )(Ç, r) ce N;1,x(R)(Ç, r). Assim, obtemos 
IIB(f )!f ~ _1_ 1 1 1 1 
'g q, - N1/2 N(3/2)(1-?) N2s Nl/2 Nl/4' (2.3.20) 
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onde assim obtemos 
o que nos ínJ'or:rna 








No que segue mostraremos que se s < -3/4 e a desigualdade (2.3.16) vale, então 
AI> 1/2. Isto é feito utilizando um argumento semelhante ao empregado (2.3.10)-(2.3.14) e 
polarização, COllSlC!€1i'lJlC!O 
IÇI(Ç)' g(Ç, T) h(Ç- 6, T- Ti) dÇd-
(Ç _ Ç',}(T _ Ç3)1 7 ((T- r,)- (Ç- Ç",)3)1 '' 
- 1 1 
B(g, h)(Ç, T) = (T- Çf)' '(6)' 
R' 
(2.3.23) 
que verfica a seguinte desigualdade IIBIIL' ::; cii9IIL' llhiiL' . Feito isto, utilizando raciocínio {1" ~T <iT 
análogo ao caso anterior, obtemos b > 1/2 se s < -3/4, o que mostra o resultado. 111 
Capítulo 3 
Principais Resultados 
Neste capítulo mostraremos o principal resultado deste trabalho que é boa postura local 
para o PVI (0.0.1), para facilitar a compreensão primeiramente explicitaremos o conceito de 
solução que está sendo utilizado neste trabalho para posteriormente mostrarmos existência 
e unicidade de solução bem como a dependência com relação ao dado inicial, a propriedade 
de persistência da solução será uma consequência imediata da Proposição 2.1.2. 
3.1 O conceito de solução 
Nesta seção temos como objetivos esclarecer o conceito de solução que estamos adotando 
neste trabalho e também obter algumas estimativas que permitirá mostrarmos boa postura 
local para o problema de Cauchy associado a equação de Korteweg-de Vries em espaços de 
Sobolev H'(R) com s > -3/4 nas seções posteriores. 
O conceito de solução que adotaremos neste trabalho provém da fórmula de Duhamel, 
ou seja do problema integral associado a equação de Korteweg-de Vries que chamaremos 
apenas de PI que é dado por 
t 
u(t) = W(t)uo- J W(t- t')[8xn2 (t')] dt', (3.1.1) 
o 
49 
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onde Uo E Hs(R) é o dado inicial e {W(t)}tER é o grupo associado ao termo linear da equação 
KdV, que é definido atravée da transformada de Fourier por 
No que segue esclareceremos o conceito de solução do PI (3.1.1). Começamos observando 
que se u0 E H'(R), então temos imediatamente que W(t)u0 E Cb(R,; H'(R)). No entanto, 
W(t)uo t/c Xs,~· Com a finalidade de estudar o PI 3.1.1 no contexto dos espaços de Bourgain, 
faremos uma modificação no primeiro termo do lado direito de (3.1.1) como segue. 
Seja W E C0 (IR) com W = 1 em 1] e W "=O em [~2, 2Jc. Então para todo o > O 
temos que aplicação 
<I>: R ___, H'(IR) 
t --+ \!>(t) = WW 1t)W(t)u0 
(3.1.3) 
pertence a L;(R; H'(R)) n Cb(IR,; H'(R)). Assim <l> define uma distribuição temperada em 
5'(R2 ), logo faz sentido calcular sua transformada de Fomier. Não é difícil mostrar que para 
quase todo Ç a aplicação 
pertence a L} (IR). Assim podemos calcular a transformada de <l> pela fórmula 
(3.1.4) 
A próxima proposição nos revela uma estimativa na norma de Bourgain do termo 
Proposição 3.1.1. Sejam s :o; O e 0 / > ~- Então para 5 E (0,1] 
I
!•T•( --l )ll'( ) 11 ·(l-2·)/2 11 11 1 ..- à t · t 1t0 x,.- S cô · n0 H, (3.1.5) 
onde \f E Ct(JR) com \f= 1 em [~Ll] e \f= O em [~2,2]c. 
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Demonstração: Utilizando (3.1.4), obtemos 
[wW't)W(t)u0 (x)((.;, r) = [(w(ó~ 1 t)W(t)uon<J((r). 
= [w(ó~ 1 t)e1'<'u0 (Ç)]~(r) 
= c[w(o~ 1t)((r- ÇS)iío(Ç) 
ciío(Ç)ó,P(J(r- ÇS)) 
Desta maneira temos 
JJwW't)W(t)uoll~," = J/(t;)'{r- enw(J~1t)W(t)uo((t;, r)J/L~L; 
= có2 {Ç) 2'(r- ÇS) 20 I,P(ó(r- ÇS)), 2 Iiío(01 2 dt;dr 
~oo 
Como 
00 00 00 
51 
(3.1.6) 
f lw(J(r- en!' {r- t;3) 2"dr < c f lw(J(r- ÇS))I 2 dr +c f Ir- ÇSJ 2" I'Íi(J(r- ÇS))I 2 dr 
~oo ~co ~oo 
= 00 




< f (1;) 28 lúo(Ç)I 2 (có + c5( 1 ~2o)) dÇ :':= c5(l-2o) lluoii~'(IR), (3.1.8) 
~co 
onde utilizamos mudança de variáveis e as hipóteses de 'Y > ~ e 5 E (O, 1], o que mostra o 
resultado desejado. 
No que segue discutiremos sobre o segundo membro da direita em (3.1.1). Primeiramente 
consideremos f E S(lR2 ) e t E R Da definição do grupo não é difícil ver que a aplicação 
t' E lR ,......._, W(t- t')j(f) E C(JR,; W(JR)) (3.1.9) 
SEÇÃO 3.1 " O CONCEITO DE SOLUÇÃO 52 
para s E TI{. Desta forma a anlicacão 
g: iR ---> H'(iR) 
t 
t 1--+ g(t) =f (3.UO) 
o 
está bem definida como int·egral de Bochner em H'(J!il.). Além disso, observe que 
t t 
g(t)(í;) =c f [W(t ~ t')J(t')f(t;) dt' =c f ei(t-t')(' N)(í;) dt' (3.1.11) 
o o 
e g(t) E (iR), desta forma serttiClo calcular a sua transformada inversa. obtemos 
t 
g(t)(x) = [g(tJr.(x) =c e'x<e"<' f e-tt'ç' N)(t;)dt' dt;. (3.1.12) 
:R o 
Agora observe que se h E L1 (J!il.) e h E L1 (JR), uma simples aplicação do Teorema de 
Fubíní nos mostra que 
t f h(t') dt' 
o 
= j fqt')dt' = j f e"'7 h(r)drdt' =f [J e"'7 dt'] h(r)dr 
O O R R O 
= f [e"'7 ] \(r) dr =c f e*~ 1 h(r) dr. (3.L13) 
2T O 1,7 
:R :R 
Assim podemos escrever g( t) como segue 
(3.L14) 
Seja <p E C,f(JR7) tal que <p(r) = 1 se r E [~1,1] e <p(r) =O se r E [~2,2]c. Então 
podemos novamente reescrever g(t)(x) como segue 
g(t)(x) = Iop(f)(x, t) + IIop(f)(x, t) + IILç(t)(x, t), (3.Ll5) 
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onde 
li I"'(t)(x, t) := c 
ít(r-ç:') 1 e - 3 ~ 
i(r _ ÇS) cp(r- Ç )f(f;, drdf; 
- 1 . -í(~,-_-[;3~) [1- cp(r- ÇS)]f(Ç, r) drdÇ e 
ixÇ itÇ 3 e e 
-1 3 • 





Para manter o estudo do PI (3.1.1) no contexto dos espaços de Bourgain, uma modi-
nos conduz a considerar o operador integral 
Gii(f) := 'l!W't)I,(f)(x, t) + if!(o-'t)II"'(f)(x, t) + lf!W1t)IH,(t)(x, t). (3.1.19) 
Observamos que para não carregar a notação também denotaremos por G8 a extensão deste 
operador ao espaço Xs,r· Repare que quando o ::; 1 e t E [ -5, o], temos 
t 
G&(f) f W(t- t')f(t')dt'. (3.1.20) 
o 
A próxima proposição nos revela uma estimativa para o operador integral G6 na norma de 
Bourgain. 
Proposição 3.1.2. Sejam s ::; O, 1 E (1/2,1) e u E X,., então para qualquer J E (O, 1], 
temos 
IIG&(u)llx,., :'Ó c5(l-2o)/2 llullx,,,_, 
onde G5 é definido em (3.1.19) 
(3.1.21) 
Demonstração: Consideremos inicialmente f E 8(~2 ), e estimaremos separadamente as 
parcelas da sorna que definem G8 em (3.1.19). 
(i) IIWW1t)I"(f)(t)llx . 
>.0 
Para limitar essa parcela inicialmente observemos que de (3.1.16) temos 
wW't)I"(f)(x,t) = cif!W1t) f e"'<eit<" f eit(o-~J - 1 cp(r- ÇS)}(f;,r)drdf;. (3.1.22) 
R R 
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(3.1.23) 




onde 9k(Ç) = 1:= ik-ll7k-1<p(cr)j(Ç, r) dr. 
Consideremos 
_ = eitt;3tk 
h(Ç, r)= L ~WW1t)gk(Ç). 
k=l 
(3.1.26) 
Não é difícil mostrar que h E L1(lRç), desta forma temos a fórmula de inversão para a 
transformada e W(o- 1t)Icp(f)(x, t) = c[k(t)]"(x). Agora empregando um raciocínio análogo 
ao utilizado em (3.1.4), obtemos 
(3.1.27) 
Seja tkw(o-1t) = !jktkJ-kw(J-1t) ijk1Jik(o-1t). Observamos que para cada Ç fixo a série 
em (3.1.26) converge em Li(JR), pois converge uniformemente para tE [-1, 1} e é nula em 
[-2, 2}<. Portanto de (3.1.27), nós deduzimos 
= Jk 
c L k! 9k(Ç)[eit<"wkW1t)f(r) 
k=l 
= (jk 
= c L k! 9k(Ç)5wk(5(r- ÇS)) (3.1.28) 
k=l 
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Desta temos, 
I 00 'I 
= c I'(Ç)'(T- ÇS) 7 L k! 9k(Ç)5w.(o(T- eniJ 
k=l I L~L~ 
00 ók ' 
= c I: -k, il<ç)'(,- t;3)'gk(ç)owk(ó(T- enll 
.I IVV 
k=l ~ ' 
' 




= f;_~~ [_[(Ç)2'Jgk(t;Wdç] 2 ü00{r) 2'Jo$;,(o(r)Wdr] ~3.1.29) 
Agora repare que 
--roo f (Çf'Jgk(Ç)J2 dÇ 
-oo 
- loo(Ç)2' llik-lO"k-l<p(o-)](Ç, r) dr 2 dÇ 
< c_[<fY' [_[lo-1•-'I'P(o-JIIf(ç, r)l ar  aç 
" 'zw· [,_L li(<.") I ,. r "' 
f+oo 2s r f (r- t:,3) ~ r :5 c -oo {Ç) lT-Ç'i:51 (r- ÇS)' -,+., Jf(Ç, r)J dr J dÇ 
< c_loo(Ç)2s [_[(r-ÇS)'-li](Ç,r)l(r-lÇS)-rdrr dÇ 
< cZ'(Ç) 2' [_[(r- ÇS)Z(Hllf(ç, r)J 2 dr] [_[(r _1Ç3) 2., dr] dÇ 
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(3 1.30) 
onde tíll:zanuos a desigualdade de Caucrty-:3chwarz. Para limitar a outra integral em (3.1.29), 
basta proceder como na Proposição 3.1.1. Desta forma obtemos 
= (jk 
[[WW't)II"(f)(tJIIx.o:::; L k! llfllx •. o-18(1-2o)/2(k + 1):::; co(l-2o)/211fllx.o-1. (3.1.31) 
[[W(o-1t)I I I,(f)(x,t) 
De (3.1.18) 
k=l 
IIII"(t)(x, t) =c f e'x<e''<' 
IR IR 
Como a integral interna em (3.1.32) define uma função em S(IRç), podemos denotar 
fr,(Ç) =f i(T -=lÇS) [1- 'fJ(T- ÇS)]}(Ç,T)dT. 
R 
Desta maneira temos 





Observando que W(t)fo E H 5 (lR) para todo s e [W(t)for E LJ(IR) então pela fórmula de 
inversão da transformada temos 
III"'(f)(x, t) W(t)f0 . (3.1.35) 
Assim pela Proposição 3.1.1, temos 
(3.1.36) 
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Agora repare que 
2 
:::; c (Ç)2' I](Ç, r)l 1 Ir- Ç3Jl--r Ir_ Ç3J-r 
-co 
+oo +oo 
< c f (Ç)2' f (r- ÇS)2(-r-llJj(Ç, r)J2 drdÇ =c llfll~.,_,, 
-ao -oo 
onde utilzamos a desigualdade de Cauchy-Schwarz. 
(iii) II\J!(J-1t)IJ"(f)(x, t)llx,,· 
De (3.1.17) 
IIp(J)(x, t) =c 
R lR 
1- <p( r- ÇS) ' 
Considerando h(Ç, r)= i(r _ ÇS) j(Ç, r), então h E S(iR2) e portanto 
lLp(f)(x, t) = h-(x, t). 






seguindo raciocínio análogo aos casos anteriores, não é difícil mostrar que llkllx •. , = llfllx,_,. 
Somando (i),(ii) e (iii), obtemos 
(3.1.41) 
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é contínuo. Assim ele pm;sui uma única extensão 
contínua ao seu fecho e além dissso, 
IIGii(u)l Vu E (3.1.42) 
definirmos solução do problema integral faremos uma estimativa muito liDI>Or-
tante. 
Proposição 3.1.3. Sejam sE JR, ~ <; < 1, J E (O. 1] e 11 E Xs.·.• então 
>i,T,··-1 \ 11 il"'(ó t;nl x .. :':: 
onde '!J(t) = 1 para f E 1] e W(f) =O para tE [-2,2Jc. 
Demonstração: Seja u E S(JR2 ), então 
[ w(s-'t)u(x, t)] ~(ç, r l [(w W'tl ( u(t) )(x) no] ~(r) ( wW't)(;;{t} l] ~(r) 
Desta maneira temos 
- [wW't)i?(Ç,t)]~(r) = [IJ!W'tJr(r) *u(Ç,t) 
- (ofi!(ór)) * u (Ç,r). 
T 
li (Ç)' (r- ç")' [1J!W1t)u(x, tW(ç, r) II~'L' 
< • 
00 00 








F(Ç):= f(r) 2'1[ó~(ór)*u(Ç,r)](r+ç")l 2 dr. (3.1.46) 
-oo 
Como [wW't);;(t}(ç)]~ (r)= [(oiÍi(ór)) * i?(Ç, r)]( r), temos 
. -3 -- ..-.. [e-''' wro-'t)u(t)(ÇJr (r)= [(o\li(ór) * u(Ç, r))](r + eJ. (3.1.47) 
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Assim terr1os, 
' ---- -2 jTj 2' llc'~'w(5- 1 t)u(t)(f;)f(Tll dT F(f;) S c 
' ' 
-00 
< c l!e-''"wW't)-u(t)(Ç)I[, + 11Di[e-''<"w(o-1t);-;(t)(ÇJJII:, 
' ' 
(3.1.48) 
onde aplicamos Pl&'lchere! e utilizamos a notação DJ f= [I TI' f(t;)]'. Agora observe que 
k""wW't);-;(t)(t;)ll:; ~ cjju(Ç,r)ll~;. 
Para estimar o seg>mdo termo de (3.1.48) usaremos a fórmula de Leibniz para derivadas 
fracionarias veja [15]. 
(3.1.50) 
se O< 'Y < 1 e 1 < p < oo. Aplicando esta desig>Ia!dade com p = 2, f(t) = e-'«';-;(t)(t;) e 
g(t) = w(o-1t), obtemos 
IIDi[e-''<'wW't);-;(t)(t;)] !C 
' 




' ' ' 
< cjjlrl'u(Ç,r+t;S)JI~~ +clle-it<'u(t)(f;)ll:= jjDliJiW'·lll~; 
' 
onde utilizamos Plancherel. Como 'Y > ~, podemos aplicar o Teorema do Mergulho de 
Sobolev para obter 
li e-''" u(t)(Ç) li:= ~ c li e-''<' ;-;(t) ( Ç) [o = c li (1 + lrl')u(Ç, r+ t;3) li~; . 
' ' 
(3.1.52) 
Agora reunindo as estimativas (3.1.48), (3.1.51) e (3.1.52) obtemos 
F(Ç) ~ cjju(f;,r)ll~~ +cllirl'u(f;,r+t;3)11~~ +cjj(l+ lrlfu(Ç,T+t;3)jj~~ jjDNW'·lll~; 
= c !lu( r;, 7)11~; +c IIIT- ÇSI' u(t;, Tlll~, +c 11(1+ IT- ÇSj)'u(ç, Tlll~; IIDNW'·lll~; 
< c 11(1 + jT- t;3IJ'u(t;, rJJI~,IJDNW'·)jj~, (3.1.53) 
T ; 
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1
1 '(/j-1' '12 < ]lfl t)U! X,., -
-CC 
00 
11Di[v(ó- 1 t)JII:~ = [[iTI' o;b(óT)II:" = j ITI 2' 1? [ib(oT)I 2 dT ::c; col-2', 
-00 
o que nos informa 




As Proposições 3.1.1, 3.1.2 e 3.1.3 permitem definirmos de forma precisa o conceito de 
solução do PI (3.1.1) (veja [6]). 
1 
Definição 3.1.1. Sejam sE JR, 'Y > 2 e T1 < T2 , definimos o espaço X., .. ,[T1, T2] por 
(3.1.57) 
EmX,.,[Tl· coruideraremos a norma 
llullx •. ,[Tr.T2 ] = inf { llvllx •. 7 : vltr,,T,] = u} · (3.1.58) 
Definição 3.1.2. Sejam .s e í como no Teorema 2.1.3. Se u0 E H"(JR), dizemos que uma 
função u E X. •.. ,[-T.T] é solução do PI(3.1.1) no intervalo [-T,T] com dado inicialu0 , se 
existe v E X., .. ,, exteruão de u, tal que 
VtE[-T,T], (3.1.59) 
onde Gr é definido em (3.1.19) e T :S 1 
No que segue mostraremos que a definição de solução não depende da extensão v utilizada 
e além disso mostraremos que se u é solução no intervalo [-T, T] e T1 < então u também 
é solução no intervalo [-Ti, 11], isto será o conteúdo respectivamente das Proposições 3.1.4 
e 3.1.5. 
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em·em,a 2.Ll. Se r 1 e r 2 E são tais que 
r 1 = <•2 (1) para todo I E , então 
vtE (3.1.60) 
Demonstração: Suponhamos primeiramente que v, v2 E S(~2 ) e que v1 
para todo t E [-T, Tj, então (8xvi)(t) = (8xvD(t) para todo t E [-T, T], como Ôxvi e 
ÔxV~ E S(~2) é fácil ver que Gr(8x~D(t) = Gr(8xvD(t) para todo tE [-T, Tj. 
Agora consideremos o caso geral em que v1 e v2 E X,,, são tais que v1 (t) = v2 (t) para 
todo tE O < 5 < T e tomemos uma função 71 E tal que 
{ 
1, se t E + 5, T - 5], 
'l(t) = o 5 c 
O. se t E [-T + - T - -] 
. 2' 2 
Desta forma temos 1)v1 = 1)V2 em X,,~, e são válidas as seguintes afirmações 
(i) Se 'Pm E S(~2) e 'Pm -+v, em X,m então 
(3.1.61) 
(3.1.62) 
(ii) Se 'Pm E S(~2 ), então Gr(Ôx'P~ -8x(1J'Pm)2)(t) = O em H'(~) para t E [-T+5, T -8]. 
(iii) Gr(8xvr- ôx('fiV,)2 )(t) =O em H'(~) para tE [-T + /5, T- /5]. 
Com efeito estas afirmações são consequências do Teorema 2.1.3 e da Proposição 3.1.2 
(i) Para mostrar este item, basta observar que 
11Gr[ôx(1/vi -1)2'P!.lJIIx,,o :S c(T) iiox(1J2vi- 'f/2<p;,)llx,,,_1 
:S c(T) 118x[(ryv,- '7'Pm)(ryv, + '7'Pm)]llx,,
0
_ 1 
:S C(T) ll'lvr- 'l'Pmllx , ll'fiVr + 'l'Pmllx , (3.1.63) 
S,")' S,"f 
Da Proposição 3.1.3 temos que '7'Pm-> ryv1 em X,, 0•, donde segue que o limite de Gr(8x(1)'Pm) 2) 
quando m -+ oo é Gr(8x(1)v,)2 ). De maneira semelhante mostramos que o limite de 
Gr(Ox'P;,) quando m-+ oo é Gr(âxv~), o que mostra (i). 
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Se t E [-T + 15, T- então 
Gy(Ox'{J';,- Ox('I'P=) 2 )(t) = Gr(8x['P';,- ('I'P=)2]) 
Gr(8x[(l- 7]2 )'{J';,])(t) 
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W(t- [1- =o (3.164) 
o 
em H'(R). 
(iíi) Pela parte (i) e pela Proposição 2.1.2, podemos escrever 
lim em H'(JR) (3.1.65) 
e por (ii) podemos dizer que a igualdade anterior é igual a o se t E [-T T ó,T- o], 
o que mostra (iii). Desta forma temos que Gr(&xvi)(t) = Gr(8x(1Jv1 )2)(t) para todo 
t E [-T + ó, T- ó]. como o > O é arbitrário, temos Gr(8xvfl(t) = Gr(8x(7JvJ)2)(t) em 
H'(JR:.) para todo t E (-T, T) e pela continuidade das funções consideradas esta igualdade 
também vale em - T e em T, o que mostra a Proposição. 
Corolário 3.1.1. Sejam s, 1 como na hipótese do Twrema 2.1.3 e 111 e n 2 , ,,., w 2 E X,,7 
tais que v1 (t) = rz(t) e w,(t) = wz(t) para todo tE [-T,Tj, então Gr(8x(v1wJ))(t) = 
Gr(éíx((1.·2 wz))(t) em H'(JR:.) para todo tE [-T.T]. 
Demonstração: Basta utilizar a proposição anterior e a identidade de polarização 
1 
uv = :q;[(n + v) 2 - (u- v)2 ] Vn, v E X,,, (3.1.66) 
para mostrar o Corolário. 1111 
1 
Proposição 3.1.5. Se 2 < í < 1 e O< T, < T2 , então para toda u E X,_. __ 1 e tE [-T1 , T1] 
temos 
Gr, (u)(t) = Gr,(u)(t). (3.1.67) 
Demonstração: Sejam u E X,,,_1 e ('Pm);:';=1 uma seqüência em S(l~2 ) tal que 'Pm--> u em 
X,,7 _ 1. EntãopelaProposição3.L2temosGr,(u)= lim Gr,('fJm)eGr,(u) = lim Gr,('Pm) 
m-oo m-oo 
em Xq· Assim, temos 
(3.1.68) 
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Proposição 2. L2, podemos escrever 
- Gr,(u)(t) = lim (Gr,('Pm)(t)- Gr,('Pm)(t)] em H'(IR:), 
m......,oo 
para todo t E [ , T1], mas com t neste intervalo temos -Gr,('Pm)(t)=O. Assim, 
(u)(t) =O em para todo tE [-Ti, TI}, o que mostra o resultado. 11111 
Uma consequência imediata e muito importante da Proposição anterior é o próximo 
resultado. 
Corolário 3.1.2. Se 11 E X,. [-T. é solução do PJ (3.1.1) em [-T.T] com dado inicial 
uo e se < então u, .Ii: é solução do em com dado inicial u0 . 
Encerramos esta seção com um resultado que será de grande valia para as seções seguintes. 
1 
Proposição 3.1.6. Sejam s E IR e 2 < 1' < 1 < L Então para qualquer o E (O. lj e 
u E temos 
(3.1.70) 
,_,, 1- 2? 
onde 110 = - 1
- + 2 e w(t) = 1 em[- L 1] e w(t) =O em [-2. 2]'. 
Demonstração: Primeiramente observemos que utilizando as notações 
Jsh(E,) = (1 + IW'h(E,), D~h(E,) = IE,I'h(E,) (3.1.71) 
e 
A-'9(r) = (1 +]rir,§( r), (3.1.72) 
juntamente com (3.1.2) não é difícil mostrar a seguinte relação 
(3.1.73) 
Agora utilizando, (3.1.73), a desigualdade de Hõlder e o Teorema 1.3.4 com p = 4, 
obtemos 
1Jw(o-1 lullx,,o IIJ'(wW1)u)IIL~L; = IIW(t)('liW'.))J'uiiL;L; 
= llwW1 )W(t)J'uliL'L' :5 co~ IJw(ó-1 )W(t)J'uiiL'L4 
:t t z t 
< cót//Dt ('liW 1 ))W(t)J'u// = có~ llwW'.)uil LiLi Xs,l/2 
< cót II.YW1 )ullx , (3.1.74) 
,,, 
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onde utilizamos a hipótese de 1 > 1/2 na última passagem, 
Hõlder, a desigualdade (3,1.74) e a Proposição 
obtemos 
(U.75) 
o que mostra o resultado, 
3.2 Existência 
Nesta seção mostraremos existência de solução para o PI (3.1.1) associado a equação 
de Korteweg-de Vries. Antes de enunciarmos e demonstrarmos o Teorema de existência 
faremos algumas observações convenientes, comecemos relembrando o clássico Teorema do 
Ponto Fixo de Banach, cuja demostração pode ser encontrada em [25], 
Teorema 3.2.1. (Teorema do Ponto-Fixo) Sejam M um espaço métrico completo e 
F: M--+ M uma contração, ou seja, F é tal que existem k E (0.1) tal que para quaisquer 
x, y E Jvf tem-se 
IIF(x)- F(y)ll ~ k iix- Yll, 
Então F possui um único ponto fixo, ou seja, existe um único i EM, tal que F(i) =i. 
Agora nós observamos que seu é solução do PVI (0.0,1) então para qualquer À> O 
(3.2.1) 
também satisfaz a equação KdV com dado inicial 
(3.2.2) 
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Deste modo, para s ::S O, ternos 
(3.2.3) 
No nosso casos E ( -3/4, O], daí, po•c!enaos sem perda de generalidade considerar o (0.0.1), 
ou o PI (3.1.1) com dado inicial u0 satisfazendo 
(3.2.4) 
ou seja, com dado inicial arbitrariamente pequeno. 
No que segue desenvolveremos os resultados para uma uÀ com À arbitrariamente pequeno, 
que por cor1veníênc:ia denotaremos simplesmente por u e diremos que o seu dado inicial 
satisfaz (3.2.4), mas pelo comentário feito em (3.2.1) e (3.2.2), os mesmos resultados podem 
ser obtidos com dado inicial arbitrariamente grande. 
Agora podemos enunciar o seguinte resultado que garante existência de solução para o 
PI (3.1.1). 
Teorema 3.2.2. (Existência) Sejam .s,"/ como no Teorema 2.1.3 e u0 E H'(lfl?.) Então 
eriste T >O, (que depende da lluollu··iR)) eu E X,.,[-T. T] tal que ué solução do PI (3.1.1) 
no intervalo [-T. T] com dado inicialu0 • Além disso, u E C([-T. T]: H'(lfl?.)). 
Demonstração: Sejam sE (-3/4,0] e u 0 E W(lEI?.) satisfazendo (3.2.4). Para TE (0, 1], 
definamos o operador 
t 
<l>r.u0 (v) =<!>(v)= w(t)W(t)uo- ~w(r- 1 t) f W(t- t')w2 (T-1t')8x(v2 (t')) dt'. (3.2.5) 
o 
Agora escolhemos T, de maneira que 
(3.2.6) 
onde 8 = 2110 + (1- 2')')/2 com 110 como na Proposição 3.1.6. Aqui c é uma constante genérica 
que aparece nas estimativas dadas pelas Proposições 3.1.1, 3.1.2, 3.1.6 e pelo Teorema 2.1.3. 
No que segue mostraremos que o operador <!>(.) define uma contração na seguinte bola 
fechada 
B(2c Jluoll,) = { u E X,, 7 : llvllx •. 7 :::S 2c lluoll,} . (3.2.7) 
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Para mostrar que <P . B(2c 
----> B(2c 11,), tomemos v E B(2c lluoil,) e utilizando 
as Pnmc>síc;ões o T"'"r~ema 2. 1.3 e a Proposição 3. 1.6, obtemos 
1 
< 11\li(t)W(t)nullx,, + 2 
t f W(t ~ t')w2 (T-1t')8x(v2 (t')) 
o 
< c lluoll, + cT(l-z~)/2 llw(T-'·lvll~ , 
5,"( 
< c lluoll, + cT(1-2o)/2y2fJo llvll~ •. , 
::::; c + cT(l-2o)/2y2Bo 4c211uoll: 
onde utilizamos (3.2.6). 
(3.2.8) 
Para mostrar que <Pé uma contração, tomemos v, v E B(2c llnull,) e utilizando as Pro-
posições 3.1.1, 3.1.2, o Corolário 2.3.2 e a Proposição 3.1.6, obtemos 
t 
II<P(v) ~ <P(v)llx •. , $ i w(T-'t) f W(t ~ t')\lf2 (T- 1t')8x((v2 ~ v2)(t')) dt' 
O Xs.r 
< _1: cT(l-2~);ziiBx(wz(T-'·l(v ~ v)(v + vJJII 2 Xs,")'-1 
< ~ cT( 1 -2~J/2 IIw(r-'·)(v ~ vJII liw(r-'·)(v + vlll 2 xs,"f' xliJ,'"f' 
:S ~ cT(l-2~)/2y2Bo I! v~ vil llv +vil 2 Xs,-y ! X 8 ,"'1 
< i cT(l-2o)/ZyZBn li v~ vllx,., (llvllx,., + llvllx,.J 
$ i (4c2T 8 iluoll,) llv ~ vllx,, $ ~ llv ~ vllx,, · (3.2.9) 
Desta forma iP(-) é uma contração em B(2c lluoll,). Logo pelo Teorema 3.2.1, existe uma 
ímica v E B(2c lluoll,), tal que Vt E iR, temos 
t 
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Agora, considerando u = vl:-T,T], de (3.2.11), obtemos 
' 
= W(t)uo- ~GT(8x(v2))(t) Vt E [-T,T] (3.2.12) 
o que nos que ué solução do Pl (3.1.1) no intervalo [ TJ com dado inicial u0 . 
Agora como v E então pela Proposição 2.1.2 segue que a aplicação t E iR ~ E 
H'(JR) é contínua. Em particular u E C([-T, T]; H'(JR)). Agora, como u é continua e é 
solução do PI (3.Ll), segue-se que u é solução do PVI (0.0.1). Esta afirmação decorre de 
um resultado geral cuja justificativa é encontrada em [21] 1111 
3.3 Unicidade 
Nesta seção temos como objetivo mostrar unicidade da solução para o PI (3. L 1) associado 
a equação de Korteweg-de Vries. Na demonstração da unicidade faremos uso da seguinte 
proposição. 
Proposição 3.3.1. Sejam se "f como no Teorema 2.1.3 e u0 E H'(JR). Seu E X. •.. , [-T, T] é 
solução do PI (3.1.1) em [-T, T] com dado inicial Uo e 5 E (0, T) definimos u(t) := u(t-'- o) 
para tE [-5- TT- 5]. Então u E X,, [-ó T,T- 5] eu é solução do PI (3.Ll) em 
[ -J - T, T - 5] com dado inicial u( O) = u( 6). 
Demonstração: Mostremos que u E X,,, [-o- T, T- 5]. 
Como u E X,,, [-T, T], existe v E X,,, tal que u = vi[-T,T!' Pela Proposição 2.Ll, existe 
uma seqüência ( 'PnlnEN E S (JR2 ) tal que 
Definimos 7/Jn (x, t) 'Pn (x, t + 8) para todo n E N, então (7/Jn)nEN é uma seqüência de 
Cauchy em X,, 00 como tal espaço é de Banach, segue que 
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para uma certa v E 
temos V(x, t) = 
Pela Prc>po:oÍÇÊto 2, L2 segue que 'Pn -+ v e --> v em (R, H' 
t + 8), ou simplesmente ií(t) = v(t + 8), Portanto ii = ""-"- 7 
Agora mostremos que se f E S(R2 ) então temos 
68 
Gr(fl(8 + t) = W(t)Gr(f)(o) + Gr-ó(f(t + \ft E (-á- T-o], (3,3,1) 
Com efeito, temos 
!f" 
' ) -H)= - t')f(t')dt' 
o 
ó 
=f W(t + 15- t')f(t')dt' + W(t+ 6- t')f(t')dt' 
o 
i5 t 
= W(t) f W(b- t')f(t')dt' +f f(t' + ó)dt' 
o o 
= W(t)Gr(f)(o) + Gr-!5 Uh+ o)) (t), tE [-o- T, T- ó], 
Agora observemos se f E X,,0 -r e fn E S(iR2 ) é tal que fn -+ f em X,,7 _, (o que é 
possível pela Proposição 2.1.1) e se defininnos f= limfn(t+ ó) em X,,~_1 , então de (3.3.1) 
temos 
Gr(fl(ó + t) = W(t)Gr(f)(ó) + Gr-;;(})(t) \;ft E H- T, T-o]. 
Assim resta verificar que para a extensão v de ü em X,,~ se tem que 
ou seja, ü é solução do PJ em [-8- T, T- 6]. De fato, como 'Pn -+ v e 'if!n -+ v em X,, 0 , 
então pelo Teorema 2.1.3 temos 
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a-2 a -2 A . Logo xV = xV ' ' SSJm temos 
ou 




( 8xv2 ) (t-'- o) 
= W(t + o)u0 - i [w(t)Gr(oxv2) (o)+ Gr-ó ( 8xv2 ) ] 
= W(t) [w(o)uo- icr (5,;2) (o)]- icr-ó (oxií2 ) (t) 
= w(t)u(ó)- icr-ó (oxií2 ) (t) W E [-ó- T- 8], 
ü é uma sol1l1ÇBD do problema integral com dado inicial 
Agora podemos mostrar a unicidade de solução para o PI (3.1.1). 
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Teorema 3.3.1. (Unicidade) Sejam s e~~ como no Teorema 2.1.:3. Dados u0 E H'(JR) e 
T >O, existe no máximo uma solução u E Xs.,[-T. do PI (:3.1.1) no intervalo [-T,T] 
com dado inicialuo. 
Demonstração: Sejam u1, u2 E X,,~[-T,T] duas soluções distintas do PIem [-T,T] com 
dado inicialuo e v,' v2 extensões de UJ, Uz respectivamente em x,,T Assim, 
u2(t)- u,(t) = -iGr (oxvD (t) + ~Gr (âxvi) 
= -~GT (âx (v~- vm (t) 
1 
= -2Gr (8x(v2- v,)(v2 +v,)) (t) Vt E [-T, T]. 
Para ó E (0, 1) e ó :-::; T, temos(u2 - u 1)1[-ó,J] E X,,0 [-õ,ó]. Seja w E X,,, uma extensão de 
( u2 - u,) I i-ó,óJ tal que 
Então, pela Proposição 3.1.5 e Corolário 3.1.1, setE [-ó,ó] temos 
1 
u2(t)- u,(t) = -2G;; (8x [(v2- v,)(v2 +v,)]) (t) 
1 
= -2Gii (8x [w(v2 +v,]) (t). 
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Corolário 
Escolhendo i5 mm 
portanto, (uz- u,)Íí-ó,ó] =O. 





' ilwllx,.o [[v2 + vdlx,_, 
= cf! llwllx llv2-'- v,[lx 
B,)' 8,"")' 
S: 2c5e llvz + v,llx 11 (u2- u,)[c_u,l'l . 
s.; l ' ; Xs.,..[ó,é] 
} então 
(i) se í5 = T o teorema está provado. 
(ii) se ó < T, chamamos de na parte inteira de f e consideremos o conjunto 
J = {k E Nfk S: n A u 1 = u2 em (O,kó]}. 
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Repare que 1 E J, logo J é não vazio. Consideremos ko = max J e mostremos que n E J. 
Se ko < n então ko + 1 ::; n e u1 = u2 em [0, koó]. Como koó < nó::; T, então ao definir 
'di E [-k0ó- T, T- k0í5]. 
ii2(t) = ll2(i + koó) 
Temos pela Proposição 3.3.1 que 
ü, E X,,~[-ko/5- T, T- k0 í5], 'di = 1, 2 
e ü, é solução do PI em [-k0ó- T, T - k0o] com dado inicial ü,(O) = u,(k05). Logo, se 
v, = v,(t + koo), i 1, 2, então v, é uma extensão de ü, e portanto 
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ou seja, ó ::; T ~ k0ó, então repetindo o 
procedimento do início deeta demonstração, obtemos 
=0 
ou seja, u1 ( t + k0 ii) = u 2 ( t + k06) para todo t E [~o, o]. Donde concluímos que 
u 1 = u2 em [(ko ~ 1)15, (ko + 1)15]. 
Logo, u1 = u2 em [0, (k0 + 1)8] e assim + 1 E J o que contradiz a maximalidade de k0 . 
PortBmt<). mostramos que J = 2, ... , n}. 
Agora temos que u, = Uz em [0, no] o No último passo definimos 
ü1(t) = u1(t +nó) 
com i = 1, 2 e t E [-no ~ T, T ~no]. Uma vez que T ~no < ó aplicamos o mesmo 
procedimento do começo da demonstração com T- ni5 no lugar de 15, para obter 
(üz- íir)l[-no-T,T-noJ =O. 
Logo, u1 ( t + no) = u 2 ( t + nS) para todo t E [~no ~ T, T ~ nó], em conseqüência u1 = u2 em 
[0, T], De maneira semelhante, se define 
ü,(t) = u,(t ~ ki5) tE [kó ~ T, T + ko] 
e k E J, então se obtém que u1 = Uz em [-T, T]. Desta fonna obtemos o resultado desejado. 
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3.4 Dependência Contínua do Dado Inicial 
Nesta seção temos como objetivo mostrar que a solução do PI (3.Ll) depende continu-
amente do dado iniciaL Antes porém convém mostrannos o seguinte Lema. 
SEÇÃO 3.4 '" DEPENDÊNCIA CONTÍNUA DO DADO INICIAL 
Lema 3.4.1. Sejam sE llii.. i S: "• S: L a < b' < I! < <\ 11 1 E 
então u E 
para todo I E . b]. Se definimos 
:= { u 1(t), setE [a,b] 
u2 (t), setE [b,c] 
c] e llullx .. [a.cJ :S c (iiu,llx,.[a.~>[ + llu2 
v1 (t) = v2 (t) para todo tE [ll,b]. 
Sejam 17 E COC(JR) tais que 
( 1, se t E b'J 
1J;(t) = ) 
l O, setE [b,+oo] 
( 1, setE[ó,c] 
ry(t) = ~ 
l O, setE [-oo, 11] 
e 1jJ + ry = 1 em [b', b]. Consideremos 
w(t) := 1J;(t)v1 (t) + ry(t)v2 (t). 
Então pela Proposição 3.1.3, w E Xs.~ e 
b] e v 2 E . cj tal 
u2 . Claramente 
(3.4.1) 
Além disso, temos wha,bi = u. Logo, u E X 8 ,7[a, c]. Da desigualdade (3.4.1) deduzimos que 
llullx,,7 [a,c[ :S C (iiudlx,,,[a,bj + llu211x,,,[b',c!) 
Agora podemos demonstrar o teorema: 
Teorema 3.4.1 (Dependência contínua com relação ao dado inicial). Sejam s e 'Y 
como no Teorema2.1.3, uo E H'(Jlii.). T >O eu E X_,_,[-T.T] a solução do P.I. em [-T,T] 
com dado inicial u0 . Então existe uma vizinhança V de u.0 em H·'(J!ii.) tal que para toda 
u0 E V existe uma única solução u E X,_,[-T,T] do P.I. em [-T,T] com dado inicial u0 • 
Além disso, a aplicação 
é Lipschitz de V em Xs,-A-T, T]. 
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º-'~~~!:!':~~; Sejam V0 umaviz:inl1ar•çade u0 em H'(fi/1.) com raio igual a 1 e fio E V0 . 
T1 > O tal que :S Te 4c2r;'(2 + 1) :S 1 Como vimos na demonstração do Teorema de 
existência, a restrição sobre T1 garantia a existência de pont<Js fixos v e v para os operadores 
nas bolas 2c respectivamente. 
Então 
1 
v- v= w(t)W(t)(u0 - fio)- 2 Gr, (âx[(v + v)(v- v)]) 
Aplicando Proposições 3.1.1, 3.1.2, o Corolário 2.3.2 e a Proposição 3.1.6, obtemos 




:S c - fiolla•(R) + cTj l IIBx[(v + v)(v- llx,_,_, 
l-2"'! 
:S C ffuo- fiolla'(R) + cT~-,~T{90 lfv + vfix,, jjv- vflx,, 






:S c fluo- fiollw(R) + cT!2c (lluolla•(R) + lliiolla'(R)) llv- fllix,., 
:S c lluo- üolla'(R) + c7f2c2 ( 2llüolla,(R) + 1) 1\v- fllix,_,. 
(3.4.2) 
Sabemos, da demonstração do Teorema 3.2.2 que u := vlr-r,r,J E X,,.,[-Ti, Ti] é a 1Ínica 
solução do P.L em [-T~, Ti] com dado inicial ü0 . Como u também é solução em [-T" Ti] do 
P.L com dado inicial ü0 , então 
(3.4.3) 
Se Co é a constante da imersão X,,,<-+ Cb(JR,; H'(fi/1.)), então 
(3.4.4) 
Agora, se V1 é uma vizinhança de u(TJ) em H'(fi/1.) com raio igual a 1, então se 
u(T1) E Ví, temos também 4c"Tf(ljü(T,)II, + 1) :": 1. Repetindo o procedimento anterior 
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obtemos uma solcllçã,o il1 E do problema integral em [-Ti, Ti] com dado inicial 
u(T;) e aplicando a Proposição 3,3,1 a u, temos 
llnh+ ) -
por (3.4.4) 
De maneira análoga, se V_1 é uma vizinhança deu(-TJ) em H'(Ti't) com raio igual a 1, então 
se u(-Ti) E V_" obtemos uma solução com dado 
inicial ) tal que 
i!n(t- Tl)- u_,llx '-T To :::; c li no- iioiiH"~) 
"·'l'l 1' lj \1-"'-
Definimos uma função iiJ1 em [-2T1 , 2Ti] por 
- { iL1(Ti + t), setE [-2T1 , -TJ]; 
w1(t) = u(t), setE [-T1 , 11]; 
ii1(t- TJ), setE [T"2T,j, 
Pelo Lema 3Al, se iiJ1 E X,,7 [-2Tj, 2T,] podemos provar que iiJ1 é solução do PL em 
[-2T1 , 2T1] com dado inicial iio, Se escolhemos 
Ti=min{T,(4c" max l[u(t)ll +1)-~} e V={il0 EV0/ii(T1)EV,IIii(-Ti)EV_1} 
tE[-T,T] 8 
onde ué solução correspondente em [-Ti, T1] do PI com dado inicial ii0 , De (3.4,2) temos 
que a aplicação 
iio-+ ü(Tl) 
é contínua, logo V é uma vizinhança de ü0 com a propriedade de que se ü0 E V, então existe 
uma única solução w1 E X,,o[-2T" 2Tl] do PIem [-2Ti, 2Tl] com dado inicial ü0 e pelo 
Lema 3Al 
llu- wdlx,,,[-2h2Tl] < c(lju- ii_JX,,0 [-T1 ,T,] + llu- iillx,,,[-T,T1 j +!lu- ii,llx,,o[-T1 ,T,j) 
:S: c lluo- iioi!H'(R) (3,4,6) 
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Para obter a desigualdade anterior usamos o fato de que: em geral se -v E ~Ys,1 [a, b} com a < b 
então llv(t + c)llx,,o[a-c,b-c] = llullx,,crc,b'· Como o tamanho de depende unicamente de 
c, T e llnllx,,,[a,bf aplicamos o argumento anterior um número finito de vezes e obtemos uma 
vizinhança V de u0 em H'(R) e de uma constante c, que depende de Te li nllc,(i-T,TirH'(R)), 
tal que se ü0 E , o PI tem uma {mica solução ü E X,,-A ~ T, T] em ! ~T, T] com dado inicial 
u0 e 
Assim, se üo E como ü E Xs,'Y[-T, TL então procedendo como anteriormente, existe uma 
vizinhança V de em H' v c tal que se f4, E V então o PI com dado inicial u0 
tem solução única u E X,,,[~T, T] e 
li - -l' < '1- - I' u- u !Xs.-r[-T,T] -C I Uo- Uo IH 5 • 
Isto prova a continuidade da aplicação do ponto de vista ü0 E V. 111 
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