Abstract-The desire to edit scanned text document forces the researchers to think about the optical character recognition (OCR). OCR is the process of recognizing a segmented part of the scanned image as a character. OCR process consists of three major sub processes -pre processing, segmentation and then recognition. Out of these three, the segmentation process is the most important phase of the overall OCR process. It is the most significant process because if the output of segmentation phase is incorrect then we can not expect the correct results; it is just like garbage in and garbage out. But on the same time, segmentation is complex too. If the document is handwritten then the situation becomes more cumbersome, because in that case only few points are there which can be used to make segmentation. In this paper, we formulate an algorithm to segment the scanned document image as a character. As per our earlier published work, the information about the lines and words within each line is written in a data file. According to proposed algorithm, one part is extracted from the word present in the line. This extracted part is checked whether it has some meaningful symbol (as per Gurumukhi script). If it has then the extracted part is marked and written in the file, otherwise the extracted part is readjusted to find the symbol. For classification, we have used hybrid approach which consists of water reservoir and feature extraction approach. This concept was implemented and got good reasonable results.
INTRODUCTION
The subject of optical character recognition has received considerable attention in recent years. In case of character, computer aided character extraction and classification, is held back by both the scope of useful solution and the computational power of the time. For the past 35 years, the research community shows huge interest in language recognition problem. The subject has attracted immense research interest not only because of the challenging nature of the problem, but also because it provides a commercial angle to the final end product, that is, the final product can be used for automatic processing of large volumes of data such as postal codes, automatic cheque amount reading in banking environments and for office automation. The basic problem is to assign the digitized character into its symbolic class. Written language recognition is the task of transforming language represented in its spatial form of graphical marks into its symbolic representation. After capturing the text image, it is passed through various phases. One can name them as pre processing, segmentation, and [2] there are three pure strategies for segmentation, and plus numerous hybrid approaches that are weighted combination of these The Classical Approach, Recognition Based Segmentation, and Holistic Methods. In Classical approach, the segmentations points are identified based upon characterlike properties. This method is also called as dissection method. In Recognition Based Segmentation, the system searches the image for components that match classes in alphabet. As per Holistic Methods, the system seeks to recognize words as a whole, thus avoiding the need to segment into characters.
These three strategies are shown to occupy orthogonal axes. Hybrid methods can be represented as weighted combinations of these lying at points in the intervening space. 
II. GURUMUKHI SCRIPT AND ITS CHARACTERISTICS
Our work is related with the segmentation of handwritten The upper and lower zones may contain parts of vowel modifiers and diacritical markers. 
III. PRE REQUISITE PROCESSING
The quality of scanned image depends upon the scanner type too and it plays an important role in segmentation. We are using higher end scanner for the scanning purposes. In the file, the image consists of the shapes / symbols of handwritten characters in Gurumukhi script. Between any two lines and any two words there is a definite gap of minimum width. A line is supposed to have different words and the words are made up of one or more characters. As per processing requirements, only two types of information is sufficient, which is either zero or one. But the image file is in grey scale. So first of all it is important to convert image file information to zero or one. The simplest and commonly accepted criterion is that, first the average of intensities of all the pixels present in the document image file is calculated. Then the intensity of each pixel is set as per the following rule:
If pixel intensity is less than Average intensity then set pixel intensity = 0 else set pixel intensity = 1 The lines consisting of words are generally straight in nature. If there is any skew then present work may not work properly.
IV. HYBRID CHARACTER SEGMENTATION ALGORITHM
The whole image is considered as a large window. This can be achieved by the trapping the values while reading the BMP file. This information is always available itself in the BMP file and is independent of any language used to process the BMP file. From this large window, next is to find a window (smaller than the earlier found larger window) consisting of a line. This is done by finding minimum and maximum of X coordinates and minimum and maximum of Y coordinates for two no pixel zones. No pixel zone is the zone having no pixels. The Lines and words have been detected by flexible windowing, [4] & [5] . The work related with The Classifier Module [6] , called in the above algorithm, is already published. So it would not be appropriate to discuss the whole concept again. Results obtained are summarized in the following table. 
V. CONCLUSION
The approach developed consists of two parts -first is to get segmented area (say) SA, second is to check whether SA has meaningful symbol or not. The role of Classifier Module comes to picture in second part. Classifier Module returns True if SA has something meaningful (as per classification scheme) or otherwise returns False. On True, the area SA is marked and is written in the Data file. On False, the area in SA is readjusted. Here, to some extent, a recognition based approach is used but exactly recognition is not done. Further it is to be clarified that, to get correct recognition is not the motive of the present work but it is used to confirm segmentation as per the classes and indirectly correct segmentation. It is a reverse approach to ensure correct segmentation.
There was some wrong segmentation for characters too. Certain Gurumukhi characters are combined in nature as shown in the following figure. The present work results it as a segmentation of one character, but ideally it should be segmented as two characters -one character as between the lines 2 and 4 and the other as between the lines 4 and 5. The shape of some of Gurumukhi characters (few in numbers) plays an important role. But overall the concept is working,. We can conclude that it was good for the character segmentation.
