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Orientations on the moduli stack of compactly
supported perfect complexes over a non-compact
Calabi–Yau 4-fold
Arkadij Bojko∗
Abstract
We consider a Calabi–Yau 4-fold (X,ω), where X is quasi-projective and ω is a
nowhere vanishing section of its canonical bundle KX . The (derived) moduli stack of
compactly supported perfect complexes MX is −2-shifted symplectic and thus has an
orientation bundle Oω →MX in the sense of Borisov–Joyce [8] necessary for defining
Donaldson–Thomas type invariants of X. For any smooth projective compactification
X¯, such that D = X¯\X is strictly normal crossing, we define orientation bundles
on the stack MX¯ ×MD MX¯ and express these as pullbacks of Z2-bundles in gauge
theory, constructed using positive Dirac operators on the double of X. As a result,
we relate the orientation bundle Oω → MX to a gauge-theoretic orientation on the
classifying space of compactly supported K-theory. Using orientability of the latter, we
obtain orientability of MX . We also define an orientation bundle on the moduli stack
MY of perfect complexes of a projective spin manifold Y , and prove it is trivializable.
Identification of orientation bundles onMX ,MX¯×MDMX¯ andMY with pullbacks of
Z2-bundles on K-theoretic spaces allows us to consider the compatibility of orientations
under direct sums.
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1 Introduction
Donaldson-Thomas type theory for Calabi–Yau 4-folds has been developed by Borisov–Joyce
[8], Cao–Leung [17] and Oh–Thomas [65] . The construction relies on having Serre duality
Ext2(E•, E•) ∼= Ext2(E•, E•)∗ .
for a perfect complex E•. This gives a real structure on Ext2(E•, E•), and one can take
its real subspace Ext2(E•, E•)R. Borisov–Joyce [8, Definition 3.25] define orientations as a
square root of the natural isomorphism
det(LX)2 ∼= OX
for any −2-shifted symplectic derived scheme X. On moduli stacks of sheaves, this is equiv-
alent to the orientation of Ext2(E•, E•)R or in the language of [65] to a choice of a class of
positive isotropic subspaces.
For the Borisov–Joyce class or Oh–Thomas class to be defined in singular homology, re-
spectively Chow homology, one needs to show that these choices can be made continuously.
This was proved for compact Calabi–Yau 4-folds in Cao–Gross–Joyce [11]. However, many
conjectural formulas have been written down e.g. in the works of Cao–Kool [12], [13] and
[14], Cao–Kool–Monavari [15], [16], Cao–Maulik–Toda [18], [19] and Cao–Toda [20], [21] for
DT4 invariants of non-compact Calabi–Yau 4-folds, where additionally the moduli spaces can
be non-compact and one has to use localization (see Oh–Thomas [65, §6] and Cao–Leung
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[17, §8]). The construction of virtual structure sheaves of Oh–Thomas [65] for non-compact
Calabi-Yau 4-folds and its localization also depends on existence of global orientation. More-
over, in string theory the DT4-invariants over Hilbert (respectively Quot) schemes of points
were studied by Nekrasov [61] and Nekrasov–Piazzalunga [62]. There they are interpreted as
certain contour integrals computing residues labeled by solid partitions or equivalently fixed
points of the (C∗)4 action on Hilbn(C4). The dependence on signs (orientations) is explained
in [62, §2.4.2].
The main goal of this work is to justify these results geometrically by proving orientability
of the moduli stackMX of compactly supported perfect complexes for any quasi-projective
Calabi–Yau 4-fold which we achieve as discussed below. Of particular importance are gen-
eral toric Calabi–Yau 4-folds and due to work of Nekrasov and his collaborators especially
C4 which was considered from a mathematical point of view in Cao–Kool [12] and Cao–
Kool–Monavari [15]. We also prove orientability of moduli spaces of stable pairs and of
Hilbert schemes. A Calabi–Yau n-fold (X,ω) here is a smooth quasi-projective variety X
of dimension n over C, such that ω is a nowhere vanishing (algebraic) section of its canon-
ical bundle KX . Some orientation results for special cases have been already obtained by
Cao–Kool–Monavari in [16, §4.2].
An important feature of our general results is that we are able to express our orientation
on MX in terms of differential geometric ones. This allows us to consider compatibility of
choices of trivializations of the orientation bundle Oω → MX under direct sums, which is
related to constructing vertex algebras and Lie algebras on the homology ofMX as done by
Joyce in [43] and used for expressing wall-crossing formulae by Gross–Joyce–Tanaka in [36].
In §2 we introduce briefly the language of derived algebraic geometry and recall the
results of Pantev–Toe¨n–Vaquie´–Vezzosi [66] and Brav–Dyckerhoff [10] about existence of
shifted symplectic structures. For any smooth (quasi-)projective variety X, we introduce
twisted virtual canonical bundles ΛL for any coherent sheaf L on the moduli stack of (com-
pactly supported) perfect complexes MX . If (X,Θ) is a spin manifold as in Definition 2.9,
then the virtual canonical bundle is defined by KMX = ΛΘ, where Θ is the corresponding
theta characteristic. In Definition 2.10, we define the orientation bundle OS → MX over
the moduli stack of perfect complexes on a projective spin 4-fold X and prove that it is
trivializable:
Theorem 1.1 (see Theorem 2.13). Let (X,Θ) be smooth, projective and spin of complex
dimension 4, and
OS →MX (1.1)
the orientation bundle from Definition 2.10. Let ΓX : (MX)
top → CX be as in Definition 2.12
and apply the topological realization functor (−)top from Blanc [7, Definition 3.1] to 1.1 to
obtain a Z2-bundle
(OS)top → (MX)top .
There is a canonical isomorphism of Z2-bundles
(OS)top ∼= Γ∗X(O
/D+
C ) ,
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where O
/D+
C → CX is the Z2-bundle from Joyce–Tanaka–Upmeier [46, Definition 2.22] applied
to the positive Dirac operator /D+ : S+ → S− as in Cao–Gross–Joyce [11, Theorem 1.11]. In
particular, OS →MX is trivializable.
We describe examples where this can be used to construct orientations on non-compact
Calabi–Yau 4-folds using Corollary 2.15. These include
a) C4.
b) Tot(KV → V ) for every smooth projective variety V , where KV is the canonical line
bundle and dimC(V ) = 3.
c) Tot(L1 ⊕ L2 → S) for any smooth projective surface S, where L1, L2 are line bundles
such that L1 ⊗ L2 ∼= KS.
d) Tot(E → C) for any smooth projective curve C, where E is a rank 3 vector bundle,
such that Λ3E = KC .
This is a simple generalization of the work of Cao–Gross–Joyce [11], and we mention it
here as one sometimes asks, whether a non-compact Calabi–Yau 4-fold is embeddable in a
compact Calabi–Yau 4-fold. This shows that at least for the sake of orientations, one could
ask instead about embeddings into projective spin 4-folds.
Instead of trying to answer the question of existence of “spin compactifications” of Calabi–
Yau 4-folds, we define in Proposition/Definition 2.20 for any non-compact Calabi–Yau 4-fold
X and its smooth projective compactification X¯ the moduli stackMX¯×MDNCMX¯ of perfect
complexes identified at the divisor DNC = X¯\X which we require to be strictly normal
crossing. We define an orientation bundle Oϑ./ →MX¯ ×MDNC MX¯ depending on extension
data ./, which contains the information about a choice of order ord of the smooth irreducible
divisors in DNC =
⋃N
i=1 Di. Under the inclusion into the first component
ζ :MX →MX¯ ×MDNC MX¯
the bundle Oϑ./ pulls back to Oω →MX . This construction mimics the excision techniques
from gauge theory as in Donaldson–Kronheimer [24] and Upmeier [85] and is more natural.
The analog in topology would be considering vector bundles E,F → X+ identified on +,
where (X+,+) is the one point compactification of X by the point +. This is known to
generate K0cs (X) which is the natural topological analog of compactly supported perfect
complexes on X. We collect here the orientability results stated in §2 (see Theorem 2.23
and Theorem 2.26):
Theorem 1.2. Let (X,ω) be a smooth Calabi–Yau 4-fold and X¯ its smooth projective com-
pactification by a strictly normal crossing divisor DNC. Choose ord and the extension data
./ as in Proposition/Definition 2.20, then the Z2-bundle
Oϑ./ →MX¯ ×MDNC MX¯
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is trivializable. Let CDNC , CX¯ be the topological space of maps from Definition 2.12. Let
DCO → CX¯ ×CDNC CX¯ be the trivializable Z2-bundle from (4.14) defined in Definition 4.12. If
Γ : (MX¯ ×MDNC MX¯)top → CX¯ ×CDNC CX¯
is the map from Definition 2.22, then there exists a canonical isomorphism
I./ : Γ∗(DCO) ∼= (Oϑ./)top .
Theorem 1.3. Let (X,ω) be a Calabi–Yau 4-fold, then the Z2-bundle
Oω →MX (1.2)
from Definition 2.8 is trivializable.
Moreover, fix a smooth projective compactification X¯, such that DNC = X¯\X is a
strictly normal crossing divisor, and choose ord as in Definition/Proposition 2.20 on X¯.
Let (Oω)top → (MX)top be the Z2-bundle obtained by applying the topological realization
functor (−)top to (1.2), then for the above choices there is a canonical isomorphism
IordX¯ : (Γ
cs
X )
∗(Ocs ) ∼= (Oω)top ,
where Ocs → CcsX is the Z2-bundle from Definition 2.24 and CcsX = MapC0
(
(X+,+), (BU ×
Z, 0)
)
is the topological space classifying K0cs (X) and Γ
cs : (MX)top → CcsX from Definition
2.24.
We argue in Remark 2.27, that with some extra care, the isomorphism Iord
X¯
can be shown
to be independent of X¯ and ord. Moreover, many examples have natural choices of X¯ with
DNC = D1 for a single smooth divisor at infinity D1 as discussed in Remark 2.28. As an
immediate consequence of Theorem 1.2, we obtain the orientability of Hilbert schemes and
moduli spaces of stable pairs as shown in Theorem 2.30 by extending each ideal sheaf or
stable pair by a structure sheaf on DNC.
In §3, we recall some background from Cao–Gross–Joyce [11] and their orientability re-
sult [11, Theorem 1.11]. We then develop some technical tools for transport along complex
determinant line bundles of complex pseudo-differential operators generalizing the work of
Upmeier [85]. We require such generalizations, because in allowing X¯ to be any compactifi-
cation of X, we lose the ability to work with real structures and real line bundles, as there
is no analog for the real Dirac operator /D+ on X¯. We can still do excisions natural up to
contractible choices of isotopies and use these to restrict everything back into X where the
operator /D+ exists.
In §4.1 we construct the doubled spin manifold Y˜ from X and its moduli space (topo-
logical stack) BY˜ ,T˜ of connections on pairs of principal bundle P,Q → Y˜ identified on T˜ .
This space has a product orientation as defined in Definition 4.2, which corresponds to the
product of the orientation Z2-torsors at each pair of connections. The resulting orientation
bundle is denoted DO(Y˜ ) and its pullback to pairs of vector bundles on X¯ identified on DNC
is denoted by DO.
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The bundles DO and O
ϑ./ restricted to holomorphic vector bundles generated by global
sections are related in §4.5 as strong H-principal Z2-bundles (see Definition 3.8) by con-
structing isotopies (natural up to contractible choices) between the real structures used to
obtain them. This tells us that Oϑ./ is trivializable and allows us to express compatibil-
ity under direct sums in §5. As the theory developed for identifying the Z2-bundles relies
on constructing natural isotopies of algebraic and gauge theoretic isomorphisms of complex
determinant line bundles, and this part of it works in great generality in any dimension,
the author hopes to use it to construct orientation data as in Joyce–Upmeier [47] for any
non-compact Calabi–Yau 3-fold.
Finally, in §5, we discuss the relations of orientations under direct sums in K-theory. For
given extension data ./, we obtain the result in Proposition 5.3, which expresses choices of
trivialization of Oϑ./ →MX¯ ×MDNC MX¯ in terms of orientations on the K-theoretic space
CX¯ ×CDNC CX¯ with the property pi0(CX¯ ×CDNC CX¯) = K0(X¯
⋃
DNC
X¯). The signs comparing
the orientations are more complicated, but restrict to the expected result under the inclusion
ζ :MX →MX¯ ×MDNC MX¯ and κcs : CcsX → CX¯ ×CDNC CX¯ :
Theorem 1.4 (see Theorem 5.4). Let Ccsα denote the connected component of
CcsX = MapC0
(
(X+,+), (BU × Z, 0))
corresponding to α ∈ K0cs(X) . Let Ocs → CcsX be the Z2-bundle from Definition 2.24 and
Remark 2.25, and Ocsα = O
cs |Ccsα . Let µBU×Z : (BU × Z) × (BU × Z) → BU × Z be the
natural multiplication map and µcs : CcsX × CcsX → CcsX the map induced by composition
with µBU×Z. Consider also the map µMX :MX ×MX →MX given by addition of perfect
complexes ([E], [F ]) 7→ [E ⊕ F ]. There are natural isomorphism of Z2-bundles:
τ cs : Ocs Z2 Ocs → µ∗cs (Ocs ) and φω : Oω Z2 Oω → µ∗MX (Oω) .
Let τ csα,β = τ
cs |Ccsα ×Ccsβ . Then the following is true for all α, β ∈ K0cs (X):
τ csβ,α = (−1)χ¯(α,α)χ¯(β,β)+χ¯(α,β)τ csα,β ,
where χ¯ : K0cs (X) × K0cs (X) → Z is the compactly supported Euler form. Moreover, if
orientations ocsα : Z2 → Ocsα are chosen, for all α ∈ K0cs (X), then there are α,β ∈ {−1, 1},
defined by
τ csα,β(o
cs
α Z2 ocsβ ) = α,β µ∗cs (ocsα+β) ,
such that they satisfy
β,α = (−1)χ¯(α,α)χ¯(β,β)+χ¯(α,β)α,β .
Let (MX)α be the open and closed substack of MX of perfect complexes E representing a
compactly supported K-theory class α ∈ K0cs (X), such that (MX)topα = (Γcs )−1(Ccsα ). Let
(Oωα)
top = (Oω)top|(MX)topα ,
oωα = I
ord
X¯
(
(Γcs )∗(ocsα )
)
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orientations of (Oωα)
top given using Iord
X¯
from Theorem 1.3, then these satisfy
(φωα,β)
top(oωα Z2 oωβ) = α,β µ∗MX (o
ω
α+β) ,
where (φωα,β)
top = (φω)top|(MX)topα ×(MX)topβ .
Using this, we formulate a version of [46, Theorem 2.27] for the compactly supported
orientation group ΩcsX adapted to the compactly supported case. Finally we discuss two
natural examples C4 and local P1 for which it is easy to choose orientations compatible
under direct sums (see Proposition 5.6 and Example 5.7).
As a result, we obtain that for all three stacks MY , MX¯ ×MDNC MX¯ and MX for
(Y,Θ) projective spin 4-fold, (X,ω) a non-compact Calabi–Yau 4-fold and X¯ a smooth
compactification of X, one can construct Joyce’s vertex algebras on their homology as in
[43]. For MX the signs α,β from Theorem 1.4 are used in constructing the vertex algebra,
which could be used to express wall-crossing formulas for (localized) DT4 invariants using
the framework of Gross–Joyce–Tanaka [36].
Acknowledgments
The author wishes to express his gratitude to Dominic Joyce for his supervision and many
helpful suggestions and ideas.
We are indebted to Markus Upmeier for patient explanation of his work. We also thank
Chris Brav, Yalong Cao, Simon Donaldson, Mathieu Florence, Michel van Garrel, Jacob
Gross, Maxim Konsevich, Martijn Kool, Edwin Kutas, Alexei Latyntsev, Davesh Maulik,
Sven Meinhardt, Hector Papoulias, Artan Sheshmani, Yuuji Tanaka, Richard Thomas,
Bertrand Toe¨n and Andrzej Weber.
The author was supported by a Clarendon Fund Scholarship at the University of Oxford.
Notation
If E → X is a complex vector bundle, we denote det(E) = ΛdimCE its complex determinant
line bundle. We write det∗(E) to denote its dual. If E is real we write detR(E) = ΛdimRE.
If L1, L2 → Y are two line bundles we will use the notation L1L2 = L1 ⊗ L2.
If P : H0 → H1 is an operator between Hilbert spaces, we write P ∗ to denote its adjoint.
If D ⊂ X is a divisor, we write E(D) = E ⊗OX OD.
If s : V → W is a map of vector bundles V,W → X and Q → X another vector bundle,
then we will write
s = s⊗ idQ : V ⊗Q→ W ⊗Q .
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2 Orientation on non-compact Calabi–Yau 4-folds
In this section, we review the definition of orientation on the moduli stack of perfect com-
plexes of a Calabi–Yau 4-fold which uses the existence of −2-shifted symplectic structure as
defined by Pantev–Toe¨n–Vaquie´–Vezzosi in [66]. We introduce some new notions of orien-
tation in more general cases which we use together with compactification of non-compact
Calabi–Yau 4-folds to prove that the moduli stack of compactly supported perfect complexes
is orientable.
2.1 Moduli stacks of perfect complexes and shifted symplectic
structures
Here we recall the construction of moduli stacks of perfect complexes that we will be working
with and the shifted symplectic structures on them.
Let X be a smooth algebraic variety. Its category DbCoh(X) of complexes of sheaves
with coherent cohomologies does not have a moduli stack of its objects in the setting of
standard algebraic stacks. Instead, one needs to rely on the methods provided by the theory
of higher stacks and derived stacks. For a thorough discussion of these two terms, one can
look at Toe¨n and Vezzosi [84], [81] and [83] in the setting of model categories (see Hovey
[42] and Hirschhorn [40] ) and and Lurie [55] in the setting of∞-categories (see Lurie [57] or
[56]). Both higher stacks and derived stacks over C form the infinity categories HStaC and
DStaC. There exists an inclusion∞-functor i : HStaC → DStaC and its adjoint truncation
∞-functor t0 : DStaC → HStaC, which relate the two categories. Note that the C points of
the stacks are left invariant under these functors.
Let T be a dg-category (for background on dg-categories see Keller [49] and Toe¨n [80]).
Toe¨n [80] introduces homotopy theory of dg-categories which is then used in Toe¨n and Vaquie´
[82] to define for T its associated moduli stack as a derived stackMT which classifies the
pseudo-perfect dg-modules of T op. This defines a functor from the homotopy category of
dg-categories to the homotopy category of derived stacks:
M(−) : Ho(dg - Cat)op → Ho(DSta) .
One can compose this with the truncation functor
t0 : Ho(DSta)→ Ho(HSta)
mapping to the homotopy category of higher (infinity) stacks. We denote the composition
by M(−) = t0 ◦M(−) .
Definition 2.1. Let X be quasi-projective variety over C, then we use the notationMX ,
MX forMLpe(X), respectively MLpe(X), where Lpe(X) is the dg-category of perfect com-
plexes on X. When X is smooth and projective, it is shown by Toe¨n–Vaquie´ in [82, Corollary
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3.29] thatMX is a locally geometric derived stack which is locally of finite type. A locally
geometric derived stack corresponds to a union of open geometric sub-stacks, and thus it
has a well defined cotangent complex LMX in the dg-category of perfect modules onMX
denoted by Lpe(MX).
For X smooth and projective, bothMX andMX can be expressed as mapping stacks in
the homotopy categories of the ∞-categories DStaC and HStaC. Let PerfC be the derived
stack of perfect dg-modules/complexes over C as defined in [81, Definition 1.3.7.5] when
applied to complexes of vector spaces over C as the chosen homotopy algebraic geometric
context. Taking its truncation PerfC = t0(PerfC), we have
MX = Map(X,PerfC) MX = Map(X,PerfC) . (2.1)
Definition 2.2. If X is just a quasi-projective variety that is not smooth or is not projective,
then we will denote the mapping stacks using a superscript:
MX = Map(X,PerfC) MX = Map(X,PerfC) . (2.2)
Remark 2.3. One can show that if X is not smooth, then MX will not be equal to MX
in general, as the former can classify objects of QCoh(X) which are not perfect. When X
is a quasi-projective smooth variety over C, then Lpe(X) is still a finite type dg-category,
but its associated moduli stackMX behaves differently. Instead of classifying all objects in
Lpe(X) it only classifies perfect complexes with proper support which form the subcategory
of left proper objects.
From the construction of the moduli spaceMX , it follows that there exists a universal
functor
F : Lpe(X)→ Lpe(MX) . (2.3)
As Lpe(X) is smooth and Lpe(MX) is rigid, Brav–Dyckerhoff [10, Corollary 2.6] construct
an object EX in Lpe(X)⊗ Lpe(MX), which can be viewed as an object in Lpe(X ×MX).
If X itself is proper, we can use the description ofMX as a mapping stack to construct
a universal complex on X ×MX : If
u : X ×MX → PerfC (2.4)
is the canonical morphisms forMX as a mapping stack, and U0 is the universal com-
plex on PerfC used by Pantev–Toe¨n–Vaquie´–Vezzosi in [66], then one defines the universal
complex
UX = u∗(U0)
on X ×MX . It can be shown that the universal complex corresponds to the dual of EX :
UX ∼= E∨X .
9
This follows because the universal functor from (2.3) can be expressed as either
F 7→ piMX ∗(pi∗X(F )⊗ E∨C)
or as
F 7→ piMX ∗(pi∗X(F )⊗ UX) .
When X is quasi-projective and not necessarily proper, we will also use the notation
UX = E∨X . (2.5)
Let Π1,2,Π1,3 : X ×MX ×MX → X ×MX be the projections to the first and second,
resp. third component, and L a coherent sheaf on X, then one can construct the following
perfect complex onMX ×MX :
ExtL = HomMX×MX (Π∗1,2UX ,Π∗1,3UX ⊗ pi∗1L) . (2.6)
We used the notation from Brav–Dyckerhoff [10] or Gaitsgory–Rozenblyum [33], which we
refer to for further background regarding questions of duality in the derived setting. One
should think of HomMX×MX (−,−) as first taking the derived Hom on perfect complexes
and then pushing forward under the projection piX : X ×MX ×MX →MX ×MX . This
is possible as UX has proper support in the X factor.
Let σ :MX ×MX →MX ×MX be the map interchanging the factors. Applying [10,
Corollary 2.5] to the the definition of ExtL in (2.6), one obtains the isomorphism
ExtL ∼= σ∗(Ext∨(KX⊗L∨))[−4] . (2.7)
This is the global Serre isomorphism which for every pair of complexes with proper support
([E], [F ]) corresponding to a point inMX ×MX is given as follows:
Exti(E,F ⊗ L) ∼= Ext4−i(F • ⊗ L,E• ⊗KX)∗
∼= Ext4−i(F •, E• ⊗KX ⊗ L∨)∗ .
All operations are always assumed to be derived. We now define a new family of complexes
and line bundles onMX depending on a choice of a coherent sheaf on X:
Definition 2.4. Let X be smooth and quasi-projective and L coherent sheaf X, then we
define
PL = ∆
∗
MXExtL , (2.8)
where ∆MX :MX →MX ×MX is the diagonal morphism. In [70], Schu¨rg–Toe¨n–Vezzosi
construct a perfect determinant map
det : PerfC → Pic .
For a perfect complex C on a derived stack S corresponding to a map u : S → Perf, we
denote by det(C) the line bundle corresponding to the composition det ◦ u. As (2.8) is
perfect, we construct the L-twisted virtual canonical bundle ΛL = det(PL) .
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It follows from [10, Proposition 3.3] that the tangent complex ofMX can be expressed
as
T(MX) = POX [1] (2.9)
From the duality (2.7), we obtain the isomorphisms
θL : PL → P∨(KX⊗L∨)[−4] , (2.10)
iL : ΛL → Λ∗(KX⊗L∨) . (2.11)
We use the term Calabi–Yau manifold in the following sense.
Definition 2.5. A Calabi–Yau n-fold is a pair (X,ω), where X is a smooth quasi-projective
variety of dimension n over C and ω is a global non-vanishing algebraic section of the
canonical bundle KX of X. In this case, we use the notation KMX = ΛOX introduced in
[47, §3.2]. Then applying the above to L = OX , we obtain the isomorphisms
θω : T(MX)→ L(MX)[−2] , (2.12)
iω : KMX → K∗MX . (2.13)
Brav and Dyckerhoff prove in [10, Proposition 5.3] and [10, Theorem 5.5 (1)] that the iso-
morphism θω comes from a −2-shifted symplectic form Ω onMX .
This extra condition to have a −2-shifted symplectic stack (MX ,Ω) is necessary for
constructing Borisov–Joyce fundamental classes as in [8] and Oh–Thomas classes from [65].
2.2 Orientation bundles on moduli stacks of perfect complexes
In this subsection, we review the known results of orientation on compact Calabi–Yau 4-
folds, and we define new orientation bundles which we will use in later sections to prove the
orientability for the non-compact case.
There is a different but equivalent approach to constructing a Z2-bundle other than
taking a real line bundle (or a complex line bundle with a real structure) and its associated
orientation bundle.
Definition 2.6. Let L → X be a complex line bundle over some variety, stack or a topo-
logical space. Additionally, let us assume, that there is an isomorphism I : L → L∗. Then
consider the adjoint isomorphism J which is the composition of
L⊗ L idL⊗I−−−→ L⊗ L∗ → C ,
where the second isomorphism is the canonical one. Then one can define the square root
Z2-bundle associated with I denoted by OI . This bundle is given by the sheaf of its sections
(which we denote the same way):
OI(U) = {o : L|U ∼−→ CU : o⊗ o = J } .
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As this will be important for the proof of Theorem 2.23, we mention here how this
construction is related to the one using real structures.
Remark 2.7. Let I : L → L∗ be an isomorphism and 〈−,−〉 a metric on L. There is the
induced isomorphism µ′ : L → L¯ such that 〈−, µ′(l)〉 = I(l) for all l ∈ L. As an anti-linear
endomorphism, we take its second power (µ′)2 which is given by a multiplication by a strictly
positive real function s on X. In particular µ = µ
′√
s
is a well defined real structure on L. Let
Lµ denote the real line bundle of fixed points and or(Lµ) its associated orientation bundle,
then it is easy to see that or(Lµ) is canonically isomorphic to O
I . For a nice exposition of
orientations on O(n,C) bundles see Oh-Thomas [65].
We recall the definition of orientations on −2-shifted derived stacks (see Borisov–Joyce
[8, Definition 2.12]), which can now be applied also to non-compact Calabi–Yau 4-folds.
Definition 2.8. Let (S,Ω) be a −2-shifted symplectic derived stack. Let
θΩ : T(S)→ L(S)[−2]
be the isomorphism associated to the −2 shifted symplectic form. Taking the determinants
and inverting, one obtains the isomorphism
iΩ : det(LS)→ det(LS)∗.
The orientation bundle OΩ → S is the square root Z2 bundle associated to iΩ.
Let (X,ω) be a Calabi–Yau 4-fold as in Definition 2.5, then we have KMX = det(LMX ).
The isomorphisms θω and iω from (2.12) and (2.13) correspond to θΩ and iΩ respectively,
where (MX ,Ω) is the −2-shifted symplectic derived stack from Definitions 2.1 and 2.5. We
denote in this case the orientation bundle by Oω →MX .
From now now on we will restrict ourselves to working only in higher stacks HStaC. By
this we mean that we take truncations S = t0(S) everywhere and restrict bundles and their
isomorphism constructed on S to S by the canonical inclusion S ↪→ S.
When X is a compact Calabi–Yau 4-fold, Cao–Gross–Joyce [11, Theorem 1.15] prove that
Oω →MX is trivializable. One could generalize their result by replacing the requirement of
X being Calabi–Yau by a weaker one.
Definition 2.9. Let X be a smooth projective variety and KX its canonical divisor. A
divisor Θ, such that 2Θ = KX is called a theta characteristic. We say that (X,Θ) for a given
choice of a theta characteristic Θ is spin.
Using this, we construct orientation for the case when X is smooth projective and spin.
Definition 2.10. When X is spin and a choice of Θ is made, we will also use the notation
KMX = ΛΘ. Applying (2.11) to the case L = Θ, one obtains an isomorphism of line bundles
iΘ := iΘ : KMX → K∗MX .
We define the orientation Z2-bundle OΘ on MX as the associated Z2-bundle to the isomor-
phism iΘ.
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Remark 2.11. A choice of Θ is equivalent to a choice of spin structure on Xan (see Atiyah
[6, Proposition 3.2]).
Before we state the generalization of Cao–Gross–Joyce [11, Theorem 1.15] to projective
spin varieties, we recall some terminology used to formulate it.
Blanc [7] and Simpson [73], define the topological realization ∞-functor:
(−)top : HStaC → Top
as the simplically enriched left Kan extension of the functor (−)an : AffC → Top , which
maps every finite type affine scheme over C to its analytification.
Definition 2.12. Let Z be a projective variety over C. LetMZ , be the mapping stack from
(2.2). Let
uZ : Z ×MZ → PerfC
be the canonical map. Applying (−)top and using Blanc [7, §4.2], we obtain
(uZ)
top : Zan × (MZ)top → BU × Z ,
where BU = lim−→n→∞BU(n). This gives us
ΓZ : (M
Z)top → MapC0(Zan, BU × Z) ,
by the universal property of MapC0(−,−), where MapC0(−,−) denotes the mapping space
bifunctor in Top. For any topological space T we use the notation
CT = MapC0(T,BU × Z) .
Theorem 2.13. Let (X,Θ) be smooth, projective and spin (see Definition 2.9) of complex
dimension 4, and
OS →MX (2.14)
the orientation bundle from Definition 2.10. Let ΓX : (MX)
top → CX be as in Definition 2.12
and apply (−)top to 2.14 to obtain a Z2-bundle
(OS)top → (MX)top .
There is a canonical isomorphism of Z2-bundles
(OS)top ∼= Γ∗X(O
/D+
C ) ,
where O
/D+
C → CX is the Z2-bundle from Joyce–Tanaka–Upmeier [46, Definition 2.22] applied
to the positive Dirac operator /D+ : S+ → S− as in Cao–Gross–Joyce [11, Theorem 1.11]. In
particular, OS →MX is trivializable.
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Proof. This is a simple generalization of the proof of [11, Theorem 1.15] relying on the fact
that Theorem 3.5 requires Xan to be a spin manifold to trivialize the orientation bundle on
BX . We only discuss the corresponding real structure on the differential geometric side in
Definition 3.15 and leave the details to the reader.
Remark 2.14. Note that one can also state the equivalent of Cao–Gross–Joyce [11, Theorem
1.15 (c)], expressing the comparison of orientations under direct sums on MX in terms of
the comparison on CX .
For any smooth quasi-projective X and its smooth projective compactification i : X ↪→ X¯
there is an open embedding of higher stacks
ξ :MX ↪→MX¯
which for each perfect complex [E•] with compact support on X maps to [i∗(E•)]. The
result is a perfect complex by [79, Lemma 36.25.1]. This is inverse to the map induced by
the derived pullback by i. Suppose, that X is Calabi–Yau and that there exists X¯ smooth
with an open embedding X ↪→ X¯, where X¯ is spin. We say that X¯ is a spin compactification
of X. We now state the weaker result about orientability for non-compact Calabi-Yau 4-fold.
Corollary 2.15. Let X be a Calabi–Yau 4-fold, and let X¯ be a spin compactification of
X with a choice of Θ and an isomorphism φ : OX ∼−→ Θ|X , then there exists an induced
isomorphism of Z2 bundles on MX :
Oω ∼= ξ∗(OΘ) .
In particular MX is then orientable.
Proof. Let E be a perfect complex on X with a proper support, then the Z2 torsors at [E]
of both of the above Z2-bundles are given by
{oE : det
(
Ext•(E,E)
) ∼−→ C s.t. o∗E ◦ oE = iω|[E]}
where iω is the Serre duality, and we used the isomorphism E ⊗Θ ∼= E induced by φ. Thus
we have a natural identification of both Z2-bundles.
Remark 2.16. If X¯ is a spin compactification of X and X¯\X = DNC is a divisor. Let
D = ∪Ni=1Di be its decomposition into irreducible components. If we can write the canonical
divisor of X¯ as KX¯ =
∑N
i=1 aiDi, where ai ≡ 0(mod 2), then one can take
Θ =
N∑
i=1
ai
2
Di
as the square root. After choosing a meromorphic section ω¯
1
2 of Θ with poles and zeros on
DNC , one obtains an isomorphism φ : OX ∼−→ Θ|X . Then the condition of Corollary 2.15 is
satisfied.
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Example 2.17. The simplest example is C4. While its natural compactification P4 is not
spin, one can choose to compactify it as P1×P3 or (P1)×4 which are both spin, both of which
satisfy the property in Remark 2.16.
Example 2.18. Let S be a smooth projective variety 0 ≤ dimC(S) = k ≤ 4 and let E → S
be a vector bundle, s.t. det(E) = KS. Then X = Tot(E → S) is Calabi–Yau. Taking its
smooth compactification X¯ = P(E⊕OS) with the divisor at infinity D = P(E) ⊂ P(E⊕OS),
one can show that KX¯ = −(rk(E) + 1)D. If rk(E) ∈ 2Z+ 1, we see that we can choose Θ =
OX¯(− (rk(E)+1)2 D) which satisfies the property of Remark 2.16. In particular, if rk(E)+k = 4,
this is an example of Corollary 2.15, when rk(E) = 1, 3.
If X = Tot(L1 ⊕ L2 → S) for a smooth projective surface S and its line bundles L1, L2,
s.t. L1L2 = KS, then the spin compactification can be obtained as P(L1⊕OS)×SP(L2⊕OS) .
Example 2.19. Suppose we have a toric variety X (see Fulton [30], Cox [23]) given by a
fan in the lattice N = Rn. Suppose it is smooth and it contains the natural cone spanned
by (ei)
N
i=1. Define the hyperplanes
Hi = {(x1, . . . , xn) ∈ Rn :
n∑
i=1
xi = i} .
Then X is Calabi–Yau if and only if all the primitive vectors of rays of the fan lie in H1. A
simple generalization of this well known statement shows that X has a theta characteristic
if and only all the primitive vectors lie in Hodd =
⋃
i∈2Z+1Hi . In particular, starting from
a toric Calabi–Yau X, one can compactify X to a projective smooth toric variety X¯ by
adding divisors corresponding to primitive vectors. One can ask, whether there exists such
a compactification with all new primitive vectors lying in Hodd.
In general this is not the case. Consider the fan in R2 with the primitive vectors
(2,−1), (1, 0), (0, 1), (−1, 2), then this toric CY2 does not have a spin compactification. The
problem in even dimension comes from blowing up at points which always ends up violating
the spin condition.
To avoid having to answer the question of existence of spin-compactifications, we develop
a different general approach in the next section.
2.3 Orientation for a non-compact Calabi–Yau via algebraic exci-
sion principle
Let (X,ω) be a Calabi–Yau 4-fold over C, let X¯ be a smooth compactification of X with
the divisor DNC = X¯\X being strict normal crossing. Such a compactification exists by [39,
Main Theorem 1]. Then we will consider pairs of perfect complexes (E,F ) on X¯, such that
E|DNC ' F |DNC .
We will take the difference of the determinants det(Ext•(E,E)) and det(Ext•((F, F )) and
cancel the contributions which live purely on the divisor. One could think of this as some
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version of algebraic excision principle. Let us now make the described method more rigorous.
Let (X,ω), X¯ and DNC be as in the paragraph above, then we can write DNC as the
union
DNC =
N⋃
i=1
Di (2.15)
where each Di is a smooth divisor. We require ω to be algebraic, then there exists a unique
meromorphic section ω¯ of KX¯ , s.t. ω¯|X = X. The poles and zeroes of ω¯ express KX¯ uniquely
in the following form:
KX¯ =
N∑
i=1
aiDi , ai ∈ Z .
In particular, we may write for the canonical line bundle:
KX¯ =
N⊗
i=1
O(aiDi) =
N⊗
i=1
O(sgn(ai)Di)⊗|ai| . (2.16)
For a line bundle L and non-zero global section si of O(Di) one has the usual exact sequence
of coherent sheaves:
0 L L(Di) L(Di)⊗OX¯ ODi 0
·si
As all the operations used to define P•L in Definition 2.4 are derived, we obtain a distinguished
triangle
PL PL(Di) PL(Di)⊗OX¯ODi PL[1] .
[1]
(2.17)
Both MX¯ and MDi can be expressed as mapping stacks MapHstaC(X¯,PerfC) and
MapHstaC(Di,PerfC), respectively. Let incDi : Di → X¯ be the inclusion, then we denote
by ρDi :MX¯ →MDi the morphisms induced by the pullback (incDi)∗ : Lpe(X¯)→ Lpe(Di).
We will now show that
PL(Di)⊗OX¯ODi
∼= ρ∗Di(PL(Di)|Di ) , (2.18)
where we use the same notation for the complexes P on X¯ and D. To see this, one needs to
show that if U is the universal perfect complex on X¯ ×MX¯ and UDi on Di×MDi , then the
following identification holds:
U|Di×MX¯ = (idDi × ρDi)∗UDi .
This follows from the homotopy-commutativity of the following diagram:
X¯ ×MX¯ PerfC
Di ×MX¯ Di ×MDi ,
incDi×idMX¯
idDi×ρDi
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where both maps into PerfC are the natural ones. To see that it commutes, notice that both
compositions give the map ρDi :MX¯ →MDi when using the natural isomorphism
HomHo(HStaC)(Di ×MX¯ ,PerfC) ∼= HomHo(HStaC)(MX¯ ,MDi) .
Thus we have the following equivalences
PL′⊗OX¯ODi =Π2 ∗(U
∨ ⊗ U ⊗ Π∗1(L(Di)⊗OX¯ ODi))
∼=Π2 ∗
(
(incDi × idMX¯ )∗(U∨ ⊗ U ⊗ Π∗1L(Di))|Di×M
)
∼=Π2 ∗((idDi × ρDi)∗(U∨Di ⊗ UDi)⊗ Π∗1(L(Di)|Di))∼=ρ∗Di(PL(Di)|Di ) ,
where Πi denotes the projection to the i’th component in any product. We used in the
last step the isomorphism of exact functors Π2 ∗ ◦ (idDi × ρDi)∗ ∼= ρ∗Di ◦ Π2 ∗. After taking
determinants of (2.17) and using (2.18), we obtain the isomorphisms
ξ−(L(Di), Di, si) : ΛL(Di) → ΛL ⊗ ρ∗DiΛL(Di)|Di .
ξ+(L,Di, (si)
−1) : ΛL → ΛL ⊗
(
ρ∗DiΛL(Di)|Di) (2.19)
Let us introduce the following notation
MD =
N∏
i=1
MDi and ρ =
N∏
i=1
ρDi :MX¯ →MD .
We use the above to construct a new Z2-bundle on MX¯ ×ρ,MD,ρ MX¯ . We also define
ρDNC :MX¯ →MDNC , using that both stacks are mapping stacks and the inclusion incDNC :
DNC ↪→ X¯. We have the obvious map MDNC →MDi induced by the inclusion Di ↪→ DNC.
This induces
sp :MX¯ ×MDNC MX¯ →MX¯ ×MDMX¯ . (2.20)
We will often not distinguished between the two stacks, as the latter is introduced for a
purely technical reason.
Proposition/Definition 2.20. Let (X,ω) be a Calabi–Yau 4-fold, X¯ its smooth projective
compactification and DNC = X¯\X a strict normal crossing divisor, let ω¯ be the extension to
a meromorphic section of KX¯ of the holomorphic volume form ω of X. Let ord(DNC) denote
the decomposition of DNC into irreducible components as in (2.15), which also specifies their
order, such that there exist 0 ≤ N1 ≤ N2 ≤ N , such that ai = 0 for 0 < i ≤ N1, ai > 0 for
N1 < i ≤ N2 and ai < 0 for N2 < i ≤ N , where ai are the coefficients from (2.16). We will
assume that N1 = 0, as Di with i ≤ N1 will not contribute in the following construction.
Define Extension data as the following ordered collection of sections
./=
(
(si,k)i∈{1,...N2}
1≤k≤ai
, (tj,l)j∈{N2+1,...N}
1≤l≤−aj
)
, si,k : OX¯ → OX¯(Di) , tj,l : OX¯ → OX¯(Dj) .
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such that
∏
i∈{1,...N}
1≤k≤ai
si,k
∏
j∈{1,...,N}
1≤l≤−aj
(tj,l)
−1 = ω¯ and si,k, tj,k are meromorphic with zeros only
on Di, resp. Dj.
Consider the following complex line bundle on MX¯ ×ρ,MD,ρMX¯ :
LX¯,D = pi∗1ΛOX¯ ⊗ (pi∗2ΛOX¯ )∗ , (2.21)
where MX¯ pi1←− MX¯ ×MDMX¯ pi2−→ MX¯ are the natural projections For a choice of ord and
extension data ./, there exists a unique isomorphism
ϑ./ : LX¯,D → (LX¯,D)∗ , (2.22)
In particular, we define a Z2-bundle Oϑ./sp → MX¯ ×MD MX¯ as the square root bundle
associated to (2.22). We define the pullback Z2-bundle using (2.20):
Oϑ./ = sp∗(Oϑ./sp )→MX¯ ×MDNC MX¯ . (2.23)
Let ζ : MX → MX¯ ×MDNC MX¯ be the open embedding of higher stacks which at a C
point corresponding to a complex [E] is given by [E]→ (i∗(E), 0) , where i : X → X¯ is the
inclusion. Then there is a natural isomorphism
ζ∗(Oϑ./) ∼= Oω (2.24)
of Z2-bundles on MX .
Proof. The Serre duality isomorphism on X¯ gives us LX¯,D ∼= (pi∗1ΛKX¯ )∗ ⊗ pi∗2ΛKX¯ . Let us
discuss an iterative procedure relying on the choice of ./ that will yield an isomorphism
τ./ : (pi
∗
1ΛKX¯ )
∗ ⊗ pi∗2ΛKX¯ ∼= (pi∗1ΛOX¯ )∗ ⊗ pi∗2ΛOX¯ . (2.25)
Composing the two we will obtain ϑ./.
In the first step we consider three cases. If sgn(a1) = 0, then we skip to D2. If sgn(a1) > 0,
then we have
ξ−(KX¯ , D1, s1,1) : ΛKX¯
∼−→ ΛKX¯−D1 ⊗ ρ∗D1ΛKX¯ |D1 .
We get the isomorphism
(pi∗1ΛKX¯ )
∗ ⊗ pi∗2ΛKX¯ ∼= (pi∗1ΛKX¯−D1)∗ ⊗ pi∗2ΛKX¯−D1 ⊗ (pi∗1 ◦ ρ∗D1(ΛKX¯ |D1 ))∗ ⊗ pi∗2 ◦ ρ∗D1(ΛKX¯ |D1 )
∼= (pi∗1ΛKKX¯−D1)
∗ ⊗ pi∗2ΛKX¯−D1 ,
where for the second isomorphism, we use the commutativity of the diagram
MX¯ ×MDMX¯ MX¯
MX¯ MD1
pi1
pi2
ρD1
ρD1
.
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If sgn(a1) < 0, then using ξ
+(KX¯ , D1, tN+2+1,1) and similar arguments, we obtain
(pi∗1Λ
∗
KX¯
)⊗ pi∗2ΛKX¯ ∼= (pi∗ΛKX¯+D1)∗ ⊗ pi∗2ΛKX¯+D1 .
Repeating this, we reach in finitely many steps the required isomorphism τ./.
Consider a point [E] ∈ MX , then at the corresponding point ([E˜], 0) ∈ MX¯ ×MDMX¯ ,
the isomorphism ϑ./ is given by
det(Ext•(E,E)) ∼= det∗(Ext•(E,E ⊗KX¯)) ∼= det∗(Ext•(E,E)) ,
where we use that ΛL|[0] is trivial. The first isomorphism is Serre duality and the second
one is the composition of isomorphisms induced by E
si,k−−→ E(Di) and E(−Dj) tj,l−→ E. As
E is compactly supported in X, these isomorphisms compose into E
ω−→ E ⊗ KX¯ by the
assumption on ./. Therefore ϑ./|([E],0) coincides with iω|[E] and their associated Z2-bundles
are identified.
Remark 2.21. From the above proof, one can see that the isomorphism (2.22) depends on
ord. However, using Serre duality on Di, the adjunction formula KDi = (KX + Di)|Di and
canceling possible restrictions to intersections of the divisors, one is able to permute between
two different orders showing that the resulting isomorphism ϑ./ depends on ./ only up to
permutations of the divisors Di.
The important property of the Z2-bundle Oϑ./ is that it is going to allow us to use index
theoretic excision on the side of gauge theory to prove its triviality. In particular, one should
think of the pairs of quasi-isomorphism classes of perfect complexes ([E], [F ]) inMX¯×MDNC
MX¯ as similar objects to the relative pairs in [85, Definition 2.5] with identification given in
some neighborhood of the divisor D. In particular, the Z2-bundle Oϑ only cares about the
behavior of the complexes in X.
Definition 2.22. Recall that from Definition 2.12 we have the maps ΓX¯ : (MX¯)top → CX¯
and ΓDNC : (MDNC)top → CDNC , We define Γ as the composition
(MX¯ ×MDNC MX¯)top → (MX¯)top ×h(MDNC )top (MX¯)
top → CX¯ ×hCDNC CX¯ ' CX¯ ×CDNC CX¯ ,
(2.26)
The first map is induced by the homotopy commutative diagram obtained from applying
(−)top to the Cartesian diagram
MX¯ ×MDNC MX¯ MX¯
MX¯ MDNC
.
The second map uses homotopy commutativity of
(MX¯)top (MDNC)top (MX¯)top
CX¯ CDNC CX¯
ΓX¯ ΓDNC ΓX¯
.
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The final homotopy equivalence is the result of the map (incDNC)
an : (DNC)
an → X¯an being
a cofibration. The map CX¯ → CDNC is a fibration so the homotopy fiber-product is given by
the strict fiber-product up to homotopy equivalences.
We now state the theorem which follows from Proposition 4.22 and is the main tool in
proving orientability of MX .
Theorem 2.23. Let X be a smooth Calabi–Yau 4-fold, X¯ its smooth projective compactifi-
cation by a strictly normal crossing divisor DNC. Choose ord and the extension data ./ as
in Proposition/Definition 2.20, then the Z2-bundle
Oϑ./ →MX¯ ×MDNC MX¯ (2.27)
is trivializable. Let CDNC , CX¯ be the topological space of maps from Definition 2.12. Let
DCO → CX¯ ×CDNC CX¯ be the trivializable Z2-bundle from (4.14) defined in Definition 4.12. If
Γ : (MX¯ ×MDNC MX¯)top → CX¯ ×CDNC CX¯
is the map from Definition 2.22, then there exists a canonical isomorphism
I./ : Γ∗(DCO) ∼= (Oϑ./)top . (2.28)
We now reinterpret this result to apply it to the orientation bundle of interest Oω →MX .
Definition 2.24. let ζ : MX → MX¯ ×MDNC MX¯ be the open embedding of stacks from
Proposition/Definition 2.20. The map
Γ ◦ ζtop : (MX)top → CX¯ ×CDNC CX¯
factors through CX¯ ×CDNC {0} ↪→ CX¯ ×CDNC CX¯ , where
CX¯ ×CDNC {0} = MapC0
(
(X¯,DNC), (BU × Z, 0)
)
= MapC0
(
(X¯/DNC), [DNC]), (BU × Z, 0)
)
= MapC0
(
(X+,+), (BU × Z, 0)) ,
and X+ is the one point compactification by the point +. The space
CcsX = MapC0
(
(X+,+), (BU × Z, 0))
is the classifying space of compactly supported K-theory on X (see Spanier [75], Ranicki–Roe
[69, §2], May [59, Chapter 21]): pi0(CcsX ) := K0cs(X) . We can write Γ◦ζtop as the composition
of
(MX)top Γ
cs
X−−→ CcsX κ
cs−−→ CX¯ ×CDNC CX¯ . (2.29)
We define Ocs := (κcs )∗(DCO) .
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The next result follows immediately from Proposition/Definition 2.20 and Theorem 2.23.
Remark 2.25. From the definition of DCO in (4.14) and Lemma 4.4, one can show that O
cs
does not depend on the choice of compactification X¯ and any other choices made. This can
be seen as it only depends on the map GC
Y˜
◦ κcs , where GC
Y˜
from (4.16).
Theorem 2.26. Let (X,ω) be a Calabi–Yau 4-fold as in Definition 2.5, then the Z2-bundle
Oω →MX (2.30)
from Definition 2.8 is trivializable.
Moreover, fix a smooth projective compactification X¯, such that DNC = X¯\X is a
strictly normal crossing divisor, and choose ord as in Definition/Proposition 2.20 on X¯.
Let (Oω)top → (MX)top be the Z2-bundle obtained by applying (−)top to (2.30), then for the
above choices there is a canonical isomorphism
IordX¯ : (Γ
cs
X )
∗(Ocs ) ∼= (Oω)top ,
where ΓcsX : (MX)top → CcsX from (2.29).
Proof. One defines Iord
X¯
(./) as the restriction of (2.28) under ζtop:
IordX¯ (./) : (Γ
cs
X¯ )
∗(Ocs )
(2.29)∼= (ζtop)∗ ◦ Γ∗(DCO) ∼= (ζtop)∗ ◦ (Oϑ./)top
(2.24)∼= (Oω)top .
As both Oω and Ocs are independent of X¯ and ./. We obtain for a given ord a family
of isomorphism Iord
X¯
(./) : (ΓcsX )
∗(Ocs ) ∼= (Oω)top parameterized by the possible choices of ./.
Any two choices of si,k differ by C∗ (and same holds for tj,l). Therefore this set corresponds
to (C∗)
∑N
i |ai|−1 which is connected, therefore Iord
X¯
(./) is independent of ./ and we denote the
resulting isomorphism Iord
X¯
.
Remark 2.27. One should expect that the isomorphism Iord
X¯
does not depend on X¯ and
ord. This will not be proved here as using the methods developed in §3.7, §4.4 and §4.5 is
tedious. We only sketch the idea.
To show independence from ord, one should translate Remark 2.21 into pseudo-differential
operators by expressing the contributions on Di ∩ Dj as pseudo-differential operators sup-
ported in some neighborhood of Di ∩Dj and then use similar argument to §4.4 and §4.5. If
X¯1, X¯2 are two smooth compactification, one can construct
X˜
X¯1 X¯2 ,
q1
q2
where q1 and q2 are blow-ups and X˜ is a smooth compactification of X. Then one should
choose extension data ./i on X¯i and .˜/ on X˜ such that one can relate the Z2-torsors
Oϑ.˜/ |[q∗i (Ei),q∗i (Fi),φi] and Oϑ./i |[Ei,Fi,φ] ,
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where [Ei, Fi, φi] is a C point of MX¯i ×MDNC MX¯i , where Ei, Fi are vector bundles gen-
erated by global sections on X¯i. As one has the isomorphism of Z2-torsors DO|[Ei,Fi,φi] ∼=
DO|[q∗i (Ei),q∗i (Fi),q∗i (φi)], where DO is defined in (4.1), one can also relate the isomorphism of
these torsors constructed in the proof of Proposition 4.22.
Remark 2.28. Even without proving the claims of Remark 2.27, the result in Theorem 2.26
is often sufficient. E.g., suppose X is from Example 2.18. Here we do not need the condition
on rk(E) anymore. The natural compactification described there has a single irreducible
smooth divisor at infinity.
Let us discuss another straight-forward consequence of the framework used in Theorem
2.23. For (X,ω) a quasi-projective Calabi–Yau 4-fold, let M be the a moduli scheme of stable
pairs (see Cao–Maulik–Toda [19] and Cao–Kool–Monavari [16]) or ideal sheaves of proper
subvarieties. To make sense out of Serre duality, following the approach in Kool–Thomas
[51, §3], we choose a compactification X¯ as Theorem 2.23.
Definition 2.29. Let E → X × M be the universal perfect complex on M . Using the
inclusion incX : X → X¯ we obtain the pushforward universal sheaf E¯ → X¯ ×M . We have
the following isomorphism, where (−)0 denotes the traceless part:
iωM : det
(
HomM(E , E)0
) ∼= det(HomM(E¯ , E¯)0)
∼= det∗(HomM(E¯ , E¯ ⊗KX¯)0) ∼= det∗(HomM(E , E)0)
The orientation bundle OωM → M is defined as the square root Z2-bundle associated with
iωM .
Let M¯ be a moduli stack of stable pairs or ideals sheaves on X¯ with the projection piGm :
M¯ →M which is a [∗/Gm] principal bundle. We have an inclusion η : M¯ →MX¯×MDNCMX¯
given on points by mapping [E¯ ] 7→ ([E¯ ,OX¯ ]).
Theorem 2.30. Let (X,ω) be a quasi-projective Calabi–Yau 4-fold, let X¯, be its compacti-
fication as in Theorem 2.23. Let OωM → M be the orientation bundle from Definition 2.29
for M a moduli scheme of stable pairs or ideals sheaves of proper subschemes of X. There
is a canonical isomorphism of Z2-bundles
pi∗Gm(O
ω
M)
∼= η∗(Oϑ./) .
In particular, OωM →M is trivializable.
Proof. The universal perfect complex EM¯ on M¯ is given by (idX¯ × piGm)∗(E¯). We have the
isomorphism
det
(
HomM¯(EM¯, EM¯)0
) ∼= det(HomM¯(EM¯, EM¯))det∗(HomM¯(O,O))
∼= η∗(LX¯,D) ,
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such that the following two resulting isomorphism are identified:
det
(
HomM¯(EM¯, EM¯)0
) ∼= η∗(LX¯,D) η∗(ϑ./)∼= η∗(L∗¯X,D)
∼= det∗(HomM¯(EM¯, EM¯)0) ,
det
(
HomM¯(EM¯, EM¯)0
) pi∗Gm (iωM )∼= det∗(HomM¯(EM¯, EM¯)0) .
As a result, the Z2-bundles associated to these are canonically isomorphic and we apply
Theorem 2.23.
The reader interested in computations is welcome to skip the next two sections. We
discuss sign comparisons under direct sums of perfect complexes in §5.
3 Background and some new methods
3.1 Moduli space of connections
We review here some basic concepts from gauge theory. For the introduction to connections
and the classical treatment of their moduli spaces, see Donaldson and Kronheimer [24].
Let X be a smooth connected manifold of dimension n. Let pi : P → X be a principal
G bundle for a connected Lie group G with the Lie algebra g. Upon fixing a connection ∇0
on P , one obtains the identification of the set of all connections AP with the affine space
Γ∞
(
Λ1X
(
ad(P )
))
of ad(P ) valued one forms on X. The topology on AP is taken to be the
topology under this identification.
A gauge transformation γ on P is an element of Aut(P ) such that it preserves the fibers
and is equivariant with respect to the right G action. We denote the infinite dimensional Lie
group of gauge transformations (gauge group) by GP . One can define the action of the gauge
group GP on the space of connection AP as an action of an automorphism on a distribution.
This action will be continuous and as such gives a groupoid [GP ×AP ⇒ AP ] in the category
of topological spaces.
The next subsection recalls the notion of topological stacks, which were used by Joyce–
Tanaka–Upmeier [46] to define moduli spaces of connections.
3.2 Background on topological stacks
The definition of a topological stack follows at first the standard definition of stacks over
sites. It can be found together with all basic results in Noohi [63] and Metzler [60], the
homotopy theory of topological stacks is developed by Noohi in [64].
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Definition 3.1. Consider the standard topology on the category of topological spaces Top.
A topological stack X is a stack over this site, such that there is a representable epimorphism
(called a chart)
X → X ,
where X is a topological space considered as a stack.
For each groupoid of topological spaces [G ⇒ X], one defines a prestack bX/Gc, such
that the objects of the groupoid bX/Gc(W ) correspond to the continuous maps W → X for
any W ∈ Ob(Top). The morphisms between two such maps α : W → X and β : W → X,
are given by the continuous maps W → G which are mapped respectively to α and β under
the two maps G⇒ X of the groupoid. The stack [X/G] associated to [G⇒ X] corresponds
to the stack associated to this prestack. The following result makes working with topological
stacks much simpler.
Proposition 3.2 (Noohi [63, p.26]). Every topological stack X has the form of an associated
stack [X/G] for some topological groupoid [G ⇒ X]. The canonical map X → [X/G] gives
a chart of X . Conversely [X/G] associated to any groupoid is a topological stack.
The definition of a topological stack given in [63] is more complicated and depends on
the choice of a class of morphisms called local fibrations (LF). Instead, we are using Noohi’s
definition of topological stacks from [64] which corresponds to pretopological stacks in [63].
In [64], Noohi proposes a homotopy theory for a class of topological stacks called hopara-
compact. A hoparacompact topological stack X has a chart φ : X → X satisfying the
property that for every µ : T → X , where T is a paracompact topological space, the base
change of φ by µ is shrinkable. A shrinkable map X → Y of topological spaces admits a
section s : Y → X with a fiber-wise strong deformation retraction of X to s(Y ).
Let TopStahp denote the 2-category of hoparacompact topological stacks.
Definition 3.3. A classifying space of X in TopStahp is a topological space X = X cla with
a representable map picla : X → X such that for any T → X , where T is a topological space,
its base change T ×X X → T is a weak homotopy equivalence.
Noohi provides a functorial existence of the classifying space X cla for every hoparacom-
pact topological stack X , such that the resulting space is paracompact. The classifying space
gives us the homotopy type of X . In fact, [64, Corollary 8.9] states that the functor
(−)cla : TopStahohp → Paraho
is an equivalence of categories. In both categories, we have inverted their homotopy equiva-
lences using localization.
Note that both AP and GP are paracompact topological spaces which implies that the as-
sociated quotient stack BP = [AP/GP ] will be hoparacompact. The corresponding classifying
space is obtained by taking the universal bundle EGP to construct:
BclaP = [AP/GP ]cla = (AP × EGP )/GP .
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The map picla : BclaP → BP from Definition 3.1 which induces homotopy equivalence in
TopStahp is induced by the projection AP ×EGP → AP . We will be working with bundles
over this topological stack which are equivalent to equivariant bundles over the space AP .
Moreover, taking for each isomorphism class of U(n)-bundles a unique representative P ,
we can take disjoint union of BP denoted by
BX =
⋃
[P ]
BP . (3.1)
It is well known that there is a homotopy equivalence of the following topological spaces:
Σ : BclaX → MapC0(X,
⊔
m
BU(m)) . (3.2)
3.3 Orientation bundles on BP in a compact case
For X compact the orientation bundles on BP are treated in full generality in Joyce–
Tanaka–Upmeier [46] and Cao–Gross–Joyce [11]. We give a small overview of how these are
defined and the results there as a motivation for working with the non-compact case.
Let pi : P → X be a principal bundle over a smooth manifold. For two real vector
bundles E0, E1 → X a smooth real differential operator D : Γ∞(E0) → Γ∞(E1) is an
operator that locally looks like a matrix with the inputs being linear combinations of partial
derivatives with real smooth coefficient (the precise definition can be found for example in
Joyce [44, §1.3] or Lawson–Michelson [52, §3.4]). With a differential operator D, one can
associate its degree d(D) and its symbol σ(D) corresponding to its leading order coefficients.
Let piT ∗X : T
∗X → X be the cotangent bundle, then the symbol is given by a section of(
pi∗T ∗X(E0)
)∗ ⊗ pi∗T ∗X(E1) on it which is polynomial of degree d(D) along the fiber of T ∗X.
One says that D is elliptic when the symbol is an isomorphism of vector bundles outside of
the zero section.
For any ∇P ∈ AP , we can twist an elliptic real operator D by the associated connection
∇ad(P ), to obtain a new elliptic differential operator
D∇ad(P ) : Γ∞(ad(P )⊗ E0)→ Γ∞(ad(P )⊗ E1) , (3.3)
as described in [11, Definition 1.2]. This gives a continuous family of elliptic differential
operators as defined in Atiyah and Singer [5]. Elliptic operators on a compact manifold are
Fredholm, thus the dimensions of their kernels and cokernels are finite. Atiyah and Singer [5]
(see also §3.7) produce a real line bundle on the continuous family of real elliptic operators
with the fiber:
detR(Dy) = detR(Ker(Dy))⊗ detR(Coker(Dy))∗ (3.4)
at each y in the family over Y . For a real vector space V , we use the notation
detR(V ) = Λ
dim(V)
R V . (3.5)
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One can apply it to our case when X is compact to obtain a GP equivariant line bundle
detDP → AP , which descends to a line bundle on BP .
Definition 3.4 (Joyce–Tanaka–Upmeier [46]). One can take now the quotient of the R∗
bundle of local trivializations of detDP → AP by R>0 to obtain an orientation bundle or(detDP ),
which will descend to a bundle ODP on BP . This is the orientation bundle for the moduli
stack of connections on P with respect to D. On the union BX from (3.1), we denote the
union of ODP by O
D → BX .
In the following, we will discuss the results from Cao–Gross-Joyce [11], where orientability
in the case when D is the positive Dirac operator /D+, and X is an 8 dimensional compact
manifold was proved. The reader can consult Friedrich [29] or Bourguignon et al. [38] for
the necessary background on spin structures, spinors and Dirac operators. We will give a
quick overview.
Let (X, g) be an orientable Riemannian manifold of dimension n, let F → X be its
orthonormal frame bundle with the structure group SO(n), then a spin structure corresponds
to a choice of a Spin(n) bundle F˜ → X such that there is a double covering map F˜ → F
of fiber bundles that is compatible with the covering map Spin(n) → SO(n). If n = 8, one
has an associated bundle S to F˜ of real spinors which splits into the positive and negative
spinor subbundles corresponding to the irreducible representations of Spin(n):
S = S+ ⊕ S− .
One also has an elliptic operator /D+ : Γ
∞(S+)→ Γ∞(S−) called the positive Dirac operator.
Cao, Gross and Joyce showed in [11, Theorem 1.11] that bundles O
/D+
P on BP are trivializ-
able for all principal SU(m) and U(m) bundles P . Let CX be the space from Definition 2.12.
It classifies the K-theory on X i.e. pi0(C) = K0(X). Joyce, Tanaka and Upmeier construct
in [46, §2.4.2] maps ΣCP : BclaP → CX and Z2-bundles O
/D+
C → CX in [46, Definition 2.22], such
that
(ΣCP )
∗ (O
/D+
C ) ∼= (picla)∗(O
/D+
P ) .
They prove:
Theorem 3.5 (Cao–Gross–Joyce [11] Theorem 1.11). Let X be a compact spin manifold of
dimension 8, then the Z2-bundles O
/D+
C → CX and O /D+ → BX are trivializable. In particular,
for any principal SU(m) or U(m) bundle P → X, the orientation bundle O /D+P is isomorphic
to the trivial Z2-bundle on BP .
3.4 H-spaces and Z2-graded H-principal Z2-bundles
For the proof of Theorem 2.23, we will rely on the properties of special principal Z2-bundles
under homotopy-theoretic group completion of H-spaces. For background on H-spaces, see
Hatcher [37, p. 3.C] and Cao-Gross–Joyce [11, §3.1]
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Definition 3.6. A triple (X, eX , µX) of a topological space X, its point ex ∈ X and a
continuous map µX : X×X → X is called an H-space, when both µX(eX ,−) and µX(−, eX)
are homotopic to idX . It will be called admissible when the following homotopies exist:
µX ◦ σX ' µX , µX ◦ (idX × µX) ' µX ◦ (µX × idX) . (3.6)
Here, σX : X×X → X×X interchanges the factors. An admissible H-space X is group-like
if pi0(X) is a group. This is equivalent to existence of a homotopy inverse νX : X → X, such
that
µX ◦ (νX × idX) ◦∆X ' idX ' µX ◦ (idX × νX) ◦∆X ,
where ∆X : X → X ×X is the diagonal.
We will always assume that our H-spaces are admissible. Note that there are many ways
how to include higher homotopies into the theory of H-spaces. For An-spaces see Stasheff
[76] and [77]. For E∞-spaces see May [58], for Γ-spaces see Segal [72]. While E∞-spaces
and Γ-spaces are roughly the same, A∞ spaces do not require commutativity. All our spaces
fit into these frameworks which by [46, Example 2.19] give us additional control over the
Z2-bundles on them.
One also defines H-maps as the obvious maps in the category of H-spaces. We use the
notion of homotopy-theoretic group completions from May [58, §1]. One has the following
universality result for homotopy theoretic group completion, that we will use throughout.
Proposition 3.7 (Caruso–Cohen–May–Taylor [22, Proposition 1.2]). Let f : X → Y be a
homotopy-theoretic group-completion. If pi0(X) contains a countable cofinal sequence, then
for each weak H-map g : X → Z, where Z is group-like, there exists a unique up to weak
homotopy equivalence weak H-map g′ : Y → Z, such that g′◦f is weakly homotopy equivalent
to g.
Note that weak H-maps correspond to relaxing the commutativity to hold only up to
weak homotopy equivalences. As we are going to be working over compact families homotopy
equivalent to CW complexes, we will not differentiate between the two.
We take the following definition and proposition from Cao–Gross–Joyce [11].
Definition 3.8. Let (X, eX , µX) be an H-space. A weak H-principal Z2-bundle on X is a
principal Z2-bundle P → X, such that there exists an isomorphism P of principal Z2-bundles
on X ×X
p : P Z2 P → µ∗X(P ) .
A strong H-principal Z2-bundle on X is a pair (Q, q) of a trivializable principal Z2-bundle
Q→ X and an isomorphism of Z2 principal bundles on X ×X
q : QZ2 Q→ µ∗X(Q) ,
such that under the homotopy h : µX ◦ (idX × µX) ' µX ◦ (µX × idX) the following two
isomorphisms of the Z2-bundles on X ×X ×X are identified
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(idX × µX)∗(q) ◦ (id× q) : QZ2 QZ2 Q→
(
µX ◦ (idX × µX)
)∗
Q
and
(µX × idX)∗(q) ◦ (q × id) : QZ2 QZ2 Q→
(
µX ◦ (µX × idX)
)∗
Q .
The isomorphisms of weak H-principal Z2-bundles are the isomorphisms of principal Z2-
bundles. The isomorphism i : (P, p)→ (Q, q) of strong H-principal Z2-bundles has to solve
µ∗Xi ◦ p = q ◦ (i i) .
Notice that if f : Y → X is a morphism of H-spaces and P → X (resp. (Q, q) is a weak
(resp. strong) H-principal Z2-bundle, then its pull back f ∗P (resp. (f ∗Q, (f × f)∗q) is a
weak (resp. strong) H-principal Z2-bundle on Y . The next proposition [11, Proposition 3.5]
gives the converse.
Proposition 3.9. Let f : X → Y be a map of H-spaces which is a homotopy-theoretic group
completion, then for
(i) a weak H-principal Z2-bundle P → X, there exists a weak H-principal Z2-bundle P ′ →
Y such that f ∗(P ′) is isomorphic to P .
(ii) a strong H-principal Z2-bundle (Q, q) on X, there exists a strong H-principal Z2-bundle
(Q′, q′) on Y unique up to a canonical isomorphism, such that (f ∗Q′, (f × f)∗q′) is
isomorphic to (Q, q).
We often suppress the maps µX and eX for an H-space X, we also write Q instead of
(Q, q) for a strong H-principal Z2-bundle when q is understood.
The following are new definitions that will be necessary to establish that the isomorphism
(2.28) is an isomorphism of strong H-principal Z2-bundles and to keep track of the correct
signs under summation.
Definition 3.10. A Z2-bundle O → X together with a continuous map deg(O) : X → Z2
is a Z2-graded Z2-bundle. If O1, O2 are Z2-graded then the isomorphism
O1 ⊗Z2 O2 ∼= O2 ⊗Z2 O1 .
differs by the sign (−1)det(O1)deg(O2) from the naive one. Moreover, O1 ⊗Z2 O2 has grading
deg(O1) + deg(O2). A pullback of a Z2-graded Z2-bundle, is naturally Z2-graded. An
isomorphism of Z2-graded Z2-bundles has to preserve the grading.
For a Z2-graded Z2-bundle to be H-principal we additionally require the isomorphisms
of Definition 3.8 to be isomorphisms of Z2-graded Z2-bundles. Let (O, p) be a strong H-
principal Z2-graded Z2-bundle. Its dual (O∗, p∗) will be defined to be a strong H-principal
Z2-graded Z2-bundle, such that as Z2-bundle O∗ = O and the isomorphism
p∗ : O∗ Z2 O∗
∼−→ µ∗X(O∗) ,
is given by p∗ = (−1)deg(pi∗1(O))deg(pi∗2(O))p, where pi1, pi2 are the projections X ×X → X.
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Example 3.11. An example of an H-space is the topological space (BX)cla from (3.2), where
the multiplication µBX : BX × BX → BX is given by mapping
([∇P ], [∇Q] 7→ [∇P ⊕∇Q]) ,
and we take (µBX )
cla : (BX)cla × (BX)cla → (BX)cla to obtain one on the classifying space.
The space CX from §3.3 and Definition 2.12 is also an H-space, because BU × Z is. In fact,
both of them are group-like.
The bundle O
/D+
X → CX is strong H-principal bundle, as follows from [11, Lemma 3.10]
together with Theorem 3.5. It is Z2-graded (see [46], [85]). The degree on each connected
component Cα corresponding to α ∈ K0(X) is given by
deg(O
/D+
X )|Cα = χ(α, α) , (3.7)
where χ /D+ : K0(X) ×K0(X) → Z is defined as in [46, Definition 2.20] using E• = /D+ for
the Dirac operator on X. Therefore the Z2-bundle
(O /D)cla → (BX)cla
is Z2-graded strong H-principal with the grading given by
deg
(
(O /D|BP )cla
)
= χX(JP K, JP K) ,
where JP K ∈ K0(X) is the K-theory class of P .
Example 3.12. Let X be a quasi-projective Calabi–Yau 4-fold.Let µMX : MX ×MX →
MX be the map corresponding to taking sums of perfect complexes. Then an isomorphism
φω : Oω Z2 Oω → µ∗MX (Oω)
was constructed in [11, Definition 3.12]. This also works when X is not projective. Therefore
if Oω is trivializable, then the pair
(Oω)top → (MX)top
together with (φω)top gives a strong H-principal Z2-bundle.
We also construct in Proposition 4.7 the isomorphism
φϑ./ : Oϑ./ Z2 Oϑ./ → µ∗MX¯,DNC (O
ω) ,
where
µMX¯,DNC :MX¯ ×MDNC MX¯ ×MX¯ ×MDNC MX¯ →MX¯ ×MDNC MX¯
corresponds to summation on both components of MX¯ ×MDNC MX¯ . The pair(
(Oϑ./)top, (φϑ./)top)
)
is a strong H-principal Z2-bundle if it is trivializable.
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Lemma 3.13. Let O1, O2 → X be Z2-graded strong (resp. weak) H-principal Z2-bundles.
Then O1 ⊗Z2 O2 is a Z2-graded strong (resp. weak) H-principal Z2-bundle.
Proof. Let qi : Oi Oi → µ∗X(Oi) be the isomorphisms from Definition 3.8. Then we define
q :(O1 ⊗Z2 O2)Z2 (O1 ⊗Z2 O2)
Def 3.10∼= (O1 Z2 O1)⊗Z2 (O2 Z2 O2)
p1⊗p2∼= µ∗X(O1)⊗Z2 µ∗X(O2) ∼= µ∗(O1 ⊗Z2 O2) .
Notice that we get an extra sign (−1)deg(pi∗1(O2))deg(pi∗2(O1)). This isomorphism solves the asso-
ciativity condition from Definition 3.8.
3.5 Serre duality on Dolbeault resolutions
Let us recall the notion of Serre duality and how it relates Dolbeault operators with
Dirac operators. On a Ka¨hler manifold X, we will use the notation Ap,q = Λp,qT ∗X and
Ap,q = Γ∞(Ap,q) for the bundles of (p, q) forms and their global sections. For background
see Friedrich [29] and [38] for Dirac operators and Griffiths–Harris [35] for Serre duality and
Dolbeault resolutions.
Definition 3.14. Let X be a compact Ka¨hler manifold of complex dimension 4. Choose a
volume form Ω ∈ A4,4. Then we have the standard definition of the Hodge star:
? : Γ∞(Ap,q)→ Γ∞(A4−p,4−q) ,
given by
α ∧ ∗β = 〈α, β〉Ω ,
where 〈−,−〉 is the hermitian metric on forms. Let KX denote the canonical bundle of X,
A0,even = A0,0 ⊕A0,2 ⊕A0,4 and A0,odd = A0,1 ⊕A0,3. We define then the anti-linear maps
#1 : A0,even → A0,even ⊗KX , #2 : A0,odd → A0,odd ⊗KX
#op1 : A0,even ⊗KX → A0,even , #op2 : A0,odd ⊗KX → A0,odd , (3.8)
by
#1|A0,2q = (−1)q? , #2|A0,2q+1 = (−1)q+1? ,
#op1 |A4,2q = (−1)q? , #op2 |A4,2q+1 = (−1)q+1 ? .
These solve #opi ◦#i = id and #i ◦#opi = id.
For a holomorphic vector bundle bundle L→ X, consider the operator
DL = ∂¯L + ∂¯
∗
L : Γ
∞(A0,even ⊗ L)→ Γ∞(A0,odd ⊗ L) ,
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where ∂¯L is the Dolbeault operator on L. When L = OX , then we simply write D = DOX .
We have the commutativity relations DKX ◦ #1 = #2 ◦ D and #op2 ◦ DKX = D ◦ #op1 . In
particular, we obtain the isomorphisms
det(D) ∼= det(DKX ) ∼= det(DKX )∗ ,
det(DKX )
∼= det(D) ∼= det(D)∗ .
where the second isomorphism on both lines uses the hermitian metrics on forms which
descend to a hermitian metric on the determinant. The two lines give isomorphisms which
are inverses of each other.
If E is a complex vector bundle with a hermitian metric and a metric connection ∇E,
then we can extend ? to ?E : Γ
∞(E ⊗ Ap,q) → Γ∞(E ⊗ A4−q,4−q) which is also anti-linear.
We also obtain the isomorphism
det(D∇E) ∼= det(D∇EKX ) ∼= det(D∇EKX )∗ .
Notice that, because we did not assume (∂∇E)2 = 0, we do not have any duality on coho-
mologies, as these can not be defined, however the above still makes sense for the rolled up
operators.
Assume now that X is Calabi–Yau with ω its holomorphic volume form, we have the real
structures of vector bundles
#1 : A0,even → A0,even ,
#2 : A0,odd → A0,odd (3.9)
from (3.8) as #2i = id, where we use the identification ω : OX → KX under which #opi = #i.
We therefore obtain
det(D∇E) ∼= det(D∇E) ∼= det(D∇E)∗ . (3.10)
Using Friedrich [29, §3.4], we see that taking the real part of D : A0,even → A0,odd gives
/D+ : S
+ → S−. In particular, the real line of of fixed points in det(D∇E) with respect to
(3.10) is canonically identified with detR( /D
∇E) in this case.
We saw in Definition 2.10 that to obtain real structures, we need not restrict ourselves
to the Calabi–Yau case. We discuss here the pairing that would replace the one in [11,
Definition 3.24] in the proof of Theorem 2.13.
Definition 3.15. Suppose X is spin with a choice of theta characteristic Θ. Then we have
the pairing
∧S : (A0,k ⊗Θ)⊗ (A0,4−k ⊗Θ)→ A4,4 ,
and the corresponding spin Hodge star ?S : A0,q ⊗Θ→ A0,n−q ⊗Θ
(β ⊗ t) ∧S ?Sk (α⊗ s) = 〈β ⊗ t, α⊗ s〉Ω α, β ∈ A0,k, s, t ∈ Γ∞(Θ) .
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As a result, we have the real structures:
#S1 : A0,even ⊗Θ→ A0,even ⊗Θ ,
#S2 : A0,odd ⊗Θ→ A0,odd ⊗Θ (3.11)
where again #S1 |A0,2q⊗Θ = (−1)q?S and #S2 |A0,2+1⊗Θ = (−1)q+1?S. We can also generalize the
Calabi–Yau case to obtain
DΘ ◦#S1 = #S2 ◦DΘ
and
det(D∇EΘ ) ∼= det(D∇EΘ ) ∼= det(D∇EΘ )∗ . (3.12)
The real part of DΘ is again identified with /D+.
3.6 Transport along complex line bundles
We will now develop a theory for working with complex determinant line-bundles of
continuous families of pseudo-differential operators, which will be used later. We also review
the excision principle stated formally in Upmeier [85, Theorem 2.10].
From now on we will be assuming that all real line bundles come with a choice of a metric
and all complex vector bundles with a choice of a hermitian metric. Note that the spaces of
metrics are convex and therefore contractible. When we use convex, we automatically mean
non-empty.
Definition 3.16. Let M be a topological space and (C, c) a pointed contractible set. Let
L→M × C be a complex line bundle, then consider the line bundle
pi∗M(Lc)→M × C where Lc = L|M×{c}
and piM : M × C → M is the projection to the first factor. The space of unitary
isomorphisms φ : pi∗M(Lc)
∼−→ L, such that φ|M×{c} = idLc , will be denoted by Iso(L,C, c).
It is contractible, because any two elements φ1, φ2 ∈ Iso(L,C, c) differ by a map
φ−11 φ2 : M ×C → U(1) which restricts to an identity on M × {c}. As C is contractible, the
space of such maps is also contractible. We call the elements of Iso(L,C, c) transport along L.
Let d ∈ C be a different point and choose an element φ ∈ Iso(L,C, c), then we obtain
the isomorphism φ|M×{d} : Lc ∼−→ Ld . Let us denote the set of isomorphisms constructed in
such a way by Iso(L,C, c, d) .
Remark 3.17. For two d, c ∈ C, we obtain a homeomorphism ch(c, d) : Iso(L,C, c) →
Iso(L,C, d) by
(φ : pi∗M(Lc)→ L) 7→ (φ ◦ (φ|M×{d})−1 : pi∗M(Ld)→ L) ,
with the property that ch(d, c) ◦ ch(c, d) = id. Therefore, we are always free to change the
basepoint.
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If L→M×C is a complex line bundle with a real structure τ : L→ L¯, then we construct
Lτ the real subbundle of τ invariant points. There exists a unique orthogonal isomorphism
φτ : pi∗M(L
τ
c )→ Lτ , such that φτ |M×{c} = idLτc .
Using that L = Lτ ⊗R C ∼= L, we see that φτ ⊗R idC gives us a natural unique choice of
isomorphisms in Iso(L,C, c). Therefore in presence of real structures, we naturally reduce
the set Iso(L,C, c) to a single element φτ⊗R idC which we call the real transport isomorphism
for L and τ . If one forms the orientation bundle or(Lτ ), then continuous transport along its
fibers can be identified with the real transport isomorphism.
3.7 Excision isomorphism for complex elliptic symbols
Let us now consider families of pseudo-differential operators and their symbols. Pseudo-
differential operators over Rn are explained in Ho¨rmander [41]. For background on
pseudo-differential operators on manifolds, we recommend Lawson–Michelson [52, §3.3],
Atiyah–Singer [4, §5], Donaldson–Kronheimer [24, p. 7.1.1], and Upmeier [85, Appendix
A]. The definition is more complicated, so we will not review it here. However, one should
think of them as generalizations of differential operators which can concentrate solutions
into compact subsets.
Let X be a manifold, E0, E1 → X complex vector bundles, P : Γ∞cs (E0) → Γ∞(E1)
pseudo-differential operator of degree m, then its symbol σ(P ) : pi∗(E0) → pi∗(E1), where
pi : T ∗X → X is the projection map, is a homogeneous of degree m on each fiber of T ∗X
linear homomorphism. One says that P is elliptic, when its symbol σ(P ) is an isomorphism
outside of the zero section X ⊂ T ∗X. We will denote the set of degree m elliptic pseudo-
differential operators by eΨDOm(E0, E1). The maps p : pi
∗(E0) → pi∗(E1) homogeneous of
degree m, such that outside of the zero sections they are isomorphisms, are called elliptic
symbols of degree m. We denote their set by E llm(E0, E1). The symbol map
σ : eΨDOm(E0, E1)→ E llm(E0, E1)
defines a continuous map which respects addition, scalar multiplication, composition and
taking duals (see [4, §5] for details).
We will be working with continuous families of symbols and pseudo-differential operators
as defined in [4, p. 491] or as in Upmeier [85, Appendix]. For a topological space M , we
denote the corresponding set of elliptic pseudo-differential M -families by eΨDOm(E0, E1;M)
and the elliptic symbol M -families by E llm(E0, E1;M). The symbol map on families will be
also denoted by σ : eΨDOm(E0, E1;M)→ E llm(E0, E1;M). The properties discussed above
also apply in families.
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If X is compact then each P ∈ eΨDOm(E0, E1;M) gives an M -family of Fredholm
operators between Hilbert spaces containing Γ∞(E0) and Γ∞(E1) such that ker(P ) and
coker(P ) lie in Γ∞(E0) and Γ∞(E1) respectively.
Let P be a continuous Y -family of Fredholm operators Py : H0 → H1 for each y, where
Hi are Hilbert spaces. Determinant line bundle det(P ) → Y of P is defined in Zinger [86]
using stabilization (in this case one only needs Hi to be Banach spaces) and in Upmeier
[85, Definition 3.4], Freed [26] or Quillen [68]. We will use the conventions from [85, Defi-
nition 3.4]. It can be shown that the obtained topology is equivalent to the one induced by
stabilization while paying attention to the tedious conventions with signs.
Definition 3.18 (Phillips [67]). Let P : H → H be a self adjoint Fredholm operator on
the Hilbert space H. The essential spectrum specess(P ) is the set λ ∈ R, such that P − λId
is not Fredholm. We denote by spec(P ) the spectrum of P . For each µ > 0, such that
±µ /∈ spec(P ) and (−µ, µ) ∩ specess(P ) = ∅, one defines V(−µ,µ)(P ) ⊂ H as the subspace
of eigenspaces of P for eigenvalues −µ < λ < µ. If P is positive semi-definite, we will also
write V[0,µ)(P ) .
If P is skew adjoint, we will also denote the set of its eigenvalues by spec(P ) (note that
spec(P ) = ispec(−iP )).
For a Y family of self adjoint Fredholm operators, one can choose U ⊂ Y sufficiently
small, such that V(−µ,µ)(P ) becomes a vector bundle on O. This can be used to define
topology on the union of determinant lines as in [85, Definition 3.4]. For each y ∈ Y the
determinant line det(P )|y is given by
det(Py) = det(Py)⊗ det(P ∗y )∗ ,
where we use det(V ) = Λdim(V )(V ) for a complex vector space V . The bundle det(P ) is
Z2-graded with degree ind(P ), where ind(P ) = dim(Ker(Py)) − dim(Ker(P ∗)) = ind(Py).
This is well defined as ind(Py) is constant in a continuous family. In particular, if we have
two Y -families P1 and P2, then the isomorphism
det(P1)⊗ det(P2) ∼= det(P2)⊗ det(P1) (3.13)
differs from the naive one by the sign (−1)ind(P1)ind(P2). Working with complex line bundles
this sign is of no particular importance after setting the natural square root of −1 to be i,
therefore we will not pay much attention to this. However, it plays a role if one considers
real elliptic symbols and their real determinant line bundles.
Definition 3.19. Let E0, E1 → X be vector bundles on compact smooth manifold X.
Let p ∈ E llm(E0, E1;M). The space σ−1(p) ⊂ eΨDO(E0, E1;M) is convex. Consider the
family P ∈ eΨDOm(E0, E1;M × σ−1(p)), which for each P ∈ σ−1(p), restricts on M × {P}
to P ∈ eΨDOm(E0, E1;M). Making a contractible choice of P0 ∈ σ−1(p), we obtain the
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pullback diagram of spaces:
det(P0) det(P)
M × {P0} M × σ−1(p) .
If P1 ∈ σ−1(p) is different from P0, then choosing µ ∈ Iso(det(P), σ−1(p), P0) gives us an
isomorphisms φ|M×{P1} : det(P0) → det(P1). Therefore, we can define the determinant line
bundle of a symbol family p by det(p) = det(P0) up to a contractible choice with isomorphisms
det(P0) ∼= det(P1) parameterized by Iso(det(P), σ−1(p), P0) for two such choices P0, P1.
Let us now assume that M = M ′ × C, where C is a contractible set (in the future this
will usually be I = [0, 1] or I2). Continuing with the notation from Definition 3.19, we want
to construct (det(p), C, c) in a well defined way for some c ∈ C. Choosing P0 ∈ σ−1(p),
we define (det(p), C, c) = (det(P0), C, c). If P1 6= P0 in σ−1(p), then any isomorphism in
τ ∈ (det(P), σ−1(p), P0, P1) identifies the sets det(P0, C, c) and det(P1, C, c) by choosing
φ ∈ det(P0, C, c) and ψ ∈ det(P1, C, c), such that the following diagram commutes
pi∗C(det(P0))|M ′×{c}) det(P0)
pi∗C(det(P1))|M ′×{c}) det(P1) .
φ
pi∗C(τ |M×{c}) τ
ψ
Being able to choose a representative P0 and deform between them will be useful for
constructing natural elements of Iso(det(p), C, c). We will call constructions natural, if they
are given up to contractible choices.
We will be using the results of Upmeier [85, Proposition 3.5], which can be interpreted
for elliptic symbols after making a convex choice of appropriate representatives. We mention
the ones important to us.
Proposition 3.20. Let p± ∈ E llm(E±0 , E±1 ;M).
(i) (Functoriality.) If µ0 : E
+
0 → E−0 , µ1 : E+1 → E−1 are isomorphisms such that
H+0 H
+
1
H−0 H
−
1
pi∗(µ0)
p+
pi∗(µ1)
p−
(3.14)
commutes, then there is a natural isomorphism det(p+)→ det(p−) .
(ii) (Direct sums.) There is a natural isomorphism
det(p+ ⊕ p−)→ det(p+)det(p−) . (3.15)
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(iii) (Adjoints.) There is a natural isomorphism
det((p+)∗)→ det∗(p+) . (3.16)
(iv) (Triviality.) If p+ = pi∗(µ) for some isomorphism µ : E+0 → E+1 , then there is a natural
isomorphism
det(p+)→ C . (3.17)
Proof. For (i) the make a convex choice of a pair (P+, P−) ∈ σ−1(p+)× σ−1(p−) commuting
with µ0, µ1 and apply [85, Proposition 3.5 (i)]. The rest follows similarly from [85, Proposition
3.5 (ii), (iii) and (v)] .
Let us now discuss a family of symbols, which will be of particular importance to us.
First we recall the notion of reducing the degree of symbols to 0.
Definition 3.21. Let X be compact and p ∈ E llm(E0, E1;Y ), then the associated degree 0
symbol is given by (pp∗)−
1
2p ∈ E ll(E0, E1;Y ). Let P ∈ σ−1(p), then
(1 + PP ∗)−
1
2P ∈ eΨDO0(E0, E1;Y )
has the symbol (pp∗)−
1
2p ∈ E ll0(E0, E1;Y ) and its kernel and cokernel coincides with those
of P . Therefore, we have a natural isomorphism
det(p) ∼= det ((pp∗)− 12p) .
Proposition 3.22 (Proposition 2.3 in [85]). If p± ∈ E ll0(E±0 , E±1 ;Y ), #±0 , #±1 are real
structures on E±0 and E
±
1 commuting with p
±, then they commute with the associated degree
0 symbols. If U ⊂ X is an open subset and µ0 : E+0 |U → E−0 |U and µ1 : E+1 |U → E−0 |U are
isomorphism, such that
pi∗(E+0 )|T ∗U pi∗(E+1 )|T ∗U
pi∗(E−0 )|T ∗U pi∗(E−0 )|T ∗U
pi∗(µ0)
p+
pi∗µ1
p−
is commutative, then after replacing p± by the associated degree 0 symbols the commutativity
of the diagram is preserved.
From now on, we will only be working with degree zero symbols.
Definition 3.23. If L ⊂ X × Y is a family of compact subsets of X given by Ly for each
y ∈ Y and p ∈ E ll0(E0, E1;Y ), then it is compactly supported in L if there exists a continuous
family of isomorphism τy : E0|X\Ly → E1, such that on T ∗(X\Ly), we have py = pi∗τy and
there exist 0 < c ≤ C for each y, such that
c ≤ ||τ(x,y)|| ≤ C ,∀x ∈ X\Ly, y ∈ Y .
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If U ⊃ L is a family of some relatively compact open subsets of X given by Uy for each
y ∈ Y , then a representative P ∈ σ−1(p) is said to be compactly supported in U , if there
exists a continuous family of χy ∈ C∞cpt(Uy, [0, 1]), such that χy|Ky = 1 and
χyP ◦ χy + (1− χ2y)τy = P .
The kernel and cokernel of such P consists of smooth sections supported in supp(χ) and P
is Fredholm even if X is not compact.
The set of P ∈ σ−1(p) compactly supported in U is convex. Therefore, we can
define for a given U the line bundle detU(p) → Y in the same way as in Definition
3.19. If U1, U2 ⊃ L are different, then for U = U1 ∪ U2, we have natural isomorphisms
detU1(p)
∼= detU(p) ∼= detU2(p). We will therefore omit specifying the subscript.
Remark 3.24. The transport along determinant line bundles is well behaved with respect
to the sum of symbols. Let C be contractible and p ∈ E llm(E0, E1;Y × C), and q ∈
E llm(F0, F1;Y × C), then there exists a map
Iso(det(p), C, c0)× Iso(det(q), C, c0)→ Iso(det(p⊕ q), C, c0)
for each c0 ∈ C. It maps each (ψ1, ψ2) ∈ Iso(det(p), C, c0)× Iso(det(q), C, c0) to
ψ : det(pc0 ⊕ qc0)→ det(p⊕ q) ,
which is given such that the following diagram commutes.
det(pc0)det(qc0) det(p)det(q)
det(pc0 ⊕ qc0) det(p⊕ q)
(3.15)
ψ1⊗ψ2
(3.15)
ψ
We now recall a family that can be used to reduce the support of symbols to smaller
subsets.
Definition 3.25. Let E±0 , E
±
1 be vector bundles on X and p
± ∈ E ll0(E±0 , E±1 ;Y ). Let
U, V ⊂ X be open and V relatively compact, U ∪ V = X and µ0 : E+0 |U → E−0 |U , µ1 :
E+1 |U → E−1 |U isomorphism, such that
p− ◦ pi∗µ0 = pi∗µ1 ◦ p+ .
Choose a function χ ∈ C∞cpt(V, [0, 1]) with χ|X\U = 1. Then the following Y × I-family of
symbols:
t ∈ I 7→ (p+, p−, µ0, µ1)χt =
(
(1− t+ tχ)p+ t(1− χ)pi∗µ∗1
t(1− χ)pi∗µ0 −(1− t+ tχ)(p−)∗
)
(3.18)
is elliptic. We call it the excision I-family.
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Remark 3.26. To see that this is indeed elliptic, notice that
(p, q, µ0, µ1)
χ
t =
(
0 pi∗µ∗1
pi∗0µ0 0
)[
t(1− χ)id + (1− t+ tχ)
(
0 −µ−10 (p−)∗
(µ∗1)
−1p+ 0
)]
.
The second term in the large square bracket is skew-adjoint. We see that the sum in the
bracket will not have eigenvalues 0 for any ξ ∈ T ∗X.
If p± are compactly supported then (p+, p−, µ0, µ1)χ will also be. In particular, we
can construct det((p+, p−, µ0, µ1)χ) and consider the transport along it. Notice also that
(p+, p−, µ0, µ1)
χ
1 has support in supp(χ) ⊂ V . Thus using this deformation for p± compactly
supported, we have successfully restricted the domain we need to work with to a smaller
one.
Proposition 3.27. Let X be compact, E±0 , E
±
1 , complex vector bundles on X and p
± ∈
E ll0(E±0 , E±1 ;Y ). If p± are compactly supported in L ⊂ X, and there exist unitary isomor-
phisms
µ0 : E
+
0 |U → E−0 |U , µ1 : E+1 |U → E−1 |U ,
for some U ⊃ L, such that p− ◦ pi∗(µ0) = pi∗(µ1) ◦ p+ on T ∗U . Let U %
U ′ ⊃ L and χ ∈ C∞cpt(X\U ′, [0, 1]) with χ|X\U = 1 . Then there is a natural Φ ∈
Iso
(
det((p+, p−, µ0, µ1)χ), I, 0
)
such that
det(p+)det∗(p−)
(3.15) and 3.16∼= det((p+, p−, µ0, µ1)χ0 )
Φ|Y×{1}∼= det((p+, p−, µ0, µ1)χ1 )
(3.17)∼= C
corresponds to the adjoint of the functoriality isomorphism (3.14).
Proof. We begin by restricting to X = U ′, as all the symbols, we are working with are
compactly supported in L . Then χ = 0 and
det((p+, p−, µ0, µ1)00) = det
(
p+ 0
0 −(p−)∗
)
= det(p+)det∗(p+) .
det((p+, p−, µ0, µ1)01) ∼= det
(
0 pi∗(µ∗1)
pi∗(µ0) 0
)
∼= C ,
where for the last isomorphism, we choose the obvious representative
(
0 µ∗1
µ0 0
)
.
The set of compactly supported pairs (P+, P−) ∈ σ−1(p+) × σ−1(p−) commuting with
µ0, µ1 on compactly supported sections is convex. Choose one such (P
+, P−) and construct
Ψt =
(
(1− t)P+ tµ∗1
tµ0 −(1− t)(P−)∗
)
∈ σ−1((p+, p−, µ0, µ1)0t ) .
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By composing Ψt with
(
0 µ−10
(µ∗1)
−1 0
)
we identify its determinant with the determinant of
Ψ˜t =
(
t id −(1− t)P ∗
(1− t)P t id
)
: E0 ⊕ F1 → E0 ⊕ F1 .
Let ν ∈ R>0 and U ⊂ Y be chosen sufficiently small as in Upmeier [85, Definition 3.4], such
that V[0,ν)(Ψ˜
∗
0Ψ˜0) is a vector bundle.
Notice that Ψ˜∗t Ψ˜t = Ψ˜tΨ˜
∗
t . Moreover, by spectral theorem each non-zero eigenvalue
λ2 ∈ (0, ν) of Ψ˜∗0Ψ˜0 has multiplicity 2k for some positive integer k and then Ψ˜0 has eigenvalues
iλ, −iλ each of multiplicity k in its set of eigenvalues spec(Ψ˜0). The eigenvectors of Ψ˜∗t Ψ˜t
remain the same, but corresponding eigenvalues are λ2(1− t)2 + t2. We therefore define
ν(t) = ν(1− t)2 + t2
and we have a natural isomorphism
V[0,ν)(Ψ˜
∗
0Ψ˜0)
∼= V[0,ν(t))(Ψ˜∗tΨt) (3.19)
given by the identity for all t ∈ I (here one extends to t = 1 by considering the same finite
set of eigenvectors which now have eigenvalue 1), which gives a continuous isomorphism of
vector bundles on U× I and restricts to identity for t = 0. The isomorphisms of determinant
line bundles is then given by
αν(t) : det(Ψ0)
[85, Def. 3.4]∼= det(V[0,ν)(Ψ∗0Ψ0))det∗(V[0,ν)(Ψ0Ψ∗0))
(3.19)∼= det(V[0,ν(t))(Ψ∗tΨt))det∗(V[0,ν(t))(ΨtΨ∗t ))
[85, Def. 3.4]∼= det(Ψt) .
We see also that αν(0) = iddet(Ψ0). To see that this isomorphism is independent of ν, we can
restrict to a single point y ∈ Y . Let ν ′ > ν > 0, then for Ψ0(y) choose its diagonalization
when restricted to V[0,ν′)(Ψ
∗
0Ψ0). From looking at the definition [85, Definition 3.4] it is then
easy to see that
αν′(t) =
∏
µ∈spec(Ψ0)
ν<|µ|2<ν′
(1− t) + µ−1t
[(1− t)2 + |µ|−2t2] 12 αν(t) .
As each µ = iλ comes with its conjugate of the same multiplicity, the factor is equal to one.
Let α′ : det(Ψ0) ∼= det(P )det(P ∗) ∼= C be isomorphism combining (3.14),(3.15) and (3.16),
then it can be checked in the same way that
αν(1) =
∏
µ∈Spec(Ψ0)
0<|µ|<ν
|µ|2
µ
α′ ,
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where the factor again becomes one. By covering Y by such sets Ui and choosing appropriate
νi, we can glue the isomorphisms on Ui×I, because they coincide on the overlaps (Ui∩Uj)×I.
We denote the result by
α(t) : det(Ψ˜0)→ det(Ψ˜t) .
The isomorphism
Φ ∈ Iso((p+, p−, µ0, µ1)0, I, 0) , Φt : det(Ψ0)→ det(Ψt) ,
is defined by
det(Ψ0) det(Ψt)
det(Ψ˜0) det(Ψ˜t)
Φ(t)
α(t)
,
where the vertical arrows are induced by
(
0 µ−10
(µ∗1)
−1 0
)
.
Remark 3.28. One should interpret Proposition 3.27 as stating that the isomorphism
det(p+)det∗(p−) → C using functoriality is an element of Iso(det(p+, p−, µ0, µ1)χ, I, 0, 1)
which has a natural pre-image in Iso(det(p+, p−, µ0, µ1)χ, I, 0). This will be important in
Corollary 3.31 and §4.5, because the latter space is contractible while the former is not.
The following, is the main family that we will rely on in the proof of Theorem 2.23.
Definition 3.29. Let X be compact, E±0 , E
±
1 , F
±
0 , F
±
1 vector bundles on X,
p± ∈ E ll0(E±0 , E±1 ;Y ) , q± ∈ E ll0(F±0 , F±1 ;Y ) .
Let U, V ⊂ X open, such that U ∪ V = X. Let K ⊂ X compact such that X\U (
K ⊂ V . Choose χU ∈ C∞cpt(X\K, [0, 1]) and χV ∈ C∞(K◦, [0, 1])], such that χU |X\V = 1
and χV |X\U = 1. If there exist isomorphisms µi : E+i |U → E−i |U , νi : F+i |U → F−i |U ,
κi : E
+
i |V → F+i |V and λi : E−i |V → F−i |V for i = 0, 1, such that
i. on T ∗U
p− ◦ pi∗µ0 = pi∗µ1 ◦ p+ , q− ◦ pi∗µ0 = pi∗ν1 ◦ q+ ,
ii. on T ∗V
pi∗κ1 ◦ p− = q+ ◦ pi∗κ0 , pi∗λ0(p−)∗ = (q−)∗pi∗λ1 ,
iii. on T ∗(U ∩ V )
λ0 ◦ µ0 = ν0 ◦ κ0 , λ1 ◦ µ1 = ν1 ◦ κ1 .
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The following Y × I2 family of symbols is elliptic and we call it the excision I2-family :
F =
p+, p−, µ0, µ1q+, q−, ν0, ν1
κ0, κ1, λ0, λ1
χU ,χV
t,u
=
(
(p+, p−, µ0, µ1)
χV
t , (q
+, q−, ν0, ν1)
χV
t , κ0 ⊕ λ1, κ1 ⊕ λ0
)χUi
u
.
One can prove its ellipticity by permuting the entries and applying Remark 3.26 twice.
For the rest of the section, we suppress writing the parameter space Y , so that when we
write I2, we mean Y × I2.
Definition 3.30. As F is elliptic, we have det(F)→ I2. We define Ii ⊂ I2 for i = 1, 2, 3, 4
by
I1 = {(t, 0)} , I2 = {(1, u)} , I3 = {(0, u)} , I4 = {(t, 1)} .
Then Li(F) are defined as the restrictions of det(F) to Ii. We can construct the spaces
Iso(Li(F), Ii, 0), where 0 ∈ Ii is always the closest point to (0, 0) in I2. There exist obvious
concatenation maps
◦1,2 : Iso(L2(F), I2, 0)× Iso(L1(F), I1, 0)→ Iso(L1(F) ∪ L2(F), I1 ∪ I2, (0, 0)) ,
◦3,4 : Iso(L4(F), I4, 0)× Iso(L3(F), I3, 0)→ Iso(L3(F) ∪ L4(F), I3 ∪ I4, (0, 0)) .
Let us discuss simple consequences of the definitions and Proposition 3.27 which will
be used in §4.5 to construct an explicit natural isotopy of real structures. Note that the
following is slightly more general than necessary for the proof.
Corollary 3.31. Let F be the excision I2-family from Definition 3.29.
i. There exists a natural element of Iso(L2(F), I2, 0) such that
its image in Iso(L2(F), I2, 0, 1) corresponds to the isomorphism
det(p+, p−, µ0, µ1)
χV
1 det
∗(q+, q−, ν0, ν1)
χV
1
∼= C for functoriality (3.14) with respect to
κ0 ⊕ λ1, κ1 ⊕ λ0.
ii. If V = X, K = X then χU = 0 and for each t ∈ I there is a natural element of
Iso(lt, I, 0), where
lt|u = det
p+, p−, µ0, µ1q+, q−, ν0, ν1
κ0, κ1, λ0, λ1
0,χV
t,u
,
such that its image in Iso(lt, I, 0, 1) correspond to the isomorphism
det(p+, p−, µ0, µ1)
χV
t det
∗(q+, q−, ν0, ν1)
χV
t
∼= C
from functoriality (3.14) with respect to κ0 ⊕ λ1, κ1 ⊕ λ0.
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iii. Let φi ∈ Iso(Li(F), Ii, 0), then (φ2 ◦1,2 φ1)|(1,1) : det(F)(0,0) ∼−→ det(F)(1,1) and (φ4 ◦3,4
φ3)|(1,1) : det(F)(0,0) ∼−→ det(F)(1,1) are naturally isotopic.
iv. For F we define its reversed I2-family
↔
F =
 p+, q+, κ0, κ1p−, q−,−λ0,−λ1
µ0, µ1,−ν0,−ν1
χV ,χU .
Let φ1 ∈ Iso(L1(F), I, 0), φ2 ∈ Iso(L2(F), I, 0) and ψ3 ∈ Iso(L3(
↔
F), I, 0), ψ4 ∈
Iso(L4(
↔
F), I, 0). Then the isomorphisms
det(p+)det∗(p−)det∗(q+) det(q−) ∼−→ det(F(0,0))
(φ2◦1,2φ1)|(1,1)−−−−−−−−→ det(F(1,1)) ∼= C ,
det(p+)det∗(p−)det∗(q+) det(q−) ∼−→ det(
↔
F (0,0))
(ψ4◦3,4ψ3)|(1,1)−−−−−−−−→ det(
↔
F (1,1)) ∼= C ,
are naturally isotopic.
Proof. The construction of isomorphisms in parts i. and ii. is a direct application of
Proposition 3.27.
For part iii., we use that I1 ∪ I2 is a homotopy retract of I2, therefore the isomorphism
det(F(0,0) ∼= L1(F) ∪ L2(F)
extends naturally to the entire I2 : det(F(0,0) ∼= det(F). Restricting it to I3 ∪ I4, we obtain
an element of
Iso(L3(F) ∪ L4(F), I3 ∪ I4, (0, 0)) .
As this set is contractible, we obtain the required isotopy.
We construct here the isotopy from iv. Untangling the definitions 3.29 and 3.25, one sees
that using the permutations E+0 ⊕ E−1 ⊕ F+1 ⊕ F−0 ∼= E+0 ⊕ F+1 ⊕ E−1 ⊕ F−0 and E+1 ⊕ E−0 ⊕
F+0 ⊕ F−1 ∼= E+1 ⊕ F+0 ⊕ E−0 ⊕ F−1 identifies the symbols F(t,0) and
↔
F (0,t) such that at t = 0
this coincides with
det(p+)det∗(p−)det∗(q+) det(q−) ∼= det(p+)det∗(p+)det∗(q+)det∗(p−) det(q−) .
The family u 7→ F(1,u) corresponds to the interpolation between the following two symbols:
χV p
+ (1− χV )(pi∗µ1)∗ 0 0
(1− χV )pi∗µ0 −χV (p−)∗ 0 0
0 0 −χV (q+)∗ −(1− χV )(pi∗ν0)∗
0 0 −(1− χV )pi∗ν1 χV p−
 ,

0 χU(pi
∗µ1)∗ (1− χU)(pi∗κ1)∗ 0
χUpi
∗µ0 0 0 (1− χU)(pi∗λ1)∗
(1− χU)pi∗κ0 0 0 −χU(pi∗ν0)∗
0 (1− χu)λ1 −χUpi∗ν1 0
 .
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After using the above permutation, the family u 7→
↔
Fu,1 becomes an interpolation between
the above symbols with the only difference that now χU is replaced by (1−χV ). Interpolating
by v 7→ vχU + (1− v)(1− χV ), we deform between the two families along families of elliptic
operators on the interval I. We obtain a triangle family of elliptic operators:
F(1,1)
Fper(1,1)
F(1,0) = Fper(0,1)
where Fper denotes the family
↔
F after permutation. The edge between F(1,1) and Fper(1,1) has
naturally trivial determinant. Therefore, one can construct isotopies in the same way as in
iii.
Remark 3.32. In the proof of iv. we permute the det∗(p−)det∗(q+) twice, therefore we do
not obtain a sign contribution. However, in the future we will not pay attention to this
and rely on the following convention. If two isomorphism of line bundles φ, ψ : L0 → L1 are
related by φ = eipiθψ, where θ ∈ (−1, 1] is constant, then we define the isotopy s 7→ φs = eipisθ.
This is only possible because here the line bundles are complex.
Definition 3.33. Let p ∈ E ll(E0, E1;Y ) be compactly supported in L ⊂ X, let τi on Ei
for i = 0, 1 be real structures, such that pi∗τ1 ◦ p = p ◦ pi∗τ0. Then for U ⊃ L, the set of
P ∈ σ−1(p) which are real compactly supported in U is convex. Therefore we have a natural
real structure det(τ) : det(p)→ det(p). If Y = Y ′×C for C contractible, we always take the
natural element of Iso(det(p), C, c) to be the real transport isomorphism for all c ∈ C. One
can define the Z2-bundle or(p)→ Y as the orientation bundle of the real bundle det(p)det(τ).
The natural element of Iso(det(p), C, c) then corresponds to the transport along fibers of
or(P ) which was used in Upmeier [85] and Donaldson-Kronheimer [24] to define excision of
Z2-bundles for real symbols.
We will use the categorified excision principle theorem stated in [85, Theorem 2.10] which
makes use of the family in Definition 3.25.
4 Proof of Theorem 2.23
In this section, we first construct a double Y˜ for our manifold X, such that the “compactly
supported” orientation on X can be identified with the one on Y˜ . We use homotopy theo-
retic group completion to reduce the problem to trivializing the orientation Z2-bundles on
the moduli space of vector bundles generated by global sections. Then we express the iso-
morphism ϑ./ from Proposition/Definition 2.20 using purely vector bundles in §4.4 . We use
the theory from §3.6 and §3.7 to construct natural isotopies between the real structures on
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compactly supported pseudo-differential operators on gauge theory side with the real struc-
ture ϑ./, which exist on compact families. The final result of this section is contained in
Proposition 4.22.
4.1 Relative framing on the double
Here we construct the double of a non-compact X, such that it can be used in §4.3 to define
orientations back on moduli spaces over X.
Definition 4.1. Let X be a non-compact spin manifold dimR(X) = n. Let K ⊂ X be a
compact subset. Choose a point p ∈ K. Let g be the metric on X and
distg(p,−) : X → [0,∞)
distg(p, q) = inf{lengthg(γ) | γ : [0, 1]→ X, γ(0) = p, γ(1) = q, γ piecewise smooth} .
Choose a smooth approximation dg : X → [0,∞) of distg(p,−). Then for a generic c >
max{dg(x) : x ∈ K} the set Y = {y ∈ X | d(g) ≤ c} is a manifold with the boundary
∂Y = {y ∈ X | d(g) ≤ c} . Normalizing the gradient grad(dg) restricted to ∂Y , we obtain a
normal vector ν to ∂Y .
Let U be the tubular neighborhood of ∂Y in X, then it is diffeomorphic to (−1, 1)× ∂Y
and U ∩ Y is a collar. One therefore has smooth structure on Y˜ = Y ∪∂Y Y . The tangent
bundle T Y˜ is obtained by gluing two copies of TX|Y along TX|∂Y along
r(ν) : TX|∂Y → TX|∂Y ,
where r(ν) at each tangent spaces, corresponds to reflection along ν.
Let E be the orthonormal frame bundle on X, then the orthonormal frame bundle on Y˜
can be expressed as a gluing of two copies of E|Y . Let ε→ ∂Y be the oriented frame bundle
on ∂Y with the orientation compatible with the one on Y , ε → E|∂Y given by mapping
each frame {v1, . . . , vn−1} to {v1, . . . , vn−1, ν}, then E|∂Y ∼= ε×SO(n−1)O(n). Define the map
α : ε ×SO(n−1) O(n) → ε ×SO(n−1) O(n) to be the reflection r(en) along en ∈ Rn acting on
O(n) from the left. This gives a gauge transformation α of E|∂Y , along which we glue the
two copies of E|Y . The resulting bundle is the orthonormal frame bundle E˜ → Y˜ . Let
Q → X be the Pin(n) bundle. Let p : Q → E be the double cover, then p−1(ε) → ∂Y is a
Spin(n− 1) bundle, and p−1(ε)×Spin(n−1) Pin(n) ∼= Q|∂Y . Let en ∈ Pin(n) be a pre-image of
r(en) under Pin(n)→ O(n). It commutes with each element of Spin(n− 1), so we obtain a
well defined β : Q|∂Y → Q|∂Y by acting on Pin(n) on the left with en. We glue two copies
of Q|Y along β to obtain the Pin(n) bundle Q˜ → Y , which is a double cover pi : Q˜ → E˜
respecting the right action of Pin(n) and O(n).
A choice of orientation on X corresponds to an SO(n) subbundle F ⊂ E and its comple-
ment F¯ ⊂ E with the opposite orientation. Using the above, we have obtained a subbundle
F˜ ⊂ E˜ which glues a copy of F to a copy of F¯ . Moreover, we have its Spin(n) double cover
P˜ = pi−1(F˜ )→ F˜ . The resulting manifold Y˜ is therefore spin.
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Let T = X\K, then define T˜ = (T¯ ∩ Y ) ∪ (−Y ), where , we denote by −Y the opposite
oriented copy of Y . Let P,Q→ Y˜ , be two U(n), bundles, such that they are isomorphic on
T˜ .
We define now the moduli stack of pairs of connections on principal bundles identified on
T˜ . We do so, as we plan to use excision as discussed in Definition 3.33 to obtain a Z2-bundle
which depends purely on data on X.
Definition 4.2. Consider the space AP × AQ × GP,Q,T˜ , where GP,Q,T˜ is the set of smooth
isomorphisms φ˜ : P |T˜ → Q|T˜ . Let GP × GQ be the product of gauge groups. We have a
natural action
(GP × GQ)× (AP ×AQ × GP,Q,T˜ )→ AP ×AQ × GP,Q,T˜
(γP , γQ,∇P ,∇Q, φ˜) 7→ (γP (∇P ), γQ(∇Q), γQ ◦ φ˜ ◦ (γP )−1) .
We denote the quotient stack by BP,Q,T˜ = [AP × AQ × GP,Q,T˜/GP × GQ] . Let us define the
union
BY˜ ,T˜ =
⋃
[P ],[Q]:
[P |T˜ ]=[Q|T˜ ]
BP,Q,T˜ ,
where we chose representatives P,Q for the isomorphism classes.
There exist natural maps BY˜
p1←− BY˜ ,T˜
p2−→ BY˜ induced by AP ×AQ × GP,Q,T˜ → AQ and
AP ×AQ × GP,Q,T˜ → AP . Let O /D+ → BY˜ be the Z2-bundles from §3.3, then we define
DO(Y˜ ) = p
∗
1(O
/D+)Z2 p∗2((O /D+)∗) , (4.1)
where (O /D+)∗ is defined in Definition 3.10. Let us now construct an explicit representative
(BY˜ ,T˜ )cla
Definition 4.3. Let P and Q be U(n)-bundles on Y˜ . Consider the Following two quotient
stacks
PQ = [AP ×AQ × GP,Q,T˜ × P/GP × GQ] ,
QP = [AP ×AQ × GP,Q,T˜ ×Q/GP × GQ] .
which are U(n)-bundles on Y˜ ×BP,Q,T˜ . We have a natural isomorphism τP,Q : PQ|T¯×BP,Q,T˜ →
QP |T¯×BP,Q,T˜ given by
[∇P ,∇Q, φ˜, p] 7→ [∇P ,∇Q, φ˜, φ˜(p)] .
After taking appropriate unions, we obtain bundles P1,P2 → Y˜ ×BY˜ ,T˜ with an isomorphism
t on T¯×BY˜ ,T˜ . Pulling Pi back to Y˜ ×(BY˜ ,T˜ )cla, we obtain Pclai fiber bundles, which are U(n)-
bundles on each connected components for some n ≥ 0. Together with the isomorphism τ cla,
these induce two maps
p1, p2 : Y˜ × BY˜ ,T˜ →
⊔
n
BU(n) ,
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with a unique (up to contractible choices) homotopy Hp : T˜ ×BY˜ ,T˜ ×I →
⊔
nBU(n) between
p1 and p2 restricted to T˜ × BY˜ ,T˜ . We obtain the following homotopy commutative diagram
(BY˜ ×BT˜ BY˜ )cla MapC0(Y˜ ,
⊔
BU(n))
MapC0(Y˜ ,
⊔
BU(n)) MapC0(T˜ ,
⊔
BU(n)) .
(4.2)
This induces a map BY˜ ,T˜ → VY˜ ×hVT˜ VY˜ , where we use the notation VZ = MapC0(Z,
⊔
BU(n))
for each topological space Z.
If T¯ ↪→ X is a NDR pair then so is T˜ ↪→ Y . Is it then a cofibration and the left
vertical and lower horizontal arrow of (4.2) are fibrations. This implies that the natural map
VY˜ ×VT˜ VY˜ → VY˜ ×hVT˜ VY˜ is a homotopy equivalence. By homotopy inverting, we construct
R : (BY˜ ,T˜ )cla → VY˜ ×VT˜ VY˜ .
It can be shown by following the arguments of Atiyah–Jones [3], Singer [74], Donaldson [24,
Prop 5.1.4] and Atiyah—Bott [2] that this is a homotopy equivalence. We therefore have the
bundle (DO(Y˜ ))
cla → VY˜ ×VT˜ VY˜ .
We summarize some obvious statements about the above constructions.
Lemma 4.4. The spaces (BY˜ ,T˜ )cla, VY˜ ×VT˜ VY˜ are H-spaces. The maps (p1)cla, (p2)cla,R
are H-maps. In particular, (DO(Y˜ ))
cla → (BY˜ ,T˜ )cla ' VY˜ ×VT˜ VY˜ is a Z2-graded strong
H-principal Z2-bundle and there exists a unique strong H-principal Z2-bundle DCO(Y˜ ) →
CY˜ ×CT˜ CY˜ up to canonical isomorphisms, such that the is a canonical isomorphism
q∗(DCO(Y˜ )) ∼= DO(Y˜ ) ,
where q : VY˜ ×VT˜ VY˜ → CY˜ ×CT˜ CY˜ is the homotopy theoretic group completion.
Proof. The last statement follows using Proposition 3.9 (ii).
4.2 Moduli space of vector bundles generated by global sections
Let us recall the definition of the moduli space of holomorphic vector bundles generated by
global sections from Cao-Gross–Joyce [11, Definition 3.18]. For definition of Ind-schemes see
for example Gaitsgory–Rozenblyum [32], for general treatment of indization of categories
see Kashiwara-Shapira [48, §6]. For Z a scheme over C, this moduli space is defined as the
mapping Ind-scheme :
TZ = MapIndSchC(Z,Gr(C∞)) ,
where IndSchC is the category of Ind-schemes over C and we view Gr(C∞) as an object in
this category.
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Definition 4.5. Induced by the embedding of schemes DNC ↪→ X¯, we obtain a map ρvbDNC :TX¯ → TDNC . We can construct the fiber-product in Ind-schemes TX¯ ×TDNC TX¯ . There is a
natural map ∆X¯ : TX¯ →MX¯ which maps every isomorphism class [E, s0, . . . , sm] of vector
bundles and its global generating sections to [E], where E is the perfect complex with the
vector bundle E in degree zero. Together with the map ∆DNC : TDNC →MDNC constructed
in the same way, we obtain a homotopy commutative diagram in higher stacks:
TX¯ TDNC TX¯
MX¯ MDNC MX¯ ,
∆X¯
ρvbDNC
∆DNC
ρvbDNC
∆X¯
ρDNC
ρDNC
which induces the map
∆ : TX¯ ×TDNC TX¯ →MX¯ ×MDNC MX¯ .
We denote here by − ×− − the homotopy fiber product in HStaC which for the first term
coincides with the one in IndSchC.
Recall, that we have from Definition 2.12 the topological realization functor
(−)top : HStaC → Top .
By the definition of (−)top (also see [7, Proposition 3.2.1]), it commutes with co-limits. This
tells us that for an Ind-scheme S considered as a higher stack represented by the sequence
of closed embeddings of finite type schemes S0 → S1 → S2 → . . ., its topological realization
(S)top is the co-limit in the Top of the sequence
San0 → San1 → San2 → . . . .
Using that filtered co-limits commute with finite limits, we can express TX¯ ×TDNC TX¯ as the
filtered co-limit of
T p
X¯
×T pDNC T
p
X¯
,
where T pZ = MapSchC(Z,Gr(Cp)) for any scheme Z. From this, it also follows that (TX¯×TDNCTX¯)top = lim−→p→∞(T
p
X¯
)an ×(T pDNC )an (T
p
X¯
)an = T an
X¯
×T anDNC T
an
X¯
. The topology of these spaces is
described in Friedlander–Walker [27].
We have therefore constructed a map
∆top : T anX¯ ×T anDNC T
an
X¯ → (MX¯ ×hMDNC MX¯)top . (4.3)
Similarly to Friedlander–Walker [28, Proposition 2.8], one can give T an
X¯
×T anDNC T
an
X¯
a
structure of an E∞ space as defined in May [58], which in particular implies that it is a
commutative and associative H-space or equivalently an E3 space. On MX¯ and MDNC ,
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we also have a natural multiplication µMX¯ : MX¯ ×MX¯ → MX¯ and µMDNC : MDNC ×
MDNC →MDNC given by taking direct sums of perfect complexes. They are commutative
and associative in the homotopy category of higher stacks. We obtain the following homotopy
commutative diagram of higher stacks
MX¯ ×MX¯ MX¯
MX¯ ×MDNC MX¯ ×MX¯ ×MDNC MX¯ MDNC ×MDNC MDNC
MX¯ ×MX¯ MX¯ .
ρDNC×ρDNC
µMX¯
ρDNC
pi1×pi3
pi2×pi4
µMDNC
ρDNC×ρDNC
µMX¯
ρDNC
It induces the multiplication
µM :MX¯ ×MDNC MX¯ ×MX¯ ×MDNC MX¯ →MX¯ ×MDNC MX¯ , (4.4)
which can be easily checked to be commutative and associative in the homotopy category
of higher stacks. In fact, as it is a homotopy fiber product of Γ-objects, it is itself one in
HStaC (see Bousfield–Friedlander [9, §3] for definition of Γ-objects in model categories and
Blanc [7, p. 45] for the construction in this case). Therefore its topological realization
(MX¯ ×MDNC MX¯)top is an H-space which is possible to enrich to an E∞-space.
We now state an important lemma about the map ∆. We use in the proof the language
of spectra (see Strickland [78] and Lewis–May [34]). We only use that the infinite loop
space functor Ω∞ : Sp → Top preserves homotopy equivalences, where Sp is the category
of topological spectra.
Lemma 4.6. The map ∆top : T an
X¯
×T anDNC T
an
X¯
→ (MX¯×MDNCMX¯)top is a homotopy theoretic
group completion of H-spaces.
Proof. Let us recall that in a symmetric closed monoidal category C with the internal hom
functor MapX (−,−) the contravariant functor C 7→ MapC(C,D) maps co-limits to limits.
In particular push-outs are mapped to pullbacks. The homotopy category of higher stacks
is symmetric closed monoidal as shown by Toe¨n–Vezzosi in [84, Theorem 1.0.4].
Let DNC =
⋃N
i=1Di be the normal crossing divisor at ∞. We want to show that the
diagram
DNC X¯
X¯
iDNC
iDNC
(4.5)
has a push-out X¯ ∪DNC X¯ which corresponds to gluing the two copies of X¯ along the em-
bedding DNC
iDNC
↪−−−→ X¯. As this is a closed embedding, Schwede [71, Corollary 3.7] states
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that there exist a scheme X¯ ∪DNC X¯ which completes the diagram to a push-out diagram.
Moreover, the result of Ferrand [25, §6.3] states that if Z1 i1←− Y i2−→ Z2 is a diagram where
the arrows are closed embeddings and Z1 and Z2 are projective, then Z1 ∪Y Z2 is projective
when there exist n, n′ > 0, such that i∗1(OZ1(1))⊗n ∼= i∗2(OZ2(1))⊗n′ . This is evidently true in
our case, as we use equal embeddings iDNC .
Combining the above results, we conclude that there are natural isomorphisms
MX¯ ×MDNC MX¯ ∼= MapHStaC(X¯ ∪DNC X¯,PerfC) =MX¯∪DNCX¯ ,
TX¯ ×TDNC TX¯ ∼= MapIndSchC(X¯ ∪DNC X¯,Gr∞(C)) = TX¯∪DNCX¯ .
In fact, under these isomorphisms, the map ∆ from Definition 4.5 corresponds to the natural
map ∆X¯∪DNCX¯ : TX¯∪DNCX¯ →M
X¯∪DNCX¯ .
For a quasi-projective variety Y over C, Friedlander–Walker define in [28, Definition 2.9]
the space Ksemi(Y ) as the infinity loop space Ω∞T anY , where they use that T an is an E∞-space.
Therefore there is a map T anY → Ksemi(Y ), which is a homotopy theoretic group completion
by [54, p. 6.4] and [53, §2]. For a dg-category D over C, Blanc [7, Definition 4.1] defines the
connective semi-topological K-theory K˜
st
(D) in the category Sp. Moreover, in [7, Theorem
4.21], he constructs an equivalence between the K˜
st
(D) and the spectrum of the topological
realization of the higher moduli stack of perfect modules of D∗. This induces in particular a
homotopy equivalence
Ω∞K˜
st
(Perf(Y ))→ (MY )top
of H-spaces. In [1, Theorem 2.3], Antieau–Heller prove existence of a natural homotopy
equivalence between the H-spaces Ω∞K˜
st
(Perf(Y )) and Ksemi(Y ). The composition T anY →
Ksemi(Y ) → Ω∞K˜st(Perf(Y )) → (MY )top for Y = X¯ ∪DNC X¯ is homotopy equivalent to
∆top
X¯∪DNC X¯
. We have thus shown that ∆top is a homotopy theoretic group-completion.
We now make Oϑ./ →MX¯ ×MDNC MX¯ into a weak H-principal Z2-bundle with respect
to µM in (4.4)
Proposition 4.7. Let Oϑ./ →MX¯×MDNCMX¯ be the Z2-bundle from Proposition/Definition
2.20, then there exists an isomorphism
φϑ./ : Oϑ./ Z2 Oϑ./ → µ∗M(Oϑ./) ,
where µM is from (4.4). Moreover, we have
(idMX¯×MDNCMX¯ × µM)
∗(φϑ./)(id× φϑ./) = (µM × idMX¯×MDNCMX¯ )
∗(φϑ./) ◦ (φϑ./ × id) .
∗This moduli stack is denoted in Blanc [7] byMD. Unlike the moduli stacks in Toe¨n–Vaquie´, it classifies
only perfect dg-modules over D and not the pseudo-perfect ones. For the case D = Lpe(Y ) it therefore
coincides with the mapping stack MY . When Y is projective and smooth, we already know that MY and
MY are equivalent.
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Proof. We construct such φϑ./sp for O
ϑ./
sp →MX¯ ×MDMX¯ from Proposition/Definition 2.20.
Then we use sp :MX¯ ×MDNC MX¯ →MX¯ ×MDMX¯ to pull it back.
Let p = ([E1], [F1], [E2], [F2]) ∈ MX¯ ×MD MX¯ ×MX¯ ×MD MX¯ be a C-point, where
we omit specifying the isomorphism on Di. The restriction of the line bundle µ
∗
M(pi
∗
1ΛOX¯ ⊗
(pi∗2ΛOX¯ )
∗)|{p} corresponds to
det(Ext•(E1 ⊕ E2, E1 ⊕ E2))det∗(Ext•(F1 ⊕ F2, F1 ⊕ F2)) .
Which is isomorphic to
det(Ext•(E1, E1)) det(Ext•(E2, E2))det(Ext•(E1, E2))det(Ext•(E2, E1))
det∗(Ext•(F2, F1)det
∗(Ext•(F1, F2))det
∗(Ext•(F2, F2))det
∗(Ext•(F1, F1)) . (4.6)
The terms in the middle cancel using the iterative arguments from the proof of Proposi-
tion/Definition 2.20:
det(Ext•(E1, E2))det(Ext•(E2, E1))det
∗(Ext•(F2, F1)det
∗(Ext•(F1, F2)) ∼= C . (4.7)
Note that the complex line bundles given by det(Ext•(E1, E2)) is Z2-graded with the
degree χX¯(E1, E2), where χX¯(−,−) : K0(X¯)×K0(X¯)→ Z is the Euler form of the category
DbCoh(X). If α :MX¯ → K0(X¯) is mapping [E] to its K-theory class, then ΛOX¯ has degree
χX¯(α, α). Let αi = α◦pii, where pii :MX¯×MDMX¯×MX¯×MDMX¯ →MX¯ is the projection
to the i’th component. Permuting the left-over terms in (4.6) after using (4.7), we obtain an
isomorphism
z : µ∗M(pi
∗
1ΛOX¯ ⊗ (pi∗2ΛOX¯ )∗)→
(
pi∗1ΛOX¯ )⊗ (pi∗2ΛOX¯ )∗
)

(
pi∗1ΛOX¯ ⊗ (pi∗2ΛOX¯ )∗
)
,
which comes with the extra sign (−1)(χX¯(α2,α2)+χX¯(α4,α4))χX¯(α3,α3).
4.3 Homotopy commutative diagram of H-spaces
Our goal now is to relate the algebro-geometric constructions of §4.2 to the gauge-theoretic
ones in §4.1. From now on, we will omit writing (−)an( resp. (−)cla) to denote analytifications
(resp. classifying space functor), where it is clear.
Definition 4.8. Using the notation from Definition 4.3, we have an obvious map
Λ : T anX¯ ×T anDNC T
an
X¯ → VX¯ ×VDNC VX¯ (4.8)
which corresponds to the inclusion of holomorphic maps into the continuous maps to
Gr(C∞)an . This map is continuous as convergent sequences of maps are mapped to con-
vergent sequences of continuous maps (see Friedlander–Walker [27]).
Let us now construct a Z2-bundle on VX¯ ×VDNC VX¯ by pulling back (4.1).
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Definition 4.9. Let T¯i ⊃ Di be closed tubular neighborhoods of the divisors and i > 0,
chosen in such a way, that around Di ∩Dj
1 ≤ i < j ≤ N then (1 + i)T¯i ⊂ Tj .
We have the homotopies Hi : T¯i → Di which can be extended to H˜i : I × X¯ → X¯, such that
H˜i|I×T¯i = Hi and
H˜i(t,−)|X¯\(1+i)Ti = idX¯\(1+i)Ti .
We can then concatenate these homotopies. For H˜1, H˜2, we define
H˜1,2(t, x) =
{
H˜1(2t, x) 0 ≤ t ≤ 12
H˜2(2t− 1, H˜1(1, x)) 12 < t ≤ 1
. (4.9)
Repeating this for all i ≤ N . We obtain H˜ = H˜1,2,...,N . We denote H = H˜|T¯ , where
T¯ =
⋃N
i=1 Ti. The pullback along H˜(1,−) and H(1,−) induces a homotopy equivalences
Υ : VX¯ ×VDNC VX¯ → VX¯ ×VT¯ VX¯ ,
ΥC : CX¯ ×CDNC CX¯ → CX¯ ×CT¯ CX¯ , (4.10)
which we use from now on to identify the spaces.
As X ⊂ X¯ is Calabi–Yau with a natural choice of spin structure. Choosing K = X\T ,
where T is the interior of T¯ , we construct Y˜ as in Definition 4.1. We then have a map
GY˜ : VX¯ ×VT¯ VX¯ → VY˜ ×VT˜ VY˜ , (4.11)
s.t. if m1,m2 : X¯ →
⊔
nBU(n) are two maps identical on T¯ , then ΣY˜ (m1,m2) = (m˜1, m˜2)
for each (m1,m2) ∈ VX¯ ×VT¯ VX¯ , where
m˜1|Y = m1|Y , m˜1|−Y = m1|Y ,
m˜2|Y = m1|Y , m˜2|−Y = m1|Y . (4.12)
We used −Y to denote the copy of Y from Definition 4.1 with the opposite orientation. It
is easy to see that HY˜ is an H-map. We define the strong H-principal Z2-bundle:
DO := Υ
∗ ◦G∗
Y˜
(DO(Y˜ )) . (4.13)
Remark 4.10. We discuss the map
GY˜ ◦Υ : VX¯ ×VDNC VX¯ → VY˜ ×VT˜ VY˜
to understand the bundle DO better, as we will want to construct an isomorphism Γ
∗(DO) ∼=
(∆top)∗((Oϑ./)top). Let [E,F, φ] be a triple corresponding to a point in VX¯ ×VDNC VX¯ , where
E,F → X¯ are complex vector bundles and
φ : E|DNC ∼−→ F |DNC
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an isomorphism.
Let [E˜, F˜ , φ˜] = GY˜ ◦Υ([E,F, φ]) where E˜, F˜ → Y˜ are vector bundles and φ˜ : E˜|T˜ ∼−→ F˜ |T˜ .
Then E˜ is given by gluing E|Y to E|Y along identity on E|∂Y and F˜ by gluing F |Y to E|Y
along φ¯|∂Y : E|∂Y → F |∂Y , where φ¯ : E|T¯ → F |T¯ is the isomorphism obtained by
E|T¯ ∼= H(1,−)∗(E|DNC )
H(1,−)∗(φ)∼= H(1,−)∗(F |DNC ) ∼= F |T¯ .
The isomorphism φ˜ : E˜|T˜ → F˜ |T˜ is φ¯ on T¯ ∪ Y and identity on the entire copy −Y .
Notice that φ¯|DNC 6= φ, however we have an isomorphism φi : E|T¯i → F |T¯i , given by
E|T¯i ∼= Hi(1,−)∗(E|Di)
Hi(1,−)∗(φ|Di )∼= Hi(1,−)∗(F |Di) ∼= F |T¯i .
It can then be deformed along isomorphisms into φ¯|T¯i by deforming H˜i into H˜ which only
changes the map around intersections with the divisors.
Remark 4.11. The choices made to construct T and X¯ are contractible. This can be seen
as for each Ti the construction of Ti corresponds to the splitting of
0→ TDi → TX¯ → NDi → 0 ,
where NDi is the normal bundle of D ↪→ X¯. The different splittings are parameterized by
the sections of the vector bundle Hom(NDi, TDi) on Di. Different choices of sizes of these
neighborhoods are parameterized by some small i. Notice that our additional condition for
Ti ⊂ Tj whenever j > i around Di ∩ Dj corresponds to choosing i < j. The set of these
choices is also contractible. The construction of H¯ can also be made independent up to
contractible choices.
Additionally, for each choice of the data above, the Z2-bundle DO → VX¯ ×VDNC VX¯ is
independent of the choices made during the construction of Y˜ in Definition 4.1. This can be
seen, by applying the excision argument for orientation bundles recalled in Definition 3.33
together with the description of the map GY˜ ◦Υ in Remark 4.10. The upshot is that DO is
independent of the choices up to canonical isomorphism.
Definition 4.12. Let Πm : BU(m)→ BU × Z be the map induced by BU(m)→ BU and
BU(m)→ {m} ∈ Z, then
VX¯ ×VDNC VX¯
Ω=
⊔
m Πm◦−−−−−−−→ CX¯ ×CDNC CX¯
is a homotopy theoretic group completion of H-spaces. Using Proposition 3.9, we therefore
obtain a unique up to natural isomorphisms strong H-principal Z2-bundle
DCO → CX¯ ×CDNC CX¯ (4.14)
with a unique isomorphism of strong H-principal Z2-bundles Ω∗(DCO) ∼= DO. This bundle can
also be defined as the pullback
DCO = (G
C
Y˜
)∗
(
DCO(Y˜ )
)
, (4.15)
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where
GC
Y˜
: CX¯ ×CDNC CX¯ ' CX¯ ×CT¯ CX¯ → CY˜ ×CT˜ CY˜ (4.16)
is associated to GY˜ from (4.11) using Proposition 3.7 and D
C
O(Y˜ ) from Lemma 4.4 .
Using Proposition 3.7, we also have a map Γ completing the following homotopy com-
mutative diagram of H-spaces:
TX¯×TDNC TX¯ VX¯ ×VT¯ VX¯
(MX¯ ×MDNC MX¯)top CX¯ ×CT¯ CX¯
∆top
Λ
Ω
Γ
. (4.17)
The map Γ was expressed explicitly in Definition 2.22
4.4 Common resolution
Recall that the isomorphism ϑ./ : LX¯,D → (LX¯,D)∗ in Proposition/Definition 2.20 was
constructed using Serre duality together with an isomorphism τ./ in (2.25) for which we used
the isomorphisms ξ−(L,Di, si) and ξ+(L,Dj, tj) from (2.19), where L was some line bundle
of the form OX¯(
∑N
k=1 ckDk). We want to consider the pullback ∆
∗(Oϑ./) to TX¯ ×TDNC TX¯
and express τ./ in terms of vector bundles and their Dolbeault resolutions and therefore
relate it to (pseudo-)differential operators. For determinant bundles of perfect complexes,
we use here the conventions from Knudsen–Mumford [50].
In each step of the proof of Definition/Proposition 2.20 which gave us in the end τ./,
we used the isomorphisms pi∗1(ξ
−(L,Di, si,k)) and pi∗2(ξ
−(L,Di, si,k)) (resp. pi∗1(ξ
−(L,Dj, tj,l))
and pi∗2(ξ
−(L,Dj, tj,l))) to construct the isomorphism
pi∗1ΛL(Di)(pi
∗
1ΛL)
∗pi∗2ΛL(pi
∗
2ΛL(Di))
∗ ∼= pi∗1 ◦ ρ∗(ΛL(Di)|Di )(pi∗2 ◦ ρ∗(ΛL(Di)|Di ))∗ ∼= C . (4.18)
We would like to replace ΛL(Di)|Di with something that does not require restriction to
codimension one, as this would take us outside of the realm of vector bundles.
Remark 4.13. For the sake of readability, we will assume L = OX¯ , we also only keep track of
the label of the divisor i (i.e. we write si = si,k) and work only with ξ
−(si) := ξ−(OX¯ , Di, si).
It is obvious how to extend this to non-trivial L and steps using ξ+(L,Dj, tj).
Definition 4.14. Let Uvb → X¯ × TX¯ be the universal vector bundle generated by global
sections. Similarly to what was done in §2.1, we define
Evb = pi∗1,2(U∗vb ⊗ Uvb) , Fvb = pi∗1,3(U∗vb ⊗ Uvb) ,
Evb(Di) = pi∗1,2(U∗vb ⊗ Uvb)⊗ pi∗1(O(Di)) , Fvb(Di) = pi∗1,3(U∗vb ⊗ Uvb)⊗ pi∗1(O(Di)) ,
(4.19)
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where pi1,2, pi1,3 : X¯ × TX¯ ×TDNC TX¯ → X¯ × TX¯ are the projection to the first and second
component, resp. first and third component and pi1 projects to X¯.
We have again the exact sequences
0→ Evb → Evb(Di)→ (Evb(Di))|Di×TX¯×TDNC TX¯ → 0 ,
0→ Fvb → Fvb(Di)→ (Fvb(Di))|Di×TX¯×TDNC TX¯ → 0 .
Define the cones C1(si) = Evb pi
∗
1(si)−−−→ Evb(Di) and C2(si) = Fvb pi
∗
1(si)−−−→ Fvb(Di) . These are
locally free resolutions of (Fvb(Di))|Di×TX¯×TDNC TX¯
∼= (Evb(Di))|Di×TX¯×TDNC TX¯ . Let ΦDi be
this isomorphism. We have the following complex of sheaves on X¯ × TX¯ ×TDNC TX¯ :
Evb ⊕Fvb Evb(Di)⊕Fvb(Di) Evb(Di)|Di×TX¯×TDNC TX¯ ,
pi∗1(si)⊕pi∗1(si) ρEvb(Di)−ΦDi◦ρEvb(Di)
(4.20)
where ρEvb(Di), ρ
F
vb(Di) are the restrictions of sections to Di × TX¯ ×TDNC TX¯ .
Proposition 4.15. Define the sheaf
Ksi := ker(ρEvb(Di) + ΦDi ◦ ρEvb(Di)) ,
then Ksi is locally free.
Proof. To see this, we restrict to X¯ × T p
X¯
×T pDNC T
p
X¯
which is a projective scheme for all p.
The subscheme Di × T pX¯ ×T pDNC T
p
X¯
is a Cartier divisor. Therefore Evb(Di)|Di×T pX¯×T pDNC T
p
X¯
,
which is a vector bundle supported in a Cartier divisor, has projective dimension one. As
ρEvb(Di) + ΦDi ◦ ρEvb(Di) is surjective morphism from a locally free sheaf, its kernel must also
be locally free.
As
X¯ × TX¯ ×TDNC TX¯ = lim−→
p→∞
(X¯ × T p
X¯
×T pDNC T
p
X¯
) ,
Ksi is locally free.
The map pi∗1(si)⊕ pi∗1(si) from (4.20) factors through Ksi , so we can write it as a compo-
sition of
Evb ⊕Fvb
factsi−−−→ Ksi
incsi−−→ Fvb(Di)⊕Fvb(Di) .
The following is a simple consequence of the construction.
Proposition 4.16. Let C(factsi) be the cone of factsi, then we have the quasi-isomorphisms
piC1 : C(factsi)→ C1(si) and piC2 : C(factsi)→ C2(si):
Evb ⊕Fvb Ksi
Evb Evb(Di)
piEvb
factsi
piEvb(Di)◦incsi
pi∗1(si)
,
Evb ⊕Fvb Ksi
Fvb Fvb(Di)
piFvb
factsi
piFvb(Di)◦incsi
pi∗1(si)
.
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Moreover, we obtain the commutative diagram of quasi-isomorphisms
C(factsi)
C1(pi∗1(si)) C2(pi∗1(si))
Evb(Di)|Di×TX¯×TDNC TX¯
piC1
piC2
. (4.21)
Using
∆∗ ◦ pi∗1(ΛOX¯ ) ∼= det(piT ∗(Evb)) , ∆∗ ◦ pi∗1(ΛDi) ∼= det(piT ∗(Evb(Di)))
∆∗ ◦ pi∗2(ΛOX¯ ) ∼= det(piT ∗(Fvb)) , ∆∗ ◦ pi∗2(ΛDi) ∼= det(piT ∗(Fvb(Di))) ,
where piT : X¯ × TX¯ ×TDNC TX¯ → TX¯ ×TDNC TX¯ the projection and ∆ : TX¯ ×TDNC TX¯ →MX¯ ×MDNC MX¯ from Definition 4.5, together with Proposition 4.16, we can write the
pullback of (4.18) under ∆ : TX¯ ×TDNC TX¯ →MX¯ ×MDNC MX¯ as
det(piT ∗(Evb(Di)))det∗(piT ∗(Evb)) det(piT ∗(Fvb))det∗(piT ∗(Fvb(Di)))
∼= det (piT ∗(C1(pi∗1(si))))det∗(piT ∗(C2(pi∗1(si))))
∼= det (piT ∗(C(factsi)))det∗(piT ∗(C(factsi))) ∼= C .
We omit specifying that the push-forward is derived. It is in fact the only operation where
we need to take derived functor as we are working with vector bundles. Equivalently, we
could write this as
det(piT ∗(Evb(Di)))det∗(piT ∗(Evb)) det(piT ∗(Fvb))det∗(piT ∗(Fvb(Di)))
∼=det(piT ∗(Evb(Di)))det∗(piT ∗(Evb)) det(piT ∗(Evb⊕Fvb))det∗(piT ∗(Ksi ))det(piT ∗(Ksi ))det∗(piT ∗(Evb⊕Fvb)) det(piT ∗(Fvb))det∗(piT ∗(Fvb(Di))) ∼= C . (4.22)
The last isomorphism is the product of
det(piT ∗(Evb(Di)))det∗(piT ∗(Evb)) det(piT ∗(Evb ⊕Fvb))det∗(piT ∗(Ksi)) ∼= C
det(piT ∗(Ksi))det∗(piT ∗(Evb ⊕Fvb)) det(piT ∗(Fvb))det∗(piT ∗(Fvb(Di))) ∼= C , (4.23)
which uses that the vector bundles which we are pushing forward and then take determinants
of fit into the exact complexes:
C(piC1) = 0→ Evb ⊕Fvb → Ksi ⊕ Evb → Evb(Di)→ 0 ,
C(piC2) = 0→ Evb ⊕Fvb → Ksi ⊕Fvb → Fvb(Di)→ 0 . (4.24)
We are left only with vector bundles and their complexes, therefore we express everything
using their Dolbeault resolutions. From now on, we will restrict everything to a C-point
[E,F, φ] ∈ TX¯ ×TDNC TX¯ (or equivalently its analytification T anX¯ ×T anDNC T
an
X¯
) . However, ev-
erything we do works in compact families.
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Definition 4.17. Let E and F be vector bundles generated by global sections and φ :
E|DNC → F |DNC an isomorphism. Then we have Evb|X×{[E,F,φ]} ∼= End(E), Fvb|X×{[E,F,φ]} ∼=
End(F ), Evb(Di)|X×{[E,F,φ]} ∼= End(E)(Di), Fvb(Di)|X×{[E,F,φ]} ∼= End(F )(Di). We also de-
fine
Ksi := Ksi |X×{[E,F,φ]} , C1(si) = C1(pi∗(si))|X×{[E,F,φ]} , C2(si) = C2(pi∗(si))|X×{[E,F,φ]} ,
(4.25)
and restriction of any other cone C(−) will be denoted as C(−). The restrictions of maps
factsi , incsi , piC1 and piC2 we write as fsi , isi , piC1 and piC2 .
We have the following exact sequences from (4.24):
0→ End(E)⊕ End(F ) d
0
E−→ Ksi ⊕ End(E)
d1E−→ End(E)(Di)→ 0
0→ End(E)⊕ End(F ) d
0
F−→ Ksi ⊕ End(F )
d1F−→ End(F )(Di)→ 0 , (4.26)
where
d0E =
( −fsi
piEnd(E)
)
, d1E =
(
piEnd(E)(Di) ◦ isi
si
)
(4.27)
and similarly for F .
We recall the following well known isomorphism between determinants in gauge theory
and algebraic geometry.
Definition 4.18. Let V → X¯ be a holomorphic vector bundle, then there is a construction
of its derived global sections functor as RΓ•(V ) = Γ(V ⊗ A0,•). where the differential is
given by ∂¯V = ∂¯
∇V , where ∇V is the corresponding Chern connection. Let
DV = ∂¯V + ∂¯
∗
V : Γ(V ⊗A0,even)→ Γ(V ⊗A0,odd) ,
then Hodge theory gives us the natural isomorphisms
det(DV ) ∼= det(RΓ•(V )) .
Let V denote also the underlying smooth complex vector bundle, then σ(DV ) = idpi∗V ⊗
σ(∂¯ + ∂¯∗). We denote its associated degree 0 symbol from Definition 3.21 by σV . Using
Definition (3.21), we have the isomorphism
κV : det(RΓ•(V ))
∼−→ det(σV ) . (4.28)
Note that σV depends only on the underlying complex vector bundle V for a given metric
on X¯.
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Lemma 4.19. Let X¯ be a smooth complex manifold, let Y be a compact space and V0
d0−→
V1
d1−→ V2 be a Y family of exact sequences of holomorphic vector bundles on Y with metrics.
Let d0⊕ d∗1 : (V0⊕V2)⊗A0,i → V1⊗A0,i also denote the induced morphism on the Dolbeault
resolutions. We have then, the Y × I family (σV0⊕V2 , σV1 , d0 ⊕ d∗1, d0 ⊕ d∗1)0 from Definition
(3.18). Let L→ Y × I be its determinant line bundle and ϕ ∈ Iso(L, I, 0), then there exists
a natural isotopy between
det(RΓ•(V0)) det(RΓ•(V2))det∗(RΓ•(V1))
∼−→ C
constructed in [50, Corollary 2] and
det(RΓ•(V0)) det(RΓ•(V2))det∗(RΓ•(V1))
κV0κV2 (κ
∗
V1
)−1−−−−−−−−−→ det(σV0) det(σV2)det∗(σV1)
ϕ|1−−→ C .
Proof. Using the metric, we obtain the splitting morphism ds : V2 → V1. Deforming into a
metric which respects this splitting, we have ds = d
∗
1. Under the identification V1
∼= V0⊕ V2,
the Dolbeault differential becomes
∂¯V1 =
(
∂¯V0 ∂¯02
0 ∂¯V2
)
,
where ∂¯02 is some V2 valued (0, 1)-form. We define V
t
1 to be the Y × I family of holomorphic
structure on V1 by
∂¯V t1 = ∂¯
t
V1
:=
(
∂¯V0 (1− t)∂¯02
0 ∂¯V2
)
.
The sequence at V0 → V t1 → V2 splits at t = 1. We have on Y × I the isomorphism
det(RΓ•(V0)) det(RΓ•(V2))det
∗(RΓ•(V t1 )) ∼= C ,
which at t = 1 corresponds under κV0κV2(κ∗V1)
−1 to having having representatives of σV0 ⊕
σV2 = σV0⊕V2 and σV1 which commute with d0 ⊕ d∗1 : (V0 ⊕ V2)A0,even → V1 ⊗ A0,even and
d0 ⊕ d∗1 : (V0 ⊕ V2)A0,odd → V1 ⊗ A0,odd and using functoriality 3.14. By Proposition 3.27,
there is a natural element ϕ′ ∈ Iso(L, I, 0) such that ϕ′|1 correspond to this. Deforming the
metric back into the the one that we have started with, we obtain the result.
The exact complexes (4.26) give us the isomorphisms (4.23) restricted to [E,F, φ], such
that after applying (4.28) and using Lemma 4.19 these correspond to the transport along
the determinants of the following global excision I-families.
(σEnd(E)⊕End(F ) ⊕ σEnd(E)(Di), σKsi ⊕ σEnd(E), d0E ⊕ (d1E)∗, d0E ⊕ (d1E)∗)0 ,
(σEnd(E)⊕End(F ) ⊕ σEnd(F )(Di), σKsi ⊕ σEnd(F ), d0E ⊕ (d1E)∗, d0E ⊕ (d1E)∗)0 . (4.29)
Expressing the isomorphism as transport along complex line bundles will be useful in the
next section, where we will fit it into an I2-family and deform it.
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4.5 Main part of the proof
Here we give the main part of the proof of Theorem 2.23. We first begin by constructing
an I2-excision family of symbols. For a holomorphic vector bundle V , we denote by V the
sheaf of its holomorphic section as well as the corresponding complex vector bundle. We
continue using the simplified notation from Remark 4.13.
Recall from Remark 4.10 that we have the isomorphism φi : E|Ti → F |Ti such that
φi|Di = φ|Di at the point [E,F, φ] in TX¯ ×TDNC TX¯ . We will again restrict our attention to a
single step as in the previous section. We will use the notation V = End(E),W = End(F ).
Consider the induced isomorphisms Φi : V|Ti → W|Ti . First, we need to construct ΦKsi :
Ksi |Ti → Ksi |Ti , which will remove the contributions of Ksi from Ti such that it commutes
with all other maps.
We have the following diagrams, where the second one follows from the first one using
the octahedral axiom in Db(Coh(X) and the triangles are distinguished.
W V(Di)
V(Di)|Di
W(Di) V
[1]
[1]
[1]
[1]
W V(Di)
Ksi
W(Di) V
[1]
[1]
From the second diagram, we have the short exact sequences
0→ V → Ksi →W(Di)→ 0 , 0→ V → Ksi →W(Di)→ 0 . (4.30)
The defining exact sequence for Ksi is
0 Ksi V(Di)⊕W(Di) V(Di)|Di 0 .
isi
Restricting it to Di, we have to complete by V(Di)⊗OX¯ ToriOX¯ (OD,OD) = V|Di on the left,
to get the exact sequence
0 V|Di Ksi |Di V(Di)|Di ⊕W(Di)|Di V(Di)|Di 0 .
isi |Di (4.31)
We get the same sequence also by replacing the terms V|Di on the left and right by W|Di .
Projecting V(Di)|Di ⊕ W(Di)|Di → V(Di)|Di and V(Di)|Di ⊕ W(Di)|Di → W(Di)|Di , we
obtain the restriction of (4.30) to Di. Now the following diagram is commutative:
0 Ksi V(Di)⊕W(Di) V(Di)|Di 0
0 Ksi V(Di)⊕W(Di) W(Di)|Di 0
id
isi
id −Φi|Di
isi
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which induces V|Di
−Φi|Di−−−−→W|Di on the left most non-vanishing terms of (4.31) after restric-
tion. In particular, we obtain the following commutative diagram of short exact sequences
:
0 W|Di Ksi |Di V(Di)|Di 0
0 V|Di Ksi |Di W(Di)|Di 0
−Φ−1i |Di id Φi|Di (4.32)
Now that we understand Ksi restricted to Di, we can construct the appropriate ΦKsi .
Definition 4.20. We first split the short exact sequence 0 → V → Ksi → W(Di) → 0
as a sequence of smooth vector bundles, where we denote the corresponding retraction rE :
Ksi → V . The map fsi : V ⊕W → Ksi = V ⊕W(Di) has the form
(
idV −a
0 si
)
, where from
(4.32), we see that a|Di = Φ−1i . We can restrict to a sufficiently small tubular neighborhood
Ti such that a|Ti is invertible and satisfies the condition in Definition 3.23. As the choice of
Φi on Ti, such that Φi|Di = Φ|Di is contractible, we can replace Φ−1i with a. Now on Ti, we
define the splitting of
0→W|Ti → K|Ti → V(Di)|Ti → 0
by setting the retraction rF : Ksi |Ti →W|Ti to be rF = (−Φi)◦rE. We define ΦKsi : Ksi |Ti →
Ksi |Ti as the composition
Ksi |Ti ∼=W|Ti ⊕ V(Di)|Ti
Φi 0
0 Φ−1i

−−−−−−−−→ V|Ti ⊕W(Di)|Ti ∼= Ksi |Ti .
Lemma 4.21. On Ti the sum cos(t)ΦKsi + isin(t)idKsi is an automorphism of Ksi |Ti for all
t ∈ R.
Proof. From the choice of splittings in Definition 4.20, it follows that idKsi |Di : W|Di ⊕
V(Di)|Di → V|Di ⊕ W(Di)|Di corresponds to
(−Φ−1i |Di 0
0 Φi|Di
)
. We can express fsi :
V|Ti ⊕W|Ti →W|Ti ⊕ V(Di)|Ti as
(−Φi idW
s 0
)
on Ti. Outside of Di, we get
idKsi = fsi ◦ f−1si =
(
id −Φ−1i
0 si
)(
0 s−1i
id Φis
−1
i
)
=
(−Φ−1i 0
si Φi
)
.
The map cos(t)ΦKsi + isin(t)idKsi is then given by(
e−itΦ−1i 0
si e
itΦi
)
:W|Di ⊕W(Di)|Di → V|Di ⊕W|(Di)Di ,
which is invertible.
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The following proposition implies Theorem 2.23.
Proposition 4.22. The Z2-bundle (Oϑ./)top from (2.27) is trivializable. Moreover, there is
a canonical isomorphism of strong H-principal Z2-bundles
I./vb : (∆
top)∗
(
(Oϑ./)top) ∼= Λ∗(DO) = Λ∗ ◦Υ∗ ◦G∗Y˜ (DO(Y˜ ))
from (4.1) and a canonical isomorphism of strong H-principal Z2-bundles
I./ : ((Oϑ./)top ∼= Γ∗(DCO)
for the given extension data ./.
Proof. We construct here an isotopy between (∆top)∗(ϑtop./ ) from Proposition/Definition 2.20
and the real structure on the Dolbeault operators obtained by excising as complex operators
around DNC and using #1,#2 from Definition 3.14. Then we construct for each [E,F, φ] ∈
TX¯ ×TDNC TX¯ a Z2-bundle O → I, such that
O|0 ∼= (∆top)∗
(
(Oϑ./)top)|[E,F,φ] , O|1 ∼= Λ∗(DO)|[E,F,φ] ,
where the isomorphisms are canonical and the constructions all work in compact families.
We have the following commutative diagram of exact sequences of complex vector bundles
on Ti:
0 V|Ti ⊕W|Ti Ksi |Ti ⊕ V|Ti V(Di)|Ti 0
0 V|Ti ⊕W|Ti Ksi |Ti ⊕W|Ti W(Di)|Ti 0
 0 Φ−1i
Φi 0

d0E
ΦKsi
⊕Φi
d1E
Φi
d0F d
1
F
.
(4.33)
In the notation of Definition 3.29, we now have:
p+ = σV⊕W⊕V(Di) , p
− = σV⊕W⊕W(Di) , q
+ = σKsi⊕V , q
− = σKsi⊕W ,
µ0 =
Φi 0 00 0 Φ−1i
0 Φi 0
 = µ1 , ν0 = ΦKsi ⊕ Φi = ν1 ,
κ0 = d
0
E ⊕ (d1E)∗ = κ1 , λ0 = d0F ⊕ (d1F )∗ = λ1 .
Choosing small 1 > 2, we get (1−1)Ti ⊂ (1−2)T2 ⊂ Ti. We set Ui = Ti, Vi = X¯\(1−1)T¯i
and K = X¯\(1− 2)Ti as in Definition 3.29. We then make a contractible choice of χUi and
χVi . Deforming t 7→ tχUi = χtUi , we obtain an I-family of excision I2-families
t 7→ Ft =
p+, p−, µ0, µ1q+, q−, ν0, ν1
κ0, κ1, λ0, λ1
χtUi ,χVi
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Here we use for a given excision I2-family the notation from Corollary 3.31. At t = 0,
transport along L3(F0) ∪ L4(F0) coincides with the transport along (4.29). The transport
along L1(F1)∪L2(F1) is naturally isotopic to this by Corollary 3.31 iii. Moreover, as χUi = 0
near Di we can deform d
0
E, d
1
E, d
0
F , d
1
F (see (4.27)) trough the family of isomorphism
t 7→
(
fsi
tpiV
)
,
(
tpiV(Di) ◦ isi
si
)
,
(
fsi
tpiW
)
,
(
tpiW(Di) ◦ isi
si
)
.
This ends up splitting the I2-excision family into two.σV⊕W , σV⊕W
(
0 Φ−1i
Φi 0
)(
0 Φ−1i
Φi 0
)
σKsi , σKsi , ΦKsi ,ΦKsi
fsi , fsi , fsi , fsi

χUi ,χVi
⊕
σV(Di), σW(Di), Φi,ΦiσV , σW , Φi,Φi
s∗i , s
∗
i , s
∗
i , s
∗
i
χUi ,χVi (4.34)
We will show that the first I2-family has no contribution to the transport isomorphism,
while the transport along the second one composes over all steps into an isomorphism which
together with #1,#2 from (3.14) corresponds to the real structure of a compactly supported
real pseudo-differential operator constructed from the positive Dirac operator on X. Let us
use σA to denote the first term and σB for the second one.
We have the following deformation through isomorphisms:
I 3 t 7→
(
isin(t) cos(t)Φ−1i
cos(t)Φi isin(t)
)
I 3 t 7→ cos(t)ΦKsi + isin(t)idKsi ,
where the second one follows from Lemma 4.21.
Deforming the isomorphisms in σA and then applying Corollary 3.31 iv., we express the
transport along L1(σA) ∪ L2(σA) as the transport along L3(σ′A) ∪ L4(σ′A) for the family
σ′A =
 σV⊕W , σKsi , fsi , fsiσV⊕W , σKsi ,−fsi ,−fsi
iid, iid,−iid,−iid
χVi ,χUi .
now replacing χVi with 0 and using Remark 3.32 to rotate ±iid to id, we see from Corollary
3.31 ii. that the transport along L3(σ
′
A) ∪ L4(σ′A) corresponds to (3.14) on σV⊕W and σKsi
using identity.
Therefore after using Corollary 3.31 iii. the isomorphisms (4.22) is naturally isotopic to
det
(
Ext•(E,E(Di))
)
det∗
(
Ext•(E,E)
)
det
(
Ext(F, F )
)
det∗
(
Ext(F, F (Di))
)
∼= det (σV(Di))det∗(σV)det(σW)det∗(σW(Di)) ∼= C , (4.35)
where the second isomorphism is obtained from the transport along L1(σB)∪L2(σB) for the
excision I2-family σB.
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Recall from Remark 4.10 that we can deform φi into φ¯ on Ti and therefore Φi to the
corresponding Φ¯ : V|T → W|T . We set U =
⋃N
i Ui, V =
⋂N
i=1 Vi, K =
⋂N
i=1 Ki.Choosing
χU , χV , we can interpolate for each i between these and χUi , χVi . We obtain the transport
along L1(σmain) ∪ L2(σmain) for the family
σmain =
 σV , σW , Φ¯, Φ¯σV(Di), σW(Di), Φ¯, Φ¯
si, si, si, si

which by Corollary 3.31 i. corresponds to transporting along the I-families (σV , σW , Φ¯, Φ¯)χV
and (σV(Di), σW(Di), Φ¯, Φ¯)
χV and then identifying the compactly supported symbols using
si ⊕ si : V ⊕ W → V(Di) ⊕ W(Di). Combining the single steps we considered above in
the right order with si,k, tj,l specified by ./, we see that the isomorphism (we label here the
adjoint of (2.25) the same way )
τ./|[E,F,φ] : det
(
Ext(E,E)
)
det∗
(
Ext(E,E(KX¯))
)
det∗
(
Ext(F, F )
)
det
(
Ext(F, F (KX¯))
) ∼= C
is expressed up to natural isotopies depending only on the extension data ./ as
det(σV)det
∗(σV(KX¯ ))det
∗(σW)det(σW(KX¯ ))
∼= det(σV , σW , Φ¯, Φ¯)χV1 det∗(σV(KX¯), σW(KX¯), Φ¯, Φ¯)χV
ω:OX→KX∼= C (4.36)
where the first isomorphism corresponds to transporting along (σV , σW , Φ¯, Φ¯)χV and
(σV(KX¯), σW(KX¯), Φ¯, Φ¯)
χV . Choosing
α ∈ Iso(det(σV , σW , Φ¯, Φ¯)χV , I, 1) , β ∈ Iso(det(σV(KX¯), σW(KX¯), Φ¯, Φ¯)χV , I, 1) .
we obtain for each t the isomorphisms
det(σV , σW , Φ¯, Φ¯)
χV
t
α−1t∼= det(σV , σW , Φ¯, Φ¯)χV1
∼= det(σV(KX¯), σW(KX¯), Φ¯, Φ¯)χV1
βt∼= det(σV(KX¯), σW(KX¯), Φ¯, Φ¯)χVt . (4.37)
From Definition 3.14, we see that #op1 , #
op
2 commutes with the above symbols as it commutes
with the corresponding degree 1 symbols and Φ¯ is unitary. Using this, the last term in (4.37)
becomes isomorphic to det∗(σV , σW , Φ¯, Φ¯)
χV
t . Thus for each t, we have a Z2-torsor Ot after
applying Definition 2.6 to (4.37).
We claim that O|1 ∼= Λ∗(DO)|[E,F,φ]. To see this note that
det(σV , σW , Φ¯, Φ¯)
χV
1
∼= det∗(σV , σW , Φ¯, Φ¯)χV1
obtained by composing the action of ω and #op1 , #
op
2 coincides with the real structure in
(3.9) on X Calabi–Yau. Let
[E˜, F˜ , φ˜] = GY˜ ◦Υ ◦ Λ([E,F, φ]) ,
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and P˜ , Q˜ be the associated principal U(n)-bundles to E˜, F˜ . Then DO|[E˜,F˜ ,φ˜] =
or( /D
∇ad(P˜ )
+ )⊗Z2 or( /D
∇ad(Q˜)
+ ), where we choose in families ∇P˜ and ∇Q˜ as partial connections in
the direction Y˜ . We denote by σR
ad(P˜ )
the degree 0 symbol associated to idpi∗(ad(P˜ )) ⊗ σ( /D+),
where /D+ is the positive Dirac operator on Y˜ . Then by excision from Definition 3.33 we
have the natural isomorphism
or(σR
ad(P˜ )
)⊗Z2 or(σRad(Q˜)) ∼= or(σRad(P˜ ), σRad(Q˜), Φ˜, Φ˜)
χV˜
1
∼= O|1 .
Using (4.36), we see that the real structures used to define O|0 and (∆top)∗(Oϑ./)|[E,F,φ] are
naturally isotopic for the given extension data ./, therefore, we obtain a canonical isomor-
phism
(∆top)∗(Oϑ./)|[E,F,φ] ∼= O|0 ,
giving us
I./vb : Λ
∗(DO) ∼= (∆top)∗
(
(Oϑ./)top
)
. (4.38)
In particular, (∆top)∗
(
(Oϑ./)top
)
trivializable and using Proposition 4.7 it is strong H-
principal. To show that (4.38) is an isomorphism of strong H-principal Z2-bundles, consider
the point [E1⊕E2, F1⊕F2, φ1⊕φ2]. We get the additional terms Hom(E1, E2), Hom(E2, E1)
Hom(F1, F2) and Hom(F2, F1) which cancel out as shown in the proof of Proposition 4.7.
In construction of the H-principal structure of DO(Y˜ ), one uses the complex structure of
the off-diagonal entries in [46, Example 2.11]. Using a similar procedure to the one we used
for identification of real structure, these two cancellations can be identified. The signs in
Lemma 3.13 and Lemma 4.4 and in the construction of φϑ./ : Oϑ./ Oϑ./ → µ∗M(Oϑ./) were
chosen so that (4.38) is a strong H-principal isomorphism of Z2-bundles. This can be shown
using that the transport along complex determinant line bundles behaves well with respect
to direct sums as stated in Remark 3.24. Using Proposition 3.9 (i) and (ii), we obtain from
(4.38) the canonical isomorphism
I./ : Γ∗(DCO) ∼= (Oϑ./)top .
5 Orientation groups for non-compact Calabi–Yau 4-
folds
In this final section, we describe the behavior of orientations under direct sums. We recall the
notion of orientation group from [46] and formulate the equivalent version of [46, Theorem
2.27] for the non-compact setting, where we replace K-theory with compactly supported
K-theory. For background on compactly supported cohomology theories, see Spanier [75],
Ranicki–Roe [69, §2]. From the algebraic point of view, see the discussion in Joyce–Song
[45, §6.7] and Fulton [31, p. 18.1].
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5.1 Orientation on compactly supported K-theory
In Definition 4.12, we define the strong H-principal Z2-bundle DCO → CX¯ ×CDNC CX¯ . We first
describe its commutativity rules as in [46, Definition 2.22].
Definition 5.1. Let µC : CX¯ ×CDNC CX¯ × CX¯ ×CDNC CX¯ → CX¯ ×CDNC CX¯ be the summation
map and
τ : DCO DCO → µ∗C(DCO) (5.1)
be the isomorphism of Z2-bundles on CX¯ ×CDNC CX¯ ×CX¯ ×CDNC CX¯ , which makes (DCO, τ) into
a strong H-principal Z2-bundle.
We recall the notion of Euler-form as defined in Joyce–Tanaka–Upmeier [46, Definition
2.20] for real elliptic differential operators.
Definition 5.2. Let X be a smooth compact manifold, E0, E1 vector bundles on X and
P : E0 → E1 a real or complex elliptic differential operator as in §3.3. Let E,F → X be
complex vector bundles, the Euler form χP : K
0(X)×K0(X)→ Z is defined by
χP (JEK, JF K) = ind(σ(P )⊗ idpi∗(Hom(E,F )))
together with bi-additivity of χP , where for a vector bundle V , we use JV K ∈ K0(X) for its
K-theory class and ind(−) denotes the complex index of a complex operator. We used the
notation from §3.7 for symbols of operators. In particular, if X is spin and P = /D+, we
write χRX := χ /D. Similarly, if X is a complex manifold and D = ∂¯ + ∂¯
∗ : A0,even → A0,odd is
the Dolbeault operator, then we use χX := χD.
Recall also that for a smooth complex projective variety X, we have K0(X) ∼= K0(X),
where K0(X) is the Grothendieck group associated to D
bCoh(X). Let χalgX : K0(X) ×
K0(X)→ Z be defined by
χalgX (E,F ) =
∑
i∈Z
(−1)idimC(Exti(E,F )) ,
then under K0(X) ∼= K0(X), we have χX = χalgX .
Proposition 5.3. Let i1, i2 : X¯ → X¯ ∪DNC X¯ be the inclusions of the two copies of X¯
Let γ(α, β) ∈ K0(X¯ ∪DNC X¯) denote a K-theory class, such that i∗1(γ(α, β)) = α and
i∗2(γ(α, β)) = β. We have the bijection
pi0(CX¯ ×CDNC CX¯) = K0(X¯ ∪DNC X¯) .
Let Cγ(α,β) be the components corresponding to γ(α, β), DCO|γ(α,β) the restriction of DCO to it,
and
τγ1(α1,β1),γ2(α2,β2) : D
C
O|γ1(α1,β1) Z2 DCO|γ2(α2,β2) → µ∗C(DCO|γ1(α1,β1)+γ2(α2,β2))
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the restriction of the isomorphism τ in (5.1). Then the following equation holds:
τγ2(α2,β2),γ1(α1,β1) =(−1)
(
χX¯(α1,α1)−χX¯(β1,β1)
)(
χX¯(α2,α2)−χX¯(β2,β2)
)
+χX¯(α1,α2)−χX¯(β1,β2)
τγ1(α1,β1),γ2(α2,β2) . (5.2)
Suppose a choice of orientation oγ(α,β) : Z2 → DCO|γ(α,β) is given for each γ(α, β) ∈
K0(X¯ ∪DNC X¯), then define γ1(α1,β1),γ2(α2,β2) ∈ {−1, 1} by
τγ1(α1,β1),γ2(α2,β2)
(
oγ1(α1,β1) Z2 oγ2(α2,β2)
)
= γ1(α1,β1),γ2(α2,β2)oγ1(α1,β1)+γ2(α2,β2)
These signs solve:
γ2(α2,β2),γ1(α1,β1) =(−1)
(
χX¯(α1,α1)−χX¯(β1,β1)
)(
χX¯(α2,α2)−χX¯(β2,β2)
)
+χX¯(α1,α2)−χX¯(β1,β2)
γ1(α1,β1),γ2(α2,β2) .
Let (Mγ(α,β))
top = Γ−1(Cγ(α,β)), (Oϑ./γ(α,β))top = (Oϑ./)top|(Mγ(α,β))top and
oalgγ(α,β) = I
./
(
Γ∗(oγ(α,β))
)
the orientations on (Oϑ./γ(α,β))
top obtained using I./ from (2.28). Let
τ algγ1(α1,β1),γ2(α2,β2) = (φ
ϑ./)top|(Mγ1(α1,β1))top×(Mγ2(α2,β2))top ,
where φϑ./ is from Proposition 4.7.
Then they satisfy
τ algγ1(α1,β1),γ2(α2,β2)(o
alg
γ1(α1,β1)
Z2 oalgγ2(α2,β2)
)
= γ1(α1,β1),γ2(α2,β2)o
alg
γ1(α1,β1)+γ2(α2,β2)
.
Proof. We first describe a version of the statement for (DCO(Y˜ ), τ˜), where this pair is a strong
H-principal Z2-bundle from Lemma 4.4. Then using excision, this will follow for DCO.
One can express DCO(Y˜ ) as a product of Z2-graded Z2-bundles p∗1(O
/DY˜ )⊗ p∗2(O /DY˜ )∗ from
Example 3.11, where CY˜
p1←− CY˜ ×CDNC CY˜
p2−→ CY˜ are the projections. Using Definition 3.10
and Lemma 3.13 together with Joyce–Tanaka–Upmeier [46, p. 2.26], one can show that for
each γ˜1(α˜1, β˜1), γ˜1(α˜1, β˜1), we have the formula
τ˜γ˜2(α˜2,β2),γ˜1(α˜1,β˜1) =(−1)
(
χR
Y˜
(α˜1,α˜1)−χR
Y˜
(β˜1,β˜1)
)(
χR
Y˜
(α˜2,α˜2)−χR
Y˜
(β˜2,β˜2)
)
+χR
Y˜
(α˜1,α˜2)−χR
Y˜
(β˜1,β˜2)
τγ1(α1,β1),γ2(α2,β2) . (5.3)
Two points [E±, F±, φ±] of VX¯ ×VT¯ VX¯ map to [E˜±, F˜±, φ˜±] ∈ VY˜ ×VT˜ VY˜ , as described in
(4.12). Using excision in ind and Definition 5.2, one shows that
χR
Y˜
(JE˜+K, JE˜−K)− χR
Y˜
(JF˜+K, JF˜−K) = χX¯(JE+K, JE−K− χX¯(JF+K, JF−K) .
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Using group completion and biadditivity of χ, we obtain
χR
Y˜
(α˜1, α˜2)− χRY˜ (β˜1, β˜2) = χX¯(α1, α2)− χX¯(β1, β2) ,
where α˜i, β˜i are K-theory classes glued from αi, βi as in (4.12), from which we obtain (5.2)
after applying it to (5.3).
To conclude the final statement of the proposition, one applies Proposition 4.22.
Recall from Definition 2.24 that we have the map ΓcsX : (MX)top → CcsX . There exists a
compactly supported Chern character which is an isomorphism
chcs : K
∗
cs(X)⊗Z Q→ H∗cs(X,Q) (5.4)
of Z2-graded rings. We also have the Euler form on Hevencs (X,Q):
χ¯ : Hevencs (X,Q)×Hevencs (X,Q)→ Q
χ¯(a, b) = deg(a∨ · b · td(TX))4 . (5.5)
Combining (5.4) and (5.5), one gets
χ¯ : K0cs (X)×K0cs (X)→ Z . (5.6)
Note that, we have χ¯(α, β) = χX¯(α¯, β¯), where for a class α ∈ K0cs (X), α¯ denotes the class
of K0(X¯) extended trivially to DNC.
We can state the main result for comparison of signs under sums in non-compact Calabi–
Yau 4-folds.
Theorem 5.4. Let Ccsα denote the connected component of CcsX = MapC0
(
(X+,+), (BU ×
Z, 0)
)
corresponding to α ∈ K0cs(X) . Let Ocs → CcsX be the Z2-bundle from Definition 2.24
and Remark 2.25, and Ocsα = O
cs |Ccsα . Let τ cs denote the restriction of τ from (5.1) to
CcsX × CcsX and τ csα,β = τ cs |Ccsα ×Ccsβ . Then the following is true for all α, β ∈ K0cs (X):
τ csβ,α = (−1)χ¯(α,α)χ¯(β,β)+χ¯(α,β)τ csα,β .
Moreover, if orientations ocsα : Z2 → Ocsα are chosen, for all α ∈ K0cs (X), then there are
α,β ∈ {−1, 1}, defined by
τ csα,β(o
cs
α Z2 ocsβ ) = α,βocsα+β ,
such that they satisfy
β,α = (−1)χ¯(α,α)χ¯(β,β)+χ¯(α,β)α,β .
Let (MX)
top
α = (Γ
cs )−1(Ccsα ), (Oωα)top = (Oω)top|(MX)topα ,
oωα = I
ord
X¯
(
(Γcs )∗(ocsα )
)
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orientations of (Oωα)
top given using Iord
X¯
from Theorem 2.26 (see also Remark 2.27 and 2.28),
then these satisfy
(φωα,β)
top(oωα Z2 oωβ) = α,βoωα+β ,
where (φωα,β)
top = (φω)top|(MX)topα ×(MX)topβ and φ
ω : Oω Z2 Oω → µ∗MX (Oω) as in Example
3.12.
Proof. This follows immediately from Proposition 5.3 after setting β1 and β2 equal to 0 and
α1 = α¯, α2 = β¯ together with using that the restriction of φ
ϑ./ toMX corresponds to φω.
We now discuss the orientation group from Joyce–Tanaka–Upmeier [46, Definition 2.26]
applied to K0cs (X) instead of K
0(X) in our non-compact setting. Let X be an open Calabi-
Yau and let Ocs → Ccs as described in Theorem 5.4. The compactly supported orientation
group is defined as
Ωcs(X) = {(α, ocsα ) : α ∈ K0cs(X), ocsα orientation on Ccsα } .
The multiplication is given by
(α, ocsα ) ? (β, o
cs
β ) = (α + β, o
cs
α+β) ,
where ocsα+β = τ
cs
α,β(o
cs
α Z2 ocsβ ). This defines a group structure. The orientation group is a
principal Z2-bundle Ωcs (X)→ K0cs (X) and a choice of orientations on Ccs corresponds to a
choice of a trivialization of Ωcs (X). Note that one always picks the preferred choice of ocs0 ,
such that
(0, ocs0 ) ? (0, o
cs
0 ) = (0, o
cs
0 ) . (5.7)
Let us describe the method used in [46, Theorem 2.27] for extending orientation. One
can choose an isomorphism
K0cs (X)
∼=
r∏
i=1
Z×
p∏
j=1
Z2pj ×
q∏
k=1
Zmq , (5.8)
where mq > 2 odd and pk > 0. This isomorphism is equivalent to a choice of generators
in K0cs(X). Fixing a choice of isomorphism (5.8), choose orientation on each C
cs
α , α =
(a1, . . . , ap, (bj)
p
j=1, (ck)
q
k=1) where only one coefficient is 1 and the rest are zero. Use τ
cs to
obtain orientations for all α ∈ K0cs(X) by adding generators going from left to right in the
form (a1, . . . , ap, (bj)
p
j=1, (ck)
q
k=1) and using in each step
ocsα′+g = τ
cs(α′, g)(ocsα′  ocsg ) ,
where g is a generator. As a result we obtains the trivialization of the Z2-bundle:
Or(o) : Ωcs (X) ∼= K0cs (X)× {−1, 1} ∼=
r∏
i=1
Z×
p∏
j=1
Z2pj ×
q∏
k=1
Zmq × {−1, 1} , (5.9)
where o is the set of orientation on Ccsα for the chosen generators α. Let χ¯ij := χ¯(αi, αj),
where αi is the generator with ai = 1 and the rest of the coefficients zero. Joyce–Tanaka–
Upmeier [46] prove the following.
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Theorem 5.5. Let Or(o) be the isomorphism (5.9) for a given choice of orientations o
on generators corresponding to the isomorphism (5.8). Let G be the 2-torsion subgroup of
K0cs (X). Then:
(i) Define the map Ξ : G → Z2 as follows. For each γ ∈ G and orientation ocsγ on Ccsγ
set
(γ, ocsγ ) ? (γ, o
cs
γ ) = (0,Ξ(γ) · ocs0 ) ,
where ocs0 is the preferred choice (5.7). Then Ξ is a group homomorphism.
(ii) Using Or(o) from (5.9) to identify Ωcs (X) with
∏r
i=1 Z ×
∏p
j=1 Z2pj ×
∏q
k=1 Zmq ×
{−1, 1} the induced group structure on the latter becomes(
a1, . . . , ar, (bj)
p
j=1, (ck)
q
k=1, o
)
?
(
a′1, . . . , a
′
r, (b
′
j)
p
j=1, (c
′
k)
q
k=1, o
′
)
=
(
a1 + a
′
1, . . . , ar + a
′
r, (bj + b
′
j)
p
j=1, (ck + c
′
k)
q
k=1, (−1)
∑
1≤h<i≤1(χ¯hi+χ¯hhχ¯ii)a
′
haiΞ(γ)o · o′
)
,
where γ = (0, . . . , 0, (b˜j)
p
j=1, (0)
q
k=1) and b˜j is defined as follows. For each bj ∈ Z2pj
take the unique 0 ≤ b¯j < 2pj such that bj = [b¯j]. Do this also for b¯′j. Then b˜j = [0] if
b¯j + b¯
′
j < 2
pj and b˜j = [2
pj−1] if b¯j + b¯′j ≥ 2pj .
By construction, the form in Theorem 5.5 depends on the choice of generators and the
choice of orientations on their connected components. However, sometimes one can choose
generators naturally. Moreover, if χ¯ = 0 and G = {0}, then we say that Or(o) is compatible
under direct sums. In this case, we have
τ csα,β(o
cs
α  ocsβ ) = ocsα+β ,
where {ocsα }α∈K0cs (X) are the choice of orientations determined by Or(o) . We describe the
simplest case when this is true.
Proposition 5.6. Let X be such that Hevencs (X,Q) is generated by
{ch(E) : E ∈ Ob(Coh(X)), dim(supp(E)) ≤ 1}
and G = {0}, then Or(o) is compatible under direct sums for any choice of orientations on
generators o.
Example 5.7. On C4, we have K0cs(C4) ∼= Z and the natural generator is the K-theory
class of a point sheaf Ox for x ∈ C4. Let E → P1 be a vector bundle, s.t. rk(E) = 3 and
det(E) = KX , then K
0
cs (X)
∼= Z2 and it is freely generated by the classes of Ox and OP1 for
x ∈ P1 . In both cases, we see that Proposition 5.6 holds. This is no longer the case for local
P2.
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