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Abstract
This thesis considers four different aspects of quantum information, AdS/CFT duality, and
the interplay between them.
First, we study the holographic complexity conjectures in detail for rotating black holes.
We focus on a particular class of odd-dimensional equal-spinning black holes for which
considerable simplifications occur. We study the complexity of formation, uncovering a
direct relation between the complexity of formation and thermodynamic volume for large
black holes. We also consider the late-time growth of complexity, finding that at late times
the growth approaches a constant, and that Lloyd’s bound is generically violated.
Second, we generalize the Gao-Jafferis-Wall construction of traversable two-sided worm-
holes to multi-boundary wormholes in asymptotically AdS spacetimes in three dimensions.
By focusing on a particular limit of the geometries where the horizons are exponentially
close to each other, and with the three-boundary wormhole as our main example, we show
that traversability between any two asymptotic regions in a multi-boundary wormhole can
be achieved. We discuss how this construction differ from that of Gao-Jafferis-Wall and
comment on its generalization to the case with non-trivial topologies.
Third, we propose an experimental set-up that uses well-tested techniques in cavity
optomechanics to observe the effects of the gravitational interaction between two quantum
micro-mechanical oscillators on the interference pattern of cavity photons through shifts
in the visibility of interfering photons. We show that the gravitational coupling leads to
a quantifiable shift in the period and magnitude of the visibility whose observability is
within reach of current technology. We discuss the feasibility of the set-up as well as the
gravity-induced entanglement between the two oscillators.
Finally, we propose a new approach to variational quantum eigensolver algorithms using
the principles of measurement-based quantum computing. In contrast to the circuit-based
model, our approach uses entangled resource states and local measurements to do the
function evaluations. We illustrate this with two schemes. The first scheme shows how any
circuit-based variational quantum eigensolver can be translated to a measurement-based
one. The second scheme provides a new approach for constructing variational families that
has no immediate analogue in circuit-based quantum computing. We discuss how both
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determined by that of the oscillator T ′ = 2π/Ωa and the strength of its drop
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case with no gravitational coupling as a function of time due to the combined
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5.1 MB-VQE schemes. (a) Variation of a problem-specific ansatz state by
‘edge-modification’, explained in section 5.4. An ansatz state |ψa〉 starts the
MB-VQE in a suitable corner of the Hilbert space (choice of green island).
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cles). Their measurement in rotated bases R(~θ) with variational parameters
~θ transforms the ansatz state |ψa〉 into the output state |ψout〉. (b) Direct
translation of a VQE circuit into a MB-VQE, as explained in section 5.3.
Left: a VQE circuit consisting of Clifford gates (black) and single-qubit
parametric gates (‘knobs’). Right: the corresponding MB-VQE, where the
Clifford part of the circuit has been performed beforehand. The custom
state consists of output (white circles) and auxiliary (orange circles) qubits
only; the latter are measured in rotated bases and are related to the ‘knobs’
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5.2 Set of gates in MBQC. (a) Measurement pattern for a general single-
qubit unitary operation Û(θ1, θ2, θ3). Qubit 1 is the input qubit. (b) Mea-
surement pattern for the CX gate. Qubits 1 and 9 are the input qubits
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5.3 Schwinger model. (a) Ansatz state and VQE circuit for S = 4 qubits
and K layers. Each layer consists of CX gates and local rotations (orange)
parametrized by angles θnν,i (with rotation axis ν = x, z; i = 1, . . . , 4). (b)
MB-VQE custom state for K layers. White circles are output qubits. Aux-
iliary qubits (orange) are measured in rotated bases R(θ). (c) The order
parameter 〈Ô〉 vs fermion mass µ plot. The dashed line and dots repre-
sent exact diagonalization (ED) and MB-VQE results, respectively, with
the number of layers K used indicated in the legend. The inset shows the
infidelity 1 − F between the output state and the true ground state. (d)
Relative energy difference ∆E/E between the output state of MB-VQE al-
gorithm and the true ground state for µ = −0.7, versus the number of
iterations in the optimization procedure. The variational parameters are
initialized at zero, and J = ω = 1 in (5.13). . . . . . . . . . . . . . . . . . . 130
5.4 Toric code notation. (a) Toric code for Nx = 4 and Ny = 5. Qubits
exist on the edges of the lattice, and two of the generators Âs and B̂p are
explicitly represented. Since the lattice lies on a torus, periodic boundary
conditions are enforced, as shown by empty dots. Schematic representations
of the logical-X and logical-Z operators in the case Nx = Ny = 2 are given in
(b) and (c), respectively. In the whole figure, links colored in blue (orange)
represent the action of the X̂ (Ẑ) operator on the corresponding qubits. . . 133
5.5 Edge decoration. Schematic description of the edge-modification tech-
nique used for the perturbed toric code MB-VQE. The edge connecting a
linked pair (m,n) of vertices in |ψa〉 (shown in (a)) is modified by adding
two auxiliary qubits in an arbitrary state (shown in (b)). The corresponding
MBQC procedure uses the measurement pattern presented in (c). By classi-
cally removing Clifford operations, we reduce the number of auxiliary qubits
to be added to four, as shown in (d) and figure 5.6a. The arrows represent
the temporal order in which the auxiliary qubits have to be measured. In
(c) and (d), we explicitly indicate the angles θi (i = 1, . . . , 4) of the rotated
bases in which the corresponding qubits are measured. . . . . . . . . . . . 134
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5.6 Perturbed toric code. (a) Edge-modification resource for the MB-VQE.
Four auxiliary qubits (orange circles), labelled (m,n)i (i = 1, . . . , 4), are
added to two connected output qubits m and n (white circles). (b) Graph
state representation of the ansatz state |0, 0〉L. Additional Hadamard gates
are applied to qubits with dashed lines. (c) Relative difference between
the MB-VQE results and the true ground state energy vs the perturbation
strength. We let λn in (5.15) be equal on all qubits (solid blue line), or
sampled from a normal distribution PG of average λ and variance 0.1λ (red
squares). Green triangles describe a perturbation acting strongly on λ1 and
weakly on the other qubits. Dotted and dashed lines are computed with
respect to |0, 0〉L (ansatz state) and |1〉
⊗
2NxNy (ground state of Ĥp) for
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, compared with the numerical solu-
tion of (A.115) with r1 : a/L = 0.15 (orange), r2 : a/L = 0.35 (green),
r3 : a/L = 0.85 (red) for θ =
π
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. Convergence of (A.115) in the limit a→ 0
is implied, as expected from the transformation (A.104)-(A.107). . . . . . . 198
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The motivation to find a theory of quantum gravity goes beyond the aesthetics of having
a unified theory of the fundamental forces in physics. There are many phenomenon in
the universe whose understanding seem to require precisely such a theory, such as the
singularity at the beginning of the universe and the interior of black holes. Unlike other
fundamental theories of physics, there is no experimental input to guide the development
of any theory of quantum gravity. Ultimately, this is due to the fact that gravity is many
orders of magnitude weaker than all other forces of nature at accessible energy scales.
However, as Einstein taught us in formulating his theories of special and general relativity,
one can still make progress in theoretical physics by relying only on thought experiments
and theoretical considerations.
Black holes, besides being fascinating astrophysical objects in their own right, have
become the standard theoretical tool by which quantum gravity is studied. This is because
it stretches spacetime to an extent that allows Planck-scale dynamics to be relevant for low-
energy experiments. This phenomenon was first famously illustrated by Hawking [9, 10],
who showed, first, that it leads to black hole evaporation and, second, that this evaporation
process is inconsistent with unitary evolution of quantum mechanics. This is the famous
‘Black Hole Information Problem’, which has become the central problem in quantum
gravity research since Hawking first formulated it. Any theory of quantum gravity is
expected to provide a clear answer to this problem.
Another clue for quantum gravity came from the study of black hole thermodynamics.
The Bekenstein-Hawking entropy [11] indicates that the number of degrees of freedom in
a black hole is proportional to its area. This is surprising since, in most thermal systems,
the number of degrees of freedom is always proportional to the volume of the system. It
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was proposed by ’t Hooft [12] and Susskind [13] that this, in fact, is a feature of quantum
gravity, which came to be known as the holographic principle. This is the idea that, in any
quantum system that involves gravity, the degrees of freedom of the system are secretly
encoded at the boundary of the volume it occupies [14].
The holographic principle is backed by evidence from one of the leading approaches
to quantum gravity, namely string theory. Our best understood and defined aspect of
quantum gravity within string theory is the AdS/CFT duality [15, 16, 17], which is a
perfect realization of the holographic principle, as it shows that quantum gravity defined
in anti de Sitter (AdS) spacetime is dual to a conformal field theory (CFT) living on the
boundary of the spacetime. This provides a complete non-perturbative description of the
gravitational theory in terms of a quantum field theory, and any question on one side
should, in principle, have a well-defined and computable answer on the other one.
Ever since its discovery, the AdS/CFT duality has been at the centre of many recent
advances in quantum gravity research. A large part of this work has gone to understand-
ing the dictionary that encodes the geometry of spacetime as quantum information in the
boundary CFT state; see [18, 19, 20, 21, 22] for reviews on these advances. These devel-
opments have culminated recently in a remarkable series of calculations of the quantum
information content of evaporating black holes [23, 24, 25], which explicitly show that the
entropy of radiation of evaporating black holes follows the Page curve [26]. It was then
shown [27, 28] that these results can also be derived purely from the gravitational path
integral, without assuming asymptotically AdS spacetimes or holography (see [29] for a
review). This example best illustrates one of the reasons why studying quantum gravity
in an imaginary universe with negative cosmological constant is not a waste of time: more
often than not, the general lessons learned are applicable to other spacetimes, including
our universe.
A large part of this thesis is concerned with understanding several aspects that lie at
the interface between AdS/CFT duality and quantum information. Therefore, to provide
context for this content, we begin with a high-level introduction and overview to AdS
spacetime and the AdS/CFT duality, based on the discussions in [19, 20, 21, 22].
1.1 The anti de Sitter universe
AdS spacetime is the simplest maximally-symmetric solution of Einstein equations with
a negative cosmological constant. Its geometry is best illustrated by considering a (D +
1)-dimensional flat spacetime with two time directions, U and V . The metric for this
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spacetime is then
ds2 = −dU2 − dV 2 + dX21 + · · ·+ dX2D−1. (1.1)
The AdS spacetime is the D-dimensional hyperboloid embedded in this geometry with
constraints
− U2 − V 2 +X21 + · · ·+X2D−1 = −`2, (1.2)
where ` is the AdS length, which is related to the cosmological constant Λ by
Λ = −(D − 1)(D − 2)
2`2
. (1.3)
This hyperboloid can be conveniently covered by so-called global coordinates
U =
√
`2 + r2 cos(t/`), V =
√





i = 1 and µ̂i represent the angular coordinates on a sphere. The induced metric









dr2 + r2dΩ2D−2, (1.5)
where r ∈ [0,∞), t ∈ (−∞,∞), and dΩ2D−2 is the standard line element on the (D − 2)-
dimensional unit sphere. Note that, for r/`  1, the geometry manifestly resembles
Minkowski spacetime. However, as r/` → ∞, we start to see the interesting boundary
structure that distinguishes AdS spacetime. The easiest way to describe this is with a
Penrose diagram, which can be obtained by rewriting the metric after the coordinate





−dt2 + `2dρ2 + `2 sin2 ρ dΩ2D−2
]
, (1.6)
where ρ ∈ [0, π/2). By conformal compactification, we can ignore the divergent prefactor
and draw the Penrose diagram shown in figure 1.1, including the boundary at ρ = π/2. We
see that the main feature of AdS spacetime is that it has a timelike boundary of topology
R×SD−2, where R is the time direction. To illustrate, consider the radial geodesic equation








The constant E is the conserved energy associated with the Killing vector ∂t. From this,
it is easy to see that the equation of motion for timelike geodesics is a simple harmonic
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Figure 1.1: The Penrose diagram for AdS spacetime. The left boundary is the origin
of polar coordinates at r = 0 and the right boundary is the timelike boundary of AdS
spacetime at r = ∞. The proper time at r = 0 is equal to the time coordinate t. This
means that a particle sent from the origin to the boundary will return in a finite proper
time. Due to the gravitational potential, massive particles cannot reach the boundary of
AdS and they follow a similar path to the one shown as the dotted line. The spacetime
extends infinitely far in time in both directions.
This shows that AdS spacetime has a confining gravitational potential so that particles
released from the origin experience a restoring force that returns them to the origin after
π` proper time, regardless of the initial energy E of the particle.
The AdS spacetime is maximally-symmetric with D(D+ 1)/2 Killing vectors that gen-
erate its isometry group SO(D − 1, 2), which is large enough to send any point in the
spacetime to any other point. Note also that, because of its timelike boundary, AdS space-
time is not globally hyperbolic.
A spacetime is said to be asymptotically AdS if it has a timelike boundary of topology
R× SD−2 and if its geometry approaches that of AdS near r →∞. Perhaps the strongest
motivation to study such spacetimes is the AdS/CFT duality, to which we now turn.
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1.2 An overview of AdS/CFT duality
The AdS/CFT duality was originally derived in the context of string theory, where it was
shown that a type IIB string theory in AdS5 × S5 is equivalent to N = 4 super Yang-
Mills theory on R× S3 with an SU(N) gauge group [15]. It is generally believed that this
result is an example of a more universal statement: any CFT defined on R × SD−2 (i.e.
the boundary) is equivalent to a theory of quantum gravity in asymptotically AdSD ×M
spacetime (i.e. the bulk), where M is some compact (possibly trivial) manifold. This is
an example of a strong/weak duality, since in the limit when the field theory is strongly
coupled and has a large number of degrees of freedom (i.e. taking the ’t Hooft coupling
λ = g2YMN large while fixing gYM), the gravitational theory becomes fully described by
classical general relativity. So, the strongly-coupled regime of field theories that is hard
to access perturbatively can now be studied with classical general relatively and its higher
curvature extensions [30, 31, 32].
Observables in the boundary and the bulk are related to each other via the AdS/CFT
dictionary. The first entry in this dictionary is that the Hilbert spaces of the bulk and
boundary theories are isomorphic, Hbulk ∼= Hbdy. This means that the spectrum of the
Hamiltonian is the same on both sides, and the symmetry generators of SO(D − 1, 2) in
the CFT are equal to the bulk symmetry generators of asymptotically AdS spacetime.
Furthermore, local bulk fields Φ can be related to boundary primary operators O with
conformal dimension ∆ by
lim
r→∞
r∆Φ(t, r, ~Ω) = O(t, ~Ω). (1.9)
The most interesting CFT theories are those with excitations. Boundary excitations induce
field perturbations that propagate from the boundary to the bulk. This is clearly seen by









with the understanding that ϕ0 is the boundary condition of the bulk field Φ. In the large
N limit, the saddle point approximation can be used to evaluate the gravitational partition
function, which is the essence of the power of AdS/CFT duality.
The most well-studied entry in the AdS/CFT dictionary in terms of connections with
quantum information is the holographic entanglement entropy formula. Entanglement
entropy is a field theory quantity used to understand important phenomenon such as
quantum phase transitions [33, 34] and the dynamics of strongly correlated systems [35, 36].
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For CFTs with well-defined gravitational duals, the entanglement entropy of a boundary






where ER is the bulk surface homologous to R in the boundary and A(ER) is its area. This
is the celebrated Ryu-Takayanagi formula [37, 18], which was soon updated to include





where ER is now the bulk surface that extremize the entropy and is homologous to R,
WR is the entanglement wedge of R, and Sbulk(WR) is the von Neumann entropy of bulk
fields in WR. The entanglement wedge WR is simply the bulk domain of dependence
of a partial Cauchy slice ΣR such that ∂ΣR = R ∪ ER. The quantum extremal surface
formula (1.12) has led to many applications and results, and reviewing them all is outside
the scope of this thesis. However, we mention here only two results. First, it implied
that AdS/CFT dictionary satisfied the feature of subregion-subregion duality, which is the
idea that the boundary subregion R encodes all information that is in the bulk subregion
WR [41, 42, 43]. This was both inspired and explained by the quantum error correction
interpretation of AdS/CFT [44, 45], which gave rise to the use of tensor networks as toy
models for AdS/CFT duality [46, 47]. Second, the quantum extremal surface formula
(1.12) was the basis on which the quantum information content of evaporating black holes
was calculated in AdS/CFT [23, 24]. The subsequent derivation of the Page curve from
the gravitational path integral [27, 28] implied that the quantum extremal surface formula
(1.12) is a general formula for the fine-grained entropy of quantum systems coupled to
gravity, and is independent of AdS/CFT duality where it was first proposed [29].
The simplest realization of AdS/CFT duality is that between two copies of CFTs (la-





e−βEn/2 |En〉L ⊗ |En〉R (1.13)
and the two-sided (eternal) black hole geometry [48]. There are at least two remarkable
consequences of this proposal. First, if we interpret the individual terms in (1.13) in
gravity as two disconnected asymptotically AdS geometries, then the proposal implies
that the superposition of these disconnected geometries is a two-sided black hole with a
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smooth (non-traversable) wormhole connecting the two sides, called the Einstein-Rosen
(ER) bridge. This is a manifestation of the ER=EPR idea [49]. Second, if we consider the
constant time slice that passes through the bifurcation point of the black hole geometry and
calculate the entanglement entropy of either the left or right CFTs, we see that the quantum
extremal surface formula (1.12) reduces to the Bekenstein-Hawking entropy formula




This is consistent with the fact that, in the thermofield double state, the black hole entropy
is equal to the entropy of a single CFT subsystem (i.e. the entanglement entropy measuring
the entanglement of the two CFTs with each other).
Finally, it is worth pointing out that, though originally derived in the context of string
theory, it has been suggested that AdS/CFT duality is logically independent from string
theory. For example, [50] suggested that gauge/gravity dualities exist for any non-Abelian
gauge theory. Furthermore, it was argued in [51] that diffeomorphism invariance makes
quantum gravity in asymptotically AdS spacetimes holographic.
1.3 Plan of the thesis
The organization of the thesis is as follows:
First, we consider the complexity=volume [52] and complexity=action [53, 54] pro-
posals, which were developed as new entries in the AdS/CFT dictionary that relate the
quantum complexity of CFTs with the bulk geometry dual to it. Little success has been
achieved in studying these proposals in the context of non-static solutions (e.g. rotating
black holes) where, due to technical reasons, the computation of quantities of interest
becomes convoluted. In chapter 2, we show how these difficulties can be overcome for
a special class of odd-dimensional equally-rotating black holes. Based on this technical
advance, we carry out a detailed study of holographic complexity in rotating spacetimes
in light of the two proposals. We study the complexity of formation, uncovering a di-
rect relationship between the complexity of formation and thermodynamic volume. We
consider also the growth-rate of complexity, finding that at late-times the rate of growth
approaches a constant, but that Lloyd’s bound is generically violated. Our findings gener-
alize the holographic complexity results found for static black holes to the case when there
is no time symmetry.
In chapter 3, we generalize the Gao-Jafferis-Wall [55] construction of traversable two-
sided wormholes in asymptotically AdS spacetimes to multi-boundary wormholes. In our
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construction, we take the background spacetime to be multi-boundary black holes in AdS3.
To achieve this, we work in the hot limit where the dual CFT state in certain regions locally
resembles the thermofield double state. Furthermore, we show that the hot limit makes
the causal shadow exponentially small in these regions. Based on these two features of
the hot limit, and with the three-boundary wormhole as our main example, we show that
traversability between any two asymptotic regions in a multi-boundary wormhole can be
triggered using a double-trace deformation. In particular, the two boundary regions need
not have the same temperature and angular momentum. We comment on the generaliza-
tion of this protocol to wormholes with more than three boundaries or with non-trivial
topologies. We also discuss the non-trivial angular dependence of traversability in our
construction, as well as the effect of the causal shadow region.
In chapter 4, we shift gears and turn away from AdS/CFT duality to consider the ex-
perimental study of gravitational effects in quantum regimes. In all experiments conducted
so far on the effects of gravity in quantum systems, gravity can be described by classical
theories only. It has been suggested that detecting the gravitational field of a mass in
superposition state, or witnessing gravity-induced entanglement, would constitute the first
experimental proof for the quantum nature of gravity. To this end, we propose an ex-
perimental set-up that uses well-tested techniques in cavity optomechanics to observe the
effects of the gravitational interaction between two quantum micro-mechanical oscillators
on the interference pattern of cavity photons through shifts in the visibility of interfering
photons. We show that the gravitational coupling leads to a quantifiable shift in the period
and magnitude of the visibility whose observability is within reach of current technology.
We discuss the feasibility of the set-up as well as the gravity-induced entanglement between
the two oscillators.
In chapter 5, we propose a new approach to variational quantum eigensolver (VQE)
algorithms in quantum computation. VQEs are strong candidates to be the first practically
useful application of near-term quantum devices, as they combine classical optimization
techniques with efficient cost function evaluations on quantum computers. We propose a
new approach to VQEs using the principles of measurement-based quantum computation,
which is in contrast to the circuit-based approach that have been studied so far. This new
strategy uses entangled resource states and local measurements to do the function evalu-
ations. We present two measurement-based VQE schemes. The first one shows how any
circuit-based VQE can be translated to measurement-based VQE. The second one provides
a new approach for constructing variational families that has no immediate analogue in
circuit-based quantum computing. We discuss how both schemes offer problem-specific
advantages in terms of the required resources and coherence times.
Finally, we present some summarizing thoughts and future outlook in chapter 6.
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Chapter 2
Holographic Complexity of Rotating
Black Holes
2.1 Introduction
The AdS/CFT duality [15] continues to be the basis of many interesting connections be-
tween quantum information and gravity. Entanglement properties of the boundary CFT
can be precisely related to geometric quantities in bulk AdS spacetime, most notably
through the Ryu-Takayanagi construction [56, 57]. Studies of the growth of the ER bridge
in AdS black holes have led to speculations of its duality to the growth of complexity of
the dual boundary state [52]. This was refined to new conjectured entries in the AdS/CFT
dictionary: the complexity=volume (CV) conjecture [58, 59] and the complexity=action
(CA) conjecture [53, 54].
Complexity of quantum states is a measure of how hard it is to prepare a particular
target state |ψT 〉 from a given reference state |ψR〉 and an initial set of elementary gates G
Vn ≡ gn . . . g1g0 (2.1)
where g0, . . . gn ∈ G. The complexity of a state |ψT 〉 is then defined as the minimum
number n of elementary gates that can approximate it according to some norm, starting
from a fixed reference state |ψR〉
C(|ψT 〉) = arg min
n
|| |ψT 〉 − Vn |ψR〉 ||2 (2.2)
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In addition to discrete circuit models, complexity can also be defined for systems with














with boundary conditions U(0) = I and U(1) = Vn, where Mk are the basis Hermitian gen-
erators of the Hamiltonian, and Y k(t) are the time-dependent control functions specifying
the tangent vector ~Y (t) of a trajectory in the space of unitaries [60]. The time-ordering op-
erator
←−
T ensures that earlier terms in the expansion of the evolution operator U(t) act on
the state before later terms — i.e. going from right to left. Thus, continuous Hamiltonian




F (U(t), U̇(t))dt′ (2.4)
where the cost function F (U(t), U̇(t)) is a local functional of positions along U(t) in the
space of unitaries, with the overdot denoting a t derivative.1 Thus,
C(|ψT 〉) = min
U(t)
D(U) (2.5)
An ongoing topic of active research is the extension of the concept of complexity to quantum
field theories using the above geometric formulation of complexity (for example, see [63, 64,
65, 66, 67, 68]). The above definition of complexity clearly has many ambiguities [64, 69]
associated with the choice of reference states, basis operators, and cost function, which
is expected to be related to the ambiguities associated with calculating the action in CA
proposal [70].
Complexity was originally discussed in the context of holography as the dual to the
volume of the ER bridge in eternal black holes [52]. The eternal Schwarzschild-AdS black
hole is dual to two copies of the CFT prepared in the thermofield double state [48]. The
volume of the ER bridge continues to grow in time even after the system thermalizes,
suggesting that any putative CFT dual to this quantity must be something that continues
to evolve after equilibrium is reached [71, 72]. It was proposed that this growth captures
some notion of complexity for the CFT state.
The idea that the growth of the black hole interior is connected to computational
complexity has come to be refined into a number of concrete proposals, the most studied
1The properties of the cost function and its possible forms are discussed in [60].
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Figure 2.1: Penrose diagrams for the eternal two-sided black hole and the two holographic
complexity conjectures. Left: CA conjecture states that the complexity is given by the
gravitational action of the WDW patch (shown in green for the case −tL = tR = 0). Right:
CV conjecture states that the complexity is given by the maximal volume slice connecting
the two boundary slices (shown in green for a general tL and tR). Also shown are the
regulator surfaces in red dotted lines.
of which are the CV and CA conjectures (see figure 2.1). The CV conjecture proposed
that the complexity of the TFD state at boundary section Υ is equal to the volume of the








where R is a length scale associated with the bulk geometry (usually taken to be the AdS
length `) chosen to make the complexity dimensionless. This was generalized to the CA
conjecture2, where complexity depends on the whole domain of dependence of B— a region
called the Wheeler-DeWitt (WDW) patch [53]. Explicitly, the CA conjecture asserts that
the complexity of the CFT state is given by the numerical value of the gravitational action





Both the CV and CA conjectures have received considerable attention and basic proper-
ties of each are now well-established. Initially, attention was given to the idea that, within
2For a discussion of the original motivation of the CA conjecture see [54]
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the CA proposal, the late-time growth of complexity for the Schwarzschild-AdS black hole
is πĊA = 2M [53, 54]. This was a suggestive connection with Lloyd’s bound and was argued
to support the idea that black holes are the fastest computers in nature [73]. However,
subsequent careful analysis revealed that this late-time value is actually approached from
above rather than from below, as Lloyd’s bound would require [69]. It is now believed that
the assumptions required for Lloyd’s bound may be incompatible with holography [74, 75].
Nonetheless, there have been several rather interesting connections uncovered between
complexity and black hole thermodynamics in both proposals, but the situation is espe-
cially clear in the CA proposal. For example, in the CA proposal the late-time growth rate
of complexity for two-horizon geometries reduces to the difference in internal energies (or
enthalpies) between the inner and outer horizons:
πĊA = U+ − U− ≡ (F+ + T+S+)− (F− + T−S−) , (2.8)
where F is the free energy, S the entropy, and T the Hawking temperature, while the +/−
corresponds to the outer/inner horizon, respectively. This relationship was first observed
in Einstein gravity in [54], and then argued to hold for general theories of gravity in [76],
and established rigorously for the full Lovelock family of gravitational theories in [77] (see
also [78]). Many other properties have been explored, e.g., the effects of topology [79, 80,
65, 81]. If there are topological identifications in the spacetime then the complexity is
rescaled by a factor dependent on the identifications [65].
In many instances, the properties of complexity are qualitatively similar in both the
CV and CA proposals. For example, both proposals account for the expected linear time
dependence at late times [59, 54] and both exhibit the switchback effect, which is the
expected response of complexity to perturbations of the state at early times [59, 82, 83].
However, there are some situations in which the two proposals differ in their behaviour [84,
83, 85, 86, 81, 87, 88]. Understanding universal and divergent aspects of the two proposals
is useful as there does not yet exist a first-principles derivation for complexity in the
holographic dictionary.
Besides the time-dependent complexity rate of growth, another quantity of interest is





which measures the additional complexity present in preparing the thermofield double state
in two copies of the CFT compared to two copies of the AdS vacuum alone. The complexity
of formation was first defined and discussed in [64] for Schwarzschild-AdS black holes in
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various dimensions, where it was found that it grows linearly with entropy in the high-
temperature (equivalently, large black hole) limit — that is, ∆CA ∼ kdS, for a constant
kd that depends on the (boundary) dimension d > 3. These considerations were extended
to charged black holes in [69] where it was found that the functional dependence of the
complexity of formation is more complicated, but its dependence on the size of the black
hole was still found to be controlled by the entropy in the limit of large black holes.
Our purpose in this chapter is to study various aspects of the holographic complexity
conjectures for rotating black holes. The study of rotating black holes in the context of
AdS/CFT was initiated in [89, 90, 91, 92, 93], where the thermodynamic properties of the
black holes were compared with those of the boundary CFT. This holographic picture was
further developed for astrophysical black holes with the “Kerr/CFT correspondence” [94],
which conjectures that quantum gravity near the horizon of an extremal Kerr black hole
is dual to a two-dimensional CFT (for reviews see [95, 96]). Rotating black holes are dual





e−βEn/2e−βµJn/2 |En, Jn〉L ⊗ |En, Jn〉R (2.10)
associated with the rotation, where µ ≡ µ1 + · · ·+µ(D−1)/2, and µi is the chemical potential
associated with the angular momentum Ji along the φi circle, with Z(β, {µi}) the grand
canonical partition function. The time evolution of the state is modified by the chemical
potentials
|rTFD(tL, tR)〉 = e−i(HL+µJL)tL−i(HR+µJR)tR |rTFD〉 (2.11)
where (HL, JL) and (HR, JR) are the Hamiltonians and angular momentum operators for
the left and right boundaries, respectively.
To date, there have been only a few studies focussing on the effects of rotation in the
context of complexity, and these studies are further limited to a derivation of the late-time
rate of growth. The late-time complexity growth of Kerr-AdS black holes in CA conjec-
ture was calculated in [97]. The effect of a probe string attached to a rotating black hole
on its complexity was studied in [98]. One reason that a more detailed analysis is not
straightforward is the more complicated causal structure of rotating black holes. In the
case of rotating spacetimes, carrying out a computation of the action for a WDW patch
(or of the volume of a spacelike slice) is a technically formidable task. The description of
null hypersurfaces is somewhat complicated even for 4 spacetime dimensions [3], and no
generalization to higher-dimensional cases presently exists. Fortunately there is a special
case that renders the computations tractable: Myers-Perry-AdS spacetimes in odd dimen-
sions with equal angular momenta in each orthogonal rotation plane. Compared to the
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most general Myers-Perry-AdS black holes, these solutions enjoy enhanced symmetry that
considerably simplifies the analysis of the causal structure. This particular configuration
has some similarities with the charged case [68, 99], however, we shall see that there are
interesting differences.
One of our main motivations for considering rotating black holes is to help develop an
understanding of how the CV and CA proposals behave for less symmetric spacetimes. In
the context of the AdS/CFT duality, understanding how a quantity responds to deforma-
tions of the state or the theory itself has been a fruitful approach in understanding which re-
lationships may be universal and which may be specific to the state or theory. For example,
this approach has been used with some success in the context of higher-curvature theories
of gravity. Those theories introduce additional parameters into the action, which can then
be used to discern between the various possible CFT charges. This method has also been
used to understand the limitations of the Kovtun-Son-Starinets bound [100], argue for the
existence of c-theorems in arbitrary dimensions [101, 102], and generate conjectures for the
universal behaviour of terms in entanglement entropy or partition function [103, 104, 105].
Similarly, our hope here is that the more complicated metric structure of rotating black
holes will help to discern both universal features of and particular distinctions between the
CV and CA proposals.
Along these lines, one of the main results of this chapter concerns a connection be-
tween the thermodynamic volume of the black hole and the complexity of formation in
both the CV and CA proposals. The thermodynamic volume is a quantity that arises
naturally when one extends the definition of Komar mass from the asymptotically flat
to asymptotically AdS setting [106, 107]. It also appears in the first law of black hole
mechanics, governing the response of the mass to variations in the cosmological constant
which, in this case, is interpreted as a pressure. In general, the thermodynamic volume
is an independent thermodynamic potential. However in certain cases (such as those in-
volving spherical symmetry) the thermodynamic volume and entropy are simply related
via S ∝ V (D−2)/(D−1). In some instances, the thermodynamic volume can be related to the
spacetime volume inside the black hole [107, 108]. This fact has motivated some authors
to consider its relevance in the context of holographic complexity. However, the results
so obtained have either involved new proposals for complexity [109, 110], or have used
thermodynamic identities to understand results in terms of the thermodynamic volume for
interpretational reasons [76, 111, 112]. Our result is, to the best of our knowledge, the
first to draw a clear connection between thermodynamic volume and the original CV and
CA conjectures. Since the role of thermodynamic volume in holography has been little
understood to date (though see [113, 114, 115, 116, 117, 118, 119, 120] for progress in this
direction), this result may be viewed as an initial step toward that goal.
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This chapter is organized as follows. In section 2.2, the geometry and causal structure
of the Myers-Perry-AdS spacetimes is given. Section 2.3 describes the terms of the action
calculations that needs to be evaluated to calculate the complexity according to the CA
conjecture as well as the framework to calculate the extremal volume in CV conjecture.
In section 2.4, we calculate the complexity of formation of the state (2.10) in reference
to the vacuum AdS state, according to both the CA and CV conjectures. In section 2.5,
we present the full time evolution of complexity rate of growth in both the CA and CV
conjectures. We discuss the implications of our results and point toward possible future
directions in section 2.6. A number of technical details and supporting calculations are left
to appendix A.
2.2 Myers-Perry-AdS Spacetimes with Equal Angular
Momenta
2.2.1 Solution and global properties
The Myers-Perry-AdS solution in odd dimension D = 2N + 3 is a cohomogeneity-(N + 1)
metric with isometry group R×U(1)N+1, described by its mass M and N + 1 independent
angular momenta Ji [121]. In the special case in which all angular momenta Ji, i =
1 . . . N + 1 are equal, there are considerable simplifications and the metric depends only
on a single radial coordinate and on the parameters (m, a) [122]:
































We take m > 0 and by sending t → −t, we can without loss of generality always choose
a ≥ 0. The metric ĝ is the Fubini-Study metric on CPN with curvature normalized so
that Ric(ĝ) = 2(N + 1)ĝ and A is a 1-form on CPN that satisfies dA = 2J where J is the
Kähler form on CPN . The isometry of the spacetime is enhanced to R×U(1)×SU(N +1).
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The metric g satisfies the Einstein equations Gab + Λgab = 0 with a negative cosmological
constant, normalized such that Λ = −(D− 1)(D− 2)/2`2 where ` is the AdS length scale.





The solution above describes the exterior region of a stationary, multiply rotating asymp-
totically AdS black hole. The basic example is in D = 5, in which case N = 1 and we have










cos θdφ⇒ J = −1
4
sin θdθ ∧ dφ. (2.16)
The asymptotic region is obtained in the limit r →∞, where we recover the usual AdS2N+3
metric provided we periodically identify ψ ∼ ψ+2π. The line element above is valid in the
exterior region of the spacetime; that is we also take t ∈ R and r+ < r < ∞ where r+ is
the largest positive root of g(r)−2. We will discuss below how the metric can be extended
beyond r+ to all r > 0. As we will review below, the hypersurface r = r+ is in fact a












Horizons are located at the positive roots of g(r)−2. They can be more easily studied via




+ xN+1 − 2MΞx+ 2ma2. (2.18)
Since there are only two sign changes between adjacent coefficients we can apply Descartes’
rule of signs to argue there can be at most two real positive roots x+ > x− > 0 assuming
m > 0. Thus we expect the causal structure to be qualitatively similar to that of a charged
black hole, consisting of an outer (event) horizon and an inner Cauchy horizon. We will
show this explicitly below. We can eliminate (m, a) in terms of (r+, a)
m =

















with the bound saturated when the black hole is extremal.
When a = 0 the solution is just Schwarzschild-AdS. Then there is one horizon and
beyond this the function grr < 0 and gtt > 0. The set r = 0, which is a spacelike
hypersurface, is then a curvature singularity. We will focus on the case a > 0, for which
the set r = 0 is still a curvature singularity but now is timelike (i.e. |dr|2 → +∞). As
r → 0, the geometry of the base CPN collapses. However, h(r)2 ∼ r−2N as r → 0 so the S1
grows to an infinite size. Meanwhile gtt ∼ 2mr−2N is also diverging (and ∂t is spacelike).
The metric still has to be Lorentzian however, since det g = −r4N+2 < 0. Thus, instead of
the singularity being a timelike worldline, it is a timelike cylinder (i.e. at constant t it has
S1 topology).





















is the area of a unit 2N + 1 sphere. Note that M > 0 imposes the constraint Ξr2+− a2 > 0
from (2.19). We emphasize that the single angular momentum J corresponds to equal
angular momenta Ji = J/(N +1) in each of the N +1-orthogonal planes of rotation. Next,


































































one finds that there is an ergoregion since gtt > 0 in a region exterior to the horizon,
although for sufficiently large r, gtt < 0. Note that the ergosurface is never tangent to the
event horizon.
2.2.2 Extended thermodynamics
In addition to the mass M , angular momentum J , and angular velocity ΩH given above,
























Within the framework of extended thermodynamics (see, e.g. the review [124]) one asso-
ciates a thermodynamic pressure with the cosmological constant via
P = − Λ
8πGN
=


















(2N + 1)(N + 1)
(2.29)
which is its conjugate thermodynamic volume. One can then check that the following first
law of extended thermodynamics holds for the Myers-Perry-AdS family [107]
dM = TdS + ΩHdJ + V dP (2.30)
along with the Smarr relation
2NM = (2N + 1)(TS + ΩJ)− 2V P . (2.31)
In what follows, it will often be convenient to work in terms of the parameters (r+, r−)
rather than (m, a). To make the connection between these quantities and the physical
parameters of the black hole more explicit, in figure 2.2 we plot the mass and angular
momentum as functions of r+/` for different values of the ratio r−/r+. The basic conclusion
is that, for large black holes, both the mass and angular momentum grow with increasing
r+/`. However, for black holes closer to extremality, the growth is stronger. Although we
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Figure 2.2: Left: A plot of the mass as a function of horizon radius for several values of
r−/r+. Right: A plot of the angular momentum as a function of the horizon radius for
several values of r−/r+. In each case, the lower dark blue curve corresponds to r−/r+ =
1/100, and this value increases in increments of 1/8 as one moves vertically in the plot
(lines of decreasing opacity). Both cases are for D = 5.
show this pictorially only for five dimensions, the plots are qualitatively similar in higher
dimensions.
We show also in figure 2.3 the angular velocity of the horizon as a function of r+/`, again
for different values of the ratio r−/r+. In the left plot, the dashed black line corresponds
to the case where the black hole rotates at the speed of light with respect to an observer
situated at infinity. For a ratio r−/r+ sufficiently below unity, the angular velocity exhibits
a minimum for some intermediate value of r+/` and then increases. When this minimum
coincides with the critical angular velocity ΩcH = 1/`, the minimum disappears and the
angular velocity is a monotonically decreasing function of the horizon radius, asymptoting












= 0 . (2.32)





2 and decreases with increasing spacetime dimension, asymptoting
to r−/r+ = 1/
√
2 in the limit N → ∞. All black holes with r−/r+ above this threshold
rotate faster than light. Provided that r−/r+ is less than the value corresponding to the
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Figure 2.3: Left: Here we show the angular velocity of the horizon as a function of r+/` for
several values of r−/r+. The curves correspond to r−/r+ = 1/100 (dark blue, bottom) and
increase in increments of 1/8 from bottom to top. The dashed black curve corresponds to
the critical angular velocity ΩcH = 1/`. Right: A plot of the value of r+/` at which the










y2 − y2N+2 + (y2 − 1)
√
1− y2N
1− 2y2 + y2N+4
where y ≡ r−
r+
. (2.33)
The equally-rotating Myers-Perry-AdS black holes considered here are unstable to lin-
earized gravitational perturbations when they rotate faster than light [122]. The instability
is ‘superradiant’ in the sense that certain perturbations are trapped by the AdS potential
barrier and are reflected back to the black hole, creating an amplification process [91].
Note that extreme black holes in this class always rotate faster than the speed of light
and are hence unstable. The endpoint of these instabilities are expected to be stationary,
nonaxisymmetric black hole. Although it will not be particularly important for the con-
siderations we are interested in here, it would be interesting to investigate the relation of
our findings to known results on the dynamical stability of rotating, asymptotically AdS
black holes.
2.2.3 Causal structure
Next, let us discuss the global structure of the spacetime. In general, the causal structure
of spacetimes with nontrivial rotation is far more complicated than that of their static
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counterparts. The reason for this, at least partly, is because in general rotating spacetimes
the null hypersurfaces are no longer effectively two dimensional as they are in the static case.
However, for the special case of odd-dimensional rotating black holes with equal angular
momenta, some of these difficulties can be circumvented, as first emphasized in [81]. Let us
illustrate this, following the methods of [125, 3, 4] (see also appendix A.6). For convenience
we will focus on the non-extreme case r+ 6= r−.
Our task is to construct a suitable family of null hypersurfaces. We start with an ansatz
v = t+ r∗(r, ψi) (2.34)
where ψi stands for the various angular coordinates and r
∗ denotes a suitable ‘tortoise’
coordinate. We then demand that dv — the one-form normal to surfaces of constant v —
is null, i.e. g−1(dv, dv) = 0. A direct computation reveals that this condition admits an
additively separable solution:




Using an appropriate choice of integration constants the dependence on the angular coor-










or in other words, r∗ is a function only of the radial variable, somewhat akin to the
static case. These rotating black holes possess the “simplest” causal structure, and are
therefore natural candidates for a first foray into the properties of complexity in rotating
backgrounds.
Unfortunately, the tortoise coordinate cannot be obtained in a useful closed form and
numerical techniques are required for its evaluation. However, for later convenience, here
we note both the asymptotic form of the tortoise coordinate, and that the integral can be
massaged into a form much more amenable to numerical evaluation.
Working to the leading order at which differences between the tortoise coordinate for











Of course, the tortoise coordinate will exhibit logarithmic singularities at the event and




(r2 − r2+)(r2 − r2−)
, (2.38)
where G(r) > 0 will be completely regular at both horizons. We can series expand the







+ − r2−)(r − r+)







+ − r2−)(r − r−)
+O(1) as r → r− . (2.40)
Noting this behaviour, we can then perform a splitting of the integral, subtracting the
pole contributions from the integrand to leave a completely convergent integral, and then






r(r2 − r2+)(r2 − r2−)
+
G(r−)h(r−)
r−(r2+ − r2−)(r2 − r2−)
− G(r+)h(r+)
r+(r2+ − r2−)(r2 − r2+)
)
− G(r−)h(r−)
r−(r2+ − r2−)(r2 − r2−)
+
G(r+)h(r+)
r+(r2+ − r2−)(r2 − r2+)
. (2.41)
where we have kept (r2 − r2±) in the denominator to ensure that, when integrated, these
terms converge also as r →∞. Note that the term in parentheses is now completely regular






















− − r2+)G(r)h(r)− rr+G(r−)h(r−)(r2 − r2+) + rr−G(r+)h(r+)(r2 − r2−)
r(r2 − r2−)(r2 − r2+)(r2+ − r2−)r−r+
dr .
(2.42)
Here we emphasize that the integrand in the last term is completely regular at both hori-
zons. Furthermore, in so doing we have extended the integration at infinity, choosing
r∗ → 0 as r → ∞. This form of the tortoise coordinate is much more amenable to
numerical evaluation.
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which allows us to write the tortoise function in the simple form
















where R(r) is a smooth function defined by the integral term in (2.42).
So far we have shown that the null sheets v =constant in the equal-angular momenta
Myers-Perry-AdS solution have a particularly simple form compared to the general situa-
tion. We next turn to investigating the causal structure of the solution. To begin, we will
construct horizon-penetrating ingoing coordinates adapted to these light sheets. We first
pass to corotating coordinates
T = t, ψ+ = ψ − ΩHt , (2.45)
so that the null generator of the event horizon ξ = ∂T . Next, we introduce new coordinates
(v, r,Ψ+) by setting
v = T + r∗, Ψ+ = ψ+ − (ΩH − Ω(r))r∗, (2.46)
so that the metric becomes






dvdr + h(r)2(dΨ+ + A+ (ΩH − Ω(r))dv)2 + r2ḡ . (2.47)
The metric is clearly smooth and non-degenerate at both horizons (i.e. at poles of g(r)).
The coordinates cover one exterior region, and can be continued through the event horizon,
beyond the inner horizon, and finally to the timelike singularity at r = 0. However, as in
the well-known Reissner-Nordstrom case, to determine the maximal analytic extension, the
ingoing coordinates are not sufficient. To construct the required Kruskal-like coordinates,
we first define a new chart (v, u,Ψ+) where u = v − 2r∗ to obtain the metric in ‘double
null coordinates’





dΨ+ + A+ (ΩH − Ω(r))dv)
)2
+ r(u, v)2ĝ, (2.48)
where r∗ = (v − u)/2. The metric (2.48) is clearly degenerate at both the event and inner
horizons. As r → r+ we see from (2.44) that r∗ → −∞ whereas as r → r−, r∗ → ∞.
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Therefore in a neighbourhood of the event horizon as r → r+, v → −∞ or u→∞ at the
rate








which implies that |r − r+| → 2r+eκ+(v−u) as r → r+. We next define coordinates
U+ := −e−κ+u < 0, V + := eκ+v > 0. (2.50)












dU+dV + , (2.51)
Furthermore it is easily checked that (ΩH−Ω(r))dv is smooth as r → r+. This demonstrates
that the metric













is smooth and non-degenerate at the event horizon in the (U+, V +,Ψ+) chart and we can
analytically continue the chart through the event horizon (U+ = 0 or V + = 0) to a new
region U+ > 0, V + < 0 so that the metric (2.52) is regular for r− < r <∞. The chart covers
four regions (quadrants in the (U+, V +)−plane) with a bifurcation S3 at (U+, V +) = (0, 0).
The coordinate system breaks down near the inner horizon as r → r− and there are radial
null geodesics that reach this null hypersurface in finite affine parameter. We can extend
beyond this coordinate singularity by reversing the above coordinate transformations to
return to the ingoing coordinates (v, r,Ψ+), which are regular at both horizons. Define
Ψ− = Ψ+ + (ΩH − Ω(r−))v (2.53)
so that in the (v, r,Ψ−) chart, the Killing field ∂v is corotating with the inner horizon
r = r−. Introduce a second double null coordinate system (v̂, û) with
v̂ = v, û = v − 2r∗, , (2.54)
so that in particular r∗ = (v̂ − û)/2. The metric in the (v̂, û,Ψ−) coordinate chart will
resemble (2.48) with the obvious replacements and hence will be degenerate at r = r−. We
then introduce a second pair of Kruskal-like coordinates adapted to the inner horizon by
setting
U− = −e−κ−û < 0, V − = −eκ−v̂ < 0 . (2.55)
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dU−dV − + h(r)2
(




+ r2ĝ , (2.56)
which is indeed smooth and non-degenerate at r = r− using the fact that (r−r−)e−2κ−r
∗ →
2r− as r → r− and (Ω(r−)−Ω(r))/V − = O(1). In this coordinate system, the inner horizon
corresponds to either U− = 0 or V − = 0 and we may analytically continue the metric in
this chart to allow U− ≥ 0 and V − ≥ 0, corresponding to 0 < r < r−. This region
contains a timelike coordinate singularity at r = 0 , or U−V − = e2κ−R(0). Since this region
is actually isometric to a region for which the event horizon lies to the future, we can
introduce new coordinates (Û+, V̂ +) and analytically continue the metric into new exterior
regions r > r+ that are isometric to the original asymptotically AdS regions described
by the (U+, V +) coordinate chart. We can repeat this procedure indefinitely both to the
future and past to produce a maximal analytic extension with infinitely many regions (see
figure 2.4 below), qualitatively similar to the familiar maximal analytic extension of the
non-extreme rotating BTZ black hole [126]. Note that in contrast to the Kerr black hole,
and generic members of the Myers-Perry(-AdS) black holes, one cannot continue into a
region of spacetime for which r2 < 0.
2.3 Framework for Complexity Computations
2.3.1 Framework for Action calculations
Given a D−dimensional bulk regionM, the gravitational action, including all the various







































The first term is the Einstein-Hilbert bulk action with cosmological constant Λ, which from
(2.28) is
Λ ≡ −(D − 1)(D − 2)
2`2
, (2.58)
3Note that we follow the conventions of [84] with the minor correction pointed out in [82].
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integrated over M. The second term is the Gibbons-Hawking-York boundary term [128,
129] that contributes at spacelike/timelike boundaries B. The convention adopted here for
the extrinsic curvature is that the normal one-form is directed outward from the region
of interest. The third term is the contribution of the null boundary surface B′ of M.
For a null boundary segment with normal kα the parameter κ is defined in the usual
way: kβ∇βkα = κkα, while γ is the determinant of the induced metric on the (D − 2)-
dimensional cross-sections of the null boundary and the parameter λ is defined according
to kα = ∂xα/∂λ. The fourth term is the Hayward term [130, 131] for joints J between
non-null boundary surfaces — these terms will play no role in our construction. The last
term is the contribution of joints J ′ from the intersection of at least one null boundary
surface [127]. The parameter ã is defined according to
timelike/null : ã ≡ ε log |t1 · k2| with ε = −sign(t1 · k2)sign(n̂1 · k2) , (2.59)
null/spacelike : ã ≡ ε log |k1 · n2| with ε = −sign(k1 · n2)sign(k1 · t̂2) , (2.60)
null/null : ã ≡ ε log |(k1 · k2)/2| with ε = −sign(k1 · k2)sign(k̂1 · k2) , (2.61)
where ki is a null normal, ti is a timelike unit normal, and ni is a spacelike unit normal.
Additionally, depending on the intersecting boundary segments, auxillary vectors — in-
dicated with a hat — are required. These unit vectors are defined by the conditions of
living in the tangent space of the appropriate boundary segment and pointing outward as
a vector from the joint of interest.
The action as presented above is ambiguous when the spacetime region of interest
contains null boundaries. Namely, the action is not invariant under reparameterizations of
the normals to the null boundary segments. To ensure this invariance we add to the above









where lct is an arbitrary length scale and
Θ = ∂λ log
√
γ (2.63)
is the expansion scalar of the null boundary generators, which depends only on the in-
trinsic geometry of the null boundary surfaces. While this term is not required to have
a well-defined variational principle, it is known to have important implications for holo-
graphic complexity — for example, it is crucial for reproducing the switchback effect in
the complexity equals action conjecture [132, 82, 83].
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A further difficulty is that the gravitational action is divergent. To control these di-
vergences (and allow for appropriate regularization in the complexity of formation calcula-
tions) we introduce a UV cut-off δ at the boundary CFT and integrate the radial dimension
in the bulk up to r = rmax(δ) [133, 134]. When calculating the complexity of formation,
the choice of rmax(δ) for the black hole spacetime should be consistent with that in vacuum
AdS. This subtlety can be resolved [64] by expanding the metrics of both geometries in the
Fefferman-Graham canonical form [135] and setting in both cases the radial cut-off surface
at z = δ. We discuss the Fefferman-Graham form of the rotating metrics in Appendix A.1.
To evaluate the complexity within the CA conjecture, we must evaluate the gravita-
tional action and counterterm on the Wheeler-DeWitt patch of spacetime. Using the boost
invariance of the spacetime, it is always possible to shift the WDW patch so that it in-
tersects the left and right boundaries at the same times: −tL = tR ≡ τ/2. We show the
structure of the WDW patch in figure 2.4, which has the same structure for all the rotating
black holes considered here. Of particular importance are the joints where the future/past
boundaries of the WDW patch meet.
Let us determine the past meeting points of the boundaries of the WDW patch. We
denote the future meeting point as rm1 and the past meeting point as rm2 . Consider first
the past meeting point, and denote its coordinates inside the horizon as (tm2 , rm2). From
the right side of the Penrose diagram, this point lies along a u = constant surface, while
from the left it lies along a v = constant surface. These facts translate into two equations:
tm2 + r
∗(rm2) = tL + r
∗
∞ , tm2 − r∗(rm2) = tR − r∗∞ , (2.64)
where tL and tR denote the timeslices at which the lightsheets intersect the left and right
boundaries, respectively. Note that tm2 is the same in both equations as those points lie
in a common patch of the diagram. Eliminating tm2 from these equations we obtain
tR − tL + 2 (r∗(rm2)− r∗∞) = 0 . (2.65)
Upon noting that tL = −tR (which implies tm2 = 0) and setting tR = τ/2 we obtain
τ
2
+ r∗(rm2)− r∗∞ = 0 . (2.66)




− r∗(rm1) + r∗∞ = 0 . (2.67)
Note that here we have chosen to use the time τ instead of t to avoid possible confusion
of this quantity with the t appearing in the metric (which, when considering the patches
outside of the horizon, would be either tL or tR).
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In general the values of rm1,2 must be obtained numerically. However, let us note that it
is possible, starting from (2.42), to obtain an asymptotic form of this quantity valid for early
times in the limit r−/r+ → 0. This can be obtained by evaluating the integral appearing














+ · · ·
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where the dots denote subleading terms and ε = +1 for rm1 and −1 for rm2 . This expression
reveals that, as r−/r+ → 0, the value of rm tends exponentially towards the inner horizon —
consistent with the discussion of charged black holes in [69], albeit with a slightly different
rate of approach.
2.3.2 Evaluating the Action
Bulk Action
The bulk contributions to the action are very simple in this case since the black holes are






R− 2Λ = 4Λ
(D − 2)
. (2.70)









To evaluate the bulk contribution, we recall that the determinant of the metric is
√
−g = r2N+1dΩ2N+1 . (2.72)
We then split the integration domain into three regions where the (t, r) coordinates are




+ r∗∞ − r∗(r) . (2.73)
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Figure 2.4: Penrose diagrams for the rotating black holes in (2.12) with the WDW patches
corresponding to the TFD state at Left: −tL = tR = 0 and Right: −tL = tR = τ/2 > 0 as
the green shaded region. Joints contributing to the action terms are highlighted with red
diamonds. Also shown are three regions I, II, and III defined for the bulk contribution to
IWDW. The vertical dotted red line divides the WDW patch into two symmetric parts and
define the regions I, II, and III. The curved dotted red line is the cut-off surface r = rmax(δ).




− r∗∞ + r∗(r) , and tR =
τ
2
+ r∗∞ − r∗(r) . (2.74)




+ r∗(r)− r∗∞ (2.75)
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+ r∗∞ − r∗(r)
)
dr . (2.78)
The total bulk action is then twice the sum of these three terms.
Surface contributions























The trace of the extrinsic curvature of the boundary surface is then































Note that this term is time-independent, so it does not contribute to the complexity rate
of change dCA/dτ . Furthermore, it does not contribute to the complexity of formation
∆CA because it is cancelled by the contribution made by the AdSD vacuum — as shown
explicitly in appendix A.2.
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Joint contributions
There are two different types of joint contributions that arise here. First, there are the
intersections of the null boundaries of the WDW patch with the regulator surface at r =
rmax. There are four of these joints in total. Second, there are the intersections of the null
sheets of the WDW patch in the future and in the past. Let us begin with the first case.
Considering the future, right boundary of the WDW patch near the regulator surface
r = rmax, the relevant null normal is given by
kR = α [dt+ dr
∗] , (2.84)
while the outward pointing normal to the surface r = rmax is
n = g(r)dr . (2.85)
We need also a vector t̃ that is a future-pointing unit time-like vector directed outwards
from the region. In this case the correct choice is
t̂ = −f(r)dt (2.86)
where we have written it as a form, but the sign is chosen so that the corresponding vector
is outward directed. The relevant dot products are easily computed
kR · n =
α
f(r)




and since f(r) > 0 near the boundary we obtain ε = −1. We have then












where we have made use of the fact that
√
γ = r2Nh(r)dΩ2N+1 (2.90)
on the joint. Note that by dΩ2N+1 we mean the volume form on the usual, round 2N + 1





Γ [N + 1]
. (2.91)
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Figure 2.5: The joints in the WDW patch in figure 2.4 and the associated vectors needed
to calculate their contribution to IWDW, according to (2.59)-(2.61).
An analogous computation for the remaining three joints can be shown to yield the same
answer as that presented here.
Next let us consider the joints at the future and past meeting points of the WDW




m dΩ2N+1 , (2.92)
where rm is the value of r at the point of intersection. At the future meeting point the
relevant null normals are
kFR = α [dt+ dr
∗] , kFL = α [−dt+ dr∗] (2.93)
where, in determining the relevant signs, it is important to recognize that t increases from
left to right inside the future horizon and dr∗ points in the negative dr direction inside
the horizon. Note also that the dt appearing in these normals is the t that appears in the
metric, not the boundary time. We need also k̂ — a null vector, living in the tangent space
of the right sheet of of the WDW patch that is orthogonal to kFR and outward pointing as
a vector. In this case, a one-form that points in the negative kFR direction yields a vector
with the correct properties. We take
k̂ = − [dt+ dr∗] . (2.94)
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We then find for the dot products
kFR · kFL =
2α2
f(r)2




yielding ε = +1 and from (2.61)













A completely analogous calculation gives an identical form for the joint contribution at the
past meeting point, with rm1 → rm2 .
Null boundaries
Since the normals to the lightlike boundaries of the WDW patch are affinely parameterized,
the boundary term on these surfaces makes no contribution. Nonetheless, we consider here
the contribution from the counterterm for null boundaries that ensures the total action
does not depend on the parameterization used for the null generators.






















































We can use integration by parts to express this object in terms of two contributions at the

















where here we have used the shorthand Θ′ = dΘ/dr. It can easily be confirmed that the
counterterm evaluates to the same result for the future left segment. Additionally, the
result for the past segments is equivalent with the substitution rm1 → rm2 .
2.3.3 Framework for Complexity equals Volume calculations
We will compare our results obtained for the action with the results within the “Complexity
equals Volume” framework [58, 59].4 According to the CV proposal, the complexity of a
holographic state at the boundary time slice Υ is related to the volume of an extremal








The fact that the CV conjecture requires an (arbitrary) length scale R was originally used
as an argument in favour of CA over CV. However, there is as yet no universally accepted
prescription for computing the bulk complexity, and useful information can be gleaned by
comparing different proposals.5
To find the volume of the extremal codimension-one slice B, write the metric (2.12) in




, and parameterize the surface with coordinates ya =(
λ, ~Ω
)
, where ~Ω are the angular coordinates.6 Below, we choose the symmetric case of



















−f(r)2v̇2 + 2g(r)f(r)v̇ṙ dλ (2.104)
where v = v(λ) and r = r(λ). We assume7 a parametrization where
h(r)rD−3
√
−f(r)2v̇2 + 2g(r)f(r)v̇ṙ = 1. (2.105)
4A related proposal, called the complexity=volume 2.0, was put forward in [109], which suggests that
the complexity volume is the spacetime volume of the associated WDW patch.
5Moreover, it was subsequently realized that the CA proposal also possesses an ambiguous length scale,
namely the one associated with the counter-term for null boundaries.
6This choice is possible due to the enhanced symmetry of the equal-spinning black holes studied here.
7This is possible because the volume functional (2.104) is reparametrization-invariant — that is, it is
invariant under λ→ λ̃(λ).
34
This Lagrangian is independent of v and hence there is a conserved quantity (analogous








Furthermore, we have from (2.105) and (2.106)
h(r)−2r−2(D−3)E2 + f(r)2 = h(r)2r2(D−3)g(r)2f(r)2ṙ2. (2.107)












where we included a factor of 2 to include the left half of the surface. Here we wish to take
rmax to be infinity, but this will yield a divergent result in general. A finite result can be
obtained by studying the time derivative of the volume (as relevant for the growth rate),
or by performing a carefully matched subtraction of the AdS vacuum (as relevant for the
complexity of formation). Here rmin is the turning point of the surface, determined by the






2 = 0 . (2.109)
A simple calculation shows that rmin will be on or inside the (outer) horizon, and so we
have that, using (2.106), f(rmin)
2 < 0, v̇(λmin) > 0 ⇒ E < 0 and we recall that f(r)2 < 0
in the region between the inner and event horizon.
2.4 Complexity of Formation
In this section, we study the complexity of formation for rotating black holes in both the
CA and CV conjectures. In both cases, we verify convergence to the static limit and study
the dependence of the complexity of formation on thermodynamic parameters near the
extremal limit and for large black holes.
2.4.1 Complexity Equals Action
Within the CA conjecture, the complexity of formation is given by the difference between
the action of the WDW patch and the action of the global AdS vacuum both evaluated at
the τ = 0 timeslice.
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Let us now put together the various pieces accumulated so far. First, consider the
sum of the joint and counterterm contributions. As we know from the general arguments
in [70], this result must be independent of the parameterization of the null generators, i.e.





























Note that this expression is completely independent of α — Θ is proportional to α and
thus all α dependence precisely cancels out. This is, of course, necessary, but it nonetheless
provides a consistency check of our computations. It can further be shown — assuming
the scale `ct is the same for both the AdS vacuum and the black hole solutions — that the
first term evaluated at rmax cancels precisely with the corresponding ones occurring in the
global AdS vacuum. A completely analogous computation holds for the past sheets of the
WDW patch yielding the same result as above with the substitution rm1 → rm2 . However,
in this case we can further simplify matters by noting that, since τ = 0 for the complexity





and combining the above with the relevant background subtraction we obtain for the joint
and counterterms:8























where we have extended the range of integration to infinity in the last term since the
subtraction has made the integral convergent. Note also that rm0 is obtained by solving
the equation
r∗(rm0)− r∗∞ = 0 . (2.113)
8In obtaining this we have made use of the fact that the caustics at the future meeting point of the
WDW patch do not contribute for global AdS.
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Figure 2.6: A plot showing the value of rm0 vs. r−/r+ for several different values of r+/`.
The curves correspond to r+/` = 5, 10, 50, 100 in order from bottom to top.
For the case of the complexity of formation, additional simplifications occur for the






r2N+1 [r∗∞ − r∗(r)] dr . (2.114)
Since r∗ must be computed numerically, followed by a numerical evaluation of this integral,
it is actually more convenient to use integration by parts to eliminate the appearance of
r∗(r) inside this expression, leaving only a single integral to evaluate numerically. Doing
so, we find that
Ibulk =
ΛΩ2N+1
2(N + 1)(2N + 1)πGN
(










Note that the evaluation of the first term at rm0 vanishes by virtue of the equation defining
rm0 . It can further be shown, using the asymptotic form of the tortoise coordinate, that
the evaluation at rmax cancels with the analogous one coming from the global AdS vacuum.
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Figure 2.7: A plot showing the complexity of formation in the action formalism for different
values of r+/` and for D = 5. The curves correspond to r+/` = 5, 10, 50, 100, 200, 300 in
order from bottom to top in a vertical slice on the right side of the plot. Here we have set
`ct = `.
Taking this into account and performing the background subtraction we obtain the result
∆Ibulk =
ΛΩ2N+1

















where we have extended the range of the first integral to r =∞ since the subtraction has
made it convergent.
The most complicated aspect of determining the complexity of formation within the
action framework is computing the value of rm0 numerically. We show in figure 2.6 the
resulting curves for several values of r+/`. The difficulty arises in determining accurate
results in the limit where r−/r+ becomes small. As discussed previously, in this limit the











+ · · ·
)
+ · · ·
]
. (2.117)
Thus, as r−/r+ → 0, the difference between rm0 and r− tends to zero like exp(−1/r2−),
and so increasing numerical precision is required in this limit. For sufficiently small r−/r+
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the problem effectively becomes numerically intractable and we are forced to resort to
perturbative techniques.
In figure 2.7, we show the complexity of formation ∆CA for five-dimensional rotating
black holes with different values of r+/`. There are a few noteworthy things here. The basic
structure of the curves is qualitatively similar for different values of r+/`. A somewhat
strange feature is that there is a range of parameter values over which the complexity
of formation actually becomes negative. While strange, it must be kept in mind that
complexity of formation is a relative quantity: it is computed by subtracting one (infinite)
result from another. Moreover, in some cases, namely involving gravitational solitons, a
negative complexity of formation has been previously observed [79, 81], and so this result
in and of itself is not new. While there is an intermediate regime in which the complexity of
formation is negative, it is always positive at the two extremes of the plot: in the extremal
and nonrotating limits. That the former is true is obvious from the plot, but the static
limit is subtle and requires additional scrutiny.
The static limit is examined in detail in appendix A.3. Here, for conciseness, we will
present a discussion relevant to the five-dimensional case. In the static limit r−/r+ → 0 all









Using the perturbative expansion for rm0 shown above, we can work out that this term















and we reiterate that here we are considering the case of five dimensions (N = 1). This
result is exactly half the contribution arising from the GHY terms on the future/past
singularity in the Schwarzschild-AdS geometry. A similar analysis can be carried out for






That is, the bulk contribution of the rotating black hole limits to exactly the bulk contri-
bution for the non-rotating black hole. As a result, there is an order of limits problem for
the action computation: taking the static limit of the action result gives an answer that
does not agree with the direct computation done for the Schwarzschild-AdS black hole.
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It is insightful here to consider how this limit compares with the analogous neutral
limit for charged black holes. Again, we consider this in full detail and in all dimensions
in appendix A.3. For the charged black hole, the joint term reduces to a fraction of the
Schwarzschild-AdS GHY term in the neutral limit, while the bulk action for charged black
holes reproduces the full Schwarzschild-AdS bulk action along with the remaining fraction
of the GHY term. Thus, for charged black holes, there is not an order of limits problem.
However, the manner in which the various terms conspire to give the neutral limit is rather
nontrivial. The main difference here in the rotating case is that the limit of bulk term does
not include an additional fraction of the GHY term. This can be traced, mathematically,
to the behaviour of the metric function h(r) in this limit.
It should be noted that while when a = 0 the metric is simply the usual static AdS
black hole, the limit considered here is different and this is the mathematical reason behind
the order of limits issue. Effectively, here we are simultaneously zooming in on the inner
horizon while taking the limit r− → 0. In this limit the metric function h is not simply
r (as it would be for the static black hole), but instead it limits to a constant value. As
discussed in appendix A.3, this behaviour is the source of the order of limits issue, which






+ ∆ISchwBulk 6= π∆CSchwform (2.121)
where the complexity of formation of the static black hole ∆CSchwform is the sum of the bulk
∆ISchwBulk and surface I
Schw
GHY contributions.
There are (at least) two perspectives one could have on this issue. First, it could be
viewed as simply a genuine feature of the CA proposal. The CA proposal is highly sensitive
to the detailed causal structure of spacetime, and the order of limits issue found here is
not the first of its kind. For example the rate of growth of complexity for dilaton black
holes was found to be highly sensitive to the details of the causal structure [136]. Moreover
in the usual framework the complexity growth rate for magnetic black holes is precisely
zero [136, 137], leading to an obvious order of limits problem (though it is possible to
remedy this case through the addition of an electromagnetic counterterm). Furthermore,
the growth rate of complexity for charged black holes in higher-curvature theories exhibits
an order of limits problem in the neutral limit [97, 77, 138]. Thus there is precedent for
subtle behaviour of the CA conjecture, and it would be interesting to better understand
whether this is consistent with CFT expectations.
An alternate perspective is that this order of limits issue is a problem that must be
resolved. One means to do so is to consider an alternative regularization scheme for the
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Figure 2.8: Comparing the complexity of formation near extremality normalized by the
thermodynamic volume (left) vs. the entropy (right) for D = 5 black holes. The curves
correspond to r+/` = 50, 100, 200 corresponding to the blue, red dashed, and green dot-
dashed curves respectively. Here we have set `ct = `.
WDW patch — which we explain in detail in appendix A.4. The basic idea is to introduce
space-like regulator surfaces cutting off the future and past tips of the WDW patch at
r = rm0 + ∆r. This could be motivated from the perspective that the inner Cauchy
horizon is expected to be unstable to generic perturbations [139, 140, 141], and therefore
this cutoff would encode some level of agnosticism of what happens precisely at the inner





π∆CA = ISchwGHY + ∆ISchwBulk = π∆CSchwform (2.122)
but it must be noted that the limits do not commute. Moreover, for sufficiently small
∆r there is no appreciable effect of this term on the results when both r− and r+ are
sufficiently large, but it becomes important in the limit r−/r+ → 0.9
Let us now leave aside this issue of limits and consider in more detail some further
interesting properties of the complexity of formation. Our focus here is primarily on the
scaling behaviour of complexity in the limit of large (r+/`  1) black holes. For neutral
and charged static black holes this behaviour is governed by the entropy [64, 69], leading
to the idea that the complexity of formation is effectively controlled by the number of
9It is also worth noting that there appears to be no simple modification of the action proposal itself
that would account for the order of limits problem. For example, if one considers only the bulk action
as the relevant term then there would be no order of limits issue for rotating black holes, but it would
introduce one for charged black holes — see appendix A.3.
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degrees of freedom possessed by the system. We can schematically write this relationship








where µ is the chemical potential and εi represent various parameters that characterize the
state, such as µ or T . The function f(εi) has a smooth, non-vanishing limit as µ→ 0. The
relationship above is schematic and so neglects possible constant terms in the coefficients
and so on. However it conveys the important features: the complexity of formation exhibits
a logarthmic singularity near extremality and the general form is controlled by the entropy.
We consider the analogous problem in detail for rotating black holes in appendix A.5.
Again, there is a logarthmic singularity in the extremal limit that is controlled by the
entropy. However, the general behaviour is markedly different. The schematic form for the










where ΩH is the angular velocity of the horizon, V is the thermodynamic volume and
again f(εi) is some function of the ratio r−/r+ (which could, of course, be reexpressed as
a function of ΩH and T ). The implication of the above relationship is that, for sufficiently
large black holes, the complexity of formation is always controlled by the thermodynamic
volume rather than the entropy. The validity of this conclusion can be seen clearly in the
plots shown in figure 2.8 for five dimensions — see also figure A.7 in appendix A.5. We
emphasize that this observation is possible due to the independence of the thermodynamic
volume and the entropy for rotating black holes. In the case of static (charged or neutral)
black holes, these quantities are not independent and one is free to write the final result in
terms of either S or V as the two quantities are related by
S ∼
static limit
V (D−2)/(D−1) . (2.125)
We will return to discuss the implications of this result in the discussion.
2.4.2 Comparison with Complexity=Volume Conjecture
The complexity of formation in the CV proposal is straightforward to calculate. The

























Figure 2.9: Here we show the complexity of formation within the CV proposal. Left: The
curves correspond to r+/` = 9/10, 1, 11/10 from bottom to top for D = 5. The complexity
of formation diverges in the extremal limit and tends to a constant (r+/`-dependent) value
as r−/r+ → 0. Right: The same curves now plotted against the rotation of the boundary
CFT in the form of the ratio ΩH/Ωext where ΩH is the angular velocity of the boundary
CFT and Ωext is the zero temperature limit of this angular velocity.
In the black hole geometry, we are interested in the maximal slice at τ = 0. In this case

















The integral can be evaluated numerically in a straightforward manner, and we show some
representative examples in figure 2.9. The qualitative structure of the curves is independent
of the value of r+/`. Though, since ∆CV is not a homogeneous function of r+/`, there is no
simple factor that collapses the different curves to a single line for all values of r+/`. When
r−/r+ → 0, the complexity of formation tends to a constant value, whereas it diverges
in the extremal limit. This divergence is consistent with results obtained previously for
charged black holes [69].
In the CA framework we encountered an order of limits issue when taking r−/r+ → 0.
Here there is no such issue, which is due to the fact that the CV proposal is less sensitive
to the detailed properties of the causual structure than the CA proposal. In the static





















Figure 2.10: Here we show the complexity of formation within the CV proposal near
extremality. Near extremality, the complexity of formation diverges logarithmically. In
the left plot, we compare with the thermodynamic volume, while in the right plot we
compare with the entropy. In each case we have defined ∆C̃V = GNR∆CV/` to simplify the
plot labels. In each case the curves correspond to r+/` = 50, 100, 200 (solid blue, dashed
red, and dot-dashed green, respectively) for D = 5.
where fSchw(r) is the metric function of the Schwarzschild-AdS spacetime.
It is interesting to further compare the general behaviour of the complexity of formation
of large black holes within the CV proposal to the CA proposal. The details of this analysis
are presented in appendix A.5, but the conclusion is the same. The complexity of formation
exhibits a logarithmic singularity near extremality that is controlled by the entropy, while
the non-logarthmic terms are controlled by the thermodynamic volume. Thus we once
again arrive at the result that for sufficiently large black holes the complexity of formation










The validity of this can be seen directly in figure 2.10 — see also figure A.6 in appendix
A.5.
2.5 Growth Rate of Holographic Complexity
In this section, we use the CA and CV proposals to study the full time evolution of holo-
graphic complexity of the boundary state (2.11) dual to the MP-AdS black hole geometry.
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Our interest here will be in understanding the growth rate of complexity, and how this
quantity evolves in time.
2.5.1 Complexity Equals Action
As before, we begin our considerations with the action conjecture. The various terms
appearing in the computation were assembled in section 2.3, and here we proceed and use
these directly. Taking the time derivative of all action terms, we see that only the bulk
and joint terms contribute, giving
dIWDW
dτ




































The first line in the above is the time derivative of the bulk action, while the second
and third lines correspond to the time derivatives of the combined joint and counterterm
contributions at the future and past tips of the WDW patch. We recall that since Θ ∝ α,
this result is actually independent of the parameterization of the null vectors normal to
















and so once the values of rm1 and rm2 are known, it is possible to evaluate directly the
growth rate of complexity.
Just as in the case of the complexity of formation, the difficulty here arises in determin-
ing the values of rmi , which is a numerically subtle problem. We show some representative
results in figure 2.11. While we show the results here for a particular value of r+/`, this is
unimportant for understanding the general behaviour which depends much more strongly
on the value of r−/r+. We see from the top-left figure that, when r−/r+ is a small value,
rm1 and rm2 present a phase where they are effectively constant. The implication of this
is a period in the growth rate where the complexity effectively stalls and does not exhibit
significant dependence on time. As r−/r+ increases, rmi exhibit stronger time dependence,
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Figure 2.11: Here we show plots of rm1 (blue) and rm2 (red) as a function of time. In each
plot we have set r+/` = 10, while the different plots correspond to r−/r+ = 1/20, 1/10, 3/4
(left to right).
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Figure 2.12: Here we show plots of the growth rate of complexity as a function of time.
In each plot we have set r+/` = 10, while the different plots correspond to r−/r+ =
1/20, 1/10, 3/4 (left to right). We have set `ct = 1. The dotted black line shows the growth
rate of complexity in the limit τ →∞.
but generally become “squished” in a smaller interval (since they must lie between r− and
r+). In all cases, rm1 and rm2 asymptote to the inner and outer horizons, respectively.
Once the values of rmi have been determined, it is straightforward to determine the
growth rate as a function of time. We show representative results in figure 2.12 for the
same cases for which we displayed rmi in figure 2.11. The results are qualitatively similar
to what has been previously observed for charged black holes (c.f. figure 10 of [69]). There
are some general features that can be remarked on. First, we note that in the limit of small
rotation (equivalently, small r−/r+) the growth rate develops a minimum. As the rotation
is decreased, the minimum becomes sharper and deeper. Moreover, in the same case, the
growth rate exhibits a phase where it is close to zero before this oscillatory behaviour
manifests. These observations are consistent with the growth rate limiting to that of the
static black holes [69]. As the rotation is increased, both the late-time limit of the growth
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Figure 2.13: Here we show a plot of the growth rate of complexity for the parameter choices
r+/` = 10, r−/r+ = 1/10 for the choices `ct = 10, 1, 1/10 corresponding to red, blue, green
curves, respectively — or bottom to top. The dotted black line shows the growth rate of
complexity in the limit τ →∞.
rate decreases and the transient oscillations become less significant. The ultimate limiting
case is the extremal limit, where the late-time growth actually goes identically to zero (this
will be justified below). While we have shown the growth rate for the particular choice
of `ct = 1, the precise value of this parameter affects significantly only the early-time
behaviour — we show an example of this in figure 2.13.
Perturbative expansion at late times
Having presented numerical computations for the full time-dependent growth rate of com-
plexity, let us now turn to discuss some general features at late times. At large τ , using
(2.42), we can solve (2.66) and (2.67) perturbatively to find that
rm1(τ) = r−
(



















+ . . . (2.132)
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where we have introduced the notation G(r) ≡ g(r)−2, T± is the temperature of the black







∣∣∣∣ = limrm2→r+ f(rm2)g(rm2) log
∣∣∣∣α2gtt(rm2)`2ctΘ(rm2)2
∣∣∣∣ = 0. (2.135)







































+ . . . (2.136)









































= (Ω− − Ω+)J . (2.137)
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It is easiest to see the equality of the second and third lines by writing the parameters
(m, a) in the bracket in the third term in terms of (r+, r−), which yields the second term.



















where we note that S± is given by (2.27). Therefore, the late-time complexity rate of






= (F+ + T+S+)− (F− + T−S−) = U+ − U− (2.140)
where F± and U± are the free and internal energies, respectively, of the outer and inner
horizons. The second term in (2.136) was checked for various dimensions and found that it
is always positive and less than 1. This strongly suggests that the late-time limit of action
rate of growth (2.137) is always approached from above.
Using the fact that the Smarr relation (2.31) holds for both outer and inner horizons,










where ∆V = V+ − V− is the difference between the thermodynamic volumes of the outer
and inner horizons. Interestingly, in the limit of large black holes, the TS factors and P∆V












As will be shown below, a similar result also holds for the complexity rate of growth in CV
conjecture.
10This thermodynamic interpretation of complexity rate of growth was first noted in [76]. In [77] it
was shown to hold for charged black holes in Lovelock gravity. Thus, we expect that (2.138) and (2.139)
exhibit a universal feature of complexity growth in black holes with two horizons.
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2.5.2 Comparison with Complexity=Volume Conjecture
We will compare the complexity rate of growth according to the CV conjecture dCV/dτ with
the results found according to the CA conjecture. The volume of the extremal codimension-
one slice was found in (2.104). To relate to boundary time, note first that
vmax = tR + r∗(∞), vmin = tmin + r∗(rmin) (2.143)
where tmin = 0 by left-right symmetry (we have left-right symmetry because the functional
V is invariant under t→ −t and a→ −a), and rmin is defined by (2.109). Therefore,















where we used (2.106). Note that the integrand here is convergent at r = r±. Finally, it is









h(r)2r2(D−3)f(r)2 + E2 + E
]
dr − E (tR + r∗(∞)− r∗(rmin)) .
(2.145)






= − E = rD−2
√
−G(rmin) ≡ W (rmin) (2.146)






















from which one can solve for rmin(τ). However, if we focus on the late-time limit lim
τ→∞
rmin(τ) =
r̃min, it can be shown that









This is because, from (2.109), rmin is also the largest root of
−W (rmin)2 + E2 = 0 (2.150)









W (r̃min) . (2.151)










[(M − Ω+J)− (M − Ω−J)] . (2.152)
This reduces to the result [69] found for Schwarzschild-AdS black holes, which was 8πMsch/(D−
2)11, since it is straightforward to show that
lim
r−→0




For illustration, we will prove (2.152) in spacetime dimensions D = 3 and D = 5 below,
where generalization to other spacetime dimensions follows the same methods.
Late-time complexity growth in D = 3
In this case, we can explicitly solve (2.149) and find that
r̃min =
√












r̃4min − 2ma2`2. (2.155)
11Msch is the thermodynamic mass of Schwarzschild-AdS black hole, given by taking the a → 0 limit




from the one naively obtained from the D → 3 limit of the blackening factor of Schwarzschild-AdS black




. This is because for Schwarzschild-AdS black holes with D > 3 we implicitly
assume that the r+ → 0 limit corresponds to the Neveu-Schwarz vacuum of AdSD with blackening factor
f(r) = 1 + r
2
`2 of the metric in Schwarzschild coordinates, whereas the r+ → 0 limit of the BTZ black
hole corresponds to the Ramond vacuum of AdS3 with blackening factor f(r) =
r2
`2 of the metric in
Schwarzschild coordinates. For more details on this, see [142].
52







Figure 2.14: The late-time rate of complexity growth dCV/dτ is shown as a function of
r+/` for spacetime dimensions D = 3, 5, 7 (solid blue, dashed red, and dot-dashed green,
respectively). It is shown that the limit (2.152) is always approached from below. The fact
that the late-time dCV/dτ can be expressed in this way in terms of the thermodynamic
quantities of the black hole only in the large r+/` limit shows one of its shortcomings com-
pared to dCA/dτ , which can expressed at late-times in terms of thermodynamic quantities
of the black hole for all r+/`.









from which we get (2.152) by setting R = `. In fact, as shown in figure 2.14, the late-time
rate of complexity growth dCV/dτ is independent of r+/`.
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Late-time complexity growth in D = 5
In this case, the expression for r̃min is considerably more complicated. However, we can
use it to expand the two sides of (2.152) as a series in large r+, from which we get





















































Expanding the ratio of these two expressions in the large r+ limit gives
1
(Ω− − Ω+) J
× Ω3
GN`















which yields (2.152) as r+/`→∞. Interestingly, it also shows that the limit is always ap-
proached from below, which agrees with the behaviour of dCV/dτ found for Schwarzschild-
AdS black holes [69].
2.6 Discussion
We have considered several aspects of the CA and CV proposals for holographic complexity
in the context of rotating black holes. While the behaviour of these proposals for numerous
static and/or spherically symmetric spacetimes has been thoroughly studied, their exten-
sion to rotating black holes is a somewhat nontrivial task. In large part, the difficultly
arises due to the comparative lack of symmetry in rotating solutions and therefore more
complicated causal structure. Here we have partly side-stepped this issue by considering
equal-spinning odd-dimensional rotating black holes, which enjoy enough additional sym-
metry to make the computations tractable, while still revealing a number of non-trivial
features. Here our focus has been devoted to understanding the complexity of formation
and also the time-dependent growth rate of complexity.
First, we introduced the Myers-Perry-AdS spacetimes with equal angular momenta in
odd dimensions and discussed the enhancement of symmetry and the associated causal
structure and thermodynamic properties. In studying holographic complexity, especially
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within the action proposal, it is necessary to have a thorough understanding of the causal
structure of the spacetime of interest. We have done this here by analysing the structure
of light cones in this geometry. The enhanced symmetry of the equal-spinning case allows
for us to choose SU(N + 1)× U(1) invariant hypersurfaces, effectively making the causal
structure two-dimensional as is the case for static, spherically symmetric black holes. This
represents a significant technical simplification over the most general case.12 Despite this
simplification, the solutions maintain the classical features associated with rotating black
holes (such as ergoregions, for example), which allow us to rigorously study holographic
complexity for rotating black holes for the first time.
Second, we studied the complexity of formation for rotating black holes in both the CA
and CV conjectures. As shown in detail in appendix A.3, there is an order of limits problem
when taking the static limit of ∆CA. We note that there have been previous investigations
where such order of limits problems have been observed for the growth rate in the CA
conjecture [136, 137, 97, 77, 138], however we believe this is the first observation of this for
the complexity of formation. This issue can be resolved by an alternative regularization
scheme where the future and past tips of the WDW patch are ignored near the singularity
and at the static limit (see appendix A.4). It would be interesting to explore more deeply
the implications of this alternative regularization, in particular the mechanism and/or
interpretation of the regulator itself.
Our most intriguing result concerns the role that the thermodynamic volume plays in
both the CA and CV conjectures. We have shown for the first time that the complexity
of formation of large black holes does not scale with thermodynamic entropy but rather







+ . . . (2.159)
where VAdS = `
D−1, Σg is a factor that depends on the specific metric, dimension, etc. (but
not on the size of the black hole), and CT is the central charge of the CFT as computed
from Newton’s constant GN . The thermodynamic volume has been conjectured [107] to









≥ 1 . (2.160)
12For the most general rotating black holes the light cones can be defined using PDEs as discussed in
[125, 3, 4] (see also appendix A.6), though they must be solved numerically.
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The inequality is saturated by (charged) Schwarzschild-AdS spacetimes. Assuming the
relationship (2.159) is general, the reverse isoperimetric inequality becomes the statement
∆C ≥ βDS (2.161)
where βD is a positive constant that can be easily worked out from the above. This means
that the complexity of formation for large black holes is bounded from below by the entropy
(equivalently, the number of degrees of freedom).
Finally, we examined the time-dependent rate of complexity growth using both the CA
and CV conjectures. Previous studies have shown that the late time limit of complexity
growth in black holes with two horizons is bounded by the difference in internal energy






≤ (F+ + T+S+)− (F− + T−S−) = U+ − U−. (2.162)
This surprising result seems to be of near universal scope and it suggests a deep connection
between complexity and black hole thermodynamics [144, 87, 88]. In the CV conjecture, we
have shown that the complexity is a positive function of time whose late time rate of growth
saturates the bound (2.162) in the r+/`→∞ limit, up to a constant that depends on the
spacetime dimension. We have also explicitly shown that the bound is always approached
from below as r+/` is varied. In the CA conjecture, the bound (2.162) is always saturated,
and we have shown that it is always approached from above as time is varied. Both of
these results agree with the behaviour found for the charged black hole [69]. Furthermore,
we found that the arbitrary length scale `ct does not affect the late-time rate of complexity
growth but does affect its early behaviour, as shown in figure 2.13.
Going forward, there are a number of directions worth exploring. Perhaps the most
interesting one concerns the result (2.159). While we have not offered a definitive proof
of this relationship, it reduces to known results for static black holes, holds also for large
gravitational solitons [81], and we have provided robust evidence that it is obeyed in general
for large rotating black holes. It would be interesting to test the full range of validity of this
relationship, which could be done most effectively by studying other black hole solutions for
which the entropy and thermodynamic volume are independent and scale differently. Such
explorations could provide useful insight from which a general proof of the relationship
could be deduced, or a counter-example from which its limitations could be assessed. It
would also be interesting to explore this feature in light of the recently proposed first
law of complexity [87]. While the CFT interpretation of thermodynamic volume is yet
13Though see [143] for a recent example where the situation is more subtle.
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to be fully understood (though see [113, 114, 115, 116, 117, 118, 119, 120] for progress in
this direction), our results provide impetus to investigate in greater detail the holographic
interpretation of thermodynamic volume and its relationship to complexity.
It would be worthwhile to extend the analysis here to the most general class of rotating
black holes, though this may be a formidable task. Exploring the implications of the known
instabilities (e.g. superradiance) of rotating black holes for complexity would also be of
interest. Although our complexity calculations were done in the case of odd-dimensional
equal angular momenta in each independent plane of rotation, we expect that the general






Wormholes have long been of interest since the time of Einstein and Rosen [145]. Although
Einstein-Rosen bridges connect different asymptotic regions of spacetime, topological cen-
sorship [146, 147] forbids their traversability when only classical matter fields are present.
The same is of course true of their multi-boundary wormhole generalizations. However in
some cases, quantum matter fields can cause violations of the averaged null energy condi-
tion (ANEC). In such cases the arguments of [146, 147] cannot be applied, so that such
ANEC violations might make the wormholes traversable. Recall that the ANEC is satisfied
when the integral of stress tensor along any complete null geodesic is non-negative,∫
γ
Tabk
akb ≥ 0. (3.1)
In recent years, there have been many approaches to constructing traversable wormholes
from ANEC violations, see [55, 148, 149, 150, 151, 152, 153, 154]. In particular, in the
seminal paper by Gao, Jafferis and Wall [55], the authors construct a traversable wormhole
using a two-sided BTZ black hole as the background, where the dual CFT state is the
thermofield double (TFD) state. With an appropriate sign of coupling, a double-trace
deformation that directly couples the two boundary CFTs can cause the violation of the
ANEC. Adding the coupling shifts the horizons so as to allow certain causal geodesics
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to travel from one asymptotic boundary to the other. In [148], this construction was
generalized to rotating BTZ black holes. It is also interesting to recall that the transmission
of such signals was interpreted in [152] from the dual field theory perspective as being due
to enacting a quantum teleportation protocol between entangled quantum systems. This
connection with quantum information has been of great interest (see e.g. [155, 156, 157,
158, 159, 160]) as a concrete realization of the ER=EPR idea [49].
In this chapter, we generalize this construction to any pair of asymptotic regions in
certain (non-rotating or rotating) multi-boundary black holes14 in AdS3. For a general
multi-boundary black hole, a finite-sized causal shadow separates the horizons of different
asymptotic regions, making the wormhole hard to traverse. In our construction, we focus
on the hot limit considered in [161], where the temperatures related to all horizons are
large. In that limit, for any two horizons, there exists a region where the causal shadow
between them is exponentially small. A double-trace deformation can then easily render
the wormhole traversable. As we will see, the hot limit will also give us convenience in
doing the calculations, which otherwise would be difficult to perform.
Our construction has several interesting features that differ from those of [55] and [148].
The first is that the pair of boundaries in our traversable wormhole construction is quite
general, and the associated horizons can have different temperatures and angular momenta.
Furthermore, our spacetimes have non-trivial angular dependence, and this can be seen in
features related to traversability. In particular, signals from a given asymptotic region will
be able to reach a second asymptotic region only when fired from appropriate regions of
the first boundary. Signals launched from other parts of the first boundary may instead
traverse to a third asymptotic region, or they may become stuck behind an event horizon.
It is a general feature of our construction that some such event horizon will remain even
though our wormholes are traversable. Again, this is associated with the lack of rotational
symmetry in our spacetimes.
The chapter is organized as follows: In section 3.2, we review the construction of multi-
boundary wormholes in AdS3 and their important properties that will be useful in later
sections. The geometry of these wormholes in the hot limit is also discussed, as well as the
entanglement structure of the dual CFT state. A general review of the Gao-Jafferis-Wall
construction is then given in section 3.3, where we emphasize a rather general form of the
coupling between boundaries that can induce traversability. Using these two ingredients,
we proceed to construct the multi-boundary traversable wormhole in section 3.4. We
14Note that, while there is some freedom in the use of such terms, our choice is to use “multi-boundary
black holes” when the context refers to the background spacetime, and use “multi-boundary wormholes”
when the context refers to traversable wormholes in particular.
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summarize our findings and discuss their implications and connections with recent work in
the literature in section 3.5. A number of technical details and supporting calculations are
left to appendix B.
Throughout this chapter, we use the AdS length as our unit of distance.
3.2 Multi-boundary black holes in AdS3
In this section, we will first review how to construct multi-boundary black holes by quo-
tienting empty AdS3 with isometries, following an algebraic approach [162, 163, 164, 165,
166, 167]15. Then we discuss fixed points of those isometries, (renormalized) geodesic dis-
tances in different conformal frames, and how they behave in the hot limit. Those results
will be useful in our construction of multi-boundary traversable wormholes. Finally, we
briefly describe the CFT states that are dual to these geometries.
3.2.1 Quotients of AdS3 space
In three-dimensional Einstein gravity, the Ricci tensor completely specifies the Riemann
tensor. The consequence of this is that all solutions of Einstein equations are locally
isometric to AdS3, which is the Lorentzian, maximally-symmetric spacetime with constant
negative curvature and isometry group SO(2, 2) ' SL(2,R)×SL(2,R). Besides pure AdS3,
other solutions to the equations of motion are locally AdS3 but differ globally from it and
can be obtained by quotienting AdS3 by a discrete subgroup Γ of SO(2, 2). The spacetime





U +X −V + Y
V + Y U −X
)}
, ds2 = − det(dp) ≡ η̄abdx̄adx̄b, (3.2)
given by the hyperboloid det(p) = 116, where we defined the 4-vector x̄a = (U, V,X, Y ) and
metric η̄ab = diag (−1,−1, 1, 1). In global coordinates, this hyperboloid is parametrized by
the intrinsic coordinates (t, r, φ) defined by
X = r cosφ, Y = r sinφ, U =
√
1 + r2 cos t, V =
√
1 + r2 sin t (3.3)
15For construction of these geometries using explicit forms of the Killing vectors, see [168].
16dp is the matrix defined by taking the differential of every element of the matrix p.
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which gives the induced metric




where t ∼ t + 2π17 and φ ∼ φ + 2π. The connected part of the group SOc(2, 2) is
SL(2,R)⊗SL(2,R)/Z2. The group elements (gL, gR) ∈ SOc(2, 2) act on a point p according
to
p→ gLpgtR. (3.5)
From this, we see that the Z2 symmetry correspond to the equivalence relation (gL, gR) ∼
(−gL,−gR). A convenient basis of generators {J1, J2, J3} × {J̃1, J̃2, J̃3} of the isometry




(JXU − JY V ) , J̃1 ≡ −
1
2




(JY U + JXV ) , J̃2 ≡ −
1
2




(JUV − JXY ) , J̃3 ≡
1
2
(JUV + JXY )
(3.6)
where the Killing vectors Jab = x̄a∂̄b − x̄b∂̄a obey the SO(2, 2) algebra
[Jab, Jcd] = η̄acJbd − η̄adJbc − η̄bcJad + η̄bdJac (3.7)




γ1, J2 = −
1
2





















and similarly for J̃i
19.
17Usually the universal cover of t is taken by unwrapping it, but as we will see, it is not necessary here
since the wormhole constructions will automatically remove closed timelike curves.
18Our matrix representation of p is different from that defined in [166, 167], which causes the generators
to be slightly different.
19In matrix representation, J̃i takes the same matrix form as Ji = − 12γi but the infinitesimal transfor-














Figure 3.1: The group manifold of SL(2,R), which is also the Penrose diagram of AdS3.
The dotted lines represent the action of the group elements of SL(2,R) on the identity
element e placed at the origin of AdS3 in global coordinates. The isometries of SL(2,R)
are classified depending on which region the element e is mapped to. Dashed lines represent
null rays.
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To understand the action of the group elements (gL, gR), we will describe AdS3 as the
group manifold of SL(2,R), with the Penrose diagram shown in figure 3.1. The action of
group elements g ∈ SL(2,R) on the identity element e is shown there, according to which
they are classified into conjugacy classes depending on where the point e → gegt = ggt
lies,
Hyperbolic Tr g > 2 ggt ∈ I
Hyperbolic Tr g < −2 ggt ∈ II
Elliptic |Tr g| < 2 ggt ∈ III, IV
Parabolic |Tr g| = 2 ggt ∈ light cones
We will focus on the action of subgroups Γ ⊆ SOc(2, 2) with Tr g > 2 hyperbolic
elements, whose fixed points are on the boundary of AdS3. This is because it ensures that
AdS3/Γ is free of conical singularities and closed timelike curves [162, 164]. Removing
from the spacetime the past and future of those fixed points yields the restricted spacetime
ÂdS3 where the action of the quotient on the spacetime is free of pathologies and leads to a
spacetime ÂdS3/Γ. We will illustrate this process by reviewing the construction of ÂdS3/Γ
in the case of BTZ black holes [169, 126] and three-boundary black holes [163, 162, 164].
We also discuss generalizations to n-boundary black holes with and without non-trivial
topologies [162, 164, 166]. A Cauchy slice of these geometries is a Riemannian manifold of
genus g and boundary number n. So, we can classify the black hole geometries by a 2-tuple
(n, g). In the non-rotating case, the number of parameters (or in other words, dimension
of the moduli space) needed to specify the (n, g) geometry is equal to 1 for (2, 0) and is
6g − 6 + 3n otherwise. In the rotating case, this number is doubled.
Before reviewing the construction of these geometries, we will give general formulas for
calculating the geodesic distance. The group manifold representation allow us to easily
calculate the geodesic distances d(p, q) between two arbitrary points, p and q [165]. In
particular, if p and q are connected by a spacelike geodesic, then






With a timelike geodesic connecting p and q, the geodesic distance is






When Tr (p−1q) < −2, there is no geodesic connecting p and q.
We now discuss various cases of (n, g) geometries in detail.
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BTZ black hole
In this case, the subgroup Γ is generated by a single element






and a convenient choice for ξL,BTZ and ξR,BTZ is
ξL,BTZ = −J2, ξR,BTZ = −J̃2 (3.13)
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The isometry γ has two fixed points at the boundary given by t = 0, φ = π/2 and t =
0, φ = 3π/2. Removing the past and future regions of these fixed points gives the restricted
space ÂdS3. Any two geodesics that are related by the isometry γBTZ are identified, and
we can choose a region that is bounded by such a pair of geodesics as the fundamental
domain of ÂdS3/Γ, see figure 3.2. The minimal length between these two geodesics is
uniquely determined by r+ and r−, and is the intersection of the geodesic connecting the
fixed points with the fundamental domain. This defines the two-sided BTZ black hole,





















where the subscript B means that we are using BTZ coordinates. The thermodynamic




































Figure 3.2: A Cauchy slice of a BTZ black hole shown as a quotient of AdS3. The action
of γ identifies the two blue geodesics, and the region between them is the fundamental
domain of the quotient. The minimal geodesic H separating the two coincides with the
event horizon of the black hole. In the non-rotating case, this slice is at t = 0. But in the
case of rotation, there is a relative boost between the two identified geodesics.


















sinh (r+φB + r−tB)
(3.17)
one can show that the action of γBTZ on p is simply to map φB → φB + 2π. The length


























Figure 3.3: A Cauchy slice of the three-boundary black hole shown as a quotient of AdS3.
The action of γ1 identifies the two blue geodesics while γ2 identifies the two red geodesics.
The event horizons of the three boundaries H1, H2, and H3 = H
′
3 ∪ H ′′3 are also shown,
where each of them coincide with the geodesic connecting the fixed points of the isometries
γ1, γ2, and γ3, respectively. Note that γ3 has four fixed points instead of two, because
it defines the third asymptotic region as the union of two separate regions in the Cauchy
slice. In the case of no rotation, this slice is that of t = 0.
Three-boundary black hole
The subgroup Γ in this case is generated by two elements γi = (giL, giR), i = 1, 2. We
choose the first one to be the same as the isometry used to construct the BTZ black hole20




where ξ1L = −J2 and ξ1R = −J̃2. The second element is given by




20Note that, here, the choice of generators γi is not unique. Other choices could be used, as long as
they fall in certain conjugacy classes. Our choice here is convenient for calculation, but as we will see, it
defines a conformal frame in which the third boundary region becomes vanishingly small in the hot limit.
In appendix B.1, we give an example of another construction of the same geometry and discuss how it
differs from the one used here.
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)  . (3.21)
These two isometries define the first and second asymptotic regions, with the event hori-
zons of these regions lying along the geodesics connecting the fixed points of γ1 and γ2,
respectively.
The isometries that define the third asymptotic region are not independent of the above




3 = −γ−11 γ2 ⇒
(g′′3L, g
′′
3R) = (−g−11L g2L,−g
−1
1Rg2R)
21, corresponding to the two parts of the third boundary
region as seen from the covering space. The resulting spacetime is a black hole with three
asymptotic boundaries, as shown in figure 3.3. The spacetime in each asymptotic region
is isometric to the exterior region of a BTZ black hole. Hence, each asymptotic region can
be covered by the same metric (3.15) for rB > r+. The lengths of the horizons generated











where we have defined
























and similarly for α̃. Each asymptotic region can be associated with independent thermo-
dynamic parameters (3.16). The angular velocity associated to a horizon generated by an






















21Although γ′3 and γ
′′
3 are both isometries defining the third region, for simplicity of notation, later we













for the three boundaries. From this and the fact that the horizon lengths hi are given by
2πr+,i, we can relate the geometric parameters `i and ˜̀i for each boundary to the inner





for i = 1, 2, 3. We see that setting ˜̀i = 0 corresponds to the extremal case
22, while setting
`i = ˜̀i corresponds to the non-rotating case. The unique feature of (3, 0) geometry (and
any geometry (n, g) other than BTZ) is the existence of a region between the horizons
H1, H2, and H3 that does not intersect the causal past and future of the boundary of any
asymptotic region. This region is called the causal shadow of the spacetime [170], and it
will be important in our discussion of traversability below. The causal shadow region is
bounded by closed geodesics, which allow us to calculate its area using the Gauss-Bonnet
theorem, giving ACS = 2(n− 2 + 2g)π for general (n, g) spacetimes [161]. This shows that
the causal shadow region exists for all geometries except (2, 0).
General (n, g) black holes
More general black hole geometries can be constructed following the same method as dis-
cussed above. For the case without rotations, general (n, g) geometries could be constructed
using a cut-and-paste procedure [162, 164], and this could be easily generalized to cases
with rotations, as we review below.
The simplest way to see this is to note that any (n, g) black hole can be constructed
from 2g+ n− 2 copies of the (3, 0) geometry (so-called “pair-of-pants” geometry) through
a process of cutting, twisting, and gluing. Since the (3, 0) geometry is everywhere locally
AdS3, the geometry that results from a process of cutting, twisting, and gluing different
copies of it is also locally AdS3 and, therefore, is a solution of Einstein gravity. We will
illustrate this process in the case of n asymptotic regions and in case of genus g.
For instance, to construct the rotating (4, 0) geometry, we need two pairs of pants, each
having 6 parameters (i.e. the mass and angular momentum of each asymptotic region). We
22Here we have implicitly chosen a direction of spinning. For the other choice, `i = 0 would correspond




Figure 3.4: Construction of the (4, 0) and (1, 1) geometries using two and one pairs of
pants, respectively. The dashed lines represent horizons of asymptotic regions. Note that
each pair of pants is constructed from the process shown in figure 3.3, but here the shape
of the Riemann surface is shown explicitly.
consider the Cauchy slices where both pairs are of the form shown in figure 3.3. As shown
in figure 3.4a, if we cut only one asymptotic region in each of the pair of pants and glue the
horizons together, this forces the lengths and orientations of the glued horizons to be equal
(the `’s and ˜̀’s of the two glued regions) and introduces two new twist parameters. So, the
total number of parameters is 12, which is the correct dimension of the moduli space of the
rotating (4, 0) geometry. From the resulting Cauchy slice, we can time evolve and obtain
the whole required geometry. Similarly, to construct general rotating (n, 0) geometries, we
need n− 2 pairs of pants. By cutting 2n− 6 asymptotic regions and gluing them together,
we can construct a Cauchy slice of the rotating (n, 0) spacetime from which the whole
geometry can be obtained by time evolution. One can easily check that the number of
parameters in the resulting geometry is the correct dimension of the moduli space, which
is 2 (3n− 6).
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In the case of non-zero genus, we consider the simple case of rotating (1, 1) spacetime,
which was first constructed in [166]. Using a Cauchy slice of a single rotating (3, 0) ge-
ometry, we can cut two asymptotic regions and then glue their horizons together. The
remaining asymptotic region is now the exterior of a rotating BTZ black hole with the
topology of a torus behind the horizon, as shown in figure 3.4b. One can easily check that
this process gives the correct number of dimensions of the moduli space, which is 6 in the
case of rotating (1, 1) spacetime.
3.2.2 Fixed points and the conformal boundary
We now discuss the action of isometries γ ∈ Γ on the conformal boundary of AdS3, following
the method discussed in [166]. Here we will be using the conformal frame
ds2global = −dt2 + dφ2 (3.28)
which is naturally related to the global coordinates.
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and v = t + φ and u = t − φ are the null coordinates at the boundary. The isometries of
interest γ = (gL, gR) ∈ Γ are hyperbolic elements with their fixed points at the boundary
of AdS3. Being a fixed point amounts to
p∂ = gLp∂g
t
R ⇒ ~v~ut = gL~v(gR~u)t, (3.31)
where the equality holds up to an overall factor, since we are on the conformal boundary.
This means that we could find fixed points by finding eigenvectors of gL and gR. In
general, gL and gR each have two eigenvectors, and combinations of them give “corners”
of the “boundary diamond” of γ where the action of γ takes place. Next, we will illustrate
these notions for the BTZ black hole and the three-boundary black hole. Analysis of fixed














Figure 3.5: Boundary diamonds for the BTZ black hole, where φ ∼ φ + 2π. As we can
see, there are two diamonds, each containing one asymptotic boundary of the fundamental
domain.
For the BTZ black hole, all elements of Γ are integer powers of γBTZ . Both gL,BTZ and
gR,BTZ have two eigenvectors
gL,BTZ~v± = e


















As shown in figure 3.5, there are only two boundary diamonds for the BTZ black hole,
with their left and right corners at (t = 0, φ = π/2) and (t = 0, φ = 3π/2). Inside each
diamond, there are infinitely many copies of the fundamental domain, or in other words,
the fundamental domain and its images.
For the three-boundary black hole, we could find the fixed points and boundary dia-
monds in a similar manner. But in this case, we have infinitely many fixed points (and
diamonds) since the group Γ not only contains elements like γmi , i = 1, 2 but also more




1 ... etc. For γi, i = 1, 2 we have
giL.~v±,i = e
±`i/2~v±,i, giR.~u±,i = e
± ˜̀i/2~u±,i (3.34)











































Figure 3.6: The fundamental diamonds of (3, 0) geometry at the boundary of AdS3 in
global coordinates. The fixed points p++,i, p−−,i, p−+,i, and p+−,i correspond to the corners
of the diamonds. The diamonds of regions 1, 2, and 3 are bounded by black, red, and blue
lines respectively. In (a), the parameters are `i = ˜̀i = 3 for the non-rotating case, and in
(b) the parameters are `i = 3˜̀i = 3 for the rotating case.
For the three-boundary black hole, the three asymptotic boundaries of the fundamental
domain are contained in the diamonds which we call “fundamental diamonds” generated
by γi, i = 1, 2, 3. Other diamonds will be dubbed “image diamonds”. In figure 3.6, we
show the fundamental diamonds of the three-boundary black hole. The corners of the
fundamental diamonds can be found from
p++,i = ~v+,i~u
t
+,i , p+−,i = ~v+,i~u
t
−,i , p−+,i = ~v−,i~u
t
+,i , p−−,i = ~v−,i~u
t
−,i. (3.36)
where again i = 1, 2, 3.
For any point p∂ on the i
th asymptotic region of the fundamental domain, there are
two types of image points under the group action:
1. Points that are in the same fundamental diamond as p∂: these points are generated
by acting on p∂ with isometries that only involve integer powers of γi;
2. Points that are in the image diamonds: these points are generated by acting with
other kinds of isometries on p∂.
Although it is hard to find the explicit locations of all of the image diamonds, they
must all lie between diamonds 1 and 2, and topological censorship guarantees that any
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pair of diamonds must be spacelike separated. The boundary distance from the left corner
of diamond 1 (p++,1) to the right corner of diamond 2 (p++,2) is
dbdy(p++,1, p++,2) =
√




− 2 tan−1 e−α
)(π
2




When α and α̃ are small (i.e. `i and ˜̀i are large), to leading order, the distance is





Given a choice of the boundary conformal frame, we can also define the regularized
geodesic distance through the bulk between boundary points. First, note that for any 2×2
matrix p with det p = 1 we have
p−1 = R⊥p






Also, the elements of a matrix p of any bulk point scales linearly with r. So, in the limit
r →∞ we find





























































To find the renormalized boundary geodesic distance, we subtract log (r2) then take the
r →∞ limit, giving












~u⊥ = R⊥~u and ~v
⊥ = R⊥~v. (3.42)
Similarly, the renormalized geodesic distance between a bulk point p and a boundary point
q∂ = 2 ~v~u
t is given by














An important question is finding the corresponding expressions to the renormalized geodesic
distances (3.41)-(3.43) for the boundary of an asymptotic region that is in the BTZ con-
formal frame ds2BTZ = −dt2B + dφ2B. This question is resolved in subsection 3.2.3.
3.2.3 Geodesic distances in the BTZ conformal frame
In this subsection, we calculate the renormalized geodesic distance from a bulk point p
to a boundary point q∂ that is in the BTZ conformal frame. We assume that q∂ is on
the boundary of the fundamental domain, so it is in one of those fundamental diamonds
defined in section 3.2.2. In that diamond, we choose the BTZ conformal frame, and the
renormalized distance we calculate here is compatible with that frame. We also assume
that p and q∂ are spacelike separated so that we use (3.10) rather than (3.11) to calculate
the distance.
First let us work out the conformal transformation between the AdS global conformal
frame and the BTZ frame. For simplicity, we first study a boundary diamond of the BTZ
black hole, as shown in figure 3.5. Then we convert our results to smaller diamonds using
isometries.
Recall that global AdS3 and the BTZ coordinates are related to the embedding coordi-
nates via (3.3) and (3.17). On the boundary where both radial coordinates go to infinity
one finds















where uB = tB − φB, vB = tB + φB. Then, using null coordinates u = t− φ and v = t+ φ
on the global AdS3 boundary, the above equations simplify to
u = tan−1 sinh
˜̀uB
2π




These observations allow us to compute the conformal transformation between the two
conformal frames,
ds2global = −dudv = Ω2(−duBdvB) = Ω2uΩ2v(−duBdvB) = Ω2uΩ2vds2BTZ (3.46)



















As we can see, when u = ±π
2
or v = ±π
2
either uB or vB will diverge and the conformal
factors vanish. This marks the boundary of the “boundary diamond” being considered.
Note also that the conformal factors reach their maximal value at the “center”of the dia-
mond where u = 0 and v = 0.
For any wormhole, each asymptotic region is isometric to the exterior of some BTZ
solution. So up to conformal transformations each boundary of any wormhole is identical
to the boundary diamonds just described. While this always yields another diamond, the
ranges ∆u and ∆v for general boundary diamonds can differ from π. But we can use the
appropriate conformal transformations to generalize the analysis above.
Indeed, for the construction described in section 3.2, the relevant conformal transfor-
mations are those induced by isometries of AdS3. Recall that the generators of AdS3
isometries act on the boundary as
2J1 = − (JXU − JY V ) = sin v∂v ≡ ∂x, 2J̃1 = − (JXU + JY V ) = sinu∂u ≡ ∂y, (3.48)
where we have defined
x = log tan
v
2




These actions, written here as translations in x and y, change the size of the boundary
diamond. We analyze this in detail for v direction below, from which corresponding ex-
pressions for the u direction follow from the symmetry u↔ v.
We first note that translating x by x0 = log tan
v0
2
changes the diamond boundaries
from v = ±π
2












Here we assume v0 <
π
2
and v′ = ±v0 = ±∆v2 are the boundaries of the new diamond given
by the images of v = ±π
2
. This relation implies
dv′ =
1− cos v′ cos v0
sin v0
dv. (3.51)













cos v′ − cos v0
sin v0
(3.52)
























Also inside a diamond, when the point is close to one edge of the diamond (i.e. when v′ is




(|v′ − vbdy|) +O((v′ − vbdy)2). (3.55)
Similar relations hold for the u direction. Diamonds that are not centred at v = 0, u = 0
can of course be translated to this standard position using the boundary isometries ∂v and
∂u so that corresponding bounds and expressions apply.
As discussed in section 3.2.2, if we regulate a boundary point q∂ by moving it to a
finite global AdS3 radial coordinate r, the geodesic distance between a bulk point p and a
boundary point q∂ is


















To renormalize the distance in the BTZ conformal frame associated with a given asymp-
totic region of our wormhole, we should take the limit r →∞ after subtracting log rB from
the above expression for a properly chosen radial coordinate rB associated to the boundary
diamond containing q∂.
In Fefferman-Graham coordinates, when we transform between the global and BTZ
conformal frames, to leading order in z, we have zB = z/|Ω|. Also, to leading order,
z ∼ 1/r and zB ∼ 1/rB, so we have rB ∼ r|Ω| = r|ΩuΩv|. A properly defined renormalized
geodesic distance is thus given by






− log |ΩuΩv| = dglobalren (p, q∂)− log |ΩuΩv|. (3.57)
3.2.4 The hot limit of multi-boundary wormholes
In order to construct multi-boundary traversable wormholes in section 3.4, we will need
to take a limit that produces the following features: 1) two horizons are separated only
by an exponentially thin causal shadow over a sufficiently large region of those horizons,
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and 2) we can find a point q∂ on the boundary of the fundamental domain such that the
conformal factors Ω2 = Ω2uΩ
2
v associated with its non-trivial images under the group Γ are
exponentially small. For reasons that will be clear below, we use the term “hot limit” to
describe this limit for any (n, g).
For multi-boundary wormholes with trivial topologies, we choose to take a limit where
all `i and ˜̀i are large, with `i/˜̀i fixed (i.e. Mi/Ji fixed)
23. In the case without rotation, this
is exactly the “hot limit” considered in [161]. In the case with rotation, this is also a limit
where the temperatures in all asymptotic regions are large. It also implies that all horizon
lengths are large compared to the AdS scale (although the converse is not necessarily true).
We explain the two advertised features below, using the three-boundary wormhole as our
main example.
First, we study the minimal distance between two neighbouring horizons. For non-
rotating (3, 0) geometries, this has been computed in [161] by focusing on the half-plane
of the t = 0 slice. The minimal distance dij between horizons Hi and Hj depends on the
horizon lengths, and is given by
cosh dij =
cosh (hi/2) cosh (hj/2) + cosh (hk/2)
sinh (hi/2) sinh (hj/2)
. (3.58)
Applying (3.58) to horizons H1 and H2 in our construction, we have from (3.24) that
d12 = α = α̃. (3.59)
In appendix B.2, we generalize (3.58) to the case with rotations, where the minimal distance





Other minimal horizon distances can be found from this expression by simple permutations.
It can be easily shown that α and α̃ are exponentially small in the hot limit, and that dij is as
well. As a special case, when all `i = ` and ˜̀i = ˜̀ are large, we have α ∼ 2e−`/4, α̃ ∼ 2e−
˜̀/4
and dij ∼ e−`/4 + e−
˜̀/4. Furthermore, in this limit, it was found [161] that the distance
between the horizons is exponentially small over a large subset Dφ of the angular domain,
for which the lateral extent along each horizon is large compared with the AdS scale. In
appendix B.2, we show that this feature also applies in the rotating case. In addition, we
23For wormholes with internal parameters (i.e. non-trivial topologies or with n > 3), the proper limit
will also involve taking certain internal parameters to be large, in addition to having `i and ˜̀i large, with




Figure 3.7: A schematic diagram of the t = 0 slice of a three-boundary black hole in the
hot limit. For any pair of horizons (dashed lines), there is a large region which we call Dφ
(highlighted in green) where the horizons are exponentially close to each other. The causal
shadow is the region bounded by the three horizons.
show there that this is no longer the case when only one of `i or ˜̀i are taken to be large.
The latter limit makes the horizons large but the horizon temperatures remain bounded24.
Similar results also hold in the case of a general n-boundary black hole. As discussed
in section 3.2.1, a general (n, 0) spacetime with n ≥ 3 can be constructed from n−2 copies
of (3, 0) geometry. Here we compute the minimal distance dij between any two horizons
Hi and Hj that live in a single copy of (3, 0) geometry, though we comment on the more
general case below. For n > 3 the third horizon Hk in this copy will become part of the
causal shadow of the new (n, 0) geometry and its length hk will be one of the parameters of
the moduli space associated with the casual shadow region. Therefore, the same minimal
distance dij between horizons Hi and Hj as in the (3, 0) geometry will hold. Choosing
hk  hi + hj as in the hot limit above, dij will again be exponentially small. In the more
general case25 g 6= 0, or for two horizons in the (n, 0) geometry which are separated by an
intervening extremal surface26 and thus which lie in distinct copies of the (3, 0) geometry,
taking the hot limit for each copy of the (3, 0) geometry allows us to write the separation
24This has some interesting consequences for the extremal limit that we briefly discuss in section 3.5.
25We have not yet discussed the case g > 0 in detail, but see section 3.5 for comments.
26In the case without time-symmetry, this means that the intervening extremal surface lies in the domain
of dependence of any partial (connected) Cauchy slice Σ for which ∂Σ = Hi ∪Hj .
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between Hi and Hj as the union of a fixed finite number of exponentially small separations.
Thus we find the separation between Hi and Hj to be exponentially small in the hot limit
for all n, g.
The other important feature of the geometry in the hot limit is that we can find points
q∂ on the boundary for which the non-trivial image points q
image
∂ all have conformal factors
that are exponentially small. This property will be established below, but its important
consequence follows from equation (3.57) governing the renormalized distance between p
and qimage∂ in BTZ frame. From this it follows that
dBTZren (p, q
image






− log |ΩuΩv| = dglobalren (p, q
image
∂ )− log |ΩuΩv|. (3.61)
Here Ωu and Ωv are the conformal factors associated with q
image
∂ . So when we have a bulk
point p that is in the same asymptotic region as q∂, in the BTZ frame, the exponentially
small conformal factors associated with the images require dBTZren (p, q
image
∂ ) > d
BTZ
ren (p, q∂)
with their difference being linear in `i and ˜̀i.
To show for appropriate q∂ that the conformal factor associated with non-trivial images
is exponentially small in the hot limit, recall from section 3.2.2 that the image points are
classified into two types. We will take q∂ to lie in the fundamental domain (for which the
boundary diamond is not small). We first treat image points that lie in other boundary


























Let us take the (3, 0) geometry as our example. There all the image diamonds lie
between diamonds 1 and 2 and are spacelike separated from them. Then, using (3.38), we















In the hot limit, Ω2 is exponentially small. As a special case, when `i = ` and ˜̀i = ˜̀ we
have Ω2 . e−(`+˜̀)/4, and since dglobalren = O(1) we also have dBTZren & `+ ˜̀.
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The remaining case to consider occurs when qimage∂ belongs to the same boundary di-
amond as q∂. Let us take q∂ to lie at some fixed boundary location independent of `i, ˜̀i.
Then in the hot limit the analysis of section 3.2.3 requires qimage∂ to be exponentially close
to one of the fixed points associated with the corners of the fundamental diamond. Recall




(|u− ubdy|) and/or Ω2v '
`
2π
(|v − vbdy|) , (3.65)
where ubdy, vbdy are the coordinates of the relevant corner.
We will show that these conformal factors will be exponentially small and that the
renormalized distance to qimage∂ will be large. In the (3, 0) geometry we may derive an
explicit expression by recalling the action of the quotient construction on boundary dia-
monds. In particular, the quotient of any such diamond is a cylinder. We may thus discuss
a ‘fundamental domain’ within the boundary diamond which we take to be an open set
that covers the cylinder precisely once (or, at least, up to a set of measure zero associated
with the boundary of the fundamental domain). We will also choose this domain to be
centered at the origin u, v = 0 and to have a simple form.
The details of such a fundamental domain were computed in [171] for the case where
the bulk is a non-rotating BTZ black hole. On the t = 0 slice, a corresponding fundamental
domain in the bulk may be taken to lie between the codimension-1 surfaces
φ = π ± sin−1 (tanh (πr+)) . (3.66)
As a result, the maximal boundary distance d∂ between the boundary limit of (3.66) and
the left/right corner of the diamond is
d∂ = cos
−1 (tanh (πr+)) . (3.67)










27The idea is to realize that, since γBTZ defined in (3.12) maps the two boundaries of the fundamental
domain to each other, then γ
1/2
BTZ will map the boundary centre of the fundamental domain to one of the
boundary corners of the fundamental domain. This centre point, in global coordinates, is (t = 0, φ = π).
Acting on this point with γ
1/2
BTZ gives the coordinates of the corner of the fundamental domain at the
boundary, from which we calculate d∂ .
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Note that this equation reduces to (3.67) when ` = ˜̀, using (3.18). In the hot limit we find
d∂ ∼ 2e−(`+
˜̀)/4. Since every domain of outer communication (i.e., every region outside the
black hole) is isometric to the domain of outer communication for some BTZ black hole,
the corresponding expressions will also hold for our multi-boundary wormholes.
Without loss of generality, we assume that `1 ≤ `2, `3 and ˜̀1 ≤ ˜̀2, ˜̀3. So, from (3.68),
the largest d∂ will occur for diamond 1, where it is given by (3.68) with ` and ˜̀ replaced by
`1 and ˜̀1, respectively. In particular, if ε is the distance between q
(m)
∂ and the fixed point
of the fundamental diamond, then ε < d∂. Furthermore, from (3.65), we have Ω
2 ∼ ε2.
This provides a lower bound on dBTZren (p, q
image
∂ ) that in the hot limit yields
dBTZren (p, q
image
∂ ) ≥ − log Ω
2 ∼ − log ε2 ≥ − log d2∂ & `1 + ˜̀1 (3.69)
This verifies explicitly that the conformal factors associated with qimage∂ are exponentially
small in the hot limit, whether qimage∂ is in an image diamond or in the fundamental dia-
mond. As a consequence, dBTZren (p, q
image
∂ ) & `+ ˜̀.
3.2.5 The CFT dual of (n, g) geometries
The bulk (n, g) spacetime is dual to a CFT state |Σn,g〉 ∈ H1 ⊗ · · · ⊗ Hn, where Hi is





Ai1,...,in |i1〉1 . . . |in〉n (3.70)
where the coefficient Ai1,...,in is a function of the 2(6g − 6 + 3n) moduli of rotating (n, g)
geometry. A Cauchy slice of (n, g) spacetime is a Riemann surface Σn,g with n boundaries
and genus g. Suppose that the state of the CFTs at the n boundaries is |φ1 . . . φn〉 ∈
H1 ⊗ · · · ⊗ Hn. In the large temperature limit, the gravitational path integral over the
Euclidean Riemann surface with boundary conditions fixed by |φ1 . . . φn〉 is dominated
by the fully-connected bulk geometry, which by Wick rotation gives a Cauchy slice Σn,g
that can give the full (n, g) spacetime by Lorentzian time-evolution - see [171, 161, 172]
for details. Varying the moduli changes the dominant bulk geometry in the gravitational
path integral, which induces first-order phase transitions that generalize the Hawking-Page
transition [173] in the (2, 0) spacetime. For example, for sufficiently large temperatures,
28Note that, for simplicity of notation, we are ignoring rotation for a moment. However, these equations
can easily be generalized to the case of rotation.
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e−βEi/2 |i〉1 |i〉2 . (3.71)
In general, determining the coefficients Ai1,...,in from the path integral over an arbitrary
Σn,g is difficult. However, the CFT dual of Σn,0 in the puncture limit where hi  1 was





−β̃1Ei1/2 . . . e−β̃nEin/2 |i1〉1 . . . |in〉n , (3.72)
where Ci1···n depend on the n-point function of the CFTs and the moduli parameters,
β̃i = βi − log rd − 2 log 3, (3.73)
βi is the inverse temperature of the BTZ geometry in the exterior of the i
th asymptotic
region, and rd is an undetermined constant that is independent from the moduli parameters
for (3, 0) geometry but in general depends on the internal moduli for n > 3 (see [171]).
In the hot limit, the entanglement structure of |Σn,0〉 was investigated in [161]. In
particular, it was found that the bipartite entanglement between any two CFTs at different
boundaries, up to exponentially small corrections, is that of the thermofield double state
over a large region of AdS scale size29. Thus, the CFT state dual to the local geometry in
this particular region (extending between the ith and jth asymptotic regions through the
causal shadow) is well approximated by |Σ2,0〉ij = |TFD〉ij. This result will be important
below in making hot multi-boundary wormholes traversable.
3.3 Traversability in BTZ black holes
In this section, we give a general review of the construction of traversable wormholes in
BTZ black holes via double-trace deformations [55], including the case with rotation [148]
and nontrivial dependence on the transverse coordinate (following [149]).
In general, the perturbative construction of traversable wormholes is associated with
violations of the ANEC along generators of Killing horizon in some classical background
spacetime. We review the relation between such a violation and its perturbative backreac-
tion on the BTZ metric below. We will then review how a double-trace deformation can
cause such a violation.
29This is the same region denoted by Dφ in section 3.2.4 where the distance dij between the two horizons
Hi and Hj is exponentially small.
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3.3.1 Metric perturbation
The metric of a rotating BTZ black hole in the co-rotating coordinates is obtained by
substituting for the co-rotating transverse coordinate x = φ− r−
r+










(r2 − r2+) (r2 − r2−)
dr2 + r2(N (r)dt+ dx)2 (3.74)
where





We can pass to Kruskal coordinates by defining the right- and left-moving null coordinates.
In the right exterior region, they are defined as
U = eκu, V = −e−κv, (3.76)
where κ = (r2+ − r2−)/r+ is the surface gravity, u, v = t ± r∗ are the outgoing/ingoing






r2 − r2− −
√
r2+ − r2−√




This gives the metric
ds2 =
1
(1 + UV )2
{
−4dUdV + 4r−(UdV − V dU)dx+
[






Note that the asymptotic boundary in Kruskal coordinates is located at UV = −1.
To linear order, the geodesic equation implies that a null ray starting from the left
boundary in the far past (where V = 0 and U = −∞) satisfies









where hkk is the norm of k
a = (∂/∂U)a after first-order backreaction from the quantum


















30In sections 3.3 and 3.4, for simplicity of notation we use coordinates without subscripts for the BTZ
coordinates. Such coordinates should not be confused with the global AdS3 coordinates of section 3.2.
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where Tkk = Tabk
akb. To find the shift ∆V at U = +∞, one merely needs to integrate this
















where asymptotic AdS boundary conditions have been used.
In [55, 148], the authors consider boundary couplings that are independent of the
transverse coordinate for simplicity. In that case, hkk is independent of x, and equation








and the shift of V coordinate at U = +∞ is











More generally, we could consider a boundary coupling that has nontrivial dependence







dU 〈Tkk〉 (x′) (3.84)
with





















in position space where x, x′ ∈ [0, 2π). In Fourier space, H takes the form








r2+ − r2− − 2iqr− + q2
. (3.86)
If we are working with planar BTZ black holes, H takes the following form,
H (x− x′) =
{
r+e
−(r−+r+)(x′−x) x′ ≥ x
r+e
−(r+−r−)(x−x′) x′ ≤ x, (3.87)
where x and x′ can take value on the whole real axis, and in Fourier space one should just
adapt the sum in the compact case to an integral.
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Note that, in particular, the zero-mode Green’s function diverges in the extremal limit.
This means that our perturbation theory breaks down in that limit, although this still
suggests that the wormhole will be open for quite a long time, as will be shown below.
In contrast, the non-zero modes of Hq remain finite at extremality. So in the extremal











so that (3.79) gives the average shift ∆V (U) ≡ V (U)− V (−∞) as






But in any case, we could use (3.79) and (3.84) to calculate the shift ∆V (U). In
particular, the shift at U = +∞ is given by









dU 〈Tkk〉 (x′) . (3.90)





, we can relate the boundary time with the V coordinate via
t = − r+
r2+ − r2−
log (±V ) . (3.91)
Here the sign is + for the left boundary and is − for the right boundary. The shortest
transit time t∗ from left to right boundary is realized by the geodesic that leaves the left










We can also calculate the shift of the boundary angular coordinate between one end of the
null geodesic and the other. Since on the horizon of the unperturbed geometry we simply











3.3.2 Violation of ANEC from a double-trace deformation





e−β(En−ΩHJn)/2 |En, Jn〉L |En, Jn〉R . (3.94)
Traversability is achieved by coupling the two boundaries using a double-trace deformation
δS =
∫
dtdx h(t, x)OR (t, x)OL (−t, x) = −
∫
dt δH, (3.95)
where OL/R is a scalar operator living in the left/right CFT, and we choose its scaling







+m2 in order to have a relevant deformation [55]. The
boundary operator OL/R is dual to a bulk scalar field ΦL/R with mass m31. To make the
wormhole traversable, h(t, x) needs to be of some definite sign for a period of time, which
we denote as [t0, tf ].
We now show how such a boundary coupling leads to a violation of the ANEC. The
starting point is to evaluate the bulk two-point function along the horizon V = 0:
G (U,U ′) ≡ 〈ΦR(U, x)ΦR (U ′, x)〉 . (3.96)
In a perturbative expansion in powers of the boundary coupling, the one-loop contribution
to the two-point function is [55]
Gh = 2 sin(π∆)
∫ t
t0
dt1dx1 h (t1, x1)K (r′, t′, x′;−t1 + iβ/2, x1)Kret (r, t, x; t1, x1) + (t↔ t′)
(3.97)
where K is the bulk-to-boundary propagator, and Kret is the retarded bulk-to-boundary
propagator. Since the BTZ black hole is just quotiented AdS3, the propagators take the
same form as those in AdS3 but with a sum over images. The bulk-to-boundary propagator
in the right exterior region in rotating BTZ metric is [55, 148]























, δt = t− t1, δxn = x− x1 + 2πn. (3.99)















Evaluated along V = 0, K becomes











e−r−δxn + cosh (r+δxn)
]−∆
. (3.101)
The other ingredient in Gh is the retarded bulk-to-boundary propagator
Kret (z, t, x; t1, x1) = |K (z, t, x; t1, x1)| θ(δt)θ
(√








































, θ̃ = θ
(
e−r−δxU − U1 cosh (r+δx)
)
, and we have used the fact that
on the right boundary t = log(U)
κ
.
For planar BTZ black holes we would discard the image sum and extend the range of
the x1 integral to the whole real axis [55]. But one should not forget the constraint imposed
by the θ-function in the retarded propagator, which requires
e−r−δxU − U1 cosh (r+δx) ≥ 0. (3.104)

















When evaluated along the horizon at V = 0, the gUU component of the unperturbed metric





Finally one can compute the opening of the traversable wormhole by inserting (3.103)
and (3.106) into (3.90). As shown in [55], the result is generally non-zero. So for the
right sign of the coupling function h it will give a time-advance that makes the wormhole
traversable.
3.4 Traversability of multi-boundary wormholes in AdS3
As shown in [161], for non-rotating multi-boundary wormholes in the hot limit, the bound-
ary state locally resembles the thermofield double state in region Dφ discussed in section
3.2.4. This could be easily generalized to rotating wormholes by adding an angular poten-
tial. In regions that we call Dx (since x is a more well-defined coordinate on the horizon in
the rotating case), the horizons are exponentially close to each other, and the corresponding





e−βTFD(En−ΩTFDJn)/2 |En, Jn〉L |En, Jn〉R . (3.107)
Since our state is only locally TFD, the parameters βTFD and ΩTFD can take any value
depending on the conformal frame. They thus should not be confused with the actual
black hole inverse temperature and angular velocity. In the hot limit, one expects that
such wormholes can be made traversable by the approach described in section 3.3. We
will show this below focussing on the three-boundary wormhole, and in particular on the
process of traversing from boundary 1 to boundary 2.
We will first set the stage by describing and justifying the planar BTZ coordinates to
be used below. In these coordinates, our calculations will be very similar to those of [55].
We will then show that, in the hot limit, the image sum in the Green’s function is well
approximated by the leading term. This greatly simplifies our calculation. Finally, we
calculate the wormhole opening with a double-trace deformation, which we require to be
larger than the local thickness of the causal shadow.
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3.4.1 Planar BTZ coordinates and the boundary coupling
Any BTZ black hole is locally isometric to AdS3, and thus also to planar BTZ. As a
result, in any contractible region Dx, we may use planar BTZ coordinates to describe the
spacetime. Here, we use the following planar coordinates to describe both sides of the
wormhole:




We think of x̃ as ranging over the entire real axis, though we are most interest in some




(1 + Ũ Ṽ )2
(
−4dŨdṼ + r̃2+(1− Ũ Ṽ )2dx̃2
)
. (3.109)
Although there is a causal shadow between the two horizons in the hot limit, it is
exponentially small in ` and ˜̀ over large stretches of the horizons. So if we put the origin
of the Kruskal coordinates at the bifurcation surface of horizon 1 or 2 (or any place between
them) in the region where this separation is small, we make only an exponentially small
error if we then identify the above coordinates with natural BTZ coordinates in either
exterior. This justifies using the metric (3.109) for Dx. We will come back to this in
section 3.4.3.
Note that, in the planar BTZ metric, the horizon size parameters can be scaled arbi-
trarily as long as we change the definition of coordinates accordingly. To be more concrete,
there are two kinds of coordinate transformations that we can make (they are expressed
in the ordinary angular coordinate φ for now and we will come back to the co-rotating x
later):
1. “Adjusting the temperature” (rescaling r+ and r− by the same amount):







with the new horizon parameters r̃± = λr±;
2. “Changing the angular velocity” (changing the relative size of r+ and r−):
(t̃, φ̃) = (t cosh γ + φ sinh γ, t sinh γ + φ cosh γ)
r̃2 = r2 + r̃2− − r2−.
(3.111)
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with the new horizon parameters r̃+ = r+ cosh γ + r− sinh γ and r̃− = r+ sinh γ +
r− cosh γ. As a special case, we could set r̃− = 0 by choosing γ = − tanh−1 r−r+ . In
this case we have
(t̃, φ̃) = (r+t− r−φ, r+φ− r−t) /
√
r2+ − r2−
r̃2 = r2 − r2−.
(3.112)
with r̃2+ = r
2
+ − r2−.
Note that we are not changing the actual temperature and angular momentum associ-
ated with any particular global BTZ horizon (which are uniquely determined by the bulk
geometry). The point is that the above description is valid only in a contractible domain
where the full global structure is not apparent. In that domain we have described the
system to good approximation as a planar BTZ black hole, for which the temperature and
angular velocity depend on the choice of the boundary conformal frame and are not fixed
by the bulk metric.
For simplicity, we would like to choose r̃− = 0 and r̃+ be some fixed O(1) number
when the r+,i’s become large. To clarify our notation, from here on, we use tildes to mark
quantities associated with the bulk planar BTZ coordinates (for which r̃− = 0), and we use
symbols without tildes to refer to quantities associated with the BTZ conformal frame in
some asymptotic region – perhaps with additional labels to denote the asymptotic region
of interest.
Combining (3.110) and (3.112), the coordinate transformations we will use on bound-
aries 1 and 2 are








where i = 1, 2 indicate different asymptotic regions. The above should be understood as
two different coordinate transformations, one for each value of i. As a result, the two
boundaries will naturally define distinct notions of ‘time advance’ ∆V1 6= ∆V2 (and also
for similar quantities).




(r+,it̃+ r−,iφ̃, r−,it̃+ r+,iφ̃). (3.114)
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In terms of the co-rotating coordinates, the transformations and inverse transformations





















In particular, it will be convenient to take points on the horizons with x = 0, xi = 0 to lie
deep inside the domain Dx where the separation between horizons is exponentially small.
The associated Kruskal null coordinates are related by
Ũ = e−r−,ixiUi, Ṽ = e
r−,ixiVi, (3.117)
so that at x̃ = 0 (where xi = 0) we have Ũ = Ui, Ṽ = Vi. One may interpret this as saying
that we have chosen all three sets of coordinates to be associated with the same reference
frame at x̃ = 0.
From the planar coordinates we use, it is tempting to conclude that our setup can be
directly reduced to that of [55], reviewed in section 3.3. But, here, the subtlety is that
the boundary coupling is not naturally defined in the conformal frame related to our bulk
metric. To perform calculations, we need to first look at the conformal transformations
and how they act on boundary operators. To this end, we recall that the boundary metric
in the ith asymptotic region is











dt1dt2dx1dx2 f(t1, t2, x1, x2)O1(t1, x1)O2(t2, x2). (3.119)
Local couplings, analogous to those used in [55] are obtained by taking f proportional to
a delta-function. But as opposed to the TFD case studied in [55], there is no preferred
natural way to identify points on boundary 1 with points on boundary 2. We must therefore
choose some diffeomorphism η from boundary 1 to boundary 2 and write
f(t1, t2, x1, x2) = h(t1, x1) δ
(2)(x2 − η(x1)), (3.120)
32In contrast with section 3.3 (e.g. in (3.95)) we will take the boundary times to increase toward the
future on all boundaries.
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where xi = (ti, xi), i = 1, 2. Integrating out the delta function then expresses the coupling
in terms of a single set of boundary coordinates. For computational convenience, we will
choose the the functions h and η such that the double-trace deformation takes a simple
form when expressed in the conformal frame associated with the tilded bulk coordinates.














Õ1(t̃, x̃)Õ2(t̃, x̃) (3.121)
where Õ1/2 is the quantity O1/2 conformally transformed to the above frame. Note that
the expression (3.121) includes conformal factors from (3.118) to account for the transfor-
mations of boundary operators with conformal dimension ∆ as well as for the Jacobian
associated with the change of integration variables.
We can also choose a simple explicit form of h̃(t̃, x̃) that turns on at some time t̃0 and
turns off at some later time t̃f . For example, for every t̃ in between we could either choose
a constant (and in particular x̃-independent) coupling,
h̃(t̃, x̃) = hλ2−2∆ (3.122)
or a Gaussian in x̃ to make it localize near some angular position x̃0; i.e., for t̃i < t̃ < t̃f ,
we may take







where λ is some fixed quantity with dimension of temperature and h is a small and dimen-
sionless parameter. Note that [55, 148] both set λ equal to the temperature of their BTZ
background. But there is no unique temperature associated with a general multi-boundary
black hole, as the temperatures of the three horizons can differ. This is not a problem.
We are free to choose λ in any way we like, including to choose it independent of the
background, as long as it has the correct dimensions.
3.4.2 Image sum in the hot limit
We now show that the image sum in Gh can be well approximated by keeping only the
leading term. Since Gh is built from two bulk-to-boundary propagators, it will be useful
to study them first.
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The extrapolate dictionary [176, 177] tells us that the bulk-to-boundary propagator in
the global AdS3 conformal frame can be obtained from the bulk two-point function via
K(p, q∂) = lim
r′→∞
r′∆G(p, q) = lim
r′→∞
r′∆G(r, t, x; r′, t′, x′). (3.124)
Here p and q are two points in the AdS3 bulk. The coordinates of q are those marked with
primes, and the unprimed coordinates are those of p.
In AdS3, the two-point function for a free scalar field is given by











where Z = 1 + σ(p,q)
2
and σ(p, q) is the (squared) distance between p and q in the four
dimensional embedding space (sometimes called “chordal distance” [178]), and with all
fractional powers of positive real numbers defined by using the positive real branch. The
chordal distance is related to the geodesic distance d(p, q) in AdS space by






When Z is large, the two-point function has the expansion












In AdS3, the (unrenormalized) distance between a bulk point p and a boundary point q∂
has the divergent part log r′, so GAdS3 (x, x
′) decays as (r′)−∆. But this decay is precisely
cancelled by the (r′)∆ in the extrapolate dictionary (3.124). As a result, the bulk-to-
boundary propagator can also be obtained from the bulk-to-bulk propagator by inserting
into (3.125) an appropriately-renormalized (and thus finite) distance between p and q∂.
According to the analysis of section 3.2.2, in the conformal frame associated with the
global coordinates, this renormalized distance is defined by subtracting log r′ from the
unrenormalized distance.
In a general conformal frame the extrapolate dictionary becomes
K = lim
r̄′→∞
r̄′∆G(r, t, x; r′, t′, x′) (3.128)
where r̄′ = r′|Ω| and Ω2 is the conformal factor such that the boundary metric ds2Ω satisfies
ds2 = −dt2 + dφ2 = Ω2ds2Ω. Equivalently, we could obtain the correct bulk-to-boundary
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propagator by inserting into (3.125) an appropriately renormalized bulk-to-boundary dis-
tance associated with our conformal frame.
Since the three-boundary wormholes of section 3.2 are quotients of AdS3, their bulk-
to-boundary propagators are given by sums of AdS3 propagators over image points. In
particular, for points p and q∂, we need to include AdS3 propagators for the point pairs
(p, gLq∂g
t
R), where gL and gR are any “words” formed from the left and right generators of
the quotient group Γ used to construct the wormhole.
We would like to locate the image points gLq∂g
t
R and find how they contribute to the
bulk-to-boundary propagator in the hot limit. Recall from section 3.2.2 that there are two
types of image points: 1) points inside the same boundary diamond as q∂ and 2) points
in other diamonds (i.e. outside the boundary diamond that q∂ is in). As shown in section
3.2.4, when q∂ is taken to lie at a fixed location in the largest diamond non-trivial image
points in the same diamond must be exponentially close to one of the fixed points at the
left or right corners of the diamond. For those in other diamonds it suffices to note that
such non-trivial image diamonds are exponentially small in the hot limit.
Since all (AdS-)Cauchy slices of the wormhole spacetime lift to surfaces that run through
the left and right corners of each boundary diamond, and since any bulk point p can be
taken to lie on a spacelike (AdS-)Cauchy surface, p will have spacelike separation from
points close enough to these corners. This will in particular be true of the non-trivial
images of q∂ in the hot limit. This means that we use (3.10) rather than (3.11) to calculate
the geodesic length between p and those image points.
In section 3.2.3, we calculated the geodesic distance between spacelike separated bulk
and boundary points in the BTZ frame. Applying that result to our image points, we found
in section 3.2.4 that the geodesic distance is at least linearly large in (`i + ˜̀i) in the hot
limit. From (3.125) and (3.126) we then see that the contributions to the bulk-to-boundary
propagator from the image points are exponentially suppressed, and thus that they can be
ignored in the hot limit.
3.4.3 Traversing the causal shadow
We now show in the hot limit that the |∆V | induced by a fixed boundary coupling becomes
larger than the gap |∆VCS| between horizons associated with the existence of the causal
shadow region (see figure 3.8). Thus ∆Vtotal ≡ |∆V | − |∆VCS| becomes positive and




Figure 3.8: The Penrose diagram of a black hole spacetime with causal shadow. In par-
ticular, this could represent the causal structure of a section that contains two asymptotic
regions in the three-boundary wormhole geometry. In the figure, we mark the two bifur-
cation surfaces H1 and H2, and ∆VCS caused by the causal shadow. In the hot limit that
we consider in the text, ∆VCS is exponentially small in ` and ˜̀ in region Dx.
From the above two subsections, the one-loop contribution to the Green’s function is



















+ (Ũ ↔ Ũ ′), (3.129)
where Ũ0 = e
































We can use the above result to calculate the stress tensor:
〈T̃kk〉 = lim
Ũ ′→Ũ
∂Ũ ′∂ŨG̃h(Ũ , Ũ
′). (3.131)
If the background was exactly planar BTZ, then the shift of Ṽ coordinate at Ũ = +∞
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would be









where H̃(x̃− x̃′) is the Green’s function (3.87) for non-compact x̃ and x̃′ when r̃− = 0,
H (x̃− x̃′) = r̃+e−r̃+|x̃
′−x̃|. (3.133)
From our arguments above, using this result with (3.113) also gives the correct result in
our three-boundary wormhole up to two sorts of corrections. The first are due to errors in
(3.113) associated with the finite-but-small thickness of the causal shadow, and the second
comes from neglecting the sum over non-trivial images of q∂. But both sorts of corrections
are exponentially small in the hot limit as discussed above. Thus to good approximation
in the coordinates related to the ith boundary we find the shift ∆Vi to be
∆Vi(xi) = e
−r−,ixi∆Ṽ (x̃). (3.134)
To put this all together, recall that we are most interested in the region near x̃ = 0
where the separation between the bifurcation surfaces is exponentially small. There Vi ≈ Ṽ ,
and the three coordinate systems are all associated with the same frame of reference. In
particular, both bifurcation surfaces will have U1 + V1 ≈ constant and also U2 + V2 ≈
constant. Thus the exponentially small separation is also associated with exponentially
small sized ∆ṼCS ≈ ∆V1,CS ≈ ∆V2,CS of the causal shadow in this region.
On the other hand, near xi = 0 the time advance ∆Vi is not exponentially suppressed
at large `i and ˜̀i. Instead, it has at most a polynomial suppression. Thus at large `i, ˜̀i we
find ∆Vi  ∆Vi,CS near x̃ = 0 and the wormhole becomes traversable in this region.
As a consistency check, we now show that the physical quantity ∆Vi does not depend
on the fictitious parameter r̃+ that we have been using to simplify the calculations. Our
starting point is (3.129). We write G̃h ≡ F + F ′ where F is the term explicitly shown in
(3.129)




















and F ′ is the term with Ũ and Ũ ′ exchanged. Using this symmetry we may write 〈T̃kk〉 in
the form
〈T̃kk〉 = 2 lim
Ũ ′→Ũ
∂Ũ ′∂ŨF (Ũ , Ũ
′). (3.136)
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Next, we change the integration variables to make the dependence on r̃+ clear. First
we define a new integration variable y ≡ cosh(r̃+δx̃) = cosh[r̃+(x̃− x̃1)] to write F as
































and the argument x̃1 in the function h̃ should be implicitly treated as a function of y.




Recall also the relations (3.115)
r̃+x̃ = r+,ixi, r̃+t̃ = κiti − r−,ixi, (3.138)
so that on the horizon V = 0 we have
Ũ = er̃+ t̃ = eκiti−r−,ixi . (3.139)
Similar relations hold for Ũ , Ũ ′ and Ũ0 in the integration limits, and they can be expressed
in terms of purely boundary quantities. Furthermore, we should avoid introducing any r̃+
dependence in h̃ by hand. This means that, when choosing the form of h̃, the argument
t̃1 and x̃1 in h̃ should both come with a factor of r̃+, since the combination r̃+t̃1 and r̃+x̃1
can be converted by (3.138) to something that only involves parameters and coordinates
related to some boundary. In terms of the new variable y, this means that we must have
the combination (r̃+x̃ − cosh−1 y) independent of r̃+. Therefore, F is also independent of
r̃+.














No dependence on r̃+ is introduced in passing from F to
∫
dŨ〈T̃kk〉 and, from our previous
argument,
∫
dŨ〈T̃kk〉 as a function of x̃′ should only depend on the combination r̃+x̃′. As
we can see, all other parts involving tilded coordinates in (3.140) all come with a factor of
r̃+, so the physical quantity ∆Vi will not have any r̃+ dependence.
3.4.4 Numerical results
We now present some numerical results in order to illustrate our construction. Here we
will take the boundary coupling to be turned on at t̃0 = 0 and never shut off. We will
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Figure 3.9: For the case of constant coupling, the averaged null energy
∫
T̃kkdŨ (left) and
the horizon shift ∆V1 at x1 = 0 (right). In both panels, we choose h = 1, λ = 1, GN = 1,
r+,2 = 100 , r−,2 = 20 and r+,1 = 100.












Figure 3.10: For the case of Gaussian coupling, the averaged null energy
∫
T̃kkdŨ at x1 = 0
(left) and its profile for general x1 (right). In both panels, we choose h = 1, λ = 1, GN = 1
r+,2 = 100 , r−,2 = 20 and r+,1 = 100, σ = 0.2 and x0 = 0. In the right panel we also
choose ∆ = 0.6.







Figure 3.11: For the case of Gaussian coupling, the shift of horizon ∆V1 at x1 = 0 (left)
and its profile for general x1 (right). In both panels, we choose h = 1, λ = 1, GN = 1
r+,2 = 100 , r−,2 = 20 and r+,1 = 100, σ = 0.2 and x̃0 = 0. In the right panel we also
choose ∆ = 0.6.
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consider two types of boundary coupling: 1) for every t̃ > 0 the coupling is constant, as
in (3.122) and 2) for every t̃ > 0 we take the coupling to be a Gaussian centered at some
point, as in (3.123).
We also take h = 1 and λ = 1 in the boundary coupling, and GN = 1 for simplicity.
Furthermore, without loss of generality, we only consider a subspace of the wormhole
parameter space defined by r+,2 = 100 , r−,2 = 20 and r+,1 = 100. We then study the
dependence of various quantities on the remaining parameters r−,1 (or equivalently the ratio
between angular momentum and mass J1/M1 on boundary 1) and the scaling dimension
∆.
The quantities studied here are the averaged null energy
∫
T̃kkdŨ and the shift of the
horizon ∆V1 as measured on boundary 1. Note that here
∫
T̃kkdŨ is not a physical quantity
since we could choose any kind of “tilded coordinates”, but we show it here because its
negativity is important for traversability. For convenience we choose r̃+ = 1.
Results for the case of constant coupling are shown in figure 3.9. There we show
∫
T̃kkdŨ
and ∆V1 at x1 = 0 (or equivalently x̃ = 0) for different ∆ and J1/M1. As we can see, both
quantities are negative and diverge near extremality.
For Gaussian coupling, we choose σ = 0.2 and x̃0 = 0. In figure 3.10, we show
∫
T̃kkdŨ
at x1 = 0 (or equivalently x̃ = 0) and its angular dependence for some choices of parameters,
while results about ∆V1 are shown in figure 3.11.
3.5 Discussion
This chapter extended the Gao-Jafferis-Wall traversability protocol [55] to multi-boundary
wormholes. The main physical difficulty in achieving traversability in this case is the
existence of the causal shadow region between the horizons, and the main technical com-
plication in the analysis involves calculating the image sum in the Green’s function. Our
main result is that, in the hot limit, both of these difficulties can be circumvented and
traverseability can be demonstrated for appropriate couplings. As shown in section 3.2,
this is because for any pair of horizons there is a region whose extent along the horizons
is large in comparison with the AdS length where the horizons are exponentially close to
each other. The analysis in such regions thus reduces to that of [55]. In particular, in
this limit the distance between the global AdS3 images of appropriate bulk points bceomes
large, which exponentially suppresses all but one of the corresponding contributions to
the Green’s function relative to the largest such contribution. This greatly simplifies the
calculation of the Green’s function required to calculate the average null energy along the
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Figure 3.12: A Cauchy slice of the (2, 1) geometry showing the horizons (dashed lines) and
the two extremal surfaces (dotted lines) in the causal shadow region. In the hot limit, the
length of both types of surfaces have to be taken to be large so that, by the Gauss-Bonnet
theorem, there will be a large region where they are arbitrarily close to each other.
horizon. In a dual field theory description, the essential point is that the CFT state in this
region is approximately given by the TFD state [161].
Although we presented explicit calculations only for the three-boundary wormhole ge-
ometry, our work can be generalized to general n-boundary genus g wormholes (i.e. to
(n, g) geometries). The one subtlety in doing so is that, in addition to taking a hot limit
for the horizons, one must also take similar limits of certain internal moduli in order to
make the causal shadow exponentially small in certain regions. See figure 3.12 for the case
n = 2, g = 1, but similar issues arise even for g = 0 when n > 3. Indeed, one can view
this as a result of the fact that a general (n, g) geometry can be made by sewing together
copies of (3, 0) “pair of pants” geometries, but that in doing so some of the minimal cir-
cles that would have defined horizons in some given (3, 0) geometry become cycles inside
the causal shadow of the final (n, g) geometry. Thus, the desired hot limit involves not
only taking limits of the parameters that define the final (n, g) horizons, but also requires
us to take limits of the parameters associated with the would-be (3, 0) horizons that are
now inside the causal shadow. That this is possible in general was shown in [161] for the
static case, but those arguments can be generalized to allow rotation just as in section 3.2
above. Thus the traversability analysis reduces to exactly the same one we used for the
case without genus, and once again the CFT dual to the bulk region where the horizons
are exponentially close together is well-approximated by the TFD state.
In the extremal limit, we showed in appendix B.2 that the minimal distance dij between
the horizons diverges logarithmically. However, from (3.129) and (3.132), we see that the
time advance ∆V induced by the double-trace deformation diverges polynomially, which is
also illustrated in figures 3.9 and 3.11. For this reason, we expect that the wormhole is still
traversable in the extremal limit even though, as discussed in section 3.3, the perturbative
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analysis that allowed us to calculate ∆V will no longer be valid33.
Recall that, in the ER=EPR proposal [49], entanglement between two (non-interacting)
quantum systems is geometrically realized by a non-traversable wormhole (i.e. Einstein-
Rosen bridge) connecting them. When the two systems are allowed to dynamically interact
with each other via a quantum interaction like the double-trace deformation, a quantum
teleportation protocol becomes possible and quantum information can be teleported be-
tween them through the wormhole that now becomes traversable. As pointed out in [55],
this is distinct from the standard quantum teleportation protocol where only classical in-
teractions are allowed between the two entangled systems (though see [155] for connections
with standard quantum teleportation). On the one hand, this provided a concrete mecha-
nism for recovery of quantum information via the Hayden-Preskill protocol [180] from the
Hawking radiation of old black holes [152]. One the other hand, it inspired a number of
experimental proposals (e.g. [157, 160]) for quantum teleportation via quantum interac-
tions between two entangled systems34. Looked at from this perspective, and although our
construction holds in the limit where the mulitpartite entanglement is ignored, our work
is a first step toward a generalization of the quantum teleportation protocol to quantum
systems with multipartite entanglement. Since the CFT state dual to a general (n, g) ge-
ometry is not known for general values of the moduli parameters, one can focus on the
hot limit where locally the entanglement is mainly bipartite and is approximately a TFD
state. It would be interesting to realize such a quantum state in the lab and perform the
quantum teleportation protocol on it. As discussed in this work, the main new features
in this case are the causal shadow region as well as the non-trivial angular dependence.
It would be interesting to understand how these features are realized in an experimental
set-up of quantum teleportation in the case of quantum circuits with multipartite entan-
glement. We expect that, in this case, the traversability protocol will occur on a mixed
TFD state and that the “size” of the causal shadow region will provide an upper bound on
the fidelity of the teleported state. See also [182] for a three-mouth traversable wormhole
where multipartite entanglement may play a larger role.
As discussed in [152], the experience of an observer passing through a two-sided traversable
wormhole is that of a smooth free fall through a low-curvature spacetime. For an observer
entering a multi-boundary wormhole, the experience will be similarly pleasant only for
particular angular domains. Entering the wormhole from other directions will require the
observer to become trapped inside the black hole and to reach the singularity. One should
thus be sure of the accuracy of one’s trajectory when entering such a wormhole.
33For further discussion on traversable wormholes in the extremal limit, see [179].
34The proposal [157] was experimentally realized in [181] using an ion trap quantum computer.
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There are several directions for future investigations. First, it would be interesting to
extend this work to higher dimensions, where gravity is more interesting than in three
dimensions. In addition, as discussed above, this work can be interpreted as a quantum
teleportation circuit with multipartite entanglement as a resource. Therefore, one can
extend the analysis of [157, 160, 183, 184] to this case and characterize how multipartite






One of the biggest difficulties in constructing a theory of quantum gravity is the lack of
experimental data. Unavailability of clean data from regimes where both quantum and
gravitational effects are present have cast a long shadow on the fundamental conceptual
problems that a theory of quantum gravity is expected to solve [185, 186]. Although
theories of both regimes have been successfully tested to extremely high degrees in their
respective domains of validity (i.e. large distances and massive bodies for general relativity
versus short distances and small masses for quantum mechanics), the disparities between
them, which stem from the weakness of gravity and decoherence of quantum states, have led
to the yet-unsurmounted task of designing experiments that can access regimes where both
theories predict effects of comparable degrees of observability. These experiments are of
two types: 1) those where the goal is to construct a measurement apparatus with increased
sensitivity to provide information about cosmological and astrophysical phenomena, or 2)
experiments where both the source of observations and the measurement apparatus need
to be constructed. The first type include observations of the primordial cosmic microwave
background (CMB) for information about the very early universe (i.e. a rare example of a
natural quantum gravity regime), and sensitive detection of gravitational waves from black
holes mergers as a possible source of information about the quantum degrees of freedom
inside black holes [187]. The second type was first proposed by Feynman [188], where he
suggested putting a massive object in superposition to test whether its gravitational field
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can also be put in superposition (i.e. is quantum in nature) or whether a gravity-induced
collapse of the wavefunction would prevent this from happening.
While a direct detection of the graviton (i.e. the quantum particle that mediates the
force of gravity) remains out of technological reach, there has been several proposals of low-
energy table-top experiments aiming at testing the effects of gravity in quantum regimes.
Milestone experiments include observing gravity-induced phase shifts in the wavefunction
of neutrons in a vertical interferometer [189], measuring the gravitational acceleration
using free-falling atoms [190], and observing quantum bound states of neutrons induced
by Earth’s gravitational field [191]. However, classical (Newtonian) gravity is sufficient to
interpret these experiments. Recently, several experimental proposals were put forward to
prove the quantum nature of gravity in table-top experiments. For example, the set-ups
of [192, 193, 194] aim at generating and detecting gravity-induced entanglement between
two masses, which is argued to be a witness to the quantum nature of gravity. Other
proposals were given that aim to generate a superposition state of the gravitational field
of test masses [195, 196, 197]. While these proposals do not probe Planck scale physics,
they are important in expanding our experimental tools to regimes where gravity exhibits
quantum behaviour.
Optomechanics is the experimental field of using light to prepare quantum states of
mechanical oscillators. Advances in optomechanics [198] and atom interferometry [199]
have made the possibility of measuring the effects of gravity in table-top quantum systems
closer than ever. Proposals to observe the effects predicted by models of gravity that
modify quantum mechanics, such as gravitational decoherence models [200, 201, 202], in
optomechanical settings have been considered before [203].
In this chapter, we propose an experiment that probe the mutual gravitational inter-
action between two quantum systems. In particular, we investigate the question: given
the gravitational interaction between two quantized systems in superposition, how can we
experimentally observe the effects of this interaction? To this end we propose an optome-
chanical set-up to observe the effect of the gravitational interaction between two quantum
micro-mechanical oscillators. A set-up involving superposing mirrors of order 1014 atoms
was proposed in [202], and its application in observing the effects of gravitational decoher-
ence models was considered in [204]. Here, we assume that the (quantum) gravitational
interaction term is given by GNMm/|r̂1 − r̂2|, where r̂1 and r̂2 are position operators of
the gravitating masses, and perturbatively calculate its effect on the visibility pattern of
interfering photons in an optomechanical set-up. We find that the gravitational coupling
leads to a shift in the period and magnitude of the visibility of photons whose observability
is within reach of today’s technologies.
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(a) upper-view of the set-up (b) front-view of the oscillators
Figure 4.1: The proposed set-up consists of two freely-moving angular oscillators
suspended with vertical displacement h between them, and moving angularly in the
horizontal plane to which they are fixed, as shown in (b). At the centre of each oscillator
is a mirror that forms the oscillating part of a cavity system, whose other part is a fixed
mirror at distance d away. A focusing lens is used to reduce leakage of cavity photons due
to reflections from angularly oscillating mirrors. Photons with high radiation pressure are
put in a superposition of either entering the cavity with the movable end mirror or an
empty cavity with the same unperturbed length. The beams exiting each cavity are then
recombined and the resulting visibility pattern analysed, as in shown in (a).
The chapter is organized as follows: In section 4.2, we discuss the set-up to be used to
search for the model’s signatures, the parameters that will optimize between their strengths
and experimental feasibility, as well as the nature and magnitude of the signatures. In
section 4.3, we discuss the requirements to deal with environmental decoherence and sys-
tematic errors, comment on the gravity-induced entanglement between the oscillators, and
sum up our conclusions.
4.2 Experimental proposal
Figure 4.1 shows the experimental set-up. It consists of a mechanical component (figure
4.1b) formed by two oscillating rods with masses 2M and 2m, as well as an optical com-
ponent (figure 4.1a). For the mechanical component, two micro-rods of length 2L each are
suspended from their centre with a relative vertical separation h. Masses are fixed at the
end of each rod and mirrors are attached to its centre. Each oscillating mirror will form
one side of a high-finesse optical cavity.
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The optical component of the experiment has two similar parts, one for each of the
oscillating mirrors. Each part follows the scheme of [205], which makes use of a Michelson
interferometer to prepare a microscopic oscillator in a superposed state. For each part, an
input pulse will be generated using a high-radiation pressure photon source. The input
pulse will be split using a beam splitter into two paths, one going into the cavity with
the movable end mirror attached to the oscillating rod while the other passes through an
empty cavity. A lens will be placed in the oscillator cavity to focus the incoming beam
onto an edge of the mirror, so that the time needed to cross the length of the cavity is
much smaller than the period of the rod. Individually, the visibility pattern of the photon
from each part of the set-up can reveal that the associated mirror is in a superposed state,
as explained in [205]. However, the gravitational interaction between the two oscillating
rods will lead to a shift in the visibility patterns observed.
4.2.1 The cavity Hamiltonian
The Hamiltonian describing the interaction between the cavity modes with the mirrors is
given by [206]
H1 = ~ωc(c†1c1 + c
†




+ ~ωd(d†1d1 + d
†
2d2) + ~Ωbb†b− ΛM~Ωbd
†
1d1(b
† + b) (4.1)
where a and a† (respectively b and b†) are the creation and annihilation operators of the
mechanical modes of rod m (M), c1 and c
†
1 (d1 and d
†
1) are the creation and annihilation
operators of photons in the path entering the cavity containing the mirror attached on
rod m (M) while c2 and c
†
2 (d2 and d
†
2) are those of photons in the path not entering the
oscillator cavity. In addition, ωc and ωd are the frequencies of the two input pulses, Ωa and














are the optomechanical coupling constants [205]. Note that the coupling between the
mechanical oscillator and cavity photons (third and sixth terms in (4.1)) represent external
and parametric driving of the oscillator by the cavity photons so that cavity photons can







|n〉 , j ∈ {m,M}, (4.3)
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(|0, 1〉c + |1, 0〉c) |βm〉
⊗ 1√
2
(|0, 1〉d + |1, 0〉d) |βM〉 (4.4)
where |1, 0〉χ = χ
†
1 |0〉, |0, 1〉χ = χ
†
2 |0〉 for χ = c, d and where |0〉 is the vacuum state of
the cavity modes. The evolution of the combined oscillator-cavity system was analyzed in
[207], where it was found that, under the action of H1 (without gravitational interaction),
the state |ψ(0)〉 evolves according to





|0, 1〉c |Φ0,m(t)〉+ e







|0, 1〉d |Φ0,M(t)〉+ e






−iΩkt + Λj(1− e−iΩkt), (4.6)
φj(t) = Λ
2
j(Ωkt− sin Ωkt) + ΛjIm[βj(1− e−iΩkt)],
and (j, k) ∈ {(m, a), (M, b)}. The interferometric visibility pattern is directly measurable
from the statistics of photon detection and, therefore, it provides an important source of
information about the cavity system. The visibility is given by twice the absolute value
of one of the off-diagonal terms in the photon density matrix so that, for instance, if
ρc is the reduced density matrix of the cavity photons coupled to rod m then V0,c(t) =
2 |Tr[ρ0,c(t) |0, 1〉c 〈1, 0|c]|. If the system evolves only according to H1, then the visibility








The visibility is a measure of the distinguishability of photons in the two interfering paths.
The result (4.7) shows the independence of each cavity system from the other, and that
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the timescale of oscillation of the visibility pattern is set by the frequency of the oscillating
rod. At the beginning, the photons are maximally indistinguishable (i.e. the visibility is
maximum). The minimum visibility point occurs when the oscillator is at its maximum
extension. At the end of each period, the visibility returns to its maximum value. As will
be shown below, this behaviour is changed when the gravitational interaction between the
rods and environmental decoherence are taken into account.
4.2.2 The gravitational interaction
Our set-up is designed so as to maximize the effect of the gravitational interaction between
the two oscillators. Below, we will derive the total Hamiltonian of the system. First, note






















where Im = 2mL
2 and IM = 2ML
2 are the two moments of inertia for the two rods. For
two angular oscillators with masses at each end of a rod of length L and suspended with
vertical displacement h, the classical gravitational interaction will be
Hg = 2
−GNMm





































m − θMθm − θmθM
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. (4.9)
































. The frequency of a photon inside a cavity









where n = 1, 2, 3, . . . . When it couples to an angular oscillator with displacement θ, the










In our case, δ = L sin θ ≈ Lθ. So,



























and substituting back in the total Hamiltonian to rewrite it in terms of the creation/anni-
hilation operators, including the photon cavity terms gives the quantized Hamiltonian of
the total system as
H = ~ωc(c†1c1 + c
†




+ ~ωd(d†1d1 + d
†












is the gravitational coupling constant between the two oscillators. Below, we will denote
Hg := ~γ(a† + a)(b† + b), (4.18)
and H0 is the first two lines of (4.16). We note also that the frequencies of the oscillators
and the optomechanical coupling constant are modified from the old Hamiltonian in (4.1)
due to the gravitational interaction according to
























35The linear expansion corresponds to the adiabatic approximation of the oscillator-cavity system in
which phonons of the oscillator cannot excite photons in the cavity.
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4.2.3 The shift in visibility
The visibility pattern of photons in the gravitationally coupled system will be different
from that of the uncoupled system given in (4.7). To calculate this shift, we switch to the
interaction picture in which the density matrix of the total system is
ρI(t) = U(t)ρI(0)U
†(t) (4.21)
where ρI(0) = |ψ(0)〉 〈ψ(0)|, and










with T being the time-ordering operator. To derive the form of the interaction Hamiltonian
HI(t) = e
iH0t/~Hge
−iH0t/~, recall from the BHC formula that, given operators A and B, we
have
eABe−A = B + [A,B] +
1
2
[A, [A,B]] + . . . . (4.23)













+a × [M ], (4.24)
where α = (1 − e−iωat), and [M ] here and below denotes the same part of the term as on
its left but under the isomorphic transformations
(.)a,c,m → (.)b,d,M ,
a, c→ b, d.













†a × [M ]
= ~γeiωata†a(a† + a+ λmc†1c1(α + α∗))e−iωata
†a × [M ]
= ~γ(a†eiωat + ae−iωat + λmc†1c1(α + α∗))× [M ]
= ~γ(a†eiωat + ae−iωat + 2λmc†1c1(1− cosωat))× [M ]
= ~γ(a†eiωat + ae−iωat + 2λmc†1c1(1− cosωat))
× (b†eiωbt + be−iωbt + 2λMd†1d1(1− cosωbt)).
(4.25)
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The expectation value of any operator O is independent of the picture used to calculate






where OS is the operator in the Schrodinger picture.
The visibility of photons in the cavity of rod m due to the full Hamiltonian is therefore








is the partial state of the photons in the cavity of rod m in the Schrodinger picture after
tracing out the two oscillators and the photons in the cavity of rod M . To calculate the



















= (a† − λmc†1c1α∗)e−iωate−iH0t/~ (4.29)
and, similarly
e−iH0t/~a = (a− λmc†1c1α)eiωate−iH0t/~. (4.30)
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Using this relation, we can calculate the action of this operator on the initial state |ψ(0)〉I
of the total system given in (4.5) perturbatively to be










1c1(1− cosωa(t′ − t)))× [M ] |ψ(t)〉











































−iωb(t′−t) + 2λM(1− cosωb(t′ − t)))
)

























−iωb(t′−t) + 2λM(1− cosωb(t′ − t)))
)
eiφm(t)eiφM (t) |1, 0〉c |1, 0〉d |Φ1,m〉 |Φ1,M〉]. (4.32)
Tracing out the two oscillators and the photons in the cavity of rod M from the density
matrix formed by this state, keeping terms only to order O(γ), and calculating twice the
absolute value of one of the off-diagonal terms gives the visibility (4.27) of photons in the




∣∣∣∣1 + i2γ ∫ t
0





∣∣∣∣1 + i2γλm[(2βM − λM)(sinωbtωb − ωa sinωat− ωb sinωbtω2a − ω2b ) + λM(t− sinωatωa )]
∣∣∣∣ .
(4.33)
Quantum optomechanics allows coherent quantum control over mechanical objects
ranging from nano-sized devices of 10−20 kg, to micro-mechanical structures of masses
10−11 kg, up to centimeter-sized suspended mirrors of several kilograms in mass for grav-
itational wave detectors [198]. Early breakthroughs in quantum optomechanics were with
10−16 kg masses [209, 210], followed recently by room-temperature regimes with masses
around 10−12 kg [211], and proposals for future experiments reaching 10−6 kg masses [212].
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(a) (b)
Figure 4.2: (a) The visibility pattern of the photon field in the cavity system of rod m
before coupling it to rod M , showing periodic behaviour whose period is determined by
that of the oscillator T ′ = 2π/Ωa and the strength of its drop at every period depends on
the optomechanical coupling between the rod and the photon field. (b) The shift in the
magnitude of visibility from the case with no gravitational coupling as a function of time
due to the combined effect of the modified period of the oscillator, 2π/Ωa → 2π/ωa = T ,
and the action of the coupled Hamiltonian on the state of the system, as calculated
perturbatively in (4.33).
We assume the masses attached to the end of the rods to be micro-mechanical structures
with masses M = m = 10−13 kg and to be separated by a vertical distance h = 10−8
m, each mounted on an oscillator with frequencies Ωa = 3 × 103 Hz, and Ωb = αΩa for
α = 0.9. The oscillators are assumed to be cooled down to near their ground states so
that βM = βm = 1. We propose to use light of frequency ωc = ωd = 450× 1012 Hz in both
cavities, each with cavity length d = 10 cm.
The pre-coupling visibility pattern V0,c(t) and the shift in visibility induced by the
gravitational interaction V1,c(t) − V0,c(t) for photons of the cavity system of m are both
shown in figure 4.2. In figure 4.2a, we see that the visibility pattern of cavity photons in
the non-interacting system has the same period 2π/Ωa as the oscillator, and at half that
period it reaches its minimum point at e−2Λ
2
m . The drop in visibility in the middle of the
period is because oscillations of the rod contain which-path information about the position
of the superposed photons, dependent on the coupling strength λm between the photon
field and the oscillator. When the oscillator returns to its original position after a full
period of oscillation, this which-path information is deleted and the visibility is restored
to its original value.
Figure 4.2b shows the shift in visibility as a function of time when the two oscillators are
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coupled to each other via gravity. The sources of this shift are twofold. The first is due to
the difference in frequencies between the coupled oscillators and their idealized uncoupled
state. This is observable as a shift in the frequency of the visibility pattern of photons of
magnitude ωk − Ωk ≈ GNMm2jh3Ωk ∼ O(γ), for (j, k) ∈ {(m, a), (M, b)}. The second kind of
shift is due to the second term in (4.33), which oscillates around (γλmλM)
2t2 ∼ O(γ2) and
is observable as a growing variation in the shape of the visibility pattern from the one in
V0,c(t). Recall also that λM is the coupling parameter between the mirror in the cavity
of rod M and its cavity mode. From (4.33), we see that when this coupling is turned off
(λM = 0), the shift in visibility is still that of figure 4.2b for small times. However the
effect of the coupling is an increase in the shift with time due to the λM(t− sin(ωat)ωa ) term in
(4.33). The linear behaviour of the shift in visibility with t is predicted from perturbation
theory for time scales below γ−1 ∼ 853 s for the parameters used above. Maintaining the
coherence of the state for long enough times will therefore lead to more observable effects.
4.3 Discussion
4.3.1 Decoherence and systematic errors
In practice, due to environmental effects, an oscillator will be in a thermal mixture of





2/n̄ |β〉 〈β| (4.34)
where n̄ = (e~ωa/kBT − 1)−1 is the mean thermal number of phonon excitations at temper-
ature T and oscillator frequency ωa. This will modify the visibility according to [205]
e−λ
2
m(1−cosωat) → e−λ2m(2n̄+1)(1−cosωat) (4.35)
which causes a fast decay in visibility that is revived only after a full period. Note that n̄
depends on the ratio between the frequency of the oscillator ωa and the average frequency
of thermal excitations kBT/~ (i.e. n̄ decreases when this ratio increases, as expected). The







width constitutes one of the main experimental challenges to realize this proposal, and
requires a method to cool down the centre of mass mode of the oscillator to very near
36Note that, in general, β is a complex number. So, if we write β = |β|eiθ, then d2β = d|β|dθ.
Furthermore, |β|2 = n is the average phonon number of the oscillator.
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their ground state [213]. Another experimental challenge is due to decoherence from the
mechanical damping of the oscillator and from dephasing with the environment, which
lowers the revived peak of visibility. In order to observe the shift in the period of the
oscillators, we need at least to be able to resolve one full period of the oscillation. If the
environment is modelled as an Ohmic thermal bath of harmonic oscillators and the damping
rate of oscillators is Γa, then the dephasing rate due to the environment at temperature
T is ΓD = ΓakBTm(∆x)




is the uncertainty in position of the
oscillator [202, 214]. The condition for observing the shift in the period mentioned above





where Q := ωa/Γa is the quality factor of the oscillator. Values of Q ∼ 107 have been
achieved for suspended nanoparticles [215], which corresponds to having T . 0.23 K for
the parameters of the set-up considered here.
Another source of systematic errors in the set-up proposed is the effect of gravitational
interaction with surrounding objects in the laboratory. If the rods are in a plane at half the
height of a cylinder with all surrounding objects having a mass distribution of cylindrical
symmetry, then the overall contribution would be a constant to the Hamiltonian that does
not affect the dynamics described above. Earth’s gravity would give an overall phase to the
states of the oscillators that does not affect the photons visibility patterns. If we suppose
that an inhomogeneity in the mass distribution surrounding the oscillators was due to a





to the classical Hamiltonian of the system, where ~ra and ~rb are
the position vectors of the masses from the centre. Expanding these terms to first-order in











(b†+b), up to constant terms. Comparing with terms proportional to (a†+a) and
(b†+ b) in (4.16), we see that the condition for this inhomogeneity to have negligible effects




, where Na is the number of photons
in the cavity associated with mass m, and Nb is the same number for mass M . For the
parameters of our set-up, this correspond to M
NaR2
 2.2×105kg.m−2. Therefore, satisfying
this condition means that the systematic errors due to surrounding mass distribution is
negligible.37
37Environmental photons are also a major source of errors that we did not analyze in this work and
can lead to more stringent conditions on the experimental parameters.
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4.3.2 Entanglement generation
As mentioned in the introduction, the novel feature of our proposed scheme is the obser-
vation of effects arising from gravitationally interacting quantum systems (whereas most
previous studies are for a quantum test mass in the background gravitational field of the
Earth). It is also interesting to note that entanglement, albeit quite weak, is generated
due to this gravitational interaction. Denoting for convenience the system associated with
m system 1 (consisting of the oscillating mirror and the cavity modes) and that of M
as system 2, we see that the initial state |ψ(0)〉 〈ψ(0)| in (4.4) is separable between the
two systems. Since the only coupling between systems 1 and 2 in the proposed scheme
is gravity, any resulting entanglement between the two systems can be attributed to the
gravitational interaction.
To quantify the amount of entanglement, we can use the linear entropy, defined as S :=











′ − t). The density matrix of the two systems: system 1 for oscillator of
mass m with its cavity photons and system 2 for oscillator of mass M with its cavity pho-
tons, can be written as a separable pure bi-partite state ρ = ρ1⊗ρ2 =: |ψ1〉 〈ψ1|⊗ |ψ2〉 〈ψ2|
so that |ψ1〉 |ψ2〉 = |ψ(t)〉, as given in (4.5). Furthermore, let
A1
2 := (〈ψ2|A |ψ2〉)2, (4.37)
A21 := 〈ψ2|A2 |ψ2〉 . (4.38)
If we use the BCH formula in (4.23) and calculate up to second-order in γ, then under the
action of the unitary U = eiγA, the state in the Schrodinger picture evolves according to
ρ′ = UρU †
= eiγAρe−iγA
= ρ+ iγ[A, ρ] +
1
2
[iγA, [iγA, ρ]] + . . .
= ρ+ iγ[A, ρ]− γ
2
2
(A2ρ+ ρA2 − 2AρA). (4.39)
Tracing out system 2 will give





1 − 2A1ρ1A1). (4.40)
Squaring this and keeping terms only up to second-order in γ will give
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Figure 4.3: Plot of Linear Entropy, S, against t/T .
ρ′21 = ρ
2












1 − 2ρ1A1ρ1A1 + A21ρ21 + ρ1A21ρ1 − 2A1ρ1A1ρ1). (4.41)
Finally, taking the trace of this gives
Tr ρ′21 = 1−
γ2
2
(4 Tr(A21ρ1)− 4 Tr(A12ρ1))
= 1− 2γ2(Tr(A21ρ1)− Tr(A12ρ1)) (4.42)
so that the linear entropy will now be
S = 1− Tr ρ′21
= 2γ2(Tr(A21ρ1)− Tr(A12ρ1)). (4.43)
In figure 4.3, we plot the linear entropy for the set-up parameters considered here. Even
though the amount of entanglement generated for the period shown is small, we observe
an increase with time, similar to the shift in the visibility pattern. Since the visibility
is related to how much which-path information the position of the oscillator can reveal,
which in turn is dependent on the amount of entanglement between the oscillator and the
cavity photons, the increase in the amount of entanglement due to gravity shown in figure
4.3 means that, by monogamy of entanglement, the correlations between the oscillator and
the cavity photons will correspondingly decay. This causes the visibility pattern to have
a growth term as given in (4.33). We expect that an exact calculation will give a linear
entropy and visibility that are bounded from above.
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Note that, in our calculation of linear entropy (i.e. entanglement between the two
oscillators), we did not include the effects of the environment, which will lead to a reduction
of this entanglement.
4.3.3 Summary
Reminiscent of the experiment done by Cavendish [216] using suspended masses to measure
the gravitational interaction between them, a ‘Quantum Cavendish Experiment’ is one that
uses suspended masses in a quantized state to detect and measure gravitational effects in
quantum regimes so that the effects of Earth’s gravity cancel out. Such types of experiments
have been used before in sensitive verification of Newton’s inverse-square law at scales below
the dark energy length scale [217], and have been first incorporated in an optomechanical
set-up to approach the quantum limit of mechanical sensing in [218]. Recently, such a set-up
was used to measure the gravitational force of milli-gram masses [212] (see also [219]), and
proposals have considered its application in testing gravitational decoherence models [220],
and its implementation using optically levitated nano-dumbbells [221]. Quantization of
suspended linearly moving mirrors whose dynamics is dominated by the radiation-pressure
of cavity photons has been achieved with masses ranging from 40 kg [222] to milli-grams
[223].
Our set-up requires forming coherent states of torsional mirrors of nanogram masses by
cooling them to their ground states, surpassing the standard quantum limit of detection
[224]. The suspended masses are coupled to a cavity field inside an optomechanical set-up,
and the effect of the mutual gravitational interaction between the masses is calculated on
the visibility pattern of cavity photons, whose observation is based on robust and well-
tested experimental techniques.
We found that the effects on the visibility are of two types: a shift in the period of




, and a change in the shape of the visibility pattern
from the functional form e−λ
2
m(1−cosωat) that is of order O(γ2) for time scale t . γ−1. In
practice, it is easier to detect δT , which corresponds to δT ≈ 0.78 ns for the parameters
used above, than the shift in vertical magnitude that is of order 10−6 in figure 4.2b.
To illustrate, suppose that the visibility at some time t is drawn from an a priori
Gaussian distribution of variance σ2. Then the error on the estimate of the visibility at
time t obtained by averaging over N data points is σerror =
σ√
N
. If σerror ∼ 10−6 then
N ∼ 1012σ2, which is difficult to achieve. On the other hand, the accuracy of measuring
δT is dependent only on the time resolution available.
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Since our calculations assumed that the mechanical oscillators were in a state of su-
perposition (i.e. their gravitational fields are in superposition), an observation of the shift
in the period δT of the visibility pattern would amount to an indirect evidence that the
gravitational field can exist in a state of superposition. On the other hand, this set-up can
also be used to study the gravity-induced collapse models [200, 201, 202], which predicts
that the wavefunction of the oscillators would collapse and that no shifts in the period δT
of the visibility pattern can be observed.
We also calculated the effect of gravity-induced entanglement in the set-up, showing
growth in the linear entropy between the two oscillators. Given the recent interest in
observing entanglement due to gravity [192, 193, 194], it will be desirable to obtain an
entanglement witness that can experimentally verify the entanglement generated for this
scheme. One may also consider whether observable steady-state entanglement due to






Variational methods are crucial to investigate the physics of strongly correlated quantum
systems. Numerical tools like the density matrix renormalization group [226, 227, 228, 229]
have been applied to several problems including real-time dynamics [230], condensed matter
physics [231], lattice gauge theories [232, 233, 234, 235], and quantum chemistry [236, 237].
Nevertheless, the classes of states that can be studied with classical computers is limited
[238]. VQEs were proposed to overcome this problem using a closed feedback loop between
a classical computer and a quantum processor [239, 240, 241, 242]. The classical algorithm
optimizes a cost function – typically the expectation value of some operator – which is
efficiently evaluated by the quantum hardware. The VQE provides an approximation to
the (low-lying) eigenvalues of this operator and the corresponding eigenstates. VQEs are
advantageous for a variety of applications [243, 242, 244, 245, 246, 247, 248] and have been
experimentally demonstrated in fields including quantum chemistry [249, 250], particle
physics [251, 252, 253, 254], and classical optimization [255, 256, 257].
Existing VQE protocols are based on the circuit model, where gates are sequentially
applied on an initial state [239]. These gates involve variational parameters whose opti-
mization allows the resulting output state to approximate the desired target state (e.g.
the ground state of some Hamiltonian). This chapter describes a proposal for a new ap-
proach to VQE protocols, based on the measurement-based model of quantum computation
(MBQC) [258, 259, 260, 261, 262, 263]. In MBQC, an entangled state is prepared and the
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computation is realized by performing single-qubit measurements. While the circuit-based
and measurement-based models both allow for universal quantum computation and have
equivalent scaling of resources [261], they are intrinsically different. The circuit-based
model is limited by the circuit size and the gates that can be performed, while MBQC is
limited by the size of the entangled state one can prepare. Moreover, for certain applica-
tions, the required coherence times [264, 265] and error thresholds [261, 264, 266, 265] are
much less demanding for MBQC.
In this chapter, we develop a new variational technique based on MBQC, that we
call measurement-based VQE (MB-VQE). Our protocols determine the ground state of a
target Hamiltonian, which is a prototypical task for VQEs with wide-ranging applications
[240, 249, 246, 248, 267, 252, 247]. The underlying idea behind MB-VQE is to use a tailored
entangled state called the ‘custom state’ that encodes some ansatz state and allows for
exploring an appropriate corner of the system’s Hilbert space (see figure 5.1a). This custom
state includes auxiliary qubits which, once measured, modify the ansatz state into some
output state. The choices of the measurement bases, and the corresponding variational
changes to the state, are controlled by a classical optimization algorithm. This approach
differs conceptually and practically from standard VQE schemes since MB-VQE shifts the
challenge from performing multi-qubit gates to creating an entangled initial state, which
can provide advantages for certain applications.
The chapter is organized as follows:
In section 5.2, we start by giving a brief review of MBQC. Then, we present the frame-
work for the MB-VQE developed for two specific schemes that are suited to different
problem classes.
In section 5.3, we introduce the first scheme: a direct translation of circuit-based VQEs
to MB-VQEs (see figure 5.1b). Here, the variational state family is the same for the circuit-
and the measurement-based approaches, but the implementation differs as the MB-VQE
requires different resources and is manipulated by single-qubit measurements only. We
exemplify this direct translation for the Schwinger model [268] and highlight the different
hardware requirements and the scaling of resources. As explained below, a translation
to MB-VQE is advantageous for circuits containing a large fraction of so-called Clifford
gates38, as these are absorbed into the custom state.
In section 5.4, we introduce the second scheme: a novel method to construct variational
state families, illustrated using the toric code model with local perturbations [270]. As
38Intuitively, Clifford gates are defined as gates that transform Pauli strings into other Pauli strings.
See [269] for a more precise definition.
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Figure 5.1: MB-VQE schemes. (a) Variation of a problem-specific ansatz state by
‘edge-modification’, explained in section 5.4. An ansatz state |ψa〉 starts the MB-VQE in a
suitable corner of the Hilbert space (choice of green island). Next, the MB-VQE algorithm
explores the neighbourhood (runner on black arrow). The variational optimization exploits
a custom state that is obtained by decorating the edges of the ansatz state with auxiliary
qubits (orange circles). Their measurement in rotated bases R(~θ) with variational parame-
ters ~θ transforms the ansatz state |ψa〉 into the output state |ψout〉. (b) Direct translation of
a VQE circuit into a MB-VQE, as explained in section 5.3. Left: a VQE circuit consisting
of Clifford gates (black) and single-qubit parametric gates (‘knobs’). Right: the corre-
sponding MB-VQE, where the Clifford part of the circuit has been performed beforehand.
The custom state consists of output (white circles) and auxiliary (orange circles) qubits
only; the latter are measured in rotated bases and are related to the ‘knobs’ in the circuit.
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figure 5.1a shows, we start from an ansatz state |ψa〉 in an appropriate corner of the
Hilbert space. To explore this neighbourhood using a classical optimization algorithm, we
introduce a custom state and apply measurement-based modifications of |ψa〉 that have
no direct analogue in the circuit-model. The resulting variational family is not efficiently
accessible with known classical methods and is more costly to access with circuit-based
VQEs.
Finally, we summarize our results and discuss their implications in section 5.5.
5.2 General framework
5.2.1 Measurement-based quantum computing
Here, we provide a brief review of MBQC, based on [261]. In particular, we review how a
universal set of gates can be realized in the MBQC framework.
The main resource of MBQC are so-called graph states [271, 272]. A graph state |G〉,









where a ∈ V and Γab is the adjacency matrix of the graph G, and X̂, Ŷ , and Ẑ are the
Pauli operators. When the graph G is a connected subset C of a simple cubic lattice Zd,
d ≥ 1, the graph state |G〉 is called a cluster state |C〉. Therefore, the cluster state is
defined by the condition
K̂a |C〉 = |C〉 , ∀a ∈ V. (5.2)




















|C〉 = ŜC |+〉C . (5.6)
It is easy to verify that this equation satisfy the condition (5.2). MBQC starts with the
preparation of the cluster state, followed by single-qubit measurements in a certain order
either in the eigenbasis of the Pauli operators X̂, Ŷ , Ẑ, or in the rotated basisR(θ) ≡ {(|0〉±
eiθ |1〉)/
√
2}. Depending on the measurement outcomes, the system is probabilistically
projected into different states. To make the computation deterministic, so-called byproduct
operators and adaptive measurements are required [261]. The former applies X̂ and Ẑ
operators to the output qubits depending on the measurement results, while the latter
involves adapting the measurement bases R(θ) based on earlier measurement outcomes.
Consequently, adaptive measurements must be performed in a specific order.
In the following, we will give the procedure to implement a general one-qubit rotation
gate and a CX (i.e. CNOT ) gate. We denote the measurement result on qubit a as (−1)sa ,
where sa ∈ {0, 1}. A generic single-qubit unitary gate (up to an overall phase factor) can
be written as
Û(θ1, θ2, θ3) = Ûx(θ3)Ûz(θ2)Ûx(θ1), (5.7)









. The cluster state required to im-
plement the general rotation gate Û(θ1, θ2, θ3) consists of 5 qubits, and the measurement
pattern realizing this gate is shown in figure 5.2a, where qubit 1 is the input state |ψin〉
and is measured in X̂ basis, qubits 2, 3, and 4 are measured in the bases R(−(−1)s1θ1),
R(−(−1)s2θ2), and R(−(−1)s1+s3θ3), respectively, and qubit 5 is the output qubit. Mea-
suring the qubits in this order results in the final state of the output qubit being
|ψout〉 = ÛΣ,rÛ(θ1, θ2, θ3) |ψin〉 , (5.8)
where the byproduct operator ÛΣ,r is
ÛΣ,r = X̂
s2+s4Ẑs1+s3 . (5.9)
This is an example of MBQC with adaptive measurements, since the measurement bases
of qubits 2, 3, and 4 depend on previous results and must be performed in a specific order.
By contrast, a CX gate acting on two qubits corresponds to a non-adaptive measurement
pattern. In this case, the cluster state consists of 15 qubits and the measurements can
be performed in any order or simultaneously, as shown in figure 5.2b. The byproduct











Figure 5.2: Set of gates in MBQC. (a) Measurement pattern for a general single-qubit
unitary operation Û(θ1, θ2, θ3). Qubit 1 is the input qubit. (b) Measurement pattern for
the CX gate. Qubits 1 and 9 are the input qubits (control and target qubits, respectively).
and the output qubits are qubits 7 (control qubit) and 15 (target qubit).
While figure 5.2 shows how to implement individual gates in the MBQC formalism,
one can implement a sequence of gates by concatenating the corresponding measurement
patterns. To illustrate this, assume that Â and B̂ are two gates, corresponding to two
cluster states with input, output and auxiliary qubits. In order to perform the gate B̂Â in
the MBQC framework, we combine the measurement patterns of Â and B̂ such that the
input qubits of B̂ are the same as the output qubits of Â. As a result, B̂Â has the same
input qubits as Â and the same output qubits as B̂. Let ÛΣ,A and ÛΣ,B be the respective
byproduct operators and assume that B̂ is a Clifford gate. Then, the overall byproduct






Û ′Σ,A = B̂ÛΣ,AB̂
†. (5.11b)




B̂′ = Û−1Σ,AB̂ÛΣ,A. (5.12b)
This modification of B̂ affects the bases of the rotated measurements, which have to be
fixed following the protocol in [261]. With this, MBQC can simulate any sequence of CX
and single-qubit gates, which is equivalent to universal quantum computation [273].
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An advantage of MBQC is the possibility to simultaneously perform all non-adaptive
measurements at a single time step (see figure 5.1b). This corresponds to the Clifford part
of a circuit and includes single- and many-qubit gates [261]. This is independent of the
position of the gates in the circuit, and reduces the required overhead and coherence time.
Remarkably, this can be either done directly on the cluster state in the quantum hardware,
or on a classical computer before the experiment. In the latter case, the Clifford part of
the circuit can be efficiently performed on a classical computer using the Gottesman-Knill
theorem [274], which transforms the initial cluster state into a new graph state that is local-
Clifford equivalent to the quantum state obtained after all non-adaptive measurements are
performed [275]. This state can be directly prepared and used for the MBQC to perform the
remaining rotation gates, and it usually have dramatically fewer auxiliary qubits compared
to the initial cluster state.
5.2.2 Measurement-based VQE
First, we explain how VQE algorithms work [240]. For the prototypical task of finding the
ground state of some Hamiltonian H, the VQE algorithm generally works as follows
1. Prepare the variational state |ψ(~θ)〉 on the quantum computer, where ~θ set the values
of adjustable gates or experimental parameters.
2. Measure 〈ψ(~θ)|H|ψ(~θ)〉 from the quantum hardware.
3. The value of 〈ψ(~θ)|H|ψ(~θ)〉 is sent to a classical optimizer that updates the parame-
ters ~θ to decrease the energy of the variational state.
4. Iterate over this process until convergence in the value of energy is achieved, at which
point |ψ(~θ)〉 is the ground state of the Hamiltonian H.
That convergence to the ground state is possible rests on the variational theorem of
quantum mechanics, which states that, for any real-valued parameters ~θ, 〈ψ(~θ)|H|ψ(~θ)〉 ≥
Egs, where Egs is the ground state energy of the Hamiltonian [240]. This implies that there
exists some optimal ~θ∗ such that |ψ(~θ∗)〉 is (sufficiently close to) the ground state of the
Hamiltonian. However, it is crucial that the variational state family |ψ(~θ)〉 is chosen to be
suitable for the problem. For example, the VQE algorithm will not work if |ψ(~θ)〉 is chosen
to respect some symmetry that the ground state of the Hamiltonian is known not to have.
Furthermore, for the quantum computation to have an advantage, we need |ψ(~θ)〉 to be
difficult to simulate classically.
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We now explain how MBQC is used to design a MB-VQE. While the classical part
of the feedback loop is left untouched (though note that the best optimization algorithm
[276, 277, 278, 279, 280, 281] is problem-dependent [252, 282]), the MB-VQE is based on
the creation and partial measurement of a tailored graph state rather than the application
of a sequence of gates to create the variational state |ψ(~θ)〉. Specifically, the quantum part
of a MB-VQE comprises an ansatz state |ψa〉 that is transformed into a ‘custom state’, and
a measurement prescription. As schematically represented in figure 5.1a, |ψa〉 is a graph
state from which we start exploring the variational class of families attainable by the MB-
VQE. The custom state is then created by expanding |ψa〉 into a bigger graph state. This is
done by edge-modification, i.e. by adding new vertices and connecting them to pre-existing
sites in the ansatz state. According to a measurement prescription defined below, which is
the same at every iteration of the algorithm, the auxiliary qubits of the custom state are
then measured in rotated bases R(~θ), with ~θ being the variational parameters over which
the optimization occurs. After the variational measurements of the auxiliary qubits, the
remaining qubits will constitute the output state |ψout〉 = |ψ(~θ)〉 of the MB-VQE algorithm
(see figure 5.1a). The cost function to be fed into the classical side of the MB-VQE is then
measured from |ψout〉 (i.e. its energy), and the variational parameters ~θ are updated by the
optimization algorithm. This process is repeated until convergence in the value of energy
is achieved.
Just like the circuit-based VQE, the custom state determines the success of our MB-
VQE. Generally, the more auxiliary qubits are measured in rotated bases R(~θ), the bigger
the available class of variational states that can be explored. However, an excessive number
of parameters ~θ will make the algorithm’s convergence rate slower and the experimental
implementation harder. Therefore, it is important to tailor the custom state to the con-
sidered problem. As will be described below, the expansion of the ansatz state through
edge-modification, with the subsequent measurement of the auxiliary qubits, allows for
remarkable control over the desired ansatz state’s transformations. Not only can one ap-
ply gates – just like in a circuit-based VQE – by following MBQC prescriptions (see the
Schwinger model example in section 5.3), one can also identify completely new patterns of
auxiliary qubits, that transform the ansatz state in a way that would be expensive to sim-
ulate with the circuit formalism (see the toric code example in section 5.4). For instance,
a single auxiliary qubit measured in R(θ) and connected to an arbitrary number of output
qubits {1, 2, 3, . . . }, acts ei θ2 Ẑ1⊗Ẑ2⊗Ẑ3⊗... onto them [260]. In a circuit, the same operation
requires a linear number of two-qubit gates39.
39A simple way to get the same operation within the circuit framework is to use an ancilla qubit in place
of the auxiliary qubit in the graph, and act with CX gates between the ancilla and the output qubits.
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5.3 From circuit-based to measurement-based VQE
Since MBQC can simulate a universal set of gates [261], one can create a MB-VQE by
directly translating the circuit-based VQE into its corresponding custom state and sequence
of measurements. As we discuss below, this strategy is advantageous if the number of
parametric adaptive measurements (i.e. the knobs in figure 5.1b) in the resulting MB-
VQE scheme is small.
As an example, we determine the ground state energy of the so-called Schwinger model
[268], a testbed used for benchmarking quantum simulations in high energy physics [251,
283, 233]. The Schwinger model describes quantum electrodynamics on a one-dimensional

































where S is the number of fermions, µ their mass, w = 1
2a
, and J = g
2a
2
. Here, a and g are
the lattice spacing and the coupling strength, respectively, and σ̂±n = (X̂n ± iŶn)/2.
For the VQE protocol, we assume the typical situation where parametric single-qubit
gates and fixed entangling gates (CXs) are used to create the variational state [287, 249].
We consider a generic VQE circuit, in which a sequence of ‘layers’ is applied [240], each
containing local rotations and entangling gates. As shown in figure 5.3a for S = 4, we










where Ûν,n(θν,n) = exp (iθν,nV̂n/2), and (ν, V̂ ) = (x, X̂) or (ν, V̂ ) = (z, Ẑ). The circuit
for the VQE is created by concatenating K layers, where K is big enough to sufficiently
explore the relevant subsector of the considered Hilbert space. As described in section 5.2,
the MB-VQE custom state corresponding to a K-layer circuit is obtained by joining the
measurement patterns of the gates in (5.14), and performing all non-adaptive measurements
classically, which effectively removes the Clifford parts of the circuit. The resulting custom




Figure 5.3: Schwinger model. (a) Ansatz state and VQE circuit for S = 4 qubits and
K layers. Each layer consists of CX gates and local rotations (orange) parametrized by
angles θnν,i (with rotation axis ν = x, z; i = 1, . . . , 4). (b) MB-VQE custom state for K
layers. White circles are output qubits. Auxiliary qubits (orange) are measured in rotated
bases R(θ). (c) The order parameter 〈Ô〉 vs fermion mass µ plot. The dashed line and dots
represent exact diagonalization (ED) and MB-VQE results, respectively, with the number
of layers K used indicated in the legend. The inset shows the infidelity 1 − F between
the output state and the true ground state. (d) Relative energy difference ∆E/E between
the output state of MB-VQE algorithm and the true ground state for µ = −0.7, versus
the number of iterations in the optimization procedure. The variational parameters are
initialized at zero, and J = ω = 1 in (5.13).
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The MB-VQE simulation results are shown in figure 5.3c for S = 4 and different val-
ues of K. We plot the order parameter 〈Ô〉 = 1
2S(S−1)
∑
i,j<i〈(1 + (−1)iẐi)(1 + (−1)jẐj)〉
against the fermion mass µ and correctly observe a second-order phase transition around
µ = −0.7 [288, 251, 289]. As expected, increasing K improves the ground state approxi-
mation, as demonstrated by the inset in figure 5.3c and by figure 5.3d. The points near
the phase transition require K & 3 layers (& 28 qubits), whereas K = 1 layer (12 qubits)
suffices for the easiest points. Note that allowing different gates as resources in (5.14)
generally leads to different convergence rates, as demonstrated by the results in [251].
Perfect platforms provided, both the circuit-based VQE and the MB-VQE give the same
result. However, the quantum hardware requirements are different for the two methods.
The circuit-based VQE requires S qubits, 2KS single-qubit operations, and K(S − 1)
entangling gates. For the corresponding MB-VQE, a custom state of S(2K+1) qubits and
2KS single-qubit operations (measurements) are required. Generally, translating a circuit-
based VQE into its corresponding MB-VQE is advantageous whenever the circuit involves
a large Clifford part compared to the number of adaptive measurements (i.e. knobs). In
this case, MB-VQE avoids the requirement of performing long gate sequences, which is
currently challenging due to error accumulation in circuit-based quantum computation.
This is especially interesting for platforms where entangling gates are hard to realize (e.g.
photonic setups) or in systems with limited coherence times.
5.4 MB-VQE by edge-modification
MB-VQEs are advantageous whenever a perturbation Ĥp is added to a Hamiltonian Ĥ0
whose ground state, used as ansatz state |ψa〉 below, is a stabilizer state (equivalent to
a graph state up to local Clifford operations [275]). Here, we illustrate the idea of MB-
VQE through edge-modification (first outlined in section 5.2) through the example of a
perturbed toric code model. First, we will provide a brief review of the perturbed toric
code model and the notation used to describe it. Then, we will present the MB-VQE
algorithm used to find its ground state.
5.4.1 Toric code and logical states
The toric code is a quantum error-correcting code defined on a two-dimensional rectangular
lattice with periodic boundary conditions [290] (see figure 5.4). On the lattice, the number
of columns (rows) of independent vertices is Nx (Ny) and edges represent qubits. The
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toric code state is a stabilizer state of so-called star Âs and plaquette B̂p operators. For
any vertex s in the lattice, Âs acts with Ẑ on the four incident edges, while B̂p acts










p B̂p = 1, the toric code has 2NxNy − 2 independent stabilizers
(i.e. there are two more degrees of freedom than independent stabilizers), and Ĥ0 has
four degenerate ground states |r, t〉L (r, t = 0, 1), called logical states. To explicitly write
down these logical states, we add two extra stabilizers to the set of operators Âs and B̂p.
There are two common choices for the pair of extra stabilizers to be added, which are
called logical-X (X̂L,1 and X̂L,2) and logical-Z (ẐL,1 and ẐL,2) operators, and are shown
in figures 5.4b and 5.4c, respectively. Explicitly, ẐL,1 (ẐL,2) acts with Ẑ on all horizontal
(vertical) edges of an arbitrarily chosen column (row). Similarly, X̂L,1 (X̂L,2) acts with X̂
on all horizontal (vertical) edges of an arbitrarily chosen row (column). Here, we choose
the logical operators to act on the first row and column of the toric code lattice. Both
logical-X and logical-Z operators commute with all the other plaquette B̂p and star Âs
operators, but do not generally commute between themselves. The logical state |r, t〉L can
then be defined as the unique ground state of Ĥ0 − (−1)rẐL,1 − (−1)tẐL,2 (r, t = 0, 1).





which corresponds to an inhomogeneous magnetic field. The task for the MB-VQE al-
gorithm is to find the ground state of Ĥ0 + Ĥp for different choices of the perturbation
parameters {λn} and, for simplicity, we choose Nx = Ny = 2. As ansatz state for the
MB-VQE, we choose the highly entangled graph state |ψa〉 = |0, 0〉L41, that approximates
the ground state of Ĥ0 + Ĥp for small positive values of λn. The graph state representation
of |0, 0〉L can be determined efficiently classically [275] and is shown in figure 5.6b.
5.4.2 Algorithm and results
The quantum part of MB-VQE involves preparing the variational state at every iteration by
applying projective measurements on a custom state that is created from the ansatz state.
40Note that this is opposite to the choice given in [290], where Ẑ and X̂ operators are exchanged.
However, the two are equivalent by a Fourier transform.
41Note that, for general perturbations, the ansatz state will be a superposition of different logical states∑
r,t cr,t|r, t〉L, with
∑
r,t|cr,t|2 = 1 (r, t = 0, 1).
132
Figure 5.4: Toric code notation. (a) Toric code for Nx = 4 and Ny = 5. Qubits exist
on the edges of the lattice, and two of the generators Âs and B̂p are explicitly represented.
Since the lattice lies on a torus, periodic boundary conditions are enforced, as shown by
empty dots. Schematic representations of the logical-X and logical-Z operators in the case
Nx = Ny = 2 are given in (b) and (c), respectively. In the whole figure, links colored in
blue (orange) represent the action of the X̂ (Ẑ) operator on the corresponding qubits.
Here, we explain how to modify the edges of the perturbed toric code ansatz state |ψa〉 (see
figure 5.6b) to obtain the custom state. The local perturbation term Ĥp in (5.15) leads to
a reduction in the amount of entanglement in the ground state, as can be understood by
considering the ground state of Ĥp, which (for positive weights λn) is the tensor product
state
⊗
n|1〉n. Therefore, we need to modify the edges of |ψa〉 in such a way that, after
the measurement of the auxiliary qubits, we both fine-tune the amount of entanglement
between connected vertices and transform the state of the output qubits. This can be done
by following the protocol given in figure 5.5. The idea is to modify any edge connecting
two output qubits by adding two auxiliary qubits in an arbitrary state (green circles in
figure 5.5b), which are then measured in the X̂ basis. If both these qubits are in the state
|+〉 = (|0〉+ |1〉)/
√
2, their measurement leaves the output qubits unaffected. However, if
both auxiliary qubits are either in |0〉 or |1〉, their measurement eliminates all pre-existing
entanglement between the original output qubits.
While it is possible to directly prepare the custom state with auxiliary qubits in arbi-
trary states, this does not create a graph state, and as such there are no known methods
to obtain a deterministic outcome after the measurement of all auxiliary qubits. A formal
MBQC protocol can be obtained by following the measurement patterns presented in sec-
tion 5.2.1 and [261]. Each of the auxiliary qubits to be used in the edge-modification is
substituted with five qubits, to be measured in a specific order following the MBQC imple-
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Figure 5.5: Edge decoration. Schematic description of the edge-modification technique
used for the perturbed toric code MB-VQE. The edge connecting a linked pair (m,n) of
vertices in |ψa〉 (shown in (a)) is modified by adding two auxiliary qubits in an arbitrary
state (shown in (b)). The corresponding MBQC procedure uses the measurement pattern
presented in (c). By classically removing Clifford operations, we reduce the number of
auxiliary qubits to be added to four, as shown in (d) and figure 5.6a. The arrows repre-
sent the temporal order in which the auxiliary qubits have to be measured. In (c) and
(d), we explicitly indicate the angles θi (i = 1, . . . , 4) of the rotated bases in which the
corresponding qubits are measured.
mentation of a general rotation gate (see figures 5.2a and 5.5c). In this case, an arbitrary
state can be prepared with only two measurements in rotated bases42 and, out of the ten
auxiliary qubits in figure 5.5c, six can be eliminated by efficient classical computation [274].
The resulting graph state, presented in figure 5.5d, only contains four auxiliary qubits per
edge of the ansatz state.
To better understand the effects of our edge-modification, we look at the state |ψn,m〉
of the two output qubits n and m after the auxiliary qubits are measured. With the
42For an arbitrary input state, we need three measurements in rotated bases to implement a general
rotation gate (as shown in figure 5.2a). But, here, since we know that the ‘input state’ is fixed at |+〉,
only two measurements in rotated bases suffice to implement a general rotation gate so that the auxiliary
qubits shown in figure 5.5b can be in arbitrary states.
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parameters θi (i = 1, . . . , 4) introduced in figure 5.5, we find
43









(−1 + cos θ4) + sin θ1 sin θ2 + i sin θ4 (cos θ2 cos θ3 − cos θ1 sin θ2 sin θ3)
]
|0〉m|1〉n
+ [cos θ2 + sin θ3 sin θ4 + i sin θ2 (cos θ1 cos θ4 − cos θ3 sin θ1 sin θ4)] |1〉m|0〉n
+ [− cos θ2 cos θ4 − i cos θ1 sin θ2 + sin θ4 (−i cos θ3 + sin θ1 sin θ2 sin θ3)] |1〉m|1〉n,
(5.16)
which, for simplicity, is not normalized. From this equation, it is possible to see that for
θi = 0 (θi = π/2), ∀i, we get the initial graph state |ψn,m〉 = CZ|+〉m|+〉n (the separable
state |ψn,m〉 = |+〉m|+〉n). For arbitrary angles θi, the entanglement between the output
qubits is generally reduced, and their wave vector rotated according to (5.16). By taking a
deeper look on (5.16), it is possible to realize that the edge-modification technique presented
here does not allow for reaching an arbitrary output state |ψn,m〉. For instance, there is
no combination of the angles {θ1, . . . , θ4} such that |ψn,m〉 = |0〉m|1〉n. This limitation can
be lessened or even removed in several ways. For instance, adding a third qubit in an
arbitrary state on the link connecting m and n allows for more control over the output
state |ψn,m〉. Otherwise, after the auxiliary qubits are measured, one can rotate the states
of the two output qubits by acting with single-qubit rotations onto them, as explained in
section 5.2.1.
We remark that the number of auxiliary qubits can be further reduced by switching
from a deterministic to a probabilistic protocol. While the edge-modification procedure
presented in figure 5.5b does not resort to a graph state (i.e. it does not satisfy (5.2)), it
can still be used for a MB-VQE. From one side, this saves half the auxiliary qubits that
are needed for the creation of the custom state. On the other side, the loss of determinism
in the outcome forces us to repeat each iteration of the MB-VQE algorithm until a specific
measurement outcome is obtained. The number of extra repetitions that one must perform
scales exponentially with the number of auxiliary qubits, making this probabilistic approach
useful for toy examples only.
The edge-modification procedure outlined above is applied to the ansatz state of the
perturbed toric code, which has a graph state representation shown in figure 5.6b, giving
the custom state shown in figure 5.1a. The auxiliary qubits are then measured in rotated
bases R(~θ) that are controlled by the variational parameters of the algorithm. Depending
43We are assuming that all measurement outcomes in figure 5.5c were +1. This is possible because
one can find a byproduct operator that ensures this output state (5.16) regardless of the actual individual
measurement outcomes.
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Figure 5.6: Perturbed toric code. (a) Edge-modification resource for the MB-VQE.
Four auxiliary qubits (orange circles), labelled (m,n)i (i = 1, . . . , 4), are added to two
connected output qubits m and n (white circles). (b) Graph state representation of the
ansatz state |0, 0〉L. Additional Hadamard gates are applied to qubits with dashed lines.
(c) Relative difference between the MB-VQE results and the true ground state energy vs
the perturbation strength. We let λn in (5.15) be equal on all qubits (solid blue line),
or sampled from a normal distribution PG of average λ and variance 0.1λ (red squares).
Green triangles describe a perturbation acting strongly on λ1 and weakly on the other
qubits. Dotted and dashed lines are computed with respect to |0, 0〉L (ansatz state) and
|1〉
⊗
2NxNy (ground state of Ĥp) for λn = λ ∀n.
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on ~θ, the entanglement between the qubits is modified, and the ansatz state is transformed
into the output state |ψout〉 = |ψ(~θ)〉.
Numerical results for the MB-VQE are shown in figure 5.6c. The relative energy dif-
ference between the MB-VQE results and the true ground state (calculated via exact
diagonalization) is plotted against the perturbation strength. This is done with all λn
in (5.15) equal to λ (solid blue line), with each λn drawn from a Gaussian distribution
PG(µ, σ
2) with mean µ = λ and variance σ2 = 0.1λ (orange squares), and with λ1 = λ, λn
randomly sampled from PG(µ = 0.1, σ
2 = 10−4) for n 6= 1 (green triangles). A plot of the
infidelity resembles figure 5.6c, with maximum infidelities for the blue curve, red squares
and green triangles being 6.2× 10−2, 6.5× 10−2, and 9.4× 10−3, respectively. Figure 5.6c
shows that the MB-VQE produces the ground state energy with high confidence when the
perturbation strength is very small or very large. Notably, the MB-VQE outperforms the
ansatz state (dotted black line) and the ground state of Ĥp in (5.15) (dashed black line)
in all cases. If the perturbation only acts on one qubit, the chosen custom state allows the
MB-VQE to find the exact ground state energy within machine precision. This is also the
case if the perturbation acts on two disconnected qubits, provided we connect them and
add auxiliary qubits as in figure 5.6a. This suggests that the outcome of the MB-VQE can
be significantly improved by adding few extra auxiliary qubits.
5.5 Discussion
In this chapter, we merged the principles of measurement-based quantum computation and
quantum-classical optimization to create a MB-VQE that finds the ground state of some
target Hamiltonian. The framework rests on the creation of a custom state that consists
of the ansatz state with additional auxiliary qubits that are measured in rotated bases
controlled by the variational parameters of the algorithm. These measurements allow the
variational state to explore the Hilbert space of the problem in search of the desired ground
state. We presented two new types of variational schemes that are not restricted to our
specific examples and can be combined and generalized to other cases. We first showed
how to adapt any circuit-based VQE to become a MB-VQE, using the Schwinger model as
example44. The second approach applies when the ansatz state is a stabilizer state, which
44Note that, while we have presented the Schwinger model MB-VQE as a translation of the circuit-
based VQE that was studied in the literature before [251], it is also true that it falls under the principle
of MB-VQE by edge-modification. Indeed, as explained in section 5.2, the principle of creating variational
states through edge-modification underlies all MB-VQE methods.
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allow us to efficiently determine its corresponding graph state [275], as in the perturbed
toric code model.
Our scheme based on edge-modification provides a new way of thinking about state
variations in VQEs. In particular, the effects resulting from measuring only one or few en-
tangled auxiliary qubits can be challenging to describe with a simple circuit. The resulting
state transformations do not necessarily correspond to unitary operations and can affect
a large number of remaining qubits [260]. Accordingly, MB-VQEs can lead to schemes
in which few auxiliary qubits suffice to reach the desired state, while many gates would
be required in a circuit-based protocol. Just like circuit optimization in standard VQEs
[291], tailored edge-modifications can lead to a leap for MB-VQEs, with the custom state
optimized to the specific problem. The framework presented here provides a starting point
for designing VQEs whose properties are different and complementary to the standard
approach that is based on varying a state by applying gates.
Experimental proof-of-concept demonstrations of the idea of MB-VQE by edge-modification
can be explored by considering the smallest instance of the planar code [290], with per-
turbation on a single qubit as a first step. In this scenario, the MB-VQE requires as
few as eight entangled qubits instead of the 44 used above. Especially promising candi-
date systems include superconducting qubits and photonic platforms. The latter recently
demonstrated the capability to entangle several thousands of qubits [292, 293], and to cre-
ate tailored graph states [294, 295, 296, 297]. When designing custom states for future
experiments, it will be important to understand the effects of decoherence and it will be
interesting to investigate whether MB-VQEs retain the high robustness of MBQC against
errors [264, 266, 265].
While the principles of MB-VQE outlined here are platform-agnostic, they open the
door for complex quantum computations in systems where long gate sequences or the
realization of entangling gates are challenging. In particular, MB-VQE offers new routes





This thesis considered four different aspects of quantum information, AdS/CFT duality,
and the interplay between them. In this final chapter, we reflect on the results presented in
each of these aspects, summarize what they have taught us, and point out some directions
for future investigations.
Chapter 2 made the first rigorous study of the holographic complexity conjectures for
rotating black holes. This was lacking previously due to the difficulty in describing the null
hypersurfaces in rotating spacetimes in a way that is amenable to the relevant calculations.
Our first contribution was to point out that there exists a special class of spacetimes where
these complications vanish: the odd-dimensional equal-spinning black holes. Based on this,
we carried out a detailed study of two quantities: the complexity of formation and the late-
time rate of growth of complexity for both the complexity=volume and complexity=action
conjectures. We verified that the late-time rate of complexity growth is a constant and
that the limit is approached from above for the CA conjecture and from below for the CV
conjecture, which agrees with the behaviour found for charged black holes. However, we
found that the complexity of formation for rotating black holes is different from charged
ones. For charged black holes, it was found [69] that the complexity scales with the entropy
for large black holes, ∆C ∼ Sf(µ/T ) + S log(µ/T ). Using a combination of analytical
and numerical arguments, we showed that, for rotating black holes, this relation instead
becomes ∆C ∼ V (D−2)/(D−1)f(ΩH/T ) + S log(ΩH/T ). This distinction is possible only
because, in general, the thermodynamic volume V and entropy S are independent functions
but that, in the case of static black holes, they are not independent, S ∼ V (D−2)/(D−1).
Therefore, our results generalize the behaviour found for static black holes to the case when
there is no time symmetry.
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Our argument for the role of thermodynamic volume in holographic complexity is a
bulk argument whose validity rests on the CV and CA conjectures. Although complexity is
ultimately a CFT quantity, we have not presented a CFT argument for why thermodynamic
volume is relevant for complexity. The role of thermodynamic volume in holography is not
yet well understood (though see [113, 114, 115, 116, 117, 118, 119, 120] for progress in this
direction). Our work provides a strong motivation to study this question in the future and
provide a CFT argument to either verify our results or show their limitations. Another
direction for future investigation is to go beyond the odd-dimensional equal-spinning class
of black holes, though we expect this task to be formidable.
In chapter 3, we considered general traversable wormholes in AdS3 spacetimes. Two-
sided traversable wormholes were first considered in the seminal paper of Gao-Jafferis-
Wall [55]. The difficulty in generalizing this protocol to multi-boundary wormholes is the
existence of the causal shadow region between the horizons of any two asymptotic regions.
Our first contribution was to point out that this difficulty can be overcome in the hot limit
of multi-boundary wormholes where the temperature in all asymptotic regions is large.
We explicitly showed in the three-boundary wormhole case that there exists a large region
where the causal shadow between any two asymptotic regions is exponentially small in the
hot limit. Furthermore, the local CFT state in these regions can be well approximated by
the TFD state. Based on these two results, we showed how the Gao-Jafferis-Wall protocol
can be applied to the case of multi-boundary wormholes to make them traversable. We
also discussed how multi-boundary wormholes with non-trivial topologies can be made
traversable.
It would be interesting to extend this work to higher dimensions where gravity is more
interesting. Furthermore, since the CFT state dual to multi-boundary wormholes has mul-
tipartite entanglement, and since traversable wormholes are dual to quantum teleportation
circuits, it would be interesting to investigate how multipartite entanglement can be used
as a resource for quantum teleportation circuits, effectively extending the work presented
in [157, 160, 183, 184] to understand how multipartite entanglement affects the properties
and conditions of teleportation.
Chapter 4 considered the experimental question of detecting non-classical effects of
gravity in quantum regimes. The difficulty in achieving this experimentally is that the
gap between the smallest mass whose gravitational effects can be detected and the largest
mass that can be put in a controlled quantum state is still quite large. To help overcome
this gap, we proposed an experimental set-up that uses cavity optomechanics to prepare
two quantum micro-mechanical oscillators in a superposition state and detect the effects
of the gravitational interaction between them. The observable from which the effects of
gravity can be studied is the visibility pattern of interfering photons in the cavity systems
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of the set-up. We quantified the shift that the gravitational interaction would induce on
the photons visibility pattern, and discussed the effects of errors in the set-up such as
thermal phonons and the gravitational effects of surrounding mass distributions.
We have not given a detailed account on how the experimental proposal can be realized
in the lab. We hope that experimentalists would take this question and improve on our
proposal. Furthermore, although we have showed that the gravitational interaction induces
entanglement between the two quantum micro-mechanical oscillators, we have not given
an entanglement witness that can experimentally verify this in our set-up. It would be
interesting to consider this in future investigations.
In chapter 5, we merged the principles of measurement-based quantum computation
with variational quantum eigensolver algorithms to find the ground state of some target
Hamiltonian. This problem has many applications in different fields and is expected to be
the first practical application of near-term quantum devices. To do this, we first showed
how any circuit-based VQE can be translated into a measurement-based VQE. That this is
possible is expected since MBQC is known to be a universal quantum computer. Further-
more, we introduced a new class of variational state families that are unique to MBQC and
have no immediate analogue in circuit-based VQEs. This second approach is suitable when
the ansatz state is a stabilizer state. We illustrated these two schemes with two examples:
the Schwinger model and the perturbed toric code model. These two approaches provide
a starting point for designing VQEs whose properties are different and complementary to
the standard approach that is based on varying a state by applying gates, and open the
door for new applications of VQE algorithms.
There are two directions for future investigations. First, we have not presented an
error analysis for our MB-VQE schemes. When designing variational states for MB-VQEs
for future experiments, it will be important to understand the effects of decoherence and
investigate whether MB-VQEs retain the high robustness of MBQC against errors [264,
266, 265]. Second, we have not discussed the details of experimental implementation for
our schemes. It would be interesting to investigate this question in the future, particularly
for photonic platforms that are more suitable for MBQC.
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Appendices to chapter 2
A.1 Fefferman-Graham form of the metric
In computing the complexity of formation, it is important to justify equating the cutoffs
at large distance rmax in both AdS and the black hole spacetimes. To see that this is the
case, here we case the metric into the Fefferman-Graham form which will then allow us to
directly compare the differences in the fall off of the metric components.





Directly solving this relation to obtain r as a function of ρ yields

















with the metric γµν approaching the metric on the boundary as ρ → ∞, along with the
relevant corrections to this from the bulk. The specific form of this metric can be easily
worked out, but its exact form is not necessary here.
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With this expansion at hand it is now possible to directly compare the behaviour of r
for the global AdS metric with that for the black hole metric. The result is, placing a UV
cutoff at ρ = `2/δ,




Thus, for all positive N the difference in the cutoffs tends to zero in the limit where δ → 0.
This justifies working directly with a cutoff rmax in both the AdS and black hole geometries.
A.2 Vanishing contribution of the GHY term
We will show that the GHY term (2.83) in the action does not contribute to the complexity
of formation ∆CA and is canceled by the contribution from vacuum AdSD. First, note that
the GHY term for vacuum AdSD is given by replacing g(r)
−2 → f0(r) in (2.83), where
f0(r) is the blackening factor of vaccum AdSD. At r → ∞, the difference IGHY − IAdSGHY
depends only on the tortoise coordinates. Using (A.4), it is straightforward to show that



























Furthermore, the factor multiplying this term is of order O(1/δ2N+2). Therefore,
IGHY − IAdSGHY = O(δ) (A.6)
which vanish in the limit δ → 0.
A.3 Complexity of formation in the static limit
Here, we consider, in arbitrary dimensions, the behaviour of the complexity of formation
in the limit where r−/r+ → 0. We compare the result with the analogous limit for charged
black holes, and compare both with the results for the Schwarzschild-AdS black hole.
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A.3.1 Complexity of formation for Schwarzschild-AdS
The Schwarzschild-AdS metric in D spacetime dimensions reads











(In the remainder of this section of the appendix we will drop the “Schw” subscript, but
will re-introduce it in later sections when confusion could arise.) Here we will consider the
complexity of formation for this geometry focusing on the k = 0,+1 cases, essentially re-
viewing the discussion of [64] but with a slightly different emphasis to allow straightforward
comparison with our results for the rotating black holes.45
The calculation of the action on the WDW patch consists of a bulk term and a GHY
term at the past/future singularities. Additional contributions vanish when the result is
regularized by subtracting the contribution of two copies of global AdS. The calculation
is carried out by focusing on a single quadrant of the WDW patch, then multiplying by a
factor of four to obtain the full answer. Let us consider each of these contributions in turn.
Consider first the GHY term on the future singularity. It is straightforward to show
that in this case the extrinsic curvature takes the form










The spacetime has a four-fold reflection symmetry along the lines t = 0, and so the compu-
tation can be performed by focussing on one quadrant of the diagram and then multiplying
by four. Focusing on the top-right quadrant of the Penrose diagram, the integration for t
is carried out between t = 0 and t = r∗Schw,∞− r∗Schw(ε), where the latter corresponds to the
future right boundary of the WDW patch. The idea is to send ε to zero at the end of the















45We avoid the case of hyperbolic black holes (i.e. k = −1) here as the causal structure in that case is
different and does not offer any useful insight for our interests here.
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where in the second equality we replaced the mass in terms of r+. This term must be mul-
tiplied by a factor of 4 to account for the GHY contributions in each quadrant. Generally
we will set r∗Schw,∞ = 0 by suitable choice of integration constant.


















Note that, just as in the main text, we have cut the integration off at r = rmax since the
integral diverges otherwise. We will send rmax → ∞ after subtracting the contributions
of the AdS vacuum, which will render the integral convergent. It is generally hard to
evaluate the tortoise coordinate, and so a simpler form for the bulk integral is obtained









This can be further simplified by isolating and separately dealing with the pole contribution
at the black hole horizon. Doing this, writing
fSchw(r) = FSchw(r)(r






































In the first term involving the logarithm, we have extended the integration to infinity
since that term is convergent. The remaining integral is completely well-behaved at the
horizon and can easily be evaluated numerically. (It can be evaluated analytically in certain
dimensions, or in the case of planar k = 0 black holes [64].)
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The complexity of formation is then written as four times the sum of the GHY and
bulk terms studied above, along with a subtraction of two copies of global AdS. The final
result is
π∆CSchwform = −




















Here we have explicitly set r∗Schw,∞ = 0, which we will do also throughout the remainder of
this appendix.
A.3.2 Charged black holes & the neutral limit
Let us consider here the complexity of formation for charged black holes, as it will be
insightful to compare the results for charged solutions with the results for the rotating
solutions studied in this thesis. The charged solutions are given by the following metrics














We will be concerned here with the planar and spherical solutions, i.e. the k = 0, 1 ones.
Our objective is to understand how the complexity of formation for these solutions
behave in the limit q → 0. The causal structure of the charged black holes is qualitatively
identical to the equal-spinning rotating holes considered in this work — see [69] for a full
discussion. Since here we are only interested in the neutral limit, we will not consider
the counterterm for null boundaries, as its contribution is subleading and vanishing in
that limit. Moreover, just as for the rotating solutions, a GHY term at large distances
is unimportant as it cancels when the subtraction relative to global AdS is performed.
Therefore the complexity of formation consists of two ingredients: the bulk action and two
corner terms where the past/future sheets of the WDW meet.
Let us consider first the corner terms. The analysis is qualitatively similar to that
performed already in the rotating case (and we refer the reader to [69] for a full discussion
171








where we have included a constant α that keeps track of the parameterization of the null
geodesics normal to the sheets of the WDW patch. This accounts for the contribution of
the future joint, the joint term at the past meeting point is identical and so the above
should be multiplied by two when including it in the complexity of formation.
The parameter rm0 appearing in the above is the value of the radial coordinate where
the sheets of the WDW patch meet. It is obtained by solving the condition
r∗∞ − r∗(rm0) = 0 (A.20)
where r∗ is the tortoise coordinate for the charged black hole. Here, introducing
fQ(r) = FQ(r)(r
2 − r2+)(r2 − r2−), (A.21)
to allow the problematic pieces at the horizons to be isolated and treated separately, we





















FQ(r′)(r′2 − r2+)(r′2 − r2−)
− 1
FQ(r+)(r′2 − r2+)(r2+ − r2−)
+
1




Consider next the bulk contribution. After some manipulation, the bulk action for



















46Unlike the other solutions in this manuscript, the charged solutions are, of course, not vacuum. We










and the subscript “0” denotes this quantity and the metric for the AdS vacuum. Note that
since the AdS contribution has been subtracted here, making the integral convergent, we
have taken the limit of integration to infinity. The bulk term can be massaged in a manner
similar to the tortoise coordinate we considered early in the manuscript. We first write the
metric function as
fQ(r) = FQ(r)(r
2 − r2+)(r2 − r2−) , (A.26)






FQ(r)(r2 − r2+)(r2 − r2−)
− IQ(r+)
FQ(r+)(r2 − r2+)(r2+ − r2−)
+
IQ(r−)




FQ(r+)(r2 − r2+)(r2+ − r2−)
− IQ(r−)
FQ(r−)(r2 − r2−)(r2+ − r2−)
. (A.27)
This decomposition of the integral allows us to isolate the contributions at the horizons
which require special care. We can integrate these terms explicitly, and then arrive at the


























FQ(r)(r2 − r2+)(r2 − r2−)
− IQ(r+)
FQ(r+)(r2 − r2+)(r2+ − r2−)
+
IQ(r−)











This term is convergent and completely regular, requiring no special treatment at the
horizons. It can be straightforwardly integrated numerically (or analytically in certain
special cases).







We want to understand how this quantity behaves in the limit r−/r+ → 0. For this we
must first understand the asymptotic behaviour of rm0 in this limit. In general dimensions,
writing rm0 = yr+(1 + ε) we find that
r∗(r) ∼ − y
D−2r+`
2





where y = r−/r+ and r
∗
Schw(0) is the value of the tortoise coordinate for the static solution
at the origin (recall that we have set the integration constant so that r∗∞ = 0). Explicitly,




fSchw(r)− FSchw(r+)(r2 − r2+)
fSchw(r)FSchw(r+)(r2 − r2+)




We then deduce the asymptotic form of the meeting location47
rm0 = yr+
[
1 + 2 exp
(




Using this asymptotic result along with the fact that near the inner horizon we have



















Note that this limit is independent of the parametrization of the null normals to the WDW
patch, as indicated by the absence of α in the final expression.48
47The factor of 2 in front of the exponential differs from [69], where this factor is unity. The difference
comes from the fact that we defined f(r) = F (r)(r2 − r2+)(r2 − r2−) whereas those authors defined f(r) =
F (r)(r− r+)(r− r−). The prefactor of the exponential is completely unimportant for the y → 0 limit, and
the same results are obtained for rm0 = yr+(1 +Aε) for any choice of parameter A. It is the argument of
the exponential that is important.
48As we mentioned earlier, inclusion of the counterterm for null boundaries changes the structure of the
joint term, but this addition has no effect on the y → 0 limit. For this reason, to keep the complexity of
the expressions at a minimum, we did not include that term in the analysis presented here.
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The limit of the bulk term is more difficult. It is easy to deal with the logarithm terms











+ IQ(0) . (A.36)
Determining the value of IQ(0) is the tricky part. However, after careful examination
























+ ∆ISchwBulk . (A.38)












when k = 0 . (A.39)
The conclusion is that, when k = 0, the limit of the bulk part of the action ∆IQBulk vanishes
in all dimensions. This is consistent with the analysis of [69] where the D = 5 case was
studied. However, the bulk term ∆IQBulk does not vanish when k = 1, as the equation just



















Thus, in the charged case the y → 0 limit of the complexity of formation matches the
complexity of formation for the Schwarzschild AdS solution, irrespective of the horizon
topology. However, note the non-trivial way in which this limit is achieved, with the
corner term producing one fraction of the GHY term and the bulk action for the charged
solution producing the other fraction of the GHY term while at the same time giving the
full Schwarzschild-AdS bulk contribution.
A.3.3 Rotating black holes & the static limit
Let us finally consider in detail the static limit of the rotating black holes that have been
our focus here in this work. We are interested once again in determining the limit of the
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bulk and joint terms in the action in the limit y ≡ r−/r+ → 0. We work in general (odd)
dimensions.





2Nh(rm0) log |f(rm0)2| . (A.41)
Here we have neglected the term `2ctΘ
2/α2 inside the logarithm for simplicity of presentation
as it will have no effect on our discussion as it is subleading. Note also that here we have
included the overall factor of 2 to account for both the past and future joints. Our objective
is to understand the behaviour of this term as r−/r+ → 0.
In order to understand the behaviour of this corner term as y → 0 we need to understand
the behaviour of rm0 . Working in the limit of small y, and writing r = yr+(1 + ε), it is
easy to show that the tortoise coordinate (2.42) behaves as








+ r∗Schw(0) . (A.42)
where r∗Schw(0) is the value of the Schwarzschild-AdS tortoise coordinate at the origin —












as y → 0. We can then deduce that the meeting point behaves as
rm0 = r+y
[








in the limit y → 0.
Near the inner horizon we can expand
f 2(rm0) ≈ (f 2)′(r−)(rm0 − r−) . (A.45)





















This limit is different in structure than the limit in the charged case.49 The reason partly
has to do with the behaviour of h(rm0) in the limit y → 0 which approaches a constant —
or blows up — rather than behaving ∼ y in this limit (as it would for the charged solution).
Next let us consider the behaviour of the bulk. Again, it is useful to split the bulk into



























(r2 − r2+)(r2+ − r2−)
+
r2N+1− G(r−)h(r−)














Again, the last integral is convergent and its argument completely regular. As in the
charged case, we can now easily study the limit of the logarithmic terms and then carefully
consider the remaining integral. As before, the logarithmic term involving r+ vanishes in
this limit, and we must only consider the contribution from the logarithmic term involving





from the limiting behaviour of G(r−) and h(r−) presented in (A.43) above. Meanwhile,
the logarithm goes like
log(rm0 − r−) ∼ O(y−(N+1)) , (A.50)
based on the behaviour of rm0 presented in (A.44). We therefore see that the logarithmic
contributions to the bulk vanishes in the limit y → 0! We then must only consider the
remaining integral in the bulk. However, this term behaves just as it did in the charged


















49Though note that for the special case of D = 5 (i.e. N = 1) the limit of the joint term matches in
the two cases.
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+ ∆ISchwBulk 6= π∆CSchwform (A.52)
which is the order of limits problem in the rotating case.
A.4 Alternate regularization of the WDW patch
Here we consider an alternate regularization of the WDW patch to examine the limiting
behaviour of the complexity of formation as y = r−/r+ → 0. We do so by cutting off the
future and past tips of the WDW patch at r = rm0 + ∆r and introducing the appropriate
GHY and joint terms to accommodate this (see figure A.1). This amounts to introducing
two corner terms and one GHY term at the future tip of the WDW patch, and likewise at
the past tip.
Consider first the GHY term on the right side of the future cutoff surface. This can be












where we have denoted r∆ = rm0 + ∆r. There are four contributions, all identical to this












Consider next the corner terms that occur where the boundaries of the WDW patch
intersect the cutoff surface at r∆. Focussing on the contribution on the right side of the
future boundary of the WDW patch, the relevant null normal is
kF = α(dt+ dr
∗) . (A.55)
To determine the relevant dot products appearing in the joint term we need the form of
the auxillary future/outward pointing unit vector ŝ. In the present case ŝ =
√
|f 2(r∆)|dt
is the appropriate choice. We can then work out the sign ε appearing in the definition of
the joint term — see (2.60). We find here that ε = +1. We then find the following result










Figure A.1: The WDW patch with the alternative regularization scheme, where the future
and past tips are cut off and replaced with a regularization surface at r = ∆r. This
introduces four new joints that are shown in the figure as red diamonds.









The idea, then, is to replace the corner term appearing in section 2.4 with the combination
of joint and GHY terms shown above. Note for our purposes here we will not consider
the contribution of the null boundary counterterm. This is because we are interested in
the limit y = r−/r+ → 0 and the null boundary counterterm vanishes in this limit. We
now examine this limit keeping r∆ small but finite until after the limit y → 0 has been
performed.














Ijnt = 0 . (A.59)
It must be emphasized that the order of limits here is important. The y → 0 limit must
be taken prior to taking the ∆r → 0 limit. The entire issue associated with the order of
limits problem is that this limit does not commute. Said another way, effectively what
this conclusion means is that the future and past ‘tips’ of the WDW patch contain the





in a vanishing amount of volume. Interestingly, this is exactly the limit of the corner term
in the charged case. Thus, in this alternate regularization of the WDW patch the limit
agrees with the Schwarzschild-AdS result. Note that for any finite y the two approaches
will agree, as in that case the limits considered above will commute.
A.5 Behaviour of complexity of formation for large
black holes
Here we present the details for the behaviour of the complexity of formation in the limit
of large black holes. For the cases of charged black holes and also the rotating black holes
considered here there are two independent limits that are of interest. The first involves
holding fixed the size of the black hole, r+/`, while exploring the extremal limit r−/r+ → 1.
The second is to hold fixed r−/r+ while examining the behaviour of the complexity of
formation for r+/`→∞.
In previous work that focused on five-dimensional charged black holes [69], it was
demonstrated that the entropy controls the behaviour of the complexity of formation in
either limit when the black holes are large enough. In particular, those authors found
that the complexity of formation diverges logarithmically as extremality is approached
with a prefactor proportional to the entropy when the black holes are large. Moreover,
the subleading terms in a near extremal expansion were also found to be related to the
entropy. Here we wish to examine those conclusions in more detail and extend them to
higher dimensions. We will then contrast them with the rotating case where it is found
that different thermodynamic potentials control the different limits.
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A.5.1 Charged black holes: complexity equals volume
To understand our results in the rotating case, it will be important to have an understand-
ing of how the relevant computations play out for charged black holes. In this case, the


















To illustrate a particular example, we consider the five dimensional case. In five dimensions,









(x2 − 1)(1 + x− ε)(−1 + x+ ε)
√













where we have defined
x ≡ r
r+
, α ≡ r+
`
, ε ≡ 1− r−
r+
. (A.62)
Our main objective here will be to try to understand how the resulting integral scales with
α. While this is not so hard for these charged black holes, it will be considerably more
involved for the rotating ones. So we will use the simpler setting of charged black holes to
illustrate our ideas.
Although it is not our main focus, let us mention here the case of planar charged black
holes. For these solutions, the dependence of complexity of formation on the quantity
α = r+/` completely factors out of the integral, leaving a result dependent only on ε =















Here S is the black hole entropy, while E(X) refers to the elliptic integral of the first kind.
We see clearly here that, for planar black holes, the only dependence on the black hole size
is through the entropy. This property extends directly to all higher dimensions, though
the resulting integrals no longer yield such a simple final result.
From a heuristic examination of the integrals above, it is not too hard to become
convinced that as α →∞ the behaviour of the spherical (k = +1) black holes will match
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Figure A.2: A plot of the complexity of formation within the CV conjecture for five di-
mensional, spherical (k = +1) charged black holes. We have normalized the complexity of
formation by the entropy and the curves shown correspond to r+/` = 1/2, 1, 10, 50, 100 in
order from top to bottom. The last three curves are visually indistinguishable. Imposed
on the plot in a black curve is the complexity of formation for the planar k = 0 charged
black hole. This curve coincides with the last three plots for the spherical charged black
holes.
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that of the planar black holes. We illustrate this with a numerical evaluation of the
complexity of formation in figure A.2. In this figure we have normalized the complexity of







and have shown the result as a function of r−/r+ for several values of r+/`. The plot
illustrates that when r+/` is small the curves can be distinguished. However, as r+/`
becomes large the results all converge to the planar case (shown here as the black curve).
This illustrates that, for large black holes at fixed ε = r−/r+ − 1, the entropy completely
controls the complexity of formation.
For charged black holes it is also not too difficult to confirm this conclusion analytically.
Expanding (A.61) in the large α limit for five-dimensional spherical (k = +1) black holes
gives
∆CV = ∆Ck=0,D=5V +O(S
2/3) . (A.65)
While an analytic study is possible in the charged case, it will turn out to be much more
difficult in the rotating case. For this reason we will discuss a numerical approach to
determine the dependence of the complexity of formation on the horizon radius for large
black holes. Suppose that
∆CV ∼ (r+/`)γ (A.66)





∼ (r+/`)γ−β . (A.67)
We then take the logarithm of this ratio treated as a function of both (r+/`) and β. For
each value of β, we compute R(β) for several (large) values of r+/` and fit the resulting
data to a linear model, and extract the slope of the numerical model. We explore the β
parameter range until the slope determined in this way is zero. The value of β for which
the slope vanishes corresponds to the case β = γ, allowing us to extract how the complexity
of formation depends on the size of the black holes.
This scheme is illustrated in figure A.3 for five, seven, and nine dimensions. In each
case it is clear from the plot that the slopes vanish for β = 3, 5, 7, respectively (but this can
be confirmed to much higher precision numerically). This numerical finding is consistent
with the results discussed above: In general dimensions, the complexity of formation for
large charged black holes is controlled by the entropy and nothing more.
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Figure A.3: The slope of the logarithm of the ratio R(β) for several dimensions. The curves
correspond to 5 dimensions (blue, left), 7 dimensions (orange, center), and 9 dimensions
(green, right). For each value of β the integrals have been evaluated for 500 points laying
between r+/` = 10, 000 and r+/` = 20, 000. The slope is extracted by performing a linear
fit to this data.
A.5.2 Rotating black holes: complexity equals volume
Let us now consider the rotating black holes, which are the main topic of our interest
here. Once again for ease of presentation we will present detailed equations only in the five
dimensional case and will comment how the situation plays out in higher (odd) dimensions.















As in the charged case, there are two limits that are interesting to consider here. We
can consider holding the size of the black hole r+/` fixed and examine the extremal limit
ε = (1− r−/r+)→ 0 or vice versa. Let us first consider the former.
To understand the leading behaviour in the extremal limit we split the integrand for
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(r2 − r2+)(r2 − r2−)
dr . (A.69)
In the first term we have isolated a part of the integral that will behave like ∼ 1/(r − r+)
in the extremal limit, and so we expect a logarithmic singularity for this term. The second
term does not exhibit such behaviour in the extremal limit: the behaviour of the numerator
near r = r+ will cancel the blow up due to the denominator. Therefore, near ε = 0, it is
the asymptotics of the first integral that we must understand.
The first integral converges when integrated between r+ and ∞, and so we extend














where E is the elliptic integral of the first kind. The remaining integrals cannot be evaluated
in a simple closed form, but luckily this will not trouble us here (yet). Expanding this
expression near ε = 0 and noting that this will be the dominant contribution to the












+O(ε, ε log ε). (A.71)
It is tempting to expand the prefactor appearing here to understand how it behaves for












(N + 1)(N + 2)
(A.72)
where S is the black hole entropy. So it is tempting to conclude that the complexity of
formation (at least near extremality) is controlled by the entropy. However, the situation
is more subtle. First, while the expansion just presented above holds provided ε → 0, it
does not follow that the subleading terms in the ε expansion will always be subleading for
sufficiently large r+/`. What is true is that, for fixed r+/`, one can find an ε that is small
enough such that the entropy will control the behaviour near extremality. However, in the
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Figure A.4: A plot of ∆CV normalized by the entropy in five dimensions. The graph
displays four curves corresponding to r+/` = 10
5, 106, 107, 108. The curves are plotted as
a function of ε = 1 − r−/r+. The value of r+/` increases from the blue curve to the red
curve.
general situation the entropy does not control the complexity of formation, as we will now
explain.
The process of understanding the behaviour of the complexity of formation for large
black holes involves extracting the leading r+/` dependence of the integrals presented
above. Despite a number of attempts, we have been unable to understand this problem
from an analytical perspective, and therefore we resort to numerics. In figure A.4 we show
the ratio of the complexity of formation normalized by the entropy for several large values
of r+/`. It becomes clear that the entropy does not control the complexity of rotating
formation for large black holes. This figure should be compared with figure A.2 to see the
stark difference relative to the charged case.









(ε− 1)2)P (ε) (A.73)
where P (ε) is a polynomial in ε that becomes rather complicated in higher dimensions and
the general form is not important. This means that the entropy interpolates between two




















Figure A.5: The slope of the logarithm of the ratio R(β) for rotating black holes in several
dimensions. The curves correspond to 5,7, 9, 11 dimensions from left to right, respectively.
For each value of β the integrals have been evaluated for 500 points laying between r+/` =
10, 000 and r+/` = 20, 000. The slope is extracted by performing a linear fit to this data.
In all cases we have set ε = 10−10 to probe close to extremality. Vertical dashed lines have
been added to aid in seeing where the slopes cross the horizontal axis.











for large rotating black holes. Although it is not immediately clear from figure A.4, the
entropy does match the scaling decently near r−/r+ ≈ 0 — which is expected since this
scaling holds for the Schwarzschild-AdS black hole [64] — but fails miserably closer to
extremality.
Using the same numerical scheme described in the previous section for charged black
holes we can understand how the complexity of formation behaves as a function of r+/` for
large black holes. The objective is to understand this scaling close to extremality where






and numerically determining the value of β so that R(β) exhibits no dependence on r+/`
(when r+/` is large). We show a sample of this numerical scheme in figure A.5, and
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Dimension Numerical value of β Thermodynamic volume scaling V (D−2)/(D−1)
5 4.50000 9/2 = 4.5
7 6.66667 20/3 ≈ 6.66667
9 8.75000 35/4 = 8.75
11 10.80000 54/5 = 10.8
13 12.83333 77/6 ≈ 12.83333
15 14.85714 104/7 ≈ 14.85714
17 16.87500 135/8 ≈ 16.87500
19 18.88889 170/9 ≈ 18.88889
21 20.90000 209/10 = 20.9
23 22.90909 252/11 ≈ 22.90909
25 24.91667 299/12 ≈ 24.91667
27 26.92308 350/13 ≈ 26.92308
Table A.1: Table of numerically calculated values of β compared with the scaling of the
thermodynamic volume V (D−2)/(D−1) for large r+/`. Here we have computed numerically
the values of β according to the method outlined in the text. The data is obtained by
evaluating the complexity of formation between r+/` = 10
10 and r+/` = 10
20 and we have
fixed ε = 10−10, so we are considering the situation very close to extremality. The numerical
values agree with the scaling of the thermodynamic volume to at least five decimal places
in all cases. By pushing the domain of r+/` to large values, the agreement becomes even
better. Note that in all cases the scaling differs from the scaling of the entropy which
behaves like (r+/`)
D−1 for large r+/` at fixed ε near extremality.
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tabulate the results up to 27 dimensions in table A.1. The conclusion is that in spacetime







for large black holes near extremality.
It is obvious from table A.1 that the scaling of ∆CV is different from the scaling of the
entropy. The question then becomes whether or not there is a thermodynamic parameter
that does have this scaling. As already hinted in table A.1, the answer is that the thermo-
dynamic volume possesses this scaling for large black holes. Isolating the dependence on











where again H(ε) and K(ε) are messy polynomials in ε whose form does not matter for
the information we need here. These polynomials vanish nowhere on the range ε ∈ [0, 1].
We therefore see that the thermodynamic volume also has two scaling regimes, behaving


































The scaling of the thermodynamic volume to this power interpolates precisely between
the two scaling regimes of the complexity of formation. We show this graphically for five
dimensions in figure A.6.
There are a few important things to note here:
• The power of thermodynamic volume is natural. Recall that the thermodynamic
volume has dimensionality [length]D−1, therefore to obtain a quantity that has the
correct dimensions of [length]D−2 requires precisely this power.
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Figure A.6: A plot of ∆CV normalized by the thermodynamic volume to the appropri-
ate power in five dimensions. The graph displays four curves corresponding to r+/` =
105, 106, 107, 108, the same as those shown in figure A.4, but these curves cannot be dis-
tinguished from one another here. The curves are plotted as a function of ε = 1− r−/r+.
The value of r+/` increases from the blue curve to the red curve.
• The scaling with thermodynamic volume is consistent with the entropic scaling ob-
served for charged black holes and the Schwarzschild black hole [64, 69]. This is
because those solutions satisfy
S ∼ V (D−2)/(D−1) . (A.82)
In other words, for those solutions the thermodynamic volume and the entropy are
not independent and so the results can be written in terms of either quantity. For the
rotating black holes these quantities are truly independent and we observe that it is
actually the expression written in terms of the thermodynamic volume that prevails.
• The convergence to “volumetric scaling” is slower for rotating black holes than it is
for charged black holes. In the charged case the subleading terms die off at least as
fast as `/r+, while in the rotating case they die off like
√
`/r+.
• To the best of our knowledge there is no a priori reason to expect that the thermo-
dynamic volume should be related to an extremal volume in a black hole spacetime.
However, deriving such a relationship could contribute to a proof of our relationship
for the complexity of formation in general situations.
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• The conjectured reverse isoperimetric inequality [107] bounds the entropy in terms









≥ 1 . (A.83)
If our result is general, i.e. the complexity of formation generally scales with the
thermodynamic volume for large black holes, then the reverse isoperimetric inequality
can be interpreted as the statement that the entropy provides a lower bound for the
complexity of formation. This bound is saturated for static black holes, but more
complicated black holes have a larger complexity of formation than naively suggested
by their degrees of freedom (entropy).
A.5.3 Rotating black holes: complexity equals action
It is now natural to ask whether this scaling with the thermodynamic volume is universal to
both complexity proposals, or if it is a peculiar behaviour associated with the CV proposal.









































The most difficult part of the CA computation is the determination of rm0 . In some
instances, particularly in the limit r−/r+ → 0, accurate determination of this parameter
requires hundreds of digits of precision in the numerics. This technicality has limited our
ability to probe the behaviour of the complexity of formation within the CA conjecture
as broadly as the CV conjecture. However, we show in figure A.7 the result of the action
computation in five dimensions. The plot makes clear that the thermodynamic volume
controls the scaling of ∆CA for large black holes, just as in the CV conjecture. While
it was possible to compute the behaviour in various higher dimensions for the CV case,
this is more difficult in the CA scenario. Nonetheless, we have confirmed the scaling with
thermodynamic volume in seven dimensions, which suggests the same trend holds in general
for CA.
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Figure A.7: A plot showing the CA complexity of formation normalized by the thermody-
namic volume as a function of the ratio r−/r+ in five dimensions. The plot shows curves
for fixed r+/` = 10, 10
2, 103, 104, 105, 106 and 107, however after r+/` = 1000 the curves
are visually indistinguishable. Here we have set `ct = `.
A.6 Null hypersurfaces in Kerr-(A)dS spacetimes
As discussed in section 2.2, the study of holographic complexity in rotating spacetimes
require a proper understanding of the null hypersurfaces of the spacetime. We have partly
side-stepped this issue by considering equal-rotating odd-dimensional rotating black holes,
which enjoy additional symmetry that makes the computations tractable. The important
case of Kerr-AdS black hole remains to be fully studied and understood. In this section
of the appendix, which is based on [3, 4], we initiate the study of null hypersurfaces in
Kerr-AdS black holes and discuss a number of interesting implications for the formation
of caustics in the spacetime.
Null hypersurfaces of the Kerr geometry were first systematically studied in [125], where
a three-dimensional null slicing of the spacetime was obtained and its properties studied.
These hypersurfaces were found to possess no caustics, which make them ideal for studying
initial-value problems and wave propagation in Kerr geometry. This type of analysis has
never been extended to other rotating black holes, and our goal here is to address this
deficit by investigating null hypersurfaces for the Kerr-(A)dS black holes. We find that
a similar three-dimensional null foliation of Kerr-(A)dS spacetimes can be obtained and
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prove that it also develops no caustics. Furthermore, we comment on the difference in the
behaviour of light cones between rotating AdS, flat, and dS geometries. Besides the desire
for completeness, one application of these results motivating this study is understanding the
causal structure of Kerr-(A)dS spacetimes. Other applications include numerical general
relativity [298] and studying the propagation of wave-fronts [299] in rotating spacetimes
with a cosmological constant.
The plan for this section of the appendix is as follows: in subsection A.6.1, we provide
the most general solution for the null hypersurfaces t ± r∗ = const in Kerr-(A)dS space-
times in terms of elliptic integrals. In subsection A.6.2, and as a consistency check, the
m → 0 limit of the solution is taken and shown to correspond to light cones in vacuum
(A)dS spacetimes. In subsection A.6.3, a three-dimensional foliation of the Kerr-(A)dS
geometry is obtained and shown in subsection A.6.4 to possess no caustics for r > 0. As
an application, subsection A.6.5 constructs the Kruskal coordinates for the Kerr-(A)dS
spacetime. We summarize in subsection A.6.6.
Note that, in this section of the appendix, we use L to denote the (A)dS length.
A.6.1 Preliminaries



































−2mr, Ξ = 1− a
2
εL2
, ∆θ = 1−
a2 cos2 θ
εL2
, Σ2 = r2+a2 cos2 θ
(A.86)
where ε = +1 for AdS and ε = −1 for dS spacetimes, with ∆r(r+) = 0 defining the outer
horizon r+ of the black hole. The inner and cosmological horizons are respectively defined
from ∆r(r−) = 0 and ∆r(rc) = 0, the latter being present only for ε = −1. The rotation








































and are respectively the mass, angular momentum, horizon angular velocity, temperature,
and entropy [301]. The metric is regular everywhere away from the symmetry axis for AdS,
while it is regular and static only for r < L in dS. Below, we will assume that r > 0 for
AdS and r < L for dS, unless otherwise stated (i.e. in subsection A.6.4).
We want to find the null hypersurfaces Φ(x) = const in the spacetime (A.85). Define
the ingoing/outgoing Eddington-Finkelstein coordinates by
v = t+ r∗, u = t− r∗ (A.88)
where the (tortoise) coordinate r∗ will be defined below. The condition of the surfaces




∗)2 = 0. (A.89)
Thus, the problem of finding the null hypersurfaces reduces to solving the PDE (A.89) for





























− a2 sin2 θ (A.92)
where now ∆ ≡ lim
L→∞
∆r = r
2 + a2 − 2mr.







P 2(θ) = Ξ2a2
[
λ∆θ − sin2 θ
]
(A.93)
50Note that, in the case of odd-dimensional equal-spinning black hole, the angular dependence drops
and we have r∗(r) only, which is considerably simpler and does not require solving PDEs.
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To find a general solution r∗(r, θ) of (A.91) that is independent of λ we follow the
procedure in [125] and assume first that λ is now a function of r and θ. In this case,











where ∂λρ(r, θ, λ) =
a2
2
F (r, θ, λ), and










dθ′ + g′(λ). (A.97)
The condition (A.95) implies that
F (r, θ, λ) = 0 (A.98)
which fixes the dependence of λ on (r, θ) for any given choice of the function g[λ(r, θ)].
The explicit form of the general solution of (A.96) is then














Once g(λ) is chosen, the exact integrals in (A.99) and (A.98) are performed assum-
ing that λ is a constant. Then, (A.98) is used to solve for λ(r, θ), which in turn is
substituted into the result obtained upon integrating (A.99). The net result is that
r∗(r, θ) = ρ(r, θ, λ(r, θ)) can be explicitly obtained.
A.6.2 m→ 0 limit: light cones in vacuum (A)dS metric
Here, we verify the expressions for the light cones above by taking the m → 0 limit
and showing that they reduce to light cones in vacuum (A)dS spacetime. We begin by
simplifying the metric (A.85) using the coordinate transformation [302]






































































dr2 + r2dθ2 + r2 sin2 θdφ2 (A.103)






1− a2 cos2 θ
εL2
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 r√Ξ cos θ√
r2
(
1− a2 cos2 θ
εL2
)





In the limit m→ 0,

















λ∆χ − sin2 χ
(A.109)
where ∆χ ≡ lim
θ→χ







λ− sin2 χ− a2λ cos2 χ
εL2
(A.110)
The function F in (A.97) becomes









































and the second term in (A.111) can be absorbed into g′(λ) since it is independent of r and
θ. Choosing g(λ) such that the overall constant term in (A.111) is 0, the constraint F = 0
now gives
χ(r, λ) = θ. (A.113)
From (A.109), this fixes the function λ(r, θ) to be
λ(r, θ) =
(r2 + a2) sin2 θ











































λ− sin2 χ− a2λ cos2 χ
εL2





r*vac-AdS r*1 r*2 r*3























, compared with the numerical solution of (A.115) with




Convergence of (A.115) in the limit a→ 0 is implied, as expected from the
transformation (A.104)-(A.107).
and upon substituting λ(r, θ) from (A.114) into the result gives r∗ = r∗(r, θ) for (A)dS
spacetime. The result of this integration in (A.115) can be written in terms of elliptic
integrals which, in the limit L→∞ reduce to the flat space case [125]
r∗ =
√
r2 + a2 sin2 θ (A.116)
as we show in the appendix of [3], where λ = sin θ∗ from (A.112). In the limit a → 0 the
expression for r∗ reduces to the tortoise coordinate in vacuum (A)dS












which we illustrate numerically in figure A.8.
Thus, the surfaces t± r∗ = const, with r∗(r, θ) given by (A.115), are the null hypersur-
faces of vacuum (A)dS.
A.6.3 Properties of axisymmetric null hypersurfaces






, µ ≡ −∂λF (A.118)
from (A.97). In conjunction with (A.95), this shows that lines of constant r∗ and λ are










of the (t, φ) sections of the Kerr-(A)dS spacetime. This proves that r∗ and λ are orthogonal
to one another on surfaces of constant (t, φ). Since λ is independent of t and φ, this in
turn implies that λ is constant along the null generators in (A.88)
`α∂αλ = 0 n
α∂αλ = 0 (A.120)
where `α = −∂αv and nα = −∂αu, with (u, v) given in (A.88). This follows from the fact
that λ is independent of the coordinates t and φ. Along with the integrability of (A.118),
this ensures that λ is constant along these null generators, and is a good coordinate, where
asymptotically λ is obtained from P → 0.
The 2-metric (A.119) can be written in (r∗, λ) coordinates instead of (r, θ) coordinates.































∆r − a2∆θ sin2 θ
Σ2
+ ω2BR













is the angular velocity [304] of inertial frame dragging, due to the rotation of the black











This form of the metric has distinct advantages over (A.85): since the ingoing and outgoing
null generators, defined in (A.88), are constant (dv = du = 0), then dr2∗ = dt
2. In these












nα = [−A,A, 0, 0] (A.127)
where A is an arbitrary constant, and we have imposed the normalization condition `.n =
−1. Using this, the induced metric on the associated null hypersurface is
hµν = `µnν + nµ`ν + gµν (A.128)
or alternatively




which has one null and 2 spatial directions, and so has vanishing determinant. Even more
simply we have












is the inverse of the induced metric on a 2-dimensional constant u slice of the null hyper-
surface. The form of the hypersurface metric shows that the null generators are themselves
rotating with the ZAMO angular velocity ω, relative to observers at infinity. This can also
be seen directly from the fact that `φ = −∂φv = 0 and nφ = −∂φu = 0. Also note that













We pause to comment on the construction of quasi-spherical light cones. These surfaces
are those that reduce to the light cones of (A)dS spacetime as r →∞. We first note that
insertion of (A.114) into (A.112) yields
sin2 θ∗ =
(r2 + a2) sin2 θ
r2 + a2 sin2 θ
(A.133)
which is the same relation as in the asymptotically flat case [125], and we have θ∗(r →
∞, θ) = θ. Requiring this asymptotic condition and the relation (A.112) to hold in the
Kerr-(A)dS spacetime fixes the function g′(λ) in (A.97) to yield the relation











The equations of the quasi-spherical hypersurfaces are respectively given by v = t +
r∗(r, θ) = v0 and u = t − r∗(r, θ) = u0 where (u0, v0) are both constants, and r∗ =
ρ(r, θ, λ(r, θ)), with the function λ(r, θ) determined by setting F = 0.
A.6.4 The absence of caustics
The condition for caustic formation is where the determinant of the inverse induced metric
sab in (A.131) becomes singular
PQµ sin θ → 0 (A.135)
where µ is defined in (A.118). Interpreting the metric sab as describing the two-dimensional
surface along which a null ray moves, this metric will not be degenerate, i.e. will have a
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(a) Kerr-AdS (b) Kerr-dS
Figure A.9: Projection of the path of null generators onto the Cartesian plane
(
√
x2 + y2 =
√
r2 + a2 sin θ, z = r cos θ) for (a) Kerr-AdS spacetime with
m = L = 2a = 1, and (b) Kerr-dS spacetime with m = 2a = 1 and L ≈ 6.12372. In both
cases, the light sheets do not converge to form a caustic near the black hole. Also shown
are the various horizons of the spacetime ri, i = −,+, c.
nonzero volume, unless a caustic forms. This is precisely condition (A.135). In the limit
m → 0, the light cones in vacuum (A)dS spacetime have no caustics. Light cones in the
Kerr metric were shown to be free of caustics in [125]. Here, we show that the proof of
[125] also extends to Kerr-(A)dS spacetimes.
The proof proceeds by showing that each factor in (A.135) for m > 0 increases along
an ingoing null generator of fixed λ and decreasing r, which proves that (A.135) will not be
satisfied in Kerr-(A)dS since it is not satisfied in its m→ 0 limit. Initially, when r →∞, it
is clear from (A.109) that λ > 0. From (A.118) and (A.93), P > 0 increases as r decreases
along the generator of fixed λ. Also, from (A.93), it is clear that Q > Q0 > 0.
The remaining task is to show that µ and θ both increase with increasing m, while r












provided r > 0 and θ∗ < π/2. From (A.97) and the condition F = 0, it is straightforward















































Both expressions (A.137) and (A.138) are clearly positive regardless of the sign of the
cosmological constant. Therefore, the condition (A.135) is never satisfied in Kerr-(A)dS
and the null hypersurfaces (A.131) do not develop caustics when propagated toward r → 0.
In figure A.9, the λ = const. curves were obtained for Kerr-AdS (figure A.9a) and
Kerr-dS (figure A.9b) spacetimes by numerically solving the evolution equations of the





where τ is the affine parameter along the null path. In particular, (A.139) yield
ṙ = − Q
Σ2
, θ̇ = − P
Σ2
(A.140)
which we numerically integrate to plot the null paths in figure A.9. Also shown are the
spacetime horizons: r−, r+, and rc for Kerr-dS. Figure A.9 shows that no caustics are
formed in both spacetimes near the black hole singularity.
As in the asymptotically flat case, we find that if we extend the spacetime to r < 0,
then null rays moving inward toward the origin in the r > 0 sheet are deflected outward by
the ring singularity and defocused. Upon passing through the r = 0 disc they are refocused





= d(t− r∗) = du, dV
κV
= d(t+ r∗) = dv (A.141)
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|r=ri i = +,−, c (A.143)
for the respective outer, inner, and (for ε = −1) cosmological horizon as relevant. Since
UV = −e2κr∗ V
U
= −e2κt (A.144)
it is clear that the first term in the metric is regular at the horizon surfaces U = 0 and
V = 0. However the second term in (A.142) is not regular on these surfaces. This defect
can be overcome by defining
ϕ+ = φ+ α(r, λ) ϕ− = φ− α(r, λ) (A.145)
where

























































depending on which sheet is of interest. For example, (A.149) is regular for the future
horizons for both outer and inner horizons of the black hole (or the future cosmological
horizon in Kerr-dS), where ϕ+ is constant along each ingoing generator and v is constant
along ingoing light sheets. Alternatively, (A.150) is regular for the past horizons for both
outer and inner horizons of the black hole (or the past cosmological horizon in Kerr-dS),
where ϕ− is constant along each outgoing generator and u is constant along outgoing light
sheets. In both cases the function N is regular.
A.6.6 Summary
We have described a three-dimensional foliation of Kerr-(A)dS spacetimes in terms of quasi-
spherical light cones, extending the construction in the asymptotically flat case [125]. We
find that both spacetimes are free of caustics for r > 0. The limit of zero mass of this
foliation was taken and we proved that it reduces to light cones in vacuum (A)dS spacetime,
which is an important consistency check. As an application, we derived a generalization of
Kruskal coordinates for Kerr-(A)dS based on these quasi-spherical light cones.
These results should prove useful in understanding the causal structure of Kerr-(A)dS
spacetimes, in numerical general relativity [298], and understanding wave propagation [299]
in rotating spacetimes with a cosmological constant. It is likewise natural to consider a
similar type of analysis to study the properties of light cones in more exotic rotating
spacetimes or in higher dimensions. Furthermore, this analysis of light cones may prove
useful in a numerical study of holographic complexity for Kerr-AdS black holes.
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Appendix B
Appendices to chapter 3
B.1 An alternative construction of the three-boundary
black hole
We constructed a three-boundary black hole in section 3.2.1 by choosing some AdS3 isome-
tries and taking a quotient by the group Γ that they generate. Although the representation
of the generators used there is convenient for calculation, it makes the third asymptotic
region (whose horizon is generated by γ−11 γ2 and γ1γ
−1
2 ) appear to be on a different footing
than the other two. In particular, as described in the standard AdS3 conformal frame the
coordinate size of this third region vanishes in the hot limit. To show that this is an artifact
of our choice of generators, we give an alternative representation below where the coordi-
nate size of the third boundary is non-vanishing in the hot limit. For simplicity, we focus
on the non-rotating case which is generated by a diagonal subgroup of isometries where
γL = γR ≡ γ. Dropping this diagonal restriction will give a generalized to the rotating
case.
We begin with the most general form of a SL(2,R) generator:
ξ = x1J1 + x2J2 + x3J3. (B.1)
This generator is hyperbolic when x21 +x
2
2−x23 > 0, which is equivalent to the requirement
Tr eξ > 2. The length of horizon generated by γ = eξ is







2 − x23. (B.2)
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It is thus natural to parametrize our generator as
ξ = `(coshα sin βJ1 + coshα cos βJ2 − sinhαJ3) ≡ `(~a · ~J) (B.3)
where the generator is written as an inner product taken with signature (+ + −), where
~a = (coshα sin β, coshα cos β, sinhα), and ~J = (J1, J2, J3).
To make a three-boundary wormhole, we choose two such generators
ξ1 = `1(coshα1 sin β1J1 + coshα1 cos β1J2 − sinhα1J3) = `1(~a1 · ~J) (B.4)
ξ2 = `2(coshα2 sin β2J1 + coshα2 cos β2J2 − sinhα2J3) = `2(~a2 · ~J), (B.5)
so that the corresponding group elements are γ1 = e
ξ1 and γ2 = e
ξ2 . Then the group
element related to the third asymptotic region is γ3 = −γ−11 γ2. As a result, the horizon















(~a1 · ~a2). (B.6)
Note that our geometry depends only on the three parameters {`1, `2,~a1·~a2}, or equivalently
{`1, `2, `3}. This gives the expected three-dimensional moduli space for a non-rotating 3-
boundary wormhole.
Our previous representation corresponds to the choice ~a1 = (0,−1, 0) and ~a2 = (0,− coshα,− sinhα).
These choices reproduce our previous results. In particular, our previous representation
does not involve J1.
However, this choice is far from unique. The only real restriction on the form of the
generators is that the geometry not become the one-boundary torus wormhole described
in [166]. To make a (3, 0) wormhole, the bulk geodesic connecting the fixed points of γ1
must not cross that connecting the fixed points of γ2, while they cross each other in the
(1, 1) wormhole construction.
To be definite, let us choose generators with




This ansatz still allows the freedom to vary the horizon lengths by tuning `1, `2, α. Then,
as we did in section 3.2.2, we could calculate the eigenvectors of the γi’s and analyze the
fixed points on the boundary in the hot limit, and those fixed points are also endpoints of




Figure B.1: The three-boundary wormhole in the hot limit under our alternative construc-
tion with α1 = −α2 = α, β1 = −β2 = β = π4 , where H1, H2 and H3 are the three horizons.
The fixed points of distinct generators become close to each other in this limit, but each
asymptotic region remains a finite size.
we take φ ∈ [0, 2π). As shown in figure B.1, in the hot limit the endpoints of H1 approach
φ = 3π/2 and φ = π, while the endpoints of H2 approach φ = 3π/2 and φ = 0, and
ethe ndpoints of H3 approach φ = 0 and φ = π. Recalling that H3 is generally described
by a pair of geodesics in the AdS3 covering space, we see that one of these geodesics still
shrinks to zero coordinate size along the boundary in this limit, though the other part of
H3 remains of finite size.
B.2 Minimal distance between horizons in the hot
limit
We now generalize (3.58) to the case of the rotating (3, 0) geometry. We focus on the dis-
tance d12 between H1 and H2 since it is the simplest in our representation of the geometry.
Due to the symmetry of the construction, the point on H1 that is closest to H2 sits at
the origin of global coordinates. Furthermore, if the point on H2 that is closest to H1 has
coordinates (tm, rm, φm), then tm = 0 by left-right symmetry (see figure 3.6b) and we can
set the angular coordinate such that φm = 0. Recall that any geodesic in AdS3 can be
viewed as the intersection of a plane in the embedding space (3.2) that passes through the
origin with the hyperboloid of AdS3. The idea here is to find the two vectors that span the
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plane defining H2, then use them to find rm. Using the geodesic distance equation (3.10),
we can then find d12.
Suppose that the left and right corners of the diamond ofH2 have coordinates (−t0,−φ0)
and (t0, φ0), respectively, at the boundary. Using (3.36) and (3.35), it is straightforward
to show that
t0 = tan
−1 e−α − tan−1 e−α̃ (B.8)
φ0 = tan
−1 e−α + tan−1 e−α̃. (B.9)
Then, in embedding space, the vectors ~vi = (Xi, Yi, Ui, Vi) that point from the origin to
the points (−t0,−φ0) and (t0, φ0) at the boundary can be found using (3.3) to be
~vL = (cosφ0,− sinφ0, cos t0,− sin t0) and ~vR = (cosφ0, sinφ0, cos t0, sin t0) . (B.10)








The matrix representation of (0, rm, 0) is
pm =
( √
1 + r2m + rm 0
0
√
1 + r2m − rm,
)
(B.12)
So, using (3.10), the minimal distance between H1 and H2 is the geodesic distance between

























which implies that α, α̃ ≥ 0. As a consistency check, note that in the non-rotating case
where `i = ˜̀i, we have
α = α̃⇒ d12 = α, (B.16)
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which is precisely (3.59) as quoted in section 3.2.4. Other minimal geodesic distances (i.e.
d23 and d13) can be obtained from (B.15) by simple permutations. This completes our
generalization of the minimal geodesic distance equation to the rotating case. That the
angular domain Dφ over which d12 is exponentially small is also large compared with the
AdS length scale in the rotating case follows from the same analysis as in [161] through an
appropriate choice of the Cauchy slice on which the distance is calculated.
B.2.1 The large horizon limit near extremality
This is the limit where
`i →∞ and ˜̀i → 0 ⇔ hi →∞ and TH,i → 0. (B.17)
From (B.15), it is easy to see that the above requires
α→ 0 and α̃→∞ ⇒ dij →∞. (B.18)
This shows that the minimal geodesic distance between the horizons in the extremal
limit will diverge. In particular, one can show that the divergence is logarithmic dij ∼
log (2/πTH) +O (T 2H). Note however that the hot limit studied in chapter 3 instead yields
`i →∞ and ˜̀i →∞ ⇔ hi →∞ and TH,i →∞, (B.19)
implying that
α→ 0 and α̃→ 0 ⇒ dij → 0. (B.20)
Thus our hot limit implies large horizons, but near extremality large horizons do not imply
a hot limit. It also shows that the exponentially small local causal shadow region exists
only in the hot limit where α and α̃ are both small.
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