In multicriteria optimization, several objective functions, conflicting with each other, have to be minimized simultaneously. We propose a new efficient method for approximating the solution set of a multiobjective programming problem, where the objective functions involved are arbitary convex functions and the set of feasible points is convex. The method is based on generating warm-start points for an efficient interior-point algorithm, while the approximation computed consists of a finite set of discrete points. Complexity results for the method proposed are derived. It turns out that the number of operations per point decreases when the number of points generated for the approximation increases.
Introduction
In multicriteria optimization, several conflicting objective functions have to be minimized simultaneously. Applications for this problem type are abound, see, e. g., [14, 17, 9, 21] and the references contained therein. In general, no single point will minimize all of the several objective functions at once. For this reason, a feasible point is defined as optimal if there does not exist a different feasible point with the same or smaller objective function values such that there is a strict decrease in at least one objective function value. As a consequence, different optimal points of a multicriteria problem will be incomparable to each other in terms of the order defined above. Due to this, no single point can represent the whole solution set, which will usually be quite large. Therefore, it is important to gain as much information as possible about the solution set of a given problem, preferably by constructing a well-defined approximation to it. This is the subject of this paper.
The necessity for a strategy like the one outlined above was also observed by various other authors, see, e. g., Benson and Sayın [1] , Das and Dennis [6, 5] , Hillermeier [17] , Fliege and Heseler [9] , or by Fliege [8] and the references contained therein. However, only in [9] the method under consideration is subject to a worst-case analysis with respect to its computational complexity. Berkelaar et al. [2, 3] propose a basis identification algorithm based on interior-point methodology for convex quadratic bicriteria optimization problems. These results where further generalized by Hadigheh et al. [13] . However, since these algorithms compute combinatorial information of all optimal bases of the solutions, it is not clear if they are computationally or theoretically efficient.
Convex Multiobjective Optimization

The Problem
Let there be given n > 1 convex objective functions
as well as a feasible set G ⊆ IR m . We are interested in minimizing simultaneously the functions f i on the set G in a sense to be specified as follows. We have to define the notion of a solution to the given multicriteria problem. We do this by defining minimal elements of an arbitrary set in the image space. for at least one k ∈ {1, 2, . . . , n}.
The set of all efficient points of the set M is called the efficient set E(M ).
Define the function f : G −→ IR n by f = (f 1 , . . . , f n ) . With the definition above, it becomes clear that in multicriteria optimization we are in search for the whole set E(f (G)) and, obviously, for the corresponding set of optimal decision variables f −1 (E(f (G))). Now note that two efficient points f (x (1) ), f (x (2) ) ∈ E(f (G)) (x (1) , x (2) ∈ G) with f (x (1) ) = f (x (2) ) are incomparable to each other. By their very nature of being efficient, there exist two indices i, j ∈ {1, . . . , n} such that f i (x (1) ) < f i (x (2) ) and f j (x (2) ) < f j (x (1) ). Therefore, just one efficient point can hardly capture the possible optimal alternatives we face when solving a multicriteria optimization problem. This shows that human decision makers need information about the whole set E(f (G)).
In what follows, we assume that G is compact, convex, and G = ∅.
Scalarization
It is well-known that we can find a point close to E(f (G)) of the multicriteria problem specified above by solving the single-objective optimization problem
with z ∈ Z an arbitrary weight vector from the set
This approach is often called scalarization. (For a discussion of this and other scalarization techniques see e. g. [12, 20, 17, 8] .) Indeed, defining the set of properly efficient points P by
it can be shown [10, 26] that
holds. Here, cl(·) is the closure operator. In fact, this result holds for arbitrary functions f : G −→ IR n as long as the set f (G) + IR n + is closed and convex. Since we can not distinguish numerically between a set and its closure, we can therefore replace E by P in all applications involving convex functions. However, with the scalarization above, the optimal value function ϕ : z −→ arg min{ z, f (x) | x ∈ G}
is set-valued and in general not continuous in any sense. It has recently been shown that this effect does not occur when one does not use a linear objective function as above (linear scalarization) but a quadratic one (quadratic scalarization) in the sense of
see [8] . As usual, diag(z) is the diagonal matrix in IR n×n with the vector z ∈ IR n on its main diagonal. Indeed, if f (G) ⊂ int(IR n + ) (a very weak assumption), we have that
holds and the optimal value function
is locally Lipshitz-continuous, see [8] . For more details about different scalarization techniques, the reader is referred to [8, 17, 4, 7] . Introducing artificial variables, we see that we have to consider an infinite family of scalar problems of the form minimize z, t subject to
Accordingly, we can assume that the objective function f : G −→ IR of the scalarized problem is linear or strictly convex quadratic and the set of feasible points is fixed, i. e. independent of the parameterization. This is an important simplification in order to employ interior-point methods, since quadratic objective functions are 0-compatible with selfconcordant barrier functions [22] and constant sets of feasible points reduce the amount of work needed to find strictly feasible starting points.
Of course, in applications we have to content ourselves with a finite subsetZ ⊂ Z from which we have to choose our weight vectors. This will lead to a discrete approximation of the set of efficient points. However, it has been observed [9] that an a priori discretization of the set of weights Z will usually result in a waste of a large amount of computational effort, since it is not a priori clear in which part of the weight space a finer discretization (i. e. a finer grid) is necessary. Basically, we want to use more parameters in those regions of the parameter space where weight vectors which are close together result in efficient points whose images in the image space IR n are far apart from each other. Furthermore, to save work when computing some additional efficient points (i. e. when solving some additional, new optimization problems), we propose to use a warm-start strategy. With such a strategy, points from the iteration history of scalar problems already solved are used as starting points for the optimization problems currently under consideration. The rest of this paper is as follows: in Section 3, the standard primal path-following interior-point algorithm as presented in [22] is rehearsed in short. It turns out that the first stage of the algorithm (the construction of a point close to the "center" of the set of feasible points) can be used without any modification in a multicriteria framework. In Section 4, an algorithm is presented in which two scalar programs with linear objective functions are solved simultaneously by way of an adapted interior-point technique. Moreover, an efficiency estimate will elucidate the dependence of the number of steps of the algorithm on the perturbation size. The corresponding algorithmic technique will be generalized to scalar programs with quadratic objective functions in Section 5 and to arbitrary smooth convex scalar programs in Section 6. In Section 7, bicriteria problems are considered, and a general algorithm based on a refinement strategy in the parameter space is proposed. It turns out that the theoretical complexity of this algorithm is lower than the naïve approach of using a prespecified number of parameter values to achieve a certain density of approximation in the image space IR n of the multicriteria optimization problem considered. Finally, the results from Section 7 are extended to the case of more than two criteria in Section 8. There, a general algorithm for approximating the set of efficient points of a smooth convex multicriteria optimization problem is discussed.
The Standard Primal Path-Following Interior-Point Algorithm
We recall in short the standard primal path-following algorithm presented by Nesterov and Nemirovskii [22, Chapter 3] . This is done not for the sake of completeness, but because several crucial details of this algorithm will be analyzed and adapted further on. Moreover, the notation used in the rest of this paper is introduced, together with some slight generalizations. For most of the proofs of the results presented here, the reader is referred to [22] .
The First Stage
Let G ⊆ IR m be a compact convex set with nonempty interior and F : int(G) −→ IR a selfconcordant barrier for G with self-concordancy parameter ϑ ≥ 1. Moreover, let f : G −→ be a β -compatible objective function. In a scalarized multicriteria setting, the discussion of the last section has shown that it makes sense to assume that f is linear or at most quadratic. We therefore assume β = 0. It is known that for compact sets G the Hessian ∇ 2 F (x) at an arbitrary point x ∈ int(G) is positive definite. This allows us to define for x ∈ int(G) the Newton decrement of F at x by
cmp. [22, p. 15-16] . Define the auxiliary function
In the standard path-following scheme, there is needed a 5-tuple
basically controlling the neighbourhood of the central path (to be defined below) used, such that the following system of inequalities holds:
see [22, p. 70] . These inequalities will be put to heavy use in Section 4, and it is therefore important to take a closer look at them. Indeed, (12) is equivalent to λ 3 ≤ 7/24, while (13) is equivalent to λ 2 < 37/192. Moreover, some simple calculations show that (14) is equivalent to
Due to > 37/192, (11) tells us that we can drop (14) . As a consequence, the system (10)- (14) can be simplified to
The first stage of the interior-point method starts at an arbitrary point y (0) ∈ int(G) and calculates an approximation y (j) to the unique minimizer of F such that the Newton decrement at y (j) is bounded by λ 2 , i. e.
In these iterations, only standard Newton steps for the function F are performed. The number of iterations j needed to achieve this is bounded from above by with respect to G. For lower bounds on this number, the reader is referred to [4] . Obviously, for large ϑ the leading term √ ϑ ln ϑ in the estimate above has the coefficient 1/(λ 1 − λ 1 ), so it makes sense to maximize λ 1 − λ 1 . Within the bounds given above, the maximum is taken at In a multicriteria setting, the computation of an approximation of the analytic center of G can be executed without any modification at all. If we do not have any further information on the parameters of the scalarization, no better starting point for minimizing the scalarized problems is at hand.
The Second Stage
In the second stage, we start at the just obtained x (0) := y (j) and follow the central path to a minimum of f by computing discrete approximations x (i) ∈ G (i ∈ IN) to this central path.
More precisely, we consider the function
as well as the central path
and compute parameter values t(i) > 0 with lim i→∞ t(i) = ∞ as well as
The parameter t plays the role of the barrier parameter and is increased in each step. The generated sequence (x (i) ) i∈IN is a discrete approximation to the central path of the problem considered. The sequence of barrier parameters can be defined by
We will take a look at the derivation of this rule in Lemma 3.4. Of course, an initialization t(1) of the sequence is needed. A proper way for initializing this starting value is discussed now.
For a given x ∈ int(G), define the norm · x,F by
is positive definite.) With this norm, the Dikin ellipsoid of F centered at x ∈ int(G) with radius r is defined by
One of the most useful relations with respect to this ellipsoid is
for all x ∈ int(G), see [22, Proposition 2.3.2] . In fact, it can be shown [24] that selfconcordancy of the function F is equivalent to this inclusion and just one further inequality which we will use to proof Lemma 3.2 below. As usual, the dual norm to · x,F will be denoted by ·
The following lemmas contain some simple generalizations of known results. Since these results are crucial in the following derivations, the most important proofs are given for the sake of completeness. Lemma 3.1 Let there be given x ∈ int(G), µ > λ(F, x), and t ≥ 0 with
Proof: This is a slight generalization of what is shown in the proof of [22, Proposition 3.2.4] . 2
As a consequence, with µ = λ 3 > λ 2 ≥ λ(F, x (0) ), a sufficiently small t(1) can always be used to start with the path-following method. The denominator of the estimate for t in Lemma 3.1 can be estimated itself. This is the purpose of the next two lemmas.
Lemma 3.2
Let there be given x ∈ int(G) with λ(F, x) ≤ δ < 1/3 and r := ω(δ)/(1 − ω(δ)) < 1/3. Denote the minimum of F by y . Then
for all τ ≥ 0.
Proof: According to [ 
which means x ∈ W (y, r). Due to Theorem 2.1.1 from [22] , it follows that
from which the result follows. 2
Lemma 3.3 Let there be given
Denote the minimum of F by y and let p ∈ IR m be a subgradient of a convex
Proof:
Due to the subgradient inequality and Lemma 3.2, we have
One can easily get rid of f (x) in (24) by using
see again the proof of Lemma 3.2. Numerous simple bounds for p • x,F can be derived from this lemma. For example, using τ := (1 − r) 2 /2 and r < 1/3 leads to
which will be used in the next section. Likewise, τ := (1 − r)(1/2 − r) leads to
which, together with (25), leads to the bound for ∇f (x)
• x,F used in [22] . We now turn our attention to the efficiency of Newton's method applied to the function F t .
Lemma 3.4 Let there be given a 5-tuple
5 feasible for the system (15)- (19) , let x ∈ int(G) be given such that
holds, and define y by
Then y ∈ int(G) and
Proof: Due to (27), λ 3 < 2 − √ 3, and [22, Theorem 2.2.2], we have y ∈ int(G) as well as
2 . The result follows with (17). 2
As a consequence of this lemma, defining the sequence (x (i) ) i∈IN by the Newton-process (21) and the update rule (22) will lead to λ(F t(i) ,
all i ≥ 1, provided that the starting point generated during the first stage is used. More precisely, we need λ(F t(1) , x (0) ) < λ 3 and a starting value t(1) for the barrier parameter bounded by the right-hand side of the estimate in Lemma 3.1 with µ = λ 3 . It can be shown [22] that the number of iterations i needed to achieve an absolute accuracy of
, is bounded above by
where the auxiliary function ζ is defined with the help of the function ω by
(Note that (15) implies λ 3 = λ 3 .) We will call an x ∈ G satisfying (29) an ε-solution to the optimization problem at hand. The term ∇f (x (0) )
in this estimate can be bounded using one of the various estimates given after Lemma 3.3. All of these upper bounds have the form sup z∈W f (z) − f (x (0) ) with a suitable set W ⊆ G containing the minimum of F .
Note also that f (x (0) ) can be replaced by using (25) .
For large ϑ the leading term √ ϑ ln ϑ has the coefficient 1/(λ 3 − λ 3 ), and it makes sense to choose λ 3 = λ 1 and λ 3 = λ 1 , with λ 1 , λ 1 as above. It makes then sense to choose λ 2 = (λ 1 + λ 1 )/2 = 0.1586 . . ..
Solving Two Single-Criteria Programs with Linear Objective Functions: a Warm-Start Approach
Let c,ĉ ∈ IR m be given with c = 0 =ĉ and define δ := c −ĉ 2 > 0. Again, let G be a compact convex set with nonempty interior. Moreover, suppose that x 2 ≤ R holds for a number R > 0 and all x ∈ G. (This number will be used only in a subsequent theoretical analysis, but not in any algorithm to be presented below.) We are now interested in solving the two linear optimization problems
subject to
subject to x ∈ G.
Note that we do not yet want to consider the bicriteria program consisting of the two objective functions c, · and ĉ, · . This is the subject of Section 7. Right now, we consider two different single-criteria problems and we want to solve both of them. Again, note that the discussion in Subsection 2.2 has shown that we have to solve many single-criteria linear programs, not just two of them. We discuss here the case of exactly two for the sake of simplicity.
Since in general we can not solve an optimization problem exactly, we have to be content with an ε-solution to each of our problems in the sense of (29), where ε > 0 is our prespecified accuracy measure. Now let x ∈ G be an ε-solution to (31) and suppose that c 2 = ĉ 2 holds. Then a simple calculation shows that x is an (ε + 2δR)-solution to (32). As a consequence, for sufficiently small perturbations δ one may accept the approximative solution to the first problem as an approximative solution to the second one. The following discussion will lead to an efficient algorithm for arbitrary δ . The two objective functions given by f (x) = c, x as well asf (x) = ĉ, x are linear and therefore β -compatible with β = 0 for any self-concordant barrier. Now let F be such a self-concordant barrier for G with self-concordancy parameter ϑ. Obviously, we can compute an approximation x (0) to the analytic center of G in the sense of (20) first, before proceeding to approximate a solution to (31) or (32). To solve both problems, we might then start from x (0) to execute the second stage for the first problem, and then restart from x (0) to solve the second problem, again executing the second stage. This, however, means that we are "recycling" or "reusing" only the starting point to solve two different problems which are usually in close connection to each other, i. e. c−ĉ 2 = δ 1. Obviously, the O -constants in (30) get multiplied by a factor of 2, independently of the size of δ .
It will now be shown that we can recycle additional steps of the main stage, and how the number of reusable steps depends on δ . To this end, one of the feasible points close to the central path of the first problem that was generated while solving the first problem will be used as a warm-start point for the second problem.
Let there be given a 5-tuple (λ 1 , λ 1 , λ 2 , λ 3 , λ 3 ) feasible for the system (15)- (19) . Choose a sixth parameterλ 3 such that λ 3 <λ 3 holds and the 5-tuple (λ 1 , λ 1 , λ 2 ,λ 3 , λ 3 ) is feasible for (15)-(19), too. As an example, choose λ 1 = 0.193, λ 1 = (λ 1 /(1 − λ 1 )) 2 = 0.057 . . ., λ 2 = 0.150, λ 3 = 4/25 = 0.16, λ 3 = 1/9, andλ 3 = 1/4. Define the parameterized functions F t ,F t in the usual way, i. e.
When solving (32), we can simply replace f byf , i. e. F t byF t . Suppose that we try to solve (31) and (32) with the parameter tuple (λ 1 , λ 1 , λ 2 , λ 3 , λ 3 ), using x (0) as a starting point. According to Lemma 3.4, inequality (27) is sufficient for (28) if updates according to Newton's scheme are made, and we might therefore concentrate on (27) . The idea is now to use the points x (i) , computed as approximations to the central path of problem (31), as approximations to the central path of the problem (32). More precisely, the point x (i−1) will be used as an approximation to a point on the central path of problem (32) as long as
holds.
To start with this scheme, we need a starting point w := x (0) ∈ G and a barrier parameter value t(1) with λ(F t(1) , w) ≤ λ 3 as well as λ(F t(1) , w) ≤ λ 3 . According to Lemma 3.1, the value t(1) :
can be used as a starting value for both optimization problems. Then, (33) holds for i = 1. Assuming appropriate scaling of the objective functions, by (26) we clearly have
Suppose now that (33) does not hold for an i > 1, but that we still have that
close to the central path of the second problem, i. e. λ(F t(i−1) , x (i−2) ) <λ 3 . How is it now possible to obtain a pointx (i−2) for which
holds without too much work? (Especially, without running through the whole Stage 2 of the standard path-following algorithm again?) Inequality (36) means that (27) 
Therefore, if we make at least
Newton steps in the scheme to compute the y (j)
i−2 , we arrive at (36) by definingx
Obviously, this is a worst-case estimate, it may be the case that one needs fewer iterations.
We might envision these additional Newton steps as warm-start or corrector steps. (In the example with the numerical values of the λ-parameters given as above, we obtain k > 0.64 . . . as a sufficient condition for k , so we need just one corrector step and immediately
i−2 .) After the corresponding corrector steps, Stage 2 of the interior-point algorithm can be used on problem (32) as usual. In this case, we have saved the computations needed for the first i − 1 iterations (i. e. we have saved i Newton steps), and we need an additional amount of work of at most k iterations. The number of additional operations k , however, is independent of the size of the perturbation δ , since the points already generated are still relatively close to the central path of the second problem in the sense that λ(F t(i−1) , x (i−2) ) <λ 3 holds.
But how long does (33) hold, i. e. how long are we allowed to skip iterations to solve (32) while iterating to solve (31)? According to (23), we have
for all t > 0 and x ∈ int(G), because F t is self-concordant for all t > 0 (compare Proposition 3.2.2, Definition 3.1.1, and Definition 2.1.1 of [22] ). Since G is bounded,
is positive definite. Denote by µ 1 (x, t), . . . , µ n (x, t) the eigenvalues of ∇ 2 F t (x). Then, the inequality
(i = 1, . . . , n) holds, where R > 0 is, as above, a number with x 2 ≤ R for all x ∈ G. Obviously, this bound is independent of x and t. All this holds also if one replaces
. As a consequence, we have
where ∆x is the Newton step defined by ∇ 2 F (x)∆x = −∇F t (x). Consider now the case
2 ≤ 2R immediately follows. (This is a global, rather conservative estimate. What is important in what follows is that this estimate is independent of i.) Moreover, the largest eigenvalue of (∇ 2 F
t (x)) −1 is bounded above by 4R uniformly in x and t (see (39)), and λ(F t(i) , x (i−1) ) ≤ λ 3 holds for all i (see Lemma 3.4).
Therefore, the chain of equations above leads to
(recall δ = c −ĉ 2 ), which means that λ(F t(i) , x (i−1) ) <λ 3 holds as long as
holds. Therefore, we arrive at
The update rule for t(i) is (22), while t(1) is initialized as in (34). Solving for i yields
Note that in this estimate, the term ln ϑ does not appear. Define
and abbreviate the constant terms by
It is clear that we does not need to take a look at problem (32) for the first
iterations of the primal interior-point method applied to solve (31). Only after that we need to branch, i. e. take a look at two separate problems. (If the number above is less than zero, it is understood that branching is immediately necessary.) Note that this is a worst-case estimate, i. e. it may be the case that one is allowed to make more iterations before switching into a "parallel" process by branching. Moreover, if δ is replaced by, e. g., δ/2, the number of iterations we are allowed to execute before branching increases by O( √ ϑ). We will return to this observation in Section 7. (Using a larger value for K when defining t(1), like the one given in estimate (35), will increase the number of iterations in which (33) holds.)
Recall that ε > 0 is the prespecified solution accuracy that we want to obtain and suppose that
holds. (This just means that ε is "small" compared to the perturbation δ .) Taking the result obtained above together and considering (30), we see that
Newton-steps are needed instead of
Newton-steps in Stage 2 to achieve an accuracy of ε for both problems. The lower bound (43) just ensures that we have not obtained ε-accuracy before branching and there is still some work to do, and that therefore the estimate above on the number of steps is a nonnegative number. Instead of introducing (43) iterations. Obviously, substantial savings will take place if δ < 1/R. Again, note that this estimate is rather conservative, mainly due to the fact that the inequality
2 ≤ 2R has been used to derive (40). Note also that Stage I is still needed, though.
The following algorithm summarizes the main points of the scheme, and the next theorem restates the results found by the analysis above. 
(b) (Update barrier parameter compare (22) .)
6. (Compute index of branching step.)
(a) (Do a corrector Newton-step, compare (37).)
10. (Solve the second problem.) WHILE NOT stopping criterion for problem (32) fulfilled DO (a) (Do a Newton-step, compare (21) .) 
as well as
as well as 0 < εK < 1 holds. Then, the total number of Newton-steps in Steps 5-10 of Algorithm 4.1 needed to achieve ε-accuracy for both optimization problems is bounded above by
Note that the logarithm of the perturbation size, ln c −ĉ 2 , is added to inside the bracketed term! Accordingly, if c −ĉ 2 < 1, this logarithm is negative and a certain amount of work is saved due to the warm-start technique employed here.
Note also that the lower bound on the perturbation size δ = c−ĉ 2 in the theorem above was introduced just for convenience. For smaller δ it might be the case that the WHILE-loop in Step 10 is never executed.
We would like to remark here that the exact computation of the O -constants of the runtime behaviour of Algorithm 4.1, as done above, is, unfortunately, not "computational gymnastics" [25] , although we wished that this would be the case. It turns out that we need precise knowledge of these constants to equilibrate the amount of work necessary for solving a large number of optimization problems (and not just two of them) between different parts of a corresponding algorithm. This is the subject of Section 7.
Let us also stress that the number R enters the run-time estimate of the theorem, while it is not used in algorithm. No knowledge on G is needed other than boundedness and the fact we know a self-concordant barrier F for G.
The approach presented above uses only primal information and makes only few assumptions about the feasible set G. (Most importantly, that G is compact and that we know a self-concordant barrier for it.) If primal-dual algorithms are considered, care has to be taken with respect to the (strict) feasibility of the iterates considered. Indeed, if a primal objective function is perturbed, the perturbation shows up in the dual constraints, and it is not a priori clear how dual feasibility might be guaranteed. Up to now, only primal-dual schemes for problems with special structure, most notably with linear constraints and linear objective functions [28, 11] or convex-quadratic objective functions [9] have been considered.
Solving Two Single-Criteria Programs with Quadratic Objective Functions
Suppose now that we have given c,ĉ ∈ IR m as well as Q,Q ∈ IR m×m positive semidefinite.
Define δ c := c −ĉ 2 and δ Q := Q −Q . Again, let G be a compact convex set with nonempty interior such that there is given a number R > 0 with x 2 ≤ R for all x ∈ G. We are interested in solving the two quadratic optimization problems
subject to x ∈ G Both objective functions f (x) := c, x +(1/2) x, Qx andf (x) := ĉ, x +(1/2) x,Qx are β -compatible with β = 0 for any self-concordant barrier. Let F be such a selfconcordant barrier for G with self-concordancy parameter ϑ. Using the same strategy and notation as in the last section, we see that we need an estimate for t such that λ(F t , x) <λ 3 holds for all x ∈ int(G) with λ(F t , x) < λ 3 . By definition, we have
and due to t∇f (x) + ∇F (x) = t(∇f (x) − ∇f (x)) + ∇F t (x)) we arrive at
SinceF t is self-concordant, the eigenvalues of ∇ 2F t (x) are bounded below by 1/4R 2 . The estimate
immediately follows. Suppose that the sequence (x (i) ) i∈IN (x (i) ∈ G) is generated by the standard primal path-following algorithm applied to (45) with the barrier F . Write
Together with
and therefore
holds. Moreover, using (48) twice again leads to
which results in
By noting ∇f (47), (49), and (50), we arrive at
Accordingly, λ(F t , x) <λ 3 holds as long as we have
and solving for t yields
It is easy to see that (δ c + 2Rδ Q )/(δ c + 3Rδ Q ) 2 ≥ 1/(δ c + (9/2)Rδ Q ) holds. Therefore,
is sufficient for λ(F t , x) <λ 3 . Clearly, this estimate is a generalization of (40). In virtually the same way as in the last section, we conclude that
iterations of the primal interior-point method applied to solve problem (45) can be made before considering problem (46). Here,
Likewise,
Newton-steps are needed to solve both problems to ε-optimality. Note that with δ := max{δ c , δ Q } we have that
so, from the point of view of complexity theory, the situation is not worse than in the linear case. On the other hand, it has to be noted that the computation of the quantity λ(F t , x) needs as many operations as a Newton step for the functionF t . This is in stark contrast to the linear case, where ∇ 2 xF t (x) = ∇ 2 x F t (x) holds and it is therefore possible to reuse the factorization of the corresponding matrices. As such, as long as we do not want to fall back on heuristics to estimate the number of steps we are allowed to recycle, we have that at the present moment only the estimate (51) is available for saving unnecessary work during the course of solving two quadratic programs at once. For some heuristics useful in a primal-dual framework as well as computational experience with them, see [16, 9] .
Solving Two Single-Criteria Programs with General Objective Functions
It is easy to see that the ideas from the last section carry over to general case of two smooth convex objective functions f,f ∈ C 3 (G). Indeed, if uniform bounds δ 1 , δ 2 of the form
for all x ∈ G are known, the estimates (47), (49), and (50) immediately lead to
and an analysis similar to the one in the last two sections will lead to similar results, provided that the parameter needed in defining β -compatibility is used in the interior-point method in the standard way (cmp. (22) and [22, Chapter 3] ). This case, however, is of minor interest when discussing the use of interior-point methods for multicriteria problems, since the discussion in Subsection 2.2 has shown that parameterized linear or parameterized quadratic problems are sufficient for approximating the set of efficient points.
Solving Many Convex Programs "Simultaneously"
Suppose now that two cost vectors c 1 , c 2 ∈ IR m are given and that we want to solve "all" the problems with the set of feasible points G and with cost vectors c(µ) :
More precisely, we are in search for an approximation of the set
by a discrete set of points. This is exactly the situation in standard bicriteria optimization. In a standard approach, our task amounts to discretizing the parameter interval [ 0, 1] by a (prespecified) number of parameters µ i such that c(µ i ) − c(µ i+1 ) 2 ≤ δ holds with a prespecified accuracy measure δ ∈ ] 0, 1[. Under the assumption c 1 2 , c 2 2 ≤ 1 (made without loss of generality) we might use any discretization µ i of [ 0, 1] for which |µ i − µ i+1 | ≤ δ/2 holds. With this, we basically have to solve 2/δ different standard optimization problems with the same set of feasible points G.
In what follows, a numerical scheme is described that uses the ideas from the last section to approximate the set (53). First, a short run-down of the general idea is presented, before the actual algorithm is described and its complexity is analyzed.
The General Idea
Using the results from Section 4, we start by defining δ 0 := 1/2 and µ 0 := 1/2. In this way, instead of solving two problems "simultaneously", we execute Newton iterations for all problems with cost vectors c(µ) for which |µ − µ 0 | ≤ δ 0 holds (i. e. all problems we have to consider) up to the time when we have to "branch". (Not counting the ubiquitous Stage 1, this takes
Newton iterations, where
After that, a "branch" is needed to proceed. Define
1 := 1/4, and µ 
Newton-steps are made in each branch before the process stops and we have to branch again.) Then, define δ 2 := 1/8, µ
2 = 7/8, make 4k corrector steps, and repeat the scheme. This scheme of branching and refining will be used until we arrive at a stage N with δ N = 1/2 N +1 ≤ δ . Then, 1/δ N ≤ 1/δ different problems are considered and we can now solve them to ε-optimality in the standard way. The different parameters µ i , i = 1, . . . , 2 N +1 , considered after the final branching step define a δ -covering of the unit interval 
The Algorithm
The scheme presented in the last section can be described more formally by the following algorithm. Each problem is identified with its parameter µ ∈ [ 0, 1], and the central path of each of these problems is followed by the standard path-following method. With respect to bookkeeping, for each problem only one vector of variables x µ ∈ G and one barrier parameter t µ > 0 is needed. In what follows, the abbreviations
will be used. Within the algorithm, the discrete sets S(j) ⊂ [ 0, 1] represent the set of parameters which are considered as problem parameters in the path-following scheme.
Algorithm 7.1 (Approximating the Efficient Set of a Bicriteria Program)
1. Choose (λ 1 , λ 1 , λ 2 , λ 3 , λ 3 ) ∈ IR 5 feasible for the system (15)- (19) .
Chooseλ 3 ∈ IR such that λ 3 <λ 3 holds and such that (λ 1 , λ 1 , λ 2 ,λ 3 , λ 3 ) is feasible for (15)- (19), too.
2. Choose a discretization size 0 < δ < 1.
3. Compute a point x ∈ int(G) such that (20) 
, x µ ) <λ 3 AND NOT stopping criterion for problem with parameter µ fulfilled DO (Path following for the problem with parameter µ until branching is necessary.)
A. (Newton step)
B. (Update barrier parameter.)
(b) (Now x µ represents the point along the central path for the problem with parameter µ "as far away" from the analytic center x as possible.)
(Solve all problems in S(j) to the accuracy specified.)
(b) WHILE NOT stopping criterion for problem with parameter µ fulfilled DO i. (Newton step)
ii. (Update barrier parameter.)
Analysis
As usual, define The number of times the WHILE-loop of Step 6 is executed is given by
The total number of all elements in all sets S(j) considered, i. e. the number of branches made is
As a consequence, the total number of corrector steps in Step 6 (a) (i) is at most k(1/δ − 1), where k is the constant given by (38). An additional number of at most kS(N ) ≤ k/δ corrector steps is executed in Step 7 (a). Therefore, the total number of corrector steps executed by the algorithm is bounded above by 2k/δ − k .
Assume now in what follows that with respect to the amount of work done the worst case occurs, i. e. the stopping criterion of the WHILE-loop of Step 6 (a) ii is fulfilled as soon as possible. Then, the smallest possible number of Newton steps has been executed since the last branch. According to the analysis in Section 4 (see especially (42)), there will be
Newton steps made before the first branch occurs. Now let j ∈ {1, . . . , N − 1}. Since δ(j) was replaced by δ(j − 1)/2 in previous execution of the WHILE-loop of Step 6, it is clear by the estimate (42) on the number of steps saved that at most
Newton-steps are executed for each problem considered before branching occurs again.
(With the asymptotically optimal (for large ϑ) values for λ 3 and λ 3 given on p. 11, the bracketed number is approximatively 4.922(0.229 + √ ϑ) ≥ 6.050.) This number has to be multiplied with the number of problems considered during this run through the WHILE-loop of Step 6 of Algorithm 7.1, which is 2 j . Using the same estimate as above, the total number of Newton steps made in the WHILE-loop of Step 6 after the first branch is bounded above by
Therefore, in the worst case the total number of Newton steps executed in Step 6 and 7 (a) is at most
But after the execution of Step 7 (a), we have -for each of the S(N ) = 2 N < 1/δ different single-criterion problems now considered-found a point close to its central path as if we had made at least
Newton steps in Stage 2 of the standard primal path-following algorithm. Now suppose that an accuracy measure ε > 0 is specified for all problems considered. By assuming
and using the estimate above as well as (30), we see that we need at most ln(1/δ) ln 2 (55)
further Newton steps for each of the problems considered to solve it to ε-optimality, which is exactly what is done in Step 7 (b) of Algorithm 7.1. The lower bound on δ was introduced for the same reasons as in Section 4: it is convenient to assume that none of the problems considered is already solved to ε-accuracy in Step 6 of our algorithm. If this assumption is not satisfied, the algorithm will be even faster. Multiplying (55) by 1/δ and adding the result to the actual number of Newton steps already made (see (54)), we see that we need in total at most
(C 1 , C 2 suitable constants depending only on λ 1 , λ 1 , λ 2 , λ 3 , λ 3 ,λ 3 ) Newton iterations to solve all problems considered to ε-optimality. Note that, due to ϑ ≥ 1, (15), and (17),
Moreover, if the asymptotically optimal (for large ϑ) values for the λ-parameters are used, the (ln δ)/δ -term from above has approximatively the form (7.102( √ ϑ + 0.229) − 1.442) ln δ δ and is therefore negative as long as δ < 1. As a consequence, we can drop the term ln(1/δ)/δ ln 2 in the estimate above completely by re-adjusting the constant C 1 .
We summarize our findings in the next theorem. 
where the O -constant depends on λ 1 , λ 1 , λ 2 , λ 3 , λ 3 ,λ 3 .
Note that the term "+ ln δ " in the complexity estimate above is not a typo! Indeed, the sum of logarithms in this estimate decreases if δ decreases. This reflects the nature of Algorithm 7.1, in which information from one scalar problem can be more easily put to use while solving other problems when the perturbation size δ decreases. Of course, the overall factor 1/δ increases with decreasing δ , and this is as it should be: the output size of Algorithm 7.1 is O(1/δ) points.
In contrast to this, the standard approach consists of solving each problem by starting from the same starting point (the approximation to the analytic center) without reusing any information. This strategy needs
Newton steps. Clearly, for δ small enough, the proposed method has a higher efficiency. Note that in each step of the algorithm, each of the points x µ is anε-solution to the problem parameterized by µ, whereε > 0 is an accuracy measure implicitly defined by the number of Newton steps already made. More precisely, if i is the number of Newton steps made, thenε = O(ϑ/ exp(i/ √ ϑ)) is the accuracy achieved. We have chosen here a branching into two different branches. Due to this, the δ -covering of the parameter set [ 0, 1] is refined in each step to a δ/2-covering, multiplying the number of parameters to be considered by a factor of 2. Clearly, other branching schemes can also be used, in which a δ -covering is refined to a δ/ -covering, > 2.
More than Two Criteria
Consider the case in which n > 2 criteria are given. It is rather easy to adapt the algorithm described in Section 7.2 to this general case. However, we need to discretize the (n − 1)-dimensional set Z (see (3)), which is computationally a nontrivial task. Moreover, it has already been mentioned in the introduction that we will not get rid of the factor O(1/δ n−1 )
in the computational complexity of any algorithm considered. Therefore, instead of pursuing further theoretical run-time estimates, some discussion about proper implementation strategies for the scheme presented are in order. The main question that we have to answer is: how do we discretize the set Z ?
Voronoi-Tesselations
Let µ denote the coordinates of a parameterization of Z . Usually, µ ∈ IR n−1 . Let z(µ) ∈ Z be the element of Z parameterized by µ and define
We can start with one parameter µ and define δ(0) := sup z∈Z z − z(µ) 2 . Again, the set S = S(j) denotes the set of parameters µ which are considered as problem parameters in the path-following scheme. This set induces a Voronoi-tesselation (V µ ) µ∈S of Z . Now, the variable x µ ∈ G (µ ∈ S ) is supposed to represent the solution to all problems in the Voronoi cell V µ . Therefore, the stopping criterion of the WHILE-loop in Step 6 (a) ii has to be adapted to 6 (a) ii. WHILE λ(F ν tµ , x µ ) <λ 3 for all ν ∈ V µ AND NOT stopping criterion for problem with parameter µ fulfilled DO Moreover, the set S has to be refined in Step 6 (d) according to some strategy, i. e. points have to be added or at least one point has to be replaced by two or more points. If a standard Cartesian grid is used, we arrive at similar complexity estimates as their counterparts which have been derived in Section 7.3.
However, this algorithmic concept is rather problematic, since it is in no way clear how the abovementioned stopping criterion can be implemented in an efficient way, given that we have to compute (or rather update) Voronoi-tesselations in IR n−1 . Therefore, different strategies, not necessarily based on Voronoi diagrams might be in order.
Decomposition-based Strategies
A more feasible strategy is to decouple the point z(µ) from the subset of the parameter set which it represents. To this end, let the set S = S(j) consist of pairs (z(µ), S µ ) with z(µ) ∈ S µ ⊆ Z such that the finite family (S µ ) µ defines a decomposition of Z . Clearly, Voronoi tesselations are a special case, but the additional degrees of freedom imposed by the possibility of choosing z(µ) ∈ S µ arbitrarily as well as choosing the geometry of the decomposition has some distinct advantages. For example, we might choose an arbitrary refinement of the sets S µ when replacing S(j) by S(j +1). The most simple example would be to start with S(0) = {((1/n)e, Z)} and to use simplicial refinements only. Techniques for refining simplicial decompositions are well developed, see, e. g. [19, 18, 27] . Whenever a set S µ which is part of a decomposition of Z is polyhedral, Step 6 (a) ii can be replaced by 6 (a) ii. WHILE λ(F ν tµ , x µ ) <λ 3 for all vertices ν of S µ AND NOT stopping criterion for problem with parameter µ fulfilled DO , a formulation which has obvious advantages for simplices S µ .
Adaptive Grids
The strategies discussed in Section 8.1 and 8.2 both have their merits when we try to discretize the parameter set Z up to a certain discretization size. (Which can be measured, e. g., by max Sµ diam(S µ ), the maximal diameter of the sets considered.) However, we have to keep in mind that the ultimate goal is not a discretization of Z , but of E(f (G)). The only interconnection between Z and E(f (G)) is the function ϕ resp. ψ , see (6) resp. (7). Therefore, an estimate of the quality of a discrete approximation of E(f (G)) should not be based on the quality of a discretization of Z (which is a trivial problem). Instead, a bad discretization of P (f (G)) (see (4) and (5)) should be refined locally wherever the quality is worst, thereby inducing a further refinement of the given discretization of Z .
One possibility to achieve this is to note that usually E(f (G)) ⊆ bd(f (G)) holds [12, Satz 2.9], i. e. the set of efficient points has at most the same dimension as Z , and that therefore a simplicial decomposition of E(f (G)) is in order. For example, let (Ŝ i ) i be a triangulation of a surface in IR n such that all images of vertices f (ϕ(z j )) of this triangulation lie in E(f (G)). Moreover, let there be given a topologically equivalent triangulation of the preimages z j in Z . This triangulation in Z induces a one-to-one relation between the set of n − 1-dimensional simplices (Ŝ i ) i and a corresponding set of n − 1-dimensional simplices (S i ) i in Z . With this, one example of the refinement step is Denoting by vol n−1 the n − 1-dimensional Lebesgue measure of a set, we see that max i vol n−1 (Ŝ i ) is a global accuracy measure for the approximation to E(f (G) just constructed, and this measure is monotonically decreasing as the algorithm proceeds.
A simplicial approximation of E(f (G)) has advantages with respect to a visualization of the approximation. Two possibilities are immediately at hand. First, each discrete point computed lying in E(f (G)) can be represented by a point in the plane. These planar points can then be connected according to the edge structure of the decomposition. The second method computes the dual representation of the graph computed by the first method. There, every simplex of the approximation of E(f (G)) is represented by a point in the plane, and these points are then connected according to the neighborhood structure of the simplices. Both graph representations are minimal in the sense that each vertex of the computed graph is connected to exactly n other vertices, and both representations map a neighborhood structure in the set E(f (G)) onto edges of a graph.
Computational experiences with such a scheme will be presented in a forthcoming paper [15] .
