Abstract: With the help of prioritised polling token and a local synchronisation scheme, this study proposes a quality of service (QoS)-guaranteed scheduling algorithm. It works based on distributed intelligence and schedules both intra-cluster and intercluster connections in a cluster-based multihop wireless ad hoc sensor network. Theoretical analyses are employed to derive the bounds for the jitter and delay of each intra-cluster and inter-cluster connection. Based on the obtained jitter bounds and delay bounds, a connection admission control scheme is proposed as the admission criterion for each newly requested connection. Both numerical and simulation results show that by taking the advantages of proposed polling-based QoS scheduling algorithm and the connection admission control jointly, the QoS requirements of all admitted intra-cluster and inter-cluster connections are guaranteed.
Introduction
The diverse applications of wireless ad hoc sensor networks have attracted a lot of attention in research community [1 -3] . Wireless ad hoc sensor networks can operate without fixed infrastructures and messages exchanged in the networks are hop-by-hop forwarded to the destinations. As a consequence, scheduling of QoS traffic across wireless ad hoc sensor networks is much more challenging than that in conventional communication networks. Two of the most serious challenges include the design of network architecture and synchronisation schemes.
In general, wireless ad hoc sensor networks can be classified into flat and hierarchical architectures. In a flat network architecture, as shown in Fig. 1a , nodes have the same capabilities and peer-to-peer communications are used. In an hierarchical network architecture as shown in Fig. 1b , all nodes are organised into sets of clusters, each of which is controlled by a local controller called cluster head (CH). It is noted that a node through which the traffic can be routed to the other clusters is regarded as a gateway (GW). Neither CH nor GW can be regarded as an ordinary node. In those architectures as shown in Fig. 1b , a virtual backbone can be used to connect CHs and GWs. The synchronisation schemes employed in wireless ad hoc sensor networks, in general, can be categorised into global (or absolute) synchronisation and local (or relative) synchronisation. In the global synchronisation scheme, there exists a centralised synchronisation source node with a time reference (e.g. the global positioning system or GPS) to provide synchronisation information to all nodes in the wireless ad hoc sensor network. The global synchronisation scheme is widely used in the ad hoc sensor networks to provide temporal reference for real time applications. In the local synchronisation scheme, some nodes are selected as the local controllers to provide synchronisation reference to their neighbours to achieve the local synchronisation. A typical example of the use of the local synchronisation scheme is the Bluetooth technology [3] .
Various forwarding techniques were developed based on particular network architectures and synchronisation schemes. In a flat network architecture with global synchronisation schemes, the time division multiple access (TDMA)-based access approach can be implemented. For example, the node scheduling schemes [4] [5] [6] [7] and the link scheduling schemes [8] [9] [10] were proposed to achieve conflict-free scheduling in order to maximise system throughput. On the contrary, if an hierarchical network architecture with local synchronisation schemes is used, a clustering algorithm as reported in [11, 12] can be used to organise all wireless nodes into sets of clusters as shown in Fig. 1b . In this case, each CH has to maintain the synchronisation of the cluster it controls, and each GW must schedule its rendezvous window with each connected cluster, so that packets can be exchanged among different clusters [13 -15] . However, the problem to design a conflict-free transmission schedule with a maximised throughput has been shown to be an NP-complete problem [6] and the problem to construct a minimum frame length schedule is also an NP-complete problem [7] . Owing to the broadcasting nature, any topology updates to all nodes may consume a great deal of network bandwidth, and the requirement for a centralised synchronisation source is usually not realistic. The use of a global synchronisation scheme over a flat network architecture is not a feasible choice to design a multihop wireless ad hoc sensor network. Thus, employing a local synchronisation scheme in an hierarchical network architecture is a solution to us. In this paper, we develop a polling-based QoS-guaranteed scheduling algorithm for cluster-wise multihop wireless ad hoc sensor networks.
The rest of this paper can be outlined as follows. In Section 2, the related assumptions and models are introduced. Section 3 presents the proposed polling-based QoS-guaranteed multihop scheduling algorithm, and Section 4 analyses the single-hop delay, jitter performance and the end-to-end delay for intra-cluster and inter-cluster connections. Section 5 discusses the issues on the connection admission control and connection setup procedures. The numerical and simulation results are shown in Section 6, followed by Section 7 that concludes this paper.
Preliminaries
Since nodes in a wireless sensor network are deployed randomly within a service area, the network connectivity [16 -20] can be regarded as one of the most important performance metrics to measure the applicability of a randomly deployed multihop wireless ad hoc sensor network. In our previous works [21] , we defined the criteria to measure and maintain the connectivity of a randomly deployed wireless ad hoc sensor network. It was assumed that a clustering algorithm [11, 12, 22] is used to organise wireless nodes into sets of clusters as shown in Fig. 1b . As there is no global synchronisation source for nodes to synchronise with each other, the nodes in each cluster should be synchronised with their corresponding CHs. In this way, a local synchronisation is achieved within each cluster and this is regarded to as a local synchronisation scheme. Since a GW needs to forward packets amongst connected clusters, it is assumed that the GW has the synchronisation information of each connected cluster. In this cluster-based multihop wireless ad hoc sensor network, each intra-cluster packet exchange should go through the CH even though there exists a direct link between the source node and the intended destination node. For the inter-cluster connections, through a virtual backbone shown in Fig. 1b , packets are exchanged consecutively between CHs and GWs. Thus, for each CH and GW that intracluster connection or inter-cluster connection traverses, all received packets will be stored in a ready-to-transmit buffer (RTTB), waiting for being forwarded to the next node. Furthermore, we assume that there exists a multihop routing protocol to provide the route between the source and destination nodes, and the node mobility is not so fast such that flooding or broadcasting is the only feasible way to achieve routing and multihop communications.
Traffic models
Based on this cluster-based network architecture, two types of connections are defined. A connection whose source and destination nodes are in the same cluster is defined as an intra-cluster connection. On the contrary, a connection whose source and destination nodes are located in different clusters is defined as an inter-cluster connection. The traffic sources are classified into constant bit rate (CBR), variable bit rate (VBR) and available bit rate (ABR). The characteristics of the traffic sources are summarised as follows.
A CBR source i is modelled by (r CBR i
, j i ), where r CBR i is the average packet generation rate and j i is the maximum tolerable jitter. Each of the newly generated intra-cluster CBR packets will be stored in a RTTB waiting for being transmitted to the corresponding CH. The jitter is defined as the difference between the time instant of two consecutive packet departures and the time instant of two consecutive packet arrivals. Besides, we assume j i , 1/r CBR i , so that each CBR packet is served before the next arrival. In other words, at most only one packet (or PT) will be stored in the RTTB. 2. A VBR source i is modelled by (r
is the average packet generation rate, b i is the maximum burstiness, and d i is the maximum tolerable delay. At the source node of the ith VBR source, a (r VBR i ,b i ) leaky bucket is used to regulate the VBR source, where r VBR i and b i are the token generation rate and the token buffer size of the leaky bucket, respectively. Each VBR packet output from the leaky bucket is then stored in its local RTTB, waiting for being transmitted to the CH. The delay of a VBR packet is defined as the difference between the time when it arrives at the receiver and the time when it arrives at the RTTB of the sender. Another VBR regulation technique as discussed in [23] and [24] is to locate the leaky bucket at the CH. However, because CH has no knowledge about the arrival process of the VBR source, a separate signaling channel or extra state transition must be used to obtain the arrival process.
3. An ABR source is considered as a Poisson process. The ABR sources have neither jitter constraint nor delay constraint. The ABR sources share the remaining bandwidth fairly and efficiently among all admitted connections. It is noted that all connection setup request packets are regarded as ABR packets.
In this paper, all three types of traffic sources mentioned above (i.e. CBR, VBR and ABR) are used to setup the intra-cluster connections. However, in order to simplify our analyses, only CBR sources are used to establish the intercluster connections.
System model
The system model is established based mainly on a clusterbased network hierarchy. The CHs in the cluster-based network hierarchy are categorised into three different types, that is, home CH (HCH), destination CH (DCH) and visiting CH (VCH). The HCH is the CH of the cluster where a connection is originated. The DCH is the CH of the cluster where the connection is terminated. In addition to HCH and DCH, each CH that a connection traverses is regarded to as VCH. For example, consider a cluster-based multihop wireless ad hoc network with seven cluster heads, CH 1 , CH 2 , . . . , CH 7 , connected by two GWs: GW 1 and GW 2 , as shown in Fig. 2 . Within this network, there are five intercluster connections with their connection identifiers being A, B, C, D and E, respectively. The route for inter-cluster connection A is CH 3 GW 2 CH 2 GW 1 CH 1 . Thus, CH 3 is the HCH, CH 2 is the VCH, and CH 1 is the DCH.
Classification of polling tokens (PTs):
The operation of the proposed QoS guaranteed scheduling algorithm proceeds based on PTs that are generated and stored in the polling token buffers (PTBs) of each CH and GW that a connection traverses. The PT generation rate follows the average packet generation rate of the corresponding traffic source. In other words, for any connection, packet and PT are generated simultaneously. As shown in Fig. 3 , depending on the types of the connections, PTs are first classified into inter-cluster PTs and intra-cluster PTs. The inter-cluster PTs are then classified further into home tokens (HTs), remote tokens (RTs) and virtual tokens (VTs). The HTs and RTs are generated and stored in the PTBs of the CHs and GWs that an inter-cluster connection traverses, respectively. Either HT or RT consists of incoming PT and outgoing PT pair, that is, I_HT/O_HT and I_RT/O_RT, respectively. The incoming PT in the CH/GW, that is, I_HT or I_RT, is used to represent an event that a packet in the upstream node is ready for entering to the CH/GW. The outgoing PT in the CH/GW, that is, O_HT or O_RT, is used to represent that a packet in the CH/GW is ready for outgoing to reach a downstream node.
As shown in Fig. 2 , each inter-cluster connection will pass through at least one GW. Thus, a GW has the complete information about traffic characteristics of all the intercluster connections passing through. Therefore GW can rendezvous with each connected cluster at a correct time to forward/receive inter-cluster connection packets to/from the downstream/upstream CHs. On the contrary, each CH only knows the traffic characteristics of the inter-cluster connections that pass through it. Thus, it is possible when a CH wants to forward an inter-cluster connection packet to a GW that is rendezvousing with the other connected CHs. In this case, the CH has to defer its packet forwarding until the GW is back. Unfortunately, because of the fact that only partial traffic characteristics of GW are known to the CH, the time for the CH to wait is unknown. This is unacceptable when QoS guarantee is of great importance. Thus, a special PT, or VT, is generated and stored in the PTB of the CH to emulate the availability of the corresponding GW. For example, for the four inter-cluster connections that pass through GW 1 as shown in Fig. 2 , there are VTs generated in CH 4 and CH 6 with respect to the inter-cluster connections A and C, VTs generated in CH 1 and CH 4 with respect to the inter-cluster connection B, and VTs generated in CH 2 and CH 6 with respect to the intercluster connection E. In addition to the inter-cluster PTs mentioned above, the intra-cluster PTs are classified into CBR PTs, VBR PTs and ABR PTs. As shown in Fig. 3 , similar to HT and RT, CBR PT and VBR PT also consist of incoming PT and outgoing PT pair, that is, I_CBR/ O_CBR and I_VBR/O_VBR. The PT generation rates of the inter-cluster and intra-cluster connections are equal to their corresponding packet generation rates as described in Section 2.2.
Priorities of PTs:
The aforementioned connections and PTs are served based on the following priorities. The PTs for intercluster connections are given higher priority than that for the intra-cluster connections. Priorities between PTs for different inter-cluster connections are given based on the maximum tolerable jitters of the inter-cluster connections. In other words, a PT that corresponds to the inter-cluster connection with a higher maximum tolerable jitter is given a lower priority to be served. Among the PTs for intra-cluster connections, the PTs for CBR sources are given the highest priority and the PTs for ABR sources are given the lowest priority. Finally, an incoming PT (I_HT, I_RT, I_CBR or I_VBR) is given a higher priority than an outgoing PT (O_HT, O_RT, O_CBR or O_VBR).
For example, in addition to the intra-cluster connections (they are not shown in Fig. 2 ), we assume that the priorities for the five inter-cluster connections shown in Fig. 2 are
Thus, the system model corresponding to Fig. 2 is illustrated in Fig. 4 . In this figure, HT-i, RT-i and VT-i represent the HT, RT and VT of the inter-cluster connection i, respectively. Besides, the incoming and outgoing PTs and the PTBs in each CH and GW are also depicted in this figure. However, the RTTBs in each CH and GW are not shown in this figure.
Polling-based qos guaranteed multihop scheduling
In this section, we propose a polling-based QoS guaranteed multihop scheduling algorithm that can schedule intra-cluster and inter-cluster connections at the same time jointly. According to the role of a particular node (CH or GW), a different algorithm is executed. The algorithm shown in Fig. 5 is executed at a CH to schedule packets of intra-cluster and inter-cluster connections based on the priorities. The algorithm shown in Fig. 6 is executed at a GW. The basic idea is that each GW either forwards packet between clusters or takes turn to rendezvous with each connected cluster.
Based on the techniques shown in [25, 26] , we will conduct the analyses for (i) the maximum jitter of a PT in the kth hop of an inter-cluster connection i, (ii) the maximum jitter of the kth intra-cluster CBR PT and (iii) the maximum delay of the kth intra-cluster VBR PT. As mentioned in Section 2, different types of PTBs are located in each CH and GW that a connection traverses, and they are arranged based on their priorities. Each PT in the PTB corresponds to a packet in the upstream/downstream node that is ready for being forwarded to the downstream/upstream node of the corresponding connection. Thus, we will analyse the delays and jitters of the PTs at each CH that a connection traverses. Let the time to send a poll, Hello, EOF and information packet be t poll , t Hello , t EOF and t packet , respectively. It is noted that in the text followed, the term 'packet' is used to represent 'information packet'. Let t ′ data be the time to send a packet in the first hop, that is, from the source node to the HCH or the last hop, that is, from the DCH to the destination node, of a connection. According to the algorithm in Fig. 5 , the packet is sent after Fig. 4 PTs and PTBs in each CH and GW corresponding to the five inter-cluster connections shown in Fig. 2 the source node or the destination node has received a poll from the HCH or DCH, respectively. Thus, t ′ data ¼ t poll + t packet . When a GW rendezvous with a CH, because of the local synchronisation between clusters, it is possible that the rendezvoused CH is busy in servicing packets of the other connections. In this case, the GW must suspend the transmission of a Hello packet and wait for the channel being sensed idle. Let t wait be the required waiting time in the worst case. Consider that at the instant that a GW rendezvous with a CH, the CH starts a packet transmission/reception of an inter-cluster connection. In this case, the GW has to wait for the CH to complete the ongoing packet transmission/reception. This waiting time in the worst case is t wait ¼ t Hello + t ′ data . After a packet is transmitted from the source node to HCH, the packet will then be hop-by-hop forwarded to the intended destination node. The packet transmission time in these intermediate hops is defined as t data and is the summation of the time for CH to receive a Hello from GW, the time to send a poll to GW, and the time to send a packet. In other words, the packet transmission time in these hops is t data ¼ t Hello + t ′ data . To simplify our derivations, PTs in the same CH with higher priorities than a considered PT are further categorised into four classes. The I_HT in the first hop and the O_RT in the last hop of an inter-cluster connection are regarded to as Class 1 PTs. In a CH-GW interface, if a pending O_HT-i or O_RT-i in the CH is followed by a pending VT-j, O_HT-j, I_RT-j or O_RT-j, where i = j, the pending O_HT-i or O_RT-i is regarded to as Class 2 PT. For example, in Fig. 4 , if the considered PT in CH 1 is O_HT-E, among all higher priority pending PTs in the CH 1 -GW 1 interface, O_HT-C is the Class 2 PT. Since VT is only used for representing the unavailability of the corresponding GW, a VT that satisfies one of the following two conditions is ignored in our analyses. (i) If a Class 1 PT is considered, all higher priority VTs located between this Class 1 PT and the last higher priority PT are ignored. For example, in Fig. 4 , when I_HT-C in CH 1 is considered, VT-B is ignored. (ii) If an I_RT in CH i corresponding to GW j is considered, all higher priority VTs in CH i that corresponds to GW k , where j = k, and is located between this considered I_RT and the last higher priority PT, are ignored. VTs that are not ignored are regarded to as Class 3 PTs. For example, when I_RT-C in CH 3 is considered, VT-B is regarded to as a Class 3 PT. The rest of PTs are regarded to as Class 4 PTs. We assume that the numbers of Class 1, Class 2, Class 3 and Class 4 PTs that are with higher priority than the considered PT are h 1 , h 2 , h 3 and h 4 , respectively. We also assume that the numbers of admitted CBR and VBR intra-cluster connections are N C and N V , respectively. Since each intra-cluster CBR or VBR connection contributes two PTs (I_CBR/O_CBR or I_VBR/O_VBR), there are totally 2N C CBR PTs and 2N V VBR PTs.
Theorem 1: Let X be the total bandwidth consumed by all PTs with higher priority than the considered PT. The maximum jitter of a PT in the kth hop of an inter-cluster connection i is
where
and r (j) m is the PT generation rate of the mth higher priority Class j PTs with respect to a marked PT.
Proof: Assume that a marked PT in the kth hop of an intercluster connection is generated at time 0, and the PT arrived before the marked PT is not served and departs right after its arrival. In this case, the maximum jitter can be obtained by computing the departure time of the marked PT in the worst case. Let us consider the case that on the arrival of the marked PT, the channel is busy in forwarding/receiving an inter-cluster connection packet. In the worst case, the marked PT has to wait for t data to complete this packet forwarding/receiving. After that, according to the priority, the marked PT must wait for the depletions of all pending higher priority PTs. The numbers of Classes 1, 2, 3 and 4 PTs with higher priority than the marked PT generated in the time j B. Note that in this case, O_RT-A in CH 2 is a Class 2 PT. Now, according to the service priority, GW 1 will first rendezvous with CH 2 and send a Hello to CH 2 . After receiving a Hello from GW 1 , a packet of inter-cluster connection A in CH 2 will be forwarded to GW 1 . Then, O_RT-A in CH 2 and I_RT-A in GW 1 will be removed. Now, I_RT-B in CH 2 and O_RT-A in GW 1 are the pending PTs with the highest priority. Since O_RT-A is the pending PT with the highest priority in GW 1 , GW 1 will rendezvous with CH 1 to forward packet of inter-cluster connection A. In this case, CH 2 has to suspend the service of I_RT-B until GW 1 completes the service for O_RT-A to CH 1 . Hence, from the point of view of pending I_RT-B in CH 2 , the time to serve a higher priority O_RT-A (or Class 2 PT) in CH 2 is equal to the time to serve two PTs (I_RT-A and O_RT-A) in GW 1 . As a result, the equivalent number of PTs for higher priority Class 2 PTs is doubled. Similar explanations are also applicable to Class 3 PTs. Therefore the maximum jitter of this marked PT is
Using the fact ⌈x⌉ ≤ x + 1 and t wait ¼ t data , we have
where X is defined in (2) . A Theorem 2: Let Y be the total bandwidth consumed by all higher priority inter-cluster Classes 1, 2, 3 and 4 PTs, and the first (k -1) intra-cluster CBR PTs. The maximum jitter of the kth intra-cluster CBR PT is
and r CBR ⌈m/2⌉ is the average CBR packet generation rate of the first ⌈m/2⌉th intra-cluster CBR connection.
Proof: Assume that a marked kth intra-cluster CBR PT (either I_CBR or O_CBR) is generated at time 0. The waiting time in the worst case for the marked kth intra-cluster CBR PT to access the channel consists of: (i) the waiting time for the channel to be idle, (ii) the packet transmission time to deplete all higher priority inter-cluster Classes 1, 2, 3 and 4 PTs, and (iii) the time to serve all the first (k -1) higher priority intra-cluster CBR PTs. Let the jitter bound of the kth intra-cluster CBR PT be j CBR k . Based on the service priority, the marked kth intra-cluster CBR PT must wait for the depletion of all higher priority PTs. First, the numbers of higher priority Classes 1, 2, 3 and 4 PTs generated in j 
CBR k ⌉, respectively. Next, we need to compute the number of higher priority intracluster CBR PTs generated in j CBR k . As mentioned earlier, each intra-cluster CBR connection generates I_CBR and O_CBR PTBs. But, only one of them has PT at any time. Hence, if the considered PT k is an even number (i.e. the kth PT is an O_CBR PT), the number of PTs in the (k -1)th PTB must be zero. In this case, among the first (k -1) higher priority CBR PTBs, the total number of PTBs with non-zero PTs is ⌊2(k 2 1)/2⌋ and the number of the first (k-1) intra-cluster CBR PTs generated in j ⌉. Therefore the maximum jitter for this considered kth intra-cluster CBR PT is
Again, because of the fact that we have ⌈x + 1⌉ ≤ x + 1 and t wait ¼ t data , the maximum jitter of the marked kth intracluster CBR PT is
where Y is defined in (5) . A It should be noted that in Section 2.1, we assumed that each CBR packet is served before the next arrival. In other words, the incoming PTB and outgoing PTB of an inter-cluster connection and intra-cluster CBR connection cannot have any pending PT at the same time. Hence, when computing the maximum jitter of an outgoing PT (O_HT, O_RT or O_CBR), the number of preceding incoming PTs (I_HT, I_RT or I_CBR) is zero.
Theorem 3: Let Z be the total bandwidth used by all higher priority inter-cluster Classes 1, 2, 3 and 4 PTs, all intra-cluster CBR PTs, and the first (k -1) higher priority intra-cluster VBR PTs. The maximum delay of the kth intra-cluster VBR PT is
and r VBR ⌈m/2⌉ denotes the average VBR packet generation rate of the first ⌈m/2⌉-th intra-cluster VBR connection, and p ⌈m/2⌉ is the time to generate the first VBR PT after the first ⌈m/2⌉-th intra-cluster VBR connection is established or the corresponding CH receives an EOF from the first ⌈m/2⌉-th intra-cluster VBR connection.
Proof: Owing to the service priority, we know that the kth VBR PT will receive service after (i) the channel is idle, (ii) all inter-cluster Classes 1, 2, 3 and 4 PTs, all 2N C intracluster CBR PTs, and all the first (k-1) higher priority intra-cluster VBR PTs have finished their services. The numbers of higher priority inter-cluster Classes 1, 2, 3 and 4 PTs, intra-cluster CBR PTs and intra-cluster VBR PTs generated in time (t 1 , t 2 ) are bounded by S 
respectively. Furthermore, we need to consider the number of EOF packets produced by polling an empty VBR RTTBs. This is upper bounded by S k−1 m=1 ⌈(t 2 − t 1 /p m )⌉. Let t empty be the required time to transmit an EOF packet and it is defined as t empty ¼ t poll + t EOF . Thus, given (i) the maximum residual time for the channel to complete the current transmission, (ii) the time to serve all inter-cluster PTs, (iii) the time to serve 2N C intra-cluster CBR PTs and (iv) the time to serve the first (k 2 1) higher priority intracluster VBR PTs, the available service time for the kth intra-cluster VBR PT during (t 1 , t 2 ), A k , (t 1 t 2 ), is
The number of PTs for the kth intra-cluster VBR generated in (t 1 , t 2 ) is upper bounded by r VBR ⌈k/2⌉ (t 1 , t 2 ) + b ⌈k/2⌉ + 1. Thus, the workload for the kth intra-cluster VBR PT in (t 1 , t 2 ) is (10) Let U k (t) be the unfinished workload for processing the kth intra-cluster VBR PT at time t, and assume that RTTB is empty at time 0, that is U k (0) ¼ 0. Since we presume the first intra-cluster VBR PT of an intra-cluster connection i is generated p i second after the connection is established, the unfinished workload of the kth intra-cluster VBR PT at time t is
Since the delay of the kth intra-cluster VBR PT that arrived at time t is equal to the minimum time required to finish the unfinished workload at time t. Thus, the delay is bounded by
It is noted that the offered load must be less than the system capacity, that is
t empty p ⌈m/2⌉ , 1 (13) Thus, we can obtain the delay bound for the kth intra-cluster VBR PT as (14) where Z was defined in (8) . A
Connection setup and admission control
In this section, we present the connection setup and admission control procedures for intra-cluster and inter-cluster connections. Since the connection setup request packets are regarded just like ABR packets as described in Section 2.2, they can only access the channel when the associated CH senses an idle channel and no pending higher priority PT is there. The algorithm shown in Fig. 7 describes the steps for the connection setup at HCH. The algorithm shown in Fig. 8 describes the admission control of the inter-cluster connection at each CH which the inter-cluster connection traverses. The algorithm shown in Fig. 9 is executed in the CHs for the admission control of the intra-cluster connection.
3. Example: Inter-Cluster Connection Setup and Admission: According to the algorithms shown in Figs. 7 and 8 , the connection setup and admission control procedures of two inter-cluster connections (1, 5) and (8, 4) in Fig. 10 are shown in Fig. 11 . In Phase 1 of Fig. 11 , we assume that there is no PT in CH 1 and the channel is sensed idle. In this case, based on GRAP protocol [27, 28] , CH 1 will broadcast a READY packet (R). After received the R packet, node 1 sends a random address (M) to CH 1 to mark (or contend for) the channel access. If there is no contention occurred, CH 1 polls (P) node 1 to send a packet. Next, node 1 sends a connection request packet (Q) containing the identity of the intended destination node, node 5, and the requested QoS parameters to CH 1 . After receiving the connection request packet of the inter-cluster connection (1, 5) , Q (1, 5) , CH 1 looks up the routing table and recognises the requested connection as an inter-cluster connection and calculates the jitters incurred in the first hop j inter 1, (1, 5) and the second hop j inter 2, (1, 5) . If the calculated jitters satisfy the requested jitter j (1, 5) , CH 1 replies with an ACK (A) packet back to node 1 and forwards the Q (1,5) packet to GW.
In Phase 2, CH 2 receives a connection request packet of the inter-cluster connection (8, 4) , Q (8, 4) , from node 8 and calculates the jitters for the first and second hops, that is, j inter 1, (8, 4) and j inter 2, (8, 4) . If the calculated j inter 1, (8, 4) and j inter 2, (8, 4) do not violate the requested jitter j (8, 4) , CH 2 replies with an A packet back to node 8 and forwards the Q (8, 4) packet to the GW. If GW correctly receives the Q (8, 4) packet, it replies with an A packet and forwards the Q (1, 5) packet to CH 2 . Finally, CH 2 replies with an A packet for the correct reception of Q (1, 5) packet and calculates the maximum jitters incurred in the third hop j 1,5) do not violate the requested jitter j (1, 5) , CH 2 (the DCH of the inter-cluster connection (1, 5)) admits the connection setup request by sending a reply packet, Y (1, 5) , back to GW.
In Phase 3, CH 1 receives Q (8, 4) and Y (1, 5) packets from GW and calculates the jitters incurred in the third hop j inter 3, (8, 4) and the last hop j inter 4, (8, 4) . If the calculated jitters do not violate the requested jitter j (8, 4) , CH 1 will admit the connection setup request and send a Y (8, 4) packet back to GW. After that, CH 1 continues to forward Y (1, 5) packet back to node 1 to indicate that the inter-cluster connection (1, 5) has been established.
In Phase 4, Y (8, 4) packet of inter-cluster connections (8, 4) is hop-by-hop forwarded from GW back to node 8. It should be noted that Q, Y and A packets can be further simplified if Figs. 7 and 9 , the connection setup and admission control of an intra-cluster connection from nodes 3 to 2 in Fig. 10 is shown in Fig. 12 . In Fig. 12 , after receiving the broadcasted R packet from CH 1 , node 3 sends an M packet to CH 1 to mark (or contend for) the channel access. If there is no contention occurred, CH 1 sends a P packet to poll node 3 for sending packet. Node 3 sends a Q (3, 2) packet to CH 1 . CH 1 will send an A packet back to node 3 if Q (3, 2) packet is received correctly. Then, it looks up the routing table and recognises the requested connection as an intra-cluster connection. CH 1 calculates the maximum possible jitter, j CBR (3, 2) , and checks if the requested jitter, j (3, 2) , can be honoured. If yes, CH 1 admits the request and replies with an A (3, 2) packet back to node 3 and the intra-cluster connection is setup. After that, CH 1 polls node 3 to send a packet based on the algorithm shown in Fig. 5 .
After the requested inter-cluster and intra-cluster connections are established, the corresponding PTs, PTBs and RTTBs will be generated and stored in CHs and GWs which the connections traverse as shown in Fig. 13 . Note that Fig. 13 also shows the priorities of all the established connections. An example to illustrate the packet transmission for each connection is depicted in Fig. 14 . It is also noted that t wait is ignored in the figure, in which CH 1 first polls node 1 to send an inter-cluster connection packet (1, 5). On receiving Hello from GW, CH 1 forwards the packet of intercluster connection (1, 5) to GW. At the same time, CH 2 polls node 8 to send an inter-cluster connection packet (8, 4) . After receiving packet of inter-cluster connection (8, 4) , CH 2 finds out that there are pending I_RT-(1, 5) and O_RT-(1, 5) with higher priority than O_HT- (8, 4) . Thus, CH 2 waits for a Hello packet sent from GW.
After receiving Hello packet, CH 2 polls GW to send a packet of inter-cluster connection (1, 5) . Now, O_RT-(1, 5) is the pending PT with the highest priority in CH 2 . Thus, CH 2 forwards the received packet of inter-cluster connection (1, 5) to the intended destination, that is, node 5. After that, the delayed PT of the inter-cluster connection (8, 4) has the highest priority. Thus, the packet of inter-cluster connection (8, 4) is sent hop by hop to its intended destination, that is, node 4. After that, all PTs for inter-cluster connection are served. Before the next PTs of inter-cluster connections are arrived/generated, PTs of the intra-cluster connections (3, 2) in CH 1 , and (6, 5) and (7, 8) in CH 2 are now served. However, during the transmission of packet (3, 2) to node 2 and packet (6, 5) to node 5, I_HT-(1,5) and I_HT- (8, 4) are generated in CH 1 and CH 2 , respectively. Owing to the nonpreemptive property, they will be delayed for service until the completion of the ongoing intra-cluster packet transmissions.
Experimental results
In our experiments, we assume that the link speed is 10 Mbps, the packet size is 1 Kbits and the poll packet, EOF packet and the Hello packet are all 50 bits. Therefore we have t packet ¼ 0.1 ms, t poll ¼ t EOF ¼ t Hello ¼ 5 ms. In order to simplify calculations, let t packet and normalise every parameter with respect to t packet , that is,
05 and t empty ¼ 0.1. It is also assumed that the VBR source is obtained from the output of an ON-OFF encoder with its encoding speed of 32 Kbps. At every instant in ON-OFF period, a Bernoulli trial is used to decide if the next period is ON with the probability Pr(ON) ¼ 0.396. Within each ON period, only one VBR packet is generated. Hence, the ON period is 3.125 ms. We also assume that the periods of ON and OFF are identical. Furthermore, for each intra-cluster VBR (1, 5) and (8, 4) connection i, assume that the parameter p i ¼ 0.1d i . The simulation was executed by 100 000 iterations. In each iteration, the simulation time was set to 1000 000 time units. The first experiment was conducted based on the network topology as shown in Fig. 10 . According to Theorems 1 to 3, and the system model given in Fig. 13 , the values of h 1 , h 2 , h 3 and h 4 for calculating the maximum jitter/delay incurred in each hop for each connection are given as follows:
1. The inter-cluster connection (1, 5) : for the first hop, second hop, third hop and fourth hop,
2. The inter-cluster connection (8, 4) : for the first hop, second hop and fourth hop, 5. The intra-cluster VBR connection (7, 8) : for the first hop, The analytical and simulated maximum jitters for the intercluster connections (1, 5) and (8, 4) , the intra-cluster CBR connections (3,2) and (6, 5) , and the maximum delays for the intra-cluster VBR connection (7, 8) at each hop are listed in Table 1 . According to the analytical maximum jitter/ delay, we find out that the QoS parameters of all requested connections are met. Thus, according to the algorithms shown in Figs. 8 and 9 , all the requested connections are admitted. Furthermore, comparing the analytical and simulated results, we can easily find that neither jitter nor delay violation occurred. In other words, the QoS of the admitted connections are indeed guaranteed.
Next, let us consider a larger cluster-based multihop wireless ad hoc network as shown in Fig. 2 . Similarly, based on the corresponding system model as shown in Fig. 4 , the values of h 1 , h 2 , h 3 and h 4 used to calculate the maximum jitter incurred in each hop for each inter-cluster connection are given below.
1. The inter-cluster connection A: for the first hop, second hop, third hop, fourth hop, fifth hop and sixth hop,
2. The inter-cluster connection B: for the 1st hop, 
The analytical and simulated maximum jitters for the intercluster connections A, B, C, D and E at each hop are listed in Table 2 . According to the analytical maximum jitters, we can see that the QoS parameters of all requested inter-cluster connections are satisfied. Thus, all the requested intercluster connections are admitted. In addition, comparing the analytical and simulated results, we confirm that no jitter violation occurred. In other words, the QoS of all admitted inter-cluster connections are guaranteed. It is noted that the simulation results for the jitters in the first hop of intercluster connection B and the last hops of inter-cluster connections A, B, D and E are zero. The reasons can be explained as follows. First, since only inter-cluster connection B is admitted in CH 6 , I_HT-B (the PT with the highest priority in CH 6 ) can access the channel whenever it wants to access. Hence, the delay jitter in the first hop of inter-cluster connection B is zero. Then, from Fig. 4 , we can see that the inter-cluster connections A, B, D and E are the connections with the highest priority in CH 1 , CH 7 , CH 6 and CH 5 , respectively. Since PT is removed before the next PT arrives, either I_RT or O_RT of a connection in the same CH has PT at any time. Thus, PTs in the PTBs of O_RTs of inter-cluster connections A in CH 1 , B in CH 7 , D in CH 6 , and E in CH 5 (i.e. the last hops of inter-cluster connections A, B, D and E) have the highest priority to access the channel. Thus, the jitters in the last hops of intercluster connections A, B, D and E are zero.
Conclusions
In this paper, in order to schedule packet transmissions in both intra-cluster and inter-cluster connections, we proposed a polling-based scheduling algorithm that works based on distributed intelligence for cluster-based multihop wireless ad hoc sensor networks to schedule both intra-cluster and inter-cluster packets with guaranteed QoS requirements. In this proposed algorithm, different PTs are generated and stored in CHs and GWs to indicate the fact that the packets in the corresponding CHs/GWs are ready to be sent. Based on the service priorities, we analysed the maximum jitters for inter-cluster and intra-cluster CBR connections and the maximum delays for intra-cluster VBR connections incurred in each CH. The analysed maximum jitters and delays were further used as the connection admission criterion. Simulation results showed that, by utilising the proposed polling-based multihop scheduling algorithm and the admission criterion, the QoS requirements of all admitted inter-cluster and intra-cluster connections are guaranteed.
