A small-sized study may report over or under estimated effects of the investigated treatment in randomized controlled trials, which is called small-study effect (SSE). It is commonly related to publication bias. Notwithstanding, the intrinsic, probabilistic, component of SSE has never been assessed yet, which is the purpose of this study.
BACKGROUND
The modern era of clinical epidemiology began in the late 1940's with the pioneering work of Bradford Hill. 1 Randomized controlled trials (RCT) are nowadaysbecame the keystone of a medicine progressively based on evidence. RCT both accounts for the confirmation of preliminary studies and for the evidence provided by meta-analyses. Their progressively standardized design and analytical techniques provided the public health specialist more reliable tools to assess and compare therapeutic approaches. As RCT were growing in number and, more recently, included in quantitative systematic reviews, quality assessment strategies were developed, including component approaches, evaluating selected aspects of the trial; checklists, involving lists of items and scales, providing an integrated numeric score of quality such as Jadad Score 2 . Nevertheless, little evidence is supporting their validity due to the lack of empirical research in the field. 3 A seldom considered item is the appropriateness of clinical epidemiology and statistics and their interpretation, also called type III errors. One of the most misunderstood and poorly investigated type III error is called "Small Study Effect" (SSE): the fact that small-sized trials in terms of included subjects are prone to provide over-(or under-) estimated results 4 . SSE is linked to several concepts. First, publication bias was reported in the late eighties and shown to lead to the preferential publication of small trials showing a statistically significant effect of the investigated treatment 5 , 6 . Secondly, it was noticed that, when compared to smaller ones, larger studies might give a subtly differential intensity of interventions (i.e. lower doses), or show differences in the underlying confounding factors or symptom patients characteristics at inclusion (milder ones) 7 , 8 , 9 which provides more conservative estimates than small-sized ones. Thirdly, the probabilistic component of SSE may be due to a high variability of estimates when the number of observations is low. This may provide pseudo-random fluctuations of these parameters and a biased estimation of the "real" effect. One could think that, even if the effect-size (ES) is potentially biased in small-sized studies, the significance level could not be sufficient to induce a type I error (wrongly positive assumption of difference), and consequently SSE would have a limited impact on decision making in medicine. On the other hand, it must be stated that today, no study directly focused on this effect, nevertheless prone to bias entire research lines: generally, non-significant results associated with high effect-sizes are attributed to a lack of statistical power, and the authors facing such a result often conclude "nevertheless, further studies of higher sample size are needed to clearly assess the efficacy of the treatment (...)". A meta-analysis of such trials has then good "chances" to produce significant but biased results, and in contrast high chances to be accepted for publication 10 . Recently, statistical methods were developed to deal with publication bias, including funnel plot analysis [[[>7]]] and "trim and fill" methods 11 . Notwithstanding, those methods suffer low statistical power and may not be adequate when the studies are heterogeneous (that is, when they estimate different effects) 12 . Consequently, SSE remains directly and indirectly a serious threat on the validity of the evidence provided by RCTs and meta-analyses, respectively.
We conducted this study in order to investigate the relationship between sample-size and effect-size. Our secondary objective was to define a cut-off value, in terms of sample-size for SSE. To this end, a stochastic model, reflecting the variability of the individual's response to allocated treatment was specifically developed.
METHODS
The general structure of the SSE model is described in Figure 1 . The input data were the expected means and standard deviations (SD) in groups 1 and 2, at the beginning and the end of the simulated trial (G1t0, G1t1, G2t0 and G2t1, respectively). Out of these parameters, pseudorandom, Gaussian values were generated for G1t0, G1t1, G2t0 and G2t1 to reflect the variability of the individual responses in each group. The "before-after" differences (G1t1-G1t0 and G2t1-G2t1) were used for the calculations. The application generated, step by step, 200 trials of the 35 different input sets, of which the sample-size ranged from 1 record per group to 200 patients per group. The whole process was repeated 200 times per input values set, so, a total of 1.400.000 iterations were used for statistical assessment. Effect-sizes of the group 1 against group 2 were calculated for each iteration by using the pooled standard deviation as denominator 13 , as opposed to Glass score 14 . This method has been shown to be more reliable and conservative approach 15 . Standard normal deviates were calculated at each iteration, by: The threshold for SSE was 1.96. Any ESi being out of this interval was considered small-study effect, and the corresponding sample-size was highlighted. A threshold for small study effect was determined by establishing the maximal sample-size corresponding to ABS(SND)<1.96 for each set of data. The variability of this threshold was taken into account by simulating 200 times the same trial, while increasing its sample-size, with 35 different sets of data (table 1) The data were generated using Microsoft® Visual Basic 6.0 and filed away in spreadsheets using Microsoft® Excel XPpro, while statistical analyses were performed using Statsoft Statistica 6.0 ®. The application was run on an Intel® Pentium 4 based system at 2.0 Ghz. Figure 2 displays an example of the primary outputs obtained from the application, corresponding to a given set of input values. 
RESULTS

SMALL STUDY EFFECT INVESTIGATION
We found that the input values had no incidence on the obtained SSE threshold (chi-square goodness of fit test, p>0,10). At the end of the 35 simulations of 200 steps each, the median (25%; 75%) sample above which the SSE was considered non-statistically significant was 16,5 (8,30) subjects in each group ( figure 3) . The distribution of all SSE thresholds fit an exponential distribution (KolmogorovSmirnov d=0,026, p=ns). A sample size of 50 subjects in each group allowed for no small-study effect in 90% of the simulations. The application also provided an estimation of the maximal SSE size (%) in function of the input parameters. SSE size was found to be inversely proportional to the effect-size and a power regression model furnished: SSEsize = 69,76 x ES 
DISCUSSION AND CONCLUSION
The results of this study provided a clear rationale to consider small study effect in the methodological design of a trial, and not only when discussing the results of a quantitative systematic review. Hence, a restricted samplesize, even allowing for sufficient statistical power in case of a projected high treatment efficacy, led to a potential over or under estimation of the effect-size that can not be detected in posterior peer reviewing processes. As a matter of fact, the scientific literature remains extremely poor on this phenomenon, and SSE has great chances to be disregarded: using a publication bias detection tool (funnel plot, precision against standard normal deviate) leading to significant results, the authors would certainly conclude that more small sized studies favoring the investigated treatment were published compared to non-significant or negative ones. A part of this bias can be explained by SSE, since the effectsizes of these studies are prone to be under-or overestimated. We logically found that SSE size was inversely proportional to effect-size and provided an estimate for it.
Notwithstanding, this study had clear limitations. The pseudo-random generator was only able to produce Gaussian values, while certain biomedical outcomes (i.e. platelets rates) have asymmetric distributions. In other words, in our model, all patients had the same probability of response depending on the allocated treatment. In reality, a population is never as homogeneous and subgroups of "good" and "bad" responders are often observed even if the randomization was properly applied. More distributions should be tested, depending on the investigated variables. Secondly, the paper is only concerned with the difference between two population means. Many other types of effectsizes exist: for differences between proportions, for comparing more than two means, for correlations of several types, etc. Thirdly, we did not investigate whether a differential inter group withdrawal rate of patients could impact the relationshop between sample-size and effect-size. In particular, the hypothesis about which intention-to-treat analysis is always more conservative than the per-protocol approach should be carefully tested in the light of stochastic models, since its handling might be often inadequate 16 . Finally, due to limited informatics resources we had to restrict the maximal sample size to 200 per group. Indeed such algorithms require high resources and therefore any increase in its capabilities involves a geometric rising of the needed computational time.
In conclusion, this empirical study gave a rationale to point out the fact that small study effect is not only linked to selective publication policies. Further assessment is needed to be able to provide a more comprehensive integration of SSE to publication bias analysis and power calculation.
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