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Huge collections of consumer reviews for products are now available on the Web. These
reviews contain rich opinionated information on various products. They have become a
valuable resource to facilitate consumers in understanding the products prior to making
purchasing decisions, and support manufacturers in comprehending consumer opinions
to effectively improve the product offerings. However, such reviews are often unor-
ganized, leading to difficulty in information navigation and knowledge acquisition. It
is inefficient for users to gather public opinions on a product by reading through all the
consumer reviews and manually analyzing opinions on each review. To address the prob-
lem, this thesis focuses on discovering the natural structure inherent within the consumer
reviews and organizing them accordingly.
Since hierarchy can usually improve information dissemination and accessibility, we
propose a domain-assisted approach to generate a hierarchical structure for organizing
consumer reviews of products. The hierarchy is generated by simultaneously exploiting
domain knowledge (e.g., the product specifications) and consumer reviews. It is a tree
structure which organizes product aspects as nodes following their parent-child relations.
The aspect refers to a component or an attribute of a certain product. For each aspect, the
reviews and the corresponding opinions on this aspect are stored. Such hierarchy pro-
vides a well-visualized way to browse consumer reviews at different levels of granularity
to meet various users’ information needs. With the hierarchy, users can easily grasp the
overview of consumer reviews and conveniently seek the desired information, such as the
product aspects and consumer opinions. We conduct experiments on 11 popular prod-
ucts in four domains. There are 70,359 consumer reviews on these products totally. This
product review dataset has been released for future research. The experimental results
demonstrate the effectiveness of the proposed approach. We further experimentally show
that the generated hierarchy can reinforce the sub-tasks of product aspect identification
ix
and sentiment classification on aspects.
The generated hierarchy can be used to support a wide range of tasks. In this thesis, we
investigate its usefulness in supporting two tasks, i.e. product aspect ranking that aims
to automatically identify important product aspects from consumer reviews, and opin-
ion Question Answering (opinion-QA) on products which tries to generate appropriate
answers for the opinionated questions about products.
In particular, product aspect ranking identifies the important aspects according to two
observations: (a) the important aspects of a product are usually commented by a large
number of consumers; and (b) consumer opinions on the important aspects greatly in-
fluence their overall opinions on the product. Given the review hierarchy of a certain
product, we develop an aspect ranking algorithm to identify the important aspects by
simultaneously considering the aspect frequency and the influence of consumer opinions
given to each aspect over their overall opinions. The experimental results on product re-
view dataset illustrate the efficacy of the proposed aspect ranking approach. Furthermore,
we leverage aspect ranking to support the sub-tasks of document-level sentiment classifi-
cation and extractive review summarization. Significant performance improvements are
achieved on these two sub-tasks.
Additionally, we develop a new product opinion-QA framework with the help of the
hierarchy, which enables accurate question analysis and effective answer generation.
Specifically, we first identify the (explicit/implicit) product aspects asked in the ques-
tions and their sub-aspects by referring to the hierarchy. The corresponding review frag-
ments relevant to the aspects are then retrieved from the hierarchy. In order to generate
the appropriate answers from review fragments, we develop a multi-criteria optimization
answer generation approach which simultaneously takes into account review salience,
coherence, diversity, and parent-child relations among the aspects. Evaluations are con-
ducted on the product review dataset using 220 questions on the products. Significant
performance improvements have been obtained, which demonstrate the effectiveness of
x
our approach.
The main contributions of this thesis are in developing a domain-assisted approach to
generate the hierarchy structure for organizing numerous consumer reviews on products.
The hierarchy can facilitate users in leveraging the opinionated information within the re-
views. Moreover, we apply the generated hierarchy to support the tasks of product aspect
ranking and opinion-QA on products, and obtain significant performance improvements.
The proposed approach is generic and the hierarchy can be utilized for other related tasks.
Finally, we discuss some fruitful research directions that can be carried out in the future,
such as the hierarchy evolution and personalized hierarchy.
xi
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The rapidly expanding e-commerce has facilitated consumers to purchase products on-
line. A recent study from ComScore reports that online retail spending reached $37.5
billion in Q2 2011 U.S. [24]. Millions of products from various merchants have been of-
fered online. For example, Bing Shopping1 has indexed more than five million products
[60]. Amazon.com archives a total of more than 36 million products [131]. Shopper.com
records more than five million products from over 3,000 merchants [23]. Most retail web-
sites encourage consumers to write reviews to express their opinions on various aspects
of the products. Here, aspect, also called feature in the literature, refers to a component
or an attribute of a certain product. For example, the product Nokia N95 contains the
aspects like “hardware,” “software,” “call quality,” etc. A sample review in Figure 1.1
reveals positive opinions on the aspects such as “design,” “interface,” and conveys nega-
tive opinions on aspects such as “3G signal,” “call quality” of the product iPhone 3GS.
Besides retail websites, many forum websites also provide a platform for consumers to
post reviews on millions of products. For example, the forum CNet.com involves more
1www.bing.com/shopping
2Figure 1.1: Sample consumer reviews on website CNet.com
than seven million product reviews [22]; whereas Pricegrabber.com contains millions of
reviews on more than 32 million products in 20 distinct product categories over 11,000
merchants [101]. Such numerous consumer reviews have become an important resource
for both consumers and firms. Consumers commonly seek quality information from on-
line reviews prior to purchasing products, while many firms use online reviews as useful
3feedbacks in their product development, marketing, and consumer relationship manage-
ment.
1.2 Motivation
However, these numerous reviews are often unorganized, leading to the difficulty in in-
formation navigation and knowledge acquisition. It is impractical for users to grasp the
overview of consumer reviews and opinions on various aspects of a product from such
enormous reviews. Among the hundreds of product aspects, it is also inefficient for users
to browse consumer reviews and opinions on a certain aspect. Thus, there is a com-
pelling need to discover the structure within the consumer reviews and organize them
accordingly, so as to facilitate users in understanding the knowledge inherent within
the reviews. Since the hierarchy can improve information dissemination and accessibil-
ity [20], we propose to generate a hierarchical structure to organize consumer reviews.
Figure 1.2 illustrates a sample of hierarchical organization for product iPhone 3G. The
hierarchy not only organizes all the product aspects and consumers’ opinions commented
in the reviews, but also captures the parent-child relations among the aspects. It provides
a well-visualized way to browse consumer reviews at different levels of granularity to
meet various users’ needs. With the hierarchy, users can easily grasp the overview of
consumer reviews and browse the desired information, such as product aspects and con-
sumer opinions. For example, users can find that 623 reviews, out of 9,245 reviews, are
about the aspect “price”, with 241 positive and 382 negative reviews.
The hierarchical organization can be used to support a wide range of retrieval and
analysis tasks. In this thesis, we investigate its effectiveness in supporting two tasks,
including product aspect ranking which identifies the important product aspects in on-
line reviews, and opinion Question Answering (opinion-QA) on products that answers
opinionated questions about products by exploiting public opinions in the hierarchy.
4Figure 1.2: Sample hierarchical organization of iPhone 3G.
In particular, the hierarchy usually organizes hundreds of aspects for a certain product.
We argue that some product aspects are more important than the others. These important
aspects are particularly concerned by most consumers, and their corresponding opinions
would greatly influence the consumers’ overall opinions on the products. Take the prod-
uct iPhone 3GS as an example, consumers would greatly concern the aspects such as
“usability” and “battery,” which are often more important than the others such as “usb.”
5Such important aspects greatly influence consumers in making purchasing decisions, and
firms in developing product marketing strategies. To the best of our knowledge, no previ-
ous studies have been investigated to identify important product aspects. We thus bridge
the gap, and propose the topic of product aspect ranking to derive the important aspects,
so as to facilitate users in listening to the voice of the consumers from online reviews.
In addition, public opinions in the consumer reviews are all encoded in the hierarchy.
These opinions can be used to answer users’ opinionated questions about the products.
Opinionated questions often ask for consumers’ thinking and feeling on the products or
aspects of products, such as “What’s everyone’s opinions on iPhone 4?” and the answer
is formed by aggregating public opinions on “iPhone 4.” However, it is time-consuming
for users to gather public opinions on opinionated questions by manually retrieving and
summarizing the relevant information from enormous consumer reviews. Thereby it be-
comes an interesting research topic to develop a QA system for automatically generating
appropriate answers to these questions on products by exploiting public opinions in the
reviews.
1.3 Challenges
Generally, there are three major challenges in this research. They are: (a) generating a
hierarchical organization; (b) identifying important product aspects; and (c) developing
an opinion-QA system on products. We summarize these challenges as follows.
 Generation of Hierarchy. To generate a review hierarchy, it is crucial to determine
the parent-child relations among the aspects, which requires in-depth understand-
ing of the semantic meaning of aspects. Current technologies usually identify the
aspects’ relations by referring to pattern-based or clustering-based methods in the
field of ontology learning. However, these methods are inadequate to precisely
determine such relations. Pattern-based methods usually suffer from inconsistency
6of parent-child relations among the aspects; while the clustering-based methods
often result in low accuracy [88].
 Product Aspect Ranking. The important aspects should be commented by a large
number of consumers, and consumers’ opinions on the important aspects greatly
influence their overall opinions on the product. Simply regarding the frequent as-
pects as the important ones may falsely identify some unimportant aspects, since
consumers’ opinions on the frequent aspects may not influence their overall opin-
ions on the product.
 Opinion-QA on Products. For an opinionated question on a certain product, the
answer is desired to be a summarization of public opinions and comments on the
product or specific aspect asked in the question [56]. It is also expected to include
opinions on the sub-aspects, which helps users comprehensively understand the
inherent reasons of consumers’ opinions on the asked aspect. Moreover, the an-
swer should be presented in the general-to-specific logic, i.e., from general aspects
to specific sub-aspects. This makes the answer easier for users to read and under-
stand [93]. Since the opinionated questions are written in natural language, it is
difficult to accurately analyze them to find the asked (explicit/implicit) aspects and
the corresponding sub-aspects. Also, it is challenging to summarize all retrieved
relevant fragments to generate the appropriate answers, which have to be concise,
informative, readable, and following the general-to-specific logic.
1.4 Strategies
To tackle the aforementioned challenges, we have proposed new frameworks to strategi-
cally organize consumer reviews into a hierarchy, and leverage the hierarchy to support
the tasks of product aspect ranking and opinion-QA on products. We outline the key
ideas of these strategies in this Section and further detail them in Chapters 3, 4, and 5
7respectively.
In particular, we propose a new framework for hierarchical organization of consumer
reviews. In the framework, we develop a domain-assisted approach to generate a hier-
archy by simultaneously exploiting domain knowledge (e.g., the product specifications)
and consumer reviews. The approach first automatically acquires an initial aspect hi-
erarchy from the domain knowledge and identifies product aspects commented in the
reviews. Such initial hierarchy provides a broad but coarse structure for review organi-
zation. We then design a multi-criteria optimization algorithm to incrementally insert all
the newly identified aspects into the initial hierarchy, and accordingly evolve the hierar-
chy to include all the aspects. Afterwards, the consumer reviews are organized into their
corresponding aspect nodes in the hierarchy. We further perform sentiment classification
to determine consumer opinions on aspects, and obtain the final hierarchical organiza-
tion. Moreover, the generated hierarchy is used to reinforce the sub-tasks of product
aspect identification and sentiment classification on aspects.
To identify the important product aspects from the hierarchy, we propose a product
aspect ranking framework. The framework first acquires all product aspects and corre-
sponding consumer opinions, as well as the overall opinion ratings associated with the
reviews by making use of the generated hierarchy. We then develop an aspect ranking
algorithm to identify the important aspects by incorporating the aspect frequency and
the associations between the overall and specific opinions. Moreover, we apply aspect
ranking to support the research tasks of document-level sentiment classification that aims
to classify the overall opinions of review documents, and extractive review summariza-
tion which tries to summarize consumer reviews by selecting some informative review
sentences.
To answer opinion questions on products, we propose a novel opinion-QA framework
by exploring the generated hierarchy. The hierarchy is leveraged to accurately analyze
the questions, so as to identify the asked (explicit/implicit) aspects and their correspond-
8ing sub-aspects. All the relevant review fragments with respect to the questions are then
retrieved from the hierarchy of a certain product. In order to summarize these fragments
to generate appropriate answers, we develop a multi-criteria optimization algorithm by
simultaneously taking into account review salience, coherence, and diversity. The parent-
child relations among aspects in the hierarchy are also incorporated into the algorithm to
ensure the answers follow the general-to-specific logic.
1.5 Contributions
The main contributions of this thesis are as follows:
Hierarchical Organization of Consumer Reviews. We propose a framework to gen-
erate a hierarchical structure to organize consumer reviews, so as to facilitate users in un-
derstanding the knowledge inherent within the reviews. Moreover, we develop a domain-
assisted approach to generate the review hierarchy by exploiting domain knowledge and
consumer reviews. The generated hierarchy is applied to reinforce two sub-tasks of
product aspect identification and aspect-level sentiment classification. Significant per-
formance improvements are achieved on the proposed approach and these two sub-tasks.
Product Aspect Ranking. We propose a product aspect ranking framework to auto-
matically identify the important product aspects from numerous consumer reviews. A
probabilistic aspect ranking algorithm is developed to infer the importance of various as-
pects by simultaneously exploiting the aspect frequency and the influence of consumers’
opinions given to each aspect over their overall opinions on the product. We further
demonstrate the potential of aspect ranking in real-world tasks. Significant performance
improvements are achieved on the tasks of document-level sentiment classification and
extractive review summarization with the help of aspect ranking results.
Opinion-QA on Products. We propose to generate appropriate answers for the opin-
ionated questions on products by exploiting the review hierarchy. With the help of hierar-
9chy, the proposed approach can accurately identify the (explicit/implicit) aspects asked in
questions, and the corresponding sub-aspects. Furthermore, we develop a multi-criteria
optimization algorithm to generate informative, coherent, diverse and general-to-specific
answers.
1.6 Guide to This thesis
The rest of the thesis is organized as follows:
Chapter 2 reviews the related work on this thesis. An overview of current research
topics in sentiment analysis is first given. We then discuss three basic tasks in the topic
of hierarchical organization, including product aspect identification, sentiment classifi-
cation on product aspects, and parent-child relations acquisition. Subsequently, the work
related to the topic of product aspect ranking is involved. Afterwards, we describe the
topic of question answering (QA) in terms of traditional QA and opinion QA.
Chapter 3 presents the hierarchical organization framework. The motivation of lever-
aging the domain knowledge for hierarchy generation is first illustrated. We then elab-
orate the key components of the proposed framework, and show some experimental re-
sults. Furthermore, we experimentally show that the generated hierarch can reinforce the
sub-tasks of product aspect identification and sentiment classification on aspects. A short
summary is provided in the end to this part of work.
Chapter 4 introduces the product aspect ranking framework. The motivation of product
aspect ranking is first discussed, and a new framework for this topic is proposed. We next
illustrate the aspect ranking algorithm, and report the experimental results. We further
investigate the potential of aspect ranking, and detail its use in two research tasks, i.e.
document-level sentiment classification and extractive review summarization. In the end,
a directive summary with direction for the future work is present.
Chapter 5 illustrates the topic of opinion-QA on products by making use of the re-
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view hierarchy. We propose a new product opinion-QA framework. The components
of question analysis and answer fragment retrieval in the framework are first elaborated,
followed by a new multi-criteria optimization answer generation approach. Afterwards,
we show some experimental results and give a concise summary with future work.
Chapter 6 concludes this thesis with future work. The limitations of the work and




This chapter reviews the related work to this thesis. We first give an overview of current
research topics on sentiment analysis. We then illustrate the work related to three top-
ics: (a) hierarchical organization of consumer reviews for products; (b) product aspect
ranking; and (c) opinion-QA on products, respectively.
2.1 Overview of Research Topics in Sentiment Analysis
Sentiment analysis is a computational study of opinions, attitudes or emotions expressed
in the user generated content (UGC), such as forum reviews, news, and videos, etc.
As illustrated in Figure 2.1, we summarize most current research topics in sentiment
analysis using a diagram. The diagram contains five layers, including data source layer,
pre-processing layer, analysis layer, middle layer and application layer. Each layer is
introduced as follows.
Data source layer, which is used to represent the kinds of user generated content
(UGC) that involves opinionated information. In the following, we specify the UGC,
which mainly includes the text and multimedia content.
 Reviews in forum and discussion board websites, including forum postings, prod-
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Figure 2.1: Overview of existing research topics in sentiment analysis.
uct reviews, book reviews, movie reviews, hotel reviews, etc.
 Question-answer pairs in the QA service websites such as Yahoo!Answer.
 News articles like international, national and regional news, etc.
 Comments in Micro-blog, such as Twitter, and Sina weibo.
 Blog in the websites like Blogger, WordPress, Typepad, and LiveJournal, etc.
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 Social network content in the websites such as Facebook and MySpace.
 Multimedia content, including videos in the websites like YouTube, Vimeo, Meta-
cafe, Bliptv, etc, and images in the websites such as Flickr.
Pre-processing layer. The research work in this layer commonly aims to find the
qualified and helpful UGC. It mainly includes the topics of spam detection [59], dupli-
cate/near duplicate UGC detection [140] and data cleaning [145].
Analysis layer. This layer typically involves two research tasks. The first one is to
identify the opinionated information in UGC. There are often two kinds of information
in the UGC, i.e. the opinionated and factual information. A process is needed to dis-
tinguish these two kinds of information. Also, users are interested in various kinds of
opinionated information on different UGC. For example, they would concern product
aspects for consumer reviews, and care opinion holders (i.e. reviewers) or the hot events
for news articles. For this task, current research generally includes the topics of subjec-
tive classification [132, 133] that recognizes the opinionated information, product aspect
identification [76] for consumer reviews, opinion holder extraction [8, 19] and event
detection [2] for news articles. In addition, the second task is called sentiment classi-
fication that determines the opinion polarity of the corresponding information. Based
on different granularity of the opinionated information, sentiment classification can be
categorized into document-level [95, 122], sentence-level [146], aspect-level [31], and
word-level [36], which tries to determine the opinions on the document text, sentence,
aspect, and word respectively [75]. Since opinionated information may be posted in dif-
ferent languages, different domains, different data sources and different sentence types
(e.g. comparative sentence, conditional sentence etc.), current research includes the top-
ics of multi-language sentiment classification [85, 127], domain adaption for sentiment
classification [10], multi-source sentiment classification [11], sentiment classification on
comparative sentences [58, 39], sentiment classification on conditional sentences [89],
respectively.
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Middle layer. This layer aims to generate a structure over the UGC, so as to provide
a middleware to support multiple applications and facilitate users in better seeking the
opinionated knowledge in the UGC. This layer organizes the opinionated information
(e.g. product aspects, opinion holder, news topic, etc.), and the corresponding opinions
from the analysis layer. The organization can be a list [51] or hierarchy [15, 148, 149].
This thesis focuses on the hierarchical organization. We will further show in Chapter 3
that the hierarchy can reinforce the research tasks of product aspect identification and
sentiment classification in the lower layer.
Application layer. Current research has proposed multiple applications, and we sum-
marize the main applications as follows,
 Opinion retrieval, which retrieves the relevant and opinionated content with re-
spect to the user’s query, and provide a ranking list as the result [40].
 Opinion summarization, which summarizes the informative and opinionated con-
tent from the UGC [61, 128].
 Entity mining, intending to mine the interested information in the UGC, such as the
important product aspects (i.e. product aspect ranking [147]), trustful reviewers
[17].
 Opinion QA, which aims to generate appropriate answers to the opinionated ques-
tions [14].
 Opinion recommendation, which recommends the valuable opinionated content to
the users, such as the hot news topics, and the qualified products [119].
 Opinion tracking, which tries to track public opinions on a certain target (e.g. prod-
uct, service, news event, etc.) [64], and further predict their effects on various
fields, such as the stock market [12] and president election [91].
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2.2 Generation of Hierarchy
To generate a hierarchy from consumer reviews, there are mainly three basic tasks, in-
cluding (a) identifying product aspects in the reviews; (b) classifying opinions on the
aspects; and (c) determining the parent-child relations among the aspects. We here sum-
marize the research work related to these three tasks.
2.2.1 Product Aspect Identification
Existing techniques for aspect identification include supervised and unsupervised identi-
fication methods. Supervised identification learns an extraction model from a collection
of labeled reviews. The extraction model, or called extractor, is used to identify the as-
pects in new reviews. Most existing supervised identification approaches are based on the
sequential learning (or sequential labeling) technique [76]. For example, Wong and Lam
[135] learned aspect extractors using Hidden Markov Models and Conditional Random
Fields. Jin and Ho [57] applied a lexicalized HMMmodel to learn patterns for extracting
aspects and opinion expressions, while Li et al. [69] integrated two CRF variations, i.e.,
Skip-CRF and Tree-CRF. All these methods need a certain number of manually labeled
samples for training. That is, one needs to manually label aspects and non-aspects in a
corpus. This labeling process is very time-consuming and labor-intensive. On the other
hand, unsupervised identification methods have emerged recently. The most notable un-
supervised identification approach was proposed by Hu and Liu [51]. They assumed that
product aspects are nouns and noun phrases. They extracted all frequent nouns and noun
phrases as aspect candidates, and then employed an association rule mining algorithm to
identify aspects using compactness pruning rules and redundancy pruning rules. Subse-
quently, Popescu and Etzioni [99] proposed the OPINE system, which extracts aspects
based on the KnowItAllWeb information extraction system [37]. Mei et al. [84] utilized
a probabilistic topic model to capture the mixture of aspects and sentiments simultane-
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ously. Su et al. [116] designed a mutual reinforcement strategy to simultaneously cluster
product aspects and opinion words by iteratively fusing both content and sentiment link
information. Recently, Wu et al. [136] utilized a phrase dependency parser to extract
noun phrases and verb phrases from reviews as aspect candidates. They then employed
a language model to filter out those unlikely aspects.
2.2.2 Sentiment Classification on Product Aspects
After identifying the aspects in reviews, the next task is aspect sentiment classification,
which determines the orientation of sentiment expressed on each aspect in a review.
There are two main aspect sentiment classification approaches, i.e., the lexicon-based
approach and the supervised learning approach. The lexicon-based methods are typi-
cally unsupervised. They rely on a sentiment lexicon containing a list of positive and
negative words. Hence, the lexicon is crucial to sentiment classification. To generate
a high-quality lexicon, the bootstrapping strategy is usually employed. For example,
Hu and Liu [51] started with a set of adjective seed words for each opinion class (i.e.,
positive and negative). They utilized synonym/antonym relations defined in WordNet to
bootstrap the seed word set, and finally obtained a lexicon of positive and negative sen-
timent words. Ding et al. [31] presented a holistic lexicon-based method to improve
Hu’s method [51] by addressing two issues: the opinions of sentiment words would be
content-sensitive, and may conflict in the review. They derived a lexicon by exploiting
some constraints, such as TOO, BUT, NEGATION. For example, the opinions of two
terms would be contrary if they are connected by the transitional term BUT. On the other
hand, the supervised learning methods classify the opinions on aspects by a sentiment
classifier learned from training corpus [95]. Many learning based models are applicable,
such as Support Vector Machine (SVM), Naı¨ve Bayes, Maximum Entropy (ME) model,
and etc.
17
2.2.3 Acquisition of Parent-child Relations
To determine the parent-child relations among the aspects, we can refer to the previous
works in the field of ontology learning. Generally, there are two kinds of most popular
approaches, namely pattern-based approach and clustering-based approach.
2.2.3.1 Pattern-based Approach
This approach usually defines some lexical-syntactic patterns, and uses these patterns to
discover instances of relations in text.
As a pioneer, Hearst [47] proposed to identify the parent-child relations by defining
six hand-crafted patterns, such as “NPy includingNPx,” whereNPy indicates the parent
concept, andNPx represents the child concept. The paper then searched for the instances
that were matched these patterns in the text corpus. Each matched instance contains a
pair of noun phrases, filling the positions of NPx and NPy. For example, if there is
a noun phrase pair NPx=“Safari” and NPy=“software” found in the sentences such as
“The new phone contains lots of apps in the software including the Safari, Outlook, and
other tools,” a instance of parent-child relation (“software”, “Safari”) is identified. Once
a matched instance of relation is identified, more patterns and instances can be found
through a bootstrapping technique. In particular, the noun phrases in the newly identi-
fied instance were used to search frequent contexts in text, so as to yield new patterns
indicating the parent-child relations. For example, if the newly identified noun phrases
“Safari” and “software” frequently appear in the sentence such as “I greatly love the Sa-
fari, spotlight search and other software in the phone,” the “NPx, and other NPy” is
inferred as a new pattern from the sentence context. The new patterns were then used to
discover more instances and continue the cycle to find new patterns. Evaluations were
conducted on some noun hierarchies collected from WordNet [38].
Accordingly, Berland and Charniak [7] used two hand-crafted patterns, “NPy’s NPx”
and “NPx of a/an NPy” for relations extraction. For example, the instances for these
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two patterns include “the basement of a building” and “the building’s basement.” In-
stead of exploring bootstrapping strategy to discover new patterns or instances, the paper
introduced two statistical metrics to rank and select the matched instances. One is a log-
likelihood metric and the other is the distance between the distributions of probabilistic
p(parentjchild) and p(parent).
Subsequently, Mann [83] built the fine-grained proper noun hierarchy from the news
text by some lexical-syntactic patterns, and applied the hierarchy to infer the answers for
TREC-style factoid questions [124]. Only one single pattern was used, “(the)? NPy
NPx,” where NPy is a parent noun phrase labeled with the POS tags NN/NNS (i.e.
noun/plural noun), and NPx represents the child noun phrase tagged with NNP/NNPS
(i.e. proper noun/plural proper noun). For example, one instance of this pattern is
“The phone Nokia N95 is great,” from which a parent-child relation (“phone”, “Nokia
N95”) can be found. Instead of utilizing bootstrapping to infer the new instances, the
paper leveraged a simple rule to extend the coverage of patterns. The rule is “when
(NPy, NPa), (NPy, NPb) and (NPz, NPb) exist the parent-child relations, then (NPz,
NPa).” For example, given the parent-child instances (“phone”, “Nokia N95”), (“phone”,
”iPhone 3”), and (“communication tool”, ”iPhone 3”), a new instance (“communication
tool”, ”Nokia N95”) is inferred. Such inferences must be carefully chosen to avoid errors,
but the paper did not provide the detail technique. Lastly, the evaluation was conducted
based on WordNet.
Pantel et al. [98] proposed to identify the new patterns by a minimal edit distance
algorithm. The algorithm first calculates the number of edit operations (insertions, dele-
tions and replacements) required to change one string to another. It automatically selects
the optimal common patterns as new patterns based on the edit operations. For example,
given two sentences, one is “Battery is the important hardware” with POS tags “NNP
VBZ DT JJ NN,” and the other is “Screen is the hardware,” which is tagged as “NNP
VBZ DT NN,” the optimal common pattern is found as “NNP is the (*) hardware,” where
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(*) is a wildcard operator. The proposed method was evaluated on a tera-scale corpus
with 15GB newspaper text.
Etzioni et al. [37] discovered parent-child relations at the Web scale in the Know-
ItAll system by bootstrapping the lexical-syntactic patterns. The KnowItAll system is an
earlier version of the TextRunner system [4]. This paper aimed to extract class members
under a certain category, such as the names of scientists. The categories are viewed as the
parent concepts, while the class members are treated as child concepts. Three methods
were used to extract the class members. The first method is pattern learning, which learns
a set of domain-specific extraction rules based on linguistic analysis. The second one is
subclass extraction that identifies the lexical-syntactic patterns. For example, it uses the
pre-defined patterns to find “physicists” and “geologists” as the class members of “sci-
entists.” The third method is list extraction, which employs a wrapper (i.e. extractor) to
get the class members as entries in the list. Some statistical measures (i.e. pointwise
mutual information) were used to select and control the quality of the extracted relations.
Over 50,000 named entities with relations were extracted via KnowItAll system in the
evaluation.
Similarly, Girju and Badulescu [41] took a bootstrapping approach called iterative se-
mantic specialization to recognize the parent-child relations. They detected 42 unique
patterns, with 31 phrase-level patterns and 11 sentence-level patterns. For example,
the paper leveraged phrase-level patterns to discover the parent-child relations such as
(“baby,” “eyes”), (“girl,” “mouth”), (“table,” “legs”) in the sentences “eyes of the baby,”
“girl’s mouth,” “The table has four legs,” respectively, while it explored the sentence-
level patterns to find some relations like (“car,” “wheel”) in the sentences such as “the
wheel is part of the car” and “the car contains four wheels.” The selection of the new
patterns and new instances was done by a supervised decision tree learning algorithm.
Kozareva et al. [63] proposed a graph-based algorithm to recognize the child concepts
for a given category (i.e. parent). The algorithm is based on some double-anchored
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patterns, such as “NPy such as NPx and NPz,” where noun phrase NPy indicates the
parent, NPx and NPz represents the child. The double-anchored pattern contains more
contexts, thereby it is more specific. It essentially sacrifices the recall to obtain high pre-
cision. The pattern could be bootstrapped to improve the recall, but that would introduce
many incorrect instances. To control the quality of the instances, this paper employed
a graph representation of the concept linkages, and measured the quality of candidate
instances based on two metric, including popularity (i.e. a candidate is discovered by
other instances) and productivity (i.e. a candidate leads to discovery of other instances).
To summarize, the pattern-based approach has several advantages and weaknesses.
 Advantages. This approach can recognize the instances of relations with high
accuracy when the patterns are carefully chosen. Also, the bootstrapping technique
is effective and scalable to large datasets. It is a data-driven approach that helps to
find more unknown patterns.
 Weaknesses. The bootstrapping technique may be uncontrolled, and would gen-
erate undesired instances once a noisy pattern is brought into the bootstrap cycle
[97]. Moreover, this approach usually identifies relations in concept pairs, which
does not consider the global relations (i.e. ascendant and descendant) among the
concepts. It may lead to the concept inconsistency problem. For example, it may
infer “Apple” as the parent of a concept “iPhone”, and “fruit” as the parent of con-
cept “Apple”. However, it is obvious that “fruit” should not be an ascendant of
“iPhone” in this context.
2.2.3.2 Clustering-based Approach
Clustering-based approach usually organizes concepts into a hierarchy by the hierarchi-
cal clustering technique [6]. The technique first gathers the contexts of the concepts as
features, and represents the concepts into feature vectors. Based on the vectors, it clus-
ters the concepts into a hierarchy based on text similarities (e.g. Cosine similarity). The
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clustering can be performed by agglomerative, divisive, and incremental methods. Each
method is summarized below.
Agglomerative clustering method:
This clustering method builds the hierarchy in the bottom-up manner. It iteratively
merges the most similar clusters in the leaf concepts to form new clusters. The newly
formed cluster is viewed as the parent. The iteration is stopped when all the concepts are
merged into one big cluster.
Lin [73] employed the syntactic features to measure the similarity among concepts.
Each feature quantifies the grammatical relations between two concepts in the sentences.
A dependency parser was utilized to generate the features. For example, the sentence “I
have a brown dog” can be parsed to generate the features for two concepts “I” and “dog”
such as (have subj I), (I subj-of have) and (dog obj-of have). Based on the features,
each concept was represented into the feature vector with frequency weighting. Multi-
ple statistical metric were explored to calculate the similarity among concepts, including
point-wise mutual information (PMI), Cosine, Hindle, Dice, and Jacard. PMI was re-
ported to get the best performance. Evaluations were conducted based on WordNet.
Later, Caraballo et al. [13] calculated the similarity among concepts by co-occurrence
features. The features measured the conjunctive and appositive relations of two concepts
in the Wall Street Journal corpus. The paper iteratively clustered two most similar con-
cepts to generate a common parent group from bottom to top. The similarity between two
groups was defined as the average Cosine similarity among each pair of concept stored
in the respective groups.
Subsequently, Rosenfeld and Feldman [106] proposed to utilize surface patterns [105]
instead of common lexical-syntactic patterns as the features. Each surface pattern is a
sequence of skipped tokens, where the skip indicates the gap in the pattern. Feature se-
lection was performed based on the frequency of pattern matching [29]. The paper then
hierarchically clustered the concepts based on Cosine similarity. It reported that hierar-
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chical clustering with the single linkage measurement achieved the best performance.
Divisive clustering method:
In contrast to the agglomerative clustering method, divisive clustering method gener-
ates the hierarchy from top to bottom. It iteratively splits the parent clusters into smaller
child ones, until each concept has its own singleton cluster.
Pantel and Lin [96] proposed a Clustering By Committee (CBC) algorithm to form the
hierarchy by splitting the parent clusters from top to down. The algorithm first found the
top-k most similar concepts among all the concept-pairs to form child clusters. These
highly related concepts are named committees, which are well scattered in the similarity
space. The cluster centroids were computed by averaging the feature vectors of all their
member concepts. The algorithm then assigned the remaining concepts into their most
similar child clusters, and continued the cycle to split the child clusters into small ones.
Respectively, Cimiano et al. [21] and Shi et al. [110] utilized bi-section k-means
clustering [81] for hierarchy generation. These papers first computed the centroid of the
entire cluster by averaging the feature vectors of all the member concepts. Simultane-
ously, it initialized a randomly selected concept as the centroid of a new child cluster. It
then divided the entire cluster into two sub-clusters according to the shortest distance of
the concepts to the centroids. Afterwards, the new formed sub-clusters updated their cor-
responding centroids. Such division of the sub-clusters continued until non-overlapping
sub-clusters were generated.
Incremental clustering method:
Agglomerative and divisive clustering methods all face the challenge of labeling the
new clusters. To avoid this problem, incremental clustering method assumes that all the
concepts are known. It adds concepts and relations into a hierarchy one by one.
Snow and Jurafsky [112] proposed to grow the hierarchy based on maximization of
conditional probability of relations given the evidence. The evidence is the syntactic
features that match the pre-defined patterns on the dependency parse trees.
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Accordingly, Yang and Callan [141] introduced a metric-based hierarchy induction
method. The method incorporated the lexical-syntactic patterns, contextual, co-occurrence,
syntactic dependency, and other features to incrementally cluster concepts into the hier-
archy. The clustering was based on two metric, i.e. optimization of hierarchy structure
and concept abstractness.
We here summarize several advantages and weaknesses for the clustering-based ap-
proach.
 Advantages. Clustering-based approach determines the relations among concepts
by similarity of their feature contexts. It thus can discover some new relations
which the pre-defined patterns do not capture. In contrast with the pattern-based
approach, this approach alleviates the concept inconsistency problem by a unified
model that globally determines the relations among all concepts.
 Weaknesses. The accuracy of the clustering-based approach is usually lower than
the pattern-based approach. Also, it may fail to coherently produce clusters for the
small corpus [97], and its performance is greatly influenced by the features used.
Moreover, the new formed clusters do not have label, and naming clusters is a very
challenging task.
Our domain-assisted approach proposed in Chapter 3 employs heterogeneous features
to measure the parent-child relations among the aspects, including various patterns, and
co-occurrence features in clustering-based approach. Different from the previous ap-
proaches, we generate the hierarchy by leveraging the domain knowledge (i.e. product
specifications); the result is more accurate and reliable.
2.3 Product Aspect Ranking
To the best of our knowledge, no previous studies has been investigated on the topic
of product aspect ranking, which aims to find the important product aspects. We here
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summarize the work related to ranking on the reviews.
2.3.1 Related Work on Ranking of Reviews
Snyder and Barzilay [113] aimed to predict the opinions on a fixed set of aspects by treat-
ing each aspect as an independent ranking (i.e. rating) problem. The mutual influence
between the aspects was considered. They built a graph to analyze the meta-relations
between opinions, such as the agreement and contrast relations. They then proposed a
Good Grief algorithm to leverage such relations to predict the opinions on the aspects.
This work has no content related to mining aspect importance and ranking aspects ac-
cording to their importance. Subsequently, Zhang et al. [151] proposed the topic of
product ranking which tries to identify the best products for each specific aspect. They
first built an aspect-opinion graph, and then used a PageRank style algorithm to rank the
products for each aspect.
Also, there were some studies on ranking the reviews to find the informative and high-
quality ones [152]. For example, Lu et al. [80] proposed a linear regression framework
to predict the quality of reviews. To obtain accurate prediction, they incorporated social
context information (i.e. reviewer profile) into the framework by adding regularization
constraints to the regression formulation. Two graph-based algorithms (i.e. modified
version of HITS and PageRank) were employed to analyze the expertise, authority, rep-
utation and trust of reviewers in social network. They reported that social contextual
information was effective to predict the quality of reviews, especially when the available
training data was sparse. Additionally, Tsaparas et al. [121] aimed to select a compre-
hensive set of high-quality reviews that covered many different aspects. They formulated
the problem as a maximum coverage problem, and solved it by a greedy algorithm.
Next, we summarize the work related to the two tasks supported by aspect ranking,
including document-level sentiment classification and extractive review summarization.
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2.3.2 Document-level Sentiment Classification
This topic aims to classify an opinion document as expressing a positive or negative opin-
ion. For example, given a product review, the task is to determine whether the review
expresses an overall positive or negative opinion about the product. Existing works on
this topic use unsupervised, supervised and semi-supervised learning techniques to build
document-level sentiment classifiers. Unsupervised method usually relies on a sentiment
lexicon containing a collection of positive and negative sentiment words. It determines
the overall opinion of a review document based on the number of positive and negative
terms in the review. Supervised method applies existing machine learning models, such
as SVM and Maximum entropy (ME) etc. [95]. Some studies proposed to learn the
opinionated patterns from review corpus, and utilize these patterns to classify the opin-
ions on the reviews [144, 62]. Semi-supervised methods usually utilize the strategies
such as bootstrapping (or self-training, co-training), and exploit the unlabeled reviews
to improve the classification performance [107]. For example, Goldberg and Zhu [42]
proposed a graph-based method for sentiment classification; while Li et al. [71] clas-
sified the opinions by utilizing the matrix factorization technique with the lexical prior
knowledge. Dasgupta and Ng [28] classified reviews by clustering them into positive and
negative categories.
2.3.3 Extractive Review Summarization
Extractive review summarization aims to condense the source reviews into a shorter ver-
sion preserving its information content and overall meaning. It forms the summary using
the most informative sentences, paragraphs etc. selected from the original reviews. The
most informative content is generally treated as the “most frequent” or the “most favor-
ably positioned” content in exiting works. The two widely used methods are the sentence
ranking and graph-based methods [44]. In these works, a scoring function was first de-
fined to compute the informativeness of each sentence. Sentence ranking method [103]
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ranked the sentences according to their informativeness scores and then selected the top
ranked sentences to form a summary. For example, Hovy and Lin [50] proposed a sys-
tem called SUMMARIST for summarization based on topic relevance; while Radev et
al. [102] developed a centroid-based extractive summarizer named MEAD that scores
sentences based on sentence-level and inter-sentence features. Graph-based method [35]
represented the sentences in a graph, where each node corresponds to a particular sen-
tence and each edge characterizes the relation between two sentences. A random walk
was then performed over the graph to discover the most informative sentences, which
were in turn used to compose a summary.
2.4 Question Answering (QA)
2.4.1 Traditional QA
Question Answering (QA) aims to provide exact answers to the questions written in nat-
ural language. Traditional QAmainly deals with fact-oriented questions that ask for facts
about a target, such as the factoid question “What is the tallest mountain in the world?”
and the answer is “Mt. Everest inHimalayan mountains” [126]. Earlier QA is commonly
evaluated on the TREC track1. In TREC-2001 [123], list questions (e.g. “Who, in the
human history, have set foot on the moon?”) were introduced. The list questions often
specify the number of items to be retrieved and require the answers to be mined from sev-
eral documents. TREC-2003 [125] further introduced definition questions (e.g. “Who is
Barack Hussein Obama?”), which combines the factoid and list questions into a single
task. In other words, any interesting facets related to “Barack Hussein Obama” could
become a part of the answer. Traditional methods for TREC QA track typically consists
of three modules, including question processing module that recognizes the questions
focuses and the expected answer types, document and passage processing module which
1http://trec.nist.gov/
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indexes the data corpus and retrieves the relevant candidate documents, and answer ex-
traction module that exacts answer from the relevant documents. Many techniques have
been proposed related to these three modules. These techniques include statistical pas-
sage retrieval [120], question typing [34], named entities analysis [100], dependency
relation parsing [74, 117, 118], lexical-syntactic pattern parsing [43, 137], soft pattern
[26], usage of external resources such as WordNet [49], etc.
Although the methods proposed in the TREC track achieve encouraging performance,
they cannot work well on the complex questions, such as “How to clear cache in sending
new email?” To tackle such problems, community-based QA (cQA) sites have emerged,
which provide a popular service for users to ask and answer questions, as well as ac-
cess the historical question-answer pairs to meet various information needs. The success
of the cQA service motivates research topics of similar question retrieval, and answer
quality evaluation, etc. In particular, similar question retrieval aims to tackle the word
mismatching problem between the user queries and the archived questions. Multiple
methods have been proposed, including the vector space model [32], language model
[53], Okapi model [54], translation model [104, 138] and syntactic tree matching model
[139]. Accordingly, for the topic of answer quality evaluation, current research has
proposed multiple methods, such as the classification model [1, 77] and ranking model
[9, 55].
2.4.2 Opinion QA
While traditional QA commonly tackles the factual questions, opinion QA focuses on
the opinionated questions, which ask for reviewers’ thinking and feeling on a certain
object, such as “What’s everyones’ opinions on iPhone 4?” Stoyanov et al. [115] stud-
ied the challenges raised by opinion QA as compared to traditional QA. They reported
that opinion-QA is more complicated than traditional QA. Current Opinion QA methods
mainly include three components, including question analysis that finds the key points
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asked in the question, answer fragment retrieval, and answer generation which summa-
rizes the retrieved fragments. We next summarize the work related to the three compo-
nents.
2.4.2.1 Question Analysis and Answer Fragment Retrieval
Question analysis has to distinguish the opinionated question from the factual one, and
find the key points asked in the questions, such as the product aspect and product name.
For example, Yu and Hatzivassiloglou [146] proposed to separate opinions from facts at
both document and sentence level, and determine the polarity on the opinionated sen-
tences in the answer documents. They intended to cluster opinionated sentences of the
same polarity together, and summarize them as answers for the opinionated questions.
They first utilized a Bayesian classifier to distinguish subjective (i.e. opinionated) docu-
ments from objective (i.e. factual) ones. They then employed three unsupervised meth-
ods to detect the opinionated sentences, including the similarity approach, Naı¨ve Bayes
classifier, and multiple Naı¨ve Bayes classifier. The polarity on the opinionated sentences
were determined by referring to a pre-defined sentiment lexicon.
Similarly, Somasundaran et al. [114] utilized a SVM classifier to recognize opinion-
ated sentences. The paper argued that the subjective types (i.e. sentiment and arguing)
can improve the performance of opinion-QA. It first retrieved answer sentences based on
the keyword matching, and re-ranked these sentences to generate answers by consider-
ing the question types. The paper employed average precision as the evaluation metric,
and argued that the traditional metric (i.e. MRR and MRFA) may not be well suited to
examine the opinion QA systems.
Later, Ku et al. [65] tried to deal with the modules of question analysis and answer
fragment retrieval in the opinion QA system. They proposed a two-layered classifier
for question analysis, and retrieved the answer-fragments by keyword matching. In par-
ticular, they first identified the opinionated questions, and classified them into six pre-
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defined question types, including holder, target, attitude, reason, majority, and yes/no.
These question types and corresponding polarity on the questions were used to filter non-
relevant sentences in the answer fragments. F-measure was employed as the evaluation
metric.
2.4.2.2 Answer Generation
Li et al. [70] formulated the answer generation module in opinion QA as a sentence
ranking task. They argued that the answers should be simultaneously relevant to topics
and opinions asked in the questions. They thus designed the graph-based methods (i.e.
PageRank and HITS) to select some high-ranked sentences to form answers. They first
built a graph on the retrieved sentences, with each sentence as the node, and the similarity
(i.e. Cosine similarity) between each sentences pair as the weight of the corresponding
edge. Given a question, its similarity to each sentence in the graph was computed. Such
similarity was viewed as the relevant score to the corresponding sentence. The sentences
then were ranked based on three metric, i.e. relevant score to the query, similarity score
obtained from the graph algorithm over sentences, and degree of opinion matching to the
query.
Respectively, Lloret et al. [79] proposed to form answers by re-ranking the retrieved
sentences based on the metric of word frequency, non-redundancy and the number of
noun phrases. Their method includes three components, including information retrieval,
opinion mining and text summarization. Evaluations were conducted on the TAC 2008
Opinion Summarization track.
Afterwards, Moghaddam and Ester [87] developed a system called AQA to generate
answers for questions about products (i.e. opinion QA on products). The system classi-
fies the questions into five types, including target, attitude, reason, majority and yes/no.
As compared to Ku et al. [65], the question types of holder and majority are not included.
They argued that product questions were seldom asked for the holders, since the holders
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(i.e. reviewers) were commonly shown in the reviews. Also, product questions mainly
asked for majority opinions, and majority type was thus not considered. The AQA system
includes five components, including question analysis, question expansion, high quality
review retrieval, subjective sentence extraction, and answer grouping. The answers are




Consumer Reviews for Products
In this chapter, we present a domain-assisted approach to generate a hierarchical structure
from product consumer reviews and organize them accordingly.
3.1 Overview
For the task of generating the review hierarchy, we could refer to traditional methods in
the domain of ontology learning, which first identify the concepts from text, then de-
termine the parent-child relations among these concepts using either pattern-based or
clustering-based methods [88]. Pattern-based methods usually suffer from inconsistency
of the parent-child relations among concepts, while clustering-based methods often result
in low accuracy [142]. Thus, by directly utilizing these methods to generate an aspect
hierarchy from reviews, the resulting hierarchy is usually inaccurate, leading to unsat-
isfactory review organization. Moreover, the generated hierarchy may not be consistent
with the information needs of the users which expect certain sub-topics to be present.
On the other hand, domain knowledge of products is now available on the Web. This
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knowledge provides a broad structure that aims to answer the users’ key information
needs. For example, there are more than 248,474 product specifications in the forum
website CNet.com [5]. Figure 3.1 and Figure 3.2 show the product specifications in
Wikipedia and CNet.com on product “iPhone 3GS” respectively. These product specifi-
cations cover some product aspects and provide the coarse-grained parent-child relations
among the aspects. Such domain knowledge is useful to help organize the product as-
pects into a hierarchy. While the initial hierarchy obtained from domain knowledge is
good for broad structure of review organization, it is often too coarse and does not cover
the specific aspects commented in the reviews well. Moreover, some aspects in the hier-
archy may not be of interest to users in the reviews. In order to take advantage of the best
of both worlds, we need to integrate initial domain knowledge structure, which reflects
broad user interests in product, and distribution of reviews that indicates current interests
and topics of concerns to users. Hence we need an approach to evolve the initial review
hierarchy into one that reflects current users’ opinions and interests.
Motivated by the above observations, we propose a domain-assisted approach to gen-
erate a review hierarchical organization by simultaneously exploiting the domain knowl-
edge (e.g., the product specification) and consumer reviews. The framework of our ap-
proach is illustrated in Figure 3.3. Given a collection of consumer reviews on a certain
product, we first automatically acquire an initial aspect hierarchy from domain knowl-
edge and identify the aspects in the reviews. We then develop a multi-criteria optimiza-
tion approach to incrementally insert the identified aspects into appropriate positions of
the initial hierarchy, and finally obtain an aspect hierarchy that includes all the aspects.
The consumer reviews are then organized to their corresponding aspect nodes in the en-
hanced hierarchy. We further perform sentiment classification to determine consumer
opinions on the aspects, and obtain the final hierarchical organization. Experiments are
conducted on 11 popular products in four domains. The dataset was crawled from mul-
tiple prevalent forum websites, such as CNet.com, Viewpoints.com, Reevoo.com and
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Figure 3.1: Product specifications from Wikipedia.
Pricegrabber.com etc. This dataset is released to facilitate future research on the topic of
hierarchical organization1. More details of the corpus are discussed in Section 3.3. The
1http://www.comp.nus.edu.sg/Jianxing/Products Reviews.rar
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Figure 3.2: Product specifications from CNet.com.
35
experimental results demonstrate the effectiveness of the proposed approach.
Furthermore, we exploit the generated hierarchy to reinforce the sub-tasks of prod-
uct aspect identification and aspect-level sentiment classification. Since the hierarchy
organizes all the product aspects and parent-child relations among these aspects, it can
naturally be used to help identify the (explicit/implicit) product aspects. While explicit
aspects can be identified by referring to the hierarchy, implicit aspects can be inferred
based on the associations between sentiment terms and aspects in the hierarchy. The
sentiment terms are discovered from the reviews on corresponding aspects. Moreover,
it facilitates aspect-level sentiment classification by training context-sensitive sentiment
classifiers with respect to the aspects. We perform extensive experiments to evaluate
the efficacy of the generated hierarchy in these two sub-tasks, and achieve significant
performance improvements.
The rest of the chapter is organized as follows. Section 3.2 elaborates the proposed
framework of hierarchical organization. Section 3.3 presents the experimental results,
while Section 3.4 introduces the use of the generated hierarchy to reinforce two research
tasks and demonstrates its potential. Section 3.5 gives a short summary of this chapter
with future work.
3.2 Hierarchical Organization Framework
As illustrated in Figure 3.3, our approach mainly consists of four components, includ-
ing (a) initial aspect hierarchy acquisition; (b) product aspect identification; (c) aspect
hierarchy generation; and (d) sentiment classification on product aspects. We first define
some notations and elaborate these components.
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Figure 3.3: Overview of the hierarchical organization framework.
3.2.1 Preliminary and Notations
Preliminary: An aspect hierarchy is defined as a tree that consists of a set of unique
product aspects A and a set of parent-child relationsR among these aspects.
Given the consumer reviews of a product, let A = fa1;    ; akg denote the product
aspects commented in the reviews. H0(A0;R0) denotes the initial hierarchy acquired
from domain knowledge. It contains a set of aspects A0 and relations R0. We aim to
construct an aspect hierarchy H(A;R), to include all the aspects in A and their parent-
child relationsR, so that all the consumer reviews can be hierarchically organized. Note
thatH0 can be empty.
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3.2.2 Initial Hierarchy Acquisition
As aforementioned, product specifications in the forum websites cover some product
aspects and coarse-grained parent-child relations among these aspects. Such domain
knowledge is useful to help organize aspects into a hierarchy. We here employ the ap-
proach proposed in [143] to automatically acquire an initial aspect hierarchy from the
product specifications. The method first identifies the Web page region covering product
descriptions and removes the irrelevant contents from the Web page. It then parses the
region containing the product information based on the HTML tags, and identify the as-
pects as well as their structure. By leveraging the aspects and their structure, it generates
an initial aspect hierarchy.
3.2.3 Product Aspect Identification
As illustrated in Figure 1.1, Figure 3.4-3.5, consumer reviews are composed in different
formats on forum Websites. The Websites such as CNet.com require consumers to give
an overall rating on the product, and provide concise positive and negative opinions (i.e.
Pros and Cons) on some product aspects, as well as write a paragraph of detailed review
in free text. Some Websites such as Viewpoints.com only ask for an overall rating and
a paragraph of free-text review. The other websites (e.g. Reevoo.com) just involve an
overall rating and concise positive and negative opinions on some aspects.
In summary, besides overall rating, a consumer review consists of Pros and Cons re-
view, free text review, or both. For Pros and Cons reviews, we identify their aspects
by extracting the frequent noun terms. Previous studies show that aspects are usually
noun/noun phrases [75], and we can obtain highly accurate aspects by extracting fre-
quent noun terms from Pros and Cons reviews [76]. We further show that these frequent
terms are helpful for identifying aspects in the free text reviews (see Figure 3.6). Specif-
ically, we first split the free text reviews into sentences, and parse each sentence using
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Figure 3.4: Sample consumer reviews on website Viewpoints.com.
Stanford parser2. The frequent noun phrases (NP) are then extracted from the sentence
parse trees as aspect candidates. While these candidates may contain noise, we propose
2http://nlp.stanford.edu/software/lex-parser.shtml
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Figure 3.5: Sample consumer reviews on website Reevoo.com.
to leverage Pros and Cons reviews to refine the candidates. In particular, we explore the
frequent noun terms in Pros and Cons reviews as features, and train a one-class Support
Vector Machine (SVM) [82] to identify the true aspects in the candidates. As the obtained
aspects may contain some synonym terms, such as “earphone” and “headphone”, syn-
onym clustering is further performed to obtain unique aspects. Technically, we measure
the distance between two aspects by Cosine similarity. We extract the synonym terms
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Figure 3.6: Procedure of product aspect identification on free text reviews
from the synonym dictionary website3, and use them as features for clustering. The




3.2.4 Generation of Aspect Hierarchy
To build the hierarchy, we propose to incrementally insert the newly identified aspects
into the appropriate positions in the initial hierarchy. The optimal positions are found by
a multi-criteria optimization approach. In the next subsections, we illustrate details of
the approach.
3.2.4.1 Formulation
Given the aspects A = fa1;    ; akg identified from reviews and the initial hierarchy
H0(A0;R0) acquired from the domain knowledge, we here propose a multi-criteria opti-
mization approach to generate an aspect hierarchy H, which allocates all the aspects in
A, including those not in the initial hierarchy, i.e. A A0. The approach incrementally
inserts the newly identified aspects into the appropriate positions in the initial hierarchy.
The optimal positions are found by multiple criteria. The criteria have to guarantee that
each aspect would most likely to be allocated under its parent aspect in the hierarchy.
Before introducing the criteria, we first define a metric, named Semantic Distance,
d(ax; ay), to quantify the parent-child relations between aspects ax and ay. d(ax; ay) is





where wj is the weight for j-th feature function fj(). The estimation of the feature
function f() will be described in Section 3.2.4.2, and the learning of d(ax; ay) (i.e.
weight w) is introduced in Section 3.2.4.3.
In addition, we introduce an information function Info(H) to measure the overall
semantic distance of a hierarchy H. Info(H) is formulated as the sum of the semantic






where the less sign “<” means the index of aspect ax is less than that of ay. The infor-
mation function does not double count the distance of the aspect pairs.
For each new aspect inserting into the hierarchy, it introduces a change in the hierarchy
structure, which increases the overall semantic distance of the entire hierarchy. That is,
information function Info(H) can be used to characterize the hierarchy structure. Based
on Info(H), we introduce the following three criteria to find the optimal positions for
aspect insertion: minimum Hierarchy Evolution, minimum Hierarchy Discrepancy and
minimum Semantic Inconsistency.
Hierarchy Evolution is designed to monitor the structure evolution of a hierarchy.
The hierarchy is incrementally hosting more aspects until all the aspects are allocated.
The insertion of a new aspect into various positions in the current hierarchy H(i) leads
to different new hierarchies. It gives rise to different increase of the overall semantic
distance (i.e. Info(H(i))). When an aspect is placed into the optimal position in the
hierarchy (i.e. as a child of its true parent aspect), Info(H(i)) has the least increase.
In other words, minimizing the change of Info(H(i)) is equivalent to searching for the
best position to insert the aspect. Therefore among the new hierarchies, the optimal one
H^(i+1) should lead to the least changes of overall semantic distance toH(i), as follows,
H^(i+1) = argminH(i+1) Info(H(i+1)  H(i)): (3.3)
The first criterion can be obtained by plugging Info(H) in Eq.(3.2) and using least







Here a denotes the new aspect for insertion.
Hierarchy Discrepancy is used to measure the global changes of the structure evo-
lution. A good hierarchy should be the one that brings the least changes to the initial
hierarchy in a macro-view, so as to avoid the algorithm falling into a local minimum,
H^(i+1) = argminH(i+1) Info(H(i+1)  H(0))=(i+ 1): (3.5)
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Semantic Inconsistency is introduced to quantify the inconsistency between the se-
mantic distance estimated via the hierarchy and that computed from the feature functions
(i.e. Eq.(3.1)). We assume that a good hierarchy should precisely reflect the semantic
distance among aspects. For two aspects, their semantic distance reflected by the hierar-






where SP (ax; ay) is the shortest path between aspects ax and ay via the common ancestor
nodes, and (ap; aq) represents all the adjacent nodes along the path.




(dH(ax; ay)  d(ax; ay))2; (3.8)
where d(ax; ay) is the distance computed by the feature function in Eq.(3.1).
Multi-Criteria Optimization Through integrating the above criteria, the multi-criteria
optimization framework is formulated as,
obj = argminH(i+1)(1  obj1 + 2  obj2 + 3  obj3)
1 + 2 + 3 = 1; 0  1; 2; 3  1:
(3.9)
where 1, 2, 3 are the tradeoff parameters, which would be described in Section 3.3.1.
To summarize, our process of hierarchy generation starts from an initial hierarchy and
inserts the aspects into it one-by-one until all the aspects are allocated. For each new
aspect, we compute the objective function by Eq.(3.9) to find the optimal position for
insertion. It is worth noting that the insertion order may influence the result. To avoid
such influence, we select the aspect with the least objective value in Eq.(3.9) for each
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insertion. Based on the resultant hierarchy, consumer reviews are then organized to their
corresponding aspect nodes in the hierarchy. We further prune out the nodes without
reviews from the hierarchy.
In next subsections, we will introduce the estimation of the feature function f(ax; ay)
and semantic distance d(ax; ay).
3.2.4.2 Linguistic Features for Semantic Distance Estimation
Given two aspects ax and ay, the feature is defined as a function f(ax; ay) generating
a numeric score or a vector of scores. By referring to the work of [141], we explore
multiple features including Contextual, Co-occurrence, Syntactic, Pattern and Lexical
features. These features are generated based on auxiliary documents collected from
the Web. Specifically, we issue each aspect and aspect pair as queries to Google and
Wikipedia respectively, and collect the top 100 returned documents for each query. Each
document is split into sentences. Based on these documents and sentences, the features
are generated as follows.
Contextual features. According to the Distributional Hypothesis [45], the meaning
of the terms tend to be similar if they appear in similar contexts. Thus, we exploit the
following contextual features to measure the relations among the aspects. Two kinds of
features have been defined, including global context feature and local context feature. In
particular, for each aspect, the hosted documents are collected and treated as context to
build a unigram language model, with Dirichlet smoothing. Given two aspects ax and
ay, the KL-divergence [66] between their language models is computed as their Global-
Context feature. Similarly, we collect the left two and right two words surrounding each
aspect, and use them as context to build a unigram language model. The KL-divergence
between the language models of two aspects ax and ay is defined as the Local-Context
feature.
Co-occurrence features. Co-occurrence is shown to be effective in measuring the
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relations among the terms [27]. We compute the co-occurrence of two aspects ax and
ay by Pointwise Mutual Information (PMI): PMI(ax,ay)=log(Count(ax,ay)/ Count(ax)
Count(ay)), where Count() stands for the number of documents or sentences containing
the aspect(s), or the number of Google document hits for the aspect(s). Based on different
definitions of Count(), we define the features of Document PMI, Sentence PMI, and
Google PMI, respectively.
Syntactic features. These features are used to measure overlap of the aspects with
regards to their neighboring semantic roles. Specifically, the sentences that contain both
aspects ax and ay are collected, and parsed into the syntactic trees via the Stanford Parser.
For each sentence, we compute the length of the shortest path between aspects ax and ay
in the syntactic tree. The average length is taken as Syntactic-path feature between ax and
ay. Accordingly, for each aspect, we parse its hosted sentences, and collect its modifier
terms from the sentence parse trees. The modifier terms are defined as the adjective and
noun terms on the left side of the aspect. The modifier terms that share the same parent
node with the aspect are selected. We then calculate the size of the overlaps between
two modifiers sets for aspects ax and ay as theModifier Overlap feature. In addition, we
select the hosted sentences for each aspect, and perform semantic role labeling on the
sentences by ASSERT parser4. The subject role terms are collected from the labeling
sentences as the subject set. We then calculate overlaps between two subject sets for
aspects ax and ay as the Subject Overlap feature. For example, the aspect ”camera” is
treated as the object of the review “My wife quite loves the camera.” while ”lens” is the
object of ”My wife quite loves the lens.” These two aspects have the same subject ”wife”,
and it is used to compute the Subject Overlap feature. Similarly, for other semantic roles
(i.e. objects and verbs), we define the features of Object Overlap, and Verb Overlap
respectively.




patterns indicating the hypernym relations of two aspects in Hearst et al. [47], and 40
patterns measuring the part-of relations of two aspects in Girju et al. [41]. These pat-
tern features are asymmetric, and they take into consideration the parent-child relations
among aspects. Based on these patterns, a 46-dimensional score vector is obtained for
aspects ax and ay. A score is 1 if two aspects match a pattern, and 0 otherwise.
Lexical features. Word length has been shown to impact the abstractness of the words.
For example, the general word (as the parent) is often shorter than the specific word (as
the child). The word length difference between aspects ax and ay is computed as Length
Difference feature. In addition, we issue the query “define:aspect” to Google, and collect
the definition of each aspect (ax/ay). We then count the word overlaps between the
definitions of two aspects ax and ay, asDefinition Overlap feature. This feature measures
the similarity of the definitions for two aspects ax and ay.
3.2.4.3 Estimation of Semantic Distance
As aforementioned, the semantic distance d(ax; ay) is formulated as
P
j wjfj(ax; ay),
where w denotes the weight, and f(ax; ay) is the feature function. To learn the weight
w, we can employ the initial hierarchy as training data. The ground truth distance be-
tween two aspects ax and ay, i.e. dG(ax; ay) is computed by summing up all the distances
of edges along the shortest path between them, where the distance of every edge is as-
sumed to be 1. The optimal weights are then estimated by solving the ridge regression







2 +  Pmj=1w2j ;
(3.10)
wherem represents the dimension of linguistic features, and  is a tradeoff parameter.
Eq.(3.10) can be re-written to matrix form:
argmin
w
d  fTw2 +   kwk2 : (3.11)
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Figure 3.7: External linguistic resources of Open Directory Project (ODP).
The optimal solution is derived as,
w0 = (f
T f+   I) 1(fTd) (3.12)
where w0 is the optimal weight vector, d denotes the vector of the ground truth distance,
f represents the feature function vector, and I is the identity matrix.
The above learning algorithm can perform well when sufficient training data (i.e.,
distance of aspect pair) are available. However, the initial hierarchy is usually too coarse
and thus may not provide sufficient information for training. On the other hand, external
linguistic resources (e.g. Open Directory Project (ODP) in Figure 3.7 and WordNet in
Figure 3.8) provide abundant hand-crafted hierarchies. We here propose to leverage these
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Figure 3.8: External linguistic resources of WordNet.
resources to assist in semantic distance learning. A distance metric w0 is learned from
the parent-child pairs in the external linguistic resources by Eq.(3.12). Since w0 might
be biased to the characteristics of the external linguistic resources, directly using w0 in
our task may not perform well. Alternatively, we use w0 as prior knowledge to help to




d  fTw2 +   kwk2 +   kw  w0k2 ; (3.13)
where d denotes the ground truth distance in the initial hierarchy,  and  are the tradeoff
parameters.
The optimal solution of w can be obtained as
w = (fT f+ ( + )  I) 1(fTd+   w0): (3.14)
As a result, we compute the semantic distance d(ax; ay) according to Eq.(3.1).
3.2.5 Sentiment Classification on Product Aspects
After generating a hierarchy to organize all the newly identified aspects and consumer
reviews, we perform sentiment classification to determine opinions on the corresponding
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Figure 3.9: Procedure of sentiment classification on aspects.
aspects, and obtain the final hierarchical organization. The overview of our approach for
sentiment classification is demonstrated in Figure 3.9. We observe the Pros and Cons
reviews (see Figure 1.1) have explicitly categorized positive and negative opinions on
the aspects. These reviews are valuable training samples to learn a sentiment classifier.
We thus train a sentiment classifier based on Pros and Cons reviews, and employ the
classifier to determine the opinions on aspects in the free text reviews.
Specifically, we first collect the sentiment terms in Pros and Cons reviews based on the
sentiment lexicon provided by MPQA project [134]. These terms are used as features,
and each review is represented as a feature vector. A sentiment classifier is then learned
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from the Pros reviews (i.e., positive samples) and Cons reviews (i.e., negative samples).
The classifier can be SVM, Naı¨ve Bayes andMaximum Entropy model [95]. Given a free
text review that may cover multiple aspects, we first locate the opinionated expression
that modifies the corresponding aspect, e.g. locating the expression “well”in the review
“The battery of Nokia N95 works well.” for the aspect “battery.” Generally, an opinion-
ated expression is associated with the aspect if it contains at least one sentiment term in
the sentiment lexicon, and it is the closest one to the aspect in the parse tree within the
context distance of 5. The learned sentiment classifier is then leveraged to determine the
opinion of the opinionated expression, i.e. the opinion on the aspect.
3.3 Evaluations
In this section, we evaluate the effectiveness of the proposed framework in terms of
product aspect identification, aspect hierarchy generation, and sentiment classification
on aspects.
3.3.1 Data Set and Experimental Settings
Table 3.1 shows the details of our product review corpus, which is publicly available in 6.
This dataset contains consumer reviews on 11 popular products in four domains. There
are 70,359 reviews in total and around 6,396 reviews for each product on average. These
reviews were crawled frommultiple prevalent forum websites, including cnet.com, view-
points.com, reevoo.com, gsmarena.com and pricegrabber.com. The reviews were posted
between June 2009 and July 2011. Eight annotators were invited to annotate the ground
truth on these reviews. They were asked to annotate the product aspects in each review,
and also label consumer opinions expressed on the aspects. Each review was labeled by
at least two annotators. The average inter-rater agreement in terms of Kappa statistics
6http://www.comp.nus.edu.sg/Jianxing/Product Reviews.rar
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is 87% for all the products. In addition, three participants were asked to construct the
gold standard hierarchy. For each product, they were provided the initial hierarchy and
the aspects commented in the reviews. They were required to build a hierarchy which
allocates all the aspects based on the initial hierarchy. In terms of Kappa statistics, the
average inter-rater agreement of the parent-child relations among aspects is 73%. The
conflicts between participants were resolved through their discussions. For semantic dis-
tance learning, we collected 50 hierarchies from WordNet and ODP, respectively as ex-
ternal linguistic resources7. Table 3.2 gives the details on these hierarchies. Specifically,
we utilized the hypernym and meronym relations in WordNet to construct 50 hierarchies.
Such relations indicate parent-child relations among concepts. We only used one word
sense in WordNet to avoid word sense ambiguity. In addition, we parsed the topic lines
in the ODP XML databases to obtain relations, and constructed another 50 hierarchies
accordingly.
Table 3.1: Statistics of the product review dataset, # denotes the number of the re-
views/sentences.
Product Name Domain Review# Sentence#
Canon EOS 450D (Canon EOS) camera 440 628
Fujifilm Finepix AX245W (Fujifilm) camera 541 839
Panasonic Lumix DMC-TZ7 (Panasonic) camera 650 1,546
Apple MacBook Pro (MacBook) laptop 552 4,221
Samsung NC10 (Samsung) laptop 2,712 4,946
Apple iPod Touch 2nd (iPod Touch) MP3 4,567 10,846
Sony NWZ-S639 16GB (Sony NWZ) MP3 341 773
BlackBerry Bold 9700 (BlackBerry) phone 4,070 11,008
iPhone 3GS 16GB (iPhone 3GS) phone 12,418 43,527
Nokia 5800 XpressMusic (Nokia 5800) phone 28,129 75,001
Nokia N95 phone 15,939 44,379
F1-measure was employed as the evaluation metric for all the evaluations. It is the
combination of precision and recall, as F1-measure=2*precision*recall/(precision+recall).
For the evaluation on aspect hierarchy generation, we defined precision as the percent-
7Available in http://www.aclweb.org/supplementals/D/D11/D11-1013.Attachment.zip
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Table 3.2: Statistics of the external linguistic resources.
Statistic WordNet ODP
Total # hierarchies 50 50
Total # terms 1,964 2,210
Average # depth 5.5 5.9
Total # hierarchy topics 12 16
age of correctly returned parent-child pairs out of the total number of returned pairs, and
recall as the percentage of correctly returned parent-child pairs out of the total number
of pairs in the gold standard. Throughout the experiments, we empirically set 1 = 0:4,
2 = 0:3, 3 = 0:3,  = 0:4 and  = 0:6.
3.3.2 Evaluations on Product Aspect Identification of Free Text Re-
views
In this experiment, we implemented the following approaches for aspect identification:
 The method proposed by Hu et al. [51], which extracts noun terms as aspect can-
didates, and identifies the aspects by rules learned from association rule mining.
 The method proposed by Wu et al. [136] that extracts noun phrases from a de-
pendency parse tree as aspect candidates, and identifies the aspects by a language
model built on the product reviews.
Figure 3.10 shows the performance comparison on all the 11 products in terms of F1-
measure. From these results, we can see that the proposed approach get the best per-
formance on all the 11 products. It significantly outperforms Hu’s and Wu’s methods
by over 8.84%, 4.77% respectively in terms of average F1-measure. This indicates the
effectiveness of Pros and Cons reviews in assisting aspect identification on free text re-
views. Hence, by exploiting the Pros and Cons reviews, our approach can boost the
performance of aspect identification.
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Figure 3.10: Performance of product aspect identification on free text reviews. The
results are tested for statistical significance using T-Test, with p-values<0.05.
3.3.3 Evaluations on Generation of Aspect Hierarchy
We first compared the proposed approach against the state-of-the-art methods, then eval-
uated the effectiveness of the components in our approach.
3.3.3.1 Comparisons to the State-of-the-Art Methods
Four traditional methods in ontology learning for hierarchy generation are utilized for
comparison.
 Pattern-based method [47] which explores the pre-defined patterns to identify parent-
child relations and forms the hierarchy correspondingly.
 Clustering-based method [110] that builds the hierarchy by hierarchical clustering.
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Figure 3.11: Performance of aspect hierarchy generation. T-Test, p-values<0.05. w/
H denotes the methods with initial hierarchy, accordingly, w/o H refers to the methods
without initial hierarchy.
 The method proposed by Snow et al. [112] which generates the hierarchy based
on a probabilistic model.
 The method proposed by Yang et al. [141], which defines multiple metric for the
hierarchy generation.
Since our approach and Yang’s method can utilize the initial hierarchy to assist in
hierarchy generation, we evaluated their performance with or without initial hierarchy,
respectively. For the sake of fair comparison, Snow’s, Yang’s and our methods used the
same linguistic features as described in Section 3.2.4.2.
As shown in Figure 3.11, without the initial hierarchy, our approach outperforms the
pattern-based, clustering-based, Snow’s, and Yang’s methods by the significant abso-
lute gains of over 17.9%, 19.8%, 2.9%, and 6.1%, respectively in terms of average
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F1-measure. By exploiting initial hierarchy, our approach improves the performance
significantly. As compared to the pattern-based, clustering-based and Snow’s methods,
our approach improves the average performance by the significant absolute gains of over
49.4%, 51.2% and 34.3%, respectively. Compared to Yang’s method with initial hierar-
chy, it achieves a significant absolute gain of 4.7% in terms of average F1-measure.
The results show that pattern-based and clustering-based methods perform poorly.
Specifically, pattern-based method achieves low recall; while clustering-based method
obtains both low precision and recall. A probable reason is that pattern-based method
may suffer from the problem of low coverage of patterns, especially when the patterns are
pre-defined and may not include all the ones in the reviews. Respectively, the clustering-
based method [110] is limited to the use of bisection clustering mechanism which only
generates a binary-tree. In addition, we observe that the methods using heterogeneous
features (i.e. Snow’s, Yang’s and Our) achieve high F1-measure. We can speculate that
the distinguishability of the parent-child relations among aspects would be enhanced by
integrating multiple features. The results also indicate that the methods with initial hier-
archy (i.e. Yang’s and Our) can significantly boost the performance. Such results further
convince us that the initial hierarchy is valuable for hierarchy generation. Finally, the
results show that our approach outperforms Yang’s method when both utilize the initial
hierarchy. A probable reason is that our approach is able to derive reliable semantic
distances among aspects by exploiting the external linguistic resources to assist distance
learning, thereby improving the performance.
3.3.3.2 Evaluations on the Effectiveness of the Initial Hierarchy
We here show that by using different proportion of the initial hierarchy, the proposed
approach can still generate a satisfactory hierarchy. Different proportion of the initial
hierarchy were explored, including 0%, 20%, 40%, 60%, 80%, and 100% of the aspect
pairs which were collected top-to-down, left-to-right. As shown in Figure 3.12, the per-
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Figure 3.12: Evaluations on the impact of different proportion of initial hierarchy. T-test,
p-values<0.05.
formance increases when a larger proportion of the initial hierarchy is used. Thus, we
can speculate that the domain knowledge is valuable in the aspect hierarchy generation.
3.3.3.3 Evaluations on the Effectiveness of Optimization Criteria
A leave-one-out study is conducted to evaluate the effectiveness of each optimization
criterion. In particular, we set one of the tradeoff parameters (1, 2, 3) in Eq.(3.9) to
zero, and distributed its weight to the rest of parameters proportionally. As illustrated in
Figure 3.13, we find that removing any optimization criterion would degrade the perfor-
mance on most products. It is interesting to note that removing the third optimization
criterion, i.e., minimum semantic inconsistency, slightly increases the performance on
two products (iPad touch and Sony MP3). The reason might be that the values of the
three tradeoff parameters (empirically set in Section 3.3.1) are not suitable for these two
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Figure 3.13: Evaluations of multiple optimization criteria. % of change in F1-measure
when a single criterion is removed. T-test, p-values<0.05.
products.
3.3.3.4 Evaluations on Semantic Distance Learning
In this section, we evaluate the impact of the linguistic features and external linguis-
tic resources for semantic distance learning. Five sets of features as described in Section
3.2.4.2 were investigated, including contextual, co-occurrence, syntactic, pattern and lex-
ical features. As shown in Figure 3.14, co-occurrence and pattern features outperform
contextual and syntactic features. This demonstrates that co-occurrence and pattern fea-
tures are effective to indicate the parent-child relations among aspects. Among these
features, the lexical features perform the worst. We notice that the combination of all
the features achieves the best performance. On average, the combined features outper-
form contextual features, co-occurrence features, syntactic features, pattern features, and
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Figure 3.14: Evaluations on the impact of linguistic features for semantic distance learn-
ing. T-Test, p-values<0.05.
lexical features by over 13.1%, 10.0%, 13.6%, 9.7%, and 24.3%, respectively in terms
of average F1-measure. These results indicate that the heterogeneous features would be
complementary and can assist to derive the semantic distance more accurately.
Next, we examine the effectiveness of using external linguistic resources (e.g. Word-
Net and ODP) on semantic distance learning. Our approach with or without external
linguistic resources were examined. As illustrated in Figure 3.15, by exploiting external
linguistic resources, our approach significantly outperforms the method without external
resources by over 4.2% in terms of average F1-measure. We can speculate that exter-
nal linguistic resources can help us obtain accurate semantic distance, which boosts the
performance of aspect hierarchy generation.
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Figure 3.15: Evaluations on the impact of external linguistic resources for semantic dis-
tance learning. T-test, p-values<0.05.
3.3.4 Evaluations on Aspect-level Sentiment Classification
In this experiment, we compared the following sentiment classification methods:
 An unsupervised method. It is a dictionary-based method. The opinion on each
aspect is determined by referring to the sentiment lexicon SentiWordNet [92]. The
lexicon contains a list of positive/negative words. The opinionated expression asso-
ciated with the aspect is classified as positive (or negative) if it contains a majority
of words in the positive (or negative) list.
 Three supervised methods. We employed three supervised methods proposed in
Pang et al. [95], including Naı¨ve Bayes (NB), Maximum Entropy (ME), and Sup-
port Vector Machine (SVM). These classifiers were trained on Pros and Cons re-
views as described in Section 3.2.5. In particular, SVM was implemented by using
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Figure 3.16: Performance of aspect-level sentiment classification. T-Test, p-
values<0.05.
libSVM [16] with linear kernel, NB was implemented with Laplace smoothing,
and ME was implemented with L-BFGS parameter estimation.
Figure 3.16 shows the experimental results. We can see that the three supervised meth-
ods perform much better than the unsupervised approach. They achieve performance im-
provements on all the 11 products. In particular, SVM performs the best on 9 products,
NB obtains the best performance on the remaining two products. In terms of average per-
formance, SVM achieves slight improvements compared to NB and ME. These results
are consistent with the previous research [95].
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Figure 3.17: Overview of product aspect identification with hierarchy.
3.4 Sub-tasks Reinforced by the Hierarchy
We here show that the generated hierarchy can reinforce the sub-tasks of product aspect
identification and sentiment classification on aspects.
3.4.1 Product Aspect Identification with the Hierarchy
As aforementioned, product aspect identification aims to recognize product aspects com-
mented in the consumer reviews. Generally, its performance would be affected by three
main challenges. First, aspects are often identified as the noun phrases in the reviews.
However, noun phrases would contain noise that are not aspects. For example, in the
review “My wife and her friends all recommend the battery in Nokia N95.” noun phrases
“wife” and “friends” are not aspects. Second, some “implicit” aspects do not explicitly
appear in the reviews but are actually commented in them. For example, the review “The
iPhone 4 is quite expensive.” reveals negative opinion on the aspect “price”, but “price”
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does not appear in the review. These implicit aspects cannot be effectively identified by
the methods which rely on the appearance of aspect terms. Third, some aspects cannot
be effectively identified without considering the parent-child relations among aspects.
For example, the review “The battery of the camera lasts quite long.” conveys positive
opinion on the aspect “battery” while the noun term “camera” is served as the modified
term. Parent-child relations are needed to accurately identify the aspect “battery” from
the reviews.
One simple solution for these challenges can resort to the review hierarchy. The hi-
erarchy organizes product aspects as nodes, following their parent-child relations. For
each aspect, the reviews and corresponding opinions on this aspect are stored. Such hi-
erarchy can naturally facilitate product aspect identification. Specifically, the noise noun
phrases can be filtered by making use of the hierarchy. For the implicit aspects, we ob-
serve they usually modified by some peculiar sentiment terms [116]. For example, the
aspect “size” is often modified by the sentiment terms such as “large”, but seldom by
the terms such as “expensive.” In other words, there are some associations between the
aspects and sentiment terms. Thereby implicit aspects can be inferred by discovering
the underlying associations between the sentiment terms and aspects in the hierarchy.
Moreover, by following the parent-child relations in the hierarchy, the true aspects can
be directly acquired. These observations motivate us to utilize the generated hierarchy to
reinforce the task of product aspect identification.
In order to simultaneously identify explicit/implicit aspects, we adopt a hierarchical
classification technique by leveraging the generated hierarchy. Such technique takes into
account the aspects and parent-child relations among aspects in the hierarchy. Also, it
discovers the associations between aspects and sentiment terms by multiple classifiers.
We show the flowchart of our approach in Figure 3.17. Given the testing reviews, we
first split them into sentences. For each sentence, we identify its aspect by hierarchically
classify [111] it into the appropriate aspect node of the hierarchy on a certain product.
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The classification greedily searches a path in the hierarchy from top to bottom. The
search begins at the root node, and stops at the leaf node or a specific node where the
relevance score is lower than a learned threshold. The relevance score on each node is
determined by a SVM classifier8. Multiple SVM classifiers are trained on the hierarchy,
one distinct classifier for a node. The reviews that are stored in the node and its child-
nodes are used as training samples [33]. We employ the features of noun terms, and
sentiment terms that are in the sentiment lexicon provided by MPQA project [134].
In the technique, the threshold is learned for each distinct classifier by a Perceptron
corrective learning strategy [130]. For each training sample r on aspect node i, the
strategy computes its predicted label as y^i;r, with relevance score pi;r. When the predicted
label y^i;r is inconsistent with the gold standard label gi;r, or the relevance score pi;r is
smaller than the current threshold ti , the threshold is updated as follows,
t+1i = 
t
i + "(y^i;r   gi;r); (3.15)
where " is a corrective constant9.
Evaluations were conducted on the product review dataset as discussed in Section
3.3.1. We employed five fold cross validation, with one fold for testing, and other folds
for generating the hierarchy. F1-measure was used as the evaluation metric. We com-
pared the proposed approach against the following two methods:
 Noun-based method (NounFilter) proposed in Section 3.2.3. It extracts the fre-
quent noun phrases as aspect candidates, then refines the candidates to obtain true
aspects by leveraging an one-class SVM trained on Pros and Cons reviews.
 Hierarchy-based method with flat classification technique (HierFlat). This method
leverages the hierarchy to identify product aspects. Different from our proposed
approach, it treats each aspect in the hierarchy as an individual category without
8Use libSVM [16] implementation with linear kernel.
9Empirically set to 0.001 in the experiment.
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Figure 3.18: Performance of aspect identification with the help of hierarchy. T-test, p-
values<0.05.
considering the parent-child relations among aspects. Given a testing review, it
identifies its product aspects by classifying it into an aspect category using a multi-
class SVM classifier10. The reviews that are stored in the aspect nodes are used as
training samples, with noun phrases and sentiment terms as the features.
As shown in Figure 3.18, the proposed approach significantly outperforms the methods
of NounFilter and HierFlat by over 4.4% and 2.9%, respectively in terms of average
F1-measure. These results indicate that the hierarchy helps to filter the noise to obtain
accurate aspects. Also, the hierarchical classification technique is effective to identify
the true aspects by leveraging the parent-child relations among aspects.
Moreover, we evaluated the effectiveness of our proposed approach on implicit aspect
identification. The 29,657 implicit aspect reviews in the product review dataset were
10http://svmlight.joachims.org/svm multiclass.html
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Figure 3.19: Performance of implicit aspect identification with the help of hierarchy.
T-test, p-values<0.05.
used. Our approach was compared against the method proposed by Su et al. [116],
which identifies implicit aspects based on mutual clustering. As shown in Figure 3.19,
our approach significantly outperforms Su’s method by over 10.9% in terms of average
F1-measure. Such results indicate that the hierarchy can help identify implicit aspects by
exploiting the underlying associations among sentiment terms and aspects.
3.4.2 Sentiment Classification on Aspects using the Hierarchy
Previous studies show that sentiment classification on the aspect is context sensitive [75].
The same opinionated expression would convey different opinions depending on the con-
text of aspects. For example, the opinionated expression “long” reveals positive opinion
on the aspect “battery” in the review “The battery of the camera is long.” while negative
opinion on the aspect “start-up time” in the review “The start-up time of the camera is
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Figure 3.20: Overview of sentiment classification on aspects using the hierarchy.
long.” In order to accurately determine the opinions on the aspects, a context sensitive
sentiment classifier is highly demanded. While the generated hierarchy is shown to help
precisely identify the product aspects (i.e. context), it can be directly used to train the
context sensitive classifier. We thus are motivated to leverage the hierarchy to support
aspect-level sentiment classification.
The key idea here is to capture the context by identifying the product aspects for each
review, and train the sentiment classifier for each aspect by considering the context. Such
classifier is context sensitive, which would be helpful to accurately determine the opin-
ions on the aspects. In particular, we train multiple sentiment classifiers, one classifier
for each distinct aspect node in the hierarchy. SVM classifier is used in the experiment.
The reviews that are stored in the node and its child-nodes are explored as training sam-
ples. Sentiment terms which provided from the sentiment lexicon inMPQA project [134]
are employed as the features. The classification of testing review is illustrated in Figure
3.20. The testing reviews are first split into sentences. For each sentence, we explore the
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Figure 3.21: Performance of aspect-level sentiment classification with the help of hierar-
chy. T-test, p-values<0.05.
hierarchical classification technique as mentioned in Section 3.4.1 to identify the product
aspect, and recognize its corresponding opinionated expression by the strategy in Section
3.2.5. We then select a certain sentiment classifier trained on the corresponding aspect
node to determine the opinion on the opinionated expression, i.e. opinion on the aspect.
We evaluated the proposed method on our product review dataset. Five fold cross
validation was employed, with one fold for testing and other folds for generating the
hierarchy. F1-measure was utilized as the evaluation metric. We compared the proposed
method against one traditional method described in Section 3.2.5, which trained a SVM
sentiment classifier without considering the aspect context. SVM was implemented by
libSVM [16] with linear kernel.
As illustrated in Figure 3.21, out method significantly outperforms the traditional SVM
method by over 1.6% in terms of average F1-measure. From these results, we can spec-
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ulate that the generated hierarchy can help to train the context sensitive sentiment classi-
fier, which effectively determines the opinions on aspects.
3.5 Summary
In this chapter, we proposed a domain-assisted approach to generate the hierarchical
organization of consumer reviews for products. The hierarchy is generated by simultane-
ously exploiting the domain knowledge and consumer reviews using a multi-criteria op-
timization framework. It organizes product aspects as nodes following their parent-child
relations. For each aspect, the reviews and corresponding opinions on this aspect are
stored. With the hierarchy, users can easily grasp the overview of consumer reviews, as
well as seek consumer reviews and opinions on any specific aspect by navigating through
the hierarchy. We conducted evaluations on 11 different products in four domains. The
experimental results demonstrated the effectiveness of our approach. Furthermore, we
have shown that the hierarchy can reinforce the sub-tasks of product aspect identifica-
tion and sentiment classification on aspects. Extensive experiments were performed to
evaluate the efficacy of these two sub-tasks with the help of hierarchy, and significant
performance improvements were achieved. In the future, more linguistic features will be
explored to learn the semantic distance among aspects, and a context sensitive sentiment
lexicon will be generated to facilitate the research on sentiment classification. Also, we
will apply the hierarchy to support the applications such as opinion retrieval and reviews
summarization.
The generated hierarchy can support a wide range of tasks. In the next chapters of





In this chapter, we elaborate the use of hierarchical organization to support product aspect
ranking, which aims to identify the important product aspects from online consumer
reviews.
4.1 Overview
For a certain product, the hierarchy usually categorizes hundreds of product aspects.
For example, iPhone 3GS has more than three hundred aspects (see Figure 4.1), such
as “usability,” “design,” “application,” “3G network” etc. We argue that some aspects
are more important than the others, and have greater impact on the eventual consumers’
decision making as well as the firms’ product development strategies. For example,
some aspects in iPhone 3GS such as “usability” and “battery” are of concerns to most
consumers, and are more important than the others such as “usb.” For the camera prod-
uct, the aspects such as “lenses” and “picture quality” would greatly influence consumer
opinions on the camera, and they are more important than the aspects such as “a/v ca-
ble” and “wrist strap.” Hence, identifying important product aspects is beneficial to both
consumers and firms. Consumers can conveniently make wise purchasing decision by
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Figure 4.1: Numerous aspects on the product iPhone 3GS.
paying more attentions to the important aspects, while firms can focus on improving the
quality of these aspects and thus enhance product reputation effectively. Generally, it is
impractical for people to manually identify important aspects of a product from numer-
ous reviews. Therefore, an approach to automatically identify the important aspects is
highly demanded.
A straightforward method for identifying important aspects is to regard the aspects
that are frequently commented in the consumer reviews as the important ones. However,
consumers’ opinions on the frequent aspects may not influence their overall opinions on
the product, and thus would not influence their purchase decisions. For example, most
consumers frequently criticize the bad “signal connection” of iPhone 4, but they may
still give high overall ratings to iPhone 4. In contrast, some aspects such as “design”
and “speed,” may not be frequently commented, but usually are more important than
“signal connection.” In fact, the frequency-based solution is not able to identify the truly
important aspects.
Motivated by above observations, we in this chapter propose an effective approach,
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Figure 4.2: Overview of aspect ranking framework.
named aspect ranking, to automatically identify the important product aspects from con-
sumer reviews. Our assumption is that the important aspects of a product possess the
following characteristics: (a) they are frequently commented in consumer reviews; and
(b) consumers’ opinions on these aspects greatly influence their overall opinions on the
product. The overview of our approach is illustrated in Figure 4.2. Specifically, given the
consumer reviews of a certain product, we first generate a hierarchical organization as
introduced in Chapter 3. We then identify the product aspects and corresponding opin-
ions commented in the reviews with the help of the generated hierarchy. To identify the
important aspects, we propose an aspect ranking algorithm by simultaneously taking into
account aspect frequency and the influence of consumers’ opinions given to each aspect
over their overall opinions. Technically, we assume the overall opinion in a review is
generated based on a weighted aggregation of the specific opinions on multiple product
aspects, where the weights essentially measure the degree of importance of these as-
pects. A probabilistic regression algorithm is developed to infer the importance weights
by incorporating the aspect frequency and the associations between the overall and spe-
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cific opinions. Evaluations are conducted on product review dataset described in Section
3.3.1. The extensive experimental results demonstrate the effectiveness of our approach.
Moreover, aspect ranking is beneficial to a wide range of real-world research tasks.
In this chapter, we investigate its usefulness in two tasks, i.e. document-level sentiment
classification that aims to classify the overall opinions of review documents, and ex-
tractive review summarization which tries to summarize the reviews by selecting some
informative review sentences. As aspect ranking reveals consumers’ major concerns in
the reviews, it can naturally be used to improve document-level sentiment classification
by giving more weights to the important aspects in the analysis of opinions on the review
document. Moreover, it can facilitate extractive review summarization by putting more
emphasis on the sentences that include the important aspects. We perform extensive ex-
periments to evaluate the efficacy of these two tasks, and achieve significant performance
improvements.
The rest of the chapter is organized as follows. Section 4.2 elaborates the proposed
framework of product aspect ranking. Section 4.3 presents the experimental results and
analysis, while Section 4.4 introduces the use of aspect ranking in real-world tasks and
demonstrates its potential. Section 4.5 concludes this chapter with future work.
4.2 Product Aspect Ranking Framework
4.2.1 Notations and Problem Formulation
Let R = fr1;    ; rjRjg denote a set of consumer reviews of a certain product. In each
review r 2 R, consumer expresses opinions on multiple aspects of a product, and finally
assigns an overall rating Or. Or is a numerical score that indicates different levels of
overall opinion on the review r, i.e. Or 2 [Omin;Omax], where Omin and Omax are the
minimum and maximum ratings respectively. Or is normalized to [0; 1]. Suppose there
are m aspects A = fa1;    ; amg in the review corpus R totally, where ak is the k-th
73
aspect. Opinion on aspect ak in review r is denoted as ork. The opinion on each aspect
potentially influence the overall rating. We here assume the overall ratingOr is generated
based on a weighted aggregation of the opinions on specific aspects, as
Pm
k=1 !rkork
[129], where each weight !rk essentially measures the importance of aspect ak in review
r. We aim to reveal the important weights, i.e., the emphasis placed on the aspects, and
identify the important aspects correspondingly.
Next, we acquire the product aspect ak and consumers’ opinions ork on various aspects
from the hierarchy generated in Chapter 3. We then design a probabilistic aspect ranking
algorithm to estimate importance weights f!rkgjRjr=1 and identify corresponding important
aspects.
4.2.2 Aspect Ranking Algorithm
In this section, we propose a probabilistic aspect ranking algorithm to identify the im-
portant aspects of a product from consumer reviews. Generally, important aspects have
the following characteristics: (a) they are frequently commented in consumer reviews;
and (b) consumers’ opinions on these aspects greatly influence their overall opinions on
the product. The overall opinion in a review is an aggregation of the opinions given
to specific aspects in the review, and various aspects have different contributions in the
aggregation. That is, the opinions on (un)important aspects have strong (weak) impacts
on the generation of overall opinion. To model such aggregation, we formulate that the
overall ratingOr in each review r is generated based on the weighted sum of the opinions
on specific aspects, as
Pm
k=1 !rkork or in matrix form as !r
Tor. ork is the opinion on
aspect ak and the importance weight !rk reflects the emphasis placed on ak. Larger !rk
indicates ak is more important, and vice versa. !r denotes a vector of the weights, and or
is the opinion vector with each dimension indicating the opinion on a particular aspect.
Specifically, the observed overall ratings are assumed to be generated from a Gaussian
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In order to take the uncertainty of !r into consideration, we assume !r as a sample






(!r   )T 1(!r   )]; (4.2)
where  and  are the mean vector and covariance matrix, respectively. They are both
unknown and need to be estimated.
As aforementioned, the aspects that are frequently commented by consumers are likely
to be important. Hence, we exploit aspect frequency as the prior knowledge to assist
learning !r. In particular, we expect the distribution of !r, i.e., N (;) is close to
the distribution N (0; I). Each element in 0 is the frequency of a specific aspect:
frequency(ak)=
Pm
i=1 frequency(ai). Thus, we formulate the distribution N (;)
based on its Kullback-Leibler (KL) divergence to N (0; I) as
p(;) = exp[ ' KL(N (;)jjN (0; I))]; (4.3)
where ' is a weighting parameter.
Based on the above formula, the probability of generating overall opinion ratingOr in
review r is given as
P (Orjr) = P (Orj!r;;; 2) =
R
p(Orj!rTor; 2)  p(!rj;)  p(;)d!r;
(4.4)
where f!rgjRjr=1 are the importance weights and f;; 2g are the model parameters.
While f;; 2g can be estimated from review corpus R = fr1;    ; rjRjg using the
maximum-likelihood (ML) estimation, !r in review r can be optimized through the
maximum a posteriori (MAP) estimation. Since !r and f;; 2g are coupled with
each other, we here optimize them using a EM-style algorithm. We iteratively optimize
f!rgjRjr=1 and f;; 2g in each E-step and M-step respectively as follows.
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Optimizing !r given f;; 2g:
Suppose we are given the parameters f;; 2g, we use the maximum a posteriori
(MAP) estimation to get the optimal value of!r. The object function of MAP estimation
for review r is defined as:
L(!r) = log p(Orj!rTor; 2)p(!rj;)p(;); (4.5)
By substituting Eq.(4.1) - Eq.(4.3), we get
L(!r) =   (Or !rTor)222   12(!r   )T 1(!r   )
  ' KL(N (;)jjN (0; I))
  log(jj1=22m+12 ):
(4.6)



















  1(!r   ) = 0; (4.8)







Optimizing f;; 2g given !r:
Given f!rgjRjr=1, we optimize the parameters f;; 2g using the maximum-likelihood
(ML) estimation over the review corpusR. The parameters are expected to maximize the
probability of observing all the overall ratings on the corpusR. Thus, they are estimated
by maximizing the log-likelihood function over the whole review corpus R as follows.






r2R log p(Orj;; 2): (4.10)
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(!r   )T 1(!r   )
  ' KL(N (;)jjN (0; I))  log(jj1=22m+12 )g:
(4.11)
We take the derivative of L(R) with respect to each parameter in f;; 2g, and let it
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which leads to the following solutions:
^ = (jRj  1 + '  I) 1( 1Pr2R!r + '  0);














r2R (Or   !rTor)2:
(4.13)
We repeat the above two optimization steps until convergence. As a result, we obtain
the optimal importance weights !r for each review r 2 R. For each aspect ak, its
overall importance score $k is then computed by integrating its importance scores over
the reviews as $k = (
P
r2R !rk)=jRkj, where Rk is the set of reviews containing ak.
According to $k, the important product aspects can be identified.
4.3 Evaluations
In this section, we conduct extensive experiments to evaluate the effectiveness of the
proposed framework for product aspect ranking.
4.3.1 Data Set and Experimental Settings
We evaluate the performance of our approach on product review dataset described in
Section 3.3.1. F1-measure was used as the evaluation metric for aspect identification
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Algorithm 1 Probabilistic Aspect Ranking Algorithm
Input: Consumer review corpus R, each review r 2 R is associated with an overall
rating Or, and a vector of opinions or on specific aspects.
Output: Importance scores f$kgmk=1 for all them aspects.
while not converged do
Update f!rgjRjr=1 according to Eq.(4.9);
Update f;; 2g according to Eq.(4.13);
end while
Compute aspect importance scores f$kgmk=1.
and aspect sentiment classification. It is the combination of precision and recall, as F1-
measure=2*precision*recall/(precision+recall). To evaluate the performance of aspect
ranking, we adopted the widely used Normalized Discounted Cumulative Gain at top k










where t(i) is the importance degree of the aspect at position i, and Z is a normalization
term derived from the top-k aspects of a perfect ranking. For each aspect, its importance
degree was judged by three annotators as three importance levels, i.e. “Un-important”
(score 1), “Ordinary” (score 2), and “Important” (score 3). Ideally, we should invite
annotators to read all the reviews and then give their judgements. However, such labeling
process is very time-consuming and labor-intensive. Since NDCG@k is calculated with
the importance degrees of the top-k aspects, we speed up the labeling process as follows.
We first collected the top-k aspects from the ranking results of all the evaluated methods
in Section 4.3.2. We then randomly sampled 100 reviews on these aspects, and provided
them to the annotators for labeling the importance levels of the aspects.
4.3.2 Evaluations on Aspect Ranking
We compared the proposed aspect ranking algorithm against the following three methods.
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Figure 4.3: Performance of aspect ranking in terms of NDCG@5. T-Test, p-values<0.05.
 Frequency-based method, which ranks the aspects according to aspect frequency.
 Correlation-based method, which measures the correlation between the opinions
on specific aspects and the overall ratings. It ranks the aspects based on the number
of cases when such two kinds of opinions are consistent.
 Hybrid method, that captures both aspect frequency and the correlation by a lin-
ear combination, as  Frequency-based Ranking + (1   ) Correlation-based
Ranking, where  is set to 0.5 in the experiments.
Figure 4.3-4.5 show the comparison results in terms of NDCG@5, NDCG@10, and
NDCG@15, respectively. On average, the proposed aspect ranking approach signifi-
cantly outperforms frequency-based, correlation-based, and hybrid methods in terms of
NDCG@5 by over 7.6%, 7.1% and 6.8%, respectively. It improves the performance over
these three methods in terms of NDCG@10 by over 4.5%, 3.8% and 3.3%, respectively,
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Figure 4.4: Performance of aspect ranking in terms of NDCG@10. T-Test, p-
values<0.05.
while in terms of NDCG@15 by over 5.4%, 3.9% and 4.6%, respectively. Hence, we
can speculate that the proposed approach can effectively identify the important aspects
from consumer reviews by simultaneously exploiting aspect frequency and the influence
of consumers opinions given to each aspect over their overall opinions. The frequency-
based method only captures the aspect frequency information, and neglects to consider
the impact of opinions on the specific aspects on the overall ratings. It may recognize
some general aspects as important ones. Although the general aspects frequently ap-
pear in consumer reviews, they do not greatly influence consumers’ overall satisfaction.
Correlation-based method ranks the aspects by simply counting the consistent cases be-
tween opinions on specific aspects and the overall ratings. It ignores to model the un-
certainty in the generation of overall ratings, and thus cannot achieve satisfactory per-
formance. The hybrid method simply aggregates the results from the frequency-based
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Figure 4.5: Performance of aspect ranking in terms of NDCG@15. T-Test, p-
values<0.05.
and correlation-based methods, and cannot boost the performance effectively. Table 4.1
shows sample results by these four methods. Top 10 aspects of the product iPhone 3GS
are listed. From these four ranking lists, we can see that the proposed aspect ranking
method generates more reasonable ranking than the other methods. For example, the
aspect “phone” is ranked at the top by the other methods. However, “phone” is a general
but not important aspect.
To better investigate the reasonability of the ranking results of the proposed approach,
we refer to one public user feedback report, i.e., the “china unicom 100 customers iPhone
user feedback report” [18]. This report shows that the top four aspects of iPhone prod-
uct, which users most concern about, are “3G network” (30%), “usability” (30%), “out-
looking design” (26%), “application” (15%). We can see that these four aspects are also
ranked at top by our proposed aspect ranking approach.
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Table 4.1: Top 10 aspects ranked by four methods for iPhone 3GS.
Frequency Correlated Hybrid Our Method
1 Phone Phone Phone Usability
2 Usability Usability Usability Apps
3 3G Apps Apps 3G
4 Apps 3G 3G Battery
5 Camera Camera Camera Looking
6 Feature Looking Looking Storage
7 Looking Feature Feature Price
8 Battery Screen Battery Software
9 Screen Battery Screen Camera
10 Flash Bluetooth Flash Call quality
Figure 4.6: Sample review document on product iPhone 4.
4.4 Tasks Supported by Aspect Ranking
Aspect ranking is beneficial to a wide range of real-world research tasks. We here in-
vestigate its capacity in two tasks, i.e. document-level sentiment classification on review
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Figure 4.7: Overview of document-level sentiment classification with aspect ranking
results.
documents, and extractive review summarization.
4.4.1 Document-level Sentiment Classification
The goal of document-level sentiment classification is to determine the overall opinion
of a given review document. A review document often expresses various opinions on
multiple aspects of a certain product. The opinions on different aspects might be in
contrast to each other, and have different degree of impacts on the overall opinion of
the review document. Figure 4.6 illustrates a sample review document of iPhone 4.
This review expresses positive opinions on some aspects such as “reliability,” “easy to
use,” and simultaneously criticizes some other aspects such as “touch screen,” “quirk,”
“music play.” Finally, it is assigned an overall rating of five stars (i.e., positive opinion) on
iPhone 4 due to that the important aspects are with positive opinions. Hence, identifying
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Figure 4.8: Performance of document-level sentiment classification by the three feature
weighting methods, i.e., Boolean, Term Frequency (TF), and our proposed aspect rank-
ing AR weighting. T-Test, p-values<0.05.
important aspects can naturally facilitate the estimation of the overall opinions on review
documents. This observation motivates us to utilize the aspect ranking results to assist
document-level sentiment classification.
We conducted evaluations of document-level sentiment classification over the product
reviews described in Section 3.3.1. Specifically, we randomly sampled 100 reviews of
each product as testing samples and used the remaining reviews for training. Each review
contains an overall rating, which is normalized to [0,1]. We treated the reviews with high
overall rating (>0.5) as positive samples, and those with low rating (<0.5) as negative
samples. The reviews with ratings of 0.5 were considered as neutral and not used in our
experiments. We collected noun terms, aspects, and sentiment terms from the training
reviews as features. Note that sentiment terms are defined as those appearing in the
sentiment lexicon provided by MPQA project [134]. All the training and testing reviews
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were then represented into feature vectors. In the representation, we gave more emphasis
on the important aspects, and the sentiment terms modifying them. Technically, the
feature dimensions corresponding to aspect ak and its corresponding sentiment terms
were weighted by 1+' $k, where$k is the importance score of ak, and ' is a tradeoff
parameter and was empirically set to 100 in the experiments. Based on the weighted
features, a SVM classifier was learned from the training reviews and used to determine
the overall opinions on the testing reviews (see Figure 4.7).
We compared our approach with two existing methods, i.e., Boolean weighting and
term frequency (TF) weighting. Boolean weighting represents each review into a fea-
ture vector of Boolean values, each of which indicates the presence or absence of the
corresponding feature in the review. Term frequency (TF) weighting [94] weights the
Boolean feature by the frequency of each feature on the corpus. Figure 4.8 shows the
classification performance on the reviews of all the 11 products as well as the average
performance over them. Here, our approach is termed as AR since it incorporates Aspect
Ranking results into the feature representation. From Figure 4.8, we can see that our
AR weighting approach achieves better performance than the Boolean and TF weighting
methods. In particular, it performs the best on all the 11 products, and significantly out-
performs the Boolean and TF weighting methods by over 3.9% and 5.8% respectively,
in terms of average F1-measure. It is worthy to note that Boolean weighting is a special
case of AR weighting. When we set all the aspects to be equally important, AR weighting
degrades to Boolean weighting. From these results, we can deduce that aspect ranking is
helpful to effectively boost the performance of document-level sentiment classification.
In addition, the results also show that Boolean weighting achieves slight performance
improvement over TF weighting by about 1.8% in terms of average F1-measure. This is
consistent with previous research [95].
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Figure 4.9: Overview of extractive review summarization with aspect ranking results.
4.4.2 Extractive Review Summarization
As aforementioned, for a particular product, there is an abundance of consumer reviews
available on the internet. However, the reviews are disorganized. It is impractical for user
to grasp the overview of consumer reviews and opinions on various aspects of a product
from such enormous reviews. On the other hand, the Internet provides more information
than is needed. Hence, there is a compelling need for automatic review summarization,
which aims to condense the source reviews into a shorter version preserving its infor-
mation content and overall meaning. Existing review summarization methods can be
classified into abstractive and extractive summarization. An abstractive summarization
attempts to develop an understanding of the main topics in the source reviews and then
express those topics in clear natural language. It uses linguistic techniques to examine
and interpret the text. It then finds the new concepts and expressions to best describe the
text by generating a new shorter one that conveys the most important information from
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the original text document. An extractive summarization method consists of selecting
important sentences, paragraphs etc. from the original reviews and concatenating them
into shorter form.
In this paper, we focus on extractive review summarization. We investigate the ca-
pacity of aspect ranking in improving the summarization performance. The overview
of our approach is shown in Figure 4.9. As introduced above, extractive summarization
is formulated by extracting the most informative segments (e.g. sentences or passages)
from the source reviews. The most informative content is generally treated as the “most
frequent” or the “most favorably positioned” content in existing works. In particular,
a scoring function is defined for computing the informativeness of each sentence s as
follows [15]:
I(s) = 1  Ia(s) + 2  Io(s); 1 + 2 = 1; (4.15)
where Ia(s) quantifies the informativeness of sentence s in terms of the importance of
aspects in s, and Io(s) measures the informativeness in terms of the representativeness
of opinions expressed in s. 1 and 2 are the tradeoff parameters. Generally, Ia(s) and
Io(s) are defined as follows:
Ia(s): Most existing methods regard the sentences containing frequent aspects as im-





Io(s): The resultant summary is expected to include the opinionated sentences in
source reviews, so as to offer a summarization of consumer opinions. Moreover, the
summary is desired to include the sentences whose opinions are consistent with con-
sumer’s overall opinion. Correspondingly, Io(s) is defined as:
Ia(s) =   Subjective(s) +   Consistency(s): (4.17)
Subjective(s) is used to distinguish the opinionated sentences from factual ones, and Con-





term in s jPolarity(term)j;
Consistent(s) =  (Overall rating   Polarity(s))2;
(4.18)
where Polarity(s) is computed as
Polarity(s) =
P
term in s Polarity(term)=("+ Subjective(s)); (4.19)
where Polarity(term) is the opinion polarity of a particular term and " is a constant to
prevent zero for the denominator.
With the informativeness of review sentences computed by the above scoring func-
tion, the informative sentences can then be selected by the following two approaches: (a)
sentence ranking (SR) method [103] ranks the sentences according to their informative-
ness and select the top ranked sentences to form a summarization; and (b) graph-based
(GB) method [44] represents the sentences in a graph, where each node corresponds to
a particular sentence and each edge characterizes the relation between two sentences.
A random walk is then performed over the graph to discover the most informative sen-
tences. The initial score of each node is defined as its informativeness from the scoring
function in Eq.(4.15) and the edge weight is computed as the Cosine similarity between
the sentences using unigram as the feature.
As aforementioned, the frequent aspects might not be the important ones and aspect
frequency is not capable for characterizing the importance of aspects. This motivates us
to improve the above scoring function by exploiting the aspect ranking results, which
indicate the importance of aspects. We define the informativeness of sentence s in terms





where the importance(aspect) is the importance score obtained by our proposed aspect
ranking algorithm in Section 4.2.2. The overall informativeness of s is then computed
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as:
I(s) = 1  Iar(s) + 2  Io(s); 1 + 2 = 1: (4.21)
We conducted evaluation on our product review corpus to investigate the effectiveness
of the above approach. We randomly sampled 100 reviews of each product as testing
samples. The remaining reviews were used to learn the aspect ranking results. In or-
der to avoid selecting redundant sentences commenting on the same aspect, we adopted
the strategy proposed in [150]. Specifically, after selecting each new sentence, we up-
dated the informativeness of the remaining sentences as follows: the informativeness
of a remaining sentence si commenting on the same aspect with a selected sentence sj
was reduced by expf  similarity(si; sj)g, where similarity() is the Cosine similar-
ity between two sentences using unigram as feature.  is a tradeoff parameter and was
empirically set to 10 in the experiments. We invited three annotators to generate the
reference summaries for each product. Each annotator was invited to read the consumer
reviews of a product and write a summary of up to 100 words individually by select-
ing the informative sentences based on his/her own judgements. We adopted ROUGE
(i.e., Recall-Oriented Understudy for Gisting Evaluation) [72] as the performance met-
ric to evaluate the quality of the summary generated by the above methods. ROUGE is
a widely used evaluation metric of summaries [72]. It measures the quality of a sum-













where n stands for the length of the n-gram, i.e., gramn. Countmatch(gramn) is the
maximum number of n-grams co-occurring in the candidate summary and the reference
summaries. We compared the summarization methods using aspect ranking results as
in Eq.(4.21) against the methods using the traditional scoring function in Eq.(4.15). In
particular, four methods were evaluated: SR and SR AR, i.e., Sentence Ranking [32]
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with the traditional scoring function and the proposed function based on Aspect Rank-
ing, respectively; GB and GB AR, i.e., Graph-based method with the traditional and
proposed scoring functions, respectively. The tradeoff parameters 1, 2, , and  were
empirically set to 0.5, 0.5, 0.6, and 0.4, respectively. Here, we reported summariza-
tion performance in terms of ROUGE-1 and ROUGE-2 corresponding to unigrams and
bigrams, respectively.
Figure 4.10 shows the ROUGE-1 performance on each product as well as the aver-
age ROUGE-1 over all the 11 products, while Figure 4.11 provides the corresponding
performance in terms of ROUGE-2. From these results, we can obtain the following
observations:
 By exploiting aspect ranking, the proposed SR AR and GB AR approaches out-
performs the traditional SR and GB methods, respectively. In particular, SR AR
obtains performance improvements over SR by around 6.9% and 16.8% in terms
of average ROUGE-1 and ROUGE-2, respectively. GB AR achieves around 11.7%
and 21.4% improvements over GB in terms of average ROUGE-1 and ROUGE-2,
respectively;
 Consider the ROUGE-1 and ROUGE-2 results, SR AR and GB AR achieve better
performance on all the 11 products compared to SR and GB, respectively;
 The graph-based methods, i.e., GB AR and GB, obtain slight performance im-
provements compared to the corresponding sentence ranking methods, i.e., SR AR
and SR.
In summary, the above results demonstrate the capacity of aspect ranking in improving
extractive review summarization. With the help of aspect ranking, the summarization
methods can generate more informative summaries consisting of consumer reviews on
the most important aspects. Table 4.2 illustrates sample summaries of the product iPhone
3GS. We can see that the summaries from the methods using aspect ranking, i.e. SR AR
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Figure 4.10: Performance of extractive review summarization in terms of ROUGE-1 and
ROUGE-2, respectively. T-Test, p-values<0.05.
91
and GB AR, contain consumer comments on the important aspects, such as “easy to
use,” “3G network.”, and are more informative than those from the traditional methods.
Table 4.2: Sample extractive summaries on product iPhone 3GS.
The iphone offers the best touchscreen, stable and consistent performing web browser,
best integration of services, a music player that can replace your ipod, access to
thousands and thousands of 3rd party apps, the highest rated customer service, convenient
access to high quality music, tv shows, music videos, and movies, the best implementation
of commonly used features, one of the most, if the not the most, stable os, the best ui, etc.
SR
Overall this is the best smartphone I have ever used. I would recommend this phone to just
about anyone. It’s easy to use, looks cool too. It is worth every penny! The 3G network
and the internet is Great. It’s graphical interface is amazing almost life like, really pretty.
The sound quality is great when talking and speakerphone is good too. The battery charge
is long lasting and the possibilities are limitless. It is extremely capable of running
software to do almost anything. The apps are a lot of fun and so many are free to the user.
SR AR
I would recommend this phone to just about anyone. The phone is packed with features
such as Google map, a compass, a bunch of downloadable apps, as well as the usual
email. The Apple OS is so refreshing. If you have wifi in your neighborhood, this phone is
fantastic for browsing. It is well equipped with a functional browser, mail software,
messaging. I can tell you that the front screen is nearly scratch proof. The only thing that I
find to be a downer is the fact that there is no flash for the camera.
GB
The 3gs is a fantastic phone which I recommend so highly to anyone. Looks great, feels
nice, spacing in most cases are great and the spell check is pretty accurate. Definitely
worth the extra money! You can keep a 3G signal at home most of the time. The battery
life is a guarantee to last. The camera is good and takes great photos. From the design, to
software, it’s truly a great phone. Internet is great on iPhone very fast and responsive. It
is really a great multimedia device. The apps are great, and it’s easy to use and navigate.
GB AR
4.5 Summary
In this chapter, we proposed a product aspect ranking framework to identify the important
aspects of products from consumer reviews. The framework first exploits the hierarchy
generated in Chapter 3 to identify the aspects and corresponding opinions on numerous
reviews. It then utilizes a probabilistic aspect ranking algorithm to infer the importance
of various aspects of a product from the reviews. The algorithm simultaneously explores
aspect frequency and the influence of consumer opinions given to each aspect over the
overall opinions. The product aspects are finally ranked according to their importance
scores. We conducted extensive experiments on the product review dataset described in
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Section 3.3.1 to systematically evaluate the proposed framework. Experimental results
demonstrated the effectiveness of the proposed approaches. Moreover, we applied prod-
uct aspect ranking to facilitate two real-world tasks, i.e., document-level sentiment clas-
sification and extractive review summarization. Significant performance improvements
were obtained with the help of the product aspect ranking.
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Chapter 5
Opinion Question Answering on
Products
In this chapter, we leverage the hierarchical organization to support opinion Question
Answering (opinion-QA) on products.
5.1 Overview
Consumer reviews contain rich public opinions. These reviews have naturally become a
valuable resource for answering opinionated questions about products, such as “How do
people think about the battery of Nokia N95?” Opinion Question Answering (opinion-
QA) on products seeks to uncover consumers’ thinking and feeling about the products
or aspects of products. It is different from traditional factual QA, where the questions
ask for some facts, such as “Where is the capital of United States?” and the answer is
“Washington, D.C.”
For a product opinionated question, the answer should not be just a best answer. It
should reflect the opinions of various segments of users, and it should incorporate both
positive and negative viewpoints. Hence the answer should be a summarization of public
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Figure 5.1: Overview of product opinion-QA framework.
opinions and comments on the product or specific aspect asked in the question [56]. In
addition, it should also include public opinions and comments on the sub-aspects. Such
answers would help users to understand the inherent reasons of the opinions on the aspect
asked. For example, the question “What do people think the camera of Nokia 5800?”
asks for public positive and negative opinions on the aspect “camera” of product “Nokia
5800.” The summarization of opinions on the sub-aspects such as “lens” and “resolution”
would help users better understand that the public complaints on the aspect “camera” are
due to the poor “lens” and/or low “resolution.” Moreover, the answer should be presented
following the general-to-specific logic, i.e., from general aspects to specific sub-aspects.
This makes the answer easier to understand by the users [93].
Current Opinion-QA methods mainly include three components, including question
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analysis that identifies aspects and opinions asked in the questions, answer fragment re-
trieval, and answer generation which summarizes the retrieved fragments [79]. Although
existing methods show encouraging performance, they are usually not able to generate
satisfactory answers due to the following drawbacks. First, current methods often iden-
tify aspects as the noun phrases in the questions. However, noun phrases contain noise
that are not aspects. This gives rise to imprecise aspect identification. For example, in the
question “What reasons can I persuade my wife that people prefer the battery of Nokia
N95?” noun phrases “wife” and “people” are not aspects. Moreover, current methods
relied on noun phrases are not able to reveal the implicit aspects, which are not explic-
itly asked in the questions. For example, the question “Is iPhone 4 expensive?” asks
about the aspect “price”, but the term “price” does not appear in the question. Second,
current methods cannot discover sub-aspects of the asked aspect due to its ignorance of
parent-child relations among aspects. Third, the answers generated by the existing meth-
ods do not follow the general-to-specific logic, leading to difficulty in understanding the
answers.
To overcome these problems, we can resort to hierarchical organization of consumer
reviews on products. As aforementioned, the hierarchy organizes product aspects as
nodes, following their parent-child relations. For each aspect, the reviews and corre-
sponding opinions on this aspect are stored. As demonstrated in Section 3.4.1, such
hierarchy can naturally facilitate aspect identification. While explicit aspects in the ques-
tions can be identified by referring to the hierarchy, implicit aspects can be inferred based
on the associations between sentiment terms and aspects in the hierarchy [148]. The sen-
timent terms are discovered from the reviews on corresponding aspects. Moreover, by
following parent-child relations in the hierarchy, the sub-aspects of the asked aspect can
be directly acquired, and the answers can present the aspects from general to specific.
Motivated by the above observations, we propose to exploit the hierarchical organi-
zation of consumer reviews for product opinion-QA. As illustrated in Figure 5.1, our
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framework first organizes the consumer reviews of a certain product into a hierarchi-
cal organization using the framework described in Chapter 3. The resulting hierarchy
is in turn used to assist question analysis and relevant review fragment retrieval. In or-
der to generate appropriate answers from the retrieved review fragments, we develop a
multi-criteria optimization approach, which simultaneously takes into account the review
salience, coherence, and diversity. The parent-child relations among aspects are also in-
corporated into the approach to ensure the answers follow general-to-specific logic. We
conduct experiments on product review dataset described in Section 3.3.1. We use 220
questions on these products to demonstrate the effectiveness of our approach.
The rest of this chapter is organized as follows. Section 5.2 introduces the components
of question analysis, and answer fragment retrieval. Section 5.3 elaborates the multi-
criteria optimization approach for answer generation. Section 5.4 presents experimental
details, while Section 5.5 summarizes this chapter with future work.
5.2 Question Analysis and Answer Fragment Retrieval
Let R = fr1;    ; rjRjg denote a collection of consumer reviews of a certain product.
Each review expresses consumer opinions on the product and/or product aspects. Let
q denote an opinionated question, which asks for public opinions on a product or some
aspects of the product. The task is to retrieve the opinionated review fragments relevant
to the asked product/product aspects, and summarize these fragments to form a coherent
answer to question q.
Next, we introduce the components of question analysis which identifies the prod-
ucts/aspects and opinions asked in the questions, and answer fragment retrieval that re-
trieves relevant review fragments.
Question analysis consists of five sub-tasks: recognizing product asked in the ques-
tion; identifying aspects in the question; classifying opinions that the question asks for
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(the opinion asked could be positive, negative or both); identifying the question type
(e.g. asking for public opinions, or the reason of the opinions, etc.); and identifying the
question form (i.e. comparative question or single form question).
Recognizing the product: A name entity recognizer1 is trained to recognize the prod-
uct name. In particular, we collect 420 auxiliary questions2 from Yahoo!Answer3, and
manually annotate the product names. A name entity recognizer for product is learned
on these data, using unigrams and POS tags4 as features. Given a testing question, the
recognizer predicts each word as B, I, E or O, where B, I, E denote the begin, internal,
and end of a product name respectively, and O corresponds to other words.
Identifying the aspects: As illustrated in Section 3.4.1, the hierarchy can facilitate
product aspect identification. In particular, the hierarchy has organized product aspects,
which can be used to filter the noise noun phrases for accurately identifying the explicit
aspects. For the implicit aspects, they are usually associated with some peculiar sen-
timent terms [116]. For example, the aspect “size” is often modified by the sentiment
terms such as “large”, but seldom by the terms such as “expensive.” Such associations
can be leveraged to infer the implicit aspects [148]. In order to simultaneously iden-
tify the (explicit/implicit) aspects, we adopt the approach described in Section 3.4.1.
The approach identifies the aspects by the hierarchical classification technique, which
hierarchically classifies [111] the testing question into the appropriate aspect node of a
particular product hierarchy, i.e. the identified aspect. We employ the features of noun
terms, and sentiment terms in the sentiment lexicon provided by MPQA project [134].
Classifying the opinions: Given a set of testing questions, we first distinguish the opin-
ionated questions from the factual ones [146]. An opinionated question often contains
one or more sentiment terms. The sentiment terms are inferred from the sentiment lex-




4Using stanford POS tagger, http://nlp.stanford.edu/software/tagger.shtml
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sentiment classifier to determine their opinions asked. In particular, the reviews and cor-
responding opinions stored in the hierarchy are used as the training samples, which are
represented by the unigram features.
Identifying the question type: Opinionated questions are often categorized into four
types [65],
 Attitude question, asking for public opinion on a product or product aspect, such
as “What do people think about iPhone 3gs?”
 Reason question, asking for the reason of public opinion on a product or product
aspect, such as “Why do people like iPhone 3gs?”
 Target question, asking for the object in the public opinion, such as “Which phone
is better than Nokia N95?”
 Yes/No question, asking for whether a statement is correct, such as “Is Nokia N95
bad?”
We formulate the question type identification as a multi-class classification problem. A
multi-class SVM classifier5 is learned for the classification. We collect 420 auxiliary
questions6 from Yahoo!Answer and manually annotate their types. These questions are
used for training, using POS tags and question words (i.e. why, what, how, do, is) as the
features.
Identifying the question form: Question form includes single and comparative. A
question is viewed as comparative if it contains comparative adjectives and adverbs (e.g.
cheaper, etc.), otherwise as the single form [87]. The POS tags are exploited to detect
comparative adjectives (i.e. tag “JJR”) and adverbs (i.e. tag “RBR”).
After analyzing the question, we retrieve all review sentences on the asked aspect and




the opinion asked in the question. For the single form question, we view the retrieved
sentences as the answer fragments. For the comparative questions, we select comparative
sentences on the compared products from the retrieved sentences, and treat them as the
answer fragments. Subsequently, question type is used to define the template for the
answers. In particular, for the questions asking for reason and attitude, we generate
the answers by summarizing corresponding answer fragments. For questions seeking
for a target as the answer, we output the product names based on the majority voting
of the opinions in the retrieved answer fragments. For the yes/no questions, we first
generate the “yes/no” answer based on the consistency between the asked opinions and
the major opinions in the answer fragments, and then summarize these fragments to form
the answers.
5.3 Answer Generation
Answer generation aims to generate an appropriate answer for a given opinionated ques-
tion based on the retrieved answer fragments, i.e., review sentences. An answer is es-
sentially a sequence of sentences. Hence, the task of answer generation is to select sen-
tences from the retrieved answer fragments and order them appropriately. We formulate
this task into a multi-criteria optimization problem. We incorporate multiple criteria in
the answer generation process, including answer salience, coherence, and diversity. The
parent-child relations between aspects is also incorporated to ensure the answer follow
the general-to-specific logic. In the next subsections, we will introduce details of the
proposed multi-criteria optimization approach.
5.3.1 Formulation
We first introduce the multiple criteria and then present the optimization problem.
Salience is used to measure the representativeness of the answer. A good answer
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should consist of salient review sentences. Let S denote the set of retrieved sentences.
We define a binary variable si 2 f0; 1g to indicate the selection of sentence i for the
answer, i.e. si = 1 (or 0) indicates that si is selected (or not). Let !i denote the salience
of sentence i. The estimation of !i will be described in Section 5.3.2. The salience score
of the answer (i.e., a set of sentences) is computed by summing up the salience scores of
all its constituent sentences, as
P
i2S !isi.
Coherence is used to quantify the readability of an answer. To make the answer read-
able, the constituent sentences in the answer should be ordered properly. That is, the
adjacent sentences should be coherent. We define ei;j 2 f0; 1g to indicate whether the
sentences i and j are adjacent in the answer; where ei;j = 1 (or 0) means they are (or not)
adjacent. The coherence between two adjacent sentences is measured by cij . The estima-
tion of cij will be described in Section 5.3.3. As aforementioned, the answer is expected
to be presented in a general-to-specific manner, i.e. from general aspects to specific
sub-aspects. We define hi;j in Eq.(5.1) to measure the general-to-specific coherence of




leveli levelj ; if leveli 6= levelj ;
1; otherwise;
(5.1)
where leveli denotes level position of the aspect commented in sentence i by referring to
the hierarchy, with the root level being 0. The coherence score of the answer is computed





Diversity. A good answer should diversely cover all the important information. We
introduce a matrixM in Eq.(5.2) to measure the pairwise diversities among sentences.
Mij corresponds to the diversity between sentences i and j. When sentences i and j
comment on the same aspects,Mij will favor to select the pair of sentences that discusses
on diverse content (i.e. low similarity). Otherwise, the pair of sentences commented on
different aspects is viewed to be diverse, andMij is set as a constant bigger than one.
Mij =
8<: 1  Similarity(i; j) if i; j commented on same aspect' otherwise; (5.2)
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where Similarity(i,j) denotes the Cosine similarity between sentences i and j, ' is a
constant7.












i2S siMij;8<: si; ei;j 2 f0; 1g;8i; j;1 + 2 + 3 = 1; 0  1; 2; 3  1;
(5.3)
where 1, 2, 3 are the trade-off parameters.
We further incorporate the following constrains into the optimization framework, so
as to derive appropriate answers.
 The length of the answer is up to K,
X
i2S lisi  K; (5.4)
where li is the length of sentence i.
 When sentence i is not selected (i.e. si = 0), the adjacency between any sentence




i2S ej;i = 0). When sentence i is selected,
there are two sentences adjacent to sentence i, one before i and another after i. (i.e.P
i2S ei;j =
P
i2S ej;i = 1).X
i2S ei;j =
X
i2S ej;i = sj ; 8j: (5.5)
 In order to avoid falling into a cycle in sentence selection, we employ the following
constraints [30]. P
i2S f0;i = n+ 1;P
i2S fi;n+1  1;P
i2S fi;j  
P
i2S fj;i = sj ; 8j;
0  fi;j  (n+ 1)  ei;j ; 8i; j;
(5.6)
7Empirically set to 10 in the experiment.
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where the variable fi;j is an integer to number the selected adjacent sentences from
1 to n+1, and the first selected sentence is numbered f0;i = n + 1. If the last selected
sentence obtains a number fi;n+1 which is bigger then 1, then the selection has no
cycle.
Solution
Given the salience weights f!igSi=1, and coherence weights fci;jgSi;j=1, the above multi-
criteria optimization problem can be solved by Integer Linear Programming [108]. The
optimal solutions fsigSi=1 and fei;jgSi;j=1 indicate the selected sentences and the order of
them. In the next subsections, we will introduce the estimation of f!igSi=1 and fci;jgSi;j=1.
5.3.2 Salience Weight Estimation
The salience weight of sentence i is formulated as !i =
PG
g=1 'g(i)=G, where '(i) de-
notes the measurement for the importance of sentence i. We define seven measurements
(i.e. G = 7) below.
Helpfulness: Many forum websites provide a helpfulness score, which is used to rate
the quality of a review. The sentences that come from helpful reviews are often represen-
tative [86]. We compute '(i) of sentence i by using the helpfulness score from its host
review.
Timeliness: The new coming sentence often contains more updated and useful infor-
mation [78]. '(i) is the posting time of the review sentence i. We normalize it to [0; 1].
Grammaticality: The grammatical sentence is often more readable. We employ the
method in Agichtein et al. [1] to calculate the grammar score. In particular, '(i) is
calculated by the KL-divergence [66] between language models of sentence i to that of
the Wikipedia articles.
Position: The first sentence in a review is usually informative [46]. '(i) is computed
based on the position of the sentence in the review, i.e. '(i) = 1=positioni.
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Aspect Frequency: The sentence that contains the frequent aspects is often salient
[90]. Hence, '(i) is computed as the sum of the aspect frequency in i.
Centroid Distance: As aforementioned, review sentences are stored in the correspond-
ing aspect nodes of the hierarchy. The sentence that is close to the centroid of the reviews
stored in an aspect node is more likely to be salient [35]. '(i) is computed as the Cosine
similarity between sentence i to the corresponding review cluster centroid based on the
unigram features.
Local Density: The sentence would be informative when it is in the dense part of the
aspect node in the feature space [109]. We employ Multivariate Kernel Density Estima-
tion to estimate the density. We first represent all the sentences stored in each node into
feature vectors, using unigram as features. The density of a sentence is then calculated
as '(x) =
Pn
i=1KH(x  xi)=n; where x denotes the feature vector of sentence i, n
is the size of sentences stored in the node, and KH(x) = (2) 1=2 exp( 1=2(xTx))
represents the Gaussian kernel.
5.3.3 Coherence Weight Estimation
The coherence ci;j between sentences i and j is formulated as ci;j =    (i; j), where
 is a weight vector, and  (i; j) denotes the feature function.  (i; j) takes two sen-
tences i and j as input, and outputs a vector with each dimension indicating the pres-
ence/absence of a feature. In order to capture the sequential relations among sentences,
we utilize features as the Cartesian product over the terms of N-gram (N=1,2) and POS
tags generated from sentences i and j [67].
To learn the weight vector , we employ the Passive-Aggressive algorithm [25]. It is
an online learning algorithm, so that we can update the weight when more consumer re-
views are available. The algorithm takes up one training sample and outputs the solution
that has the highest score under the current weight. If the output differs from training
samples, the weight vector is updated according to Eq.(5.7). Since the consumer reviews
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often include multiple sentences, we can directly use the adjacency of these sentences
as training samples. In particular, we treat the adjacent sentence pairs in the reviews as
training samples (i.e. ci;j = 1).
min
t+1   t28<: t+1 	(p;q)  t+1 	(p; q^)  (q^;q);(q^;q) = 2T (q^;q)m(m 1)=2 ;
(5.7)
where t is the current weight vector and t+1 is the updated vector, q and q^ are
the gold standard and predicted sequence of sentences, respectively, p denotes a set of
sentences,	() is the feature function on the whole feature space (i.e.P ()), (; ) is
a Kendall’s tau lost function [68], T (; ) represents the number of inversion operations
that needs to bring q^ to q, k:k is the norm of a vector, and m denotes the number of
sentences.
5.4 Evaluations
In this section, we evaluate the effectiveness of the proposed opinion-QA approach in
terms of question analysis and answer generation.
5.4.1 Data Set and Experimental Settings
We employed the product review dataset described in Section 3.3.1 as corpus. In addi-
tion, we created 220 questions8 for the 11 products by referring to real questions in Ya-
hoo!Anwser service. We corrected the typos or grammar errors for these real questions.
Each product contains 15 opinionated questions and 5 factual questions, respectively.
Three annotators were invited to generate the gold standard. Each question was labeled
by two annotators. The labels include product name, product aspect, opinion, question
type and question form. The average inter-rater agreement in terms of Kappa statistics
8Available in www.aclweb.org/supplementals/D/D12/D12-1036.Attachment.zip
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is 89%. The annotators were then invited to read the reviews, and create the ground
truth answers by selecting and ordering some review sentences. Such process is time
consuming and labor-intensive. We speed up the annotation process as follows. We first
collected all the review sentences in the answers generated by three evaluated methods
to be discussed in Section 5.4.3.1. In addition, we sampled the top-N (N=20) sentences
on each asked aspect and its sub-aspects respectively, where the sentences were ranked
based on their salient weights in Section 5.3.2. We then provided such subset of review
sentences to the three annotators, and let them individually create an answer of up to 100
words (i.e. K=100) for each question.
We employed precision (P), recall (R) and F1-measure (F1) as the evaluation metric
for question analysis, and utilized ROUGE [72] as the metric to evaluate the quality of
answer generation. ROUGE is a widely accepted standard for summarization, which
measures the quality of the summarized answers by counting the overlapping N-grams
between the answers generated by machine and human, respectively. In the experiment,
we reported the F1-measure of ROUGE-1, ROUGE-2 and ROUGE-SU4, which count the
overlapping unigrams, bigrams and skip-4 bigrams9 respectively. ROUGE-1 can measure
informativeness of the answers, while higher order ROUGE-N (N=2, 4) captures the
matching of subsequences, which can measure the fluency and readability of the answers.
For the trade-off parameters, we empirically set 1 = 0:4, 2 = 0:3 and 3 = 0:3.
5.4.2 Evaluations on Question Analysis
We first evaluated the performance of product recognition, opinionated/factual classifi-
cation, opinion classification, question type and question form identification. The exper-
imental results are shown in Table 5.1. The results show that traditional methods achieve
encouraging performance on the aforementioned tasks.
We next examined the performance on the task of aspect identification. We compared
9It represents any pair of words in their sentence order, allowing at most two gaps in between.
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Table 5.1: Performance of question analysis.
Evaluated Topics P R F1
Product recognition 0.755 0.618 0.680
Opinionated/factual 0.897 0.895 0.893
Opinion classification 0.755 0.745 0.748
Question type 0.800 0.775 0.783
Question form 0.910 0.903 0.905
Table 5.2: Performance of aspect identification for question analysis. * denotes the re-
sults are tested for statistical significance using T-Test, p-values<0.05.
Methods P R F1
Our method 0.851* 0.763* 0.805*
Balahur’s method 0.825 0.400 0.538
our approach against the method proposed by Balahur et al. [3], which identifies aspects
based on noun phrase extraction. This method achieved good performance on the opin-
ion QA task in TAC 2008 and was employed in subsequent works. As demonstrated
in Table 3, our approach significantly outperforms Balahur’s method by over 49.4% in
terms of average F1-measure. A probable reason is that Balahur’s method relies on noun
phrases, which may mis-identify some noise noun phrases as aspects, while our approach
performs hierarchical classification based on the hierarchy, which can leverage the prior
knowledge encoded in the hierarchy to filter out the noise and obtain accurate aspects.
Moreover, we evaluated the effectiveness of our approach on implicit aspect identi-
fication. The 70 implicit aspect questions in our question corpus were used here. The
method proposed by Su et al. [116] was used as the baseline. It identifies implicit aspects
based on mutual clustering, which has been evaluated in Yu et al. [148]. As shown in
Table 5.3: Performance of implicit aspect identification for question analysis. T-Test,
p-values<0.05
Methods P R F1
Our method 0.726* 0.643* 0.682*
Su’s method 0.689 0.571 0.625
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Table 4, our approach significantly outperforms Su’s method by over 9.1% in terms of
average F1-measure. The results show that the hierarchy can help to identify implicit
aspects by exploiting the underlying associations among sentiment terms and aspects.
Table 5.4: Performance of answer generation. T-Test, p-values<0.05.
Methods ROUGE1 ROUGE2 ROUGE-SU4
Our method 0.364* 0.137* 0.138*
Li’s method 0.127 0.043 0.049
Lloret’s method 0.149 0.058 0.065
5.4.3 Evaluations on Answer Generation
5.4.3.1 Comparisons to the State-of-the-Art Methods
We implement the following two methods and compare them against our multi-criteria
optimization approach: a) the method presented in Li et al. [71], which select some
retrieved sentences to generate the answers based on a graph-based algorithm; b) the
method proposed in Lloret et al. [79] that forms the answers by re-ranking the retrieved
sentences.
As shown in Table 5.4, our approach outperforms Li’s method and Lloret’s method by
the significant absolute gains of over 23.7%, and 21.5% respectively, in terms of average
ROUGE-1. It improves the performance over these two methods in terms of average
ROUGE-2 by the absolute gains of over 9.41% and 7.87%, respectively; and in terms of
ROUGE-SU4 by the absolute gains of over 8.86% and 7.31%, respectively. By analyzing
the results, we find that the improvements come from the use of the hierarchical organi-
zation and the answer generation algorithm which exploits multiple criteria, especially
the parent-child relation among aspects. In addition, our approach can generate the an-
swers by following the general-to-specific logic, while Li’s and Lloret’s methods fail to
do so due to their ignorance of parent-child relations among aspects.
108
Figure 5.2: Evaluations on multiple optimization criteria in terms of ROUGE-1, ROUGE-
2, and ROUGE-SU4, respectively.
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5.4.3.2 Evaluations on the Effectiveness of Multiple Criteria
Table 5.5: Sample answers of our approach on opinion-QA.
Question 1: What reasons do people give for preferring iPhone 3gs?
There are 9,928 opinionated reviews about product “iphone 3gs”, with 5,717 positive and 4,221
negative reviews.
This phone is amazing and I would recommend it to anyone. It looks funky and cool. It is worth the
money. It’s great organiser, simple easy to use software. It is super fast, excellent connection via wifi or
3G. It is able to instantly access email. It’s amazing and has so many free apps. The design is so
simple and global. The hardware is good and reliable. The camera is a good and colors are vibrant.
The touch screen is user friendly and the aesthetics are top notch. Battery is charged quickly, and
power save right after stop using.
Question 2: Does anyone think it is expensive to get a iPhone 3GS?
Yes.
There are 2,645 opinionated reviews on aspect “price” about product “iphone 3gs”, with 889 positive
and 1,756 negative reviews.
Throw the costly phone, apple only knows to sell stupid stuff expensively. Don’t fool yourself with
iPhone 3gs, believing that it costs much by Apple luxurious advertising. Apple is so greedy and it just
wants to earn easy & fast money by selling its techless product expensively. The phone will charge
once you insert any sim card. iPhone 3gs is high-priced due to the capacitive and Apple license. You
need to pay every application at the end it costs too much. The network provider will make up some of
the cost of the phone on your call charges.
We further evaluated the effectiveness of each optimization criterion by tuning the
trade-off parameters (i.e. 1, 2, and 3). We fixed 1 as a constant in [0; 1] with 0.1
as an interval, and updated 2 from 0 to 1   1, 3 = 1   1   2, correspondingly.
The performance change is shown in Figure 5.2 in terms of ROUGE-1, ROUGE-2, and
ROUGE-SU4, respectively. The best performance is achieved at 1 = 0:4, 2 = 0:3,
3 = 0:3. We observe the performance drops dramatically when any parameter (i.e.
1, 2, 3) is close to 0 (i.e. remove any of the corresponding criterion). Thus, we
can conclude that all the criteria are useful in answer generation. We also find that the
performance change is sharp when 1 changes. This indicates that the salience criterion
is crucial for answer generation.
Table 5.5 shows the exemplar answers generated by our approach. Each answer first
gives the statistic of positive and negative reviews. This helps user to quickly get an
overview of public opinions. The summary of relevant review sentences is then presented
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in the answer. The answer diversely comments the asked aspect and all its available sub-
aspects following the general-to-specific logic. Moreover, we feel that the answers are
informative and readable.
5.5 Summary
In this chapter, we developed a new framework for product opinion-QA by exploiting
the hierarchical organization of consumer reviews on products. With the help of the
hierarchical organization, our framework can accurately identify the aspects asked in
the questions and also discover their sub-aspects. We further formulated the answer
generation from retrieved review sentences as a multi-criteria optimization problem. The
multiple criteria used include answer salience, diversity, and coherence. The parent-
child relations between the aspects are incorporated into the approach to ensure that the
answers follow the general-to-specific logic. The proposed framework was evaluated on
our product review dataset using 220 questions on the products. Significant performance
improvements were obtained. In the future, we will explore the more sophisticated NLP
features to improve the proposed framework. This will be done by incorporating more
NLP features in salience and coherence weights estimation. Also, more evaluations on a




In this thesis, we have identified the usefulness of product consumer reviews, and pointed
out that they are often unstructured, leading to the difficulty for users to exploit the opin-
ionated information in the reviews. We are thus motivated to provide a structure over
the consumer reviews, so as to facilitate users in understanding the knowledge inherent
within the reviews. Due to the significance of the hierarchy in information dissemination
and knowledge acquisition, we have proposed to make use of the hierarchical structure to
effectively organize the reviews (Chapter 3). To illustrate the benefit of the hierarchy for
a wide range of tasks, we have leveraged the hierarchy to support two tasks, i.e. product
aspect ranking (Chapter 4) that identifies the important product aspects from consumer
reviews, and opinion-QA on products (Chapter 5) which generates appropriate answers
to the opinionated questions about products.
In this chapter, we will summarize the research work in this thesis and recap the con-
tributions in the next subsections. We then discuss the limitations of this work, and
conclude the whole thesis with discussions of directions for future work.
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6.1 Research Summary and Significance
This thesis focuses on the following research topics related to the field of sentiment
analysis in natural language processing:
 Hierarchical Organization of Consumer Reviews for Products
 Product Aspect Ranking
 Opinion-QA on Products
We summarize the work and the corresponding contributions individually.
6.1.1 Hierarchical Organization of Consumer Reviews
We proposed a domain-assisted approach to automatically generate a hierarchical struc-
ture for organizing consumer reviews of products. The hierarchy is generated by simul-
taneously exploiting domain knowledge (e.g., the product specifications) and consumer
reviews. Technically, we automatically acquired an initial domain hierarchy from pub-
licly available information source, and identified product aspects in consumer reviews
via a shallow dependency parser. We then developed a multi-criteria optimization algo-
rithm to incrementally insert the newly identified aspects into the initial hierarchy, and
evolved the hierarchy accordingly in order to host all reviews and aspects. The algorithm
is actually based on inter-aspect semantic distance, a metric used to measure the parent-
child relations among aspects. In order to derive reliable semantic distance between
aspects, we proposed to leverage external linguistic resources from WordNet and Open
Directory Project to assist in semantic distance learning. We further performed sentiment
classification to determine opinions on the aspects, and obtained the final hierarchical or-
ganization. The hierarchy is a tree structure, which organizes product aspects as nodes
following their parent-child relations. For each aspect, the reviews and corresponding
opinions on this aspect are stored. Such hierarchy provides a well-visualized way to
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help users easily grasp the overview of consumer reviews, and users can conveniently
navigate the desired information (i.e. opinions on certain aspects) at different levels of
granularity. Furthermore, we demonstrated that the hierarchy can reinforce the sub-tasks
of product aspect identification and sentiment classification on aspects. Evaluations were
conducted on a large review dataset with eleven popular products in four domains, and
the results demonstrated the effectiveness of our approach. The dataset has been released
for future research.
6.1.2 Product Aspect Ranking
We next investigated the use of review hierarchy to support the task of product aspect
ranking that helps users to identify the important product aspects from online reviews.
We observed that the hierarchy generated in Chapter 3 often includes hundreds of prod-
uct aspects for a certain product. We argue that some aspects are more important than
others, and they would greatly influence consumers’ overall opinions on the products.
These important aspects are shown to be useful for consumers’ decision making and
firms’ product development strategies. While it is time-consuming and labor-intensive
for users to manually identify the important aspects from numerous reviews, we proposed
an approach for automatical identification of such aspects. To the best of our knowledge,
no previous studies have investigated on this topic. By making use of the hierarchy, we
first acquired the product aspects and corresponding opinions commented in the reviews.
We then proposed an aspect ranking algorithm to identify the important aspects by si-
multaneously incorporating aspect frequency and the influence of consumers’ opinions
given to each aspect over their overall opinions associated with the reviews. Moreover,
aspect ranking can support multiple research tasks, and we investigated its potential in the
tasks of document-level sentiment classification which determines opinions on the review
documents, and extractive review summarization that summarizes consumer reviews by
selecting some informative review sentences. The extensive experimental results on the
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product review dataset demonstrated the effectiveness of our approach.
6.1.3 Opinion-QA on Products
Another task is opinion-QA on products which tries to generate appropriate answers for
the opinionated questions on products. We highlighted the value of consumer opinions in
the hierarchy for answering opinion questions about products. Also, we pointed out the
drawbacks of current methods for opinion-QA on products in terms of its components
on question analysis and answer generation. To tackle these drawbacks, we resorted to
the hierarchical organization constructed in Chapter 3 to support opinion-QA on prod-
ucts. We proposed a new product opinion-QA framework that enables accurate question
analysis and effective answer generation with the help of the hierarchy. The hierarchy
helps to identify the (explicit/implicit) product aspects asked in the questions and their
sub-aspects, as well as retrieve the corresponding review fragments relevant to the as-
pects. In order to generate the appropriate answers from these review fragments, we de-
veloped a multi-criteria optimization answer generation approach which simultaneously
takes into account the review salience, coherence, diversity, and the parent-child rela-
tions among aspects. Experiments were conducted on the product review dataset using
220 questions on the products. The experimental results demonstrated the effectiveness
of our approach.
6.2 Limitations of This Work
This thesis has made several contributions in hierarchical organization of consumer re-
views and corresponding application tasks. However, it has several limitations.
1. Not consider personal preferences in the hierarchical organization. Currently,
our approach generates a hierarchical structure based on the initial hierarchy ac-
quired from domain knowledge and the product aspects commented in the con-
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sumer reviews. It does not consider the personal preferences of various users.
Thus, the generated hierarchy may not be customized to tailor to specific users or
user groups. Take the product “iPhone 3GS” as an example, some users would like
to organize the aspect “jailbreak” as a child of aspect “software,” while others may
prefer to organize it under the aspect “activation.” It is challenging to generate a
personalized hierarchy, which has to understand users’ behaviors.
To tackle the challenges, we believe that an interactive learning module is helpful.
The module allows users to provide periodic manual guidance and interact with
a learning algorithm in the procedure of hierarchy generation. This would let the
human and machine work collaboratively to organize the aspects into a hierarchy.
2. Lack of optimization to computational complexity of product aspect ranking.
To date, the aspect ranking algorithm in the topic of product aspect ranking needs
to solve a matrix problem in an iterative manner. The computational complexity
of this problem is more than O(i  n3), where i is the iteration time, and n repre-
sents the number of the reviews. While there are often thousand of reviews, the
algorithm may cost several hours to generate a solution, which may not be suitable
for the real-time application. Thus, some optimization techniques are needed to
reduce the computational cost of the algorithm.
3. Lack of trustful management on the answers for opinionated questions. Users
expect to get the trustful answers as the final goal for their information need. How-
ever, our product opinion-QA framework now only provides answers that summa-
rize public opinions on the aspects or products asked in the questions. It still does
not study the trustfulness of the generated answers. Thus, there are still rooms to
improve our approach.
It is not trivial to measure the trustfulness in the answers. Without external in-
formation, it is difficult to determine the trustful answers solely by the review text.
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We believe that the user profile would be helpful to tackle this problem. The expert
reviewers would highly likely to provide trustful information. By incorporating the
user profile information into our product opinion-QA framework, we may generate
more trustful answers.
6.3 Directions for Future Research
I summarize the routes for future research.
 Generating personalized hierarchy. To generate a personalized hierarchy, we
should incorporate the human preferences seamlessly in the process of hierarchy
generation. We can build a well interactive interface to learn human’s personality.
For example, the interface provides the user an original hierarchy generated by the
machine, and let the user refine it by dragging and dropping the aspects to appro-
priate positions in the hierarchy. An algorithm is then designed to capture user’s
actions and use them as guidance to train statistical learning models which adapt
to user’s preferences on the hierarchy organization. The model is used to make
predictions on organizations of other aspects according to this particular user’s
preference.
 Dynamically updating the structure to reflect the changes in the review cor-
pus. Our approach generates the hierarchy based on a given review corpus. While
the reviews are rapidly emerging in real world, it is an interesting research topic
to investigate the hierarchy evolution on the newly yielded reviews. An effective
algorithm is needed to maintain the hierarchical structure that reflects the changes
in the reviews. In addition, the evolution thread of the hierarchy would be interest-
ing to the users. Users can grasp the changes of aspects concerned by consumers
in the reviews, and utilize historical changes to predict the hot aspects for future
product development and marketing.
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 Extending the hierarchical organization to support other related applications.
As illustrated in Chapter 2, we have shown an overview of current research topics
in sentiment analysis. We have pointed out that the hierarchy can be used as the
base to support a wide range of real world applications as follows.
1. Opinion Retrieval. In this application, users would like to seek public opin-
ions on a specific topic by a query, such as “positive opinions on iphone 3gs.”
Given the user query, the application aims to generate a ranked document
list. The high ranked documents should be relevant to the topic inquired
in the query and matching the opinions seek in the query. There are three
main challenges for this application, including query analysis that identifies
users’ seek topics, document retrieval that retrieves all relevant documents,
and document ranking that ranks the documents according to their topic rel-
evance and opinion matching. To effectively tackle these three challenges,
we can resort to the review hierarchy. The hierarchy has organized numer-
ous consumer reviews, which can provide valuable public opinions to answer
the information need in users’ queries. Moreover, since the hierarchy or-
ganizes parent-child relations among aspects, it provides useful context for
word sense disambiguation in query analysis. Also, the hierarchy can help
to identify product aspects in the query. Moreover, the hierarchy as well as
its stored reviews and opinions can help to compute reliable topic relevance
and opinion matching score, which can assist in effectively ranking retrieved
documents.
2. Opinion Summarization. Given a collections of consumer reviews, this ap-
plication aims to generate a summary that best represents the reviews. The
summary should be within a pre-defined length, and informative to help users
better grasp all crucial information in the reviews. Also, it should be read-
able and coherent to facilitate users in easily understanding. This applica-
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tion is spiritually similar to the answer generation component in our product
opinion-QA framework. While the hierarchy is shown to be helpful for an-
swer generation in Chapter 5, it should boost the performance of opinion
summarization.
3. Opinion Tracking. This application endeavors in finding public opinion
trend on a specific target, and further predicting possible opinions in the fu-
ture. Such applications can help both consumers and merchants. Consumers
can investigate the opinions changes on the products or social hot topics (e.g.
president selection), while merchants can monitor public opinions on their
products and use that to strategize their product designs and new product of-
ferings. We observe that the hierarchy is a well-visualized structure to orga-
nize the opinionated information. We can thus build a hierarchical evolution
thread to capture the changes of public opinions, which can help users to bet-
ter track the opinions. We can further leverage the hierarchy to integrate all
the influence factors for public opinions, such as the market reports, product
reviews, and sales volumes, etc. That can facilitate users in understanding the
inherent reasons of the opinion changes.
 Constructing context sensitive sentiment lexicon. As aforementioned, the hi-
erarchy has organized product reviews and consumer opinions on corresponding
aspects. There are associations between the aspects context and sentiment terms.
We can thus generate a context sensitive sentiment lexicon based on such associa-
tions. For example, a lexicon can be constructed to show that the sentiment term
such as “long” is positive in the context of “battery life,” while it expresses neg-
ative opinion in the context of “start-up time.” Such lexicon is more accurate and
effective than the traditional one which only annotates a single prior opinion for a
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