Abstract-We prove polarization theorems for arbitrary classical-quantum (cq) channels. The input alphabet is endowed with an arbitrary Abelian group operation and an Arıkan-style transformation is applied using this operation. It is shown that as the number of polarization steps becomes large, the synthetic cq-channels polarize to deterministic homomorphism channels that project their input to a quotient group of the input alphabet. This result is used to construct polar codes for arbitrary cq-channels and arbitrary classical-quantum multiple access channels (cq-MAC). The encoder can be implemented in O(N log N ) operations, where N is the blocklength of the code. A quantum successive cancellation decoder for the constructed codes is proposed. It is shown that the probability of error of this decoder decays faster than 2 −N β for any β < 1 2 .
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I. INTRODUCTION
Polar coding is the first efficient coding technique that was shown to achieve the capacity of symmetric binary-input channels [1] . The code construction relies on a phenomenon called polarization: starting from a collection of independent copies of a given binary-input channel, one can recursively apply a polarization transformation on those channels and obtain synthetic channels that become extreme (i.e., either almost useless or almost perfect channels) as the number of polarization steps becomes large. Arıkan proposed a successive cancellation decoder for the constructed polar code and he showed that both the encoder and the decoder can be implemented in O(N log N ) operations. The probability of error of the successive cancellation decoder was shown to decay faster than 2 −N β for any β < 1 2 [2] . Since Arıkan's polarization transformation for binary-input channels uses the XOR operation, the straightforward generalization of Arıkan's construction to arbitrary discrete memoryless channels is to replace the XOR operation with a binary operation on the input alphabet. It was shown that polarization happens for a wide family of binary operations: addition modulo q (where q is prime) [3] , arbitrary Abelian group operations [4] and arbitrary quasigroup operations [5] . This allowed the construction of polar codes for arbitrary discrete memoryless channels since any set can be endowed with an Abelian group operation. Note that in the case where the input alphabet size is not prime, the polarization may not be a two-level polarization to useless and perfect channels as in the binary-input case. We may have multilevel polarization where it is possible for the synthetic channels to converge to intermediate channels that are neither almost useless nor almost perfect. Nevertheless, the polarized intermediate channels are "easy" in the sense that it is easy to reliably communicate information through them at a rate that is near their symmetric capacity. A complete characterization of binary operations that are polarizing was given in [6] , [7] .
Polarization was also shown to happen in the multiple access setting. Polar codes were constructed for two-user MACs with inputs in F q [8] , for m-user binary-input MACs [9] , and for arbitrary MACs [5] , [7] .
Wilde and Guha constructed polar codes for binary-input classical-quantum channels in [10] . They showed that using the same polarization transformation of Arıkan yields polarization of the synthetic cq-channels to almost useless and almost perfect channels. Wilde and Guha proposed a quantum successive cancellation decoder and showed that its probability of error decays faster than 2 −N β for any β < [10] with the monotone chain rule method of [12] .
In this paper, we construct polar codes for arbitrary cqchannels and arbitrary cq-MACs by using arbitrary Abelian group operations on the input alphabets. The polarization transformation that we use is similar to the one in [4] .
Since we are proving a quantum version of the results in [3] and [4] , many ideas of these two papers were adopted and adapted to the quantum setting. However, some inequalities that were used in [3] and [4] do not have quantum analogues. Therefore, other inequalities that serve the same purpose have to be shown for cq-channels.
II. PRELIMINARIES
Due to the space limitation, we only state the main results and explain the intuition behind them. Detailed proofs can be found in [13] .
A classical-quantum (cq) channel W : x ∈ G −→ ρ x ∈ DM(k) takes a classical input x ∈ G and has a quantum output ρ x ∈ DM(k), where DM(k) is the space of density matrices of dimension k < ∞. We assume that the input alphabet G is finite but its size q = |G| can be arbitrary.
If the input to the cq-channel W is uniformly distributed, we can describe the state of the joint input-output system as the state ρ XB ∈ DM(q · k) defined as:
A very important quantity associated with W is the symmetric Holevo information I(W ) defined as:
where H(σ) is the von Neumann entropy of σ:
and log is the natural logarithm operator. The quantity I(W ) is the capacity for transmitting classical information over the channel W when the prior input distribution is restricted to be uniform in G. We have 0 ≤ I(W ) ≤ log q.
Besides I(W ), we will need another parameter that measures the reliability of the channel W . For the binary-input case, the fidelity between the two output states was used as a measure of reliability in [10] . In our case, we have q output states, so we will consider the average pairwise fidelity between them (similarly to the average Bhattacharyya distance defined in [3] ):
where
, and A 1 is the nuclear norm of the matrix A:
It was shown in [14] that P e (W ) ≤ (q − 1)F (W ), where P e (W ) is the probability of error of the optimal decoder of W . This shows that if F (W ) is small then P e (W ) is also small and so W is reliable. Intuitively, this is true because a small F (W ) means that all the pairwise fidelities are small, which implies that all the output states are easily distinguishable from each other, which in turn should allow a reliable decoding.
Proposition 1. We have:
.
In the above proposition, the first inequality implies that if I(W ) is close to 0 then F (W ) is close to 1. The same inequality also implies that if F (W ) is close to 0 then I(W ) is close to log q. The second inequality implies that if I(W ) is close to log q then F (W ) is close to 0. The third inequality implies that if F (W ) is close to 1 then I(W ) is close to 0.
III. POLARIZATION PROCESS
Since any set can be endowed with an Abelian group operation, we may assume that one such operation on G is fixed. We will denote this Abelian group operation additively.
Let W :
and ρ
Moreover for every n > 0 and every
Remark 1. W − and W + can be constructed as follows:
• Two independent and uniform random variables U 1 , U 2 are generated in G. 
Proposition 2. For every d ∈ G, we have:
and
Corollary 1. We have:
•
In [13, Sec IV], we provide a special treatment for the case where G = F q for a prime q, and we show that two-level polarization happens exactly like the binary-input case.
In this section, (G, +) is an arbitrary Abelian group. For every cq-channel W :
W [H] can be simulated as follows: if a coset D ∈ G/H is chosen as input, a random variable X is chosen uniformly from D and then sent through the channel W .
It is easy to see that if
For every δ > 0, we have:
Theorem 1 can be interpreted as follows: As the number of polarization steps becomes large, the synthetic cq-channels polarize to homomorphism channels projecting their input onto a quotient group of G. 
V. RATE OF POLARIZATION
The following lemma is useful to derive the rate of polarization:
Lemma 1. For every subgroup H of G, we have:
• F (W − [H]) ≤
|H|q(q − |H|)F (W [H]).
Theorem 2. The polarization is almost surely fast:
for any 0 < δ < log 2 and any 0 < β < 
VI. POLAR CODE CONSTRUCTION
Let W : x ∈ G −→ ρ x ∈ DM(k) be an arbitrary cqchannel. Choose 0 < δ < log 2 and 0 < β < β < 1 2 , and let n be an integer such that
Such an integer exists due to Theorem 2. For every s ∈ {−, +} n choose a subgroup H s of G as follows: 
A. Encoder
We associate the set S n := {−, +} n with the strict total order < defined as (s 1 , ..., s n ) < (s 1 , ..., s n ) if and only if there exists i ∈ {1, ..., n} such that s i = −, s i = +, and Note that the encoding algorithm described above has a complexity of O(N log N ), where N = 2 n is the blocklength of the polar code.
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For every s ∈ S n , we write E s ø (u) as E s (u) and E ø s (u) as E
B. Quantum successive cancellation decoder
Before describing the decoder, let us fix a few useful notations. For every s ∈ S n , define L s = {r ∈ S n : r < s} and U s = {r ∈ S n : r > s}. For every u = (u s ) s∈Sn ∈ G Sn , define the following:
• For every s ∈ S n , let u s := E s (u).
• Define ρ It is easy to see that for every s ∈ S n , we have 
where s 1 < s 2 < . . . < s N are the N = 2 n elements of S n ordered according to the order relation <. It is easy to see that Λ u ≥ 0 for every u ∈ G Sn , and
C. Performance of polar codes
Using a version of Sen's non-commutative union bound [15] that is applicable to general POVMs, we can show that the probability of error of the quantum successive cancellation decoder averaged over all the choices of section mappings f = (f s ) s∈Sn satisfies:
βn .
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(See [13] for details). We can also show that the rate R = 1 2 n s∈{−,+} n log |G/H s | of the constructed polar code satisfies
To this end we have proven the following theorem which is the main result of this paper: (N log N ) . Moreover, the probability of error of the quantum successive cancellation decoder is less than 2 −N β .
VII. POLAR CODES FOR ARBITRARY
CLASSICAL-QUANTUM MACS An m-user classical-quantum multiples access channel (cq-MAC) takes classical inputs {x i ∈ G i : 1 ≤ i ≤ m} from the m users and produces a quantum output ρ x1,...,xm ∈ DM(k). The symmetric capacity region is the achievable rate-region corresponding to uniformly distributed inputs.
The symmetric capacity region of an arbitrary cq-MAC can be achieved using one of the following two methods:
• By using the monotone chain rule method of Arıkan [12] and applying a polarization transformation that is based on an Abelian group operation for each user.
• By using the rate-splitting method described in [8] and applying a polarization transformation that is based on an Abelian group operation for each user. However, one may hesitate to call the codes obtained using these methods as cq-MAC polar codes because they are not based on the polarization of cq-MACs. These methods are hybrid schemes that combine cq-channel polarization (not cq-MAC polarization) with other techniques. Moreover, the code construction for these methods is more complicated than cq-MAC polar codes.
One can define the cq-MACs W − and W + in a similar way as the polarization transformations of cq-channels (see [13] for details). We can show that as n becomes large, almost all synthetic cq-MACs {W s } s∈{−,+} n polarize to easy cq-MACs. This allows the construction of cq-MAC polar codes. Note that cq-MAC polar codes do not always achieve the whole symmetric capacity region. Nevertheless, they always achieve rates on the dominant face of the symmetric capacity region.
The cq-MAC polar codes can be compared to the two cq-MAC coding methods that were described above:
• cq-MAC polar codes have the advantage that the code construction is simpler.
• The other two coding methods have the advantage that they always achieve the whole symmetric capacity region, which may not be the case for cq-MAC polar codes in general.
VIII. CONCLUSION One weakness of our results is that we do not have an efficient implementation for the proposed quantum successive cancellation decoder. This was also the case in [10] . Finding an efficient decoder for the polar codes remains an open problem. Note that if the channel outputs commute, then of course we can use the efficient classical successive cancellation decoder [1] that can be implemented in O(N log N ) operations.
We have shown that cq-MAC polarization can induce a loss in the symmetric capacity region. In the classical case, a necessary and sufficient condition for the preservation of the symmetric capacity region by polarization was given in [16] . Generalizing the results of [16] to cq-MACs is an open problem.
