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ABSTRACT
This thesis explores the subterranean domain of chemical cycling in coastal oceans
abutting permeable aquifers, where transport through sediments is dominated by advection,
rather than diffusion. We investigate the mechanisms by which seawater circulates in the
subsurface over a range of spatio-temporal scales, and the chemical reactions to which this
circulation is coupled.
Seawater circulation in coastal aquifers is driven by salinity variations in pore water as
well as by the effects of temporally variable forcings at both terrestrial (variable recharge) and
marine (tides, waves and secular sea level changes) boundaries. It is coupled to the transport of
biogeochemically reactive species through the subsurface and their exchange between the
sediments and the water column. Our understanding of how different forcing mechanisms
interact to determine spatial scales and residence times of subsurface seawater circulation, as
well as temporal patterns and rates of aquifer-surface water exchange has thus far been very
limited. The large range in the spatial and temporal scales of flow dynamics associated with
different forcings challenges our ability to comprehensively observe and monitor their associated
seafloor fluxes.
In this thesis, we present a novel, homemade instrument for high-resolution, long-term
monitoring of seafloor fluxes, designed to address this challenge. Two-year deployments of
several such instruments at Waquoit Bay, MA, produced the most comprehensive datasets on
seafloor fluxes available to date, multiplying the length of published time series by tenfold. The
length and integrity of the datasets permit the use of spectral analysis to investigate distinct
frequency components of seafloor fluxes and quantify their relationship to various forcing
mechanisms. The temporal and areal coverage of the datasets allow us to distinguish the
contributions of different forcings to observed fluxes, as a function of distance from shore and
season. Furthermore, we discuss new insight derived from the data into the physics underlying
observed seafloor fluxes and their associated subsurface circulation processes.
Additionally, we describe results from an independent but related project to characterize
chemical dynamics associated with seawater circulation in beach sand at Waquoit Bay. We
present evidence for the important contribution of this circulation to the nitrogen budget of the
Bay.
Thesis Supervisor: Charles Harvey
Title: Professor of Civil and Environmental Engineering
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INTRODUCTION
Coastal Biomes as Threatened Life-Support Systems
The ecosystems of the coastal ocean are among those where human impact has been
greatest, and the resulting decline in their functions and services most costly. They occur at the
interface between the land and the open ocean, and include estuaries, seagrass beds, kelp and
mangrove forests, tidal marsh and coral reefs. They are among the earth's most productive
ecosystems and harbor tremendous biodiversity, in many cases rivaling that of terrestrial rain
forests (Hinrichsen 1998). Moreover, they are integral to human welfare, sustaining our fisheries,
the growing coastal tourism industry, and providing vital ecosystems services including shore
stabilization and biogeochemical cycling. It is now well understood that the damage incurred by
Hurricane Katrina and the 2004 Indian Ocean tsunami on the coasts of the US and South Asia
respectively, would have been significantly mitigated had healthy mangrove forests been
preserved along these coasts (Patterson and Glavovic, 2008, Danielsen et al 2005).
Unfortunately, a majority of these invaluable ecosystems have been/ are being degraded,
or are under serious threat of degradation given current patterns of exploitation and human
development. The world-average loss of Mangrove forests was at 35% as of the beginning of
this decade with losses reaching 80% in some South East Asian islands (Valiela et al 2001). The
decline of seagrass beds and associated ecosystems is documented in both temperate and tropical
ecosystems (Duarte et al 2002). Kelp deforestation has become widespread and persistent during
the past century, with causes prevalently traced to human impact on these ecosystems (Steneck et
al 2002). As of 2004, 70% of coral reefs globally were classified as "destroyed, critical, or
threatened", with 20% of those found to be "severely damage and unlikely to recover" (Brown et
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al 2006, Hatcher and Hatcher 2004). A review of the state of 12 estuarine and coastal
ecosystems in North America, Europe and Australia showed that, on average, they are today at
below 40% of their original abundance in vegetation, marine mammals, coastal birds, fish,
reptiles and invertebrates (Lotze et al 2006). This bleak picture is a warning about the fate of the
rest of the world's coastal biomes if the same development trajectory is pursued.
The disproportionate threat to these systems can be explained by the historical and
continuing concentration of human populations in coastal regions, as well by the inevitable
function of the coastal ocean in receiving water, solutes and suspended matter from the majority
of terrestrial catchments. Our most direct impacts on these systems are in the form of
unsustainable harvesting and land use conversions. However, the most insidious challenge to the
health of these systems today is pollution, because its effects are more difficult to elucidate, and
because it is more difficult to control and regulate, given that watershed and atmospheric
processes extend the blame beyond the coastal communities and direct exploiters of these
ecosystems. Nutrient pollution, particularly, ranks among the greatest threats to coastal systems
due to its widespread occurrence and its now well-documented impacts on ecosystem health
(Brown et al 2006, Howarth and Marino 2006). Loetz et al (2006) show how in the developed
world nutrient pollution of coastal oceans remains a growing problem, while more direct
stressors on these systems in the form of extraction and modification have been largely regulated.
Accelerating nutrient pollution of coastal oceans during the past fifty years is well
explained by increasing use of synthetic fertilizers in agriculture, increasing population densities
along the coast and associated waste inputs to the ocean, and increasing rates of fossil fuel
combustion (Howarth and Marino 2006, Patterson and Glavovic 2008). The impacts of nutrient
inputs to coastal ecosystems vary among the different biomes and are highly non-linear. In
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general, the high productivity and biodiversity of these ecosystems allow them to efficiently
assimilate and recycle nutrient inputs (Costanza et al 1997). However, beyond a certain
threshold, excess inputs cause changes in species dominance and/or biogeochemical processes
with cascading effects and feedbacks often leading to a "phase shift" in the character and
function of the ecosystem to a qualitatively different, less desirable state (McCook 1999,
Rabalais 2002, McManus and Polsenberg 2004). Nutrient pollution has been widely implicated
in the degradation of coral reefs and seagrass beds. Across all coastal systems, nutrient
enrichment is being widely advanced as a key facilitator of the proliferation of toxic algal
blooms, which have been occurring with increasing frequency over the past few decades (Cloern
et al 2001). These blooms affect the local ecosystem, lead to costly closures of associated
fisheries, and are a health hazard to humans.
A general consensus has developed on the importance of regulating nutrient inputs to the
coastal ocean in efforts to preserve the health of coastal ecosystems as well in restoration efforts
to invigorate or reestablish degraded or reduced biomes (Lotze et al 2006, Brown et al 2006,
Howarth and Marino 2006). However, poor understanding of nutrient budgets and nutrient
cycling in coastal ecosystems leaves scientists unable to provide robust advice on management
options towards this purpose (Cloern 2001).
This thesis project explores the subterranean domain of chemical cycling in coastal
ecosystems abutting permeable aquifers, where transport through sediments is dominated by
advection, rather than diffusion. We investigate the mechanisms by which seawater circulates in
the subsurface over a range of spatio-temporal scales, and the chemical reactions to which this
circulation is coupled.
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Mechanisms of Seawater Circulation in Coastal Aquifers
Coastal aquifers form a critical interface between terrestrial and marine ecosystems, and a
sound understanding of groundwater dynamics in these aquifers can inform their sustainable
management to the benefit of the ecosystems at both their landward and seaward boundaries.
Multiple forcings at both boundaries drive complex flows in these aquifers, including
subsurface circulation of seawater, mixing between saline and fresh groundwater, as well as
movement of the freshwater-saltwater interface(s) in the aquifer. These dynamics are coupled to
transport of biogeochemically reactive species through the subsurface and their exchange
between the sediments and the water column. Hence, understanding groundwater dynamics in
coastal aquifers is critical to quantifying the chemical budget of coastal waters.
While research into coastal groundwater dynamics was initially motivated by the problem
of seawater intrusion, it was recently reinvigorated by a growing interest in submarine
groundwater discharge (Burnett et al 2006). Field work at numerous sites all over the world
revealed that submarine groundwater discharge (SGD), the direct outflow of groundwater to the
ocean, carries large amounts of nutrients, contaminants, and trace elements to the ocean, in many
cases rivalling the contribution of surface runoff. Furthermore, in many coastal systems it was
found that SGD is largely saline, constituted of recirculated seawater rather than meteoric
groundwater (Burnett et al 2003, 2006). However, while the number of sites in which SGD is
measured and found to be ecologically significant is increasing rapidly, our understanding of the
mechanisms and hydrodynamic processes driving it lag behind (Burnett et al 2006, Post 2005,
Simmons 2005).
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Groundwater flow dynamics in coastal aquifers are especially complex, because they are
driven by unstable density variations in the aquifer as well as by hydraulic head gradients. They
are further complicated by the effects of temporally variable forcings at both the terrestrial
(variable recharge) and marine (tides, waves and secular sea level changes) boundaries of these
aquifers (Burnett et al 2006). Figure 1, adapted from Michael (2005), conceptualizes the various
forcings that drive groundwater flow in an idealized homogenous coastal aquifer.
Figure 1: Schematic of flow systems in coastal aquifers
Fresh groundwater flows down a topographically induced head gradient and discharges
into the ocean, above a 'saltwater wedge' that is formed by the density-driven intrusion of
seawater into the aquifer. The position of the freshwater-saltwater interface is determined
through a dynamic equilibrium between the regional flow of fresh groundwater and the
buoyancy forces driving seawater intrusion (Croucher and O'Sullivan 1995). Mixing and
dispersion across this interface result in the entrainment of seawater with the discharging
freshwater; this sets up a density-driven circulation in the saltwater wedge, such that seawater
recharges the aquifer further off-shore to balance salt lost by entrainment at the interface
(process 3 in Figure 1) (Burnett et al 2003).
13
Superimposed on this steady-state circulation are tidally-driven dynamics, represented by
processes 1 & 2 in Figure 1. Process 1 represents tidal pumping, which is a widely used term
that generally refers to tidally controlled fluxes across the sediment-water interface, below the
low tide line. Field studies described in the literature show tidal control manifested as either an
inverse correlation between submarine groundwater discharge rates and tidal height, or as a
periodic reversal of the flux direction, such that high tides produce inflow of surface water into
the aquifer while groundwater outflow occurs at low tide, with flow rates correlated to tidal
amplitudes (Michael et al 2003, Taniguchi 2002, Kim and Hwang 2002, Taniguchi et al 2006,
Sholkovitz et al 2003). Process 2 represents the recurrent flooding and drainage of beach
sediments by tides, which sets up a circulation cell of seawater in unconfined aquifers that
persists over the tidal cycle, centered near the low tide position and overlying the discharging
freshwater plume. The circulation is associated with a water table 'overheight', i.e. an elevated
near-shore water table relative to the hypothetical water table position in the absence of tidal
fluctuations, and a steepened head gradient at the shore during the ebbing tide producing
increased sea-ward groundwater velocities (Nielsen 1990, Mango et al 2004, Michael 2005,
Robinson et al 2006, Vandenbohede and Lebbe 2006, Abarca et al 2012).
Process 4 (Figure 1) represents another mechanism of bi-directional exchange between
surface water and coastal groundwater that occurs with an annual period, driven by natural
seasonal variation in meteoric recharge to the aquifer. A minimum in recharge and the
associated reduction in the regional seaward head gradient drive a landward movement of the
freshwater-saltwater interface, resulting in inflow of seawater into the subsurface. Conversely,
increased recharge and a rise in inland hydraulic head produce seaward movement of the
interface and discharge of saline groundwater into coastal surface waters (process 4 in Figure 1)
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(Michael et al 2005). The potential significance of this seasonal exchange, in terms of the
volumes of circulated seawater, is better appreciated when one considers that the density
difference between freshwater and seawater results in the amplification of the subsurface
displacement of the interface relative to the change in inland water table level. If the process is
allowed to reach equilibrium, the change in water table level would be amplified by about 40
times at the interface, according to the Gyben-Herzberg approximation of interface depth at
hydrostatic balance. However, as groundwater flow is slow and the forcing has a period of one
year, this equilibrium may not be reached in many cases. In fact, numerical simulations of the
groundwater dynamics in a simplified model of the coastal aquifer at Waquoit bay, with a
sinusoidal inland recharge function and a stable boundary at the marine end, showed that the lag
between peak inland groundwater recharge and the associated peak in saline SGD is 1-4 months.
This result agrees with field data from Waquoit Bay, MA, that showed peak saline SGD to occur
in the summer, lagging the winter-time maximum in recharge in the adjoining watershed
(Michael et al 2005).
The literature cited above provides evidence for each of the four mechanisms of
subsurface seawater circulation presented in Figure 1. However, understanding of how these
processes interact together and their relative contributions to aquifer-surface water exchanges
remains very limited. The large range of spatial and temporal scales over which these processes
occur poses a challenge to our ability to observe and monitor their associated fluxes
simultaneously.
In this thesis, we face the challenge head on, with a new weapon: a homemade instrument
for high-resolution, long-term monitoring of seafloor fluxes, described in Chapter 2. In Chapter
3, I present data from deployments of these instruments at our chosen field site in Waquoit Bay,
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MA, and discuss the resulting wonderful advances to our understanding of subsurface seawater
circulation over temporal scales ranging for semi-diurnal to annual. Chapter 4 focuses on the
shallow circulation of seawater in beach sediments presented as Process 2 above. I describe an
extensive field campaign at Waquoit Bay to characterize flow and chemical dynamics in this
circulation cell. Supported by numerical modeling of the circulation cell by Elena Abarca-
Cameo (Abarca et al 2012), I present evidence for its important contribution to the nitrogen
budget of the Bay. The remainder of this introductory chapter is dedicated to describing our
field site.
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Introducing our field site, Waquoit Bay
Our field site is located at the head of Waquoit Bay, an estuary gracing the southern coast
of Cape Cod, MA, which hosts the Waquoit Bay National Estuarine Research Reserve
(WBNERR) (Figure 2).
Figure 2: Satellite image showing Waquoit Bay. Inset
shows location on southern shore of Cape Cod, MA.
Red rectangle marks the "head of the bay" area where
are field work is focused.
Estuaries along the coast of Cape Cod have been experiencing important ecological
transformations, starting with shifts in the dominant primary producers and leading to declines in
economically important fisheries (Costello and Kenworthy 2010). These undesirable ecosystem
shifts have been consistently attributed to eutrophication, and specifically Nitrogen enrichment
(Costa et al 1992). It is now well established that septic effluent, transported with groundwater,
is the dominant source of nitrogen loading to the Cape's coastal waters, and that increasing
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urbanization on the Cape is strongly correlated to the ecological degradation of its estuaries
(Persky 1986, Valiela et al 1992, Valiela et al 1997, Bowen and Valiela 2001).
Waquoit Bay has been intensively studied as a model of eutrophication processes
afflicting the Cape's coastal waters. Increased nitrogen loading to the bay has led to the decline
of the native eelgrass and the scallop population to which it provides habitat. Instead, benthic
macroalga have proliferated, increasing the frequency of hypoxia and anoxia in bottom waters
with adverse effects on benthic invertebrates (Valiela et al 1992). Figure 3, published in Valiela
et al (1992), shows the drastic decline of eelgrass cover in Waquoit Bay over the past few
decades, estimated from historic aerial photographs. A more recent survey of eelgrass coverage
in Waquoit Bay shows that eelgrass meadows in the main basin of the bay were completely
decimated by 2007 (Costello and Kenworthy 2010).
1 // 19511 '7 19741 '/ 1978 // 4987
Figure 3: Areal coverage of eelgrass beds in Waquoit Bay. Black areas represent 100% cover. The striped
area in the 1951 map represents patchy eelgrass cover, while the dotted area represents uncertainty in
interpreting the photograph. This figure was copied from Valiela et al (1992).
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Comparative studies of sub-watersheds of the bay show a strong relationship between
building density, nitrate concentrations in groundwater, and eutrophication of receiving coastal
waters (Valiela et al 1992, Fox et al 2008). A similar relationship is revealed in the time domain,
by reconstructing historical trends of nitrogen loading and ecological changes (Bowen and
Valiela 2001). Furthermore, isotopic evidence unequivocally links primary production in
Waquoit Bay to nitrate in groundwater originating from septic wastewater (McClelland and
Valiela 1998).
The importance of groundwater transport in the nitrogen budget of the bay is attributed to
the elevated concentrations of nitrate and ammonia in groundwater in its watershed,
predominantly originating from septic effluent (Valiela et al 1997, Kroeger and Charette 2008),
and to the large contribution of groundwater flow to the freshwater budget of the bay, facilitated
by the high permeability of its adjoining aquifer (Cambareri and Eichener 1998, Mulligan and
Charette 2006).
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Hydrogeology of Waquoit Bay
Overlying bedrock in the Upper Cape are stratified unconsolidated sediments deposited
during the Pleistocene by means of a range of processes associated with the advance and retreat
of the Laurentide ice sheet (Uchupi and Mulligan 2006).
The depth of basement underneath Waquoit Bay is about 115m from the surface (Uchupi
and Mulligan 2006). A 45m deep borehole (CCC-1) drilled near shore, at the head of the bay,
reveals the following downhole stratigraphy: 10m of mixed sand and gravel, followed by about
15m of predominantly silt, overlying another 20m of very fine sand. A transition to a clay unit is
observed at the bottom of the borehole (Cambareri and Eichner 1998, Uchupi and Mulligan
2006).
By collating data from over 300 borehole logs distributed over the Upper Cape and
relating between sedimentary units of similar characteristics across boreholes, Uchupi and
Mulligan (2006) present an interpretation of the sedimentary facies underlying Waquoit Bay, as
sampled in CCC-1. They argue that the clay unit sampled at the bottom of CCC-1, extends in
depth to the basement bedrock and constitutes a larger glacio-lacustrine depositional facies that
spreads over the southern shore of the Upper Cape, from just north of Waquoit Bay continuing
south into Nantucket Sound.
The unit of very fine sand and silt overlying the clay facies in CCC-1, has a texture and
grain size that also indicate glacio-lacustrine origin, but from a distinct depositional event than
that responsible for the bottom clay unit. The pro-glacial lake responsible for this silty deposit
was named lake Wampanoag by Mulligan and Uchupi (2004). Its southern basin appears to have
covered continuously the entire watershed of Waquoit Bay, such that the associated silty deposit
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is identified in all boreholes within this region (Uchupi and Mulligan 2006). North of Waquoit
Bay, where the bottom clay unit is absent, borehole logs show that the silty layer extends to the
basement.
The surficial sand and gravel aquifer sampled at CCC-1 is constituted of glacial outwash
sediment deposited sub-areally as the ice sheet retreated northward. It thickens northward, from
10 m near the head of Waquoit Bay, as sampled by CCC-1, to about 46m at the topographic high
12km north, which defines the upper boundary of the bay's watershed (Cambareri and Eichner
1998).
The distribution of fresh and saline water underneath Waquoit Bay does not match that
which would be expected in a homogeneous aquifer, with fresh groundwater forming a lens that
pinches out near the shore over a saline wedge (refer to Figure 1 in Section 2). Instead there is
ample evidence along the shoreline of the head of the bay of a second salt to fresh transition
deeper into the subsurface. This transition is co-located with the silty sedimentary unit
underlying the surficial sand and gravel aquifer (Michael 2005). The extent of this deeper
freshwater system underneath the bay remains uncertain with estimates ranging between 150m
and 700m offshore (Cambareri and Eichner 1998, Belaval et al 2003).
Michael (2005) was able to reproduce a fresh-saline interface in the silty layer underneath
the bay in a numerical model that distinguished three layers in the subsurface of the Waquoit Bay
watershed, such that the silty layer of lower permeability overlay a higher permeability layer,
which is potentially representative of the 20m-thick fine sand unit identified in CCC-1 (Uchupi
and Mulligan 2006). In this model, the silty unit acts as a confining layer over the deeper aquifer,
allowing only limited discharge from the latter. As a result, heads are higher in the deeper aquifer
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relative to the surficial aquifer, which maintains the fresh-salt interface within the former at a
greater distance from shore, and produces an upward head gradient across the silty layer that
stabilizes the otherwise unstable configuration of salt water overlying freshwater. This model is
supported by observations of increased heads in the lower permeability layer in near-shore wells
(Cambareri and Eichner 1998, Michael 2005). Numerical modeling showed the importance of
this deeper saline-fresh interface in driving seasonally-reversing exchange between Waquoit Bay
and the underlying aquifer (Michael et al 2005).
Submarine groundwater discharge patterns and, more generally, patterns of bay-aquifer
exchange in Waquoit Bay were characterized by Michael and co-workers (Michael et al 2003,
Michael et al 2005, Michael 2005) using manual Lee-type seepage meters. Their results,
summarized in Figure 4 (copied from Michael 2005), show that the nature and magnitude of
these exchanges varies most strongly in the direction perpendicular to shore, with distinct forcing
mechanisms dominating at different distances from the shoreline.
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Figure 4: Zones of submarine groundwater discharge described by Michael et al,
based on field observations relying primarily on manual Lee-type seepage meters
(Michael 2005, Michael et al 2005). Figure copied from Michael (2005).
Fresh groundwater discharge was only observed in a narrow zone around 5m from the
mean tide line (blue zone in Figure 4). All other submarine groundwater discharge was saline,
associated with various processes of seawater circulation in the subsurface. Using Sodium
Bromide as a tracer, Michael (2005) tracked the path of tide water as it infiltrated into the beach
and discharged back to the ocean. She found that the resulting circulation of seawater extends a
few meters from the high tide line into the bay, closer to shore than most of the discharging
freshwater (red zone in Figure 4). She delineated the tidal pumping zone (cross-hatched in
Figure 4) by determining the distance from shore beyond which the variation of measured
seepage rates over a tidal cycle and the correlation coefficient between these rates and tidal level
became insignificant. She concluded that tidal pumping extends about 30m from the mean shore
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line. Seasonal exchange between the aquifer and the bay was measured between 15 and 30 m
from shore (purple region in Figure 4). In this "band", a distinct peak in tidally-averaged
groundwater outflow into the bay was observed during summer-time field campaigns, while
winter-time hydraulic gradient measurements revealed tidally-averaged inflow of bay water into
the aquifer.
This characterization of subsurface seawater circulation patterns in Waquoit Bay
provided the foundation on which the work described in this thesis was developed.
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CHAPTER 1
A novel instrument for measuring submarine groundwater fluxes
Data collected by Michael et al (2003, 2005) in Waquoit Bay clearly demonstrate the
interplay of various landward and seaward forcings in defining bay-aquifer exchanges over
different timescales. However, their work was severely constrained by the manual seepage
meters they used to measure seafloor fluxes. Measurements using manual Lee-type seepage
meters are entirely dependent on human labor, limiting the duration of contiguous deployments
to a day, and to periods of favorable weather. Furthermore, the temporal resolution allowed by
these instruments is poor: a sampling interval of two hours was achieved by Michael and co-
workers in Waquoit bay, set by seepage rates and labor demand.
Automated seepage meters that allow higher temporal resolution have been developed by
many groups, based on a variety of techniques for measuring seafloor flux rates, including
methods based on heat transport, dye dilution, as well as ultrasonic and electromagnetic flow
measurement. A number of excellent reviews of these various seepage meter designs exist in the
literature, including publications describing field-based intercomparison experiments among
various instruments (e.g. Taniguchi et al 2003, Burnett et al 2006, Kalbus et al 2006). These
various technologies present one or more of the following obstacles to achieving a
comprehensive understanding of subsurface seawater circulation patterns: 1) They do not include
a capability for measuring downward flux of surface water into the underlying aquifer. 2) They
are maintenance- intensive, such that continuous deployments are limited in duration to a few
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weeks at most. 3) They are costly to build, so that a deployment of several instruments at a time
for a comprehensive mapping of seafloor fluxes is out of reach for most budgets.
To address these deficiencies in available technologies for monitoring seafloor fluxes, we
moved away from attempting to directly measure flow rates, and instead developed an
instrument that accurately measures vertical pressure gradients in the seafloor (Gardner et al.
2009). Here, I summarize key features of the design that affect the accuracy of measurements
produced by this instrument.
The core components of the instrument are a piezoresistive silicon differential pressure
transducer and an electrically-operated three-way valve. In the current configuration, the
transducer measures the pressure difference between bay water at the surface of the seafloor,
where the instrument is deployed, and pore water at one meter deep in seafloor sediments, via a
piezometer to which the instrument connects. When the three-way valve is activated, both ports
of the differential pressure sensor are exposed to pore water pressure at the piezometer screen,
and the resulting reading is used to zero the differential pressure measurement obtained when the
valve is deactivated. The output voltage of the sensor when there is no pressure difference
across its ports is called the null offset.
The other components of the instrument are a flow-through sensor (CT Cell) for
measuring electrical conductivity and temperature, two variables from which water salinity and
density may be calculated. A peristaltic pump operates bi-directionally to transport either bay
water or seafloor pore water through the conductivity/temperature sensor.
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The arrangement of these components inside the instrument, and the plumbing that
connects them is shown in Figure 5. Figure 6 presents a schematic of how the hydraulic
connections are reconfigured by the activation of the three-way valve.
Figure 5: Photograph showing the arrangement of components inside our instrument, and the hydraulic
connections between them.
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Figure 6: Schematic of hydraulic connections in our instrument. DP = differential pressure sensor, CT
cell = flow-through conductivity & temperature sensor, 3-way valve: COM = common port, NO = normally
open port, closes when valve is activated, NC = normally closed port, opens when current is supplied to
valve. Solid line indicates hydraulic connection when valve is off; dashed line indicates connection when
valve is switched on. PUMP: peristaltic pump.
The CT cell shown in Figure 5 uses two platinum-plated nickel electrodes to measure the
electrical conductivity of water flowing through the cell. This type of cell, which was included
in the original design, failed in initial deployments of the instruments due to corrosion of the
electrodes. The result was a pronounced upward drift in conductivity readings rendering them
useless (Figure 7).
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Electrical conductivity of baywater measured by sensors deployed at two locations
9 0 - - - -.-.-.- - .
20m from shore
80 30m from shore
70-
60
o 500
- 40
2 0CO
E
10-
11/15/06 12/16/06 01/16/07
date
I 20
Figure 7: Electrical conductivity readings of bay water produced by the CT cells used in the original design,
for instruments deployed at two locations. Electrodes of CT cells in instruments deployed at all locations
showed signs of advanced corrosion after deployments of a few months. However, only instruments deployed
at distances further than 20m from shore produced the strong upward drift in conductivity readings shown
here.
The design was subsequently revised to use another flow-through two-electrode
conductivity cell with stainless steel (#316) plates. All discussion of accuracy and stability of
electrical conductivity data henceforth will refer to results obtained with the stainless steel
electrodes.
The components listed above, along with the electronic circuitry that controls them and
logs data, and the alkaline battery packs that power the system are contained in a cylindrical
PVC housing (2' length x 6" diameter) that is stabilized on the seafloor by means of metal spikes
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appended to its bottom. As the instrument is neutrally buoyant in seawater, additional lead
weights are attached to it following its installation on the seafloor.
The internal components of the instrument connect to the environment via two openings
in the front cap of the housing that can be seen in Figure 5. One opening exposes the CT cell to
the surrounding bay water. The other opening allows a connection to a piezometer that is
independently installed adjacent to the instrument. The piezometers used in our deployments are
1/4" diameter stainless steel tubes, 36' long and screened at the bottom.
Figure 8 (left panel), copied from Gardner et al (2009), presents a cartoon of a deployed
instrument. The buoy featured in this schematic was designed by Harold Hemond (MIT) to
receive data from the instrument in real-time via a fiber-optic connection and transmit it
wirelessly to a receiver on-shore using Bluetooth technology. The design of this buoy is
described in detail in Gardner et al (2009). Four such buoys were deployed over a six-month
period in the Summer and Fall of 2010, and proved invaluable in alerting us to instrument
malfunctions, and thus minimizing data gaps. The right panel in Figure 8 shows an assembled
and sealed instrument, ready for deployment.
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Figure 8: Left panel: Schematic of the deployment configuration, showing the main body of the instrument,
the piezometer used to connect it to sediment pore waters, and the buoy used to transmit data in real-time to
shore. Right panel: A photograph of an instrument ready for deployment.
Prior to deployment the instrument is programmed with the desired sampling intervals for
differential pressure ( 1 min, with one minute increments) and conductivity/temperature
measurements (21 hr, with one hour increments). The sampling frequencies used in our
deployments were set at once every ten minutes for differential pressure (DP) readings, and once
every two hours for measurements of bay and pore water conductivities and temperatures. At
scheduled sampling times for DP, the 3-way valve is activated and the DP sensor output (null
offset) is recorded for a few seconds, after which the valve is switched off and DP readings are
recorded. At the scheduled sampling times for conductivity and temperature, the peristaltic
pump is activated to pump in one direction for -30 seconds to draw bay water into the cell, and
subsequently to pump in the reverse direction for a few minutes to draw water in through
piezometer screen, via the instrument's plumbing to the CT cell. Conductivity and temperature
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flexible
measurements are recorded by the CT cell during the last few seconds of the pumping interval in
each direction.
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Calculating Flux from Differential Pressure Data
Our instruments monitor the vertical pressure gradient over a depth of im into the
seafloor, from which we deduce the vertical groundwater flux on the basis of Darcy's law. The
1m depth over which we take our measurements allows us to bypass the cm-scale processes at
the seafloor, produced by waves and currents, and to capture the larger scale groundwater flow
patterns. The discussion presented below demonstrates how differential pressure data and
measurements of bay and groundwater conductivities and temperatures can be used to estimate
groundwater fluxes in the seafloor. Variables are referred to by the following symbols (see also
Figure 9): Po = fluid pressure at the surface of the seafloor, PL = pressure of groundwater at a
depth of L (location of piezometer screen), ps = density of pore water in the sediment, which is a
function of elevation -, p, = density of pore water in the piezometer, also a function of Z, pbay =
density of bay water, DPmeas= Pa - Pb = differential pressure measured by the transducer, which
is the difference between the pressure at the port open to bay water (Pa) and the pressure at the
port connected to the piezometer (Pb) (DPeis is negative for higher pressures at piezometer port),
Az = elevation of differential pressure sensor above the seafloor.
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Figure 9: Schematic of deployed instrument to support derivation presented in text. Variable
definitions are presented in the text. Schematic copied from Mulligan et al (in prep).
We start with the pressure form of Darcy's law, which allows us to account for density
differences within the aquifer, and project in the vertical direction to obtain Equation 1, where q,
= specific discharge in the vertical direction (positive upwards), k, = permeability in along the z
axis, p= dynamic viscosity.
kz dp(1) q -- -+Sg
pu dz
Integrating vertically over the depth of the piezometer screen (L) and dividing by L yields
equation 2, where the overbar indicates an average over depth L.
(2) q( = L +gp,
P, - PL can be related to DPmeas using the following equalities:
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P=P-Aznb, ga ~o P-say
(3) P (L±A g, = PL (L+ p Az g
Substituting into equation (2) produces the following relationship between vertical seafloor flux
and measured differential pressure:
(4) q = k """a + s -kPj + g DA - PP
p L L
Equation 4 shows that in addition to measured DP, two other terms are needed to derive
vertical seafloor fluxes:
1- (s -), which is the difference between the average density of pore water over depth
L and the average density of water in the piezometer.
2- (Pa, - p), which is the difference between bay water density and the average density of
AZ
water in the piezometer. This latter term is multiplied by - 0.05.
L
Our instrument produces data on the temperature and salinity (via temperature
and electrical conductivity) of bay water and pore water at the piezometer screen (depth L).
These are measured every two hours, by activating the peristaltic pump in one direction to draw
bay water into the flow-through CT cell, and then reversing the direction of the motor so that
pore water is pulled up the piezometer and through the CT cell. During intermediate intervals,
the pump is off, water in the piezometer is stagnant, and no conductivity/temperature readings
are recorded. In the following section, I will demonstrate how this data can be used to
approximate the density difference terms required for calculating specific discharge.
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First, a note on units: The SI units for DP/L and gp are N/m 3. For convenience, the
pressure units used in calibrating the DP sensors are mm of freshwater head (room temperature).
For those units of DP, Equation 4 becomes:
, = kr , 'DP,_ -p g  -p)+ g bav
p 1.L L
(4b)
Given that the density of freshwater (PH2o) is 1000 kg/m3 and that L=1m in our deployment
configuration, we find that the contribution of the density difference terms per kg/m3 is on the
same order as the contribution of the DP term per mm offreshwater head. In other words, an
increase (or error) of 1 kg/m3 in
- p,) would change the calculated flux by
the same amount as an increase (or error) in DP of 1mm H20.
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Approximation of Density Difference Terms
The density of seawater with salinity ranging between 0 and 42 (Practical Salinity Scale
1978) and temperature between -2 and 40 'C, can be calculated from its salinity and temperature
using the International Equation of State of Seawater 1980 (UNESCO 1981, Millero 1984). For
the salinity and temperature ranges observed in Waquoit Bay surface and pore waters at our
deployment locations, the density-salinity relationship closely approximates a straight line, with
temperature-dependent slope and intercept. This is confirmed by using the full Equation of State
polynomial to calculate densities for salinities 20-32, with the temperature fixed at one value in
the range -2 - 30 'C (code by Phil Morgan 1992). A straight line is fit to the resulting density-
salinity relationship, and the slope, intercept and residuals of this fit are calculated. This is
repeated for all temperature values in the specified range, with increments of 0.1 C. Figures 10
& 11 show the temperature dependence of the slope and intercept values obtained. Figure 12
shows the resulting residuals, which remain below 5x10-3 kg/m 3.
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Temperature (deg C)
Figure 10: Temperature dependence of slope of linear fit to the density-salinity relationship over the
salinity range 20-30, for fixed temperature.
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Figure 12: Residuals of the linear fit to the density-salinity relationship at fixed temperature, based
on the International Equation of State of Seawater. The different lines result as temperature is
varied from -2 'C to 30 'C. The salinity range over which the fit is applied is consistent with
salinities of bay and pore waters measured by our instruments at all deployment locations.
The linearity of the density-salinity relationship over the salinity and temperature range
relevant to our work greatly simplifies the estimation of the density difference terms needed for
calculating seafloor fluxes.
To simplify the estimation of the first term, S - pp), we additionally rely on this
assumption: The temperature of water in the piezometer rapidly equilibrates with that of the
surrounding sediment, once the pump is switched off following scheduled
conductivity/temperature measurements. This assumption can easily be defended given the
small diameter of the piezometer, its metal construction, and the 2-hour length of intervals
between pump activations.
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With these simplifications, - pp) can be written in the following form:
(5) Ps -PP - JaTS (SS -SP)dz
L
SS is the salinity of sediment pore water, S, is the salinity of water in the piezometer, and ars
is the slope of the density-salinity relationship at temperature Ts=Tp, which is a function of z.
To further facilitate estimation of (S - pp, we substitute the depth varying slope ars
with a constant slope aTav , associated with the average temperature over depth L. We end up
with the difference between the average salinity of sediment pore water over depth L and the
salinity of water in the piezometer, recognizing that the latter is uniform over L.
- aTav
(6) PS -PP L
0
f (SS - Sp)dz = aTav(Ss - Sp)
-L
The error associated with this last substitution can be calculated using:
(7) Err V - pP)=
0
L (ar7 - aTs
L
)(SS - S,)dz
To estimate an upper bound for this error, we assume Ss increases linearly with z, from Ss
= Sp at z=-L, at a rate of 10/m. Equation 7 becomes:
(8) Err(PS - p=
10
L
0
f (aTv - ars )(z + L)dz
-L
Using a maximum value of (aT, - aTs) = 0.015 kg/m3, which would result from a
temperature profile increasing from 00C at the seafloor to 100C at depth L (see Figure 10), we
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find that the error must be less than 0.075 kg/m3 for L=1m. In fact, the error is about half that
upper bound, since (ara, - aTs) decreases with depth into the sediment as T approaches Tav. In
conclusion, we find that for these greatly exaggerated temperature and salinity gradients in
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seafloor sediments, errors in our estimation of Vs- - are on the order of 0.04 kg/m3.
The estimation of second density difference term can also be simplified by making use of
the linearity of the density-salinity relationship:
(9) Pbay - PP Tbay Sbay+ bTbay ~ TSS P TS
A further approximation can safely be made that aTs = Tav, and bTs = bTav , to obtain:
(10) pbay - p = aTbay Sbay +b7b, -aTa SP +bTav
The error of this latter approximation is easily rendered negligible by multiplication by
= 0.05
L
(refer to Equation 4 and Figures 10 & 11).
With these simplifications, we find that accurate temperature data are not needed in our
flux calculations, except for the purpose of accurately estimating salinities.
We are left with one challenge: estimating the average salinity of pore water in the first
meter of seafloor sediments Ss , which features in in the approximation of the first density
difference term (see Equation 6).
Ss is bounded by the salinity measurements (actually electrical conductivity and
temperature measurements, from which salinity is calculated) recorded by our instrument for bay
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water near the seafloor and pore water at the piezometer screen (depth L=1m). We start by
calculating vertical fluxes using three alternative models of average sediment salinities:
(11-A) SS =Sbay =' Ps - p = aTav(Ss -Sp)=aTav (Sbay - SP)
(11-B) SS SP > > PS -PP = 
(11-C) Ss 2 bP 2 (Say - SP)
Model A assumes that pore water in the first meter of seafloor sediments is dominated by
bay water (Sbay), but sharply transitions to a different salinity at the piezometer screen (z=-im),
where salinities S, are sampled. Model B assumes that the water sampled at the piezometer
screen, with salinity S,, is representative of salinities in the first meter of seafloor sediments.
Model C would apply when a linear gradient exists between salinities at the seafloor and at im
depth, or when a transition from Sbay to Sp occurs at 0.5m into the sediment.
With this approach, we can easily bound the error that would result from the selection of
the wrong model: if model C were used to calculate seafloor fluxes, when either model A or B
were correct, an error equal to a (Sbay - Sp) would result. For aTa, =0.8 kg/m 3 (see Figure 10),
and an upper bound for bay-piezometer salinity differences of 5, we calculate an error of 2 kg/m 3,
which is non-negligible (equivalent to an error of 2mm H20 in our DP measurement). This error
can further be reduced by using fluxes calculated in a first iteration, which considers all three
models, to inform our selection of the most appropriate model and reduce the uncertainty in a
second round of flux calculations.
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The discussion presented above demonstrates how measurements recorded by our
instrument can be used to calculate seafloor fluxes. However, these measurements would be
useless in the absence of lab and field tests that verify their accuracy. In the following section, I
discuss how the differential pressure transducer, and the conductivity and temperature sensors of
the flow-through cell were calibrated in the lab, and the field experiments that were used to
quantify their accuracy under deployment conditions.
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Calibration of differential pressure sensors
Multiple differential pressure sensors were calibrated simultaneously by connecting them
in parallel, using water-filled plastic tubes, to two columns of water (internal diameter 2.5cm).
Precise increments in differential pressure (DP) were achieved by adding the corresponding
volume of de-ionized water to one column using an accurate pipette. During calibration
experiments, the sensors were programmed to run in "calibration mode" (see Gardner et al 2009),
recording output voltage to memory at intervals of a few seconds. Figure 13 shows a
photograph of the setup used for calibration. In a post-processing step, the sensor response to
each DP increment can be extracted from the recorded data to populate a calibration curve of DP
vs. output voltage.
Figure 13: Photograph of the parallel
assembly of differential pressure sensors
for calibration. The motherboards
controlling the sensors and logging data
are also shown.
Numerous iterations of such experiments highlighted the following considerations, which
must be taken into account to achieve reproducible calibration curves with minimum scatter:
1) Drift in the zero-DP signal (null offset) is significant even in laboratory conditions
and over the duration of an experiment (1-2 hours). Two alternative approaches to
accommodating this drift are: a) DP increments can be related to differences between
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sensor output before and after water addition, which would cancel out the null signal.
b) A 3-way valve of the type used in the instrument can be included in the calibration
setup to allow regular monitoring of each DP sensor's null signal. This second
approach was used in producing the calibration data presented later in this section.
2) Tubing connecting the sensors to each other and to the water columns must be free of
air bubbles. Air bubbles in the tubing produce drift and noise in the output signal.
Tubes in our calibration setup were filled with water de-aired by boiling.
3) While sensor output can be read in real time using a serial cable connection (see
Gardner et al 2009), this greatly increases the noisiness of the output signal due to
interference between the cable and the sensor electronics. This is simply avoided by
programming each sensor to log data to its memory card over the duration of the
calibration experiment.
The sensors were calibrated over the differential pressure range of -50 to +50
mm freshwater head, by adding 0.2ml to 25ml of water to one of the two column, in a random
order (the output voltage is increased or decreased relative to its null value depending on which
of the two sensor ports the pressure increment is applied to). The smallest DP increment tested
was 0.4mm freshwater head.
The calibration experiments show that the response of the DP sensors is slightly non-
linear, such that a cubic fit to calibration data produces smaller and more randomly distributed
residuals than a linear fit (see Figures 14, 15, 16). The clustering of all the sensors' residuals at
each calibrated pressure difference, apparent in Figures 14&15, suggests that errors inherent in
our calibration method are of the same order as repeatability errors in sensor response.
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Residuals of DP calibration data -/+50mm, when a linear fit is used
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Figure 14: Residuals of linear fit to calibration data (applied DP vs. sensor output voltage), calculated as
the difference between applied DP and calibrated sensor response. Different colors represent data from
eight different sensors calibrated simultaneously in August 2008.
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Figure 16: Root mean square of residuals plotted in Figures 14 (blue) and 15 (red).
Calibration of the differential pressure sensors was also carried out under a background
water head of 1.3m, by setting the parallel sensor assembly on the floor and connecting it to
water columns on the lab bench. This was done to more closely replicate field conditions,
where pressure differences between sensor ports on the order of mm's of head, are superimposed
on a common pressure at both ports of 1-2 m of seawater.
Another calibration experiment was carried out in a temperature-controlled chamber at
5'C, to investigate the effect of temperature on sensor sensitivity to differential pressure. No
significant change in sensor response was observed in either of these experiments (Figure 17).
Figure 17 also shows that the uncertainty in each sensor's sensitivity is on the order of 2%, while
differences in sensitivity between sensors are on the order of 10%.
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Figure 17: Slope of linear fit to DP calibration data, for different experimental conditions. Temperature-
chamber data for Sensors 3, 5 & 6 are not included, because an experimental artifact led to unusually noisy
data for these sensors.
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Calibration of conductivity and temperature sensors
Before discussing the calibration of the CT cells, a short note on how their data relate to
the salinity measurements needed in the flux equation presented earlier in this chapter:
Conductivity and temperature measurements recorded by the CT cell are used to calculate the
salinities of bay and pore waters, using the polynomials of the Practical Salinity Scale 1978
(code by Phil Morgan 1993), which are valid for salinities 2 - 42 %0 and temperatures -2 - 35 'C
(Lewis 1980, Dauphinee 1980). On this scale, salinity is unitless but closely related in value to
parts per thousand dissolved solids (Lewis 1980). The relationship between salinity and
conductivity for a fixed temperature in the range 0 - 30 'C, is nearly linear, with a slope that
varies between 0.7 /mS at 30'C and 1.3 /mS at 00 C, and residuals on the order of 0.02. When
conductivity is fixed, salinity shows a sensitivity to temperature of -0.85 /0 C for temperatures 0-
10'C and -0.6 /'C for temperatures in the range 10-30'C. The applicability of these polynomials
to estuarine waters has been verified (Millero 1984). Their applicability to Waquoit Bay bay and
ground waters was confirmed by comparing measured conductivity-temperature curves for field
samples to curves predicted by the PSS-78 equations.
The temperature sensors of eight flow-through cells were calibrated simultaneously by
placing the cells in a large jug containing saline solution (NaCl, 45mS at 25'C), which was in
turn placed in a temperature-controlled chamber. The chamber was programmed to change
temperature in 5'C increments between 2'C and 25'C, soaking for 3 hours at each temperature.
The sensors were programmed to run in "calibration mode" over the duration of the experiment,
logging data to memory at intervals of a few seconds. An accurate, independently calibrated,
temperature sensor (WTW TetraCon325) was placed in the same bath as the CT cells, and was
also programmed to log data autonomously. Its readings were used as reference values in the
calibration. Averages of data logged over the last 15 minutes of each 3-hr soaking interval were
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used for calibration, to ensure that the temperature of the water bath had reached equilibrium.
Randomly scattered residuals on the order of 0.1 C are achieved with a quadratic fit to the
resulting data (Figure 18).
Residuals of 2nd degree fit to temperature calibration data
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Figure 18: Residuals of quadratic fit to temperature calibration data for 8 cells calibrated simultaneously.
Residuals are calculated as the difference between true temperature and the calibrated sensor response.
The electrical conductivity sensors of the flow through cells were calibrated in two ways:
by soaking them in a solution of known conductivity, or by pumping a solution of known
conductivity through them. No difference between results produced by the two methods was
observed. The true conductivities of the home-made NaCl solutions used for calibration were
determined using an independently calibrated sensor (WTW TetraCon 325). Over the full
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calibration range of 1 - 45mS, the cells exhibit a non-linear response, as is apparent from the
residuals that result if a straight line is fit to calibration data (Figure 19).
Residuals of linear fit to conductivity calibration data, 1 - 45 mS
5M0r
0
0
0
0
0 00
0
0
0 0
I I
0 0.5 1 1.5 2 2.5
True conductivity
0
0
0
0
0
0
S I I I
3
(microS)
3.5 4 4.5 5
x 10
Figure 19: Residuals of linear fit to conductivity calibration data, over the range 1 - 45 mS, for 8 cells
calibrated simultaneously. Residuals are calculated as the difference between true conductivity of the
solution and the calibrated sensor response.
By restricting the least-squares fit to the range 20 - 45 mS, which encompasses collected
data at our deployment locations, smaller and more randomly distributed residuals are achieved
while maintaining a linear model of the sensor response (useful for monitoring changes in cell
constants due to fouling or corrosion). Residuals over this smaller calibration range are on the
order of 150 [tS (Figure 20).
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Figure 20: Residuals of linear fit to conductivity calibration data, over the reduced range 20 - 45 mS, for 8
cells calibrated simultaneously. Residuals are calculated as the difference between true conductivity of the
solution and the calibrated sensor response.
Additionally, the conductivity cells were shown to respond equally to variations in
electrical conductivity produced by salinity changes and variations produced by temperature
changes. This was tested using same setup as used in the temperature calibrations described
above.
Last but not least, lab experiments were used to determine optimum pumping durations
for achieving accurate measurements of pore water salinity while keeping power consumption at
a minimum. Our instruments measure the salinity of pore water at the piezometer screen (depth
im) by pumping it up the piezometer and through the flow-through CT cell. Due to the large
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internal volume of the Stainless Steel CT cell (0.36" ID) and other characteristics of the
plumbing between the piezometer screen and the cell (numerous fittings, changes in tubing ID),
plug flow cannot be assumed. The results of these experiments showed that, for the range of
conductivity variations expected in the field, pumping durations of 3 minutes were sufficient to
produce full replacement of water in the CT cells for inlet tubing lengths and pumping rates
equivalent to deployment conditions (Figure 21).
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Figure 21: A solution of known conductivity was pumped to a CT cell programmed to log data at intervals
of 4 seconds. Pumping was maintained until the reading produced by the CT cell stabilized. In this figure,
data for 6 experiments of this type are presented, 3 replicates per experiment. The legend shows the
conductivity of the initial solution in the CT cell prior to pumping (A) followed by the conductivity of the
replacing solution (B). The difference between the conductivity of the replacing solution (B) and the
conductivity measured by the sensor, normalized by the initial difference in conductivities (B-A) is plotted
on the y-axis.
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Field validation of differential pressure sensors
In August 2010, Ann Mulligan (WHOI) led an experiment to ground-truth differential
pressure measurements logged by our instruments in-situ. This was done using a manual open
tube manometer installed adjacent to a deployed instrument, such that one hose was left open to
bay water and the other connected to a piezometer screened at the same depth as the instrument's
piezometer (-1m). This setup was used to measure the water column height of the bay and of
the pore water at sampling intervals of 10 minutes, synchronized with the instrument's readings,
over a 10-hr period. The water column heights, along with independent measurements of bay
and pore water salinities and temperatures, were used to derive independent estimates of the
differential pressures that would be measured at the transducer's ports (see Mulligan et al, in
prep). Figure 22, copied from Mulligan et al (in prep), shows a comparison of these manual DP
estimates with DP readings logged by the instrument, the latter based on lab calibrations of the
transducer, performed in August 2008. An excellent match between the two datasets is evident,
establishing the validity of the lab calibrations in the field setting.
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Figure 22: Comparison between manual and instrument measurements of the differential pressure
between bay water and pore water at 1m depth. Copied from Mulligan et al (in prep).
Another type of field test used to monitor the stability of the differential pressure
transducers over long durations is a comparison among measurements taken by different
instruments deployed at adjacent locations. These tests were done by transferring instruments
from their regular deployment locations to a "test cluster", where they are attached to closely
spaced piezometers (-6" spacing) and left to log data for multiple tidal cycles. Cluster tests of
this type were carried out in June 2009, April 2010, September 2010 and April 2011. In all four
tests, measurements taken by different co-located instruments matched well (see Figure 23 for
two examples). Since it is unlikely that different DP transducers' responses would change in the
same way over these long durations, we can conclude that their behavior is stable.
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Figure 23: Results from two cluster tests carried out in June 2009 (top panel) and April 2011 (bottom panel),
showing a close match in DP measured by different co-located instruments. Note that three of the four
instruments are the same for both tests.
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Field Validation of Temperature and Conductivity measurements
The temperature sensors on the flow-through CT cells maintained an accuracy better than
0.5'C throughout the two-year period over which the instruments were deployed. This was
confirmed using in-situ measurements of temperature taken at the CT cell inlets of deployed
instruments, using an independently calibrated probe (WTW TetraCon325). These
measurements were compared with synchronous data on bay water temperatures logged by each
instrument. Additional confirmation of the stability of these sensors was obtained from the
cluster tests described earlier, which consistently showed bay temperatures recorded by different
co-located instruments to agree to within 0.5 0C.
The stability of conductivity data over long-term deployments was more of a concern,
because the sensitivity of the sensors would be affected by corrosion or bio-fouling of the
electrodes. To monitor and quantify variations in the sensitivity of the conductivity sensors, grab
samples of bay water were collected at the CT cell inlets of deployed instruments at times
synchronized with sensor measurements of bay conductivity. The conductivity and temperature
of these samples were subsequently measured using an independently calibrated sensor (WTW
TetraCon 325) and used to calculate sample salinities, based on the Practical Salinity Scale 1978
(code by Phil Morgan 1993). Using the sample salinity and the temperature measured in-situ by
the deployed instrument, we derived the "true" in-situ conductivity of bay water at the sampling
time (code by Trevor McDougall et al, 2011), against which instrument measurements were
compared. The conductivities of the grab samples could not be directly compared to instrument
measurements, because they were measured at temperatures different than in-situ temperatures.
Figure 24 shows the ratio between sensor measurements of bay conductivities and "true"
conductivities derived from bay samples collected between April 2010 and May 2011. The
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conductivity cells appear to maintain a stable response over this period, with sensitivities
matching results based on earlier lab calibrations to within 10%.
Stability of Conductivity Sensor Verified using Independent Bay Samples
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Figure 24: Comparison of instrument measurements of bay conductivities with independent estimates
obtained from synchronized grab samples. Different colors represent different instruments (Cap
numbers), each with its CT cell.
A 10% error in conductivity measurements collected by our instruments would affect
recorded bay and groundwater conductivities equally. It would contribute an error of about 10%
to our estimate of the bay - pore water salinity difference, which is used for converting
differential pressure data to vertical fluxes (the conductivity-salinity relationship is close to linear
over the conductivity and temperature ranges relevant to our work). Given that the bay - pore
water salinity difference remains below 5 at all our deployment locations, and that the salinity
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difference term is multiplied by -0.4 in the flux equation (model C, described earlier in this
chapter), the final error contributed by the conductivity sensor is bounded at the equivalent of a
0.2 mm H2 0 error in differential pressure.
Along with the grab samples of bay water, independent samples of pore-water were
drawn from the same piezometers to which deployed instruments were connected, just after a
measurement of groundwater conductivity/temperature had been recorded. These samples were
used to check for consistency between measurements of groundwater conductivity and
temperature recorded by the flow-through CT cell. When the terms "groundwater" or "pore
water" conductivity/temperature are used in the discussion presented here, they do not refer to
temperatures and conductivities at the piezometer screen, but rather to the properties of the water
once it reaches the CT cell, after being pumped up the piezometer and through the instrument's
plumbing. The temperature and conductivity of the pore water at the CT cell are expected to be
different from their values at the piezometer screen due to heat exchange over this flow path.
This should not affect the accurate calculation of pore water salinity, which is obviously
conserved over the flow path, as long as CT cell measurements of conductivity and temperature
are consistent. However, this cannot be taken for granted: when water flowing through the CT
cell is of a different temperature than the ambient bay water (the case for measurements of
groundwater temperatures), the thermistor, embedded in the cell's epoxy body, may measure a
temperature that is biased towards the ambient temperature due to its imperfect thermal isolation
from the environment outside the cell. Since there is no mass exchange across the walls of the
cell, conductivity measurements would be faithful to the water flowing through the cell, leading
to an inconsistency with the thermistor's temperature reading. The conductivity of a solution is
dependent on its temperature, and such an inconsistency would lead to an error in the estimate of
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pore water salinity, calculated from the temperature and conductivity readings. The CT cells
were insulated to address this concern, but this insulation was found to be inadequate, as
suggested by Figure 25.
Figure 25 compares the true temperature difference between pore water flowing through
the CT cell and ambient bay water to the difference represented in sensor measurements. Here,
the bay water temperature measured by the instrument was assumed to be accurate. The "true"
temperature of pore water flowing through the CT cell was calculated from its salinity (based on
independent pore water samples) and its conductivity (measured by the instrument, corrected
based on results from independent bay water samples - see Figure 24), using an inversion of the
PSS-78 polynomials (achieved using code by Richard Whitehead 2011). The large scatter in the
data may be attributed to several reasons: 1) Data from deployments with different insulation
conditions and programmed pumping durations are included without distinction. 2) The factor
used for correcting the instrument's conductivity measurements is derived by averaging results
from bay water samples collected between April 2010 and May 2011, which show significant
scatter (see Figure 24).
Therefore, this discussion cannot be considered a definitive analysis of the error in our
instruments' measurements of pore water temperatures. Rather it is a recommendation that the
potential bias in these measurements be kept in mind in other deployments where temperature
differences between surface and ground waters are significant.
For the purpose of calculating pore water salinities during our deployments, measured
pore water temperatures were adjusted by the following equation:
TGCORR = GW-MEAS +TBA Y-MEAS(12) GW CF
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Two values for the correction factor (CF) were tested: CF=1 (no bias in pore water
temperature measurements), and CF=0.6, which represents an average of correction factors for
different instruments (slopes of best-fit straight lines to data shown in Figure 25).
C
Demonstration of instrument bias when measuring groundwater temperatures
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Figure 25: Comparison between instrument measurements of bay - pore water temperature differences and
"true" differences. The term "pore water temperature" used here actually refers to the temperature of that
water once it reaches the CT cell. The straight line is a best fit to data from Cap 3, with the equation shown.
Slopes of straight lines fit to data from other instruments range between 0.5 and 0.7.
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CHAPTER 2
Deployment Overview
In the first round of deployments, four differential pressure (DP) instruments were
deployed along a transect perpendicular to shore (Figure 26), at distances of 21m, 26m, and 3 1m
from the mean tide line between November 2006 and June 2007. Two of those were deployed
adjacent to each other at the 31m location to verify accuracy and reproducibility. The CT cells
with platinum coated nickel electrodes were used in these deployments, so conductivity data was
not reliable. Instrument malfunctions interrupted the 26m dataset and one of the 31m dataset.
The other 31 m dataset as well as data from the 20m deployment show stable differential pressure
measurements.
Over the period June 2009 - May 2011, a second round of deployments was carried out,
this time with the corrosion-resistant CT cell. During this period, up to seven instruments were
deployed at a time, along the same transect shown in Figure 26. Instruments were located at
distances of 20m to 40m from the mean tide line, with 5m spacing between them. At the 20m
and 40m locations, two instruments were deployed adjacent to each other, such that one was
attached to 1m-long piezometer, while the other was connected to a 50cm long piezometer. At
the remaining locations, im-long piezometers were used.
Over this same period, combination pressure/temperature loggers (Levelogger by Solinst)
were installed in five wells upstream of our transect to monitor inland groundwater heads. The
"beach wells" marked in Figure 26 are screened at depths of 3m, 6m, 9m. The "middle well" is
screened at 6.7m. The "inland well" is screened at 12m. The Levelogger deployed in the 6m
beach well additionally measured electrical conductivity (see also Abarca et al 2012).
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Tidal levels were monitored using a combination conductivity, temperature, pressure
logger (600XLM sonde by YSI), attached to a concrete block placed on the seafloor at 20m from
shore, along the same transect as the DP instruments. Additional sea level data for this period is
available from WBNERR's monitoring stations (also YSI sondes) at Metoxit Point and
Menahaunt.
Weather data for this period, including barometric pressure, wind speed and direction,
and precipitation are available from the WBNERR weather station (Figure 26).
Figure 26: Map showing the transect (AA') along which instruments were deployed, wells where pressure
loggers were installed, the location of the WBNERR weather station, and the location of two pressure loggers
deployed by WBNERR to monitor sea level (MP: Metoxit Point, MH: Menauhant). We also deployed our own
pressure logger to monitor tidal elevation, along AA' at 20m from mean shore.
Gaps in DP instrument data over the June 2009 - May 2011 deployment (see Figure 27) were
due to the following reasons:
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0 Retrieval of instruments to change their battery packs. The longest un-interrupted
deployment was seven months, between Fall 2010 and Spring 2011, with sampling frequency
10 min for DP and 2 hours for CT, and total pumping durations for CT measurements of 5
minutes.
* Retrieval of instruments for other maintenance, including replacement of jammed pumps and
3-way valves. Annual replacements of the pumps and three-way valves are recommended as
a prevention measure.
* Relatively rare instrument malfunctions, including motherboard failures, and a case where a
defective battery pack led to the explosion of the instrument housing while it was deployed.
40m-b -
20m-b -
40m I-
35m == =
Cap numbers deployed at locations 20m-40m from the mean shoreline
30m I-
25m
I I *
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Figure 27: Periods between June 2009 and May 2011 with available data from deployments at locations 20m-
40m from the mean tide line. Locations 20mb and 40m-b represent instruments connected to 0.5m long
piezometers. Different colors represent different instruments (seven total, each assembled with its own
calibrated DP sensor and CT cell). Gray points represent periods during which that instrument's pump was
jammed. For these periods, DP data at that deployment location are available, but not measurements of pore
water salinity.
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Overview of Data Analysis Approach
We adopt the following approach to analyzing data collected during the 2009-2011
deployments:
We begin by quantifying the uncertainity in our estimates of seafloor flux contributed by
the unknown salinity profile in the first meter of bottom sediments. This is done based on
differential pressure, conductivity and temperature data from one deployment location, that at
25m from shore. Armed with the resulting intuition into the magnitude and importance of this
uncertainty at different time scales, we proceed to investigate the temporal and spatial patterns of
seafloor fluxes in our field site.
We use spectral analysis to determine the time scales of variability in seafloor flux and
the role of potential forcing mechanisms. Gaps in our datasets limit the usefulness of spectral
analysis to time scales under a few months. Results based on data from the deployment location
at 25m from shore highlight the predominance of tidal control on variablitiy in seafloor fluxes at
time scales of two hours to two weeks. We present several interesting features of this tidal
forcing of seafloor fluxes, including its seasonal nature. We proceed to further investigate the
seasonality in tidal pumping by comparing its manifestation at different deployment locations,
and arrive at a hypothesis to explain its occurrence.
To investigate controls on seafloor fluxes at longer time scales, we use a monthly running
average that highlights the seasonality in seafloor fluxes, as well as the occurrence of a location-
dependent steady-state flux.
We close this chapter by calculalting the distribution of residence times for subsurface
seawater circulation at each deployment location. As expected, these distributions are closely
related to the spatio-temporal patterns of seafloor fluxes.
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Quantifying the uncertainty in flux estimates arising from unknown pore water salinities
Review of Equations for estimating seafloor flux
Instrument data is translated to specific discharge across the seafloor based on the
equations below (derived in Chapter 2):
The equation used to convert differential pressure (in units of mm H2 0) to specific
discharge is:
-= k DPmeas-mm * Pw g
q:- +gVs - P )+9 ba P
pU 10'.L L
L is the depth of the piezometer screen = lm. Az is the elevation of the DP transducer above the
seafloor = 0.055 cm. p,, is the density of water in units of kg/m3= 103 This form of the
equation emphasizes the equal contribution to specific discharge of DPmeas per mm H20 and each
of the two density difference terms (sp - p, and L (P. - p,) per kg/m 3 .
The second density difference term, from here on referred to as AS2 , is approximated
based on the linearity of the relationship between density (p) and salinity (S):
Pbay PP =Tbay sbay +bTbay ~ Tavs P +bTav
aTbay and bTbay are the slope and intercept, respectively, of the linear p-S relationship at the bay
temperature. arav and brav are the slope and intercept of the linear p-S relationship at the average
temperature in the first meter of seafloor sediments. The subscript p refers to water in the
piezometer.
The first density difference term, from here on referred to as AS], is approximated as:
Ps - pp =Tav (Ss Sp )
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SS is the average salinity in the first meter of seafloor sediments. Alternative models for this
salinity profile produce the following approximations of this density difference term:
A) SS Shay * Ps - pp aTav (Sbay - SP)
B) Ss SP >PS PP
C ) 
- aTav
C) Ss -(Sbay+S )-ps -PP 2(ay SP
The flux calculation equation thus simplifies to:
q- (DPeas-mm +AS, + AS2 )
AS, and AS2 are the simplifications of the density difference terms as functions of the
salinity difference between bay and pore water, with units of kg/m3. Measurements of DP in
units of mmH20 (DPeas-mm) are converted to kg/m3 by multiplying by 1 kg/m 3/mm (p, /103 L).
The temperature-dependent slopes and intercepts (a & b) of the linear p-S relationship are
calculated from 3 rd and 4th degree fits, respectively, to the curves shown in Figures 10 & 11,
which are based on the full polynomials of the International Equation of State of Seawater
(UNESCO 1981). Tav is taken to be the pore water temperature measured at the CT cell, with
the understanding that this temperature lies somewhere between bay temperatures and
temperatures at the piezometer screen, and so approaches the actual average temperature in the
first meter of seafloor sediments. Tav is only used to determine aTav and bTav, which are only
weak functions of temperature (see Figures 10 & 11 in Chapter 2), so its accurate estimation is
not critical.
Sbay and S, are calculated from data on pore water and bay water conductivities and
temperatures recorded by the instrument. Two alternative calculations of S, are made, one using
68
the pore water temperature measurement as is, and the other using a corrected value of that
temperature based on the equation (see Chapter 2):
TGW-CORR GW-MEAS TBAY-MEAS + TBAY-MEAS ,with CF=0.6CF
We additionally test the effect of using Sbay and S, data that are synchronous with the DP
data vs. using "historical" Sbay and S, in the flux equation. In the former case, each measurement
of DP at time t, is used with salinities calculated from conductivity and temperature values also
recorded at time t. In the latter case, an average of the past month's Sbay and S, data are used with
DP(t) in calculating q,(t). The latter case is based on a more realistic representation of salinity
profiles in the seafloor over our 1m monitoring depth, given that tidally-averaged vertical fluxes
over that depth are on the order of 0.5 m/month (to be shown later in this section).
How do the magnitudes of the density difference terms compare to DPmeas at different time
scales?
Figure 28 shows measured differential pressure recorded by the instrument deployed at
25m from shore. Figure 29 shows the density difference terms AS, and AS2, calculated based on
the different models and translated to units of mm H20 (1:1 relationship in our case, with L=lm).
In the top panel, AS, and AS2 are calculated using salinity values synchronous with DPea.s. In the
bottom panel, an average of the previous month's bay and pore water salinities are used to
calculate the AS, term associated with each DPeas. The sign conventions used in deriving the
flux equations are such that negative (DP e,+AS +AS) indicates upward groundwater
discharge.
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Figure 28: Differential Pressure data measured with 10 minute resolution at 25m from the mean tide line.
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AS, (various models) & AS2 at 25m from shore
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Figure 29: Density difference terms AS, (various models) and AS2 with 10 minute resolution at 25m from
shore. Top panel shows terms calculated from 10 minute salinity data. Bottom panel shows terms
calculated from monthly averaged salinities. Green: AS,-model A, Black: AS,-model B (always equal to zero
in top panel), Red: AS,-model C, Blue: AS,-model C (Tgw corrected with CF=0.6), Cyan (only top panel):
AS2
The variation in the DP signal at the 10min resolution is dominated by a -12hr periodic
signal produced by tidal forcing. The amplitude of this signal changes from -4mm in summer to
-10mm in winter (Figure 28). The magnitude of AS, varies between zero (model B, where the
salinity in the piezometer is representative of average salinities in the first meter of seafloor
sediments) and -2mm (model A, where pore water up to 1m depth is primarily constituted of bay
water). Model C, which averages bay and piezometer salinities, produces intermediate AS,
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values of +/-1mm. The effect of correcting sensor measurements of pore water temperatures is
minor (Figure 29 top panel).
When monthly averages of AS, are calculated, magnitudes are reduced significantly to
-0.5mm, except in Winter 2010/2011, where they reach -1mm (Figure 29 bottom panel). This
suggests that any calculation of the density difference terms based on instantaneous values of bay
and piezometer salinities exaggerates their contribution to the estimate of specific discharge.
The magnitude of AS2 is evidently negligible, due to the effect of Az/L=0.05 (Figure 29 top
panel).
In conclusion, the uncertainty contributed by the unknown salinity profile to estimates of
specific discharge at the 10 minute resolution is likely to be minor, due to the overwhelming
amplitudes of the DP signal at this time scale. But what about uncertainties in qz at longer time
scales?
Figure 30 shows the 28-hr running average of DP measurements recorded at the 25m
location (top panel) and the 28-hr running average of AS,, based on the various models (bottom
panel). We show the more conservative estimates of AS, that are based on 10 minute, rather than
monthly averaged, bay and pore water salinities. The 28-hour averaging window is chosen so as
to encompass all the diurnal tidal constituents.
Once the effects of tidal forcing with periods less than 28hr are removed, the variations in
the resulting DP signal are on the order of 5mm in winter periods, and ~1mm in summer periods.
The magnitude of AS, ranges between 0 and -1mm depending on the model, so that the choice of
model C would be associated with a -0.5mm uncertainty. The resulting uncertainty in 28-hr
averages of q, is likely to be minor during winter periods, but potentially important during
summer periods.
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28-hr running average DP at 25m from shore
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Figure 30: Top panel: 28-hr running average of DP at 25m from the mean tide line. Bottom Panel: 28-hr
running average of Density difference terms AS, (calculated from 10min salinity data, various models). Green:
AS,-model A, Black: AS,-model B (always equal to zero), Red: AS,-model C, Blue: AS,-model C(Tg.
corrected with CF=0.6)
At the monthly time scale, the different models of AS, affect estimated patterns of
specific discharge in a quantitative, rather than qualitative way, for most of our deployment
period (Figure 3 1). For most months in our deployment, monthly averaged pressure gradients
are safely on one side of the zero line, regardless of the model used for AS,, so that conclusions
on the direction of exchange across the sediment-water interface are robust.
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Figure 31: 32-day running average of DPmes + AS1 (calculated from 10min salinity data, various models).
Green: DPmeas + AS-modelA, Black: DPeias + AS-model B = DPmeas, Red: DPmes + AS-model C, Blue:
DPmas + AS-model C (Tg, corrected with CF=0.6), the yellow line marks zero
Regardless of the assumed salinity profile in seafloor sediments, DPmeas+ASj exhibit a
seasonal cycle, with amplitude 1.5mm H20 in 2010, and evidence of smaller amplitudes in
Summer 2009 and Winter 2011. We can therefore imagine that a front of bay water begins
moving down through the sediment in early winter, and reverses direction in spring, as a front of
deeper groundwater, which is not exchanged with surface water at the annual time scale, moves
upwards.
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The velocity of these fronts can be calculated from DPneas+ASj by multiplying by k.g/p.
Using k=2x10-" m2 (Abarca et al 2012) and a dynamic viscosity of 1.7x10-3 kg/ms in winter (at
T~-5C, S=30) and 1 x10-3 kg/ms in summer (at T-250 C, S=30) (Sharqawy et al 2010), monthly
averaged estimates of q, are 0.5 m/month in summer and 0.3m/month in winter for
DPmeas+AS=1 mmH20. Therefore, model A, which assumes that Ss(z) = Sbca for z> -1m, but
sharply transitions to Ss(z) = S, at z = -1 m (depth of piezometer screen), becomes a poor choice
except for durations of <1 month, in summers and winters, when the front of bay water is
moving (in either direction) over the region -1m < z < -0.75m.
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What are the dominant time scales of variability in seafloor fluxes, and what forcings are
responsible?
We begin by using tools of frequency-domain analysis to determine the dominant time
scales of variability in seafloor fluxes and identify the roles of potential forcing mechanisms.
The dataset collected at 25m from mean shore is used, since it provides the longest contiguous
time series, and thus the best resolution in frequency space.
Spectral analysis requires contiguous, gap-free datasets. Therefore, four "deployments"
are defined for the 25m dataset, which are analyzed separately:
1) Summer 2009: June 27, 2009 - September 17, 2009
2) Winter 2009/2010: December 8, 2009 - April 5, 2010
3) Summer 2010: April 18, 2010 - September 7, 2010
4) Winter 2010/2011: October 18, 2010 - April 27, 2011
The length of these four deployments limit the usefulness of spectral analysis to time
scales under a few months. Hence, the analysis presented here is focused on explaining the
variability in seafloor fluxes at these time scales, around a mean set by longer time scale
processes, which will be ignored for now and discussed separately later in this chapter.
For each of the four deployments defined above, separate datasets of seafloor fluxes, sea
level, barometric pressure and inland head were prepared, by interpolating them to a common 10
minute time axis, and subtracting the deployment mean from the original time series. More
information on each of these datasets follows.
Sea level data
Sea level data is merged from three sources: our YSI sonde, deployed at 20m from shore
on the same transect as the DP instruments, WBNERR's Menauhant sonde, and WBNERR's
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Metoxit Point sonde. Our YSI sonde was programmed to log data at 10min intervals during
summer deployments and at 30min intervals during winter deployments. The two WBNERR
sondes logged data with 15min resolution.
The sonde at Menauhant is installed in a silo attached to a pier. In contrast, both our YSI
sonde and the Metoxit Point sonde are attached to anchors that rest on the seafloor. Therefore,
the elevations of the latter two sondes vary every time they are removed for maintenance and
replaced. In contrast, the Menauhant sonde is always maintained at a fixed elevation.
Between December 2009 and April 2010, a contiguous dataset from our YSI sonde is
available. For the remainder of the June 2009- May 2011 period, we use the Menauhant dataset,
with a few short-duration gaps filled using the Metoxit Point dataset. The three datasets are
merged by adjusting the means of contiguous deployment intervals to match the corresponding
mean of data from the Menauhant station. The two datasets from the main basin of the bay (ours
and the Metoxit Point dataset) show a lag of 30 minutes relative to data logged at the Menauhant
station near the mouth of the bay. Therefore, the Menauhant dataset is mapped to a time axis
that is delayed by half an hour relative to its original time axis. With these adjustments, the sea
level data from all three sources match closely.
Barometric pressure obtained from the WBNERR weather station is subtracted from the
raw pressure data logged by the sondes to obtain a dataset of gage pressure above the sonde,
which is converted to a depth measurement consistent with the salinity of the bay water. Water
depth data is converted to elevation of sea level relative to NAVD using information on the
NAVD elevation of the Menauhant sonde, available from WBNERR.
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Inland groundwater heads
Data from the pressure logger deployed in the "inland well", located at 120m from the
coast (see Figure 26), was used in this analysis. This data is available with 15-30 min resolution
over the entire 2-year period of interest (see also Abarca et al 2012). Barometric pressure is
subtracted from raw pressure data to produce a dataset of the temporal variations in water depth
above the logger. The elevation of the logger relative to NAVD is determined by taking a
manual measurement of the distance between the top of the well casing and the water level in the
well at a time synchronous with the sampling schedule of the logger. The NAVD elevation at
the top edge of the well casing is available from WBNERR. Such manual measurements were
taken about twice a year to ensure that the logger was maintained at a constant elevation.
Seafloor flux data
Vertical specific discharge across the sediment/water interface is calculated using:
- kz -g Aq =-- (DP,,,eamm + AS,)
A value of 2x10- 1 m2 is used for permeability (k,) (Abarca et al 2012). Dynamic viscosity (P) is
calculated from bay and pore water temperatures and salinities (via electrical conductivity)
recorded by our instrument, using code written by Mostafa H Sharqawy (2009), based on the
empirical equations presented in Sharqawy et al (2010). An average of the viscosities of bay and
pore waters at each time point is used in the flux calculation. Two bounds for qz are calculated,
a
one using AS1 = 0 (Model B result), and the other using AS, = Tav (Shb, - S,) (Model C result),2
with Sp calculated using corrected pore water temperatures (CF=0.6).
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Spectral analysis
The Fourier transform of a time series is useful in highlighting dominant time scales of
variability in the record.
Fourier transforms of the seafloor flux (qz) datasets from the four deployments described
above produce the periodograms shown in Figure 31.
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Figure 31: Periodograms of vertical seafloor fluxes at 25m from shore, during four deployment intervals.
Periodograms are simply plots of a(Sn ) , where a(s,) are the complex Fourier
Series coefficients computed by the Fast Fourier Transform algorithm. s, are the discrete
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between -N/2 and +N/2 (Wunsch 2007). N is the total number of data points (cropped to an
even number) and At = 10 minutes is the sampling interval. Periodograms of real time series are
always symmetric around n=O, therefore c12 is only plotted for positive frequencies. The
1highest frequency for which information is available is set by our sampling interval at -- ,
2At
equivalent to a period of 20 minutes. The lowest frequency is always the mean, at n=0. The
1
resolution in frequency space in between these limits is equal to , and therefore varies
NAt
between datasets from the four deployments, increasing as the length of the dataset increases.
Table 1 lists the number of data points constituting the time series for each deployment, the
length of the datasets in the time domain, and the resulting resolution in frequency space.
Total frequency-space
Deployment N length resolution
(days) (1/day) (1/hr)
Summer 2009 11700 81.25 0.01231 0.00051
Winter 09/10 16916 117.47 0.00851 0.00035
Summer 2010 20418 141.79 0.00705 0.00029
Winter 10/11 27424 190.44 0.00525 0.00022
Table 1: Lengths and frequency-space resolutions of datasets from the four deployments
The lower frequency resolution for shorter datasets matters little at high frequencies sn >
1/day, but becomes more important at low frequencies. This is demonstrated in Table 2, which
lists the periods (1s,, in days ) at which a, are computed for n=1:10, for each of the
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deployments. The next frequency resolvable after the mean (n=O) occurs at n=1, and is therefore
associated with a period equal to the dataset length.
n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 n=10
Summer 2009 81.3 40.6 27.1 20.3 16.3 13.5 11.6 10.2 9.0 8.1
Winter 09/10 117.5 58.7 39.2 29.4 23.5 19.6 16.8 14.7 13.1 11.7
Summer 2010 141.8 70.9 47.3 35.4 28.4 23.6 20.3 17.7 15.8 14.2
Winter 10/11 190.4 95.2 63.5 47.6 38.1 31.7 27.2 23.8 21.2 19.0
Table 2: Periods (days) associated with Fourier Series coefficients a,, for n=1:10, for each of the four
deployments.
The estimated power spectral density of the seafloor flux data over each of the
deployments, computed by the Welch method, is shown in Figure 32.
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Figure 32: Estimated power spectral density of vertical seafloor fluxes at 25m from shore, during
four deployment intervals.
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Power spectral estimates involve averaging in the frequency domain to reduce the
noisiness of the raw periodograms (Wunsch 2007). The Welch algorithm is one of several
alternatives available in MATLAB, all of which produce similar results for our purposes. The
1
resulting power spectrum is divided by the frequency resolution to obtain power spectral
NAt
densities that are independent of dataset length (Wunsch 2007). The power spectra shown in
Figures 31 and 32 are computed from qz values calculated assuming AS, = 0 (Model B result).
In all four deployments, the most prominent peaks in both the raw periodograms and the
plots of estimated power spectral density of q, occur at frequencies associated with periods of
about 4, 6, 12, and 25 hours, marked in Figure 32. However, the sharpness, or quality, of a
spectral peak does not translate directly to a measure of variability at the associated time scale.
Such a measure can be calculated from the periodogram using
b N/2
A= n 2 a 2 aN
n=a n=1
d is the standard deviation of the dataset. A is an approximate measure of the amplitude of
variations in q, in a given frequency band S_ < s< ! Sb. For a pure sinusoidal curve, A would
equal its peak amplitude. This equation comes out naturally from the Parseval Theorem
(Wunsch 2007):
m=N - N/2
N m=0 n=-N12
x,, are the time domain data sampled at discrete times mAt over a period NAt.
Figure 33 shows the "amplitudes" (A) of q, at 25m from shore in non-overlapping bands
that cover the full range of frequencies represented in the periodograms. Results for all four
deployments and for two calculations of q, (models B and C of sediment salinity profiles) are
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shown. Results are not sensitive to the exact bounds of the frequency bands, as long as the -12
hr and -25 hr constituents are binned into separate bands, and periods longer than 17 days are
binned separately.
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Figure 33: Amplitudes of seafloor fluxes in different frequency bands, computed as described in the text.
Results are shown for two estimates of qz, based on sediment salinity profiles assumed in model B (blue) and C
(red).
The variance of seafloor flux is evidently dominated by the semi-diurnal constituent.
Diunal scale variability is next in importance during Summer deployments. In Winter
deployments, components with periods between 1 and 20 days contribute about equally to
variability in seafloor flux. The relatively small variability in seafloor fluxes at time scales
greater than diurnal during Summer deployments, apparent here, was also highlighted earlier
using a 28-hr running average of the differential pressure record at the same deployment location
(see Figure 30).
83
1.5
1
0.5
0
Lh A
(bounding periods)
The variability of seafloor flux at different time scales can be related to potential forcing
mechanisms using a parameter known as coherence.
Coherence provides a quantitative measure of degree of relationship between two time
series, as a function of frequency (Wunsch 2007). The estimated coherence between two
datasets, x and y, is calculated as:
C(S) 4D (s,)
5Dxx (s,) and (D, (s,) are the estimated power spectral densities of the two time series. The
estimated cross-power density, F, (s,) is calculated as:
D Y, (s, ) = (a (s,) conj(ay (si)))
NAt
cIy (sn) and C,(s,) are complex variables. ax(sn) represent the complex Fourier
Series coefficients of time series x at frequencies si. conj(ay (s,)) are the complex conjugates
of the Fourier Series coefficients of time series y. The tilda and the brackets represents estimates
of the variables, calculated from the raw data by some type of averaging in the frequency domain.
The Welch algorithm is used here.
The squared amplitude of coherence CY (s) 2 represents the fraction of the power
(variance) in y at frequency s,, , which is related to x. When C, (s,) =1, y is perfectly
predictable from x at that frequency (Wunsch 2007).
Figure 34 shows the estimated coherence U (sn) between seafloor fluxes and each of
sea level, inland water table elevation, and barometric pressure for the fourth deployment
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(Winter 2010/2011). Results are shown for seafloor fluxes calculated using both models (B & C)
of seafloor salinities described above. Also shown is the coherence between sea level and each
of inland water table elevation and barometric pressure.
Coherence between sea level and q, approaches 1 at periods of about 4, 6, 12, and 25,
where the prominent peaks in the power spectra of q, occur (Figure 34, top left panel, peaks at
these periods are marked with red circles). These are periods of known tidal constituents. A
more interesting result is that coherence between q, and sea level approaches 1 over a range of
lower frequencies representing periods between 1 day and 10 days.
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Figure 34: Squared coherence amplitude between sea level and q. (top left), inland groundwater head and
q (top right), barometric pressure and q, (bottom left). Blue line is based on seafloor fluxes calculated
using model B of sediment salinities, Green line is based on model C. The bottom right panel shows the
coherence between sea level and inland groundwater head (black), and between sea level and barometric
pressure (magenta).
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While coherence appears high between datasets of inland groundwater head and qz, this is
evidently produced indirectly by the relationship between inland heads and sea levels (Figure 34,
bottom right panel). The same argument applies for suggestions of coherence between seafloor
fluxes and barometric pressure. Results are equivalent for q, calculated based on different
assumed salinity profiles in seafloor sediments (models B & C).
Figure 35 (bottom panel) shows the estimated power spectral density of q, during the
fourth deployment (Welch algorithm, sediment salinity profiles based on Model B), along with
its tide-coherent and incoherent components. The total power at each frequency is the sum of its
coherent and incoherent components calculated as:
Coherent Power Density = D1, (s ) C(s)
Incoherent Power Density = CD ,(1 - (s' ) 2
The dotted red lines demarcate the region in frequency space, between periods of 2.4
hours and 14.7 days, within which squared coherence amplitudes greater than 0.8 dominate. The
top panel presents the estimated PSD of the sea level dataset for this fourth deployment.
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Winter 2010/11: Estimated Power Spectral Density of Tide
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Figure 35: Top panel: Estimated power spectral density of the sea elevation dataset for the fourth
deployment. Bottom panel: Estimated PSD of qz (black), showing power coherent with tides (green) and
incoherent power (magenta). The dotted red lines, drawn at periods of 14.7 days and 2.4 hours, demarcate
the region in frequency space showing squared coherence amplitudes > 0.8.
Does the elevated coherence between sea level and seafloor flux during the Winter
2010/11 deployment extend to datasets from the other deployments?
Figure 36 compares the coherence between seafloor fluxes at 25m from shore and sea
level, estimated for all four deployments. Results based on two estimates of q, are shown,
assuming either model B or C of sediment salinity profiles.
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Figure 36: Squared coherence amplitude between datasets of seafloor flux (qz) at 25m from shore and sea
level, for each of the four deployments. Results for two estimates of qz are shown. Blue line: qz estimates
assume a salinity profile in seafloor sediments consistent with model B. Green line: model C is assumed,
and measured pore water temperatures are corrected using CF=0.6. The red circles in the top left panel
mark periods of about 4, 6, 12, and 25 hours.
Coherence between qz and sea level approaches 1 at the periods 4, 6, 12, and 25 hours, for
all four deployments. However, for frequencies lower than 1/day, estimated coherence is
evidently lower during the first three deployments relative to the fourth deployment. This
discrepancy can partially be attributed to the lower resolution in the frequency domain
achievable for datasets of the earlier deployments, due to their shorter length. Nevertheless, q,
measured during the Summer deployments stand out in their low coherence with sea level at
periods > iday and in the poor agreement between coherence amplitudes computed based on
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different estimates of qz. This is not surprising, since variations in the differential pressure
datasets at time scales greater than diurnal are significantly lower in Summer relative to Winter,
and are of the same order as the uncertainty in q, originating from the unknown salinity profile in
seafloor sediments (see Figures 30 and 33).
The strong correlation between seafloor fluxes and tides over a range of time scales can
also be demonstrated in the time domain. Figure 37 shows synchronous plots of 10-minute sea
level and q, data, after normalizing each dataset by its standard deviation. Negative values of q,
indicate upward flux across the sediment-water interface, while positive values indicate bay
water recharging the aquifer.
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1.5
1
0.5
0
-0.5
-1
-1.5
-2
01/08 01/10 01/12 01/14
month/day
01/16 01/18
Figure 37: Time series of sea level and seafloor flux at 25m from shore (calculated assuming model B),
normalized by their standard deviations (means untouched). Negative values of q, indicate upward flux across
the sediment-water interface, while positive values indicate bay water recharging the aquifer.
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A similar demonstration can be achieved for longer time scale variations, after applying a
low-pass filter to the time series to attenuate the 12-hour tidal signal that otherwise dominates
variability. Here, a low pass filter that attenuates frequencies higher than 1/28 hrs is convolved
with sea level and q, time series from the two Winter deployments. The filter is a linear-phase
FIR filter based on the Parks-McClellan algorithm, designed using the MATLAB functions
firpmord andfirpm (MATLAB 2011), with stop band frequency 28 hr-I and pass band frequency
30 hr~1. The effect of this low-pass filter is similar to that of calculating a 28hr running average
of the datasets, as shown in the bottom panel of Figure 38, for the q, record from Winter 2009/10.
However, it evidently does a better job than the 28h running average, by more completely
attenuating frequencies higher than 28hr-1, while minimally affecting frequencies lower than this
cutoff (Figure 38).
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Winter 2009/10: Power Spectral Density of qz, original and filtered
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Figure 38: Top panel: Power Spectral Densities (no frequency-band averaging) of qz at 25m from shore, during
the second deployment. Green: Original time series (green), Red: After convolution with a low pass filter (stop
band= 28 h-1), Blue: After applying a 28-hr running average. A subset of full spectrum covering frequencies 0-
3hr-' is shown. Bottom panel: Original time series of qz with deployment-mean removed (gray), and time
series produced with the low pass filter (28h stop band - red) and the 28h running average (blue). Negative qz
indicates upward groundwater flux.
Figure 39 shows the filtered datasets of sea level and q, at 25m from shore (two estimates,
based on models B and C of seafloor salinity profiles) for the two winter deployments. Each time
series shown was detrended by subtracting its 32-day running average, and then normalized by
dividing by its standard deviation. The strong correlation between the filtered datasets, for both
estimates of q, and for both deployments is evident.
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Figure 39: Sea level (black) and qz data (green: Model B, red: Model C), filtered to remove frequencies
higher than 28hr-1, and de-trended by subtracting their 32-day running average. Resulting time series are
then normalized by dividing by their standard deviations. Top panel: Winter 2009/10 deployment. Bottom
panel: Winter 2010/11 deployment.
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Do seafloor fluxes respond linearly to tidal forcing?
Figure 39, and particularly the top panel showing data from Winter 2009/10, highlights a
non-linear response of seafloor flux to tidal variations: particularly low sea levels over -3 day
periods produce an amplified response in submarine groundwater discharge rates (negative q,
indicates upward flux across the sediment. Note, however, that the long term mean flux was
removed in the plots shown in Figure 39).
The non-linear response of q, to tidal forcing also stands out in scatter plots of the
original 10 minute tide data vs. synchronous seafloor fluxes at 25m from shore (Figures 40 & 41).
The datasets plotted in these figures have had their deployment means removed. q, values were
calculated assuming model B of seafloor salinity profiles.
Figure 40: Scatter plot of original 10 min data of sea level vs. q at 25m from shore, for each deployment,
after subtracting the deployment mean of each dataset.
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Fieure 41: Same as Fisiure 40. but with data from all four deDlovments combined.
Seafloor fluxes evidently respond non-linearly to tidal forcing, and show greater
sensitivity to a drop in sea level than to an equivalent sea level increase. One explanation of this
result is that tidal pumping and the associated sea floor fluxes are coupled to movement of the
saline water- fresh water interface in the aquifer.
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Do seafloor fluxes respond equally to tidal pumping at different time scales?
This question can be tackled by calculating the ratio between tidal amplitudes and
amplitudes of seafloor fluxes for the various harmonic constituents of the two time series. We
estimate the "amplitude" (A) of sea level in distinct frequency bands, using the same algorithm
and for the same bands used to characterize q, in Figure 33.
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Figure 42: Amplitudes of tide in different frequency bands, computed as described in the text, for all four
deployments.
The ratio of tidal amplitude to flux amplitude in each frequency band is plotted in Figure
43. This ratio shows a nearly monotonous increase with increasing period, particularly between
periods of 2 hours and 20 days, the region in frequency space where the two variables are highly
coherent.
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Figure 43: Ratio between amplitudes of sea level (m) and amplitude of qz (m/month) in different frequency
bands.
We conclude that the effect of sea level variations on seafloor fluxes decreases as the
frequency of the tidal constitutent decreases. This attenuation of longer time scales in the
seafloor flux signal relative to the tidal dataset can be detected upon a close inspection of the
filtered datasets from the Winter 2009/10 deployment shown in Figure 39. An oscialltion with a
two-week period apparent in the filtered sea level time series is absent in the filtered qz record
(Figure 39, top panel).
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What produces seasonality in tidal pumping?
A comparison between the amplitudes of tides (Figure 42) and seafloor flux (Figure 33)
in different frequency bands highlights an intriguing seasonality to tidal pumping. While the
amplitude in the - 12hr frequency band shows no seasonal variation in the tide record, it shows a
30% decrease from Winters to Summers in the q, record. This seasonal decrease in amplitude is
also seen in the diurnal component of q.
For constituents with periods longer than diurnal, the seasonality in amplitudes of
seafloor fluxes clearly originates from an equivalent seasonality in in the tidal forcing:
constituents with periods between 1 day and 2 weeks have reduced amplitudes in Summer
deployments relative to Winter deployments in both tide and seafloor flux time series.
However, the seasonal variation in the response of seafloor fluxes to the seasonally-
invariant tidal forcing at diurnal and semi-diurnal time scales remains unexplained. We find that
a comparison among data from different deployment locations is key to solving this puzzle.
Furthermore, we find it useful to begin by investigating this seasonality in the pressure gradient
data, before it is translated to flux estimates.
Figure 45 presents plots of differential pressure, measured by our instruments, at
distances of 20m, 25m, 30m, 35m, and 40m from shore.
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10min DPmees at five deployment locations, Scaled Axes
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Figure 45: 10 minute differential pressure measured by our instruments at five locations along a transect
perpendicular to shore, at distances of 20m, 25m, 30m, 35m, 40m from the mean tide line. Distance from
shore increases down the figure. A consistent scaling between axes and data is used for all five datasets.
Gaps represent missing data.
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A consistent scaling between data and the y-axis is used in all five panels of Figure 45 to
highlight the similarity in seafloor pressure gradients measured at the different deployment
locations. This similarity is not surprising given that tides control seafloor fluxes at time scales
of hours to weeks. Longer time scale features of the datasets are obscured by the higher
magnitudes of variations at these tidally-controlled time scales.
The larger variability in seafloor pressure gradients in Winters relative to Summers is
evident in Figure 45. However, it is at least partially a result of the winter-time increase in the
amplitudes of constituents with periods longer than diurnal, which is paralleled in the sea level
record. The increased variability of sea level and q, at time scales of multiple days in Winters
relative to Summers confounds any effort to more accurately quantify the seasonal variation in
the response of seafloor fluxes to a seasonally-invariant idal forcing.
To address this problem, the 10 minute DPmeas datasets are filtered using an IIR peak
filter (MATLAB 2011 functions iirpeak and filter, quality factor Q=3), designed to isolate
frequencies in the vicinity of 12.4 hr-', which is the frequency of the dominant semi-diurnal tidal
constituent. Figure 46 demonstrates the effect of this filter in both the frequency and time
domains on DP data measured at 25m from shore during Winter 2009/10. The DP data shown
here has had its deployment mean removed.
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Figure 46: Top panel: Power spectral density of 10min DPmeas data recorded at 25m from shore between
December 2010 and April 2011 (gray), and PSD of the time series produced after filtering to isolate
frequencies of ~ 12.4 hr" (red). Middle panel: Time series of 10min DP measured at 25m from shore, after
subtracting its mean (gray), and time series produced by filtering to isolate semi-diurnal constituents.
Bottom panel: 1-month subset of datasets shown in middle panel.
The IIR peak filter introduces a time delay of about 12 hours in the filtered dataset
(demonstrated in the bottom panel of Figure 46). This delay has no effect on the analysis that
follows, especially since it is equivalent for filtered datasets of sea level and DP. Figure 47
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shows DPmeas at all five deployment locations, after filtering to isolate the semi-diurnal
constituent. Data from the Summer 2009 deployment is excluded, because it is only available at
two locations (25m and 35m from shore).
DPmeas at five deployment locations, Filtered to isolate semi-diurnal periods, Scaled Axes
0
EN
E
20
0
-20
0
C4
E
E
0
C4
EE
0 (N
EE
0 (N
M
EE
M ari Jun 0 Se 10 D c10 pri
Sep1t 
month/year
Figure 47: Filtered datasets of differential pressure measured by our instruments at five locations along a
transect perpendicular to shore, at distances of 20m, 25m, 30m, 35m, 40m from the mean tide line. Distance
from shore increases down the figure. The filter isolates frequencies in the vicinity of 12.4 hrt . A consistent
scaling between axes and data is used for all five datasets.
The reduced amplitude of the 12-hour DP signal in Summer 2010, relative to both
Winters, is highlighted in Figure 47. This amplitude seasonality is absent from tide data filtered
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in the same way (Figure 48). Spring-Neap variations in tidal amplitude dominate the filtered sea
level dataset, and are evidently translated to seafloor fluxes (Figures 47 and 48).
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Figure 48: Filtered dataset of sea level in Waquoit Bay. The filter isolates frequencies in the vicinity of 12.4
hr'.
The seasonal variation in the response of seafloor pressure gradients to the semi-diurnal
tidal constituent is correlated to the seasonal cycle in dynamic viscosity, which is produced by
the seasonality of bay water temperatures (Figure 49). The plot in the top panel of Figure 49 is
created by dividing the filtered DP dataset into non-overlapping 24.8 hour windows, and
selecting the maximum in each window. The same is done for the filtered sea level dataset. The
ratio of DP maxima to tide maxima is plotted, to suppress the Spring-Neap cycle in the dataset of
DP maxima. In the bottom panel, mean viscosity in these 24.8-hr windows is plotted. Viscosity
is calculated from the conductivity and temperature measurements recorded by our instruments,
at 2 hour resolution, using the empirical equations of Sharqawy et al (2010) (code written by
Mostafa H. Sharqawy, 2009). Differences between the viscosities of bay and pore waters are
minor, and an average of these is plotted in Figure 49. Figure 49 is based on data from
instruments deployed at 25m from shore. The same results are observed for data at the other
deployment locations. Bay and pore water temperature and salinity differences between
locations are small.
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Figure 49: Top panel: The maxima in non-overlapping 24.8hr windows of thefiltered dataset of DP
measured at 25m from shore, normalized by the corresponding maxima in thefiltered sea level dataset.
Bottom panel: mean dynamic viscosities in the same 24.8h windows (average of bay and pore water
viscosities calculated from conductivity and temperature data).
Figure 49 shows that the amplitude of the semi-diurnal constituent of seafloor pressure
gradients is increased by up to three times in Winters relative to Summers.
When DPeas is divided by dynamic viscosity, as is done in calculating specific discharge
(qz), the seasonal cycle in the amplitude of the resulting variable is reduced, but not eliminated
(Figure 50). For each deployment location 20m - 35m from shore, Figure 50 shows the ratio
max (DPmes 1,U) nd
max(tide) , normalized by its average value between June 2 and 13t 2010 (close to its
minimum). max indicates the dataset maxima in non-overlapping 24.8-hour windows. The
datasets of DPne,, /p and tide were filtered to isolate their - 12h period prior to extracting their
daily maxima. The 30-day running average of the normalized ratio is also plotted. Too little
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data is available from our deployment location at 40m from shore to be included in this analysis.
Figure 50: Red: Ratio of 24.8h maxima in filtered DP,,,/p to corresponding maxima in filtered sea level,
normalized to its June 2010 value. Filtering isolates frequencies in the vicinity of 12.4 hr'. Blue: 30-day
running average of this normalized ratio. Different panels contain data from different deployment
locations along our transect at distances of 20m, 25m, 30m and 35m from shore. Distance from shore
increases down the figure.
The results in Figure 50 agree well with those produced by the spectral analysis of
seafloor fluxes at 25m from shore, presented in Figure 33. Figure 50 shows that at 25m from
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shore, the amplitude of the semi-diurnal constituent of DPeas/ u increases by -50% in Winter
2010/11 relative the preceding Summer. Therefore, as long as permeability does not vary
seasonally, seafloorfluxes (qz) produced by the semi-diurnal tidal constituent at 25m from shore
are magnified by -50% in Winters relative to Summers. This effect likely extends to seafloor
fluxes produced by tidal forcing at other time scales.
A closer look at figure 50 shows that the Winter-time magnification of the -12-hr
constituent of seafloor flux increases with distance from shore. This result is highlighted in
Figure 51, which shows the Winter-time mean and maximum of the 30-day running average
normalized ratio plotted in Figure 50, as a function of distance from shore. "Winter-time" refers
to the period between Nov 1, 2010 and May, 1 2011. Figure 51 demonstrates that variations in
seafloor fluxes produced by tidal oscillations are amplified by as much as 45% (at 20m from
shore) to 75% (at 35m from shore) in Winters relative to Summers, even when tidal amplitude
shows no seasonal cycle.
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Figure 51: Red: Maximum of the 30-day running average normalized ratio plotted in Figure 50, over the
period Nov 2010-May 2011, for each deployment location at 20m-35m from shore. Blue: Mean of the 30-day
running average normalized ratio plotted in Figure 50, over the period Nov 2010-May 2011, for each
deployment location at 20m-35m from shore.
Increasing winter-time magnification of the amplitude of the semi-diurnal constituent of
seafloor flux with increasing distance from shore explains why this amplitude falls off more
slowly with increasing distance from shore in Winter relative to Summer (Figure 52). Figure 52
was produced using the filtered datasets of DP,,eas/, by selecting their maxima in non-
overlapping 24.8-hr windows, as above, and averaging these maxima over two periods: June 1-
14, 2010 and February 1-14, 2011. The average amplitude at each deployment location, over
each of these periods, is computed, and then normalized by the result from the 20m location.
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Figure 52: The average amplitude of the filtered DP.ea/p datasets from each deployment location,
over each of two periods, normalized by the corresponding average amplitude at the 20m location.
The two averaging periods are June 1-14 2010 and February 1-14 2011.
Figure 52 highlights an intriguing explanation for the seasonality in the response of
seafloor fluxes to a fixed tidal forcing: "Tidal pumping" extends further offshore in winters
relative to summers, as a result of the reduced hydraulic conductivity of seafloor sediments
associated with the increased viscosity of colder pore water.
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Seafloor fluxes at seasonal and longer time scales
The analysis presented thus far has emphasized the predominance of tidal control on
variations in seafloor fluxes. However, coherence estimates showed that the relationship
between sea level and seafloor flux drops sharply for periods longer than -month. This section
will focus on extracting the features of seafloor flux at these long time scales and identifying the
processes and forcings that control them.
The smoothed 32-day running average of seafloor flux (q,) at each of our five
deployment locations is plotted in Figure 53, for two estimates of q,. A 32-day averaging
window is used to capture all tidal harmonic constituents with periods up to about a month long.
The top panel shows results when model B of sediment salinity profiles is used, while the flux
data shown in the bottom panel are based on the assumption that model C applies. In both cases,
a constant permeability of 2x10" m2 is used (Abarca et al 2012), and viscosity is calculated
from 2-hour data on bay and pore water conductivities and temperatures recorded at each
location (an average of bay and pore water viscosities is used to calculate flux). "Smoothing" is
achieved using a low pass filter that attenuates frequencies higher than 28 hr-1.
108
smoothed 32-day running average of seafloor vertical flux (model B) at 20m-40m from shore
0.51-
0
-0.5
I I I I I I I
smoothed 32-day running average of seafloor vertical flux (model C) at 20m-40m from shore
0.5 -
0
-0.51
Fi
Jul09 Sep09
I I I I
No09 Jan10 Mar10 May10 Jul10 Sep10 Nov10 Jan11 Mar11
month/year
Figure 53: 32-day running average of qz at all five deployment locations along our transect. The running
average is further smoothed using a low pass filter to suppress frequencies higher than 28h-. Top Panel: q, is
calculated assuming model B of seafloor salinity profiles. Bottom panel: model C of these profiles is assumed.
Distances from shore are represented by the following color code: CYAN: 20m,, RED: 25m, GREEN: 30m,
MAGENTA: 35m, BLUE: 40m
Oscillations with periods of -1 month are evident in the smoothed datasets, specifically
during Winter periods (Figure 53). These are produced by tidal constituents with these time
scales. They are suppressed in Figure 54 by calculating a second 32-day running average for
these winter periods. This approach unfortunately increases the length of gaps in the time series.
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Figure 54: Same as Figure 53, but with an additional 32-day running average calculated for winter
periods: Dec 2009 - April 2010 and October 2010 - May 2011.
A seasonal cycle in seafloor fluxes in evident at all measuring locations along our
transect, at distances 20m - 40m from shore. However, it is superimposed on a long-term mean
qz which shifts progressively from negative to positive values with increasing distance from
shore. A negative q, indicates upward groundwater flux across the sediment-water interface.
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Monthly-averaged flux at 20m from shore is predominantly upwards regardless of the season,
while monthly averaged flux at 40m from shore is consistently downwards into the aquifer.
This pattern strongly suggests the existence of a steady-state, dispersion-driven
circulation cell in the aquifer beneath Waquoit Bay, with bay water continuously recharging the
aquifer further offshore to balance the continuous saline groundwater loss at the salt-fresh
interface due to mixing with outflowing fresh groundwater. The monthly averaged discharge
rates measured at 20m from shore do not fully balance the recharge rates observed at 40m from
shore. This is not surprising given that pore waters at 20m are only slightly fresher than at the
other locations. Most of the outflow associated with this steady-state circulation likely occurs as
lower salinity groundwater, closer to the interface.
Figure 55 shows that the seasonality in monthly-averaged seafloor fluxes must be driven
by the strong seasonal variation in the inland fresh groundwater head, since such seasonality is
absent from sea level data.
Numerical modeling by Michael et al (2005) demonstrated how the winter-time rise of
the water table in the aquifer abutting Waquoit Bay produces a lagged seaward movement of the
fresh-saline interface in the aquifer, which translates to saline groundwater discharge across the
seafloor during the following summer. Analogously, the lagged land-ward movement of the
interface in response to the summer-time decrease of fresh groundwater head results in bay water
recharging the underlying aquifer during the following winter.
The temporal patterns of monthly-averaged seafloor fluxes measured along our transect
are consistent with those predicted by Michael et al's model at the intermediate locations in our
transect, where the seasonal cycle in q, generally produces a switch from a net inflow of bay
water into the aquifer during winters, to net groundwater discharge into the bay during summers.
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At the other deployment locations, the background steady-steady state seafloor flux
produced by dispersion-driven groundwater flows sets the direction of aquifer-bay exchange
year-round.
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Figure 55: 32-day running average applied twice to datasets of sea level (blue) and inland fresh
groundwater head (red), after subtracting their means.
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Residence times and spatial scales of subsurface seawater circulation
The datasets of seafloor fluxes (q,) recorded by our instruments can be integrated in time
to calculate residence times and spatial scales of seawater circulation in the subsurface at each of
our deployment locations. While the calculated spatial scales are sensitive to the assumed value
of permeability, calculated residence times are entirely independent of permeability.
The following algorithm is used to calculate the residence time of bay water in the
subsurface, and the spatial scale of the associated circulation:
1) Isolate sampling times (TI) at which downward flux across the sediment-water interface is
measured. The sign conventions used in this work assign positive values to downward
fluxes.
2) For each of these sampling times (TI), calculate a cumulative sum of fluxes at successive
sampling times.
3) Identify the sampling time (TR) at which this cumulative sum changes sign from positive
to negative. The difference between this TR and TI is the residence time of bay water that
recharged the aquifer at time TI.
4) Gaps in our datasets set the maximum residence time that may be computed using this
algorithm.
5) If the residence time for bay water that recharged the aquifer at time T, is successfully
determined, the maximum depth reached by the inflowing bay water can be calculated if
groundwater flows are assumed to be predominantly vertical (a good assumption over a
shallow depth in seafloor sediments). This is done by multiplying the maximum
cumulative sum of q, over the interval bounded by the residence time by the uniform
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sampling interval of 10 minutes and dividing by the porosity of seafloor sediments. The
maximum depth calculated is sensitive to the assumed values of permeability (2x10- 11 m2 )
and porosity (0.3).
The resulting residence times for inflows occurring throughout our two-year deployment
and at all measuring locations show a bimodal distribution, with residence times either
shorter than 36 days, or longer than the maximum residence time resolvable due to data gaps
(usually a few months). This is demonstrated in Figure 56, where the histogram of the
residence times of bay water that flowed into the sediment during December 2010 is plotted
for deployment locations 20-35m from shore. Residence time bins are 1 day long. The
inflows could only be tracked for 130 days due to a data gap at the end of April 2011. All
inflows binned at the maximum residence time (130 days) actually have undetermined
residence times that exceed the maximum possible tracking duration. The y-axis in these
histograms is the proportion of the total inflow during December 2010 with residence time
falling within the corresponding 1-day bin.
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Figure 56: Histograms of residence times of inflows into seafloor sediments that occurred during Dec 2010,
at different distances from shore. See text.
Given this bimodal distribution, we investigate separately inflows with residence times
below 36 days, and those with undetermined residence times exceeding our maximum tracking
durations.
Figure 57 shows how the proportion of inflow tracked with residence time longer than the
maximum tracking duration varies seasonally and with distance from shore, in a manner
consistent with variations in monthly-averaged seafloor fluxes (Figures 53 & 54).
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Figure 57: Proportion of total inflows occurring during one-month period centered at each data point, with
residence times longer than the maximum tracking duration. Different panels represent 20m, 25m, 30m,
35m, & 40m deployment locations, with distance from shore increasing down the figure.
In Figures 58 & 59, inflows with residence times shorter than the maximum tracking
duration are analyzed separately to derive their distributions. Histograms of Summer and Winter
inflows are plotted separately. The y-axes represent the proportion of inflows with residences
times shorter than the maximum tracking durations that fall within the associated residence times
bins (1-day bins).
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The greater variability in seafloor fluxes at time scales greater than diurnal during Winter
seasons relative to Summer seasons results in longer subsurface residence times of bay water
during Winter deployments. The range of residence times observed agrees well with the range of
periods of different tidal constituents.
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Figure 58: Histograms of residence times of SUMMER inflows with residence times shorter than the
maximum tracking durations.
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Figure 59: Histograms of residence times of WINTER inflows with residence times shorter than the
maximum tracking durations.
Figures 60 and 61 show the corresponding spatial scales of subsurface seawater
circulation during Winters vs. Summers, assuming the values of permeability and porosity stated
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Figure 60: Histograms of maximum depths reached by circulating seawater for SUMMER inflows with
residence times shorter than the maximum tracking durations.
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Figure 61: Histograms of maximum depths reached by circulating seawater for WINTER inflows with
residence times shorter than the maximum tracking durations.
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Conclusions
The following robust conclusions can be drawn from the analysis of seafloor flux data at
our deployment locations:
* During Summers, variability in seafloor fluxes occurs primarily at semi-diurnal and diurnal
time scales. During Winters, variability in seafloor fluxes at time scales between lday and 2
weeks also becomes important, as a result of the increased amplitudes of the corresponding
tidal constituents during winters relative to summers.
* Sea level variations are the dominant drivers of variations in seafloor fluxes at time scales of
2 hours to 2 weeks.
e The response of flux across the sediment-water interface to sea level changes is non-linear.
Changes in flux rates produced by declining sea-level are greater than those associated with
sea-level increases. This non-linearity and hysteresis suggest that tidal pumping is coupled to
oscillation of the fresh-saline interface in the subsurface.
* As the period of the tidal constituent increases, its effect on seafloor fluxes is reduced.
* Tidal pumping effects on seafloor fluxes decrease with increasing distance from shore.
* Tidal pumping effects extend further offshore in Winters relative to Summers due to the
decreased hydraulic conductivity of seafloor sediments as a result of increased pore water
viscosity. This result is manifested in increased amplitudes of the semi-diurnal and diurnal
constituents of seafloor flux at our deployment locations in Winters relative to Summers,
even as the corresponding tidal amplitudes remain constant across both seasons.
* Tidal pumping produces variations in seafloor flux at time scales up to about a month, around
a mean flux that is determined by longer time scale processes. These are:
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A steady state circulation produced by saline discharge at the interface as a result of
mixing between saline groundwater and discharging fresh groundwater. This circulation
produces year-round monthly-averaged bay water inflow into the aquifer at 40m from
shore along our transect, and year-round monthly-averaged groundwater discharge at
20m from shore. At intermediate locations flows associated with this circulation are
reduced.
A seasonal oscillation of the salt-fresh interface in the subsurface produced by seasonal
variations in fresh groundwater head. This is manifested as a seasonality in seafloor flux
rates. At intermediate locations along our transect, where steady-state flux due to
dispersion-driven circulation is minimal, seafloor flux switches from an upward direction
in Summer to a downward direction in Winter, indicating a lag between variations in
fresh groundwater head and the interface motion producing these seasonal seafloor
fluxes.
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CHAPTER 3
Nitrate Production associated with seawater circulation in beach sediments at Waquoit Bay
Description of Field Campaigns
A shallow circulation cell of seawater in intertidal beach sediments at Waquoit Bay was
first characterized by Michael et al (2005). In their work, Bromide was used as a tracer to
establish that bay water, which infiltrated into the sand at high tide, maintained a shallow flow
path overlying fresh groundwater and discharged within the first few meters the mean tide line.
Seepage meter data provided an estimate of flow rate through this cell along the head of the bay
of about 0.6 m3/day per meter of shoreline.
We initiated field work to characterize chemical dynamics in this cell in the Summer of
2008. Twelve piezometers were installed to sample pore water in the intertidal region of the
beach. They were installed at two depths, 2' and 5', at six locations spaced 1 m apart along a
transect perpendicular to shore (same transect AA' along which DP instruments were deployed
offshore). The piezometers consisted of " polyethylene tubes, fitted with a screen at one end,
sold as "Sedpoints" by MHE products. They are easily installed for shallow groundwater
sampling using a stainless steel tube, through which the plastic tubing is threaded. The metal
tube is pushed into the sand to the desired depth and then pulled out, leaving the sedpoint in
place.
A sampling campaign of those wells was carried out on June 11, 2008, and the resulting
salinity data showed that the well transect would have to be extended up the beach to fully
capture the seawater circulation cell. Therefore, the well locations were revised for another
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sampling campaign held on August 4, 2008: 14 sedpoints were installed at the same two depths,
with 2m spacing between them along the transect.
During both sampling campaigns, the piezometers were sampled multiple times over a
ten hour period to characterize changes in the circulation cell associated with tidal height.
Measurements of pore water electrical conductivity, temperature, salinity (refractometer),
dissolved oxygen (galvanic cell) and pH (glass electrode) were recorded. Samples filtered using
disposable 0.45 micron polyethersulfone filters were collected in plastic vials and mailed frozen
to external labs for analysis of nitrate, nitrite, phosphate and ammonia concentrations. The MSI
Analytical Lab at University of California, Santa Barbara analyzed samples collected on June
1 th, while University of Georgia's Stable Isotope/Soil Biology lab, which provided a cheaper
rate, analyzed the August 4 samples. Additionally, during both campaigns, measurements of
dissolved N2 , 02, and CO 2 were collected by Harold Hemond using a portable Membrane Inlet
Mass Spectrometer (Hemond et al 2008).
Results across both sampling campaigns showed that pore water in the circulation cell
approached the salinity of bay water, but had lower pH and dissolved oxygen concentrations, and
elevated nitrate concentrations, all indications of organic matter decomposition.
The results also established that temporal variations in pore water chemistry in the cell
over a 12-h tidal cycle were small relative to the spatial gradients measured along both
dimensions in our well transect.
On time scales of multiple days, however, the cell was undoubtedly dynamic. Regular
surveys of pore water salinities in the 14-well transect in July and early August 2009, spaced
about 5 days apart, showed that the extent of saline pore water was maximum around the new
moon, and decreased over the remainder of the lunar cycle until it was undetectable in our wells.
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To achieve better resolution of chemical gradients in the cell, a denser and more
extensive network of sampling wells was installed in August 2009, parallel to the original
transect, at a distance of 2'. The multi-level sampling bundles constituting this denser network
were made by attaching different lengths of 1/8" polyethylene tubes to a central fiberglass rod,
such that when inserted into the sediment, each tube would sample pore water at the desired
depth. The bundle was installed in the beach by initially driving in 1.5" metal pipe, fitted with a
disposable well point, to the desired maximum depth. The fiberglass rod with attached tubes was
then inserted down the center of the pipe and used to push out the well point, as the pipe was
pulled out of the beach sand using a come along puller winch. An electric handheld rotary
hammer, coupled to a cast iron bit that fit over the upper end of the pipe, was used to rapidly
insert the pipe to depths up to 9' in the intertidal zone. The same approach was used to install a
well bundle at a maximum depth of 21' at the upper boundary of the beach to characterize
incoming fresh groundwater. This took a little more muscle, but was ultimately successful.
Figure 62 presents photographs of the installation process just described, and Figure 63 (copied
from Abarca et al, 2012) shows a schematic the final 46-well transect. The "switchboard" use to
efficiently sample these wells is shown in Figure 64. It is constituted of a wooden board, with a
grid of drill holes, through which 1/8" flexible PVC extension tubes were threaded. Each hole
was labeled with the ID of the well to which the other end of the extension tube would be
connected. A given well could then be sampled by connecting the extension tube associated with
that well ID to the peristaltic pump used for purging and sampling.
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Figure 62: Photographs of the installation process for the bundles of multi-level sampling tubes. Left
panel shows Harold Hemond using the rotary hammer to drive the metal pipe to 21' deep at the
northern end of our transect. Right panel shows (left to right) Elena Abarca-Cameo, Laurie
Kellndorfer and Katie Puckett, pulling out the metal pipe from around the fiberglass rod holding our
sampling tubes.
(b) MHT
0 Ei s -MLT
B2C20
C4w D40 ,4 M3es
-2_ ASO Bieach1 i" * o Ego F5* S
AS
A7
0 2 4 6 8 10 12 14m
Figure 63: Schematic of the 46-well transect constituted of the tube bundles described in
the text. The y-axis represents elevation relative to the NAVD reference. MHT and MLT
represent long-term average sea levels at high tide and low tide, respectively. Contours and
associated colormap show the salinity of pore water sampled on August 20, 2009. Figure
copied from Abarca et al (2012).
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Figure 64: Photograph of switchboard and associated extension tubes used to quickly
switch from sampling one well to another. The peristaltic pump used for purging and
sampling is also shown.
An intensive field campaign was undertaken between August 2 0 'h and September 3rd
2009, to sample pore water in the shallow intertidal subsurface over a full life cycle of the
seawater circulation cell. Between August 20th and 26h, wells were sampled daily, after which
they were sampled on August 28th , 1st, and on September 2 and 3'. On August 2 1st,
fluorescein dye was injected at well Dl, just before the rising tide flooded the beach above that
well. Over the remainder of the field campaign, wells that showed absorbance above
background levels, along with directly adjacent wells producing no fluorescein, were sampled
with the purpose of tracking the chemical transformation of bay water along its flow path
through the cell. Figure 65, copied from Abarca et al (2012), shows the salinity distribution and
the fluorescein plume during the two-week sampling campaign.
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Figure 65: Snapshots of salinity and fluorescein (used as a tracer) concentrations on each sampling day
during the intensive 2-week campaign described in the text. Salinity data from the first sampling day on
August 20', prior to tracer injection, are shown in Figure 63.
For each well sampled, the following parameters were measured on site, using a flow-
through system that continuously flushed well water past the measuring probe until its reading
stabilized:
- Dissolved Oxygen using a Galvanic sensor manufactured by WTW (both the CellOx
and ConOx models were used).
- pH using a double junction glass electrode by Thermo Scientific- Orion (ROSS Sure-
flow model)
- Electrical conductivity and temperature using a 4-electrode cell and associated
thermistor by WTW (TetraCon 325 and ConOx)
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Additionally, water was pumped through an inline, syringe-tip, 0.2 micron filter (Supor) and
collected into two plastic vials (one 20ml and the other 60ml), and one glass vial (40ml). Care
was taken to fill bottles to the brim to minimize headspace. All filled bottles were stored on the
beach during the sampling day, in a cooler containing a mixture of ice and table salt, and later
transferred to more long-term storage:
- Glass vials were stored at 4'C, and mailed within a month of collection to University of
Georgia's Stable Isotope Laboratory, for organic and inorganic carbon analysis.
- Plastic vials (20ml and 60ml) were stored frozen at -10 F, and remained undisturbed until
the Spring of 2011, when the 20ml samples and subsamples from a subset of the 60ml
bottles were sent frozen to the MSI Analytical Lab at UCSB for nutrient analysis (Nitrate,
Phosphate, Ammonia).
On August 21 and 22, a few wells were sampled multiple times during the day to look at
the variability in pore water chemistry over a tidal cycle. Otherwise, wells were only sampled
once per day, if at all.
Between August 20 and 22, alkalinity titrations were completed on a subset of the filtered
samples collected in 60ml bottles. These were done on site, usually within an hour of sample
collection.
On August 25 t, an additional filtered sample was collected from each well to be used for
metals analysis, specifically for measurement of Iron and Manganese, which were of interest as
potential electron acceptors in organic matter decomposition. These samples were filled into
60ml polyethylene bottles pre-acidified with Nitric acid, and were stored frozen at -10'F until
Spring 2011 when they were analyzed for concentrations of various cations using an in-house
ICP-OES instrument.
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Quality of Nutrient Data
I- Lab Errors
Frozen samples were sent to UCSB's MSI Analytical Lab, to be analyzed for concentrations
of Nitrate, Ammonium and Phosphate, using their 4-channel Flow-Injection system for
automated colorimetric analysis.
Prior to submitting our field samples, sets of standards were submitted to the lab to
quantify the uncertainties associated with their measurements. These included mixed standards
of Nitrate, Phophate and Ammonia, prepared in an artificial seawater matrix to test the sensitivity
of their colorimetric methods to interference by the major seawater ions (the lab relied on
standards prepared in de-ionized water to calibrate their instrument), as well as spiked field
samples to test for any biases introduced by other pore water constituents.
The artificial seawater matrix used in preparing lab standards is based on the full Kester
(1967) recipe, with MgCl2.6H 20 and CaC12.2H 20 used without drying or calibration, and NaF
and SrCl2 omitted. This recipe includes NaHCO3 to reproduce the alkalinity and pH of seawater.
Stock standards were made starting from high purity salts: KNO 3, KH2PO4 and NH 4Cl. Figure
66 shows results for Nitrate standards demonstrating the consistency between our standards and
the Analytical Lab's, and showing no effect of salinity on colorimetric measurements. Similar
results were obtained for Phosphate and Ammonium standards.
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Figure 66: A comparison between our lab standards, prepared in ASW matrices with salinities 0.05-28%c, and
those prepared by UCSB in de-ionized water. "True Concentration" is the concentration calculated based on
the stock standard concentration and the dilution used to prepare each working standard. For UCSB
standards, true concentrations are provided by the laboratory. "UCSB measured concentrations" are the
results returned by UCSB. UCSB does not return raw absorbances, only calculated micromolar
concentrations based on calibration curves created at the onset of each analysis run.
Spiked field samples were prepared by extracting two 20ml subsamples from the 60ml
bottles, after thawing, and spiking one of the subsamples with a known concentration of each of
the three nutrients. Samples selected for spiking covered the full range of salinity, pH, and DO
measurements observed in the field. The results of these tests, summarized in Table 3, raised no
concerns relating to measurement errors introduced by matrix effects.
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Spiked Well Sample Field Field Field Post- Phosphate Nitrate Ammonium
name thaw
Sample epth date Salinity pH mg/I) salinity recov ratio racov recov ratio
1 F1 8/28 23.3 6.68 0.43 10.1 1.03 1.1 0.98
2 J1 8/25 24.1 6.36 0.27 13.9 0.97 1.04 1.56
3 El 8/26 20.6 6.68 1.77 10.4 1.07 1.04 0.98
4 A6 8/25 14.8 6.31 0.28 7.2 1.02 1.01 1.18
5 11 8/25 0 6.54 1.19 0.3 1.04 1.01 0.98
6 H3 8/26 0.1 6.03 2 0.1 1.03 0.97 0.97
7 F1 9/3 7.3 7.07 0.35 2.8 1.1 1.06 0.98
8 F2 8/26 9.1 6.39 2.8 3.6 1.02 1 0.99
9 E2 8/28 3.6 6.73 0.64 0.9 1.03 1.01 0.96
10 11 8/28 2.9 6.03 0.79 1 1 1 0.98
11 C2 8/25 0.1 5.97 0.95 0.1 0.99 0.99 0.97
12 H4 8/25 0.3 6.46 0.35 0.2 1.06 0.98 0.96
13 C1 8/28 0.4 6.61 0.19 0.2 1.07 1.01 0.98
14 D1 8/25 23.2 6.6 4.1 23.2 1 0.97 1.02
15 G4 8/25 0.7 5.1 4.5 0.6 0.86 1.08 1.01
16 12 8/25 1 6.4 0.2 1 0.67 0.73 0.95
17 H1 8/25 7.5 5.5 4.1 1.6 0.91 1.06 1
18 G2 8/25 12.7 6.1 2.1 3.6 0.9 1.01 1.01
19 Ji-old 8/25 26 6.6 0.3 15.6 0.97 1.01 0.8
20 Fl-old 8/25 27.2 6.6 0.2 15.7 1.05 1.02 0.88
21 Bay 8/25 26.7 8.1 11.3 16 1.04 0.97 0.98
_____ (fa r) I____ I____ I____ I___ _ I____ I__ _ _ _
Table 3: Recovery ratio=(Measurement in spiked matrix - Measurement in unspiked matrix)/Measurement in
spiked de-ionized water. Results show no consistent dependence of sensitivity to matrix composition. Samples
showing greater than 10% error in spike recovery are highlighted in the table. Spike concentrations were:
Phosphate-2.5 pM, Nitrate-35 pM and 50 pM, Ammonium-20 pM and 35 pM.
II- Errors originating in the Sampling Procedure
Our field procedure of filling sample bottles to the brim before freezing introduced an
important artifact to our nutrient data. As samples began to freeze, they expanded and leaked out
of their bottles. This would not have been a problem, but for the fact that the leaked solutions
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were consistently more concentrated than the original samples. As a result, salinities of thawed
samples were found to be significantly lower than original salinities measured in the field. In
contrast, post-thawing salinities of samples that were allowed headspace for expansion agreed
well with field salinities measured at the corresponding wells.
Fortunately, a test with laboratory standards, described below, showed that the change in
salinity of the samples (field salinity vs. salinity measured on thawed samples) can be used to
correct measured nutrient concentrations and retrieve original pre-freezing concentrations.
Relating changes in nutrient concentrations to salinity losses in frozen samples
Mixed standards of Nitrate, Phosphate, Ammonium were prepared in an artificial
seawater matrix, covering the relevant range of nutrient concentrations and matrix salinities. The
artificial seawater matrix used for these standards was prepared according to the simplified
recipe presented by Dickson (1990), made with NaCl, NaSO 4, KCl, MgCl 2 and CaCl2. Each
standard was split into two bottles: a 20ml bottle filled to the brim and a 20ml bottle in which
sufficient headspace was maintained to allow for sample expansion upon freezing. The bottles
used were the same as those used in our field sampling campaign. All bottles were frozen and
sent to UCSB for analysis. Samples leftover in their bottles post-analysis were returned per our
request. Their salinities were calculated from electrical conductivity and temperature
measurements made using the TetraCon probe by WTW, which was also used in our field
sampling campaign. Salinities and nutrient concentrations were compared between those bottles
that were filled to the brim, and their pairs in which headspace was maintained. A one-to-one
relationship between drops in salinity and drops in Nitrate and Phosphate concentrations was
observed, while corresponding declines in Ammonium concentrations were 20% lower, i.e.
Ammonium was preferentially retained in the frozen solution (Figures 67, 68, 69).
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Nitrate correction factor as a function of salinity correction factor
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Figure 67: For each standard, the salinity of the aliquot stored in a full bottle ("post-freezing salinity") is
compared to the salinity of the aliquot stored with sufficient headspace, for which no salinity change is
expected ("original salinity"). The ratio of post-freezing to original salinities is the salinity change, or
"correction factor". The same terminology is used for the concentration of nitrate in the standard.
Different colors represent the approximate salinities of the ASW matrices used to make up the standards
(see legend where salinities are listed). The straight line is a least squares fit to the data. Its equation is
shown. Standards represented by points that are not circled did not show any salinity loss upon freezing.
These are the freshest standards (see legend), thought salinity loss was not consistently zero for fresh
standards. Standards that did not exhibit a salinity drop are excluded from the linear regression shown
here.
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Phosphate correction factor as a function of salinity correction factor
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Figure 68: Same as Figure 67, except that changes in Phosphate concentrations produced by
leakage are compared to the corresponding salinity changes.
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Ammonium correction factor as a function of salinity correction factor
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Figure 69: Same as Figure 67, except that changes in Ammonium concentrations produced by leakage are
compared to the corresponding salinity changes. For Ammonium only, the straight line fit is forced through
the origin.
Our ability to retrieve original nutrient concentrations in our samples, using the
differences between the salinities of thawed samples and their original field salinities upon
collection, was tested by comparing corrected nutrient concentrations of duplicate field samples
collected in separate bottles. The duplicate samples compared were collected from the same well
within an interval of a few minutes. In some cases, both were collected in 20ml vials, filled to
the brim and frozen. In other cases, a sample collected in a 20ml vial is compared to one
collected in a 60ml vial, both filled to the brim and frozen. The measured nutrient concentration
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of each sample in a replicate pair is corrected independently based on the salinity loss of that
sample.
Results from eighty-eight sets of replicates, collected on different sampling days, are
shown in figures 70(a&b) and 71(a&b). Figures 70b and 71b are simply zoomed in sections of
Figures 70a and 71 a, respectively, showing only data that falls below a value of ~1 on the y-axis.
Figures 70 a&b plot the salinity change in each sample of a replicate pair on the y-axis vs. the
original salinity of that sample on the x-axis. The salinity change of a sample is calculated as the
salinity of the thawed sample divided by its original field salinity measured at the sampling well.
The different markers identify the day on which that sample was collected. The red circles
identify samples for which the post-freeze/thaw salinity was higher than the original field salinity
by more than 10%. Only samples with original field salinities less than 0.2, but not all such
samples, showed salinity increases (y-axis values greater than 1.1).
Salinity losses reached as high as 90% and were regularly in the 50% range for the
samples included in this replicate test, indicating nutrient losses of that order.
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Figure 70 a: Salinity losses in field samples due to leakage upon freezing. The samples represented here
constitute the 88 replicate sets, which were used to test our ability to correct for nutrient losses due to
leakage.
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Figures 71 a&b plot the relative error in the corrected Nitrate concentration for a given
sample on the y-axis vs. its measured Nitrate concentration on the x-axis. The corrected Nitrate
concentration of a sample is calculated by dividing the sample's measured nitrate concentration
by its salinity loss = final salinity/original salinity (plotted in Figure 70). The relative error in the
resulting corrected value is calculated as:
Relative error = (Corrected Nitrate Concentration - Best Estimate) / Best Estimate
For most replicate pairs, the Best Estimate of the Nitrate concentration is the average of
the corrected concentrations of the two samples in a replicate pair. In those cases, the relative
139
Salinity Loss in Field Samples due to Leakage upon Freezing
Sx
C
cu0.8 4
x*
0.6 .
_ ~0O
3t 0 x x x
ca,
XXX X
CAC0.2 - x . +
x .x
0 5 10 15 20 25
Original field salinity
,
x
error is a measure of how closely the replicates match after correction. However, for some
replicate pairs collected between August 20th and 22 d, one of the samples in a pair was not filled
to the brim and showed no salinity loss. In those cases, the sample that did not leak is used as
the Best Estimate against which the corrected concentration of its replicate that did leak is
compared. In those cases, the relative error is more representative of the error associated with
the correction method.
Figures 71 a &b show that, except for samples collected on August 2 5 'h and as long as
measured Nitrate concentrations are above 10 gM, estimated errors in corrected Nitrate
concentrations are on the order of 30% and could safely be assumed to lie below 50%, even for
samples that showed salinity increases post-thawing (red circles). In fact, estimated errors were
found to be independent of both original sample salinities and final salinities post-thawing.
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Figure 71 a: Estimated errors associated with corrected Nitrate concentrations, as a function of measured
Nitrate concentrations.
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Figure 71 b: Zoomed in subset of Figure 71a.
The nature of the errors described here, along with evidence from a few field blanks (only
collected on August 20th and 25 h), indicate contamination of our field samples with Nitrate (and
salt). The source of contaminating nitrate is hypothesized to be the ice used in the cooler to
temporarily store samples during the sampling day. This ice was purchased daily from local
stores, and therefore was not constituted of pure water. By the end of the sampling day, the ice
and salt mixture had often turned into a liquid bath in which filled sample bottles were
immersed. Sample leakage due to expansion associated with freezing may have loosened bottle
caps and opened a pathway for contamination of bottle contents.
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Regardless of the pathway, the contamination level is low enough on all sampling days,
except one, that samples registering uncorrected nitrate concentrations above the 10 tM threshold
are relatively insensitive to it, with expected errors in final estimates of nitrate concentrations on
the order of -30%.
Results from the samples collected on August 2 5 th must be used more carefully, and
conclusions drawn only when nutrient concentrations of replicates from a given well match
closely after correction.
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Nitrate Production associated with seawater circulation in beach sand
Figure 72 shows nitrate concentrations measured in our well transect during the August
2009 campaign. All concentrations are corrected by measuring the electrical conductivity and
temperature of leftover samples returned by UCSB post-analysis, calculating the post-thaw
salinity of the sample using the Practical Salinity Scale 1978 polynomials, and comparing that to
the original field salinity measured at the well from which the sample was collected. Data from
August 25 are included, though more measurements are needed to quantify their confidence
bounds.
Between August 20th and 25th , a plume of elevated Nitrate concentrations ranging
between 200 and 700pM, appears to travel through the circulation cell along a path characteristic
of flowpaths in the cell, as modeled by Elena Abarca-Cameo using a variable density flow and
transport numerical model. The flowpath is also consistent with that traced using the fluorescein
dye, though the Nitrate plume appears to originate at well C1 rather than at Dl, where the dye
was injected, and therefore takes a longer and deeper pathway than was observed for the dye.
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Figure 72: Nitrate concentrations measured in our well transect in Aug 09, shown in pseudocolor. Micromolar
concentrations are mapped to colors according to the colorbar. White squares indicate sampled wells. Values in
between are interpolated using a 2-D linear algorithm. Interpolation is not extended to wells that do not sample the
seawater circulation cell, such as wells A1-7 and wells 13, J1, J2. Data from these wells and from bay water samples
are represented with colored squares, mapped to the same colorbar. Contour lines are porewater salinities.
15
U
U* q
10 25 50 100 200 400 700
Nirate+NRrRe (pM) on WZ2/2UUU
10 25 50 100 200 400 700
Nitrate+NRrte (pM) on W/izuU9
10 25 50 100 200 400 700
Nirate+NitrRe (jM) on 91Uzwj
10 25 50 100 200 400 700
Nkrate+NRrte (pM) on 3/20U9
10 25 50 100 200 400 700
Elevated Nitrate concentrations of up to 100 tM, are also found in the fresh groundwater
sampled at our wells. Given that a wide range of salinities occur in the circulation cell, it
becomes useful to isolate Nitrate introduced into the cell by mixing with freshwater, and new
Nitrate produced in the circulation cell.
This can be achieved by calculating the Nitrate concentration expected at each sampling
point, N;, due to conservative mixing between bay water and fresh groundwater:
Ni =XBi NB + (l-XBi) NF
XBi is the proportion of bay water constituting pore water sampled at point i. NB is the
concentration of Nitrate in bay water, and NF is the concentration of Nitrate in fresh
groundwater. XBi is calculated from the salinity of pore water at sampling point i (Si) and the
salinities of bay water (SB) and fresh groundwater (SF) using: XBi= (Sj-SF)/(SB-SF).
The difference between the Nitrate concentration actually measured at sampling point i,
and the concentration calculated based on this conservative mixing model, would then be the
new Nitrate produced at that well, or upstream of it.
Such an approach assumes that the properties of bay water and fresh groundwater that
constitute each pore water sample are known. This becomes a difficult proposition when the
"end members" in the mixing model show broad distributions for the properties of interest.
Figure 73 presents histograms of nitrate concentrations measured in all fresh groundwater and
bay water samples collected during the August 2009 campaign, as well as salinity distributions
for those samples. Fresh groundwater is defined as having salinity < 0.15 on the Practical
Salinity Scale of 1978.
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Figure 73: Histograms of nitrate concentration and salinity in bay water and fresh groundwater samples
that constitute the end members of the conservative mixing model.
For each end member, a range of salinities and nitrate concentrations was used, bounded
by the mean +/- one standard deviation of the corresponding distribution shown in Figure 73.
An average, upper bound and lower bound value of mixing-derived nitrate was calculated
for each sample collected during the August 2009 campaign, excluding only samples that were
used for determining end member properties (fresh groundwater and bay water) and those that
constituted the deeper fresh-saline interface (wells 13, J1, J2, A6 and A7), which was not of
concern in this analysis and exhibited very different chemical characteristics than the shallow
circulation cell. These upper and lower bounds were calculated so as to represent maximum
differences from the mean. For example, the upper bound of nitrate contributed to a given
sample by mixing was calculated using the upper bound fresh groundwater nitrate concentration
(mean + 1 standard deviation), along with the upper bound for bay water salinity (mean+1
standard deviation), so that the fresh groundwater contribution would be maximized.
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The resulting range of nitrate concentrations potentially contributed by conservative
mixing of end members was subtracted from the measured nitrate concentration of the sample to
derive a range for the concentration of new nitrate produced at each well by biogeochemical
dynamics particular to the saline circulation cell. Once again, the maximum extent of the bounds
on that range were calculated. For example, the lower bound on new Nitrate production was
taken to be the difference between measured Nitrate and the upper bound of mixing-derived
Nitrate calculated as described above.
Averages, and upper and lower bound concentrations of new nitrate, i.e. excess over
conservative mixing model, associated with all circulation cell samples collected during the two
week campaign were aggregated into Figure 74 a&b. As expected, the range of the bounds
around the mean increases for fresher samples, due to the boarder distribution of nitrate
concentrations in the fresh groundwater end member relative to the bay water end member. A
small minority of the freshest samples show a negative upper bound (no less than -20 [M), i.e. a
loss of nitrate relative to the conservative mixing model. This is evidently an artifact of not
completely representing the range of concentrations in the fresh groundwater end member. In
contrast, a majority of the samples show a lower bound that is positive, and estimates of new
nitrate associated with many samples are on the order of 100 pM, over the full range of salinities
encountered in the cell. Furthermore, these estimates appear to be regularly distributed over the
duration of the sampling campaign, with new nitrate at concentrations as high as 100[tM
identified in samples taken from the cell in early September, when it was at its smallest extent.
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Figure 74 a & b: Average estimates, with upper and lower bounds, of new Nitrate in samples collected
from the seawater circulation cell during August 2009. New Nitrate is the excess nitrate that cannot be
attributed to conservative mixing using a representative range of end member concentrations.
These results provide strong evidence for a continuous generation of nitrate associated
with seawater circulation in the shallow subsurface intertidal region.
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MATLAB functions created by other authors, used in this work:
Calculating seawater salinity from electrical conductivity and temperature, based on the
Practical Salinity Scale 1978 polynomials:
- swsalt.m by Phil Morgan (CSIRO) 1993
Calculating seawater electrical conductivity from salinity and temperature, based on the
Practical Salinity Scale 1978 polynomials:
- gswC-fromSP.m by Trevor McDougall, Paul Barker and Rich Pawlowicz 2011
Inverting the Practical Salinity Scale 1978 polynomials to derive Temperature from
Electrical Conductivity and Salinity:
- fit2dPolySVD.m and eval2dPoly.m by Richard Whitehead 2011
Calculating seawater density from salinity and temperature, based on the International
Equation of State of Seawater (UNESCO 1981):
- swdens0.m by Phil Morgan (CSIRO) 1992
Calculating seawater viscosity from salinity and temperature:
- SWViscosity by Mostafa H Sharqawy 2009
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