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Abstract
Bayesian hierarchical models are increasingly popular for realistic mod-
elling and analysis of complex data. This trend is accompanied by the need
for flexible, general and computationally efficient methods for model criticism
and conflict detection. Usually, a Bayesian hierarchical model incorporates
a grouping of the individual data points, as, for example, with individu-
als in repeated measurement data. In such cases, the following question
arises: Are any of the groups “outliers,” or in conflict with the remaining
groups? Existing general approaches aiming to answer such questions tend
to be extremely computationally demanding when model fitting is based on
Markov chain Monte Carlo. We show how group-level model criticism and
conflict detection can be carried out quickly and accurately through inte-
grated nested Laplace approximations (INLA). The new method is imple-
mented as a part of the open-source R-INLA package for Bayesian computing
(http://r-inla.org).
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1 Introduction
The Bayesian approach gives great flexibility for realistic modelling of complex
data. However, any assumed model may be unreasonable in light of the observed
data, and different parts of the data may be in conflict with each other. There-
fore, there is an increasing need for flexible, general and computationally efficient
methods for model criticism and conflict detection. Usually, a Bayesian hierar-
chical model incorporates a grouping of the individual data points. For example,
in clinical trials, repeated measurements are grouped by patient; in disease map-
ping, cancer counts may be grouped by year or by geographical area. In such
cases, the following question arises: Are any of the groups “outliers,” or in con-
flict with the remaining groups? Existing general approaches aiming to answer
such questions tend to be extremely computationally demanding when model fit-
ting is based on Markov chain Monte Carlo (MCMC). We show how group-level
model criticism and conflict detection can be carried out quickly and accurately
through integrated nested Laplace approximations (INLA). The new method is im-
plemented as a part of the open-source R-INLA package for Bayesian computing
(http://r-inla.org); see Section 3 for details about the implementation.
The method is based on so-called node-splitting (Marshall and Spiegelhalter,
2007; Presanis et al., 2013), which has previously been used by one of the au-
thors (Sauter and Held, 2015) in network meta-analysis (Lumley, 2002; Dias et al.,
2010) to investigate whether direct evidence on treatment comparisons differs from
the evidence obtained from indirect comparisons only. The assessment of possi-
ble network inconsistency by node-splitting implies that a network meta-analysis
model is fitted repeatedly for every directly observed comparison of two treat-
ments where also indirect evidence is available. For network meta-analysis, the
INLA approach has been recently shown to provide a fast and reliable alternative
to node-splitting based on MCMC (Sauter and Held, 2015). This has inspired
the work described here to develop general INLA routines for model criticism in
Bayesian hierarchical models.
This paper is organized as follows. In Section 2, we describe the methodology
based on the latent Gaussian modelling framework outlined in Section 2.1. Specif-
ically, Section 2.2 describes general approaches to model criticism in Bayesian
hierarchical models, while Section 2.3 outlines our proposed method for routine
analysis within INLA. Section 3 discusses the implementation in the R-INLA pack-
age. We provide two applications in Section 4 and close with some discussion in
Section 5.
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2 Methodology
2.1 Latent Gaussian models and INLA
The class of latent Gaussian models (LGMs) includes many Bayesian hierarchical
models of interest. This model class is intended to provide a good trade-off between
flexibility and computational efficiency: for models within the LGM class, we can
bypass MCMC completely and obtain accurate deterministic approximations using
INLA. The LGM/INLA framework was introduced in Rue et al. (2009); for an up-
to-date review covering recent developments, see Rue et al. (2017).
We shall only give a very brief review of LGM/INLA here; for more details, see
the aforementioned references, as well as Rue and Held (2005) for more background
on Gaussian Markov random fields, which form the computational backbone of the
method. The basic idea of the LGM is to split into a hierarchy with three levels:
1. The (hyper)prior level, with the parameter vector θ. It is assumed that the
dimension of θ is not too large (less than 20; usually 2 to 5). Arbitrary
priors (with restrictions only on smoothness / regularity conditions) can be
specified independently for each element of θ (and there is ongoing work on
allowing for more general joint priors; see Simpson et al. (2017) for ideas
in this direction). Also, it is possible to use the INLA-estimated posterior
distribution of θ as the prior for a new run of INLA; we shall use this feature
here.
2. The latent level, where the latent field x is assumed to have a multivariate
Gaussian distribution conditionally on the hyperparameters θ. The dimen-
sion of x may be very large, but conditional independence properties of x|θ
typically implies that the precision matrix (inverse covariance matrix) in the
multivariate Gaussian is sparse (i.e. x is a Gaussian Markov random field),
allowing for a high level of computational efficiency using methods from
sparse linear algebra.
3. The data level, where observations y are conditionally independent given
the latent field x. In principle, the INLA methodology allows for arbitrary
data distributions (likelihood functions); a long list of likelihood functions
(including normal, Poisson, binomial and negative binomial) are currently
implemented in the R-INLA package.
It is assumed that the joint posterior of (x,θ) can be factorized as
pi(x,θ|y) ∝ pi(θ)pi(x|θ)
∏
i∈I
pi(yi|xi,θ) (1)
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where I is a subset of {1, 2, . . . , n} and where n is the dimension of the latent field
x.
In R-INLA, the model is defined in a format generalizing the well-known gener-
alized linear/additive (mixed) models: for each i, the linear predictor ηi is modelled
using additive building blocks, for example as (Equation (2) of Rue et al. (2017)):
ηi = µ+
∑
j
βjzij +
∑
k
fk,jk(i) (2)
where µ is an overall intercept, the βj are “fixed effects” of covariates zij, and
the fk terms represent Gaussian process model components, which can be used
for random effects models, spatial models, time-series models, measurement error
models, spline models and so on. The wide variety of possible fk terms makes this
set-up very general, and it covers most of the Bayesian hierarchical models used
in practice today. As in the usual generalized linear model framework (McCullagh
and Nelder, 1989), the linear predictor ηi is related to the mean of data point yi
(or, more generally, the location parameter of the likelihood) through a known
link function g. For example, in the Poisson likelihood with expected value λi,
the log link function is used, and the linear predictor is ηi = log(λi). Assuming a
priori independent model components and a multivariate Gaussian prior on (µ,β),
we can define the latent field as x = (η, µ,β,f 1,f 2, . . .), with a small number of
hyperparameters θ arising from the likelihood and model components. It follows
that x has a multivariate Gaussian distribution conditionally on θ, so we are in the
LGM class described earlier. For advice on how to set the priors on θ, see Simpson
et al. (2017).
Why restrict to the LGM class? The reason is that quick, deterministic esti-
mation of posterior distributions is possible for LGMs, using INLA. Here, we only
give a brief sketch of how this works; for further details, see Rue et al. (2009)
and Rue et al. (2017). Assume that the objects of interest are the marginal pos-
terior distributions pi(xi|y) and pi(θj|y) of the latent field and hyperparameters,
respectively. The full joint distribution is
pi(x,θ,y) = pi(θ)pi(x|θ)
∏
i∈I
pi(yi|xi,θ)
(cf. Equation (1) earlier). We begin by noting that a Gaussian approximation
p˜iG(x|θ,y) can be calculated relatively easily, by matching the mode and curvature
of the mode of pi(x|θ,y). Then, the Laplace approximation (Tierney and Kadane,
1986) of the posterior pi(θ|y) is given by
p˜i(θ|y) ∝ pi(x,θ,y)
p˜iG(x|θ,y)
∣∣∣∣
x=µ(θ)
,
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where µ(θ) is the mean of the Gaussian approximation. Because the dimension
of θ is not too large, the desired marginal posteriors can then be calculated using
numerical integration:
p˜i(θj|y) =
∫
p˜i(θ|y)dθ−j,
p˜i(xi|y) =
∫
p˜i(xi|θ,y)p˜i(θ|y)dθ,
where the approximation pi(xi|θ,y) is calculated using a skew normal density (Az-
zalini and Capitanio, 1999). This approach is accurate enough for most purposes,
but see Ferkingstad and Rue (2015) for an improved approximation useful in par-
ticularly difficult cases.
The methodology is implemented in the open-source R-INLA R package; see
http://r-inla.org for documentation, case studies etc. There are also a number
of features allowing to move beyond the framework above (including the “linear
combination” feature we will use later), see Martins et al. (2013).
2.2 Model criticism and node-splitting
Using INLA (or other Bayesian computational approaches), we can fit a wide
range of possible models. With this flexibility comes the need to check that the
model is adequate in light of the observed data. In the present paper, we will
not discuss model comparison, except for pointing out that R-INLA already has
implemented standard model comparison tools such as the deviance information
criterion (Spiegelhalter et al., 2002) and then Watanabe-Akaike information crite-
rion (Watanabe, 2010; Vehtari et al., 2016). We shall only discuss model criticism,
that is, investigating model adequacy without reference to any alternative model.
Popular approaches to Bayesian model criticism include posterior predictive
p-values (Gelman et al., 1996) as well as cross-validatory predictive checks such as
the conditional predictive ordinate (CPO) (Pettit, 1990) and the cross-validated
probability integral transform (PIT) (Dawid, 1984). All of these measures are
easily available from R-INLA (and can be well approximated without actually
running a full cross-validation); see Held et al. (2010) for a review and practical
guide. As noted by Held et al. (2010) (see also Bayarri and Castellanos (2007)),
posterior predictive p-values have the drawback of not being properly calibrated:
they are not uniformly distributed, even if the data come from the assumed model,
and are therefore difficult to interpret. The problem comes from “using the data
twice,” as the same data are used both to fit and criticize the model. Because cross-
validation avoids this pitfall, we recommend the use of cross-validatory measures
such as CPO or PIT.
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For illustration consider the following simple example. Suppose y1, . . . , yn are
independent realisations from a N(µ, σ2) distribution with unknown µ and known
σ2. For simplicity suppose a flat prior is used for µ. Then:
µ | y−i ∼ N(y¯−i, σ2/(n− 1)) (3)
µ | yi ∼ N(yi, σ2) (4)
so
yi | y−i =
∫
[yi |µ][µ | y−i]dµ ∼ N(y¯−i, σ2 · n/(n− 1)︸ ︷︷ ︸
=:σ˜2
)
and we obtain the PIT value
PITi = Pr{Yi ≤ yi | y−i} = Φ((yi − y¯−i)/σ˜). (5)
If the model is true, then (Yi − Y¯−i)/σ˜ ∼ N(0, 1) and therefore PITi ∼ U(0, 1).
Alternatively we could also consider the difference of (3) and (4)
δ = µ | yi − µ | y−i ∼ N(y¯−i − yi︸ ︷︷ ︸
µδ
, σ2 + σ2/(n− 1)︸ ︷︷ ︸
=σ˜2
)
and compute with δ˜ = (δ − µδ)/σ˜ ∼ N(0, 1) the tail probability
Pr{δ ≤ 0} = Pr{δ˜ ≤ −µδ/σ˜} = Φ((yi − y¯−i)/σ˜), (6)
which is the same as (5). This shows that in this simple model, the PIT ap-
proach based on observables (yi) is equivalent to the latent approach based on the
distribution of δ.
Both (5) and (6) are one-sided tail probabilities. A two-sided version of (6)
can easily be obtained by considering δ˜2 ∼ χ2(1) so the two-sided tail probability
is
p = 2 min{Pr{δ˜ ≤ −µδ/σ˜}, 1− Pr{δ˜ ≤ −µδ/σ˜}}
= 1− Pr{δ˜2 ≤ µ2δ/σ˜2}
= Pr{δ˜2 ≥ µ2δ/σ˜2}.
A limitation of all the measures discussed above is that they only operate on
the data level and on a point-by-point basis: each data point yi is compared with
the model fit either from the remaining data points y−i (for the cross-validatory
measures) or from the full data y (for posterior predictive measures). However,
often there is an interest in queries of model adequacy where we look more generally
into whether any sources of evidence conflict with the assumed model. As a simple
example, consider a medical study with repeated measures: Each patient j =
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1, . . . , J has some measurement taken at time points t = 1, . . . , T , giving rise
to data points zjt (corresponding to the “yi” in the general notation). For this
example, it seems natural to consider each patient as a “source of evidence,” and
we may wish to consider model adequacy for each patient, for example, asking
whether any particular patient is an “outlier” according to the model. However,
the methods above do not provide any easy way of answering such questions, as
they are limited to looking directly at the data points zjt. To answer questions
such as “is patient NN an outlier,” we need to approach the model criticism task
somewhat differently: rather than looking directly at data points yi, we need to
lift the model criticism up to the latent level of the model.
In our view, the most promising approach aiming to achieve this goal is the
cross-validatory method known as node-splitting, proposed by Marshall and Spiegel-
halter (2007) and extended by Presanis et al. (2013). The word “node” refers to a
vertex (node) in a directed acyclic graph (DAG) representing the model, but for our
purposes here, it is not necessary to consider the DAG for the model (“parameter-
splitting” would perhaps be a better name for the method). To explain node-
splitting, we begin by considering some grouping of the data. For example, in the
repeated measures case described above, the data y can be grouped by patient
j = 1, . . . , J , such that yj = (yj1, . . . , yjT )′. In general, we let yj denote the data
for group j, while y−j are the data for all remaining groups 1, . . . , j−1, j+1, . . . , J .
Further, consider a (possibly multivariate) group-level parameter γj in the model.
(For the moment, γj may be any parameter of the model, but we shall make a
particular choice of γj in the next section.) The basic idea behind node-splitting
is to consider both the “within-group” posterior pi(γj|yj) and the “between-group”
posterior pi(γj|y−j) for each group j, in effect splitting the evidence informing the
“node” γj between
1. the evidence provided by group j, and
2. the evidence provided by the other groups
Now, the intuition is that if group j is consistent with the other groups, then
pi(γj|yj) and pi(γj|y−j) should not differ too much. A test for consistency between
the groups can be constructed by considering the difference
δj = γ
(−j)
j − γ(j)j , (7)
where γ(−j)j ∼ pi(γj|y−j) and γ(j)j ∼ pi(γj|yj), and testing H0: δj = 0 for each
group j. We shall explain a specific way to construct such a test in Section 2.3,
but see Presanis et al. (2013) for further details and alternative approaches to
performing the test for conflict detection.
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2.3 General group-wise node-splitting using R-INLA
In principle, the node-splitting procedure described in Section 2.2 can be imple-
mented using sampling-based (i.e. MCMC-based) methods; see, for example, Mar-
shall and Spiegelhalter (2007) and Presanis et al. (2013). However, there are a
number of problems with existing approaches, and these concerns are both of a
theoretical and practical nature:
1. In our view, the most important problem is computational: running the
group-wise node-splitting procedure using MCMC becomes very computa-
tionally expensive for all but the smallest models and data sets.
2. Related to the computational problem above is the implementational issue:
even though there exist well-developed computational engines for MCMC
(such as OpenBUGS (Lunn et al., 2009), JAGS (Plummer, 2016) and STAN
(Carpenter et al., 2017)), there is not to our knowledge any available software
that can add the node-split group-wise model criticism functionality to an
existing model. Thus, for a given model, actually implementing the node-
split requires a non-trivial coding task, even if the model itself is already
implemented and running in OpenBUGS, JAGS or STAN.
3. There is also an unsolved problem concerning what should be done with
shared parameters. For example, if the node-split parameter corresponds to
independent random effects γj ∼ N(0, σ2), the variance σ2 is then shared be-
tween the different γj. The existence of the shared parameter σ2 implies that
γ
(−j)
j and γ
(j)
j from Equation (7) are not independent, and there are also con-
cerns about estimating σ2 based on group j alone, since the number of data
points within each point may be small. Marshall and Spiegelhalter (2007)
and Presanis et al. (2013) suggest to treat shared parameters as “nuisance
parameters”, by placing a “cut” in DAG, preventing information flow from
group j to the shared parameter. However, it turns out that implementing
the “cut” concept within MCMC algorithms is a difficult matter. Discussion
of practical and conceptual issues connected to the “cut” concept has mainly
been taking place on blogs and mailing lists rather than in traditional ref-
ereed journals, but a thorough review is nevertheless provided by Plummer
(2015), who is the author of the JAGS software. Plummer (2015) shows that
the “cut” functionality (recommended by Presanis et al. (2013)) implemented
in the OpenBUGS software “does not converge to a well-defined limiting dis-
tribution,” i.e. it does not work. We are not aware of any correct general
MCMC implementation.
Our approach using INLA solves all of the issues above. The first issue (com-
putation intractability) is dealt with simply because INLA is orders of magnitude
8
faster than MCMC, making cross-validation-based approaches manageable. The
second issue is also dealt with: We provide a general implementation that only
needs the model specification and an index specifying the grouping, so implementa-
tion of the extra step of running the node-split model checking (given that the user
already has a working INLA model) is a trivial task. We also provide an elegant
solution of the third issue of “shared parameters”/”cuts,” implementing the “cut”
using an approach equivalent to what Plummer (2015) calls “multiple imputation.”
The key to solving the second issue, that is, making a general, user-friendly
implementation, is to make one specific choice of parameter for the node-split:
the linear predictor η. Intuitively, this is what the model “predicts” on the latent
level, so it seems to make sense to use it for a measure of predictive accuracy. The
main advantage of η is that it will always exist for any model in INLA, making it
possible to provide a general implementation. Thus, the node split is implemented
by providing a grouping j = 1, . . . , J . Formally, the grouping is a partition of the
index set of the observed data y. For each group j, we collect the corresponding
elements in η (i.e. corresponding to data yj contained in group j) into the vector
ηj. The node-splitting procedure sketched at the end of Section 2.2 then follows
through, simply by replacing the general parameter γj with ηj, and considering
the difference
δj = η
(−j)
j − η(j)j , (8)
where η(−j)j ∼ pi(ηj|y−j) and η(j)j ∼ pi(ηj|yj). We then wish to test H0: δj = 0
for each group j. It is often reasonable to assume multivariate normality of the
posterior pi(δj|y) (see the discussion in Section 5 for alternative approaches if we
are not willing to assume approximate posterior normality). If we denote the
posterior expectation of δj by µ(δj) and the posterior covariance by Σ(δj), the
standardized discrepancy measure
∆j = µ(δj)
>Σ(δj)−µ(δj)
(where Σ(δj)− is then a Moore-Penrose generalized inverse of Σ(δj)) has a χ2-
distribution with r = Rank(Σ(δj)) degrees of freedom under H0. The discrepancy
measure above is a generalization of the measure suggested by Gåsemyr and Natvig
(2009) and Presanis et al. (2013, option (i) in Section 3.2.3 on page 384), extended
to the case where Σ(δj) does not necessarily have full rank (typically, Σ(δj) will
have less than full rank).
For each group j, an estimate of ∆j is calculated by using two INLA runs: first,
a “between-group” run is performed by removing (set to NA) the data in group j,
providing an estimate for pi(ηj|y−j). Second, a “within-group” run is performed
using only the data in group j, thus providing an estimated pi(ηj|yj). The “shared
parameter”/”cut” problem described in item 3 above is dealt with by using an INLA
feature allowing us to use the estimated posterior of the hyperparameters θ from
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an INLA run as the prior for a subsequent INLA run: we can then simply use the
posterior of the hyperparameters from the “between-group” run as the prior for the
“within-group” run. This corresponds exactly to Plummer’s (2015) recommended
“multiple imputation” solution of the “cut” issue.
Using the linear combination feature of INLA (see Section 4.4 of Martins
et al. (2013)), estimates of the posterior means and covariance matrices from both
pi(ηj|y−j) and pi(ηj|yj) can be calculated quickly, and we can calculate the ob-
served discrepancy
∆̂j = µ̂(δj)
>Σ̂(δj)−µ̂(δj)
where
µ̂(δj) = µ̂(η
(−j)
j )− µ̂(η(j)j ), and
Σ̂(δj) = Σ̂(η
(−j)
j ) + Σ̂(η
(j)
j ).
Finally, conflict p-values p1, . . . , pJ are then available as
pj = Prob(χ2r ≥ ∆̂j),
where χ2r denotes a chi-squared random variable with r degrees of freedom.
3 Implementation in R-INLA
The method has been implemented in the function inla.cut() provided with the
R-INLA package (see http://r-inla.org). The input to the function is an inla
object (the result of a previous call to the main inla() function) and the name
of the variable to group by. The output is a vector containing conflict p-values for
each group. Thus, the usage is as follows:
inlares <- inla(...)
splitres <- inla.cut(inlares, groupvar)
where groupvar is the grouping variable, and “...” denotes the arguments to
the original inla call. See the documentation of inla.cut (i.e., run ?inla.cut
in R with R-INLA already installed) for further details. Note that the inla.cut
function is only available in the “testing” version R-INLA; see http://r-inla.
org/download for details on how to download and install this.
4 Examples
4.1 Growth in rats
Our first example is the “growth in rats” model considered in Section 4.3 of Presanis
et al. (2013), also analysed by Gelfand et al. (1990). This data set consists of the
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weights yij of rats i = 1, . . . , 30 at time points j = 1, . . . , 5 (corresponding to ages
8, 15, 22, 29 and 36 days). This is modelled as
yij ∼ N(µij, τ),
µij = β0 + β1tj + ψi0 + ψi1t1,
ψi ∼ MVN2(0,Ω),
where “MVN2” denotes the bivariate normal distribution, ψi = (ψi0, ψi1)′, the fixed
effects β0 and β1 are given independent N(0, 10−6) priors, the data precision τ is
given a Γ(10−3, 10−3) prior, and the precision matrix Ω of the random effects is
given the prior
Ω ∼Wishart
((
200 0
0 0.2
)
, 2
)
.
For this model, it seems natural to ask whether any of the rats are “outliers”
in the sense of the model being unsuitable for the particular rat. Using the node-
splitting approach, we can address this question, giving a p-value corresponding to
a test of model adequacy for each rat. The resulting p-values are shown in Table 1,
where we also compare to the result from a long MCMC run using JAGS (Plummer,
2016) (details not shown).
Figure 1 shows a scatterplot of MCMC versus INLA p-values. There is not any
substantial difference between the MCMC and INLA results. Figure 2 shows the
empirical distribution of the resulting p-values. Rat number 9 is identified as an
“outlier” (p=0.0021) at a false discovery rate (Benjamini and Hochberg, 1995) of
10%.
The total INLA run time for this example was 8.3 seconds, with the initial INLA
run taking 2.5 seconds and the node-splitting using inla.cut (see Section 3) taking
5.8 seconds. A machine with 12 Intel Xeon X5680 3.33 GHz CPUs and 99 GB
RAM was used. The MCMC run time using the same hardware, running JAGS
and two chains of 200,000 iterations each (discarding the first 100,000 iterations),
was 34 minutes, so INLA was nearly 250 times faster than MCMC for this example.
While it is of course difficult to know for how long it is necessary to run an MCMC
algorithm, investigation of convergence diagnostics from the MCMC run indicates
that the stated iterations/burn-in is not excessive.
4.2 Low birth weight in Georgia
In this example, we study the “Georgia low birth weight” disease mapping data set
from Section 11.2.1 of Lawson (2013). Different analyses of these data using INLA
are described in Blangiardo et al. (2013). The data consist of counts of children
born with low birth weight (defined as less than 2500 g) for the 159 counties of the
state of Georgia, USA, for the 11 years 2000-2010. Let yij be the count for county
11
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Figure 1: Scatterplot of MCMC vs. INLA p-values.
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MCMC INLA
1 0.97 0.96
2 0.06 0.06
3 0.74 0.74
4 0.11 0.11
5 0.18 0.17
6 0.83 0.81
7 0.62 0.59
8 0.86 0.86
9 0.0025 0.0026
10 0.21 0.21
11 0.32 0.32
12 0.51 0.49
13 1.00 1.00
14 0.16 0.15
15 0.07 0.08
16 0.68 0.68
17 0.58 0.56
18 0.69 0.70
19 0.72 0.73
20 0.95 0.95
21 0.87 0.87
22 0.45 0.45
23 0.53 0.50
24 0.63 0.63
25 0.03 0.02
26 0.65 0.64
27 0.26 0.26
28 0.64 0.63
29 0.18 0.16
30 0.99 0.99
Table 1: P -values from the rats example.
i = 1, . . . , 159, year j = 1, . . . , 11, and let tj = j− 5 be the centered year index. A
possible model is then
yij ∼ Poisson(Eij exp(ηij)),
ηij = µ+ ui + vi + βtj, (9)
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where Eij is the total number of births, and ui and vi are together given a Besag-
York-Mollie (BYM) model (Besag et al., 1991). In the BYM model, the spatially
structured random effect ui is given a intrinsic conditionally independent autore-
gressive structure (iCAR), with ui|uj 6=i ∼ N(n−1i
∑
Ni uj, n
−1
i σ
2
v), where ni is the
number of neighbors (sharing a common border) with county i, and Ni denotes
the set of neighbors of i. The vi are residual unstructured effects, independent
and identically distributed N(0, σu). The INLA default low-informative priors are
defined on the hyperparameters θu = log σ−2u and θv = log σ−2v : both θu and θv are
given Gamma(1, 0.0005) priors.
For this model, traditional model-check diagnostics are either on the (county,
year) level (checking the fit for each individual count yij) or on the overall model
(as we could do with standard goodness-of-fit tests). However, using the node-
splitting methodology we can also either
1. check the model adequacy by county, or
2. check the model adequacy by year,
simply by grouping by county or year, respectively.
Figures 3 and 4 show the results from the (spatial) split by county. Two
counties are identified as divergent at a 10% false discovery rate (FDR) level: Hall
and Catoosa county, with p-values of 0.000029 and 0.00017, respectively.
It is also interesting to study the model adequacy by year: Are any of the years
(from 2000-2010) identified as outliers? Figure 5 shows the results (− log10 of p-
values) from node-split when we group by year. We see that the last two years,
2009 and 2010, are identified as divergent, with p-values of 0.0022 and 0.0020,
respectively. This suggests that the assumption of a linear time trend in model (9)
needs some amendment.
The run time (using the same hardware as in Section 4.1) was approximately
four seconds for the initial INLA run, 30 seconds for the split by year, and approx-
imately five minutes for the split by county. We did not implement any MCMC
algorithm for this example.
5 Discussion
Although our aim has been to provide a general, easy-to-use implementation, there
are some limitations. First, we currently assume that the grouping is “linear” in
the sense of always comparing group i, say, with all remaining groups (“−i”). To
implement the method for the case of network meta-analysis, it would be neces-
sary to extend the implementation to the more general case where group i might
be compared with some, but not all, of the remaining groups, and the list of “re-
maining groups” might change arbitrarily with i. Second, we only consider conflict
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Figure 3: Map of − log10 of p-values from spatial split of low birth weight model.
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Figure 4: The two “outlier” counties identified as not conforming to the model.
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Figure 5: Time series of − log10 of p-values from temporal (yearly) split of low
birth weight model. The two last years (marked in red) are identified as outliers.
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detection based on the linear predictor of the model; in some cases it might be nec-
essary to consider other parameters. However, this would make it more challenging
to provide a general implementation. Third, we restrict to the class of latent Gaus-
sian models, but this is of course more a limitation of the INLA methodology itself
and not of the model criticism method as such. Finally, as described above, the
method (as currently implemented) relies on an assumption of approximate mul-
tivariate normality of the posterior linear predictor. As discussed in Section 3.2.3
on page 384 of Presanis et al. (2013), there are ways to avoid this assumption,
at the cost of a higher computational load. For example, if we only want to as-
sume a symmetric and unimodal (but not necessarily normal) posterior density,
an alternative test can be devised based on sampling from the posterior and using
Mahalanobis distances. Since R-INLA provides functionality for quickly produc-
ing independent samples from the approximated joint posterior, the Mahalanobis
distance based approach could potentially be implemented within our approach.
However, in our experience the posterior distribution of the linear predictor is
nearly always sufficiently close to normal; thus, our judgment has been that using
the Mahalanobis-based p-values was not worth the extra computational effort, and
it is not currently implemented. Nevertheless, if there is a popular demand, this
functionality might be added in a future version of the software.
The method is cross-validatory in nature and avoids “using the data twice”, a
well-known problem with posterior predictive p-values and related methods Ba-
yarri and Castellanos (2007). Nevertheless, it would be a useful topic for further
study to consider both the power of our conflict detection tests, as well as the
“calibration” in the sense that p-values from a true model should be uniformly
distributed (see Gåsemyr (2016) for some recent work on the calibration of node
level conflict measures). In particular, in some cases the method may not detect a
"practically significant" conflict due to insufficient power. Power (e.g. with FDR
thresholding) has not yet been investigated systematically so far, and this could
potentially be carried out in a simulation study with INLA, whereas MCMC would
be too slow to do this. Simulation studies could also be useful for assessing the
calibration issue mentioned above, i.e. whether p-values are really always uniform
under no conflict.
To account for the multiple testing issues generated by considering many groups
and performing a test for each group, we have simply used FDR. FDR correction
provides a convenient and well-understood methodology for dealing with multiple
testing. However, it could still potentially be useful to employ multiple testing
methodology that is more specifically geared to the group-wise model checking
tests used here. See Presanis et al. (2017) for some work in this direction.
Finally, it could be useful to provide graphical or more general numerical mea-
sures of fit in addition to the conflict p-values, in order to obtain further insight
18
into the reasons for any discovered lack of fit, for example, using the approach
of Scheel et al. (2011). We leave this as an interesting topic for further work.
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