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Abstract 
This study provides the first empirical assessment of the impact airline delays have on urban employment. 
While previous works have suggested that road congestion can slow down regional development, the 
influence of air traffic delays on metro-level jobs has not been examined comprehensively. The present 
study uses a 9-year panel of quarterly data, which covers passenger airline traffic and delays at airports 
across urban areas in the United States. The panel also includes data on total and industry-specific 
employment at the metropolitan-area level.  Our empirical estimates of the impact of air traffic on total 
employment are comparable to previously reported measures in the literature. However, we find that 
service-sector employment is less sensitive to air traffic than other studies suggested. We provide new 
evidence confirming that delays have a negative effect on employment, a finding that is robust to various 
specifications of our empirical model. Our results indicate that a 10 percent increase in the number of 
delayed flights leads to up to a 0.15 percent decrease in total and service-sector employment, a 0.47 
percent decline in leisure and hospitality employment, and a 0.7 percent reduction in the employment 
level of goods-producing jobs. 
Keywords: Congestion, Delays, Employment, Airport, Tradable services, Non-tradable services  
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1. Introduction 
Few would argue against the claim that infrastructure facilitates trade and contributes to 
economic development. In order for a region to realize its comparative advantages through 
trade, efficient means to move goods and services are necessary. Further, since trade in services 
depends on information-sharing technologies and communication capabilities, air transport 
plays an important role in economic growth by facilitating personal interactions. However, 
estimating the impact of transportation infrastructures, such as airports, on regional 
development is difficult. A related empirical question, which is both policy-relevant and 
underexplored, is that of the economic benefits that are not realized due to inefficiencies in a 
region’s transportation system. Our study addresses this very issue by exploring the impact that 
air traffic delays have on urban employment. 
Recent studies have examined how air travel affects urban development while tackling modeling 
issues that inherently arise from the endogenous relationship between airport traffic and 
metropolitan employment. However, growing passenger volume can lead to increased airport 
congestion and delays, which in turn can also affect airport traffic and urban employment 
characteristics. On the one hand, delays can serve to inhibit the otherwise positive effect of air 
traffic on regional economic development (an effect documented for road congestion by Hymel, 
2009). On the other hand, congestion brings about the need for services to manage its negative 
externalities (hotels, restaurants, and retail shops to accommodate stranded passengers, 
additional manpower to rebook travelers on missed connections, etc.). In this important respect, 
air traffic delays are rather different from surface-road congestion. 
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Not accounting for any potential change in urban employment due to airport delays effectively 
overestimates (or underestimates) the impact of air traffic on regional development. Measuring 
the effect of delays on local employment, therefore, is an interesting exercise that has not been 
attempted yet. This paper starts filling the literature gap identified above by examining the 
impact of airport delays on the economic growth of cities, and by re-evaluating studies that 
measure the impact of air travel on regional development. We take advantage of a 9-year panel 
of quarterly data, covering passenger airline traffic and delays at airports across urban areas in 
the United States (U.S., hereafter). The panel also includes data on total and industry-specific 
employment at the metropolitan-area level.   
In addition to contributing to the literature on the effects of air travel on regional development, 
our study adds to the discussion of the cost of air travel delays. Published estimates in this area 
are mostly aggregate. Most recently, Peterson et al. (2013) determined that a 10 percent 
reduction in airline delays would raise net welfare in the U.S. economy by almost $17.6 billion, 
while a 30 percent drop in the number of delayed flights would result in a $38.5 billion increase 
in welfare. These estimates stem from a black-box aggregated model. Our study provides 
evidence at the regional level, focusing on what Peterson et al. would consider as indirect effects 
of delays (those not directly borne by the airlines and passengers). 
Results of our data analysis demonstrate the following. First, controlling for unobserved, city-
specific characteristics, we confirm the positive effects of passenger air traffic on employment. 
Our estimates of total employment elasticities are similar to those reported from cross-sectional 
studies. However, we find that employment in the service sector is less sensitive to changes in 
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passenger air travel than previously reported by Brueckner (2003). Contrary to recent evidence 
provided by Sheard (2014), we also determine that air traffic impacts employment in non-
tradable services jobs, but does not affect industries that provide tradable services. At the same 
time, however, if we decide not to account for MSA-specific heterogeneity, our results confirm 
the reversed traffic and sectoral-employment relationships found by Sheard. 
A robust relationship between delays and employment levels is found, indicating that a 10 
percent increase in the number of flights delayed leads to a 0.14 percent decrease in total and 
service sector employment, a 0.5 percent decline in employment in the leisure and hospitality 
sector, and a 0.7 percent reduction in goods production employment iii. The results for total 
employment are less robust to the choice of instruments and delay measures; however, the 
relationships found for service sectors are fairly consistent. 
The rest of the paper is organized as follows. The next section reviews the relevant literature, 
followed by a description of the data, methodology, and results. The last section concludes the 
paper. 
2. Literature 
This study contributes to the following strains of literature. In broad terms, we are adding to our 
understanding of the effects of congestion on regional development. The existing literature here 
has focused on road congestion, and includes only a handful of studies. Relevant works include 
Boarnet (1997), Fernald (1999), Hymel (2009), and Sweet (2011, 2014). Our study extends this 
literature by examining the effects of airport congestion. 
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Another strand of literature relevant for our work is that on transportation frictions and urban 
employment (as delays can be considered a type of transportation friction). For example, 
Duranton and Turner (2012) use 1947 plan of interstate highway system and 1898 map of 
railways to instrument for 1983 highways, and they study the effect of highway on employment 
growth. Desmet et al (2015) discuss how the congestion costs have limited the employment 
growth in India, especially for medium-density cities. They also look at the differential 
employment growth patterns in manufacturing and services. Saito and Wu (2016) find that for 
the US congestion effects dominate localized scale externalities in urban counties for 
employment growth. 
While air travel delays have been studied quite extensively, most of the pertinent work deals with 
their causes rather than effects. Examining the effect of route- and airport-level competition, 
Mazzeo (2003) demonstrated that both the length and frequency of flight delays decrease with 
competition. Lee and Rupp (2007) revealed how significant pilot-wage reductions affect their 
effort level, and thereby an airline’s on-time performance. More recently, Prince and Simon 
(2010) showed that as multimarket contact between carriers increases, delays also increase. 
The existing literature on the effect of air traffic delays consists of macro-level studies attempting 
to put a dollar figure on the impact of delays on the economy, and micro-level work examining 
the relationship between delays and airfares. Among the former, the following studies are of 
note. Analyzing U.S. Department of Transportation’s (DOT) data of scheduled flights in 2007, a 
report by the majority staff of the Joint Economic Committee (JEC, 2008) detailed the costs 
associated with airline delays to carriers, to travelers, and to the U.S. economy as a whole. The 
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report’s estimates showed that the indirect costs of delays incurred by industries are around $10 
billion (JEC, 2008). Even though this is a fractional share of their estimated total burden on the 
economy ($40.7 billion), the report claimed that the service (lodging, food, and retail) and public 
transportation industries were particularly affected by the delays.iv  Commissioned by the Federal 
Aviation Administration (FAA), a National Center of Excellence for Aviation Operations Research 
(NEXTOR) study estimated direct and indirect costs associated with airline delays in 2007 
(NEXTOR, 2010). NEXTOR’s comprehensive report projected $28.9 billion in direct costs to airline 
delays, accounting for lost demand in air travel and costs incurred by both carriers and 
passengers.v   The estimated indirect costs, calculated as a reduction to the 2007 U.S. GDP, 
amounted to $4 billion. NEXTOR’s estimated total cost to the economy ($32.9 billion) is around 
$8.1 billion short of the JEC measure, shedding light on the challenges in estimating the cost-
impacts of airline delays. 
Peterson et al. (2013) addressed the discrepancies in the indirect-cost estimates of the 
aforementioned delay-impact works, noting that the studies entirely attribute the transferred 
costs of users to the aggregate loss of welfare in the economy. The authors also pointed to the 
delay-induced reduction in the labor productivity of business travelers, and in outputs (or inputs) 
of goods and services in industries that are dependent on air transport. Noting that these delay 
costs are not confined to industries affiliated with airlines, the study emphasized the importance 
of incorporating the indirect impacts of delays that are felt in other sectors of the economy (those 
specializing in the provision of leisure, hospitality, and tourism services, for example). Using a 
commodity- and industry-based model that accounts for the ancillary costs of flight delays, 
Peterson et al. found that a 10 percent reduction in airline delays would raise net welfare in the 
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U.S. economy by almost $17.6 billion, while a 30 percent drop in the number of delayed flights 
would result in a $38.5 billion increase in welfare. 
Studies of the price effects of delays include Forbes (2008), Bilotkach and Pai (2012), and 
Bilotkach and Lakew (2014). Forbes (2008) examined the impact of competition at New York’s 
LaGuardia airport. Finding that the fare-impact of delays are stronger on competitive routes, 
Forbes demonstrated that an additional minute of delays decreases airfares by $1.42. Bilotkach 
and Pai (2013) found a comparable reduction in ticket prices due to delays, using a sample of 
one-stop itineraries. Focusing on the cause of delays, Bilotkach and Pai also showed that weather 
delays (not controlled by a carrier) have a stronger impact on fares than delays caused by the 
carrier. More recently, Bilotkach and Lakew (2014) examined the price effects of delays using 
aggregated airport-level data. They confirmed the expected price-delays relationship, and 
concluded that weather and late aircraft delays have the most robust effect on airfares. 
Research on the relationship between air traffic and regional development has seen some 
resurgence recently. Most of the papers in this line of literature, however, use cross-sectional 
data analysis (Tittle et al., 2012 and Mukkala and Tervo, 2013 being notable exceptions). These 
studies have shown that increased airport traffic is associated with higher service-sector 
employment and lower employment in manufacturing industries (Brueckner, 2003; Blonigen and 
Cristea, 2012; Sheard, 2014). Similar works have also measured the effect of air cargo traffic on 
urban development (Oster et al., 1997; Kasarda and Green, 2005; Green, 2007; Button and Yuan, 
2013). A dynamic-panel data analysis employed by Bilotkach (2015) demonstrated that the 
number of destinations served from an airport appears to have a stronger impact on regional 
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development than the level of passenger air traffic. Bilotkach’s work, however, uses aggregated 
data on employment, without breaking it down by industry sectors as we do in the present paper. 
3.  Data 
3.1 General 
In our empirical analysis, we use data on metropolitan employment, air traffic, air travel delays, 
and city-level controls. Additionally, we use data on local weather, airline network characteristics, 
and airport locations to construct instruments for explanatory variables that are potentially 
endogenous (traffic and delays). Descriptions of the variables used in this study are provided in 
Table 1. Table 2 presents the corresponding descriptive statistics for the variables. All of the data 
used in our analysis are aggregated to the Core Based Statistical Area (CBSA), a geographic area 
defined by the U.S. Office of Management of Budget (OMB). vi   Our study focuses on the 
Metropolitan Statistical Area (MSA) subset of the CBSA, where the urban core contains at least 
50,000 people. 
Using metro-level socioeconomic data from the Bureau of Labor Statistics (BLS) and airport-level 
traffic and delay data provided by the DOT’s Bureau of Transportation Statistics (BTS), we 
construct a 9-year quarterly panel (2004Q1-2012Q4) for airline operations at U.S. airports. Our 
panel also includes metro-level demographic data from the U.S. Census Bureau and weather data 
from the National Oceanic and Atmospheric Administration (NOAA).  We calculate traffic and 
delay variables at the quarter level to match the BLS socioeconomic data. The three-month length 
of a quarter is expected to be short enough to allow important variation in our traffic and delay 
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variables within a given year, while also being long enough to capture appreciable changes in 
urban employment levels. 
Passenger traffic and delays at airports are collapsed to their corresponding MSAs. While the 
MSA serves as an appropriate physical and economic area to analyze airport-traffic and delay 
impacts, the economic data used in our analysis precludes any examination of airport-specific 
effects of traffic within a city. This limitation in the data can be severe in cases where airports 
with sizeable traffic and unique characteristics are located within the same MSA. To account for 
this issue, we specify models with city fixed effects, which capture the urban-growth impacts 
from traffic and delay variations within cities. 
We focus our analysis on metropolitan areas where at least one airport in that city enplanes more 
than 10,000 passengers a year (classified as a primary airport by the FAA) and departs more than 
100 flights per quarter. MSAs that are missing employment data in any of the selected industries 
are also dropped. The resulting number of MSAs in our sample range from 175 to 190 (larger 
sample for specifications without delay measures).  Details on the data and variables prepared 
for our analysis are discussed below. 
3.2 Socioeconomic and demographic data 
Industry-level data for metro-area employment are obtained from the Bureau of Labor Statistics’ 
(BLS) Quarterly Census of Employment and Wages (QCEW).vii  At the most aggregate level of this 
quarterly data, we have selected the following QCEW high-level employment domains (shown 
here with their corresponding industry NAICS codes):  
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1) Service Providing  
a) Education and health service (61, 62) 
b) Financial activities (52, 53) 
c) Information (51) 
d) Leisure and hospitality (71, 72) 
e) Professional and business services (54 - 56) 
f) Trade, transport and utilities (22, 42, 44, 45, 48, 49) 
g) Other non-Public Administration services (81) 
2) Goods Producing  
a) Construction (23) 
b) Manufacturing (31-33) 
c) Natural resources and mining (11, 21) 
We also analyze subsets of the QCEW’s super-sector groups, Service Providing and Goods 
Producing. Consistent with Sheard’s (2014) classification of industries, we differentiate sectors 
that provide “tradable” services and commodities from those that do not. An industry sector is 
considered to be tradable if the goods or services that are produced by its employees can readily 
be acquired or consumed in a different geographical location (Sheard, 2014). Hence, Professional 
and business services, Information, and Financial activities (EMPPBIF) are classified as sectors 
providing tradable services from the Service-Providing group (SERV), while Manufacturing 
(EMPMNF) is naturally selected as the tradable sector from the Goods-Producing group 
(EMPGDS). Industries involved in the provision of such tradable goods and services benefit greatly 
from the face-to-face contact facilitated by airline services (Brueckner, 2003). Therefore, in line 
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with Sheard’s findings, we expect that air traffic will have a noticeable impact only on the 
employment levels of industries with tradable goods and services. The employment sectors that 
are not considered tradable are Trade-transport-utilities, Leisure and hospitality, and Education 
and health services. These employment areas, denoted EMPTLE, consist of jobs that mostly cater 
to the local urban area, and presumably do not heavily depend on the direct-personal contact 
enabled by air transport. 
Lastly, we also separately consider the employment data for the Leisure and hospitality sector, in 
view of the delay-impact implications that we invoked in the introduction of this paper. We 
believe that the spillover effects of airport delays may actually stimulate employment in the local 
accommodation, entertainment, dining and recreational service sectors. Therefore, the impact 
that both air traffic and delays have on this sector’s employment levels will be studied separately.  
We supplement our socioeconomic data with annual county-level population figures (collapsed 
to their corresponding MSAs) provided by the U.S. Census Bureau. Further, in line with the 
existing literature, we use the population data to construct population-share variables based on 
two main age groups, YOUNG (15 and younger) and OLD (65 and older). The baseline group (16 
to 64) is assumed to be representative of a city’s population in the labor force. 
3.3 Traffic and Airport data 
Our key passenger traffic measure is the number of passenger enplanements (PAX) from all 
primary airports in the MSA. This information is aggregated at the quarter level from the BTS 
Form 41 Traffic T-100 Segment tables. This dataset provides disaggregated passenger and freight 
traffic data for all flights where at least one point of operation is domestic (in the U.S. or Canada).  
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Other airport-related information that we include in our data analysis are as follows. We use 
detailed airport location data from the BTS National Transportation Atlas Database 2012 (NTAD) 
to link U.S. airports to their corresponding MSAs through county-MSA associations. The OMB’s 
2009 CBSA county delineations were used to complete this crosswalk.viii   The NTAD airport-
location data also specify the latitude and longitude coordinates of the airports, which allowed 
us to measure great-circle distances between airports. Inter-airport distances are then used to 
construct variables that capture the diversion of passenger traffic between cities in our sample. 
This traffic-diversion effect (also known as a traffic shadow effect) is proxied by a binary variable 
(PROXIM.) that equals 1 when the smallest airport in a small MSA is within a 150-mile radius of 
the largest airport in a neighboring, large MSA.ix 
One of the main instruments we use for passenger traffic is HUB. This variable is equal to 1 if an 
MSA has one airport and it happens to be a passenger hub. If there are multiple airports in that 
hub city, the hub variable is equal to the fraction of airports in that MSA (to discount the hub’s 
share of enplanements). At the most basic level, an airport is classified as a passenger hub if at 
least one carrier at that airport serves at least 25 destinations per quarter.x   
The following justification for the suitability of the HUB instrument is adapted from Brueckner 
(2003). Since hub airports facilitate sizable levels of connecting and intermediate-stop traffic, in 
addition to local enplanements, we can say that HUB (as a driver of traffic) satisfies the relevance 
requirement of an appropriate instrument. However, fulfilling the exclusion requirement of an 
instrument (no correlation with the error term) with HUB is less palpable.  Given that populous 
cities provide a strong base for local enplanements, hubs are likely to locate in larger 
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metropolitan areas to benefit from this natural scale advantage. And considering the strong 
proportionality between city size and employment levels, it follows that the hub status of airports 
and city employment may be correlated. Note, however, that the exclusion requirement for a 
suitable instrument necessitates that unobserved determinants of employment are not 
correlated with the instrument (HUB). Therefore, since POP controls for city size in our 
specifications, it is reasonable to assume that the remaining unobserved features in the error 
term (which may raise a city’s employment to levels higher than a city of comparable size) have 
negligible relations to the classification of an airport as a hub. 
A variable that measures how close a city’s airports are to the center of the U.S. population is 
also calculated, and is used as an alternative instrument for traffic.xi  This instrument, denoted 
CENTR., is expected to be correlated with traffic since cities located farther away from the 
population center of the country are less likely to be used by airlines as traffic-consolidation hubs. 
Given that there is no association expected between both the distance of a city to the country’s 
population centroid and that city’s employment characteristics (all else equal), correlation 
between CENTR. and the error term in our key specifications is unlikely, or sufficiently small. 
While certain coastal hub airports are obvious exceptions to the location assumptions of this 
instrument, the efficiency gains of a central location in hub-and-spoke networks are likely to have 
a considerable impact on traffic levels.  
Other instruments we have constructed for traffic are LEISURE and SLOT. LEISURE is a dummy 
variable equal to 1 for vacation cities (Orlando, FL; Las Vegas, NV; Atlantic City, NJ; Myrtle Beach, 
SC; Gulfport, MS), where the air travel demand is expected to be considerably unique. Correlation 
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between LEISURE and employment specialization (namely in the services sector) is likely, but this 
variable will not necessarily be correlated with employment levels. Hence, LEISURE is expected 
to meet the exclusion requirement of a good instrument by being uncorrelated with the error 
term.  MSAs of slot-controlled airports operating at capacity (DCA, EWR, JFK, and LGA) are 
captured by the SLOT variable. SLOT is equal 1 if an MSA has at least one airport that is slot 
controlled. If that MSA has multiple airports, SLOT is equal to the fraction of non-slot controlled 
airports in that MSA (to discount the slot-controlled airport’s share of enplanements). Even 
though traffic may play an important role in airport congestion, capacity constraints are 
considered to be the major determinants of an airport’s SLOT status. CENTR., LEISURE, and SLOT 
are time-invariant variables in our sample. While HUB and PROXIM. may vary slightly over time 
for some cities (due to hub-status changes or traffic re-allocation), their within-city disturbances 
are inconsequential to our estimations. 
3.4 Delays 
The delay data are obtained from the BTS On-Time Performance databank, which gives detailed 
information on airline delays, flight schedules, gate-to-gate travel times, and other flight-level 
measures for non-stop operations of certified U.S. major carriers (airlines that account for 1 
percent or more of the domestic revenues of scheduled passenger operations). Our delay 
statistics are based on the complete data provided by BTS over the 9-year period of this study, 
which include over 5 million flight observations per year. 
In this dataset, departure (arrival) delays are calculated as the difference between the scheduled 
departure (arrival) time and the actual departure (arrival) time. We refer to this measure as the 
15 
 
schedule delay, which is often reported as the on-time performance statistics of airlines. Noting 
that carriers are able to manipulate scheduled times to improve their overall on-time 
performance statistics (known as “schedule padding”), several studies have chosen to measure 
delays as the difference between the actual travel time and a minimum travel time recorded for 
a particular segment (excess time).xii While some of these studies have controlled for carrier-
specific differences in fleet-mix that might bias the measure of minimum-flight time, Rupp (2009) 
emphasized the potential for excess time to be affected by anomalous fast flight times 
(potentially caused by strong tail winds, for example). Moreover, as argued by Rupp, passengers 
are attuned to the schedule delays, rather than excess time. Time-sensitive travelers (e.g., 
business passengers) plan their trips according to the scheduled time, not the unimpeded time. 
Considering the potential for erroneous measurements of excess time and our desire to focus on 
passenger-perceived delays, we have chosen to use schedule delays for the delay metric of this 
paper.xiii 
The following measures of delays are constructed: 
Departure delays are defined as the difference between a flight’s scheduled and actual gate-
departure time. We calculated the quarterly frequency (COUNTDEL) and sum (SUMDEL), of 
departures delayed for at least 15 minutes at the departure/origin MSA. When computing these 
measures, we are using the FAA’s 15-minute cutoff for defining delayed flights. We also 
computed the mean delays (MEANDEL) of all flights in the sample (in minutes, including early and 
on-time departures). 
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Arrival delays are defined as the total delay of a flight arriving at its destination gate, including its 
departure and en route delays. We calculated the quarterly frequency of arrival delays 
(COUNTDEL), as well as the sum of arrival delays (SUMDEL) for flights delayed for 15 minutes or 
more at the arrival/destination MSA. Parallel to departure delays, we also calculated mean delays 
(MEANDEL) of all arrivals in the sample MSAs. 
The mean delay measures are computed for all flights. On-time flights are recorded at zero 
minutes of delay, and flights departing (arriving) ahead of schedule are assigned negative delay 
minutes. Measuring delay averages only for flights that are delayed would be problematic since 
a city with 100,000 flights out of which only 2 are delayed for an hour each will look the same as 
a city with 1,000 flights, each delayed for an hour. This issue does not apply to the other delay 
variables (COUNTDEL and SUMDEL) since they measure aggregates, and appear along with 
passenger volume in the regressions.xiv 
We also aggregated counts of canceled flights by origin and destination MSAs (CANCELED). For 
the latter measure, note that CANCELED (collapsed to a destination city) still counts the number 
of flights canceled at various origin MSAs. Thus, this measure captures the impact that origin-city 
cancellations have on a particular destination city.  
Observations with outlier measures for delays are dropped from outbound and inbound samples 
used for this paper. Specifically, observations with mean departure delays ≥ 120 minutes (2 
hours) and mean arrival delays ≥ 90 minutes (1.5 hours) are excluded from the outbound and 
inbound samples, respectively.  This restriction results in twenty-two observations being dropped 
from the outbound samples and two observations were removed from the inbound samples.  
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Descriptive statistics for the calculated delay measures are reported in Table 2. The table shows 
that, on average, arrival delays are shorter than departure delays. This finding indicates that 
airlines tend to make up some time en route – evidence of either schedule padding or operational 
differences between on-time and delayed flights (possibly due to, for example, higher speed for 
flights delayed on departure at the expense of fuel economy). 
Figure 1 shows the shares of various delay sources identified by BTS. Delays caused by carriers, 
late aircraft, and the National Airspace System (NAS) account for most delay minutes. While 
carrier and late aircraft delays may be considered carrier-controlled delays, the remaining delay 
causes are generally unavoidable by the airlines. Note that some weather delays, included under 
the NAS category, are considered to be preventable delays. While accounting for delay causes is 
important, some accuracy challenges with this information should be noted. For example, 
connecting flights that arrive late to an airport could be delayed for various reasons on their 
previous leg(s). In such cases, it is difficult to accurately attribute a single delay cause (such as 
late aircraft) to the flights. Still, keeping these data issues in mind, understanding the unique 
economic impacts of different delay causes would be an interesting exercise for future research. 
3.5 Weather 
Our weather data are downloaded from the NOAA’s Global Historical Climatology Network 
(GHCN) stations. Weather stations that are located within the premises (or vicinity) of airports in 
our sample were selected for our panel. We calculated the MSA averages of the highest January 
temperatures (JANTEMP) recorded at the corresponding airport GHCN stations (in degrees 
Celsius). JANTEMP is included as a control for traffic, seeing that warmer regions (Sunbelt 
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locations) attract leisure travelers. Similarly, we calculated the quarterly averages of recorded 
precipitation (PRCP) and snow (SNOW) levels (in mm). The summary statistics for these weather 
measures are shown in Table 2. 
3.6 Instruments for Delays 
Accounting for potential endogeneity of delays required a rather creative approach to construct 
instruments. Our initial approach only used local weather variables (snowfall and precipitation) 
to directly estimate delay instruments. However, as weather itself can influence productivity at 
the local level, simply using weather variables for a given airport may not satisfy the orthogonality 
requirement of a valid instrument.xv We, therefore, included variables that measure weather 
conditions at airports connected with our sample airports. In other words, we constructed 
instruments that account for changes in local weather and in the weather at an airport’s flight 
endpoints, separately for outbound (departure) and indbound (arrival) flights. 
To construct these instruments, we first prepared a weighting matrix of flights (𝐅) between all 
US airports in the T-100 Segment database for quarters in our sample period (2002Q1 - 2012Q4). 
This weighting matrix provided the quarterly frequency of flights between all origin-destination 
airport pairs, divided by the quarterly total number of flights departing or landing at the 
respective origins and destinations. Our endpoint average weather variable was then the product 
of this trip-weighting matrix and quarterly average weather observations (𝑤) of precipitation, 
snowfall level, and maximum temparature at MSA destination or origin endpoints: 𝐅 ∗ 𝑤. 
More specficially, for the outbound flight sample,  
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[
𝑒𝑛𝑑𝑝𝑜𝑖𝑛𝑡_𝑤1
⋮
𝑒𝑛𝑑𝑝𝑜𝑖𝑛𝑡_𝑤𝑂
] = [
𝐹11/𝐹1 ⋯ 𝐹1𝐷/𝐹1
⋮ ⋱ ⋮
𝐹𝑂1/𝐹𝑂 ⋯ 𝐹𝑂𝐷/𝐹𝑂
] × [
𝑤1
⋮
𝑤𝐷
], and  
for the inbound flight sample, [
𝑒𝑛𝑑𝑝𝑜𝑖𝑛𝑡_𝑤1
⋮
𝑒𝑛𝑑𝑝𝑜𝑖𝑛𝑡_𝑤𝐷
] = [
𝐹11/𝐹1 ⋯ 𝐹1𝐷/𝐹1
⋮ ⋱ ⋮
𝐹𝑂1/𝐹𝐷 ⋯ 𝐹𝑂𝐷/𝐹𝐷
] × [
𝑤1
⋮
𝑤𝑂
]. 
The above multiplication provides us with trip-weighted measurement of endpoint weather for 
origin and destination airports in our sample. Since our panel’s cross-sections are at the MSA 
level, the airports of the trip-weighted weather measures are joined with their respective MSAs, 
using an airport-to-MSA crosswalk. The weighted weather measurements are then aggregated 
by MSAs to provide endpoint measures of average precipitation, snowfall, and maximum 
temperature for MSAs in our outbound- and inbound-flight samples.  Thus, the endpoint weather 
measures are effectively weighted by their corresponding airport flights. So for MSAs with 
multiple airports, the average endpoint weather of the larger airports (most outbound or 
inbound flights) in that MSA has more weight than those of the smaller ones. As shown above, 
we have also collapsed the data at the airport level to better understand the endpoint weather 
conditions of individual airports included in our sample. For all our estimations, we have included 
these endpoint weather variables in addition to the local weather variables (precipitation and 
snow fall levels).xvi 
4.  Empirical Framework 
Our analysis quantifies the impact of traffic and various airline delay measures on industry-level 
employment variables, while controlling for relevant socioeconomic, demographic, and 
exogenous city features. We chose an MSA-level fixed effects model that accounts for 
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endogeneity of both traffic and delay measures through the conventional two-stage least 
squares (2SLS) instrumental-variable estimation procedure. The standard errors we report are 
robust to heteroscedasticity across and autocorrelation within MSAs. 
We specified an empirical model that invokes the following reduced-form relationship between 
an MSA i’s employment 𝐸, outbound (inbound) traffic 𝑇, departure (arrival) delays 𝐷, and 
exogenous city features 𝑋, in quarter 𝑡: 
𝐸𝑖𝑡 =   𝛼𝑖 +  𝛽𝑇𝑖𝑡 +  𝛿𝐷𝑖𝑡 + 𝛾𝑋𝑖𝑡 + ∑ 𝜃𝑡𝑄𝑡 + 𝜀𝑖𝑡,  (1) 
where 𝛼𝑖 denotes the MSA-specific intercept, 𝑄𝑡  represents time (year and quarter) dummy 
variables, and 𝜀𝑖𝑡 is the error term. The variables included in 𝑋 are total population, population 
shares by young- and old-age groups, and the maximum January temperature. In line with 
Brueckner (2003), Equation (1) treats the relationship between air traffic, delays, and economic 
development as a contemporaneous one (i.e., the three variables of interest are determined 
simultaneously).xvii It is unclear how much the observed traffic and delay levels are themselves a 
consequence of (or determined jointly with) the corresponding city’s employment 
characteristics. Therefore, to address the potential endogeneity of both airline traffic and delays 
in this relationship, a 2SLS estimation is used. To remain consistent with the literature, and to 
enable interpretation of our coefficient estimates as elasticities, the employment, traffic, and 
delay measures are included into all specifications in logarithmic form. 
Note that relying on panel data represents a departure from the cross-sectional analysis, which 
remains more popular in the literature on air traffic-development relationships (Brueckner, 2003; 
Blonigen and Cristea, 2012; Sheard, 2014). For comparison purposes, we have also conducted all 
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of our empirical analysis without MSA fixed effects. The corresponding results, which are 
tangentially referred to in this paper, are available from the authors upon request. We should 
also note that potential co-determination issues between city population (POP) and urban-
employment size (EMPTOT) are avoided by lagging POP by four quarters. Therefore, while our 
sample begins in 2004Q1, measures for POP begin as early as 2003Q1.  
Instruments are chosen to fulfill the following identification and exclusion criteria: strong 
correlation with traffic (delays) and weak (or no) correlation with the error term in Equation (1). 
HUB, CENTR., PROXIM., LEISURE, and SLOT are variables that fulfill this criteria, and are 
constructed analogous to the corresponding variables used in Brueckner (2003). Likewise, to 
instrument for delays, weather variables at airport cities are used as described in sub-section 3.6 
above.   
Figure 1 shows that Extreme Weather delays usually account for less than 10 percent of all delay 
sources. However, BTS’ data description reveals that the complete spectrum of weather-related 
sources actually account for a sizable portion of the delays categorized as NAS delays. The 
weather delays included in the National Air System (NAS) category, like other sources in that 
category (Air Traffic Control, traffic, and airport operations), are delays whose effects can be 
reduced through remedial measures by the FAA. The Extreme Weather delays category, on its 
own, represents flights delayed due to weather incidents – such as high winds, tornadoes, 
hurricanes and blizzards – that prohibit flight operations altogether (BTS, 2012). xviii    This 
information supports our choice of weather as a suitable (relevant) instrument for delays 
(combined, NAS and Extreme Weather account for a substantial portion of delays). 
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5.  Results 
The estimation results are presented in Tables 3-14. In all of the specifications we report, delays 
are estimated using the weather instruments for delays. Also, instruments PROXIM., LEISURE, 
and SLOT are used in all of these specifications to account for the endogeneity of the traffic levels. 
Tables 3 through 8 include the HUB instrument in addition to the aforementioned traffic 
instruments. Then, analogous to the HUB instrument, results using CENTR. as an instrument for 
traffic are reported in Tables 9-14. We separately report results for departure and arrival delay 
measures (Tables 3-5, 9-11 and Tables 6-8, 12-14, respectively). The dependent variables we use 
are Total Employment (Tables 3, 6, 9 and 12); Service Employment (Tables 4, 7, 10, and 13); and 
Goods Employment (Tables 5, 8, 11, and 14).xix 
Each table includes five specifications: baseline regression (without delay measures), and four 
specifications that include a different delay metric (number of canceled flights, number of 
delayed flights, mean delay in minutes, and total minutes of flights delayed). All specifications 
control for MSA-specific heterogeneity (using fixed effects) while including the same set of 
control variables. The coefficient estimates for control variables are suppressed from some of 
the tables to save space. The specifications also include year and quarter indicator variables 
(coefficient estimates are not shown) to control for time-specific effects. 
Tables 3, 6, 9, and 12 also report results of the Sargan-Hansen test. We have 7 over-identifying 
restrictions in all the specifications with delays, meaning that, under the null hypothesis of no 
correlation between residuals and instruments in the 2SLS model, the test statistic follows a chi-
square distribution with 7 degrees of freedom.xx In every case we report, the null hypothesis is 
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not rejected, suggesting that our instruments are valid. However, our 2SLS estimations could still 
be biased towards OLS due to weak instruments. Thus, for the first stage regressions, we 
conducted a linear restrictions test of the instruments. The null hypothesis for this test posits 
that all instrument coefficients are equal to zero (F-statistics are reported in Appendix tables). 
The test results mostly point towards rejection of the null hypothesis, indicating that inclusion of 
the instruments significantly improves the explanatory power of each first stage regression (see 
Stock, Wright, and Yogo, 2002). These findings further support the suitability of our chosen 
instruments. 
In our interpretation of the results, we will focus on the following issues, in addition to evaluating 
the traffic-employment and delays-employment relationships for all the delay and employment 
metrics we have used here. First, we will examine whether the outcomes are sensitive to our 
choice of delay measures (arrival versus departure delays) and instruments (HUB versus CENTR.). 
Second, by comparing specifications with delays to the baseline regressions, we will be able to 
see how the inclusion of delays alters the corresponding employment elasticities with respect to 
passenger air traffic. Finally, we can directly compare our elasticities to those reported in 
Brueckner (2003). Note that Brueckner’s study uses a cross-sectional data set, whereas we are 
relying on a panel. Thus, our identifying variation comes from within MSAs over time, rather than 
across the metropolitan areas, as in Brueckner’s work. 
Beginning with the sensitivity of our results to the choice of instruments and departure versus 
arrival delay, we can see that the estimation results do not change much if we use HUB in place 
of CENTR. as an instrument. This outcome largely mirrors Brueckner’s findings, even though 
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CENTR. performs more successfully in our analysis. We should note that, despite their stability 
across the choice of instruments and departure versus arrival samples, the estimation results 
noticeably depend on the measures of delay we use. Specifically, while the frequency of delayed 
flights (COUNTDEL) and total minutes delayed (SUMDEL) exhibit rather similar results, only 
marginally changing the estimate of the impact of traffic as compared to the baseline 
specification, the length of delays (MEANDEL) and the count of canceled flights (CANCEL) render 
the baseline estimates of the impact of traffic to be statistically insignificant in some 
specifications. 
In light of the above points, we will base our discussion predominantly on Tables 3-5. As a 
reminder, Table 3 includes regressions measuring the impact of traffic and delays on total 
employment at the MSA level. Tables 4 and 5 present results for the impact on service and goods 
employment, respectively. We employ four measures of service employment and two measures 
of goods employment in our analysis. Of those, total service employment and total goods 
employment have also been used in Brueckner (2003), allowing for direct comparison to our 
point estimates. 
The baseline estimation for the effect of passenger air traffic on total employment implies that a 
10 percent increase in passenger enplanements would yield a 0.53-0.65 percent growth in city-
level employment. Despite being lower, this estimate is reasonably close to the 0.72-0.88 percent 
effect reported by Brueckner in his cross-sectional analysis. At the sample mean, an increase of 
75,000- passenger enplanements (a 10 percent increase) per quarter will yield around 2,500 new 
jobs. To put this into context, 75,000 passengers is equivalent to about 1.5 additional Boeing-737 
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services per day. These elasticity estimates are not affected much by adding COUNTDEL and 
SUMDEL to the specifications.  
Elasticity estimates of total employment with respect to the two delay measures above suggest 
that a 10 percent increase in the number of delayed flights (around 100 additional delayed 
departures per quarter for the mean observation), or an equivalent increase in the total minutes 
of delay (over 6,000 extra delay minutes per quarter at the sample mean), would decrease 
employment by around 0.14 to 0.15 percent with both the HUB instrument CENTR. instruments. 
At the sample mean, these elasticities correspond to roughly 600 jobs. Further, a 10 percent 
increase in the number of canceled flights costs around 230 jobs. Delay elasticity of total 
employment is observed for the mean-delay metric (MEANDEL) implies that a 10 percent 
increase in the length of average delay is associated with up to 0.25 percent decline in 
employment. Then, an additional 100 delayed departures at the sample mean will have about 
the same effect on employment as delaying every flight at the MSA by an extra 40 seconds.  
Our estimates of the elasticity of service sector employment, with respect to the air passenger 
traffic, imply that a 10 percent increase in traffic increases this employment measure by around 
0.47 percent. Note that this impact is significantly less than the corresponding estimates reported 
by Brueckner (according to his results, an equivalent increase in traffic yields 1.1 - 1.27 percent 
more employment in service jobs). xxi  Thus, at the sample mean, an increase of 75,000 of 
passengers per quarter will yield around 1,366 additional service-sector jobs. 
Turning to the disaggregated employment categories in Tables 4 and 5, it appears that the 
relationship between air traffic and service sector employment is only significant for the non-
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tradable services sector, where a 10 percent increase in traffic yields around 598 jobs in non-
tradable services at the sample mean. The results showing the effect of traffic on tradable versus 
non-tradable sector employment are fundamentally different from those reported by Sheard 
(2014). However, Sheard’s work relies on cross-sectional data, and our estimates without MSA 
fixed effects also exhibit positive relationships between traffic and tradable sector employment. 
Moreover, Sheard used departures (not passenger volume) as the measure of air traffic, and his 
dependent variables are the sectoral shares of employment. Thus, Sheard’s results are essentially 
reflecting how traffic influences shifts in sectoral employment (non-service to service, for 
example). We, on the other hand, are measuring the impact of air traffic on sectoral-employment 
levels. 
Delays robustly decrease employment in the service sector, with the exception of tradable 
services, where the coefficients have the expected sign but lack statistical significance at 
conventional levels. Interestingly, estimates of the service sector’s employment elasticity with 
respect to the count of delayed flights (as well as the elasticities of both tradable and non-
tradable services) are in the same order of magnitude as those found for total employment. The 
same observation holds true for these elasticities with respect to the number of canceled flights 
and mean delay. Note however that arrival delays do not have nearly as robust effects on total 
service sector employment, as compared to departure delays. Results showing the relationship 
between delays and jobs in non-tradable service sector and leisure and hospitality are, however, 
robust to using arrival versus departure delay measures. 
27 
 
Estimates of the impact of delays on leisure and hospitality employment (EMPLH) contrast our 
initial expectations. We had previously discussed potential channels for increased delays to 
positively affect employment in these sectors (infrastructure and services that accommodate 
stranded travelers). Yet, the outcome is quite the opposite, suggesting that delays in fact reduce 
employment in the leisure and hospitality sector. Further, when COUNTDEL or SUMDEL are 
included in the regressions, the impact of air traffic on employment in these sectors becomes 
significant, with an elasticity estimate similar to that reported by Brueckner for the entire service-
sector employment. Moreover, employment in the leisure and hospitality sector is about three 
times as sensitive to delays compared to the non-tradable sector. It thus appears that as delays 
harm businesses and employment in general, the corresponding spillover effect to the leisure 
and hospitality establishments far outweighs any potential positive impact of delays that create 
service jobs aimed at accommodating stranded passengers.xxii Notably, our results here are in 
line with the particularly harmful impacts of delays on lodging, food, and retail services reported 
by the JEC (2008) and the PFNYC (2009) studies. Based on firm survey results in New York City, 
PFNYC (2009) suggested that delays lead businesses to holding fewer meetings in New York, and 
to chosing alternative meeting methods that do not require in-person contact (e.g., 
teleconferencing). These firm decisions would in turn lower occupancy in hotels and restaurants, 
while also reducing other business-related retail purchases. 
As reported in previous studies, the connection between passenger air traffic and employment 
in the goods-producing sector (EMPGDS) appears to be statistically insignificant. Delays, 
however, do have a negative impact on this employment category, where a 10 percent increase 
in the COUNTDEL (SUMDEL) costs around 439 (412) jobs in these sectors, at the sample mean. At 
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the same time, we find no statistically significant relationship between our delay measures and 
employment in the manufacturing sector. Note, however, that all the relevant point estimates 
are quite similar to those reported for total employment.xxiii Additionally, the results render some 
support to the possibility of delay-induced reduction in productivity of goods-producing 
businesses that rely on air services (Peterson et al., 2013). 
Overall, air travel delays show the expected negative effect on employment. There are also clear 
differences in the estimates of this effect across sectors. Interestingly, the goods-producing 
sector employment exhibits the highest sensitivity to delays, followed by the leisure and 
hospitality sector. Manufacturing and tradable services, on the other hand, are not affected by 
delays. The latter conclusion is in contrast to what is reported in the recent studies (Sheard, 
2014). The higher sensitivity of the goods producing sector employment as compared to leisure 
and hospitality is unexpected. 
Our paper represents the first attempt to quantify the impact of airline delays on employment. 
Given the results of our analysis, and the fairly robust relationships we have identified, we believe 
future investigations could continue with the aim of increasing estimate precisions. One avenue 
of further work could explore potential non-linear linkages between our key variables. In fact, in 
the course of this investigation, we attempted to include traffic-delay interaction variables in 
place of our delay metrics. The rationale for this approach is to capture the attenuation effects 
imposed by delays without implying that delays have an impact on employment independent of 
air traffic. Preliminary findings from this exercise produce coefficient estimates that are similar 
to results in this paper (particularly for key traffic, delay, and cancellation variables). Moreover, 
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exploratory regressions with traffic and delay interactions render the coefficients on traffic 
variable (PAX) to be significant and slightly increase their magnitude, compared to the 
corresponding PAX coefficients in our study’s regressions. While this modification to our 
specification preserves the key relationships we found between airport traffic and employment, 
it also demonstrates that our work is not the last word in this line of research. 
6.  Concluding Comments 
This paper provides the first attempt to analyze the impact of air travel delays on city-level 
employment, both total and sectoral. Previous studies suggested that road congestion can inhibit 
urban development (Hymel, 2009). Given the importance of air travel for business in the modern 
world, one could hypothesize a similar effect for the airport congestion. However, before our 
paper, this hypothesis had not yet been analyzed. 
Our work takes advantage of a 9-year quarterly panel, covering major airports across the U.S. We 
use detailed data on passenger air traffic, delays, and employment, aggregated to the MSA level. 
Our data analysis strategy is rather conventional, with the exception that, unlike most previous 
studies, we rely on within-MSA (rather than across-MSA) variation to identify the key 
relationships. We use the same instruments for passenger air travel volume as those employed 
by Brueckner (2003), and delineate service sectors into those providing tradable and non-
tradable services, as suggested by Sheard (2014). Considering the service provisions for delayed 
and stranded passengers, we also pay specific attention to the leisure and hospitality industry, as 
we postulate that businesses in this sector might be positively affected by air travel delays. 
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Our data analysis results confirm some of the findings in the literature, while also detecting 
unexpected relationships. We confirm the positive effects of passenger air traffic on 
employment, and our estimates of this effect are similar to those reported in cross-sectional 
studies. However, we find that the service-sector employment is less sensitive to changes in 
passenger air travel than previously reported by Brueckner (2003). We also determine that air 
traffic does have an impact on employment in non-tradable service jobs, but not in industries 
providing tradable services. This finding contrasts results reported by Sheard (2014). At the same 
time, however, when we do not control for MSA-specific heterogeneity, our results are consistent 
with Sheard (2014).  
We find a rather robust relationship between delays and employment levels. A 10 percent 
increase in the number of flights delayed leads to an up to 0.15 percent decrease in total and 
service sector employment, a 0.47 percent decline in employment in the leisure and hospitality 
sector, and a 0.7 percent reduction in employment in goods producing industries. The higher 
sensitivity of goods-producing sector employment as compared to leisure and hospitality was 
unexpected. 
Overall, this study provides the first evidence on what we consider to be an key relationship 
between air traffic, delays, and employment. As both the volume and importance of air travel in 
the globalizing world is expected to increase, understanding its effects on the local economy also 
becomes an increasingly important issue. 
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TABLE 1:Definition of Variables 
VARIABLES Definition 
  
TRAFFIC 
PAX Enplaned (landed) passengers at MSA 
  
DEMOGRAPHIC AND SOCIOECONOMIC 
POP Total MSA population (annual) 
 YOUNG Share of MSA population of age 14 and under 
 OLD Share of MSA population of age 65 and over 
EMPTOT Total MSA employment 
EMPSERV Service-related empl. 
 EMPPBIF Professional, Business, Information, and Finance empl. (Tradable) 
 EMPTLE Trade-transport-utilities, Leisure-hospitality, and Education-health services empl. (Non-tradable) 
 EMPLH Leisure-hospitality empl. 
EMPGDS  Goods-producing empl.  
 EMPMNF Manufacturing empl. 
  
DELAY  
CANCEL Number of departure cancellations at departure/arrival airports in MSA 
COUNTDEL Number of flights delayed (≥ 15 minutes) at departure/arrival airports in MSA  
MEANDEL Mean-delay-minutes of all flights at departure/arrival airports in MSA 
SUMDEL Sum-delay-minutes of flights delayed (≥ 15 minutes) at departure/arrival airports in MSA  
   
WEATHER 
JANTEMP Average maximum January temperature recorded airports in MSA (in degrees C) 
AVGTEMP Average maximum quarterly temperature recorded airports in MSA (in degrees C) 
PRCP Average quarterly precipitation (rain & melted snow) levels recorded at airports in MSA (in mm) 
SNOW Average quarterly snowfall levels recorded at airports in MSA (in mm) 
  
DUMMIES 
HUB MSA hub indicator, scaled by number of airports in MSA 
CENTR. MSA’s average airport distance to population centroid of U.S. in 2010 (Texas Cnty, Missouri) 
LEISURE Dummy = 1 for Orlando, FL; Las Vegas, NV; Atlantic City, NJ; Myrtle Beach, SC; Gulfport, MS 
SLOT Dummy = 1 for MSAs with Slot-controlled airports (DCA, EWR, JFK, LGA) 
PROXIM. Dummy = 1 if small MSA airport is within 150 miles of large MSA airport 
Notes: Variables represent quarterly measures (except for POP, YOUNG, OLD, JANTEMP, and HUB, which are measured yearly). 
CENTR., LEISURE, and SLOT do not vary over time.  
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TABLE 2:Descriptive Statistics 
 OUTBOUND TRAFFIC (DEPARTURE) SAMPLE  INBOUND TRAFFIC (ARRIVAL) SAMPLE 
Variables Mean Min. Max. Stdev.  Mean Min. Max. Stdev. 
PAX 745,058 1,383 14,354,804 1,636,048  751,427 1,438 14,564,590 1,643,638 
CANCEL 100 1 3,720 211  99 1 4,010 220 
COUNTDEL 1,077 1 24,798 2,269  1,139 1 24,386 2,175 
MEANDEL 7.23 -6.11 37.99 4.41  7.04 -9.56 44.32 5.07 
SUMDEL 61,467 21 1,655,624 125,670  63,093 33 1,670,404 124,667 
          
POP 946,563 58,979 18,597,871 1,553,567  953,616 58,979 18,597,871 1,558,843 
 YOUNG 0.2013 0.1306 0.3082 0.0256  0.2011 0.1306 0.3082 0.0254 
 OLD 0.1271 0.0527 0.2495 0.0270  0.1269 0.0527 0.2495 0.0267 
           
EMPTOT 417,366 24,662 8,180,412 679,058  420,669 24,662 8,180,412 681,266 
EMPSERV 290,538 15,703 6,110,483 494,118  292,856 15,703 6,110,483 495,768 
 EMPPBIF 94,439 3,358 2,276,016 177,922  95,228 3,360 2,276,016 178,540 
 EMPTLE 180,769 11,587 3,499,976 286,600  182,179 11,587 3,499,976 287,521 
 EMPLH 44,190 2,362 644,918 70,350  44,539 2,362 644,918 70,580 
EMPGOODS 62,992 2,580 931,903 97,033  63,501 2,580 931,903 97,331 
 EMPMNF 37,472 476 667,146 64,909  37,808 476 667,146 65,115 
           
JANTEMP 6.4 -27.9 27.2 8.9  6.4 -27.9 27.2 8.9 
PRCP 2.3 0.0 10.3 1.5  2.3 0.0 10.3 1.5 
SNOW 2.2 0.0 92.5 5.2  2.3 0.0 92.5 5.7 
          
AVGTEMP 
(Endpoint) 
 
28.3 -23.2 173.1 21.3 
 
28.8 -30.0 186.8 23.0 
PRCP 
(Endpoint) 
 
3.3 0.0 25.5 2.4 
 
3.5 0.0 36.5 2.5 
SNOW 
(Endpoint) 
1.9 0.00 58.9 3.5 
 
2.1 0.0 33.9 3.3 
          
HUB 0.0922 0.0000 1.0000 0.2549  0.0931 0.0000 1.0000 0.2560 
CENTR. 1,000 22 4,554 790  993 22 4,554 791 
LEISURE 0.0298 0.0000 1.0000 0.1700  0.0300 0.0000 1.0000 0.1708 
SLOT 0.0009 0.0000 0.5000 0.0193  0.0009 0.0000 0.5000 0.0194 
PROXIM. 0.2669 0.0000 1.0000 0.4424  0.2636 0.0000 1.0000 0.4406 
Notes: Table shows quarterly MSA summary statistics for variables in the outbound and inbound samples (2004-2012). POP, 
YOUNG, OLD, JANTEMP, and HUB represent annual measures. CENTR., LEISURE, and SLOT do not vary over time.  
37 
 
TABLE 3:Effect on Total Employment with HUB Instrument for Traffic – Departure Delays 
 EMPTOT 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
INTERCEPT 
6.7510*** 
(0.9412) 
5.8243*** 
(0.9793) 
5.7144*** 
(0.9892) 
5.8934*** 
(0.9813) 
5.7652*** 
(0.9811) 
POP 
0.3807*** 
(0.0840) 
0.4642*** 
(0.0913) 
0.4646*** 
(0.0913) 
0.4629*** 
(0.0911) 
0.4692*** 
(0.0915) 
PAX 
0.0627** 
(0.0298) 
0.0527* 
(0.0314) 
0.0646** 
(0.0289) 
0.0493 
(0.0317) 
0.0594** 
(0.0301) 
YOUNG 
1.6238* 
(0.8997) 
1.7161** 
(0.7473) 
1.8304** 
(0.7501) 
1.6943** 
(0.7428) 
1.8235** 
(0.7493) 
OLD 
-4.2107*** 
(0.7955) 
-4.1975*** 
(1.0559) 
-4.1962*** 
(1.0500) 
-4.0712*** 
(1.0610) 
-4.1710*** 
(1.0522) 
JANTEMP 
-0.0007 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0007** 
(0.0004) 
-0.0008** 
(0.0004) 
CANCEL --- 
-0.0056* 
(0.0033) 
--- --- --- 
COUNTDEL --- --- 
-0.0147* 
(0.0085) 
--- --- 
MEANDEL --- --- --- 
-0.0176* 
(0.0105) 
--- 
SUMDEL --- --- --- --- 
-0.0138* 
(0.0075) 
OBS. 4874 3603 3603 3603 3603 
ADJ. R2 0.9994 0.9995 0.9995 0.9995 0.9995 
Sargan-Hansen 
(p-value) 
0.2486 
(0.9694) 
5.6171 
(0.5581) 
5.3180 
(0.6212) 
5.7864 
(0.5649) 
4.7055 
(0.6958) 
a. EMPTOT, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Dummies for Years and Quarters are suppressed. 
c. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
d. ***p<0.01; **p<0.05; *p<0.1. 
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TABLE 4:Effect on Service Employment with HUB Instrument for Traffic – Departure Delays 
 EMPSERV 
 (1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.0474** 
(0.0222) 
0.0455* 
(0.0255) 
0.0587*** 
(0.0233) 
0.0403 
(0.0257) 
0.0533** 
(0.0240) 
CANCEL --- 
-0.0059** 
(0.0030) 
--- --- --- 
COUNTDEL --- --- 
-0.0139* 
(0.0076) 
--- --- 
MEANDEL --- --- --- 
-0.0210** 
(0.0097) 
--- 
SUMDEL --- --- --- --- 
-0.0115* 
(0.0066) 
 EMPPBIF (Tradable Services) 
PAX 
0.0620 
(0.0587) 
0.0615 
(0.0634) 
0.0732 
(0.0556) 
0.0571 
(0.0646) 
0.0688 
(0.0585) 
CANCEL --- 
-0.0056 
(0.0052) 
--- --- --- 
COUNTDEL --- --- 
-0.0136 
(0.0129) 
--- --- 
MEANDEL --- --- --- 
-0.0189 
(0.0166) 
--- 
SUMDEL --- --- --- --- 
-0.0010 
(0.0113) 
 EMPTLE (Non-Tradable Services) 
PAX 
0.0331** 
(0.0148) 
0.0360* 
(0.0205) 
0.0502** 
(0.0211) 
0.0298 
(0.0208) 
0.0448** 
(0.0208) 
CANCEL --- 
-0.0068** 
(0.0031) 
--- --- --- 
COUNTDEL --- --- 
-0.0157* 
(0.0083) 
--- --- 
MEANDEL --- --- --- 
-0.0243** 
(0.0100) 
--- 
SUMDEL --- --- --- --- 
-0.0136** 
(0.0069) 
 EMPLH 
PAX 
0.0844 
(0.0521) 
0.0789 
(0.0754) 
0.1434** 
(0.0658) 
0.0769 
(0.0630) 
0.1277** 
(0.0641) 
CANCEL --- 
-0.0218** 
(0.0069) 
--- --- --- 
COUNTDEL --- --- 
-0.0476** 
(0.0191) 
--- --- 
MEANDEL --- --- --- 
-0.0801*** 
(0.0231) 
--- 
SUMDEL --- --- --- --- 
-0.0387** 
(0.0159) 
a. EMPSERV, EMPPBIF, EMPTLE, EMPLH, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1.  
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TABLE 5:Effect on Goods Employment with HUB Instrument for Traffic – Departure Delays 
 EMPGDS 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.1480 
(0.1166) 
0.0926 
(0.1291) 
0.1496 
(0.1259) 
0.0738 
(0.1279) 
0.1248 
(0.1317) 
CANCEL --- 
-0.0270*** 
(0.0102) 
--- --- --- 
COUNTDEL --- --- 
-0.0683** 
(0.0272) 
--- --- 
MEANDEL --- --- --- 
-0.0882*** 
(0.0315) 
--- 
SUMDEL --- --- --- --- 
-0.0655*** 
(0.0233) 
 EMPMNF 
PAX 
0.1586 
(0.1579) 
0.1265 
(0.2075) 
0.1383 
(0.1893) 
0.1226 
(0.2124) 
0.1324 
(0.1978) 
CANCEL --- 
-0.0054 
(0.0132) 
--- --- --- 
COUNTDEL --- --- 
-0.0163 
(0.0333) 
--- --- 
MEANDEL --- --- --- 
-0.0178 
(0.0411) 
--- 
SUMDEL --- --- --- --- 
-0.0153 
(0.0286) 
a. EMPGDS, EMPMNF, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1.  
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TABLE 6:Effect on Total Employment with HUB Instrument for Traffic – Arrival Delays 
 EMPTOT 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
INTERCEPT  
6.7958*** 
(0.9398) 
5.8329*** 
(0.9879) 
5.6843*** 
(1.0312) 
5.8639*** 
(0.9984) 
5.7161*** 
(1.0128) 
POP 
0.3795*** 
(0.0833) 
0.4727*** 
(0.0903) 
0.4797*** 
(0.0939) 
0.4722*** 
(0.0914) 
0.4814*** 
(0.0931) 
PAX 
0.0594** 
(0.0280) 
0.0433 
(0.0288) 
0.0528** 
(0.0256) 
0.0433 
(0.0293) 
0.0513** 
(0.0261) 
YOUNG 
1.7000* 
(0.8758) 
1.7091** 
(0.7612) 
1.7224** 
(0.7553) 
1.6579** 
(0.7503) 
1.7304** 
(0.7555) 
OLD 
-4.1894*** 
(0.8041) 
-4.2299*** 
(1.0665) 
-4.2839*** 
(1.0560) 
-4.1986*** 
(1.0700) 
-4.2516*** 
(1.0558) 
JANTEMP 
-0.0007* 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0010** 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0009** 
(0.0004) 
CANCEL --- 
-0.0053 
(0.0034) 
--- --- --- 
COUNTDEL --- --- 
-0.0123 
(0.0093) 
--- --- 
MEANDEL --- --- --- 
-0.0142 
(0.0107) 
--- 
SUMDEL --- --- --- --- 
-0.0116 
(0.0004) 
OBS. 4816 3594 3594 3594 3594 
ADJ. R2 0.9994 0.9995 0.9995 0.9995 0.9995 
Sargan-Hansen 
(p-value) 
0.2601 
(0.9674) 
8.8916 
(0.2605) 
9.8440 
(0.1976) 
10.0704 
(0.1846) 
9.2797 
(0.2332) 
a. EMPTOT, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Dummies for Years and Quarters are suppressed. 
c. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
d. ***p<0.01; **p<0.05; *p<0.1. 
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TABLE 7:Effect on Service Employment with HUB Instrument for Traffic – Arrival Delays 
 EMPSERV 
 (1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.0460** 
(0.0218) 
0.0496** 
(0.0242) 
0.0580*** 
(0.0214) 
0.0464** 
(0.0232) 
0.0569*** 
(0.0218) 
CANCEL --- 
-0.0047 
(0.0031) 
--- --- --- 
COUNTDEL --- --- 
-0.0114 
(0.0091) 
--- --- 
MEANDEL --- --- --- 
-0.0163 
(0.0103) 
--- 
SUMDEL --- --- --- --- 
-0.0101 
(0.0076) 
 EMPPBIF (Tradable Services) 
PAX 
0.0604 
(0.0575) 
0.0667 
(0.0595) 
0.0725 
(0.0511) 
0.0648 
(0.0600) 
0.0718 
(0.0521) 
CANCEL --- 
-0.0034 
(0.0059) 
--- --- --- 
COUNTDEL --- --- 
-0.0091 
(0.0153) 
--- --- 
MEANDEL --- --- --- 
-0.0112 
(0.0182) 
--- 
SUMDEL --- --- --- --- 
-0.0076 
(0.0132) 
 EMPTLE (Non-Tradable Services) 
PAX 
0.0328** 
(0.0149) 
0.0393** 
(0.0196) 
0.0501*** 
(0.0192) 
0.0361* 
(0.0188) 
0.0487** 
(0.0193) 
CANCEL --- 
-0.0060* 
(0.0032) 
--- --- --- 
COUNTDEL --- --- 
-0.0139 
(0.0095) 
--- --- 
MEANDEL --- --- --- 
-0.0198* 
(0.0106) 
--- 
SUMDEL --- --- --- --- 
-0.0125* 
(0.0078) 
 EMPLH 
PAX 
0.0845 
(0.0526) 
0.1271** 
(0.0623) 
0.1628*** 
(0.0624) 
0.1132* 
(0.0628) 
0.1584** 
(0.0610) 
CANCEL --- 
-0.0198*** 
(0.0073) 
--- --- --- 
COUNTDEL --- --- 
-0.0470** 
(0.0208) 
--- --- 
MEANDEL --- --- --- 
-0.0691*** 
(0.0231) 
--- 
SUMDEL --- --- --- --- 
-0.0410** 
(0.0173) 
a. EMPSERV, EMPPBIF, EMPTLE, EMPLH, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs. 
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1.  
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TABLE 8:Effect on Goods Employment with HUB Instrument for Traffic – Arrival Delays 
 EMPGDS 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.1311 
(0.1094) 
0.0497 
(0.1219) 
0.0997 
(0.1176) 
0.0456 
(0.1202) 
0.0914 
(0.1194) 
CANCEL --- 
-0.0275** 
(0.0116) 
--- --- --- 
COUNTDEL --- --- 
-0.0636* 
(0.0337) 
--- --- 
MEANDEL --- --- --- 
-0.0792** 
(0.0378) 
--- 
SUMDEL --- --- --- --- 
-0.0610** 
(0.0282) 
 EMPMNF 
PAX 
0.1586 
(0.1582) 
0.1164 
(0.1989) 
0.1260 
(0.1778) 
0.1140 
(0.2013) 
0.1241 
(0.1804) 
CANCEL --- 
-0.0056 
(0.0159) 
--- --- --- 
COUNTDEL --- --- 
-0.0151 
(0.0418) 
--- --- 
MEANDEL --- --- --- 
-0.0178 
(0.0483) 
--- 
SUMDEL --- --- --- --- 
-0.0142 
(0.0356) 
a. EMPGDS, EMPMNF, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs. 
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1. 
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TABLE 9:Effect on Total Employment with CENTR. Instrument for Traffic – Departure Delays 
 EMPTOT 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
INTERCEPT 
6.7487*** 
(0.9413) 
5.8189*** 
(0.9789) 
5.7045*** 
(0.9886) 
5.8917*** 
(0.9814) 
5.7572*** 
(0.9807) 
POP 
0.3815*** 
(0.0840) 
0.4654*** 
(0.0913) 
0.4657*** 
(0.0912) 
0.4639*** 
(0.0911) 
0.4706*** 
(0.0915) 
PAX 
0.0621** 
(0.0298) 
0.0519* 
(0.0314) 
0.0645** 
(0.0289) 
0.0485 
(0.0316) 
0.0589* 
(0.0301) 
YOUNG 
1.6257* 
(0.9000) 
1.7519** 
(0.7487) 
1.8386** 
(0.7512) 
1.6961** 
(0.7439) 
1.8318** 
(0.7645) 
OLD 
-4.2116*** 
(0.7951) 
-4.2203*** 
(1.0561) 
-4.2008*** 
(1.0500) 
-4.0701*** 
(1.0607) 
-4.1746*** 
(1.0523) 
JANTEMP 
-0.0007 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0007 
(0.0004) 
-0.0008** 
(0.0004) 
CANCEL --- 
-0.0059* 
(0.0032) 
--- --- --- 
COUNTDEL --- --- 
-0.0154* 
(0.0084) 
--- --- 
MEANDEL --- --- --- 
-0.0184* 
(0.0103) 
--- 
SUMDEL --- --- --- --- 
-0.0144* 
(0.0074) 
OBS. 4872 3603 3603 3603 3603 
ADJ. R2 0.9994 0.9995 0.9995 0.9995 0.9995 
Sargan-Hansen 
(p-value) 
0.000387 
(0.999998) 
5.7540 
(0.5688) 
5.4189 
(0.6090) 
6.0098 
(0.5386) 
4.7452 
(0.6910) 
a. EMPTOT, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Dummies for Years and Quarters are suppressed. 
c. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
d. ***p<0.01; **p<0.05; *p<0.1.   
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TABLE 10:Effect on Service Employment with CENTR. Instrument for Traffic: Departure Delays 
 EMPSERV 
 (1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.0469** 
(0.0222) 
0.0449* 
(0.0255) 
0.0585*** 
(0.0223) 
0.0396 
(0.0257) 
0.0529** 
(0.0240) 
CANCEL --- 
-0.0062** 
(0.0030) 
--- --- --- 
COUNTDEL --- --- 
-0.0142* 
(0.0076) 
--- --- 
MEANDEL --- --- --- 
-0.0216** 
(0.0096) 
--- 
SUMDEL --- --- --- --- 
-0.0120* 
(0.0066) 
 EMPPBIF (Tradable Services) 
PAX 
0.0622 
(0.0588) 
0.0615 
(0.0636) 
0.0732 
(0.0556) 
0.0571 
(0.0648) 
0.0688 
(0.0586) 
CANCEL --- 
-0.0056 
(0.0052) 
--- --- --- 
COUNTDEL --- --- 
-0.0136 
(0.0128) 
--- --- 
MEANDEL --- --- --- 
-0.0189 
(0.0167) 
--- 
SUMDEL --- --- --- --- 
-0.0105 
(0.0113) 
 EMPTLE (Non-Tradable Services) 
PAX 
0.0326** 
(0.0148) 
0.0354* 
(0.0205) 
0.0500** 
(0.0212) 
0.0291 
(0.0207) 
0.0444** 
(0.0208) 
CANCEL --- 
-0.0071** 
(0.0031) 
--- --- --- 
COUNTDEL --- --- 
-0.0163** 
(0.0082) 
--- --- 
MEANDEL --- --- --- 
-0.0250** 
(0.0099) 
--- 
SUMDEL --- --- --- --- 
-0.0142** 
(0.0068) 
 EMPLH 
PAX 
0.0846 
(0.0521) 
0.0784 
(0.0750) 
0.1434** 
(0.0658) 
0.0769 
(0.0630) 
0.1277** 
(0.0641) 
CANCEL --- 
-0.0218*** 
(0.0068) 
--- --- --- 
COUNTDEL --- --- 
-0.0476** 
(0.0190) 
--- --- 
MEANDEL --- --- --- 
-0.0801*** 
(0.0230) 
--- 
SUMDEL --- --- --- ---- 
-0.0387** 
(0.0158) 
a. EMPSERV, EMPPBIF, EMPTLE, EMPLH, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1.   
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TABLE 11:Effect on Goods Employment with CENTR. Instrument for Traffic – Departure Delays 
 EMPGDS 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.1465 
(0.1166) 
0.0907 
(0.1293) 
0.1492 
(0.1262) 
0.0718 
(0.1279) 
0.1238 
(0.1321) 
CANCEL --- 
-0.0277*** 
(0.0102) 
--- --- --- 
COUNTDEL --- --- 
-0.0699** 
(0.0273) 
--- --- 
MEANDEL --- --- --- 
-0.0901*** 
(0.0316) 
--- 
SUMDEL --- --- --- --- 
-0.0672*** 
(0.0235) 
 EMPMNF 
PAX 
0.1571 
(0.1579) 
0.1246 
(0.2079) 
0.1379 
(0.1898) 
0.1205 
(0.2126) 
0.1341 
(0.1985) 
CANCEL --- 
-0.0061 
(0.0133) 
--- --- --- 
COUNTDEL --- --- 
-0.0179 
(0.0335) 
--- --- 
MEANDEL --- --- --- 
-0.0197 
(0.0413) 
--- 
SUMDEL --- --- --- --- 
-0.0170 
(0.0288) 
a. EMPGDS, EMPMNF, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs.  
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1.  
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TABLE 12:Effect on Total Employment with CENTR. Instrument for Traffic – Arrival Delays 
 EMPTOT 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
INTERCEPT  
6.7939*** 
(0.9399) 
5.8246*** 
(0.9879) 
5.6718*** 
(1.0310) 
5.8643*** 
(0.9982) 
5.7030*** 
(1.0127) 
POP 
0.3802*** 
(0.0833) 
0.4647*** 
(0.0904) 
0.4815*** 
(0.0939) 
0.4721*** 
(0.0914) 
0.4835*** 
(0.0931) 
PAX 
0.0588** 
(0.0280) 
0.0419 
(0.0289) 
0.0521** 
(0.0257) 
0.0433 
(0.0283) 
0.0505* 
(0.0262) 
YOUNG 
1.7020* 
(0.8760) 
1.7139** 
(0.7637) 
1.7261** 
(0.7569) 
1.6567** 
(0.7505) 
1.7353** 
(0.7571) 
OLD 
-4.1904*** 
(0.8037) 
-4.2337*** 
(1.0667) 
-4.2889*** 
(1.0560) 
-4.1983*** 
(1.0696) 
-4.2558*** 
(1.0555) 
JANTEMP 
-0.0007* 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0010** 
(0.0004) 
-0.0009** 
(0.0004) 
-0.0009** 
(0.0004) 
CANCEL --- 
-0.0056* 
(0.0033) 
--- --- --- 
COUNTDEL --- --- 
-0.0128 
(0.0092) 
--- --- 
MEANDEL --- --- --- 
-0.0136 
(0.0107) 
--- 
SUMDEL --- --- --- --- 
-0.0122 
(0.0079) 
OBS. 4815 3594 3594 3594 3594 
ADJ. R2 0.9994 0.9995 0.9995 0.9995 0.9995 
Sargan-Hansen 
(p-value) 
0.000384 
(0.999998) 
8.4854 
(0.2917) 
9.4199 
(0.2239) 
9.7649 
(0.2023) 
8.9167 
(0.2587) 
a. EMPTOT, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs. 
b. Dummies for Years and Quarters are suppressed. 
c. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
d. ***p<0.01; **p<0.05; *p<0.1.  
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TABLE 13:Effect on Service Employment with CENTR. Instrument for Traffic – Arrival Delays 
 EMPSERV 
 (1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.0455** 
(0.0218) 
0.0486** 
(0.0242) 
0.0576*** 
(0.0214) 
0.0464** 
(0.0233) 
0.0563*** 
(0.0218) 
CANCEL --- 
-0.0050 
(0.0031) 
--- --- --- 
COUNTDEL --- --- 
-0.0119 
(0.0090) 
--- --- 
MEANDEL --- --- --- 
-0.0159 
(0.0103) 
--- 
SUMDEL --- --- --- --- 
-0.0105 
(0.0075) 
 EMPPBIF (Tradable Services) 
PAX 
0.0607 
(0.0576) 
0.0667 
(0.0597) 
0.0725 
(0.0512) 
0.0648 
(0.0600) 
0.0718 
(0.0523) 
CANCEL --- 
-0.0034 
(0.0059) 
--- --- --- 
COUNTDEL --- --- 
-0.0091 
(0.0153) 
--- --- 
MEANDEL --- --- --- 
-0.0113 
(0.0182) 
--- 
SUMDEL --- --- --- --- 
-0.0076 
(0.0131) 
 EMPTLE (Non-Tradable Services) 
PAX 
0.0323** 
(0.0149) 
0.0381* 
(0.0196) 
0.0495** 
(0.0193) 
0.0361* 
(0.0188) 
0.0480** 
(0.0193) 
CANCEL --- 
-0.0063*** 
(0.0032) 
--- --- --- 
COUNTDEL --- --- 
-0.0143 
(0.0095) 
--- --- 
MEANDEL --- --- --- 
-0.0193* 
(0.0106) 
--- 
SUMDEL --- --- --- --- 
-0.0130* 
(0.0078) 
 EMPLH 
PAX 
0.0847 
(0.0526) 
0.1270** 
(0.0624) 
0.1628*** 
(0.0625) 
0.1132* 
(0.0628) 
0.1583*** 
(0.0611) 
CANCEL --- 
-0.0198*** 
(0.0073) 
--- --- --- 
COUNTDEL --- --- 
-0.0470** 
(0.0208) 
--- --- 
MEANDEL --- --- --- 
-0.0692*** 
(0.0231) 
--- 
SUMDEL --- --- --- --- 
-0.0411** 
(0.0173) 
a. EMPSERV, EMPPBIF, EMPTLE, EMPLH, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs. 
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1.  
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TABLE 14:Effect on Goods Employment with CENTR. Instrument for Traffic – Arrival Delays 
 EMPGDS 
 
(1)  
2SLS, FE 
(2) 
2SLS, FE 
(3) 
2SLS, FE 
(4) 
2SLS, FE 
(5) 
2SLS, FE 
PAX 
0.1294 
(0.1095) 
0.0462 
(0.1222) 
0.0980 
(0.1180) 
0.0456 
(0.1202) 
0.0894 
(0.1200) 
CANCEL --- 
-0.0283** 
(0.0116) 
--- --- --- 
COUNTDEL --- --- 
-0.0649* 
(0.0338) 
--- --- 
MEANDEL --- --- --- 
-0.0778** 
(0.0378) 
--- 
SUMDEL --- --- --- --- 
-0.0625** 
(0.0284) 
 EMPMNF 
PAX 
0.1570 
(0.1583) 
0.1194 
(0.2112) 
0.1242 
(0.1783) 
0.1141 
(0.2012) 
0.1221 
(0.1811) 
CANCEL --- 
-0.0064 
(0.0160) 
--- --- --- 
COUNTDEL --- --- 
-0.0164 
(0.0419) 
--- --- 
MEANDEL --- --- --- 
-0.0162 
(0.0482) 
--- 
SUMDEL --- --- --- --- 
-0.0157 
(0.0357) 
a. EMPGDS, EMPMNF, POP, PAX, CANCEL, COUNTDEL, MEANDEL, and SUMDEL are in natural logs. 
b. Robust clustered standard errors (MSA-quarter level) reported in parentheses. 
c. ***p<0.01; **p<0.05; *p<0.1. 
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i Corresponding author. E-mail: plakew@uci.edu.  
ii E-mail: volodymyr.bilotkach@newcastle.ac.uk. 
We thank Jan Brueckner and Nicholas Sheard for their feedback on earlier versions of this paper. Our paper has 
also greatly benefited from detailed comments we received from anonymous referees. 
iii Note that we use the terms sector and industry interchangeably in this paper. 
iv At the regional scale, a study by the Partnership for New York City (PFNYC, 2009) on the congestion-caused 
delays of New York’s major airports (JFK International, Newark Liberty International, and LaGuardia) suggested 
that  this externality accounted for more than a $2.6 billion reduction in the region’s economy in 2008. 
v Morrison and Winston (2008) considered passengers’ value of time to calculate the minute-level median cost of 
delays for passenger ($55.42), which they found to be higher than minute-level operating cost of delays for 
airlines, $40.16 (reported in 2000 dollars). Pels et al. (2003), using a 1995 air-travel survey for Bay Area airports, 
found that the mode-choice trends of business passengers reveal their higher value of time in comparison to 
leisure travelers. 
vi The OMB constructs CBSA geographic delineations by joining adjacent counties whose urban-core area 
populations demonstrate substantial levels of socioeconomic interaction. 
vii Data are organized according to the National American Industry Classification System (NAICS). 
viii The 2013 OMB definitions of CBSA areas do not correspond to the CBSA definitions that the BLS socioeconomic 
data are aggregated to.  
ix Small MSAs enplane less than 300,000 passengers a year, while large MSAs enplane more than 5,000,000 
passengers annually. These cutoffs were chosen using k-means clustering of enplaned passengers at the sample 
airports; the mean and maximum values of the smallest cluster (out of 4 clusters) were used to delineate small and 
large MSAs, respectively. The smallest and largest airports in a given MSA respectively enplane the least and most 
passengers, relative to other airports in that MSA. 
x A k-means clustering analysis of the number of carrier-specific domestic destinations served (in 2003) from the 
sample airports was used to select the 25 points served as a cutoff for hubs. Some airports were removed from the 
                                                          
50 
 
                                                                                                                                                                                           
resulting list of airports since they were deemed to be non-hubs or focus cities. We thank Ethan Singer for his 
insights into determining the hub status of airports. 
xi The population center of the U.S. is estimated by the U.S. Census Bureau, and is reported to be Texas County, 
Missouri (in 2010). The corresponding decimal coordinates of the center are 37.517534°N, 92.173096°W. Great-
circle distances are calculated from the city airports in our sample to the center of population.  For a city with 
multiple airports, the average distance of the MSA’s airports to the population centroid is measured. 
xii The following studies address schedule padding: Mayer and Sinai, 2003; NEXTOR; 2010; Rupp, 2009; Ater, 2012. 
xiii Excess time is potentially affected by within-carrier differences in fleet mix (varying speeds based on aircraft 
type), changes in navigation procedures or routes, and flights operating during off-peak hours. 
xiv We thank Jan Brueckner for this insight. 
xv We are thankful to the two anonymous referees who brought this oversight to our attention. 
xvi Average quarterly temperature is not included as part of the local weather instruments since the effect of this 
variable is already captured by an existing control variable for leisure traffic (JANTEMP). 
xvii An MSA’s observed airport traffic level represents an equilibrium result from a structural equation system, 
which includes Equation (1). Similar to Brueckner’s (2003) approach, all endogenous variables (other than airport 
traffic) that may affect employment, either on the demand side (such as income) or supply side (such as education 
and tax rates), are codetermined with employment. Measurable and sufficiently exogenous variables that affect 
employment are included in 𝑋. 
xviii Rupp and Holmes (2006) also found that weather factors are important determinants of flight cancellations. 
xix We have also estimated all our cross sectional and fixed effects regressions without instruments. Seeing that the 
qualitative results are similar to the results of the estimations using instruments, and in view of the serious 
endogeneity concerns in our empirical specification, we have decided to only exhibit the IV results in this paper. 
Results of estimations that do not use instruments are available upon request. 
xx For regressions without delay measures, we exclude all weather variables used to estimate delay instruments, 
resulting in the test statistic being distributed as chi-square with three degrees of freedom (4 instruments - 1 
endogenous variable). 
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xxi This outcome is likely due to the controls we place on MSA heterogeneity by using MSA fixed effects in our 
estimations. Our results effectively represent intertemporal, within-city traffic impacts on service employment, 
while the traditional literature draws conclusions from traffic and employment differences across sample cities. 
Therefore, unobserved MSA heterogeneity potentially accounts for the stronger elasticities found between 
passenger traffic and service-sector employment in estimates reported by previous studies. 
xxii The result suggests that any positive effects of delays are more than offset by their negative externalities, 
particularly in the leisure and hospitality industry. The higher sensitivity we found for this industry, compared to 
other sectors, is likely due to its heavy reliance on consistent travel demand. Unfortunately, our results do not 
allow us to unambiguously quantify the positive impacts delays may have on employment. 
xxiii Bearing in mind that construction employment is also included in the EMPGDS category, we isolated and 
regressed construction employment (logged) on traffic, delays, and the remaining control variables of our baseline 
specification. The results indicate that delays have a negative and significant impact on construction employment, 
suggesting that this employment category is potentially driving the delay-impact outcome of EMPGDS. 
