Summary. In this article, using the Mizar system [2], [1], we discuss invertible operators on Banach spaces. In the first chapter, we formalized the theorem that denotes any operators that are close enough to an invertible operator are also invertible by using the property of Neumann series.
Neumann Series and Invertible Operator
From now on X, Y, Z denote non trivial real Banach spaces. Let X, Y be real normed spaces and u be a point of the real norm space of bounded linear operators from X into Y. We say that u is invertible if and only if (Def. 1) u is one-to-one and rng u = the carrier of Y and u −1 is a point of the real norm space of bounded linear operators from Y into X. Assume u is invertible. The functor Inv u yielding a point of the real norm space of bounded linear operators from Y into X is defined by the term (Def. 2) u −1 .
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Now we state the propositions:
(1) Let us consider a real normed space X, a sequence s 6 Proof: For every natural number n, 0
(4) Let us consider a Banach algebra, and a point w of S. Suppose w < 1. Then
(ii) ((−w) κ ) κ∈N is norm-summable, and
The theorem is a consequence of (3).
(5) Let us consider a non trivial real Banach space X, Lipschitzian linear operators v 1 , v 2 from X into X, points w 1 , w 2 of NormedAlgebraOfBoundedLinearOpers R (X), and a real number a. Suppose v 1 = w 1 and v 2 = w 2 . Then
Proof: Reconsider z 1 = w 1 , z 3 = w 2 as a point of the real norm space of bounded linear operators from X into X. Reconsider z 2 = z 1 + z 3 as a point of the real norm space of bounded linear operators from X into X.
Reconsider z 2 = a · z 1 as a point of the real norm space of bounded linear operators from X into X. For every object s such that 
The theorem is a consequence of (4) and (8) . The theorem is a consequence of (13). The theorem is a consequence of (12), (17), (20), (18), (22), (19), and (21). (ii) r · w · u = r · w · u, and 
Isomorphic Mapping to Inverse Operators
(i) w · (u − v) = w · u − w · v, and (ii) w · (u + v) = w · u + w · v. Proof: For every point x of X, (w · (u − v))(x) = (w · u)(x) − (w · v)(x). For every point x of X, (w · (u + v))(x) = (w · u)(x) + (w · v)(x).((i) (u − v) · w = u · w − v · w, and (ii) (u + v) · w = u · w + v · w. Proof: For every point x of X, ((u − v) · w)(x) = (u · w)(x) − (v · w)(x). For every point x of X, ((u + v) · w)(x) = (u · w)(x) + (v · w)(x).(iii) (r · w) · u = r · (w · u). Proof: For every point x of X, (w · (r · u))(x) = r · (w · u)(x). For every point x of X, (r · w · u)(x) = r · (w · u)(x).(
