Abstract. For Ax = b, it has recently been reported that the convergence of the preconditioned Gauss-Seidel iterative method which uses a matrix of the type P = I + S (α) to perform certain elementary row operations on is faster than the basic Gauss-Seidel method. In this paper, we discuss the adaptive Gauss-Seidel iterative method which uses P = I + S (α) +K (β) as a preconditioner. We present some comparison theorems, which show the rate of convergence of the new method is faster than the basic method and the method in [7] theoretically. Numerical examples show the effectiveness of our algorithm.
Introduction
We consider iterative methods for solving a linear system
where A is an n × n matrix with unit diagonal elements, x and b are ndimensional vectors.
If we write A = M −N with a nonsingular matrix M , then the basic iterative scheme for (1) is defined by We now transform the original system (1) into the preconditioned form (4) P Ax = P b.
Then the corresponding basic iterative scheme is (5) M p x k+1 = N p x k + P b, k = 0, 1, 2, . . . ,
where P A = M p − N p is a regular splitting of P A, and M p is a nonsingular matrix, the nonsingular matrix P is called a preconditioner, the iterative method used in linear equations P Ax = P b is called the preconditioned iterative method. In 1987, Milaszewiez [8] used the following preconditioner In 2003, Hadjidimos et al. [3] presented the following preconditioner
The preconditioner P (α) in (7) is the general preconditioner of the matrix P in (6), when α i = 1, i = 2, 3, . . . , the preconditioner became the matrix P .
In 1991, Gunawardena et al. [2] employed the following preconditioner
In 1997, Kohno et al. [5] employed the general preconditioned form of the matrix
. . , n − 1, the preconditioner P S (α) is equal to P S .
In [6] , P = I + S (α) + K (β) is presented, where
The comparison theorem and numerical examples show that the method is the improvement for the iterative method in [5] .
In this paper, we first consider the new preconditioner P = I +S (α)+K (β), where
Next we discuss its convergence. Finally, we show with numerical examples that this method yields a considerable improvement in the rate of convergence for the iterative method.
Basic results
First, we need the following definitions and results.
) .
Definition 2 ([4]).
A matrix A is irreducible if there exists a permutation matrix P such that
where A 1 and A 3 are square matrices. 
Lemma 1 ([4]). Let
(4) If B is an n × n matrix, 0 ≤ A ≤ B, A ̸ = B, A + B are all irreducible matrices, then ρ (A) < ρ (B) .
Lemma 3 ([6]). Let
A = D − E − F be a Z-matrix,
New preconditioned iterative method and convergence analysis
We propose a preconditioned iterative method with 
If α and β are identity matrices, then
Obviously, when α i = 0, i = 1, 2, . . . , n, the new method in this paper becomes the method in [3] ; when β i = 0, i = 1, 2, . . . , n, the new method in this paper becomes the method in [5] . 
There exists at least a row for i-th row and (i + 1)-th row such that it is strictly diagonal dominant row for any i = 1, 2, . . . , n − 1.
(4) There exists at least a strictly diagonal dominant row for the first row and n-th row; and if (3) and (4), there exists at least an inequality such that it holds for the following inequalities:
Hence, we know that A β α is a strictly diagonal dominant Z-matrix. 
Proof. It is obviously thatÃ in (14) is a Z-matrix. Sincẽ
we have −KL = 0, I +K − L − SL is a lower triangular matrix; −U − SU + S is an upper triangular matrix. But 
Hence T andT are nonnegative matrices, and
where
so we have
HenceT x = x. From Lemma 2, we have ρ(T ) = 1. The proof is complete. □
Proof. From Theorem 2, there exists a positive vector
Proof. Since
Hence we have our conclusion. □
Numerical examples Example 1. Let
It is obviously that A is a nonsingular Z-matrix, but it is not diagonal dominant matrix, so it does not satisfy the conditions in [5] . At the same time, Now the classical Gauss-Seidel iterative method and the preconditioned Gauss-Seidel iterative method are considered for solving the linear system of equation (1) . The stopping criterion ∥r k ∥ ∞ < 10 −3 was used in the computations, where r k = b − Ax (k) and x (k) is the k-th iteration for each of the methods. The number of iterations (IT) for convergence needed for the classical Gauss-Seidel iterative method and the preconditioned Gauss-Seidel iterative method are listed in Table 1 and Table 2 , respectively. Thus it can be seen that the preconditioned Gauss-Seidel method proposed in this paper has a faster convergence rate than that of the classical Gauss-Seidel iterative method. Let x (0) = (0, 0, 0) T , the classical Gauss-Seidel iterative method took 16 iterations for the convergence, while it took 6 iterations for the convergence of the preconditioned Gauss-Seidel method. But the two methods took the same CPU times. Ite.
x Table 2 . Numerical results of preconditioned Gauss-Seidel method with P = I + S +K.
Ite. 
Then we report the spectral radius of three iterative methods in Table 3 . Table 3 . Comparisons of the three iterative methods in [5] , [7] and this paper From the above numerical examples, we see that the preconditioning effectiveness of
-type preconditioners constructed in this paper is obvious.
Conclusion
In this paper, we have presented the new preconditioned Gauss-Seidel iterative method for the Z-matrices linear systems. It remains to construct the comparison theorems for the iterative methods. We conclude that the rate of convergence of the new method in this paper is faster than the rate of convergence of the methods in [5] and [7] by theoretical analysis and numerical examples.
