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Re´sume´
L’e´tude de stabilite´ des syste`mes diffe´rentiels issus des e´quations de Navier-Stokes consiste
a` analyser la re´ponse du syste`me line´arise´ a` une perturbation en onde plane. Elle ne peut
pas rendre compte de tous les me´canismes possibles d’instabilite´ non line´aire. De telles ana-
lyses de stabilite´ non line´aire ont e´te´ aborde´es pour des discre´tisations en diffe´rences finies de
l’e´quation scalaire non visqueuse de Burgers. Elles sont base´es sur l’analyse en ondes re´sonantes,
en conside´rant un ensemble d’ondes qui forment un groupe ferme´ pour l’e´quation discre´tise´e.
Une conclusion importante de ces travaux est que quelques me´canismes non line´aires instables
existent qui e´chappent a` l’analyse line´aire, comme le me´canisme de focalisation e´tudie´ et ex-
plique´ a` l’aide des modes de side band, introduits pour amorcer les instabilite´s.
Cette approche d’ondes re´sonantes est e´tendue a` l’analyse non line´aire de stabilite´ pour les
me´thodes LBM (Lattice Boltzmann Method). Nous pre´sentons pour la premie`re fois une e´quation
vectorielle a` la place de l’ e´quation scalaire de Burgers, car la me´thode LBM conside`re une fonc-
tion de distribution par vitesses discre`tes. L’application du principe des ondes re´sonantes aux
e´quations de Boltzmann sur re´seau pour un e´coulement monodimensionnel, compressible et iso-
therme dans un sche´ma D1Q3 donne des cartes d’instabilite´, dans le cas de 1 ou plusieurs modes
re´sonants, tre`s de´pendantes des conditions initiales. Le phe´nome`ne de focalisation n’a pas e´te´
obtenu dans la formulation LBM. Des croissances transitoires dues a` la la non-normalite´ des
ope´rateurs peuvent exister. Elles sont calcule´es par une me´thode d’optimisation Lagrangienne
utilisant les e´quations adjointes de LBM. L’application du principe des ondes re´sonantes est
e´tendue a` un mode`le 2D. On montre que les instabilite´s deviennent pre´ponde´rantes.
iv
Abstract
The stability study of differential systems derived from the Navier- Stokes equations consists
in analysing the response of the planar linearized system from a disturbance on a flat wave.
It cannot account for all possible mechanisms of nonlinear instability. Such non-linear stability
analyses were discussed for finite difference of the scalar non-viscous Burger equation. They
are based on the analysis in resonant waves, considering a set of waves that form a closed
group for the discretized equation. An important conclusion of this work is that some unstable
nonlinear mechanisms exist that are beyond the linear analysis, as the focusing mechanism
studied and explained using the methods of side band, introduced to initiate instabilities.
This approach of resonant waves is extended to non-linear stability analysis for LBM (Lattice
Boltzmann Method) methods. We report for the first time a vector equation instead of the
scalar Burgers equation, because the LBM method considers a distribution function by discrete
speeds. The principle of resonant waves to lattice Boltzmann equations for one-dimensional
flow in a compressible and isothermal D1Q3 scheme gives instability maps, in the case of one
or more resonant modes , highly dependent upon the initial conditions. The phenomenon of
focus has not been obtained in the LBM formulation. Transient growth due to non-normality
of operators may exist. They are calculated by a Lagrangian optimization method combined
with LBM equations. The principle of resonant waves is extended to a 2D model. We show that
the instabilities become dominant.
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Notations
– Les parame`tres en lettres grasses sont des vecteurs.
– Nous utiliserons les anglicismes suivants : leapfrog pour saut de mouton, sideband pour
bande late´rales, aliasing pour repliement de spectre.
– Les symboles suivants sont utilise´s : a¯ pour a stationnaire, a˚ pour le conjugue´ de a, a˜ pour
l’adjoint de a, I,R pour la partie imaginaire et la partie re´elle d’un nombre complexe.
– L’abbre´viation : c.c. pour complexe conjugue´.
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Introduction
Proble´matique industrielle ferroviaire
Dans le secteur ferroviaire, les sujets, et souvent proble`mes, lie´s aux e´coulements d’air (plus
savamment hydrodynamiques ) couvrent une tre`s large varie´te´ de phe´nome`nes physiques :
La re´sistance a` l’avancement d’un train est de la forme A ` BV ` CxV 2 avec V vitesse du
train. Elle dimensionne la motorisation des trains, et plus particulie`rement, avec le terme en
CxV
2, celle des trains a` grande vitesse. La re´duction de la traˆıne´e ae´rodynamique Cx concerne
a` la fois l’optimisation des formes avant, (et donc arrie`re pour un train re´versible comme le
TGV), des e´coulements autour des bogies, sous caisses et entre ve´hicules. La ﬁgure (1) montre
une coupe de la simulation de la couche limite d’un TGV au niveau de la liaison entre 2 re-
morques.
Figure 1 – Simulation par la me´thode de Boltzmann sur re´seau de la couche limite autour
d’un TGV a` 300 km/h au niveau inter remorques - source Alstom -
L’eﬀet de souﬄe provoque´ par le passage du train, le long des voies ou sur les quais de
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gares de passage doit eˆtre re´duit sans augmenter inconside´re´ment la largeur des plateformes
ferroviaires. De meˆme que l’entr’ axe des voies doit eˆtre ajuste´ pour e´viter des dommages sur
les ve´hicules (vitres, portes) lors du croisement de 2 trains.
Avec la re´duction du bruit de roulement, suite a` la suppression des semelles de frein - cause,
lors des freinages, d’une rugosite´ sur la roue et donc d’un bruit de ”contact”- et leur remplace-
ment par des freins a` disque, le bruit d’origine ae´rodynamique devient pre´dominant a` grande
vitesse en environnement comme le montre la figure (2). Ce bruit ae´roacoustique se de´cline
e´galement dans la composante confort des voyageurs et du me´canicien avec les bruits de sillage
sur les parois, ceux provoque´s par les e´coulements turbulents entre caisses. La figure (3) montre
la simulation par la me´thode de Boltzmann sur re´seau de l’e´coulement autour de la baie frontale
de la motrice de teˆte pour re´duire le bruit en cabine de conduite.
100 200 300 400 500
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Figure 2 – Comparaison entre le bruit de roulement et le bruit ae´rodynamique en fonction de
la vitesse.
(LeqA en dBA en fonction de la vitesse U0 en km/h) - source SNCF -
Les efforts late´raux sur les faces des ve´hicules d’un TGV, dus a` la composition vectorielle du
” vent ae´rodynamique ” autour du train et d’ un ” vent traversier me´te´orologique ” (comme le
mistral ou la tramontane sur la ligne TGV me´diterrane´e), dont l’amplitude des rafales atteint
fre´quemment des vitesses supe´rieures a` 100 km/h, en particulier sur certaines configurations
d’ouvrages (viaducs, ponts, remblais) peuvent eˆtre importants. Afin d’ e´viter tout risque de
renversement du train, la SNCF a organise´ la protection de la ligne par des murs anti-vent sur
les sites les plus expose´s, figure (4) et des stations ane´mome´triques d’alerte mesurant la vitesse
du vent, calculant le vent pre´visionnel dans les 5 minutes qui suivent et le comparant a` des
courbes de risque pour e´ventuellement re´duire la vitesse du train, figure (5).
Les diffe´rents ventilateurs de refroidissement des organes e´lectriques, (comme le transfor-
mateur), peuvent provoquer des nuisances sonores sur les quais de gare naturellement ”peu
absorbants”.
La protection de l’environnement et le passage des TGV en zones urbanise´es ont accru la
3Figure 3 – Simulation par la me´thode de Boltzmann sur re´seau du bruit ae´roacoustique autour
de la cabine de conduite.
(Densite´ spectrale de puissance de la pression dans la bande [50-500hz]) - source Alstom -
Figure 4 – Protection vis a` vis des vents traversiers sur le viaduc des Angles au franchissement
du Rhoˆne - source SNCF -
longueur des tunnels et donc, a` leur franchissement, l’e´mergence d’ondes de compression et de
de´tente dont l’amplitude est proportionnelle au rapport : section de train sur section du tunnel,
procurant un inconfort tympanique voire des douleurs, ﬁgure (6) et ﬁgure (7). L’optimisation
du couple train (forme avant et arrie`re des motrices, e´tanche´ite´ du train aux ondes de pression),
tunnel (section et forme d’entre´e du tunnel) est ne´cessaire pour re´duire cet inconfort sans aug-
menter abusivement et e´conomiquement la section des tunnels.
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Figure 5 – Station ane´mome´trique sur la ligne TGV Me´diterrane´e mesurant la vitesse et la
direction du vent - source SNCF -
Figure 6 – Onde de compression a` l’entre´e de la teˆte du train dans un tunnel - source SNCF -
Figure 7 – Onde de de´tente a` l’entre´e de la queue du train dans un tunnel - source SNCF -
Le confort thermique dans les espaces voyageurs des trains a` un ou deux niveaux doit eˆtre
tre`s e´tudie´ en amont de la fabrication : homoge´ne´isation de la tempe´rature dans les espaces
voyageurs et re´duction des vitesses d’air perc¸ues par les clients.
La ﬁgure (8) montre pour un TGV Duplex, la simulation par la me´thode de Boltzmann sur
re´seau des vitesses d’air en situation de chauﬀage par tempe´rature norme´e de -20 degre´s C.
Les records du monde successifs ont montre´ la diﬃculte´ de capter correctement l’e´lectricite´
de la cate´naire avec le pantographe pour le dernier record a` 575 km/h, ou meˆme en unite´ mul-
tiple pour les vitesses commerciales de 300-320 km/h, par fort vent late´ral. Il faut assurer un
compromis, pour un bon captage, entre l’eﬀort de portance ae´rodynamique, fonction de la vi-
tesse, l’eﬀort me´canique du pantographe meˆme asservi et l’eﬀort sur le ﬁl de cate´naire suﬃsant
pour capter correctement, la ﬁgure (9) montre une partie de la proble´matique ae´rodynamique
avec la cre´ation d’une couche limite turbulente dans la zone et autour du pantographe.
5Figure 8 – Simulation par la me´thode de Boltzmann sur re´seau des vitesses d’air dans les 2
salles de 2e classe du TGV Duplex (” le plus beau train du monde ! ”) en situation de chauffage
- source Alstom -
Figure 9 – Simulation par la me´thode de Boltzmann sur re´seau de la section de couche limite
au niveau du pantographe - source Alstom -
Cette liste de situations hydrodynamiques, les plus connues car visibles par les clients, n’est
pas exhaustive. On doit aussi organiser et assurer ”dans les 2 sens de marche ” le refroidisse-
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ment :
– des organes sous caisse, comme les moteurs de traction, les re´ducteurs,..
– de l’appareillage e´lectrique (transformateurs, selfs,..) par les prises d’air neuf exte´rieures,
– des boˆıtes d’essieu, en particulier quand les bogies posse`dent des care´nages ae´rodynamiques.
On peut ajouter e´galement pour les automoteurs thermiques la ne´cessite´ d’e´vacuer correc-
tement les fume´es de combustion des moteurs die´sels.
Pour clore cette liste, on signalera l’obligation de re´soudre pre´alablement la proble´matique
lie´e a` l’envol de ballast, provoque´ par les turbulences sous caisse, plus aigu¨e avec l’augmentation
potentielle des vitesses commerciales des TGV au dela` de 320 km/h.
Une approche unique n’est pas possible pour traiter tous ces proble`mes ou fonctions, meˆme
si leur source reste toujours la meˆme : les e´coulements d’air autour du train (et dans le train pour
la climatisation). Par ailleurs les parame`tres de ces e´coulements d’air peuvent eˆtre diffe´rents,
conside´re´s comme compressibles ou non, visqueux ou non, isothermes ou non, suivant les si-
tuations e´voque´es, et donc ne´cessitent des moyens d’essai ou ( et ) des outils de simulation
diffe´rents. Dans tous les cas, l’ objectif final est celui de mode´liser, simuler, tester, optimiser
le plus en amont de la fabrication et des essais de re´ception, le fonctionnement du train, pour
bien re´pondre au cahier des charges du client.
Cet objectif doit eˆtre atteint dans une pe´riode ou` des efforts importants sont exige´s pour
re´duire les de´lais et les couˆts, tout en ame´liorant la fiabilite´.
Dans ce contexte, en comple´ment de l’expe´rience, des essais en ligne et en souﬄerie, l’
approche nume´rique pre´dictive s’est re´ve´le´e absolument indispensable.
A l’heure actuelle, aucun code de simulation nume´rique ne permet de re´soudre, sans sim-
plification, les e´quations de Navier Stokes 3D, visqueuses, compressibles et thermiques ( cha-
pitre 1) ou celles d’Euler qui doivent de´crire l’ensemble de tous ces phe´nome`nes. Actuellement,
the´oriquement, on ne sait pas si des solutions uniques existent ( en particulier avec la sensibilite´
de la turbulence aux conditions initiales : voir l’ anecdote sur le battement d’aile d’un papillon
en Ame´rique qui de´clencherait une de´pression sur nos coˆtes franc¸aises ! ).
Les codes nume´riques existant, usent de diffe´rentes simplifications :
-me´thodes DNS ( Simulation Nume´rique Directe ) limite´es a` des e´coulements a` bas Reynolds.
-me´thodes LES (Large Eddy Simulation ) dans lesquelles la simulation ne doit re´soudre que les
plus grandes e´chelles de turbulence.
-me´thodes RANS (Reynolds Averaged Navier-Stokes ) moyenne´es et comple´te´es par des mode`les
de turbulence ( k,  par exemple).
-me´thodes mixtant les me´thodes pre´ce´dentes.
La me´thode de Boltzmann sur re´seau
Pourtant, depuis une dizaine d’anne´es, des logiciels nouveaux offrent une alternative aux
codes base´s uniquement sur la discre´tisation des e´quations de Navier stokes [4] ; ceux-ci utilisent
la(es) me´thode(s) de Boltzmann sur re´seau (LBM en anglais : Lattice Boltzmann Methods).
Les figures suivantes montrent un maillage d’espace (re´seau) autour d’un TGV, figure (10) et
quelques simulations d’ e´coulements sur la teˆte et le dessous de la caisse de la motrice TGV,
figure (11) et figure (12) par la LBM.
Ces me´thodes sont maintenant des outils tre`s populaires dans le transport : aviation, au-
tomobile et ferroviaire, mais aussi dans la recherche me´dicale et la me´te´orologie, pour des simula-
tions en dynamique des fluides, avec de nombreux champs d’application, comme l’ae´rodynamique,
7Figure 10 – Maillage (re´seau) autour d’un TGV pour un calcul de Boltzmann sur re´seau -
source Alstom -
Figure 11 – Simulation par la LBM de l’e´coulement en teˆte d’une motrice avant TGV - source
Alstom -
l’ae´roacoustique, les transferts de chaleur, la circulation du sang,...
Comme toutes les me´thodes nume´riques, les proprie´te´s de stabilite´ et de pre´cision peuvent
eˆtre analyse´es d’une fac¸on the´orique, exactement comme cela peut eˆtre fait pour celles base´es
sur la re´solution plus ou moins directe des e´quations d’Euler et de Navier-Stokes. Mais, comme
toute simulation qui exige des discre´tisations en espace et en temps, elles peuvent induire des
erreurs, en particulier en ge´ne´rant des instabilite´s nume´riques diﬃciles a` de´tecter, a` comprendre
et a` supprimer.
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Figure 12 – Simulation de l’e´coulement sous la motrice avant d’un TGV.
(Calcul de la densite´ spectrale de puissance par la LBM de la pression dans la bande [50-500hz])
- source Alstom -
Instabilite´s des sche´mas de Boltzmann sur re´seau
Presque toutes les analyses de stabilite´ existantes des me´thodes de Boltzmann sur re´seau
peuvent eˆtre interpre´te´es comme une extension de la me´thode de Von Neumann, qui consiste a`
analyser la re´ponse du syste`me line´arise´ a` une perturbation en onde plane. L’analyse de stabilite´
de sche´mas LBM a e´te´ faite par de nombreux auteurs, a` la fois pour les me´thodes LBM-BGK
(pour Bhatnagar - Gross - Krook qui ont propose´ une approximation de l’ope´rateur de collision
de l’e´quation de Boltzmann (Annexe C) [5]) et LBM-MRT (pour Temps de Relaxation Mul-
tiples [6]). L’analyse de stabilite´ line´arise´e est un outil utile, mais il ne peut pas rendre compte
de tous les me´canismes possibles d’instabilite´ non line´aire. De telles analyses de stabilite´ non
line´aire ont e´te´ aborde´es dans quelques publications, pour des discre´tisations en diﬀe´rences
ﬁnies de l’e´quation scalaire non visqueuse de Burgers (chapitre 2) [7, 8, 9, 10, 11, 12]. Elles
sont base´es sur l’analyse en ondes re´sonantes, technique qui a e´te´ de´veloppe´e pour l’analyse
des ondes non line´aires a` haute e´nergie. Elles consistent a` conside´rer un ensemble d’ondes qui
forment un groupe ferme´ pour l’e´quation discre´tise´e. Une conclusion importante de ces travaux,
est que quelques me´canismes non line´aires instables existent, qui e´chappent a` l’analyse line´aire.
Un exemple frappant est celui du me´canisme de focalisation qui est un phe´nome`ne non line´aire
purement nume´rique, associe´ a` certains sche´mas de discre´tisation en temps. A notre connais-
sance, aucune analyse non line´aire de stabilite´ pour les me´thodes LBM a` travers une approche
d’ondes re´sonantes n’a e´te´ faite jusqu’a` maintenant.
L’objectif principal de cette the`se est d’e´tendre cette approche aux me´thodes LBM.
Eu e´gard a` sa relative simplicite´ analytique, elle sera restreinte a` un proble`me 1D, comme
celui re´alise´ par les auteurs pre´cite´s pour l’e´quation de Burgers, mais par contre en visqueux et
compressible. Il est important de noter que du point de vue the´orique, la the`se pre´sente pour
la premie`re fois, une e´quation vectorielle a` la place d’une e´quation scalaire. La raison de ceci
9est que l’on doit conside´rer, dans la me´thode LBM, pour chaque vitesse discre`te, une fonction
de distribution, alors qu’une seule vitesse scalaire est prise en compte dans les travaux base´s
sur l’e´quation de Burgers.
Organisation de la the`se
La the`se est organise´e comme suit :
Dans un premier chapitre, nous rappellerons les e´quations et les outils utiles pour la the`se :
les e´quations de Navier Stokes et leur formulation minimale : l’e´quation de Burgers. Nous
montrerons que les solutions d’un e´coulement compressible, isotherme avec e´coulement de base
uniforme (en espace et en temps) sont toujours asymptotiquement stables et donc que les in-
stabilite´s rencontre´es seront nume´riques. Nous donnerons quelques re´sultats sur le sche´ma de
discre´tisation leapfrog de l’e´quation de Burgers et le parasitage nume´rique des solutions qui en
re´sultent.
Dans un second chapitre, nous rappellerons le principe de l’analyse en ondes re´sonantes
de l’e´quation de Burgers et tenterons de de´velopper le me´canisme pressenti par les auteurs
[7, 8, 9, 10, 11, 12] a` partir des modes de ”side band” introduits pour amorcer des instabilite´s.
Le troisie`me chapitre sera consacre´ a` la me´thode de Boltzmann[13]. Nous de´taillerons son
e´criture monodimensionnelle en de´crivant les diffe´rentes phases de la me´thode rarement ex-
plique´es en 1D. Auparavant nous expliquerons le plus simplement possible l’e´quation originelle
de Boltzmann (Annexe C) :
– d’une part car elle est a` l’origine de ce ” merveilleux ” passage entre le transport et
les chocs de particules microscopiques et celle des variables macroscopiques (vitesses,
pression, tempe´rature, densite´), entre la re´versibilite´ microscopique et l’irre´versibilite´ ma-
croscopique.
– d’autre part car elle participe a` la de´monstration du ce´le`bre the´ore`me de Boltzmann sur
l’entropie [14, 15, 16].
Le quatrie`me chapitre montrera l’application du principe des ondes re´sonantes aux e´quations
de Boltzmann sur re´seau pour un e´coulement monodimensionnel, compressible et isotherme
dans un sche´ma D1Q3 (D1 comme 1 dimension, Q3 comme 3 vitesses). Nous re´aliserons des
cartes d’instabilite´ dans le cas de un ou plusieurs modes re´sonants. Nous montrerons que si le
phe´nome`ne de focalisation n’existe pas dans la formulation LBM, des croissances transitoires
pourraient exister.
Nous aborderons dans le cinquie`me chapitre quelques notions et outils re´cents comme la
non-normalite´, l’utilisation des e´quations adjointes de LBM pour re´aliser et tenter d’expliquer
ce phe´nome`ne transitoire.[17, 18, 19, 20]
Le dernier chapitre abordera l’application du principe des ondes re´sonantes a` un mode`le 2D.
Puis nous conclurons.
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CHAPITRE1
Quelques de´ﬁnitions et re´sultats ge´ne´raux
Ce chapitre est consacre´ a` la de´ﬁnition de diﬀe´rents outils ne´cessaires a` ce travail.
Nous pre´senterons d’abord les e´quations de Navier Stokes qui de´crivent les e´coulements, dans
leur formulation la plus ge´ne´rale en compressible, visqueux et 3D. Ces e´quations sont issues de
la conservation de la masse, de la quantite´ de mouvement et de l’e´nergie. Tous les travaux sur les
me´canismes non line´aires instables ont e´te´ re´alise´s sur des discre´tisations de l’e´quation mode`le
de Burgers, que nous rappellerons, formulation incompressible et non visqueuse de l’e´quation
de Navier Stokes 1D. Nous en de´riverons e´galement la formulation , compressible et visqueuse
en 1D, puisque l’application a` la me´thode de Boltzmann de´veloppe´e dans la the`se sera faite
(sauf le dernier chapitre en 2D ) dans ces hypothe`ses. C’est l’objet du premier paragraphe.
Nous aborderons ensuite quelques notions de stabilite´, trop vaste sujet pour eˆtre exhaustif.
Nous nous limiterons a` quelques de´ﬁnitions simples de la stabilite´ comme celle de l’e´nergie
borne´e d’un syste`me perturbe´ pour tout temps t ą 0. Nous montrerons, en particulier dans le
second paragraphe, que pour un e´coulement avec une base uniforme en espace et stationnaire
en temps, les solutions ”the´oriques” sont toujours stables, donc que toutes les instabilite´s pro-
viennent du traitement nume´rique.
Un exemple de discre´tisation entraˆınant des instabilite´s nume´riques, le sche´ma leapfrog est
de´taille´ en Annexe A, car il est utilise´ par les auteurs pour la discre´tisation de l’e´quation de
Burgers. Le phe´nome`ne d’aliasing bien connu dans le traitement du signal, est rapidement
rappele´.
1.1 Equations de Navier-Stokes et de Burgers
1.1.1 Equations de Navier-Stokes 3D et 1D compressibles
Les e´quations de Navier-Stokes de´crivent le mouvement des ﬂuides newtoniens (avec coef-
ﬁcients de viscosite´ constants, comme les liquides et gaz visqueux ordinaires) dans l’approxi-
mation des milieux continus. Ce sont des e´quations aux de´rive´es partielles non line´aires dont
l’existence de solutions et la re´solution constituent, dans le cas le plus ge´ne´ral, l’un des proble`mes
complexes du prix du mille´naire.
Elles permettent la mode´lisation approche´e des courants oce´aniques, de l’atmosphe`re pour
les me´te´orologistes, des e´coulements autour des avions, des trains a` grande vitesse mais aussi
de l’e´coulement du sang dans les re´seaux veineux et arte´riels.
Nous pre´senterons la forme la plus ge´ne´rale 3D, puis la formulation incompressible, iso-
therme de laquelle est de´rive´e l’e´quation de Burgers qui fera l’objet du chapitre 2.
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1.1.2 Equations de Navier-Stokes en 3D
Les e´quations de la conservation de la masse, de la quantite´ de mouvement et de l’e´nergie
s’e´crivent :
– Equation de conservation de la masse :
Bρ
Bt `
3ÿ
i“1
Bρui
Bxi “ 0 (1.1)
(Avec ρ : densite´, xi : composantes dans la direction i de la position x, ui : composantes
dans la direction i de la vitesse u ).
– Equations de conservation de la quantite´ de mouvement :
Bρuj
Bt `
3ÿ
i“1
Bρuiuj
Bxi “ ´
Bp
Bxj `
3ÿ
i“1
Bτij
Bxi (1.2)
(Avec p : pression, ρui : composantes dans la direction i de la quantite´ de mouvement ρu,
τij : composantes ij du tenseur des contraintes τ , ci apre`s :)
τij “ μp BuiBxj `
Buj
Bxi q ` ξ
3ÿ
k“1
Buk
Bxk δij (1.3)
(Avec μ, ξ : coeﬃcients de viscosite´ ).
– Equation de conservation de l’e´nergie :
Bρe
Bt `
3ÿ
i“1
Bpρe ` pqui
Bxi “
3ÿ
i“1
3ÿ
j“1
Bpτijujq
Bxi ´
3ÿ
i“1
Bqi
Bxi (1.4)
(Avec e : e´nergie interne, qi : composantes dans la direction i du ﬂux de chaleur q ).
Pour les ﬂuides newtoniens, on prendra en compte l’hypothe`se de Stokes 3ξ ` 2μ “ 0, avec
μ : viscosite´ dynamique du ﬂuide, ξ : viscosite´ de volume, le tenseur des contraintes visqueuses
est proportionnel a` la partie syme´trique du tenseur des taux de de´formation.[21]
τij “ μrp BuiBxj `
Buj
Bxi q ´
2
3
3ÿ
k“1
Buk
Bxk δijs (1.5)
Le ﬂux de chaleur est proportionnel au gradient de tempe´rature :
qi “ ´λ BTBxi (1.6)
(λ : conductivite´ thermique, T : tempe´rature )
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1.1.3 Equation de Navier-Stokes en 1D
Les e´quations de la conservation de la masse, de la quantite´ de mouvement, de l’e´nergie
s’e´crivent en 1D :
– Equation de conservation de la masse :
Bρ
Bt `
Bρu
Bx “ 0 (1.7)
– Equation de conservation de la quantite´ de mouvement :
Bρu
Bt `
Bρu2
Bx “ ´
Bp
Bx `
Bτ
Bx (1.8)
Avec le tenseur τ limite´ a` :
τ “ μp2BuBx ´
2
3
Bu
Bxq “
4
3
μ
Bu
Bx (1.9)
– Equation de conservation de l’e´nergie :
Bρe
Bt `
Bpρe ` pqu
Bx “
Bpτuq
Bx ´
Bq
Bx (1.10)
1.1.4 Equations de Navier-Stokes incompressibles, isothermes
Nous nous limiterons, pour ce qui concerne notre the`se aux seuls e´coulements isothermes,
la prise en compte de la tempe´rature n’apporterait qu’une complexite´ supple´mentaire sans
modiﬁer les conclusions.
L’expression des e´quations pour des e´coulements incompressibles et isothermes est conside´rablement
simpliﬁe´e. L’e´quation de l’e´nergie est de´couple´e des e´quations de continuite´ et de quantite´ de
mouvement. On obtient alors dans ce cas :
– Equation de continuite´ (ou d’incompressibilite´) :
3ÿ
i“1
Bρui
Bxi “ 0 (1.11)
– Equations de conservation de la quantite´ de mouvement :
ρpBujBt `
3ÿ
i“1
Buiuj
Bxi q “ ´
Bp
Bxj ` μ
B
Bxi rp
Bui
Bxj `
Buj
Bxi q ´
2
3
3ÿ
k“1
Buk
Bxk δijs (1.12)
14 CHAPITRE 1. QUELQUES DE´FINITIONS ET RE´SULTATS GE´NE´RAUX
On a avec (1.11), comme conse´quence de l’incompressibilite´ l’e´quation suivante :
3ÿ
i“1
Bρuiuj
Bxi “
3ÿ
i“1
ui
Bρuj
Bxi ` uj
3ÿ
i“1
Bρui
Bxi “
3ÿ
i“1
ui
Bρuj
Bxi (1.13)
Pour un gaz parfait :
p “ ρRT
M
(1.14)
(Avec R : constante des gaz parfaits, M : masse molaire du ﬂuide )
en conse´quence p est constante pour un gaz incompressible et isotherme donc :
Bp
Bxj “ 0
L’expression (1.12) devient :
Buj
Bt `
3ÿ
i“1
ui
Buj
Bxi “ η
B
Bxi rp
Bui
Bxj `
Buj
Bxi q ´
2
3
3ÿ
k“1
Buk
Bxk δijs (1.15)
(Avec η “ μ{ρ : viscosite´ cine´matique du ﬂuide).
1.1.5 Equations de Navier-Stokes a-dimensionne´es
L’a-dimensionnement des e´quations de Navier-Stokes fait apparaˆıtre un parame`tre caracte´ristique
des e´coulements : le nombre de Reynolds Re dont la valeur (Recr : nombre de Reynolds critique)
de´ﬁnit des seuils d’instabilite´ physique, comme l’e´coulement derrie`re un cylindre, laminaire
(stable) pour Re ă Recr et progressivement turbulent (instable) au dessus (ﬁg 1.1).
Figure 1.1 – Inﬂuence de Re
Soit U , une vitesse caracte´ristique de l’e´coulement e´tudie´ et L une longueur caracte´ristique.
On conside`re le temps caracte´ristique T “ L{U et on posera les variables a-dimensionne´es
suivantes :
xˆi “ xi
L
, tˆ “ t
T
, uˆi “ ui
U
, pˆ “ p
ρU2
(1.16)
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Re´e´crivons l’e´quation (1.2) en utilisant (1.13). On e´crira le membre de gauche :
uj
Bρ
Bt ` ρ
Buj
Bt ` uj
3ÿ
i“1
Bρui
Bxi `
3ÿ
i“1
ρui
Buj
Bxi “ ρ
Buj
Bt ` ρ
3ÿ
i“1
ui
Buj
Bxi (1.17)
L’e´quation (1.2) devient :
ρpBujBt `
3ÿ
i“1
ui
Buj
Bxi q “ ´
Bp
Bxj ` μ
B
Bxi rp
Bui
Bxj `
Buj
Bxi q ´
2
3
3ÿ
k“1
Buk
Bxk δijs (1.18)
En a-dimensionnant suivant (1.16) :
ρpU
2
L
Buˆj
Btˆ `
U2
L
3ÿ
i“1
uˆi
Buˆj
Bxˆi q “ ´ρ
U2
L
Bpˆ
Bxˆj ` μ
U
L2
B
Bxˆi rp
Buˆi
Bxˆj `
Buˆj
Bxˆi q ´
2
3
3ÿ
k“1
Buˆk
Bxˆk δijs (1.19)
En divisant par ρU2{L et en posant ρLU{μ “ Re, on obtient :
Buˆj
Btˆ `
3ÿ
i“1
uˆi
Buˆj
Bxˆi q “ ´
Bpˆ
Bxˆj `
1
Re
B
Bxˆi rp
Buˆi
Bxˆj `
Buˆj
Bxˆi q ´
2
3
3ÿ
k“1
Buˆk
Bxˆk δijs (1.20)
On verra pour l’e´quation de Boltzmann un e´quivalent au nombre de Reynolds qu’on appel-
lera ω de´ﬁni diﬀe´remment. Apre`s ce rappel sur les diﬀe´rentes formes des e´quations de Navier-
Stokes, on utilisera les e´quations (1.7) a` (1.10) suivantes pour le chapitre 3 sur les e´quations
de Boltzmann en monodimensionnel.
Bρ
Bt `
Bρu
Bx “ 0 (1.21)
Bρu
Bt `
Bρu2
Bx “ ´
Bp
Bx `
4
3
μ
B2u
Bx2 (1.22)
Bρe
Bt `
Bpρe ` pqu
Bx “
4
3
μ
B
Bxpu
Bu
Bxq (1.23)
(1.24)
1.1.6 Equations de Burger 1D, visqueuse et non visqueuse
Dans le cas incompressible et visqueux, on obtient en monodimensionnel pour l’e´quation de
quantite´ de mouvement :
Bu
Bt `
Bu2
Bx “
4
3
η
B2u
Bx2 (1.25)
Cette e´quation a-dimensionne´e devient :
Bu
Bt `
Bu2
Bx “
1
Re
B2u
Bx2 (1.26)
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Dans le cas incompressible et non visqueux on obtient en monodimensionnel pour cette
meˆme e´quation :
Bu
Bt ` u
Bu
Bx “ 0 (1.27)
Cette dernie`re e´quation de Burgers (1.27), mode`le de base tre`s simpliﬁe´ (monodimensionnel,
incompressible, non visqueux et isotherme), sera discre´tise´e en temps et en espace par une
e´quation aux diﬀe´rences ﬁnies dans un sche´ma type leapfrog (Annexe A) . Elle a fait l’objet
des e´tudes sur les me´canismes d’instabilite´ nume´rique sur lesquelles on s’appuiera pour tenter
de les appliquer aux e´quations de Boltzmann. On utilisera dore´navant la notation d’Einstein :
quand l’indice d’une variable apparaˆıt deux fois dans un terme, on sous-entend la sommation
sur toutes les valeurs que peut prendre cet indice :
3ÿ
i“1
Bui
Bxi “
Bui
Bxi (1.28)
1.2 Stabilite´
1.2.1 Quelques de´ﬁnitions de stabilite´
Nous reprendrons quelques de´ﬁnitions de stabilite´ dans l’ouvrage de Schmid et Henninson
(un livre de chevet remarquable) [22]. On doit toutefois aborder auparavant, pour la premie`re
fois (mais non la dernie`re), la de´composition d’un e´tat perturbe´ en une composante station-
naire et uniforme de l’ e´tat principal et une composante ﬂuctuante de l’ e´tat perturbe´ [23] qui
ne´cessite de de´ﬁnir le concept d’e´coulement principal et de petites perturbations.
D’apre`s Chu [24] :
”...Pour un cadre physique donne´, les conditions aux limites de´terminent usuellement une et
une seule solution inde´pendante du temps. Cette solution sera conside´re´e comme l’e´coulement
principal. Toute petite de´viation de l’e´coulement principal est une petite perturbation. En
fonction du temps, cette petite perturbation peut croˆıtre ou de´croˆıtre. Cette de´ﬁnition e´carte
tout e´coulement principal de´pendant du temps ...”
On de´ﬁnira l’e´nergie cine´tique de la perturbation contenue dans un volume V par :
Evptq “ 1
2
ż
V
uiptquiptqdV (1.29)
Le choix du volume V de´pend des conditions aux limites (nulles a` l’inﬁni, pe´riodiques...).
Stabilite´ Une solution ui des e´quations de Navier-stokes est stable a` une perturbation si
l’e´nergie de la perturbation satisfait :
lim
tÑ8
Evptq
Evp0q Ñ 0 (1.30)
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Stabilite´ conditionnelle Cette de´ﬁnition provient du fait que la stabilite´ ou l’instabilite´
peut de´pendre de l’e´nergie initiale de la perturbation.
S’ il existe un seuil d’e´nergie κ ą 0 tel que ui est stable quand Evp0q ă κ, alors la solution
ui est dite conditionnellement stable.
Stabilite´ monotone Si :
BEv
Bt ă 0 pour tout t ą 0 (1.31)
alors la solution est dite monotoniquement stable.
1.2.2 Stabilite´ hydrodynamique sous e´coulement uniforme
Pour un ﬂuide, newtonien, compressible et isotherme, les e´quations de Navier-stokes s’e´crivent :
3ÿ
i“1
Bui
Bxi “
Bui
Bxi (1.32)
– Equation de conservation de la masse :
Bρ
Bt `
Bρuj
Bxj “ 0 (1.33)
– Equation de conservation de la quantite´ de mouvement :
Bρuj
Bt `
Bρuiuj
Bxj “ ´
Bp
Bxi `
Bτij
Bxj (1.34)
avec τij “ μp BuiBxj `
Buj
Bxi q ´
2
3
μ
Buk
Bxk δij (1.35)
Conside´rons un e´tat uniforme et stationnaire principal ρ¯, u¯i, p¯ et un e´tat perturbe´ ρ
1, u1i, p1.
Ecrivons les e´quations (1.33) et (1.34) pour l’ e´tat principal et l’e´tat perturbe´.
L’e´quation de conservation de la masse pour l’e´coulement stationnaire est :
Bρ¯u¯j
Bxj “ 0 (1.36)
L’e´quation de conservation de la masse pour l’e´coulement perturbe´ est :
Bρ1
Bt `
Bpρ¯ ` ρ1qpu¯j ` u1jq
Bxj “ 0 (1.37)
Les e´quations de conservation de la quantite´ de mouvement pour l’e´coulement stationnaire
sont :
Bρ¯u¯iu¯j
Bxj “ ´
Bp¯
Bxi `
Bτ¯ij
Bxj (1.38)
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avecτ¯ij “ μ¯r Bu¯iBxj `
Bu¯j
Bxi ´
2
3
δij
Bu¯k
Bxk s (1.39)
Les e´quations de conservation de la quantite´ de mouvement pour l’e´coulement perturbe´
deviennent apre`s de´composition :
Bpρ¯ ` ρ1qpu¯i ` u1iq
Bt `
Bpρ¯ ` ρ1qpu¯i ` u1iqpu¯j ` u1jq
Bxj “ ´
Bpp¯ ` p1q
Bxi `
Bpτ¯ij ` τ 1ijq
Bxj (1.40)
avec τ 1ij “ μ¯rBu
1
i
Bxj `
Bu1j
Bxi ´
2
3
Bu1k
Bxk δijs (1.41)
On soustrait les e´quations de l’e´coulement stationnaire des e´quations de l’e´coulement perturbe´
et on ne´gligera les termes quadratiques des petites quantite´s du second ordre comme pu1iu1jq.
On obtient alors pour l’e´quation de conservation de la masse :
Bρ1
Bt `
Bpρ¯u1j ` ρ1u¯jq
Bxj “ 0 (1.42)
et pour les e´quations de conservation de la quantite´ de mouvement :
Bpρ¯ u1i ` ρ1 u¯iq
Bt `
Bpρ¯u¯iu1j ` ρ¯u¯ju1i ` ρ1u¯iu¯jq
Bxj “ ´
Bp1
Bxi `
Bτ 1ij
Bxj (1.43)
avec :
τ 1ij “ μ¯rBu
1
i
Bxj `
Bu1j
Bxi ´
2
3
δij
Bu1k
Bxk s (1.44)
On e´crira ces 2 dernie`res e´quations sous la forme suivante propose´e par Chu dans [24] :
Bρ1
Bt ` ρ¯
Bu1j
Bxj “ ´ u¯j
Bρ1
Bxj “ m
1 (1.45)
ρ¯
Bu1i
Bt “ ´
Bp1
Bxi `
Bτ 1ij
Bxj ` F
1
i (1.46)
avec F 1i “ ´u¯iBρ
1
Bt ´ u¯iu¯j
Bρ1
Bxj ´ ρ¯u¯j
Bu1i
Bxj ´ ρ¯u¯i
Bu1j
Bxj (1.47)
Calculons plus pre´cise´ment ce terme F 1i :
F 1i “ ´u¯ip´ρ¯
Bu1j
Bxj ´ u¯j
Bρ1
Bxj q ´ u¯iu¯j
Bρ1
Bxj ´ ρ¯u¯j
Bu1i
Bxj ´ ρ¯u¯i
Bu1j
Bxj (1.48)
F 1i “ ´ρ¯u¯j Bu
1
i
Bxj (1.49)
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Ces e´quations accompagne´es de l’e´quation des gaz parfaits, isothermes mise sous la forme :
p1
p¯
“ ρ
1
ρ¯
(1.50)
gouvernent les changements des variables p1, u1i, ρ1 et en conse´quence l’e´volution de la per-
turbation et de son e´nergie.
L’e´nergie d’une telle perturbation doit tenir compte de l’e´nergie cine´tique, de l’e´nergie acous-
tique et pour un e´coulement non isotherme de l’e´nergie thermique. Les diﬀe´rentes normes sur
la de´ﬁnition de l’e´nergie de la perturbation pre´sente´es dans la litte´rature [24, 25] ne sont pas
toutes identiques. Elles diﬀe`rent toutefois seulement sur la prise en compte de l’e´nergie ther-
mique et sont donc semblables pour les e´coulements isothermes. Comme nous nous bornerons
dans notre e´tude a` des e´coulements de ce type (e´quations de Burgers et Boltzmann) le choix
de la ”bonne” norme ne se posera donc pas.
On peut construire cette norme d’e´nergie en multipliant l’e´quation (1.45) par :
a¯2
γ
ρ1
ρ¯
avec a¯2 “ γp¯
ρ¯
(1.51)
(avec a¯ : vitesse du son dans l’e´coulement principal, γ “ cp{cv, cp : chaleur spe´ciﬁque a`
pression constante et cv : chaleur spe´ciﬁque a` volume constant).
et en multipliant l’ e´quation (1.46) par u1i.
On additionnera ensuite les 2 e´quations obtenues.
On obtient alors :
a¯2ρ1
γρ¯
Bρ1
Bt ` u
1
iρ¯
Bu1i
Bt “
a¯2ρ1
γρ¯
m1 ´ a¯
2ρ1
γ
Bu1j
Bxj ´ u
1
i
Bp1
Bxi ` u
1
i
Bτ 1ij
Bxj ` u
1
iF
1
i (1.52)
On peut e´crire le membre de gauche :
B
Btp
1
2
ρ¯pu1iq2 ` 12
a¯2
γρ¯
pρ1q2q (1.53)
La quantite´ :
ea “ p1
2
ρ¯pu1iq2 ` 12
a¯2
γρ¯
pρ1q2q (1.54)
a la dimension d’une e´nergie par unite´ de volume comportant 2 contributions : l’une d’origine
cine´tique et l’autre d’origine potentielle. En inte´grant sur le volume V l’ e´quation (1.52) on
retrouve la variation d’e´nergie de la perturbation :
BE
Bt “
ż
V
B
Btp
1
2
ρ¯pu1iq2 ` 12
a¯2ρ12
γρ¯
qdV “
ż
V
p a¯
2ρ1
γρ¯
m1 ´ a¯
2ρ1
γ
Bu1j
Bxj ´ u
1
i
Bp1
Bxi ` u
1
i
Bτ 1ij
Bxj ` u
1
iF
1
i qdV
(1.55)
Examinons les 5 inte´grales du second membre en utilisant la de´ﬁnition de la vitesse du son
dans l’e´coulement principal :
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a¯2 “ γp¯
ρ¯
“ γp
1
ρ1
(1.56)
I1 “
ż
V
a¯2ρ1
γρ¯
m1dV “
ż
V
p1m1
ρ¯
dV (1.57)
I2 “
ż
V
´ a¯
2ρ1
γ
Bu1j
Bxj “
ż
V
´p1 Bu
1
j
Bxj dV (1.58)
I3 “
ż
V
´u1i Bp
1
BxidV (1.59)
I4 “
ż
V
u1i
Bτ 1ij
Bxj dV “
ż
V
Bpu1iτ 1ijq
Bxj dV ´
ż
V
τ 1ij
Bu1i
Bxj dV (1.60)
I5 “
ż
V
u1iF
1
i qdV (1.61)
On peut additionner I2 et I3 :
I23 “ I2 ` I3 “ ´
ż
V
Bpu1ip1q
Bxi dV (1.62)
On utilise le the´oreˆme de la divergence qu’on rappelle :
ż ż ż
V
divFdV “
ż ż
δV
FndS (1.63)
avec δV frontie`re de V et dn vecteur normal a` la surface S, soit en l’appliquant a` I23 et I4 :
I23 ` I4 “ ´
ż
V
Bpu1ip1q
Bxi dV `
ż
V
pBu1iτ 1ijq
Bxj dV ´
ż
V
τ 1ij
Bu1i
Bxj dV (1.64)
“ ´
ż
S
pu1ip1qndS `
ż
S
pu1iτ 1ijqndS ´
ż
V
τ 1ij
Bu1i
Bxj dV (1.65)
Les 2 premie`res inte´grales du second membre sont prises nulles, soit, compte tenu des valeurs
aux frontie`res, soit, et ce sera notre cas, pour des conditions aux limites pe´riodiques donc e´gales
aux 2 bornes. Il reste :
BE
Bt “
ż
V
p1m1
ρ¯
dV `
ż
V
u1iF
1
idV ´
ż
V
τ 1ij
Bu1i
Bxj dV (1.66)
Examinons les 2 premie`res inte´grales en reprenant les valeurs de m1 et F 1i :
ż
V
pp
1m1
ρ¯
` u1iF 1i qdV “ ´
ż
V
pp
1
ρ¯
u¯j
Bρ1
Bxj ` ρ¯u¯ju
1
i
Bu1i
Bxi qdV (1.67)
On peut les re´e´crire :
´1
2
ż
V
r BBxj pp¯u¯jp
ρ1
ρ¯
q
2
` ρ¯u¯jpu1iq2sdV (1.68)
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En re´utilisant le the´ore`me de la divergence et la pe´riodicite´ des solutions, ces 2 inte´grales
sont e´galement nulles.
On a donc :
BE
Bt “ ´
ż
V
τ 1ij
Bu1i
Bxj dV (1.69)
On va e´tudier le signe de l’inte´grant en posant :
τ 1ij
Bu1i
Bxj “
1
2
τ 1ijp Bu
1
i
Bxj `
Bu1j
Bxi q (1.70)
Si on appelle :
e1ij “ pBu
1
i
Bxj `
Bu1j
Bxi q (1.71)
On peut de´velopper l’e´quation (1.70) [24] :
1
2
μpe1ij ´ 23δije
1
kkqe1ij “ μ6 ppe
1
11 ´ e122q2 ` pe122 ´ e133q2 ` pe133 ´ e111q2 ` 6pe1122 ` e1232 ` e1312qq ě 0
(1.72)
On a donc :
BE
Bt “ ´
ż
V
τ 1ij
Bu1i
Bxj dV ď 0 (1.73)
Ce terme, repre´sentant la dissipation d’e´nergie due a` l’eﬀet visqueux, est donc toujours
ne´gatif.
Pour un e´coulement incompressible avec e´coulement de base uniforme, les solutions du
syste`me continu sont toujours stables.
Cette analyse montre que les instabilite´s que nous rencontrerons, dues a` la discre´tisation du
temps et de l’espace seront NUMERIQUES. En annexe C, on trouvera la de´ﬁnition des points
ﬁxes d’un syste`me diﬀe´rentiel, qui permet dans certaines conditions de de´ﬁnir le contour des
zones stables et instables.
On remarquera toutefois que :
Dans le chapitre 5 sur la stabilite´ non modale, on montre que pour des temps courts,
la non-normalite´ des ope´rateurs peut montrer des ampliﬁcations transitoires non nume´riques,
remettant en cause l’e´quation :
BE
Bt “ ´
ż
V
τ 1ij
Bu1i
Bxj dV ď 0 (1.74)
George et Sujith [25], de´veloppent chacun des parame`tres ρ1px, y, tq, u1px, y, tq, v1px, y, tq soit
Φ1px, y, tq sur une base d’ondes planes de la forme :
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Φ1px, y, tq “ Φ˜ptqeikxx`ikyy (1.75)
(Avec kx, ky les nombres d’onde dans les directions x, y).
Puis, en adimensionnant le syste`me d’e´quations (1.42) et (1.43), avec :
ρˆptq “ ρ˜ptq
ρ¯
?
γ
, uˆptq “ u˜ptq
a¯
, vˆptq “ v˜ptq
a¯
(1.76)
(avec a¯ : vitesse du son dans l’e´coulement principal, γ “ cp{cv.)
obtiennent le syste`me aux valeurs propres suivant :
BY
Bt “ BY avec Y “ rρˆptq, uˆptq, vˆptqs (1.77)
ou` B s’e´crit :
B “
»———–
´ikxu¯ ´ikxc0γ ´ikyc0γ
´ikxc0
γ
´ikxu¯ 0
´ikyc0
γ
0 ´ikxu¯
ﬁﬃﬃﬃﬂ (1.78)
On peut e´crire l’e´nergie de perturbation sur la base des vecteurs propres :
Eptq “ γu¯π
2
2kxky
| Y ptq2 | (1.79)
Quand la matrice B est non-normale, on retrouve, temporairement lors de la croissance
transitoire, une augmentation de Eptq, la norme de l’e´nergie de perturbation de Chu doit
donc eˆtre prise au sens asymptotique. Elle permet aussi de capturer la croissance non-modale
alge´brique (chapitre 5).
1.2.3 Erreur d’aliasing
Repre´sentation d’une fonction sur une grille
Conside´rons la fonction upxq d’une seule variable repre´sente´e sur une grille par :
uj “ ujpjΔxq, j “ 1, ..J ` 1
La fonction peut eˆtre de´compose´e en se´rie de Fourier telle que :
upxq “ a0
2
`
ÿ
ną0
pan cosp2πnx
L
q ` bn sinp2πnx
L
qq (1.80)
Les J+1 valeurs de uj ne permettent pas de calculer tous les coeﬃcients an, bn mais seulement
a0 et an, bn pour n ď J2 .
La longueur d’onde la plus courte sera donc :
L
n
“ 2L
J
“ 2L
L{Δx “ 2Δx (1.81)
On voit donc qu’avec les valeurs uj aux points discre´tise´s x “ jΔx, il n’est pas possible de
repre´senter des ondes avec des longueurs d’onde infe´rieures a` 2Δx.
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Application sur l’e´quation de Burgers
C’est ce phe´nome`ne qui nous conduit aux erreurs d’aliasing dans les termes non line´aires.
Conside´rons les nombres d’onde :
k “ 2πn
L
(1.82)
avec, kmax “ π
Δx
(1.83)
Conside´rons le terme non line´aire de l’e´quation de Burgers :
Bu
Bt ` u
Bu
Bx “ 0 ou
Bu
Bt `
1
2
Bpu2q
Bx “ 0 (1.84)
Supposons dans le cas le plus ge´ne´ral que la fonction upxq consiste en composantes harmo-
niques :
upxq “
ÿ
n
unpxq “
ÿ
n
sinpknxq (1.85)
Les termes non line´aires donneront des produits tels que :
sinpk1xq sinpk2xq (1.86)
Or :
sinpk1xq sinpk2xq “ 1
2
pcosppk1 ´ k2qxq ´ cosppk1 ` k2qxqq (1.87)
pour k ď kmax
On peut avoir k1 ` k2 ą kmax et dans ce cas une sous repre´sentation des ondes se produira.
On peut en eﬀet e´crire :
cos kx “ cosp2kmax ´ p2kmax ´ kqqx pour kmax “ π
Δx
(1.88)
en de´veloppant cette expression on obtient :
cos kx “ cosp2kmaxqx cosp2kmax ´ kqx ` sinp2kmaxqx sinp2kmax ´ kqx (1.89)
Aux points de grille x “ jΔx :
sinp 2π
Δx
jΔxq “ 0 et cosp 2π
Δx
jΔxq “ 1 (1.90)
On trouve donc :
cospkjΔxq “ cospp2kmax ´ kqjΔxq (1.91)
Nous ne pouvons distinguer les termes k des termes p2kmax ´ kq.
Donc si k ą kmax, le nombre d’onde k est sous repre´sente´ par le nombre d’onde k “
p2kmax ´ kq.
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CHAPITRE2
Analyse line´aire et non line´aire de l’e´quation de
Burgers
Ce chapitre reprend les analyses de stabilite´ de l’e´quation de Burgers line´aire et non line´aire,
le phe´nome`ne de focalisation et son me´canisme.
Les analyses de stabilite´ line´aire ne rendent pas compte de l’ensemble des me´canismes pos-
sibles d’instabilite´s dues aux non line´arite´s. Des analyses de stabilite´ non line´aires ont e´te´
aborde´es par la me´thode des ondes re´sonantes sur diﬀe´rentes e´quations simples monodimen-
sionnelles, comme les e´quations de Burgers [10], de Korteweg-de Vries(KdV),[9], discre´tise´es en
diﬀe´rences ﬁnies. Nous souhaitons valider l’utilisation de cette me´thode d’analyse non line´aire
sur la me´thode de Boltzmann sur re´seau. Nous pre´sentons donc cette me´thode pour l’e´quation
de Burgers, en analysant plus profonde´ment le phe´nome`ne d’instabilite´ suivant : les solu-
tions exactes des e´quations d’amplitude qui sont dans la re´gion stable sont INSTABLES, un
me´canisme de focalisation se met en place et induit des instabilite´s.
Plusieurs me´thodes sont examine´es pour approfondir les causes de ce me´canisme.
Les annexes A, B, D approfondissent cette analyse.
2.1 Description du phe´nome`ne
On de´crira les diﬀe´rentes phases aboutissant au phe´nome`ne de focalisation.
Phase 1
Equation de base de Burgers :
Bupt, xq
Bt ` upt, xq
Bupt, xq
Bx “ 0 (2.1)
avec les conditions pe´riodiques aux frontie`res upt, 0q “ upt, 1q et les conditions initiales
up0, xq “ u0pxq
Phase 2
De´composition de upt, xq en une composante constante u¯ et une composante perturbe´e
u1pt, xq telle que :
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upt, xq “ u¯ ` u1pt, xq (2.2)
L’e´quation (2.1) devient alors :
Bu1pt, xq
Bt ` pu¯ ` u
1pt, xqqBu
1pt, xq
Bx “ 0 (2.3)
On utilise l’e´galite´ suivante :
u1pt, xqBu
1pt, xq
Bx “
1
2
Bu1pt, xq2
Bx (2.4)
pour e´crire le terme non line´aire de l’e´quation (2.1) sous la forme suivante :
u1pt, xqBu
1pt, xq
Bx “ p1 ´ Θqu
1pt, xqBu
1pt, xq
Bx `
1
2
Θ
Bu1pt, xq2
Bx (2.5)
Avec 0 ď Θ ď 1.
Phase 3
Discre´tisation de u1pt, xq en temps t et en espace x :
On discre´tise l’espace en x “ nΔx avec Δx “ h “ 1
N
et le temps en t “ mΔt avec Δt “ k.
On e´crira u1pt, xq “ u1pmk, nhq qu’on simpliﬁera en upm,nq.
Phase 4
Discre´tisation de l’e´quation (2.5) en diﬀe´rences ﬁnies du second ordre leapfrog (Annexe A
) :
L’e´quation aux diﬀe´rences ﬁnies s’e´crit :
upm ` 1, nq ´ upm ´ 1, nq ` Θγ
2
ru2pm,n ` 1q ´ u2pm,n ´ 1qs
` rp1 ´ Θqγupm,nq ` βsrupm,n ` 1q ´ upm,n ´ 1qs “ 0 (2.6)
(Avec γ “ k{h, β “ ku¯{h et 0 ď n ď N ´ 1,m ą 1).
La condition pe´riodique aux limites se traduit par : upm, 0q “ upm, 1q.
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Phase 5
Analyse line´aire de l’e´quation (2.6)
Le proble`me line´aire associe´ s’e´crit :
upm ` 1, nq ´ upm ´ 1, nq ` βrupm,n ` 1q ´ upm,n ´ 1qs “ 0 (2.7)
0 ď n ď N ´ 1. (2.8)
On retrouve les 2 modes e´tudie´s dans l’annexe A : l’un physique φ1, le second nume´rique
φ2.
φ1,2 “ arctan
#
β sin p2pπ{Nq
˘a1 ´ β2 sin2 p2pπ{Nq
+
(2.9)
Phase 6
Analyse non line´aire de l’e´quation (2.6) en ondes re´sonantes :
La perturbation u1 consiste en un petit nombre N1 ă N de modes line´aires de petites lon-
gueurs d’onde λl qui sont des multiples du pas de la grille λl “ lh. Comme l’e´quation est
non line´aire, les N1 e´quations d’amplitude ne sont pas ferme´es. Nous chercherons des solutions
exactes par superposition de ces modes line´aires. On choisira cette se´rie de modes de telle fac¸on
qu’elle comporte les harmoniques qui apparaˆıtront a` travers le terme quadratique et donc seront
re´sonants, a` savoir :
Pour 3 modes, on choisirait comme mode primaire π{3 ` c.c. de longueur d’onde λ “ 6h et
ses harmoniques 2π{3 ` c.c., 3π{3 “ π.
Pour 4 modes, on choisirait comme mode primaire π{4` c.c. de longueur d’onde λ “ 8h et ses
harmoniques 2π{4 “ π{2 ` c.c., 3π{4 ` c.c., 4π{4 “ π.
On voit, pour ces superpositions de modes, que tout produit quadratique redonne le mode
primaire ou un autre harmonique.
Les auteurs [7] ont e´tudie´ ces combinaisons pour lesquelles les calculs deviennent fastidieux
et l’interpre´tation des re´sultats presque impossible. Leur application aux e´quations ”vecto-
rielles” de Boltzmann, complexiﬁant encore les e´quations, ne sera en conse´quence pas faite.
Nous nous limiterons donc aux solutions a` 1 mode et 2 modes qui ont e´te´ les plus e´tudie´es.
Pour 1 mode, on choisit comme mode primaire 2π{3 ` c.c. de longueur d’onde λ “ 3h et dont
l’ harmonique 4π{3 “ ´2π{3 est le conjugue´ du mode primaire.
Pour 2 modes, on choisit comme mode primaire π{2` c.c. de longueur d’onde λ “ 4h et son
harmonique 2π{2 “ π.
On calcule avec les 2 combinaisons d’ ondes re´sonantes pre´ce´demment de´crites la stabilite´
de l’e´quation de Burgers (2.6), les solutions ”exactes” (exactes au sens de la prise en compte
de la non line´arite´, non exactes (ou approche´es), avec la discre´tisation en temps et en espace
). Nous pouvons ainsi de´terminer des courbes d’instabilite´ de l’e´nergie de la perturbation en
fonction de l’amplitude de l’e´nergie initiale E0 “ řn up0, nq2 et de l’amplitude de la composante
stationnaire u¯. Nous ferons varier u¯ la composante stationnaire, et l’amplitude des conditions
initiales σ pendant un temps maximum de 2000 Δt. En fonction de la valeur de l’e´nergie
Eptq “ Epmq “ řn upm,nq2 obtenue apre`s ces 2000 Δt, on de´termine la stabilite´ de la solution
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par rapport a` une valeur maximum de l’e´nergie Emax “ 106. On de´ﬁnit ainsi une zone stable
(blanche) et une zone instable (noire), ﬁgure (2.1) comme le montre la ﬁgure (2.1) obtenue
pour 1 mode.
Figure 2.1 – Carte de stabilite´ pour 1 mode,
u¯ “ r0, 1s, σ “ r0, 0.25s, Nombre de pas de temps=2000, Nombre de pas d’espace=120.
Phase 7
Focalisation :
On peut obtenir, dans certaines conditions, que les solutions des e´quations d’amplitude qui
sont dans la re´gion stable deviennent INSTABLES. Un me´canisme de focalisation se met en
place et induit des instabilite´s. Une premie`re explication de ce phe´nome`ne a e´te´ de´crite dans
le travail de Phillips [26] : ”L’instabilite´ provient du fait que la grille ne peut pas re´soudre
des longueurs d’onde plus courtes que 2Δx. Quand de telles longueurs d’onde sont forme´es
par les interactions non line´aires de longueurs d’onde plus grandes, la grille les interpre`te non
correctement (aliasing du chapitre 1).
Les auteurs [7, 8, 9, 10, 11, 12] ont propose´ un me´canisme autre ou comple´mentaire pour
expliquer la de´stabilisation de l’algorithme nume´rique de l’ e´quation de Burgers aux diﬀe´rences
ﬁnies. Ils rendent responsables de l’instabilite´, l’interaction entre le mode physique et le mode
parasite, produits par le sche´ma leapfrog (Annexe A).
Nous venons donc de rappeler les diﬀe´rentes phases du processus, aﬁn de pouvoir montrer son
application a` la LBM du chapitre suivant, ainsi que les diﬀe´rences associe´es. Nous reprendrons
dans ce but les e´le´ments principaux des publications [7, 8, 9, 10, 11, 12] en les comple´tant par
ailleurs.
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2.2 Analyse non line´aire en ondes re´sonantes
2.2.1 Analyse non line´aire : ondes re´sonantes sur 1 mode
Nous e´tudierons cette solution a` un mode analytiquement simple, non explicitement montre´e
dans les travaux de [7], dans le but de connaˆıtre la zone de stabilite´ que nous prendrons en
compte, pour re´aliser et tenter de comprendre le phe´nome`ne de focalisation.
Soit une solution de la forme :
upm,nq “ Apmqein2π{3 ` A˚pmqe´i2nπ{3 (2.10)
La substitution de cette solution dans (2.6) donne l’ e´quation d’amplitude suivante en
ei2nπ{3 :
Apm ` 1q “ Apm ´ 1q ´ iβ?3Apmq ` i
?
3
2
γp2 ´ 3θqA˚pmq2 (2.11)
Nous prendrons θ “ 0 et l’e´quation deviendra :
Apm ` 1q “ Apm ´ 1q ´ iβ?3Apmq ` i?3γA˚pmq2 (2.12)
Nous calculerons la carte d’instabilite´ non line´aire avec les conditions initiales suivantes :
up0, nq “ up1, nq “ σpp1 ` iqeip2π{3qn ` p1 ´ iqe´ip2π{3qnq (2.13)
Avec une amplitude E0 :
E0 “ max | upm,nq |“ 2σ et 0 ď n ď N,m “ 0, 1. (2.14)
La carte de la ﬁgure (2.1) montre les re´gions du plan u¯, σ qui correspondent aux solutions
stables et instables de l’e´nergie au temps t “ 2000Δt :
Em “
Nÿ
n“1
pupm,nqq2 (2.15)
2.2.2 Analyse non line´aire : ondes re´sonantes sur 2 modes
Nous examinerons attentivement la solution a` 2 modes, dont le comportement est suppose´
le plus instable, et qui a fait l’objet d’une analyse comple`te chez les auteurs [7, 8, 9, 10, 11, 12].
Soit une solution de la forme :
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upm,nq “ Apmqeinπ{2 ` A˚pmqe´inπ{2 ` Bpmqeinπ avec B P R (2.16)
La substitution de cette solution dans (2.6) donne les e´quations d’amplitude suivantes, en
prenant comme [7] Θ “ 2{3 :
Apm ` 1q ´ Apm ´ 1q “ ´ 2iβApmq ´ 2iγ
3
A˚pmqBpmq (2.17)
Bpm ` 1q ´ Bpm ´ 1q “ ´ 2iγ
3
pA2pmq ´ A˚2pmqq (2.18)
On peut noter a` travers le terme A˚pmqBpmq de l’e´quation d’amplitude du mode π{2 (2.17),
l’interaction entre le mode conjugue´ p´π{2q et le mode π. On peut examiner e´galement le roˆle
joue´ par le mode de calcul de la manie`re suivante :
Initialement on peut conside´rer les amplitudes de Apmq et de Bpmq, petites tel que leur
de´veloppement soit de´termine´ par les e´quations line´arise´es de (2.17).
Nous aurons alors avec l’indice p pour le mode physique et l’indice c pour le mode nume´rique :
Apmq “Ape´imφ1 ` Ace´imφ2 (2.19)
Bpmq “Bpp´1qm ` Bc (2.20)
Avec φ1 mode physique et φ2 mode nume´rique, les 2 modes e´tant relie´s par φ2 “ π ´ φ1.
Soit en remplac¸ant :
Bpm ` 1q ´ Bpm ´ 1q “
´ 2iγ
3
pA2c ´ A˚p2qe2imφ ´ 2iγ3 pA
2
p ´ A˚c 2qe´2imφ ` 83γp´1q
mIpApAcq (2.21)
On peut inte´grer l’e´quation (2.21) :
Bpmq “ (solutions homoge`nes) ` ae2imφ ` be´2imφ ´ 2
3
γIpApAcqp´1qmm (2.22)
Le terme non line´aire de l’e´quation pour Apmq re´percutera cette croissance de Bpmq :
A˚pmqBpmq “ eimφp´2
3
γIpApAcqA˚cm ` bA˚p ` A˚cBp ` A˚cBcp´1qmq
`eimφp´2
3
γIpApAcqA˚pm ` aA˚c ` A˚pBc ` A˚pBpp´1qmq
`(harmoniques plus hauts) (2.23)
Nous observons que ce terme comprend une croissance line´aire en m, facteur du mode
nume´rique. Cette double interaction de´clenche l’instabilite´.
2.2. ANALYSE NON LINE´AIRE EN ONDES RE´SONANTES 31
Nous calculerons la carte d’instabilite´ non line´aire avec les conditions initiales suivantes :
up0, nq “ up1, nq “ σpp1 ` iqeipπ{2qn ` p1 ´ iqe´ipπ{2qn ` eiπnq (2.24)
Avec une amplitude E0 :
E0 “ max | upm,nq |“ 3σ et 0 ď n ď N,m “ 0, 1 (2.25)
La carte de la ﬁgure (2.2) montre les re´gions du plan u¯, σ qui correspondent aux solutions
stables et instables de l’e´nergie au temps t “ 2000Δt.
Figure 2.2 – Carte de stabilite´ pour 2 modes,
u¯ “ r0, 1s, σ “ r0, 1s, Nombre de pas de temps=2000, Nombre de pas d’espace=120.
Em “
Nÿ
n“1
pupm,nqq2 (2.26)
Il semble que le crite`re d’instabilite´ pour Em ne soit pas produit dans les diﬀe´rentes publi-
cations [7, 8, 9, 10, 11, 12]. Toutefois la carte reproduite sur la ﬁgure (2.2), re´alise´e avec le
crite`re de stabilite´ de Em ă 106, nous paraˆıt eˆtre identique a` celle de la ﬁgure (1.b) de [7]. Ce
crite`re sera celui utilise´ dans la suite de la the`se.
2.2.3 Remarques pour l’ application des modes re´sonants a` l’e´quation
de Boltzmann
Les produits des modes re´sonants par leurs conjugue´s s’annulent dans l’e´quation
de Burgers.
De´veloppons l’e´quation (2.6) avec Θ “ 2
3
.
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upm ` 1, nq ´ upm ´ 1, nq ` γ
3
ru2pm,n ` 1q ´ u2pm,n ´ 1qs
` rγupm,nq
3
` βsrupm,n ` 1q ´ upm,n ´ 1qs “ 0 (2.27)
Reportons dans cette e´quation upm,nq tel que :
upm,nq “ Apmqeinπ{2 ` A˚pmqe´inπ{2 ` Bpmqeinπ (2.28)
L’e´quation (2.27) s’e´crit comme la somme de trois termes :
– Premier terme :
pApm ` 1q ´ Apm ´ 1qqeinπ{2 ` pA˚pm ` 1q ´ A˚pm ´ 1qqe´inπ{2
` pBpm ` 1q ´ Bpm ´ 1qqeinπ (2.29)
– Second terme :
γ
3
rpApmqeipn`1qπ{2 ` A˚pmqe´ipn`1qπ{2 ` Bpmqeipn`1qπq2
´ pApmqeipn´1qπ{2 ` A˚pmqe´ipn´1qπ{2 ` Bpmqeipn´1qπq2s (2.30)
– Troisie`me terme :
rγ
3
pApmqeinπ{2 ` A˚pmqe´inπ{2 ` Bpmqeinπq ` βsrApmqpeipn`1qπ{2 ´ eipn´1qπ{2q
` A˚pmqpe´ipn`1qπ{2 ´ e´ipn´1qπ{2q ` Bpmqpeipn`1qπ ´ eipn´1qπqs (2.31)
Nous pouvons de´ja` voir dans le second et le troisie`me terme, les produits croise´s, comme :
Aeinπ{2A˚e´inπ{2 “ AA˚ qui ici vont s’annuler entr’eux, mais poseront des diﬃculte´s, car non
nuls, dans l’e´quation de Boltzmann. La re´solution de cette diﬃculte´ sera un petit apport de
cette the`se.
De´veloppons a` titre d’exemple le second terme (nous simpliﬁerons Apmq en A) :
γ
3
rpA2eipn`1qπ ` pA˚q2e´ipn`1qπ ` B2 ` 2AA˚ ` 2ABe´ipn`1qπ{2 ` 2A˚Beipn`1qπ{2q
´ pA2eipn´1qπ ´ pA˚q2e´ipn´1qπ ´ B2 ´ 2AA˚ ´ 2ABe´ipn´1qπ{2 ` 2A˚Beipn´1qπ{2qs (2.32)
Regroupons les termes, apre`s avoir vu que les produits 2AA˚ et B2 s’annulaient :
γ
3
rpA2einπpeiπ ´ e´iπq ` pA˚q2e´inπpe´iπ ´ eiπq ` 2ABe´inπ{2pe´iπ{2 ´ eiπ{2q
` 2A˚Beinπ{2qpeiπ{2 ´ e´iπ{2s (2.33)
Ce terme se limite, apre`s la simpliﬁcation des termes en facteur des exponentielles, a` :
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4iγ
3
r´ABe´inπ{2 ` A˚Beinπ{2s (2.34)
De la meˆme fac¸on on trouverait en ﬁnal pour le troisie`me terme :
2iγ
3
rpA2 ´ pA˚q2qeinπ ` ABe´inπ{2 ´ A˚Beinπ{2s ` 2iβpAeinπ{2 ´ A˚e´inπ{2q (2.35)
Apre`s avoir regroupe´ tous les termes produits de einπ{2 et de einπ on retrouve bien (2.17) :
rApm ` 1, nq ´ Apm ´ 1, nq ` 2iβApm,nq ` 2iγ
3
Apm,nq˚Bpm,nqseinπ{2 “ 0 (2.36)
rBpm ` 1, nq ´ Bpm ´ 1, nq ` 2iγ
3
pA2 ´ pA˚q2qseinπ “ 0 (2.37)
Initialisation des e´quations
Nous avons initialise´ directement la variable upm,nq, la seule contrainte restant l’initiali-
sation des 2 premiers pas de temps, compte tenu du sche´ma leapfrog en temps choisi. Dans
l’application des modes re´sonants a` l’e´quation de Boltzmann, nous serons confronte´s a` deux
proble`mes :
– d’une part devoir initialiser les variables non directement accessibles physiquement que
sont les fonctions de distribution discre`tes (chapitre 3 : e´quation de boltzmann a` vitesses
discre`tes)
– d’autre part devoir initialiser les 3 composantes de ces fonctions ( dans le cas des 3 vitesses
discre`tes d’un re´seau D1Q3), mais de 9 composantes pour un re´seau D2Q9 (chapitre 6).
Nous montrerons alors que seulement quelques types caracte´ristiques et limite´s d’initialisation
peuvent se pre´senter, avec des re´sultats ﬁnaux pouvant eˆtre fort diﬀe´rents.
2.3 Me´canisme de focalisation et d’instabilite´
Plusieurs parame`tres explicatifs peuvent eˆtre conside´re´s comme acteurs dans le me´canisme
de focalisation : les erreurs d’arrondi dans les calculs, la discre´tisation elle-meˆme spatiale et
temporelle, le mode parasite ine´rant au sche´ma leapfrog, les erreurs d’aliasing dues aux inter-
actions non-line´aires.
Les auteurs et en particulier [8] proposent les phases suivantes dans ce me´canisme :
1. Des modes de sideband , qui ne sont pas repre´sente´es par les 1 ou 2 modes primaires, sont
cre´e´es par les erreurs d’arrondi dans la discre´tisation.
2. Ces modes sont alors ampliﬁe´es par les interactions non line´aires avec les modes primaires,
si ceux-ci posse`dent suﬃsamment d’e´nergie.
3. L’instabilite´ apparait comme une de´formation de l’enveloppe des modes primaires.
4. Cette distorsion se de´veloppe localement.
5. La solution nume´rique devient non-borne´e.
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Ces diﬀe´rents parame`tres pre´senteront des formes diﬀe´rentes pour notre application a` l’e´quation
de Boltzmann. On conservera bien e´videmment les erreurs d’arrondi, le caracte`re non line´aire
des e´quations et les erreurs d’aliasing. Les discre´tisations avec la me´thode des caracte´ristiques
et celle des trape`zes pre´senteront des caracte´ristiques diﬀe´rentes de la me´thode leapfrog. Le
me´canisme, s’il perdure dans ce cas, pourrait en eˆtre modiﬁe´.
On verra que la prise en compte des modes de sideband sera de´ja` diﬃcile dans le cas mono-
dimensionnel de Burgers, meˆme en se limitant a` la solution a` 1 mode, et que les auteurs [7, 8]
se sont souvent appuye´s sur l’expe´rience nume´rique. On peut de´ja` supposer que le cas vectoriel
de l’e´quation de Boltzmann pourra poser quelques diﬃculte´s supple´mentaires de mode´lisation,
d’inte´gration des e´quations diﬀe´rentielles et donc d’interpre´tation.
Nous avons cependant repris l’e´tude des interactions des modes de sideband avec le mode
primaire pour l’e´quation continue originelle de Burgers. Le but de cette analyse est de montrer
que l’accroissement des modes de sideband dans le cas ge´ne´ral n’aboutit pas a` des instabilite´s,
sauf lors du passage a` une discre´tisation leapfrog du temps.
Ce re´sultat permettrait d’une part de conﬁrmer que c’est ce sche´ma de discre´tisation de
l’e´quation de Burgers qui provoque la focalisation, et d’autre part de pre´parer la compre´hension
du comportement de l’e´quation de Boltzmann avec un sche´ma de discre´tisation diﬀe´rent ne
comportant pas les modes parasites, vis a` vis du phe´nome`ne de focalisation.
On s’appuiera sur les mode´lisations the´oriques de Sloan et Mitchell [8] destine´es a` obtenir
les conditions de la croissance des solutions par des simpliﬁcations du syste`me d’e´quations et
l’utilisation de la me´thode des e´chelles multiples a` temps rapide et lent.
Reprenons l’e´quation de Burgers (2.3) :
Bu1
Bt ` pu¯ ` u
1qBu
1
Bx “ 0 (2.38)
Nous allons de´ﬁnir des solutions avec des modes de sideband sous la forme continue ou
discre´tise´e en espace :
u1pxq “ pA0ptqeiKx ` A2ptqeipK`Ksqx ` c.c.q (2.39)
( Avec K,Ks nombre d’onde du mode primaire et nombre d’onde du mode de sideband ).
Cette forme est obtenue de la manie`re suivante :
On rappelle que la perturbation u1 consiste en un petit nombre J de modes de grands
nombres d’onde qui sont des multiples du pas de la grille :
Δx “ h “ 1
J
(2.40)
La longueur d’onde de l’onde primaire (pour la solution re´sonante a` 1 mode) est : λ “ 3h,
le nombre d’onde est :
K “ 2π
λ
“ 2π
3h
“ 2π
3
J. (2.41)
Donc le mode principal u1pxq “ A0eiKx s’exprime au pas d’espace j par :
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u1j “ A0ptqei 2π3h jh “ A0ptqei 2π3 j “ A0ptqeikj (2.42)
Le nombre d’onde du mode de sideband sera Ks “ μJ avec μJ “ 2πδ et δ entier positif
souvent pris e´gal a` 3.
La longueur d’onde sera donc de λs “ 2π{μJ “ 1{δ grand par rapport a` λ “ 3h.
Dans les modes de sideband on a donc pK ` Ksqx “ Kx ` 2πδjh “ Kx ` μJjh “ Kx `
μJj{J “ 2π
3
j ` μj et sont, en appellant k “ 2π
3
, de la forme :
u1sj “ A2ptqeipk`μqj ` c.c. (2.43)
Avec A0ptq ąą A2ptq, la solution perturbe´e sera donc bien de la forme onde primaire plus
ondes de sideband :
u1j “ A0ptqeikj ` A2ptqeipk`μqj ` c.c. (2.44)
2.4 Quelques re´sultats sur la focalisation
Pour bien comprendre le processus, nous avons provoque´ comme les auteurs, le me´canisme
de focalisation sur les solutions re´sonantes a` 1 et 2 modes, en introduisant les modes de side-
band a` des amplitudes extreˆmement faibles.
Dans ces 2 conﬁgurations, nous avons provoque´ les focalisations dans les meˆmes conditions
que[7] avec une amplitude de sideband (A2 “ 0.000005, δ e´tant e´gal a` 3), a` plusieurs points
(u¯, σ) situe´s dans la zone stable (blanche) et en laissant e´voluer le temps pour de´tailler le
me´canisme.
2.4.1 Exemples de focalisation sur les solutions a` 1 mode
Nous avons estime´, que pour appuyer les e´tudes the´oriques du paragraphe suivant qui tentent
d’expliquer le me´canisme de focalisation sur les solutions re´sonantes a` 1 mode ( moins com-
plexes a` mode´liser, quoique), il fallait e´galement provoquer la focalisation, ce que n’ont pas
pre´sente´ les auteurs dans les publications.
Dans cette conﬁguration, nous avons provoque´ les focalisations avec les conditions pre´ce´dentes :
amplitude du mode de sideband supe´rieur de A2 “ 0.000005, δ est e´gal a` 3, et le nombre de
pas d’espace, e´gal a` 120.
Sur la carte de stabilite´ ﬁgure (2.1) nous avons focalise´ au point u¯ “ 0.75, σ “ 0.1. La ﬁgure
(2.3) montre la solution initiale uj “ upxq, j “ 1, 120, pour diﬀe´rentes valeurs croissantes du
temps, le processus de focalisation avec de´passement de seuil.
La ﬁgure suivante (2.4), transforme´e de Fourier, de ces meˆmes courbes, montre quant a` elle
la naissance de modes supple´mentaires de sideband.
La carte suivante ﬁgure (2.5) a e´te´ obtenue de la meˆme fac¸on que la ﬁgure initiale (2.1)
mais en inte´grant dans les e´quations les modes de sideband et en re´solvant le syste`me pour
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(a)
(b)
(c)
Figure 2.3 – Solution du mode 1,
u¯ “ 0.75, σ “ 0.1, J “ 120, δ “ 3, μ “ 0.000005, t “ 200, 2000, 3140
A0, A1, A2, b (de´tails de calcul en annexe B).
On remarque imme´diatement le de´veloppement d’une zone comple´mentaire d’instabilite´,
zone dans laquelle se situe l’ensemble des points de focalisation et en particulier le point
p0.75, 0.1q.
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(a)
(b)
(c)
Figure 2.4 – Transforme´e de Fourier de u,
u¯ “ 0.75, σ “ 0.1, J “ 120, δ “ 3, μ “ 0.000005, t “ 200, 2000, 3140
2.4.2 Exemples de focalisation sur les solutions a` 2 modes
Dans cette conﬁguration, nous avons provoque´ les focalisations dans les meˆmes conditions
que pre´ce´demment avec une amplitude du mode de sideband de A2 “ 0.000005 et un nombre
de pas d’espace passant a` 300. Sur la carte de stabilite´ ﬁgure (2.2), nous avons focalise´ au
point u¯ “ 0.625, σ “ 0.23, et au point plus e´nerge´tique u¯ “ 0.9, σ “ 0.11.
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Figure 2.5 – Carte de stabilite´ avec sideband pour 1 mode,
u¯ “ r0, 1s, σ “ r0, 0.25s, J “ 120, δ “ 3, μ “ 0.000005, t “ 2000.
Les ﬁgures (2.6) et (2.8) montrent les solutions obtenues uj “ upxq, j “ 1, 300, pour
les 2 points, pour diﬀe´rentes valeurs croissantes du temps, le processus de focalisation avec
de´passement de seuil.
Les ﬁgures (2.7) et (2.9) repre´sentent les transforme´es de Fourier correspondantes, elles
montrent la croissance des modes de sideband.
Pour clore ces exemples, nous avons pour le point : p0.9, 0.11q et j “ 122, ﬁgure´ le de´veloppement
de upt, 122q ﬁgure (2.10).
La carte suivante, ﬁgure (2.11) a e´te´ obtenue de la meˆme fac¸on que la ﬁgure initiale (2.2)
mais en inte´grant dans les e´quations les modes de sideband, et en re´solvant le syste`me pour
A0, A1, A2, b.
On remarque imme´diatement le de´veloppement d’une grande zone comple´mentaire d’insta-
bilite´, zone dans laquelle se situe l’ensemble des points de focalisation, et en particulier les
points : p0.625, 0.23q et p0.9, 0.11q. L’importance de cette zone potentiellement instable, peut
expliquer l’instabilite´ de la solution a` 2 modes.
Nous reprendrons les analyses [8] qui ont e´te´ faites en les comple´tant, pour tenter d’expliquer
cette instabilite´, d’une part par une me´thode d’e´chelles multiples pour les e´quations continues,
et d’autre part pour les e´quations discre´tise´es en temps par la me´thode leapfrog. Cette re´analyse
a pour but de mieux comprendre les me´thodes aﬁn de pouvoir e´ventuellement les appliquer aux
e´quations issues de la me´thode de Boltzmann.
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(a)
(b)
(c)
Figure 2.6 – Solution du mode 2,
u¯ “ 0.625, σ “ 0.23, J “ 300, δ “ 3, μ “ 0.000005, t “ 100, 1800, 2223
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(a)
(b)
(c)
Figure 2.7 – Transforme´e de Fourier de u,
u¯ “ 0.625, σ “ 0.23, J “ 300, δ “ 3, μ “ 0.000005, t “ 100, 1800, 2223
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(a)
(b)
(c)
Figure 2.8 – Solution du mode 2,
u¯ “ 0.9, σ “ 0.11, J “ 300, δ “ 3, μ “ 0.000005, t “ 100, 1500, 2043
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(a)
(b)
(c)
Figure 2.9 – Transforme´e de Fourier de u,
u¯ “ 0.9, σ “ 0.11, J “ 300, δ “ 3, μ “ 0.000005, t “ 100, 1500, 2043
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Figure 2.10 – Solution du mode 2, u(t),
u¯ “ 0.9, σ “ 0.11, J “ 122, δ “ 3, μ “ 0.000005
Figure 2.11 – Carte de stabilite´ avec sideband pour 2 modes,
u¯ “ r0, 1s, σ “ r0, 1s, μ “ 0.000005, J “ 300, δ “ 3, μ “ 0.000005, t “ 2000
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2.5 Analyse de la focalisation
On reprendra en les comple´tant, les principaux re´sultats de [8], pour tenter de comprendre
le me´canisme de focalisation par diﬀe´rentes me´thodes :
On conside`re la solution de l’e´quation de Burgers discre´tise´e en espace (2.45) avec le nombre
d’onde fondamental K “ 2π{3h pour la solution re´sonante a` 1 mode, ( on repre´sentera les
de´rive´es temporelles par un p9q ) :
9ut ` 1
2h
puj ` u¯qpuj`1 ´ uj´1q (2.45)
On suppose que la solution est perturbe´e comme pre´ce´demment par la pre´sence de compo-
santes de sideband (2.44) de la forme :
A2ptqeipk`μqx ` A˚2ptqe´ipk`μqx (2.46)
L’analyse de toutes les interactions possibles, tableau 2.1, entre le terme fondamental et les
composantes de sideband pre´ce´dentes, montre que l’ensemble des solutions est de la forme :
uj “ A0ptqeikj ` A1ptqeipk´μqj ` A2ptqeipk`μqj ` bptqeiμqj ` c.c. (2.47)
A0 e
ikj A0˚ e
´ikj A2 eipk`μqj A2˚ e´ipk`μqj
A0 e
ikj A0A0 e
´ikj A0A0˚ A0A2 e´ipk´μqj A0A2˚ e´iμj
A0˚ e
´ikj A0A0˚ A0˚A0˚ eikj A0˚A2 eiμj A0˚A2˚ eipk´μqj
A2 e
ipk`μqj A2A0 e´ipk´μqj A2A0˚ eiμj A2A2 e2ipk`μqj A2A2˚
A2˚ e
´ipk`μqj A2˚A0 e´iμj A2˚A0˚ eipk´μqj A2A2˚ A2˚A2˚ e´2ipk`μqj
(2.48)
Table 2.1 – Tableau des diﬀe´rents produits croise´s introduits par les non line´arite´s quadratiques
On prend en compte le fait que le produit ei
2π
3 ei
2π
3 vaut e´i
2π
3 , le produit e´i
2π
3 e´i
2π
3 ei
2π
3 et
que les carre´s de A2 et A2˚ sont conside´re´s comme ne´gligeables.
On nommera A1 l’amplitude du sideband infe´rieur e
ipk´μqj et b l’amplitude de eiμj.
En reportant la valeur de uj de l’e´quation (2.47) dans l’e´quation semi-discre´tise´e (2.45) et
en e´galant les diﬀe´rents termes en :
eikj, eipk´μqj, eipk`μqj, eiμj ` c.c. (2.49)
on obtient le syste`me diﬀe´rentiel suivant, en A1ptq, A2ptq, bptq :
9A1 ` iF pμqA1 ` ipP pμqA0b˚ ´ MpμqA˚0A˚2q “ 0 (2.50)
9A2 ` iF p´μqA2 ` ipP p´μqA0b ´ Mp´μqA˚0A˚1q “ 0 (2.51)
9b ` iLpμqb ` ipNpμqA0A˚1 ´ Np´μqA˚0A2q “ 0 (2.52)
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ou` :
F pμq “ u¯
2h
p?3 cosμ ` sinμq (2.53)
Mpμq “ 1
2h
p?3 ` ?3 cosμ ´ sinμq (2.54)
P pμq “ 1
2h
p?3 ´ 2 sinμq (2.55)
Npμq “ 1
2h
p?3 ´ ?3 cosμ ´ sinμq (2.56)
Lpμq “ u¯
h
psinμq (2.57)
Nous tenterons d’exprimer la croissance des modes de sideband, en simpliﬁant les expressions
de (2.50).
2.5.1 Me´thode simpliﬁe´e
On pose les 2 simpliﬁcations suivantes :
1. On ne conside`re que la partie line´aire de A0ptq dans l’e´quation (2.17). Soit :
A0ptq “ a0eiωt, avec ω “
?
3
u¯
2h
(2.58)
2. On pose bptq “ 0.
L’e´quation (2.50) se simpliﬁe et peut se re´soudre simplement :
9A1 ` iF pμqA1 ´ iMpμqa˚0A˚2eiωt “ 0 (2.59)
9A2 ` iF p´μqA2 ´ iMp´μqa˚0A˚1eiωt “ 0 (2.60)
On e´limine un des 2 parame`tres A1 ou A2 entre les 2 e´quations pour aboutir a` des solutions
de la forme :
A1,2ptq “ a1,2eiλt (2.61)
La solution est croissante, donc instable, si le discriminant suivant de l’e´quation quadra-
tique, a` laquelle on a abouti est ne´gatif soit :
p3 ´ 4α2qcos2μ ` p3 ´ 6α2q cosμ ` 1
4
p3 ´ 8α2q ă 0, avec α “ | A0 |
u¯
(2.62)
Il a e´te´ montre´ par [8] que α ă 1{2 dans la zone stable et que μ “ 2πδ{J ă π{2 pour δ “ 3
et J ą 12 entraine cosμ ą 0. Tous les termes de l’e´quation quadratique sont positifs.
Dans la description pre´ce´dente, avec les simpliﬁcations pre´sente´es, en particulier bptq “ 0,
le syste`me semi-discret ne permet pas la croissance des modes de sideband.
On voit dans le tableau 2.1 que les facteurs de eμ sont du meˆme ordre que ceux de epk´μqj
ou epk`μqj, a` savoir A0A1,2. La simpliﬁcation bptq “ 0 est elle justiﬁe´e ?
La me´thode suivante, utilisant les e´chelles multiples, tente d’y re´pondre.
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2.5.2 Analyse de l’e´quation continue vis a` vis des modes de sideband
par la me´thode des e´chelles multiples
Pour justiﬁer l’inte´reˆt de cette me´thode nous allons tout d’abord examiner de plus pre`s la
nature de la solution (2.47) recherche´e, en ignorant le coeﬃcient bptq.
Pour une valeur de t donne´e la solution s’exprime par :
ujptq “ 2RpeikjpA0ptq ` A1ptqe´iμj ` A2ptqeiμjqq (2.63)
En posant :A0 “ X ` iY , on peut re´e´crire l’e´quation pre´ce´dente sous la forme :
ujptq “ 2ppX ` Fpjqq cosp2π
3
q ´ pY ` Gpjqq sinp2π
3
qq (2.64)
Les termes Fpjq et Gpjq sont des combinaisons de cosμj, de sinμj et donc des fonctions
pe´riodiques de pe´riode 1{δ. On voit que l’introduction des modes de sideband ame`ne une mo-
dulation de l’enveloppe qui nous justiﬁe l’introduction d’un temps court et d’un temps long.
Nous de´taillerons un peu plus cette me´thode moins brutale en simpliﬁcations que la pre´ce´dente.
Pour ce faire nous allons dans le syste`me d’e´quation (2.53) faire tendre h vers 0.
On peut alors e´crire :
pour μ “ 2πδh (2.65)
cosμ “ 1 ´ Opμ2q (2.66)
sinμ “ μ ´ Opμ3q “ 2πδh ´ Opμ3q (2.67)
Les expressions de l’e´quation (2.53) s’expriment alors ainsi pour h Ñ 0 :
F pμq Ñ u¯
2h
p?3 ` 2πδhq Ñ ?3 u¯
2h
(2.68)
Mpμq Ñ 1
2h
p?3 ` ?3 ´ 2πδhq Ñ ?31
h
(2.69)
P pμq Ñ 1
2h
p?3 ´ 4πδhq Ñ ?3 1
2h
(2.70)
Npμq Ñ 1
2h
p?3 ´ ?3 ´ 2πδhq Ñ ´πδ (2.71)
Lpμq Ñ u¯
h
p2πδhq Ñ 2πu¯δ (2.72)
On reprend l’hypothe`se pre´ce´dente :
A0ptq “ a0eiωt (2.73)
avec ω “ ?3 u¯
2h
(2.74)
On pose α0 “ a0{u¯ et Ω “ πu¯δ. On obtient le nouveau syste`me :
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9A1 ` iωA1 ` iωpα0b˚e´iωt ´ 2α˚0A˚2eiωtq “ 0 (2.75)
9A2 ` iωA2 ` iωpα0be´iωt ´ 2α˚0A˚1eiωtq “ 0 (2.76)
9b ` 2iΩb ´ iΩpα˚0A2eiωt ` α0A˚1e´iωtq “ 0 (2.77)
Puisque ω " 1, on peut introduire un temps rapide T “ ωt et un temps lent τ “ Ωt.
On peut, avec cette de´composition temporelle, e´crire la de´rive´e par rapport au temps sous la
forme :
B
Bt “ ω
B
BT ` Ω
B
Bτ (2.78)
On pose :
 “ Ω
ω
(2.79)
(2.80)
On de´compose les amplitudes :
A1 “ A01pT, τq ` Opq (2.81)
A2 “ A02pT, τq ` Opq (2.82)
b “ b0pT, τq ` Opq (2.83)
En portant les expressions pre´ce´dentes dans les e´quations (2.75) et en e´galant les termes en
0, le syste`me (2.75) au premier ordre devient :
B
BT A
0
1 ` iA01 ` ipα0b˚0e´iT ´ 2α˚0A0˚2 eiT q “ 0 (2.84)
B
BT A
0
2 ` iA01 ` ipα0b0e´iT ´ 2α˚0A0˚1 eiT q “ 0 (2.85)
B
BT b0 “ 0 (2.86)
On peut re´soudre le syste`me diﬀe´rentiel pre´ce´dent par rapport au temps T . On obtient le
re´sultat suivant (Annexe B) :
A01pT, τq “C1pτqeiλ1T ` C2pτqeiλ2T ` 3α0b0˚
4| α0 |2
e´iT ` α0˚b0˚
2α0
e2iT (2.87)
A02pT, τq “p1 ` λ1q2α0 C
˚
1 pτqeiλ2T ` p1 ` λ2q2α0 C
˚
2 pτqeiλ1T ` 3α0b0
4| α0 |2
e´iT ` α0˚b0
2α0
e2iT
b0pT, τq “b0pτq
avec :
λ1,2 “ 1
2
r1 ˘ p9 ´ 16| α0 |2q1{2s (2.88)
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On conside`re les meˆmes conditions initiales sur A0 et sur les amplitudes des modes de
sideband A1 et A2 soit :
A0p0q “ a0 “ σp1 ` iq (2.89)
donc α0 “ σ ˚ p1 ` iq
u¯
A01p0, 0q “ 0
A02p0, 0q “ ζp1 ` iq avec ζ “ 0.000005
b0p0q “ 0
En portant ces conditions initiales (2.89) dans le syste`me (2.87), on obtient les conditions
initiales sur C1p0q et C2p0q soit :
C1p0q ` C2p0q “ 0 (2.90)
p1 ` λ1qC˚1 p0q ` p1 ` λ2qC˚2 p0q “ 2ζσp1 ` iq
2
u¯
“ 4iζσ
u¯
(2.91)
On re´soud ce syste`me :
C2p0q “ ´C1p0q (2.92)
C˚1 p0q “ 4ζσu¯pλ1 ´ λ2q “
4ζσ
u¯rp9 ´ 16| α0 |2q1{2s
(2.93)
Le syste`me (2.75) au deuxie`me ordre s’e´crit (Annexe B) :
B
Bτ A
0
1pT, τq “0 donc A01pT, τqq “ A01pT q (2.94)
B
Bτ A
0
2pT, τq “0 donc A02pT, τqq “ A02pT q (2.95)
B
Bτ b
0pτq ` 2ib0pτq “ipα˚0A02pT qeiT ` α0A0˚1 pT qe´iT q (2.96)
Comme b0 ne de´pend pas de T , et A01pT q et A02pT q ne de´pendent que de T , on rend le terme
se´culaire du second membre e´gal a` une constante :
ipα˚0A02pT qeiT ` α0A0˚1 pT qe´iT q “ constante (2.97)
Cette constante qui ne de´pend donc ni de T ni de τ peut donc eˆtre de´ﬁnie par les valeurs
initiales de T “ 0. Soit :
constante “ iα˚0ζp1 ` iq “ iσp1 ´ iqu¯ ζp1 ` iq “ 2i
σζ
u¯
(2.98)
La dernie`re e´quation diﬀe´rentielle en b0 s’e´crit alors :
B
Bτ b
0pτq ` 2ib0pτq “ 2iσζ
u¯
(2.99)
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Sa re´solution simple donne :
b0pτq “ σζ
u¯
p1 ´ e´2iτ q (2.100)
On voit que la variation lente de b est une variation pe´riodique de la variable τ de pe´riode
π{Ω “ 1{μu¯.
Poursuivons le calcul des 2 premie`res e´quations de (2.94) :
B
Bτ C1pτqe
iλ1T ` BBτ C2pτqe
iλ2T ` r 3α0
4| α0 |2
e´iT ` α0˚
2α0
e2iT s BBτ b
˚
0pτq “ 0 (2.101)
1 ` λ1
2α0
B
Bτ C
˚
1 pτqeiλ2T ` 1 ` λ22α0
B
Bτ C
˚
2 pτqeiλ1T ` r 3α0
4| α0 |2
e´iT ` α0˚
2α0
e2iT s BBτ b0pτq “ 0 (2.102)
On remplace les de´rive´es de b0pτq, b0˚pτq par rapport a` τ dans les e´quations de (2.101) :
B
Bτ b0pτq “ 2i
σζ
u¯
e´2iτ (2.103)
B
Bτ b
˚
0pτq “ ´2iσζu¯ e
2iτ (2.104)
On e´limine entre les 2 e´quations le terme commun :
r 3α0
4| α0 |2
e´iT ` α0˚
2α0
e2iT s (2.105)
On obtient alors :
´ir BBτ C1pτqe
iλ1T ` BBτ C2pτqe
iλ2T spe´2iτ q “
irpp1 ` λ1q
2α0
q BBτ C
˚
1 pτqeiλ2T ` pp1 ` λ2q2α0 q
B
Bτ C
˚
2 pτqeiλ1T spe2iτ q (2.106)
On regroupe ensemble, pour les e´liminer les termes se´culaires en λ1 et λ2.
eiλ1T rBC1pτqBτ e
´2iτ ` pp1 ` λ2q
2α0
qBC2˚ pτqBτ e
2iτ s “ 0 (2.107)
eiλ2T rBC2pτqBτ e
´2iτ ` pp1 ` λ1q
2α0
qBC1˚ pτqBτ e
2iτ s “ 0 (2.108)
On re´soud et on retrouve les re´sultats du syste`me (2.92) :
C1pτq “ constante “ C1p0q (2.109)
C2pτq “ constante “ C2p0q (2.110)
On peut, connaissant l’ensemble des fonctions A0pT q, A1pT, τq, A2pT, τq, bpτq, tracer la va-
riation de A02ptq et de b0ptq, en fonction de σ, u¯, μ :
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A01pT, τq “ C1p0qeiλ1T ` C2p0qeiλ2T ` r 3α0
4| α0 |2
e´iT ` α0˚
2α0
e2iT sσζ
u¯
p1 ´ e2iτ q (2.111a)
A02pT, τq “ p1 ` λ1q2α0 C
˚
1 p0qeiλ1T ` p1 ` λ2q2α0 C
˚
2 p0qeiλ2T
` r 3α0
4| α0 |2
e´iT ` α0˚
2α0
e2iT sσζ
u¯
p1 ´ e´2iτ q
(2.111b)
b0pτq “ σζ
u¯
p1 ´ e´2iτ q (2.111c)
Figure 2.12 – Partie re´elle de A01ptqpbleuq, A02ptqpvertq et de bptqpnoirq en fonction de t,
u¯ “ 0.4, σ “ 0.1, J “ 120, δ “ 3, μ “ 0.000005
La premie`re ﬁgure (2.13) montre la variation de la partie re´elle de A02ptq et de b0ptq pour
u¯ “ 0.9, σ “ 0.2.
La seconde ﬁgure (2.14) montre la variation de la partie re´elle de A02ptq et de b0ptq pour
u¯ “ 0.9, σ “ 0.4775.
Ces ﬁgures, comple´tant les analyse pre´ce´dentes, conﬁrment que :
– les solutions sont stables avec ou sans modes de sideband tant que l’initialisation reste a`
l’inte´rieur du triangle de stabilite´ ﬁgure (2.13) et annexe D.
– les solutions deviennent ”normalement” instables avec ou sans modes de sideband quand
l’initialisation franchit la frontie`re de cette zone de stabilite´ (2.14) et annexe D.
Le phe´nome`ne de focalisation provient donc de la discre´tisation en temps de l’e´quation
diﬀe´rentielle. Nous le ve´riﬁerons dans le paragraphe suivant.
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Figure 2.13 – Partie re´elle de A02ptq et de b0ptq en fonction du temps,
u¯ “ 0.9, σ “ 0.2, J “ 120, δ “ 3, μ “ 0.000005
Figure 2.14 – Partie re´elle de A02ptq et de b0ptq,
u¯ “ 0.9, σ “ 0.4775, J “ 120, δ “ 3, μ “ 0.000005
2.5.3 Analyse des e´quations discre´tise´es en temps par le sche´ma
leapfrog
On repartira [8] des e´quations suivantes dont on va discre´tiser les de´rive´es temporelles :
9A1 ` iF pμqA1 ` ipP pμqA0b˚ ´ MpμqA˚0A˚2q “ 0 (2.112)
9A2 ` iF p´μqA2 ` ipP p´μqA0b ´ Mp´μqA˚0A˚1q “ 0 (2.113)
9b ` iLpμqb ` ipNpμqA0A˚1 ´ Np´μqA˚0A2q “ 0 (2.114)
Avec :
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F pμq “ u¯
2h
p?3 cosμ ` sinμq (2.115)
Mpμq “ 1
2h
p?3 ` ?3 cosμ ´ sinμq (2.116)
P pμq “ 1
2h
p?3 ´ 2 sinμq (2.117)
Npμq “ 1
2h
p?3 ´ ?3 cosμ ´ sinμq (2.118)
Lpμq “ u¯
h
psinμq (2.119)
On simpliﬁera comme pre´ce´demment en prenant bptq “ 0. On e´crira les de´rive´es temporelles
discre´tise´es :
9Ajpmq “ Ajpm ` 1q ´ Ajpm ´ 1q
2k
(2.120)
ope´rateur qu’on notera : ΔAjpmq (2.121)
Comme pre´ce´demment, on prendra pour A0pmq, seulement la partie line´aire A0pmq “
a0e
´φm mais avec, pour la discre´tisation leapfrog, φ “ φ1,2 de l’e´quation (2.9).
Soit avec p “ N{3 :
φ1,2 “ arctan
#
β sin p2π{3q
˘a1 ´ β2 sin2 p2π{3q
+
(2.122)
Avec ces simpliﬁcations le syste`me devient :
ΔA1pmq ` iF pμqA1pmq ´ iMpμqa˚0eφmA˚2pmq “ 0 (2.123)
ΔA2pmq ` iF p´μqA2pmq ´ iMp´μqa˚0eφmA˚1pmq “ 0 (2.124)
Nous allons e´crire une identite´ sur ΔreφmA2˚pmqs, qui permettra de re´soudre le syste`me
(2.123).
2kΔpeφmA˚2pmqq “eφpm`1qA˚2pm ` 1q ´ eφpm´1qA˚2pm ´ 1q (2.125)
“eφmpeφA˚2pm ` 1q ´ e´φA˚2pm ´ 1qq (2.126)
“eφmrcosφpA˚2pm ` 1q ´ A˚2pm ´ 1qq ` sinφpA˚2pm ` 1q ` A˚2pm ´ 1qqs
(2.127)
On simpliﬁera la somme A2˚pm ` 1q ` A2˚pm ´ 1q en prenant la moyenne :
A˚2pm ` 1q ` A˚2pm ´ 1q “ 2A˚2pmq (2.128)
L’identite´ s’e´crira alors :
ΔreφmA˚2pmqs “ eφmrcosφΔA˚2pmq ` ik sinφA
˚
2pmqs (2.129)
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Appliquons l’ope´rateur Δ sur la premie`re e´quation de (2.123) :
Δ2A1pmq ` iF pμqΔA1pmq ´ iMpμqa˚0ΔreφmA˚2pmqqs “ 0 (2.130)
On utilise l’identite´ pour ΔreφmA2˚pmqqs.
Δ2A1pmq ` iF pμqΔA1pmq
´ iMpμqa˚0 cosφeφmΔA˚2pmq ` 1kMpμqa
˚
0e
φm sinφA˚2pmq “ 0 (2.131)
On conjugue la seconde e´quation de (2.123) et on la multiplie par eφm :
eφmΔA˚2pmq “ iF p´μqeφmA˚2pmq ´ iMp´μqa0A1pmq (2.132)
On remplace eφmΔA2˚pmq dans l’e´quation (2.131) :
Δ2A1pmq ` iF pμqΔA1pmq ´ iMpμqa˚0 cosφriF p´μqeφmA˚2pmq
´ iMp´μqa0A1pmqs ` 1
k
Mpμqa˚0eφm sinφA˚2pmq “ 0
(2.133)
Δ2A1pmq ` iF pμqΔA1pmq
` rMpμqF p´μqa˚0 cosφ ` 1kMpμq sinφa
˚
0seφmA˚2pmq
´ Mp´μqMpμq| a0 |2 cosφA1pmq “ 0
(2.134)
On remplace le terme eφmA2˚pmq tire´ de la premie`re e´quation de (2.123) :
´iΔA1pmq ` F pμqA1pmq “ Mpμqa˚0eφmA˚2pmq (2.135)
Il vient en ﬁnal :
Δ2A1pmq ` iΔA1pmqrF pμq ´ F p´μq cosφ ´ 1
k
sinφs ´ A1pmqrcosφMpμqMp´μq| a0 |2
´ 1
k
sinφF pμq ´ cosφF pμqF p´μqs “ 0 (2.136)
On appelle :
rF pμq ´ F p´μq cosφ ´ 1
k
sinφs “ B (2.137)
rcosφMpμqMp´μq| a0 |2 ´ 1
k
sinφF pμq ´ cosφF pμqF p´μqs “ C (2.138)
Δ2A1pmq ` iBΔA1pmq ´ CA1pmq “ 0 (2.139)
Re´solvons cette e´quation en revenant a` la de´ﬁnition de ΔA1pmq.
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ΔA1pmq “ 1
2k
pA1pm ` 1q ´ A1pm ´ 1qq (2.140)
ΔΔA1pmq “ 1
4k2
pΔA1pm ` 1q ´ ΔA1pm ´ 1qq (2.141)
“ 1
4k2
pA1pm ` 2q ´ 2A1pnqq ` A1pm ´ 2qq (2.142)
On pose A1pmq “ rm et on remplace dans (2.139) ces diﬀe´rentes expressions :
1
4k2
prm`2 ´ 2rm ` rm´2q ` i
2k
Bprm`1 ´ rm´1q ´ C rm “ 0 (2.143)
L’e´quation ﬁnale dont on peut e´tudier les racines, apre`s avoir pose´ R “ r ´ 1{r sera :
R2 ` 2ikBR ´ 4k2C “ 0 (2.144)
Dans cette e´quation ﬁnale, ”apparamment ” simple, on doit maintenant, dans B et C
remplacer F pμq, F p´μq,Mpμq,Mp´μq par leurs valeurs respectives qu’on rappelle :
F pμq “ u¯
2h
p?3 cosμ ` sinμq (2.145)
Mpμq “ 1
2h
p?3 ` ?3 cosμ ´ sinμq (2.146)
F p´μq “ u¯
2h
p?3 cosμ ´ sinμq (2.147)
Mp´μq “ 1
2h
p?3 ` ?3 cosμ ` sinμq (2.148)
On utilisera les formules trigonome´triques suivantes :
cosparctanφq “ 1ap1 ` φ2q (2.149)
sinparctanφq “ φap1 ` φ2q (2.150)
On prendra :
γ “ k
h
“ 1, β “ ku¯
h
“ u¯ (2.151)
On a :
φ1,2 “ arctan
«
β sin p2π{3q
˘a1 ´ β2 sin2 p2π{3q
ﬀ
(2.152)
“ arctan
«
β
?
3
˘2a1 ´ 3{4β2
ﬀ
(2.153)
2.6. STABILITE´ D’UN SCHE´MANUME´RIQUE POUR L’E´QUATION DISSIPATIVE LINE´AIRE DE BU
On posera :
q “
c
1 ´ 3
4
β2 et α “ | a0 |
u¯
(2.154)
On obtient :
cospφ1q “ q, cospφ2q “ ´q (2.155)
sinpφ1q “ sinpφ2q “ u¯
?
3
2
(2.156)
En assemblant tous les morceaux on trouve pour φ “ φ1 :
2kB “u¯rp1 ´ qq?3 cosμ ` p1 ` qq sinμ ´ ?3s (2.157)
4k2C “ ´ u¯2r3 cosμ ` ?3 sinμ ` qp4cosμ2 ´ 1 ´ η2p2 ` 6 cosμ ` 4cosμ2qqs (2.158)
Pour φ “ φ2 on changera q en ´q dans les expressions pre´ce´dentes.
Sloan et Mitchell montrent [8] que l’e´quation (2.144) pre´sente, dans le triangle de stabilite´
(annexe D), pour φ “ φ2 des racines telles que | r |ą 1, soit compte tenu de A1pmq “ rm, une
croissance des modes de sideband.
La discre´tisation du temps suivant un sche´ma de leapfrog qui pre´sente un mode parasite,
entraˆıne la focalisation.
2.6 Stabilite´ d’un sche´ma nume´rique pour l’e´quation dis-
sipative line´aire de Burgers
On peut e´galement appliquer la me´thode des ondes re´sonantes a` l’e´quation de Burgers
visqueuse adimensionne´e line´aire :
Bu
Bt ` u¯
Bu
Bx “ η
B2u
Bx2 (2.159)
Nous de´buterons, pour cette e´quation dissipative, par l’e´tude de l’inﬂuence d’un sche´ma
de discre´tisation sur la stabilite´[27]. On doit eﬀectivement s’assurer que l’erreur due a` la
discre´tisation n’est pas ampliﬁe´e par le sche´ma nume´rique. On utilisera les sche´mas de discre´tisation
suivants, en notant m le pas de temps, n le pas d’espace et upm,nq la vitesse discre´tise´e de
upt, xq, :
Bu
Bt “
upm ` 1, nq ´ upm,nq
Δt
(2.160)
Bu
Bx “
upm,n ` 1q ´ upm,n ´ 1q
2Δx
(2.161)
B2u
Bx2 “
upm,n ` 1q ` upm,n ´ 1q ´ 2upm,nq
Δx2
(2.162)
La discre´tisation de l’e´quation (2.159) s’e´crit :
56CHAPITRE 2. ANALYSE LINE´AIRE ET NON LINE´AIRE DE L’E´QUATION DE BURGERS
pupm ` 1, nq ´ upm,nqq ` u¯Δt
2Δx
pupm,n ` 1q ´ upm,n ´ 1qq
´ ηΔt
Δx2
pupm,n ` 1q ` upm,n ´ 1q ´ 2upm,nqq (2.163)
On de´ﬁnit :
α “ ηΔt
Δx2
(2.164)
β “ u¯Δt
Δx
(2.165)
R “ β
α
“ Δxu¯
η
est e´quivalent a` un nombre de reynolds de cellule. (2.166)
Le sche´ma nume´rique s’e´crit :
upm ` 1, nq “ upm,n ´ 1qpα ` β
2
q ` upm,nqp1 ´ 2αq ` upm,n ` 1qpα ´ β
2
q (2.167)
On obtient ainsi, le syste`me line´aire, en appelant a “ p1´ 2αq, b “ pα` β
2
q, c “ pα´ β
2
q, C,
la matrice de transfert telle que :
upm ` 1, nq “ Cm,nupm,nq (2.168)
C “
»————————————–
a c 0 ¨ ¨ ¨ 0 0
b a c ¨ ¨ ¨ 0 0
0 b a ¨ ¨ ¨ 0 0
...
...
... ¨ ¨ ¨ ... ...
0 0 0 ¨ ¨ ¨ a c
0 0 0 ¨ ¨ ¨ b a
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(2.169)
Pour que le sche´ma nume´rique soit stable, il faut et il suﬃt que le rayon spectral ρpCq de
la matrice C soit infe´rieur a` 1. Les valeurs propres des matrices tridiagonales sont donne´es
dans[28] :
λpCq “ a ` 2?bc cos kπ
N ` 1 “ 1 ´ 2α ` 2α
c
1 ´ R
2
4
cos
kπ
N ` 1 (2.170)
Pour R ă 2, les valeurs propres sont re´elles, le rayon spectral est :
ρpCq “ ´1 ` 2α ` 2α
c
1 ´ R
2
4
ă 1 pour α ă 1
1 `
b
1 ´ R2
4
(2.171)
2.6. STABILITE´ D’UN SCHE´MANUME´RIQUE POUR L’E´QUATION DISSIPATIVE LINE´AIRE DE BU
Pour R ą 2, les valeurs propres sont complexes, le rayon spectral est :
ρpCq “
c
1 ´ 2α2 ` 4α2p1 ´ R
2
4
q ă 1 pour αR
2
4
ă 1 (2.172)
Calculons les 2 fonctions Rpσq “ 0 : Pour R ă 2 :
α “ β
R
“ 1
1 `
b
1 ´ R2
4
(2.173)
Soit la fonction : R “ 8βp4 ` β2q (2.174)
Pour R ą 2 :
β
R2
4
“ β
R
R2
4
“ 1 (2.175)
Soit la fonction : R “ 4
β
(2.176)
Ces 2 fonctions sont e´gales a` 2 pour β “ 2 :
La ﬁgure (2.15) montre la zone de stabilite´ pour R fonction de σ.
Figure 2.15 – Zone de stabilite´ fonction de R et β
Nous avons, pour 1 mode et 2 modes re´sonants e´tabli les cartes d’instabilite´ de l’e´quation de
Burgers dissipative (2.16), respectivement (2.17) (que l’on ne trouve pas dans les publications
pre´ce´demment e´voque´es [7, 8, 9, 10, 11, 12]).
Les commentaires suivants peuvent eˆtre faits :
– Pour 1 mode re´sonant jusqu’a` u¯ “ 0.5 , la ﬁgure reste identique avec une pente constante
jusqu’ a` la meˆme valeur de l’amplitude d’initialisation σ “ 0.125, apre`s cette valeur la
prise en compte d’une viscosite´ introduit des instabilite´s importantes.
– Pour 2 modes re´sonants, et pour la meˆme viscosite´ que pour 1 mode, la ﬁgure est globale-
ment re´duite d’un facteur 2. Une sorte de peigne de dents stables et instables se mettant
en place dans la zone jusqu’a` u¯ “ 0.5.
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Figure 2.16 – Inﬂuence de la viscosite´ pour 1 mode,
u¯ “ r0, 1s, σ “ r0, 0.25s, τ “ 0.001, J “ 12, t “ 500
Figure 2.17 – Inﬂuence de la viscosite´ pour 2 modes,
u¯ “ r0, 1s, σ “ r0, 1s, τ “ 0.001, J “ 12, t “ 500
CHAPITRE3
Me´thode de Boltzmann sur re´seau
L’objet principal de ce chapitre est d’e´crire les e´quations de Boltzmann a` 1 dimension et de
montrer leur e´quivalence a` l’ordre retenu, aux e´quations de Navier Stokes. Nous aboutirons en
ﬁn de chapitre aux e´quations non line´aires a` vitesses discre`tes qui ” subiront ” le traitement
des ondes re´sonantes au chapitre suivant
Nous rappelons, d’abord l’origine de l’e´quation de Boltzmann. L’annexe C en tente une modeste
de´monstration.
3.1 Equation de Boltzmann
L. Boltzmann a propose´ en 1872 [29] une e´quation cine´tique de´crivant l’e´volution des gaz
dilue´s. Nous de´crirons progressivement cette e´quation car :
– Elle reste la base toujours actuelle de la me´thode de Boltzmann sur re´seau.
– La connaissance des diﬀe´rentes hypothe`ses, sur lesquelles elle s’appuie, nous parait im-
portante.
– Elle relie pour un gaz, son e´tat statistique, invisible car microscopique, a` son e´tat macro-
scopique, mesurable, sensible.
– Elle est utile a` la de´monstration du the´ore`me de l’entropie de Boltzmann, relatif en ther-
modynamique, a` l’e´volution de l’entropie avec le de´sordre.
– Elle fait partie, de ce fait, des e´quations fondamentales les plus importantes de la physique.
Nous avons tente´ en Annexe C, une synthe`se de sa de´monstration, a` partir de diﬀe´rents cours
et ouvrages de physique statistique [14, 15, 16], en e´vitant l’appel a` des objets mathe´matiques
utiles mais complexes dans ce cadre, comme la fonction de Dirac, ou a` des de´veloppements
statistiques trop amont (Hamilton, Liouville, hie´rarchie BBGKY..) que l’on retrouve dans les
ouvrages pre´ce´demment cite´s.
Nous avons obtenu dans l’annexe C, l’e´quation de Boltzmann avec collision (C.54) :
Bfpx,v, tq
Bt ` v
Bfpx,v, tq
Bx “
`
ż
dv2
ż
dΩσpΩq | v1 ´ v2 | rfpx,v11, tqfpx,v12, tq ´ fpx,v1, tqfpx,v2, tqs (3.1)
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Les grandeurs locales : densite´, vitesse, tempe´rature sont alors des moyennes calcule´es a`
l’aide de fpx,v, tq [16].
ρpx, tq “
ż
v
fpx,v, tqdv (3.2)
upx, tq “ 1
ρpx, tq
ż
v
fpx,v, tqvdv (3.3)
kTpx, tq “ 1
ρpx, tq
ż
v
fpx,v, tqpm{Dq| v ´ upx, tq |2dv (3.4)
(Avec m : masse mole´culaire du gaz, kB : constante de Boltzmann et D : nombre de degre´s
de liberte´ de la particule).
L’ e´quation de Boltzmann est irre´versible : en eﬀet le renversement du temps n’ope`re pas
de changement de signe dans l’inte´grale de collision, alors que le membre sans collision change
de signe. On a production d’entropie. Pour le montrer Boltzmann introduit la fonctionnelle :
Hptq “
ż
x
ż
v
rfpx,v, tqrln fpx,v, tqsdx,dv (3.5)
On y associe l’entropie de Boltzmann SBptq “ ´kBHptq ` constante. On e´tudie la variation
au cours du temps de ces fonctions : SBptq et Hptq.
BSBptq
Bt “ ´kB
BHptq
Bt (3.6)
L’e´quation de Boltzmann (3.1), associe´e a` l’e´quation (3.5) permet de montrer [14, 15, 16],
que :
BHptq
Bt ď 0,
BSBptq
Bt ě 0. (3.7)
L’entropie de Boltzmann ne peut pas de´croˆıtre au cours du temps. Elle ne peut que croˆıtre
ou rester stationnaire.
En notant que l’e´quation (3.5) est bien borne´e, car l’e´nergie doit rester borne´e quand
dv Ñ 0.
ż
v
fpx,v, tq| v |2dv (3.8)
On voit que Hptq de´croˆıt, jusqu’a` atteindre une valeur d’e´quilibre Heq de´ﬁnie par :
BHptq
Bt “ 0 (3.9)
Ceci est obtenu dans le terme de collision de l’e´quation de Boltzmann (3.1) en annulant le
terme entre [ ] soit :
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rf eqpx,v11, tqf eqpx,v12, tq “ f eqpx,v1, tqf eqpx,v2, tqs (3.10)
On peut prendre le logarithme ne´pe´rien de cette expression :
ln f eqpx,v11, tq ` ln f eqpx,v12, tq “ ln f eqpx,v1, tq ` ln f eqpx,v2, tqq (3.11)
Cette relation montre que ln f eqpx,v, tq est une fonction invariante lors d’une collision. On a
vu pre´ce´demment (annexe C) que les seuls invariants d’une collision sont : la masse, la quantite´
de mouvement et l’e´nergie. On en de´duit donc, que ln f eqpx,v, tq a la forme suivante :
ln f eqpvq “ ´Am| v ´ u |2 ` lnB (3.12)
(Avec A et B des coeﬃcients a` de´terminer ).
En utilisant les e´quations (3.2) valables a` l’e´quilibre, on obtient l’expression connue de la
distribution a` l’e´quilibre, appele´e distribution de Maxwell-Boltzmann :
f eqpvq “ ρ
ˆ
m
2πkBT
˙D{2
exp
«
´m| v ´ u |2
2πkBT
ﬀ
(3.13)
La proprie´te´ de conservation des invariants, qu’on notera ψk peut se traduire formellement
par l’expression :
ż
v
ψkpBfBt qcollisiondv “ 0 (3.14)
avec ψ1 “ 1, ψ2,3,4 “ vi, ψ5 “ vivi
On peut de´ﬁnir un ope´rateur de collision simpliﬁe´, appele´ BGK [5], en conside´rant que la
relaxation de fpx,v, tq vers la fonction de distribution d’e´quilibre f eqpvq se fait dans le temps
de relaxation caracte´ristique λ.
On e´crit alors :
Bpfpx,v, tq
Bt ` v
Bpfpx,v, tq
x
“ ´1
λ
ppfpx,v, tq ´ f eqpvqq (3.15)
Par rapport aux parame`tres d’un gaz indique´s en annexe C, on peut interpre´ter λ comme
le temps τ „ lm{v entre 2 collisions.
3.2 Lattice Boltzmann Equation
On se rapprochera des publications non exhaustives suivantes qui de´veloppent en plus ou
moins de de´tail, la me´thode de Boltzmann sur re´seau
- [13, 30, 31], les the`ses de [1, 2], les articles correspondants a` ces the`ses [32, 33, 34]
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3.3 Lattice Boltzmann Equation : e´coulement 1D vis-
queux, isotherme
On de´veloppera ici, le cas des e´quations de Boltzmann sur re´seau (LBE) mono-dimensionnelles,
isothermes, peu fre´quent dans la litte´rature.
Le ﬂuide est donc de´crit par une fonction de distribution fpx, c, tq ( on e´crira en 1D :
x “ x, c “ v, u “ u). On de´ﬁnira comme pre´ce´demment les variables macroscopiques en
inte´grant sur toutes les vitesses c possibles soit :
ρ “
ż
R1
fpx, c, tqdc, ρu “
ż
R1
fpx, c, tqcdc, ρe ` 1
2
ρu2 “ 1
2
ż
R1
fpx, c, tqc2dc (3.16)
(Avec l’e´nergie interne du gaz e “ 1
2
rT et r “ kB{m).
On utilisera par la suite la notion de tempe´rature ge´ne´ralise´e θ “ rT . Dans le cas isotherme
T est constante et par conse´quent θ l’est e´galement. L’e´quation de Boltzmann qui de´crit le
de´placement et la collision entre elles des particules du ﬂuide s’e´crit en mono-dimensionnelle :
Bfpx, c, tq
Bt ` c
Bfpx, c, tq
Bx “ p
Bfpx, c, tq
Bt qcollision (3.17)
et, simpliﬁe´e par la formulation BGK :
Bfpx, c, tq
Bt ` c
Bfpx, c, tq
x
“ ´1
λ
pfpx, c, tq ´ f eqpcqq (3.18)
L’expression de la distribution d’e´quilibre de Maxwell-Boltzmann s’e´crit en 1D :
f eqpcq “ ρ?
2πθ
exp
«
| c ´ u |2
2θ
ﬀ
(3.19)
On de´veloppera la fonction de distributionfpx, c, tq en terme de nombre de Knudsen ε, apre`s
avoir a-dimensionne´ (3.18) :
nombre de Knudsen : ε “ τ0
?
θ0
L
(3.20)
(Avec lm : libre parcours moyen, τ0 : temps moyen de relaxation et
?
θ0 : vitesse ca-
racte´ristique de l’agitation thermique.)
tˆ “ t
?
θ0
lm
, xˆ “ x
lm
, τˆ “ τ
τ0
, θˆ “ θ
θ0
, cˆ “ c?
θ0
, fˆpx, c, tq “ fpx, c, tq
ρ0
(3.21)
L’expression (3.18) devient :
Bfˆ
Btˆ ` cˆ
Bfˆ
Bxˆ “ ´
1
λε
pfˆ ´ fˆ eqq (3.22)
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On supprimera les pˆq dans l’e´criture en n’oubliant pas que l’on analyse un syste`me a-
dimensionne´.
Bf
Bt ` c
Bf
Bx “ ´
1
λε
pf ´ f eqq (3.23)
Dans la me´thode de Chapman et Enskog [35], on recherche les solutions normales sous
la forme d’un de´veloppement de la fonction de distribution fpx, c, tq en terme de nombre de
Knudsen ε :
f “ f p0q ` εf p1q ` ε2f p2q ` ... (3.24)
On introduit ce de´veloppement dans (3.23) et on e´gale les diﬀe´rents ordres d’ ε :
ordrep0q f p0q “ f eq (3.25)
ordrep1q Bf
p0q
Bt ` c
Bf p0q
Bx “ ´
1
λ
f p1q (3.26)
On a, en posant τ “ ελ, en se limitant a` l’ordre 1 :
f “ f “ f p0q ` ελf p1q “ f eq ´ τpBf
peqq
Bt ` c
Bf peqq
Bx q (3.27)
On a les invariants suivants ψk, traduisant la conservation de la masse, du moment et de l’
e´nergie :
ż
R1
ψkpBfpx, c, tqBt qcollisiondc “ 0 (3.28)
(Avec ψ1 “ 1, ψ2 “ c, ψ3 “ c2).
En appliquant le premier invariant ψ1, on obtient avec (3.16) :
Bρ
Bt `
Bρu
Bx “ 0 (3.29)
Pour le second invariant ψ2 “ c :ż
R1
pcBfBt ` c
2Bf
Bx qdc “ 0 (3.30)
On introduit le de´veloppement (3.27) dans (3.30) pour obtenir l’e´quation de conservation
du moment, suivante :
ż
R1
cp BBtpf
eq ´ τpBf
eq
Bt ` c
Bf eq
Bx qq ` c
B
Bxpf
eq ´ τpBf
eq
Bt ` c
Bf eq
Bx qqqdc “ 0 (3.31)
On peut re´arranger cette inte´grale :
ż
R1
pcBf
eq
Bt ` c
2Bf eq
Bx qdc ´ τ
B
Bt
ż
R1
pcBf
eq
Bt ` c
2Bf eq
Bx qdc ´ τ
B
Bx
ż
R1
pc2Bf
eq
Bt ` c
3Bf eq
Bx qdc “ 0
(3.32)
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La premie`re inte´grale de (3.32) (ordre 0), contenant les invariants ψ2 “ c, ψ3 “ c2 de la
fonction f eq, vaut :
B
Bt
ż
R1
pcf eqqdc ` BBx
ż
R1
pc2f eqqdc “ 0 (3.33)
Bρu
Bt `
Bρu2
Bx `
Bρθ
Bx “ 0 (3.34)
Et en isotherme :
Bρu
Bt `
Bρu2
Bx “ ´θ
Bρ
Bx (3.35)
que l’ on peut e´crire en utilisant (3.29) :
ρ
Bu
Bt ` ρu
Bu
Bx “ ´θ
Bρ
Bx (3.36)
La seconde inte´grale de (3.32) vaut 0 pour la meˆme raison :
Le premier terme de la troisie`me inte´grale de (3.32) (ordre 1) est e´gal (conservation de
l’e´nergie (3.16) ) a` :
´τ
ż
R1
c2
Bf eq
Bt dc “ ´τ
B
Bt
ż
R1
f eqc2dc
“ ´τ BBtpρu
2 ` ρθq
(3.37)
On transforme le dernier terme de la troisie`me inte´grale de (3.32) :
´τ BBx
ż
f eqc3dc “ ´τ BBxp
ż
f eqpc ´ uq3dc ` u3
ż
f eqdc ` 3u
ż
f eqc2dc ´ 3u2
ż
cf eqdcq
“ ´τ BBxp
ż
f eqpc ´ uq3dc ` u3ρ ` 3upρu2 ` ρθq ´ 3u2ρuq
“ ´τ BBxpρu
3 ` 3uρθq
(3.38)
Car l’inte´grale impaire : ż
f eqpc ´ uq3dc “ 0 (3.39)
Le terme d’ordre 1 de la conservation du moment devient donc en isotherme :
´τ BBxr
B
Btpρu
2q ` θBρBt `
B
Bxpρu
3q ` 3θBρuBx s (3.40)
De´veloppons et re´ordonnons le terme entre [ ] de l’e´quation (3.40), en utilisant (3.35),
(3.36) et (3.29) :
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r s “ ρuBuBt ` u
Bρu
Bt ` θ
Bρ
Bt ` ρu
2Bu
Bx ` u
Bρu2
Bx ` 3θ
Bρu
Bx (3.41)
“ 2upρBuBt ` ρu
Bu
Bxq ´ θ
Bρu
Bx ` 3θ
Bρu
Bx (3.42)
“ 2θρBuBx (3.43)
Le terme d’ordre 1 de la conservation du moment est donc :
´τ BBxp2θρ
Bu
Bxq (3.44)
On de´veloppe le dernier invariant ψ3 “ c2, en introduisant le de´veloppement (3.27) dans
(3.45) et on obtient l’e´quation de conservation de l’e´nergie (3.46) :
ż
R1
pc2BfBt ` c
3Bf
Bx qdc “ 0 (3.45)
que l’on de´veloppe :
ż
R1
c2p BBtpf
eq ´ τpBf
eq
Bt ` c
Bf eq
Bx qq ` c
B
Bxpf
eq ´ τpBf
eq
Bt ` c
Bf eq
Bx qqqdc “ 0 (3.46)
On peut re´arranger cette inte´grale sous la forme :
ż
R1
pc2Bf
eq
Bt ` c
3Bf eq
Bx qdc ´ τ
B
Bt
ż
R1
pc2Bf
eq
Bt ` c
3Bf eq
Bx qdc ´ τ
B
Bx
ż
R1
pc3Bf
eq
Bt ` c
4Bf eq
Bx qdc “ 0
(3.47)
La premie`re et la seconde inte´grale de (3.47) , invariant ψ3 “ c2 de la fonction f eq, valent :
B
Bt
ż
R1
pc2f eqqdc ` BBx
ż
R1
pc3f eqqdc “ 0 (3.48)
Soit :
B
Btpρu
2 ` ρθq ` BBxpρu
3 ` 3uρθq “ 0 (3.49)
Et en isotherme :
B
Btpρu
2q ` θ BBtρ `
B
Bxpρu
3q ` θ BBxp3uρq “ 0 (3.50)
Cette e´quation avec les e´quations (3.29) et (3.35) constituent les e´quations d’Euler :
Le premier terme de la troisie`me inte´grale de (3.47) (ordre 1) est e´gal, d’apre`s l’e´quation
(3.38), a` :
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´τ BBxp
B
Btpρu
3q ` θ BBtp3uρqq (3.51)
On transforme le dernier terme de la dernie`re inte´grale de (3.47) :
τ
B
Bx
B
Bx
ż
f eqc4dc “
τ
B
Bx
B
Bxp
ż
f eqpc ´ uq4dc ´ u4
ż
f eqdc ´ 6u2
ż
c2f eqdc ` 4u
ż
f eqc3dc ` 4u3
ż
cf eqdcq
“ τ BBx
B
Bxp
ż
f eqpc ´ uq4dc ` u4ρ ´ 6u2pρu2 ` ρθq ` 4upρu3 ` 3uρθq ` 4u3ρuq
“ τ BBx
B
Bxp
ż
f eqpc ´ uq4dc ` u4ρ ` 6u2ρθq (3.52)
Calculons le terme
ş
f eqpc ´ uq4dc :
ż
f eqpc ´ uq4dc “ ρ?
2πθ
ż
pc ´ uq4 exp
«
| c ´ u |2
2θ
ﬀ
dc (3.53)
Avec le changement de variable :
y “ pc ´ uq?
2θ
(3.54)
il vient : ż
f eqpc ´ uq4dc “ ρ?
2πθ
p2θq2q?2θ
ż
y4e´y
2
dy (3.55)
L’inte´grale de Gauss vaut : ż
y4e´y
2
dy “ 3
4
?
π (3.56)
ż
f eqpc ´ uq4dc “ 3ρθ2 (3.57)
Le terme d’ ordre 1 de (3.46) vaut donc en isotherme :
´τ BBxr
B
Btpρu
3q ` θ BBtp3uρq ` 3θ
2 B
Bxρ `
B
Bxpu
4ρq ` 6θ BBxpu
2ρqs (3.58)
Nous de´veloppons le r s de (3.58) et le re´ordonnons pour faire disparaˆıtre certains termes :
r s “ up BBtpρu
2q ` θBρBt `
B
Bxpρu
3q ` 3θ BBxpρuqq (3.59a)
`2θuBρBt ` 3θu
B
Bxpρuq (3.59b)
`u2pρBuBt ` ρu
Bu
Bxq (3.59c)
`3θpρBuBt ` ρu
Bu
Bxq (3.59d)
`3ρuθBuBx ` 3θ
2 Bρ
Bx (3.59e)
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Examinons chacune des lignes :
(3.59a) “ 0 : e´quation de l’e´nergie a` l’ordre 0. (3.60)
(3.59b) “ ´2θu BBxpρuq ` 3θu
B
Bxpρuq : e´quation de masse. (3.61)
(3.59c) “ ´θu2 BρBx : e´quation du moment a` l’ordre 0. (3.62)
(3.59d) “ ´θ2 BρBx : e´quation du moment a` l’ordre 0. (3.63)
On obtient ﬁnalement :
´τ BBxr s “ ´τ
B
Bx4ρuθ
Bu
Bx (3.64)
Les e´quations ﬁnales de Navier-Stokes d’un e´coulement isotherme, compressible et visqueux
s’e´crivent :
Bρ
Bt `
Bρu
Bx “ 0 (3.65)
Bρu
Bt `
Bρu2
Bx ` θ
Bρ
Bx ´ τ
B
Bxp2ρθ
Bu
Bxq “ 0 (3.66)
B
Btpρp
1
2
u2 ` 1
2
θqq ` BBxpρup
1
2
u2 ` 1
2
θq ` uρθ ´ τp2ρuθBuBxqq “ 0 (3.67)
D’apre`s l’e´quation pre´ce´dente, en identiﬁant terme a` terme, la pression est e´gale a` :
P “ ρθ ´ τp2ρθBuBxq (3.68)
Dans les e´quations de Navier-Stokes 1D, on a :
P “ ρθ ´ τ avec τ “ 4
3
μ
Bu
Bx (3.69)
Le coeﬃcient de viscosite´ dynamique μ est donc tel que : 4{3μ “ 2τρθ.
On ve´riﬁe bien que l’on retrouve les e´quations de N-S avec la me´thode de Boltzmann.
Nous allons poursuivre celle-ci en discre´tisant les vitesses ainsi que l’espace et le temps
[36, 37].
Equation de Boltzmann a` vitesses discre`tes
Bfl
Bt ` cl
Bfl
Bx “ ´
1
λ
pfl ´ f eql q (3.70)
(Avec fl “ fpx, cl, tq avec l “ 1, 3 et c1 “ 0, c2 “ 1, c3 “ ´1 pour un re´seau D1Q3 (3.1).
Le re´seau mono-dimensionnel avec 3 vitesses D1Q3 donne une quadrature d’un ordre suﬃ-
sant pour retrouver les e´quations de Navier-Stokes mono-dimensionnelles, isothermes au niveau
macroscopique. Les fonctions d’e´quilibre s’e´crivent :
f eql pρ, uq “ wlρp1 `
clu
cs2
` 1
2cs4
pcluq2 ´ 1
2cs2
u2q (3.71)
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1
23
c1=0c3=-1 c2=1
Figure 3.1 – Sche´ma de vitesse D1Q3
(Avec wl et cs “ 1?3 : poids du re´seau et vitesse du son pour le re´seau. )
On a respectivement :
w1 “ 2
3
, w2 “ 1
6
, w3 “ 1
6
. (3.72)
On de´composera les parame`tres (et en particulier la fonction de distribution), en compo-
santes stationnaires f¯l et ﬂuctuantes f
1
l [23].
fl “ f¯l ` f 1l avec BfBt “ 0 (3.73)
La de´composition des variables macroscopiques s’e´crit :
ρ¯ “
3ÿ
l“1
f¯l et ρ
1 “
3ÿ
l“1
f 1l (3.74)
ρ¯u¯ “
3ÿ
l“1
clf¯l et ρ
1u˜ “
3ÿ
l“1
clf
1
l ρ¯e ` ρ¯u¯2 “
3ÿ
l“1
cl
2f¯l (3.75)
pρeq1 ` ρ1u˜2 “
3ÿ
l“1
cl
2f 1l (3.76)
La vitesse u˜ est de´ﬁnie comme :
u˜ “ pρuq
1
ρ1
(3.77)
L’e´quation de boltzmann en re´gime stationnaire s’e´crit :
cl
Bf¯
Bt “ ´
1
λ
pf¯l ´ f¯ eql q (3.78)
(Avec f¯ eql “ f eql pρ¯, u¯q : fonctions de distribution a` l’e´quilibre pour les composantes station-
naires).
On peut re´crire l’e´quation (3.70) avec les e´quations (3.78) et (3.73) :
Bf 1l
Bt ` cl
Bf 1l
Bx “ ´
1
λ
pf 1l ´ pf eql ´ f¯ eql qq (3.79)
Apre`s l’a-dimensionnement de l’e´quation (3.79), on aboutit a` l’e´quation suivante ( en sup-
primant les pˆq ) :
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Bf 1l
Bt ` cl
Bf 1l
Bx “ ´
1
τ
pf 1l ´ pf eql ´ f¯ eql qq (3.80)
(Avec τ “ λ).
On e´crira pour la suite, la fonction d’e´quilibre dans le re´seau D1Q3, sous la forme :
f eql “ αlρ ` βlρu ` γlρu2 (3.81)
Avec :
α1 “ 2
3
, α2 “ 1
6
, α3 “ 1
6
, β1 “ 0, β2 “ 1
2
, β3 “ ´1
2
, γ1 “ ´1, γ2 “ 1
2
, γ3 “ 1
2
(3.82)
On peut re´crire (3.81) avec (3.74) :
f eql “ αlp
3ÿ
j“1
f¯j `
3ÿ
j“1
f 1jq ` βlp
3ÿ
j“1
cj f¯j `
3ÿ
j“1
cjf
1
jq ` γl
př3j“1 cj f¯j ` ř3j“1 cjf 1jq2
př3j“1 f¯j ` ř3j“1 f 1jq (3.83)
On a pour la part stationnaire :
f¯ eql “ αl
3ÿ
j“1
f¯j ` βl
3ÿ
j“1
cj f¯j ` γl
př3j“1 cj f¯jq2
př3j“1 f¯jq (3.84)
En reportant (3.83)et(3.84) dans (3.80) il vient :
Bf 1l
Bt ` cl
Bf 1l
Bx “ ´
1
τ
pf 1l ´ rαlp
3ÿ
j“1
f 1jq ` βlp
3ÿ
j“1
cjf
1
jq ` γlp
př3j“1 cjf 1j ` ρ¯u¯q2
př3j“1 f 1j ` ρ¯q q ´ ρ¯u¯2sq
(3.85)
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CHAPITRE4
Stabilite´ line´aire et non line´aire des e´quations de
Boltzmann
Apre`s avoir rappele´ les me´canismes d’instabilite´ et de focalisation nume´rique dus a` la
discre´tisation du temps et de l’espace dans un sche´ma donne´, apre`s avoir, avec la me´thode
des ondes re´sonantes, trace´ des cartes d’instabilite´ de l’e´quation de Burgers, nous appliquons
ces me´thodes a` l’e´quation de Boltzmann sur re´seau obtenu au chapitre pre´ce´dent.
Nous e´tudierons sucessivement la stabilite´ line´aire puis la stabilite´ non line´aire, en examinant
la pre´sence ou non du phe´nome`ne de focalisation
4.1 Discre´tisation en espace et en temps
Nous partirons du syste`me des 3 e´quations non line´aires du chapitre pre´ce´dent (3.80) pour
les e´tudes de stabilite´ (e´quivalentes a` celle de l’e´quation de Burgers (2.3)), apre`s avoir discre´tise´
et inte´gre´ les 2 membres de ces e´quations. Nous utiliserons des sche´mas nume´riques diﬀe´rents
du sche´ma leapfrog de discre´tisation de l’ e´quation de Burgers.
Bf 1l
Bt ` cl
Bf 1l
Bx “ ´
1
τ
pf 1l ´ pf eql ´ f¯ eql qq (4.1)
Nous utiliserons, compte tenu, que le premier terme est une diﬀe´rentielle totale en x et t, la
me´thode des caracte´ristiques :
df 1l
dt
“ ´1
τ
pf 1l ´ pf eql ´ f¯ eql qq (4.2)
On peut inte´grer cette e´quation le long de la caracte´ristique cl pour un temps Δt et e´valuer
le terme de collision par la me´thode des trape`zes :
ż Δt
0
df 1l
dt
ds “ ´1
τ
ż Δt
0
pf 1l ´ pf eql ´ f¯ eql qqds (4.3)
Apre`s inte´gration, il vient :
f 1l px ` clΔt, t ` Δtq ´ f 1l px, tq “ ´Δt2τ rf
1
l px ` clΔt, t ` Δtq ` f 1l px, tq
´ ppf eql px ` clΔt, t ` Δtq ` f eql px, tqq ´ pf¯ eql px ` clΔt, t ` Δtq ` f¯ eql px, tqqqs (4.4)
On posera :
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hlpx, tq “ f 1l px, tq ` Δt2τ rf
1
l px, tq ´ pf eql px, tq ´ f¯ eql px, tqs
“ p1 ` Δt
2τ
qf 1l px, tqq ´ Δt2τ pf
eq
l px, tq ´ f¯ eql px, tqq (4.5)
Et donc :
hlpx ` clΔt, t ` Δtq “ p1 ` Δt
2τ
qf 1l px ` clΔt, t ` Δtq
´ Δt
2τ
pf eql px ` clΔt, t ` Δtq ´ f¯ eql px ` clΔt, t ` Δtqq (4.6)
En posant τg “ τ ` Δt2 , on aboutit a` l’e´quation ﬁnale :
hlpx ` clΔt, t ` Δtq “ p1 ´ Δt
τg
qf 1l px, tq ` Δtτg pf
eq
l px, tq ´ f¯ eql px, tqq (4.7)
On discre´tisera x et t suivant x “ nΔx, t “ mΔt. On posera e´galement Δx “ clΔt et
Δt “ 1.
L’e´quation (4.7) s’e´crira sous la forme :
hlpm ` 1, n ` clq “ p1 ´ Δt
τg
qf 1l pm,nq ` Δtτg pf
eq
l pm,nq ´ f¯ eql pm,nqq (4.8)
Avec :
pf eql ´ f¯ eql q “ αlp
ÿ
f 1jq ` βlp
ÿ
cjf
1
jq ` γl
ˆpř cjf 1j ` ρ¯u¯q2
př f 1j ` ρ¯q ´ ρ¯u¯2
˙
. (4.9)
On a simpliﬁe´ la notation en supprimant les indices pm,nq et les bornes des sommes ř,
prises syste´matiquement de 1 a` 3. On gardera seulement la parenthe`se p, q pour pm ` 1, q ou
p, n ` 1q ou p, n ` clq. On de´montre[23] aussi que :
p
ÿ
f 1jq “ p
ÿ
hjq p
ÿ
cjf
1
jq “ p
ÿ
cjhjq (4.10)
On pose :
1
τg
“ ω “ 1
3ν ` 1
2
avec ν “ μ
ρ
(4.11)
L’e´quation ﬁnale qui sera analyse´e deviendra donc :
hlpm ` 1, n ` clq “ p1 ´ ωqhlpm,nq ` ω
„
αl
ÿ
hj ` βl
ÿ
cjhj ` γl
ˆpř cjhj ` ρ¯u¯q2
přhj ` ρ¯q ´ ρ¯u¯2
˙j
(4.12)
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4.2 Stabilite´ line´aire des e´quations de Boltzmann
Line´arisation
Soit hlpNLq la partie non line´aire de (4.12), a` line´ariser :
hlpNLq “ ωγl
ˆpř cjhj ` ρ¯u¯q2
přhj ` ρ¯q ´ ρ¯u¯2
˙
“ ωγl
ˆpř cjf 1j ` ρ¯u¯q2
př f 1j ` ρ¯q ´ ρ¯u¯2
˙
(4.13)
La line´arisation est obtenue en eﬀectuant :
ˆBhpNLq
Bf 1j
˙
f 1j“f¯j
“ ωγl
ˆ
2cj
př cjf 1j ` ρ¯u¯q
př f 1j ` ρ¯q ´ p
ř
cjf
1
j ` ρ¯u¯q2
př f 1j ` ρ¯q2
˙
f 1j“f¯j
(4.14)
“ ωγl
ˆ
2cjp2ρ¯u¯
2ρ¯
q ´ p2ρ¯u¯q
2
p2ρ¯q2
˙
(4.15)
“ ωγl
`
2cju¯ ´ u¯2
˘
(4.16)
L’analyse line´aire de Von Neumann [38] consiste a` chercher des solutions sous forme d’onde
plane d’une e´quation line´arise´e. On pose [39] :
hl “ gleipkx´Ωtq (4.17)
(Avec k nombre d’onde et Ω pulsation).
En portant (4.17) dans l’e´quation (4.12), line´arise´e par le terme ﬁnal de (4.14), on obtient :
gle
ipkpx`Δxq´Ωpt`Δtqq “
p1 ´ ωqgleipkx´Ωtq ` ωr
ÿ
j
pαl ´ γlu¯2 ` cjpβl ` 2γlu¯qqgjseipkx´Ωtq (4.18)
Pour simpliﬁer l’e´criture, on posera :
αlj “ pαl ´ γlu¯2 ` cjpβl ` 2γlu¯qq (4.19)
En e´crivant Δx “ cl et Δt “ 1, et en simpliﬁant par eipkx´Ωtq, on obtiendra les e´quations
aux valeurs et vecteurs propres suivantes :
gle
´iΩ “ e´ikclpp1 ´ ωqgl ` ω
ÿ
j
αljgjq (4.20)
Ou en posant λ “ e´iΩ :
pλδlj ` e´ikclpp1 ´ ωqδlj ` ωαljqqgj “ 0 (4.21)
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pλδlj ` e´ikclpp1 ´ ωqδlj ` ωαljqqgj “ 0 (4.22)
Pour calculer le de´terminant et calculer les valeurs propres, on revient aux valeurs de
αl, βl, γl, cl. On obtient l’e´quation complexe et ”complexe” du troisie`me degre´ suivante :
p1 ´ λqp´d ` λpd cos k ` 2iuω sin kqq ` pb ` d ´ λqpλ2 ´ 2λ cos k ` 1q “ 0 (4.23)
Avec d “ ωp2
3
` u¯2q et b “ p1 ´ ωq (4.24)
On obtiendra Ω a` partir de λ de la fac¸on suivante :
λ “ λr ` iλc “ e´ipΩr`iΩcq “ eΩce´iΩr (4.25)
Soit :
λr “ eΩc cosΩr (4.26)
λc “ ´eΩc sinΩr (4.27)
Et :
tanΩr “ ´λc
λr
(4.28)
Ωc “ logp
apλ2r ` λ2cqq (4.29)
La valeur critique de Ωc “ 0 se produit pour pλ2r ` λ2cq “ 1.
Soit l’e´quation du troisie`me degre´ dont on peut calculer les racines par les formules de
Cardan :
´λ3`λ2ppb`d`2 cos k´d cos kq´ip2u¯ω sin kqq`λppd´1´p2b`dq cos kq`ip2u¯ω sin kqq`b “ 0
(4.30)
On a repre´sente´ sur les ﬁgures (4.1a), (4.1b), (4.1c), en 3D papλ2r ` λ2cqq en fonction de
u¯ et du nombre d’onde k, ou` k est compris entre 0 et 2π et ou` u¯ est compris entre 0 et 1.
Les diﬀe´rentes ﬁgures (4.1) pre´sente´es montrent des valeurs critiques papλ2r ` λ2cqq ą 1
autour de 0.42 et autour de 0.57. On peut retrouver ces solutions en intuitant raisonnablement
sur l’e´quation (4.23).
p1 ´ λqp´d ` λpd cos k ` 2iu¯ω sin kqq ` pb ` d ´ λqpλ2 ´ 2λ cos k ` 1q “ 0 (4.31)
On peut en eﬀet e´crire les e´galite´s suivantes :
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ωpu¯2 ´ 2u¯ ` 2
3
q “ ωp2
3
` pu¯q2q ´ 2u¯ω “ d ´ 2u¯ω (4.32)
pλ2 ´ 2λ cos k ` 1q “ pλ ´ pcos k ` i sin kqqpλ ´ pcos k ´ i sin kqq (4.33)
On a donc :
2u¯ω “ d ´ ωpu¯2 ´ 2u¯ ` 2
3
q (4.34)
On remplace ces e´galite´s dans l’e´quation aux valeurs propres (4.23). Le premier terme s’e´crit :
p1 ´ λqp´d ` λd cos k ` λi sin kpd ´ ωpu¯2 ´ 2u¯ ` 2
3
qqq “ (4.35)
dp1 ´ λqp´1 ` λpcos k ` i sin kqq ´ iωλp1 ´ λq sin kpu¯2 ´ 2u¯ ` 2
3
qq (4.36)
Soit :
pλ ´ pcos k ´ i sin kqqrpcos k ` i sin kqdp1 ´ λq ` pb ` d ´ λqpλ ´ pcos k ` i sin kqqs (4.37)
`p1 ´ λqλωpu¯2 ´ 2u¯ ` 2
3
qi sin k “ 0 (4.38)
On voit que, si le dernier terme s’annule, λ “ pcos k ´ i sin kq est une racine de module
pλ2r ` λ2cq “ 1, donc e´gale a` la valeur critique de λ. Les valeurs de u¯ qui annulent le polynoˆme
pu¯2 ´ 2u¯ ` 2
3
q “ 0 sont u¯1 “ 1 ´ 1?3 et u¯2 “ 1 ` 1?3 .
Donc λ “ pcos k ´ i sin kq est une racine pour u1 “ 1 ´ 1?3 et u2 “ 1 ` 1?3 .
Nous retrouvons sur la ﬁgure c de (4.1) , pour u¯ ă 1, la premie`re solution u¯1 “ 1 ´ 1?3 “
0.42275 dans l’analyse non line´aire comme limite supe´rieure d’instabilite´ sur l’axe des abcisses u¯.
Nous verrons cette solution e´galement apparaˆıtre dans l’e´tude non line´aire en ondes re´sonantes.
Sur la meˆme ﬁgure c la troisie`me solution u3 “ 1?3 apparait e´galement.
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(a) Vue 3D des valeurs propres en fonction de k et de u¯
(b) Vue de proﬁl montrant les valeurs pour u1 et u2
(c) Vue de dessus montrant les valeurs pour u1 et u2
Figure 4.1 – Calcul des valeurs propres du polynoˆme du troisie`me ordre (4.30) en fonction
de u¯ et de k,
0 ă u¯ ă 1 et 0 ă k ă 2π
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4.3 Analyse non line´aire en ondes re´sonantes
Nous repartons de l’e´quation comple`te non line´aire et cherchons des solutions exactes consis-
tant en une superposition de modes. Ceux ci sont choisis de telle fac¸on a` inclure les harmoniques
qui ferment le syste`me. Nous examinerons la solution a` 1 mode 2π{3 et a` 2 modes π{2 et π.
Nous de´buterons cette analyse par la proble´matique de l’initialisation.
4.3.1 Initialisation
Les cartes d’instabilite´ sont le reﬂet des instabilite´s nume´riques portant sur l’e´nergie de la
perturbation, laquelle e´nergie est une fonction du carre´ de la vitesse de la perturbation. L’ axe
des abcisses u¯ repre´sente l’e´coulement uniforme constant et celui des ordonne´es, un parame`tre
caracte´ristique de l’initialisation σ.
Avec l’e´quation de Boltzmann, les parame`tres d’entre´e et de sortie du syste`me d’ e´quations,
sont les hlp0, nq et hlpm,nq et plusieurs possibilite´s s’oﬀrent a` nous. Sans faire une analyse
exhaustive, nous avons examine´ celles physiquement acceptables qui correspondent a` des cartes
d’instabilite´ diﬀe´rentes. Plusieurs solutions sont possibles :
– soit initialiser directement les hlp0, nq, qui sont des parame`tres physiques diﬃcilement
appre´ciables (fonctions de distribution discre´tise´es en vitesse),
– soit initialiser en vitesse u1p0, nq et en de´duire l’initialisation en hlp0, nq,
– soit initialiser a` partir des fonctions d’e´quilibre f 1eql avec la meˆme remarque sur l’estima-
tion physique de ce parame`tre.
On a note´ e´galement et on le retrouvera dans les cartes, que l’analyse line´aire est faite sur
les hlpm,nq. Nous avons calcule´ toutes les cartes d’instabilite´ avec ces diﬀe´rentes initialisations,
en faisant varier u¯, σ et ω.
On a conside´re´, que si
ř
npu1pt, nqq2 ď 106 en 2000 ite´rations temporelles, le point repre´sentatif
est conside´re´ comme stable. Il est repre´sente´ en blanc sur la carte, dans le cas contraire il est
en noir.
L’instabilite´ se produit tre`s rapidement, en ge´ne´ral quelques centaines de pas temporels sont
suﬃsants pour de´clencher l’instabilite´.
4.3.2 Analyse non line´aire sur le mode re´sonant 2π{3
On pose :
hlpm,nq “ Alpmqeni 2π3 ` A˚l pmqe´ni 2π3 (4.39)
Les parame`tres e´toile´s Al˚ pmq sont les conjugue´s de ce parame`tre Alpmq. On cherche Alpm`
1, n ` clq tel que :
hlpm ` 1, n ` clq “ Alpm ` 1qeipn`clq 2π3 ` A˚l pm ` 1qe´ipn`clq 2π3 (4.40)
On remplace ces 2 e´quations dans(4.12). On assure la fermeture du syste`me , par les e´galite´s
suivantes :
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ein
2π
3 ˆ ein 2π3 “ e´in 2π3 (4.41)
e´in
2π
3 ˆ e´in 2π3 “ ein 2π3 (4.42)
(4.43)
Nous avons duˆ trouver un artiﬁce pour assurer la fermeture du syste`me sur le mode primaire
pour les produits croise´s e´gaux a` 1, comme :
ein
2π
3 ˆ e´in 2π3 “ 1 (4.44)
Nous avons donc e´crit les e´galite´s suivantes :
1 “ ppnqpein 2π3 ` e´in 2π3 q (4.45)
avec pp1, 2q “ ´1 et pp3q “ 1
2
.
Ainsi le syste`me est comple`tement ferme´ sur les modes 2π
3
et ´2π
3
.
Cette me´thode a e´te´ reconduite pour les solutions re´sonantes a` 2 modes.
Soit l’e´quation (4.12) re´duite au meˆme de´nominateur commun :
p
ÿ
hjpm,nq ` ρ¯q “ pAlpm,nqeni 2π3 ` A˚l pm,nqe´ni 2π3 ` ρq (4.46)
Nous de´veloppons cette e´quation avec la simpliﬁcation d’e´criture suivante :
ř
Ajpm,nq “ř
Aj :
pAlpm ` 1qepn`clqi 2π3 ` A˚l pm ` 1qe´pn`clqi 2π3 q ˆ p
ÿ
j
Aje
ni 2π
3 `
ÿ
j
A˚j e
´ni 2π
3 ` ρq
“ p1 ´ ωqpAleni 2π3 ` A˚l e´ni 2π3 q ˆ p
ÿ
j
Aje
ni 2π
3 `
ÿ
j
A˚j e
´ni 2π
3 ` ρq
` ωp
ÿ
j
pαl ` βlcjqpAjeni 2π3 ` A˚j e´ni 2π3 q ´ γlρ¯u¯2q ˆ p
ÿ
j
Aje
ni 2π
3 `
ÿ
j
A˚j e
´ni 2π
3 ` ρq
` ωγlp
ÿ
j
cjpAjeni 2π3 ` A˚j e´ni 2π3 q ` ρ¯u¯q2 (4.47)
Nous extrairons le terme en eni
2π
3 et le terme conjugue´ en e´ni
2π
3 .
On de´ﬁnira αlj par pαl ` βlcjq. Nous obtiendrons 2 e´quations en Alpm ` 1q “ Xlpm ` 1q `
iYlpm`1q et Al˚ pm`1q “ Xlpm`1q´ iYlpm`1q que nous additionnons puis retranchons, pour
obtenir les deux e´quations suivantes en Xlpm ` 1q et Ylpm ` 1q (4.48) et (4.49), pour chaque
valeur de l et de n a` travers le terme p(n).
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– Premie`re e´quation :
Xlpm ` 1qrcosp2πcl
3
qpρ ` p
ÿ
j
Xjqp1 ` 2ppnqq ´ sinp2πcl
3
qp
ÿ
j
Yjqp1 ´ 2ppnqs
´ Ylpm ` 1qrsinp2πcl
3
qpρ ` p
ÿ
j
Xjqp1 ` 2ppnqq ` cosp2πcl
3
qp
ÿ
j
Yjqp1 ´ 2ppnqs
“ rpρ `
ÿ
j
Xjqp1 ` 2ppnqqspXlp1 ´ ωq ` ω
ÿ
j
αljXjq
´ rp1 ´ 2ppnqq
ÿ
j
Yjspp1 ´ ωqYl ` ω
ÿ
j
αljYjq
` ωγlr
ÿ
j
cjXjp2ρu¯ ` p1 ` 2ppnqq
ÿ
j
cjXjq
´ p1 ´ 2ppnqqp
ÿ
j
cjYjq2 ´ ρ¯u¯2p
ÿ
j
Xjqs
(4.48)
– Seconde e´quation :
Xlpm ` 1qrsinp2πcl
3
qpρ ´ p
ÿ
j
Xjqq ´ cosp2πcl
3
qp
ÿ
j
Yjqs
` Ylpm ` 1qrpcosp2πcl
3
qpρ ´ p
ÿ
j
Xjqq ` sinp2πcl
3
qp
ÿ
j
Yjqs
“ rρ ´
ÿ
j
XjspYlp1 ´ ωq ` ω
ÿ
j
αljYjq ´ r
ÿ
j
Yjspp1 ´ ωqXl ` ω
ÿ
j
αljYjq
` ωγlr2p
ÿ
j
cjYjqp´
ÿ
j
cjXj ` ρu¯q ´ ρ¯u¯2p
ÿ
j
Yjqs
(4.49)
On a ainsi 6 syste`mes d’ e´quations a` re´soudre pour obtenir hlpm ` 1, n ` clq pour l=1,3 et
n=1,2 et n=3. On obtiendra hlpm ` 1, nq par transport en cl sur la pe´riode de 2π donc, avec
hpm, 4q “ hpm, 1 ` 2πq, tableau 4.1.
n “ 1 n “ 2 n “ 3
h1pm ` 1, 1q h1pm ` 1, 2q h1pm ` 1, 3q
h2pm ` 1, 1q h2pm ` 1, 2q h2pm ` 1, 3q
h3pm ` 1, 1q h3pm ` 1, 2q h3pm ` 1, 3q
h1pm, 1q h1pm, 2q h1pm, 3q
h2pm, 1q h2pm, 2q h2pm, 3q
h3pm, 1q h3pm, 2q h3pm, 3q
m ` 1
m
Table 4.1 – Transport entre les composantes hlpm,nq et hlpm ` 1, n ` clq pour n “ 1, 3
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Initialisation sur hlp0, nq
On doit donc initialiser les amplitudes Alp0q “ Xlp0q ` iYlp0q.
hlp0, nq “ Alp0qe2inπ{3 ` A˚l p0qe´2inπ{3 (4.50)
On reprendra le mode`le d’ initialisation utilise´ pour l’e´quation de Burgers :
hlp0, nq “ σlpp1 ` iqe2inπ{3 ` p1 ´ iqe´2inπ{3q (4.51)
Suivant les valeurs de σl pour l “ 1, 2, 3, on favorise diﬀe´rentes initialisations physiques :
– a1.σl “ σ@l correspond a` pρuq1 “ ř
l
clhlp0, nq “ 0 et pρq1 “ ř
l
hlp0, nq ‰ 0.
– a2.σ1 “ 0, σ2 “ ´σ3 “ σ correspond a` pρuq1 “ ř
l
clhlp0, nq ‰ 0 et pρq1 “ ř
l
hlp0, nq “ 0.
– a3.σ1 “ σ2 “ ´σ3 “ σ correspond a` pρuq1 “ ř
l
clhlp0, nq ‰ 0 et pρq1 “ ř
l
hlp0, nq ‰ 0.
Examinons chacun de ces 3 cas :
a1 On a :
ÿ
l
hlp0, nq “ 3σrp1 ` iqe2inπ{3 ` p1 ´ iqe´2nπ{3s (4.52)
Le crochetr s vaut :
r s “ 2pcos 2nπ{3 ´ sin 2nπ{3q (4.53)
soit pour n “ 1, r s “ ´p1 ` ?3q (4.54)
n “ 2, r s “ p´1 ` ?3q (4.55)
n “ 3, r s “ 2 (4.56)
On regardera l’inﬂuence de ces initialisations de hlp0, nq sur u1p0, nq. On peut calculer les
valeurs de hlp0, nq en passant de l’initialisation de u1 a` celles de hl de la manie`re suivante :
ρu “ pρ¯ ` ρ1qpu¯ ` u1q “ pρu ` pρuq1q (4.57)
ρ1pu¯ ` u1q ` ρ¯u1 “ pρuq1 (4.58)
Soit :
u1p
ÿ
j
hj ` ρ¯q “ p
ÿ
j
cjhj ´ u¯
ÿ
j
hjq (4.59)
Soit pour l’initialisation :
u1p0, nq “
ř
l
clhlp0, nq ´ u¯ř
l
hlp0, nq
ρ¯ ` ř
l
hlp0, nq (4.60)
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Cette initialisation de´pend de u¯, ou` on a pris ρ¯ “ 1.
u1p0, nq “
´u¯ř
l
hlp0, nq
1 ` ř
l
hlp0, nq (4.61)
On peut e´galement examiner le parame`tre Em de´ﬁni par Em “| u1p0, nq |max pour n “ 1, J
ici n “ 1, 3. Dans ce cas :
Em “| u1p0, nq |max“ 3u¯p1 `
?
3q
1 ´ p1 ` ?3q “ u¯p3 `
?
3q (4.62)
On obtient, pour cette initialisation avec ρ1 “ 0, la ﬁgure suivante (4.2) :
(On simpliﬁera les notations des ﬁgures en e´crivant AAA pour A1p0q “ A2p0q “ A3p0q “
A “ σp1 ` iq, 0A ´ A pour A1p0q “ 0, A2p0q “ ´A3p0q “ A “ σp1 ` iq, AA ´ A pour
A1p0q “ A2p0q “ ´A3p0q “ A “ σp1 ` iq).
Figure 4.2 – Carte de stabilite´ pour 1 mode avec initialisation (a1=AAA) sur hlp0, nq,
u¯ “ r0, 0.5s, σ “ r0, 0.1s, ω “ 1.85, J “ 3, t “ 2000Δt
a2 On a :
u1p0, nq “
ÿ
l
clhlp0, nq (4.63)
Dans ce cas, u1p0, nq ne de´pend pas de u¯ et Em “| u1p0, nq |max“ 2σp1 `
?
3q.
On obtient, pour cette initialisation avec ρu1 “ 0, la ﬁgure suivante (4.3).
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Figure 4.3 – Carte de stabilite´ pour 1 mode avec initialisation (a2=0A-A) sur hlp0, nq,
u¯ “ r0, 0.5s, σ “ r0, 0.15s, ω “ 1.85, J “ 3, t “ 2000Δt
a3 On a pour ce dernier cas :
u1p0, nq “
ř
l
clhlp0, nq ´ u¯ř
l
hlp0, nq
ρ¯ ` ř
l
hlp0, nq , u
1p0, nq de´pend de u¯ (4.64)
Em “| u1p0, nq |max“ σpu¯ ´ 2qp1 `
?
3q
1 ´ σp1 ` ?3q (4.65)
On obtient pour cette initialisation ou` interviennent ρ1 et ρu1, la ﬁgure suivante (4.4).
L’examen de ces 3 ﬁgures (4.2), (4.3) et (4.4). ame`ne les commentaires suivants :
– L’instabilite´ de´bute pour la premie`re racine line´aire u¯ “ 1 ´ 1{?3.
– La valeur de l’amplitude initiale σ au dessus de laquelle les solutions sont instables est
faible : r0.07 ´ 0.097s.
Initialisation sur u1p0, nq
On a dit pre´ce´demment que les calculs en temps sont eﬀectue´s sur la variable hlpm,nq mais
que l’instabilite´ est ve´riﬁe´e sur l’e´nergie
ř
n
pu1pm,nqq2.
Dans l’analyse du mode re´sonant 2π{3 pour l’e´quation de Burgers, comme on l’a vu au
chapitre 2, l’initialisation (et pour cause ) est faite sur u1p0, nq.
On peut calculer les valeurs de hlp0, nq en passant de l’initialisation de u1 a` celles de hl :
u1p0, nq “ σpp1 ` iqe2inπ{3 ` p1 ´ iqe´2inπ{3q (4.66)
4.3. ANALYSE NON LINE´AIRE EN ONDES RE´SONANTES 83
Figure 4.4 – Carte de stabilite´ pour 1 mode avec initialisation (a3=AA-A) sur hlp0, nq,
u¯ “ r0, 0.45s, σ “ r0, 0.12s, ω “ 1.85, J “ 3, t “ 2000Δt
σpp1 ` iqe2inπ{3 ` p1 ´ iqe´2inπ{3q “
»–
ř
l
clhlp0, nq ´ u¯ř
l
hlp0, nq
1 ` ř
l
hlp0, nq
ﬁﬂ (4.67)
Le calcul des hlp0, nq consiste en celui des 6 inconnues Xl et Yl avec hlp0, nq “ Xl` iYl. Nous
verrons, en reprenant des hypothe`ses plausibles, comparatives avec le paragraphe pre´ce´dent que
ce calcul reste possible malgre´ le nombre d’e´quations infe´rieur au nombre d’inconnues.
On pose donc :
hlp0, nq “ pXl ` iYlqe2inπ{3 ` pXl ´ iYlqe´2inπ{3q (4.68)
On de´veloppe l’e´quation (4.67) :
σpp1 ` iqe2inπ{3 ` p1 ´ iqe´2inπ{3qp1 `
ÿ
j
Ajp0, nqe2inπ{3 `
ÿ
j
A˚j p0, nqe´2inπ{3q “ÿ
j
cjAjp0, nqe2inπ{3 `
ÿ
j
cjA
˚
j p0, nqe´2inπ{3 ´ u¯p
ÿ
j
Ajp0, nqe2inπ{3 `
ÿ
j
A˚j p0, nqe´2inπ{3q (4.69)
On assure la fermeture du syste`me. Les contributions a` ein
2π
3 et e´in
2π
3 donnent l’e´quation
suivante et sa conjugue´e :
σpp1 ` iq ` p1 ´ iq
ÿ
j
A˚j p0, nq ` ppnqpp1 ` iq
ÿ
j
Ajp0, nq ` p1 ´ iq
ÿ
j
Ajp0, nqqq “
p
ÿ
j
cjAjp0, nq ´ u¯p
ÿ
j
Ajp0, nqqq (4.70)
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Nous devons faire plusieurs hypothe`ses simpliﬁcatrices :
Hypothe`se 1 : l’initialisation sur les Ajp0, nq est inde´pendante de n, soit Ajp0, nq “ Ajp0q.
On obtient les e´quations suivantes :
p1 ` iq
ÿ
j
Ajp0q ` p1 ´ iq
ÿ
j
Ajp0q “ 0 soit
ÿ
j
Xj `
ÿ
j
Yj “ 0 (4.71)
σpp1 ` iq ` p1 ´ iq
ÿ
j
A˚j p0qq “ p
ÿ
j
cjAjp0q ´ u¯p
ÿ
j
Ajp0qqq (4.72)
Hypothe`se 2 : Suivant a3 on prend A1 “ A2 “ ´A3 (on ne fait pas d’hypothe`se sur ρ1 et
ρu1).
La premie`re e´quation de l’hypothe`se 1 devient : X1 ` Y1 “ 0.
La seconde e´quation, en se´parant les parties re´elles et imaginaires donne :
σp1 ` X1 ´ Y1q “ p2X2 ´ u¯X1q (4.73)
σp1 ´ X1 ´ Y1q “ p2Y2 ´ u¯Y1q (4.74)
Hypothe`se 3 : on posera X1 “ 1.
On de´duit le re´sultat suivant :
X1 “ 1, Y1 “ ´1 (4.75)
X2 “ 0.5pu¯ ` σpρ¯ ` 2q, Y2 “ 0.5p´u¯ ` σρ¯q (4.76)
On e´crira alors l’initialisation sur hlp0, nq :
h1p0, nq “ pp1 ´ iqe2nπ{3 ` p1 ` iqe´2nπ{3q (4.77)
h2p0, nq “ ´h3p0, nq “ 0.5ppu¯ ` 3σq ` ip´u¯ ` σρ¯qqe2nπ{3 ` c.c. (4.78)
On obtient pour cette initialisation sur u1p0, nq la ﬁgure suivante (4.5) :
Pour cette initialisation particulie`re :
– L’instabilite´ de´bute pour u¯ a` une valeur r0.14s tre`s infe´rieure a` la premie`re racine line´aire
u¯ “ 1 ´ 1{?3, obtenue pour les premie`res initialisations pre´ce´dentes.
– La valeur de l’amplitude initiale σ au dessus de laquelle les solutions sont instables est
aussi faible : r0.07s.
Em “| u1p0, nq |max“ σp1 `
?
3q (4.79)
Initialisation sur hlp0, nq “fonctionpf eql , f¯ eql q
On peut e´galement prendre l’hypothe`se d’initialisation propose´e dans [23]. Sa justiﬁcation
the´orique n’est pas e´vidente mais on peut conside´rer, a` l’initialisation :
hlp1, nq “ hlp0, nq qui donne avec :
hlp1, nq “ p1 ´ ωqhlp0, nq ` ωpf eql pρ¯ ` ρ1, u¯ ` u1q ´ f¯ eql pρ¯, u¯qq (4.80)
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Figure 4.5 – Carte de stabilite´ pour 1 mode avec initialisation sur u1p0, nq de hlp0, nq,
u¯ “ r0, 0.2s, σ “ r0, 0.1s, ω “ 1.85, J “ 120, t “ 2000Δt
hlp0, nq “ pf eql pρ¯ ` ρ1, u¯ ` u1q ´ f¯ eql pρ¯, u¯qq (4.81)
On rappelle que :
f eql “ αlρ ` βlρu ` γlρu2 (4.82)
Et donc :
hlp0, nq “ αlpρ¯ ` ρ1q ` βlpρ¯ ` ρ1qpu¯ ` u1q ` γlpρ¯ ` ρ1qpu¯ ` u1q2 ´ αlρ¯ ` βlρ¯u¯ ` γlρ¯u¯2 (4.83)
En de´veloppant on obtient :
hlp0, nq “ ρ1pαl ` βlu¯ ` γlu¯2q ` u1pβlρ¯q ` 2γlρ¯u¯ ` u12pγlρ¯q ` ρ1u1pβl ` 2γlu¯q ` ρ1u12pγlq (4.84)
On pose maintenant les hypothe`ses suivantes sur u1 et ρ1 :
u1p0, nq “σpp1 ` iqe2inπ{3 ` p1 ´ iqe´2inπ{3q (4.85)
ρ1 “0 (4.86)
On reporte ces valeurs dans l’e´quation (4.84) :
hlp0, nq “ Ale2inπ{3 ` A˚l e´2inπ{3 “ u1pβlρ¯ ` 2γlρ¯u¯q ` u12pγlρ¯q (4.87)
On de´veloppe u12 :
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u12 “ σ2p´2ie2inπ{3 ` 2ie´2nπ{3 ` 4ppnqpe2inπ{3 ` e´2inπ{3qq (4.88)
On se´pare les contributions en e2inπ{3 et e´2inπ{3 et on obtient les expressions de Al “ Xl`Yl.
Xlp0, nq “ σpρ¯βl ` 2γlρ¯u¯q ` ppnqp4σ2γlρ¯q (4.89)
Ylp0, nq “ σpρ¯βl ` 2γlρ¯u¯q ´ p2σ2γlρ¯q (4.90)
Soit pour ρ¯ “ 1 :
hlp0, nq “ rσpβl ` 2γlu¯q ` 4ppnqσ2γls ` irσpβl ` 2γlu¯q ´ 2σ2γls (4.91)
On obtient la ﬁgure suivante avec initialisation a` partir des fonctions d’e´quilibre (4.6) :
Figure 4.6 – Carte de stabilite´ pour 1 mode avec initialisation a` partir des fonctions d’e´quilibre
de hlp0, nq,
u¯ “ r0, 0.5s, σ “ r0, 0.2s, ω “ 1.85, J “ 120, t “ 2000Δt
Pour cette initialisation avec les fonctions d’e´quilibre :
– L’instabilite´ de´bute pour u¯ a` la premie`re racine line´aire u¯ “ 1 ´ 1{?3, comme pour les
premie`res initialisations pre´ce´dentes.
– La valeur de l’amplitude initiale σ au dessus de laquelle les solutions sont instables est
plus e´leve´e : r0.18s.
Em “| u1p0, nq |max“ σp1 `
?
3q (4.92)
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Initialisation sur u1p0, nq et variation de la viscosite´ a` travers ω
On a donc examine´ avec cette initialisation l’inﬂuence de la re´duction de viscosite´ ω “ 1.9
et ω “ 1.99. On rappelle que :
1
τg
“ ω “ 1
3ν ` 1
2
avec ν “ μ
ρ
(4.93)
La carte d’instabilite´ (4.7) montre une re´duction progressive de la zone blanche de stabilite´
avec la re´duction de la viscosite´ :
(a)
(b)
Figure 4.7 – Carte de stabilite´ pour 1 mode avec initialisation sur u1p0, nq de hlp0, nq,
u¯ “ r0, 0.2s, σ “ r0, 0.1s, ω “ 1.9 et 1.99, J “ 120, t “ 2000Δt
L’inﬂuence de la viscosite´ se traduit par :
– Une re´duction tre`s faible de la zone de stabilite´ pour ω “ 1.9.
– Une re´duction sensible de la zone de stabilite´ pour ω “ 1.99.
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4.3.3 Ondes re´sonantes sur 2 modes
Nous e´tudierons plus particulie`rement cette conﬁguration conside´re´e comme la plus instable
avec les initialisations du meˆme type que celles utilise´es pre´ce´demment.
On connaˆıt :
hlpm,nq “ Alpmqeinπ2 ` A˚l pmqe´inπ2 ` BlpmqeinπavecBlpmqre´el. (4.94)
On cherche Alpm ` 1, n ` clq et Blpm ` 1, n ` clq, tel que :
hlpm ` 1, n ` clq “Alpm ` 1qeipn`clqπ2 ` A˚l pm ` 1qe´ipn`clqπ2 ` Blpm ` 1qeipn`clqπ (4.95)
On substitue cette solution a` 2 modes dans l’e´quation(4.12).
On e´gale les contributions en ein
π
2 en e´in
π
2 et en einπ, ce qui permet d’obtenir 3 e´quations
pour de´terminer Alpm ` 1q, Al˚ pm ` 1q et Blpm ` 1q.
On assure la fermeture du syste`me sur ces modes en conside´rant que pour les produits
croise´s dont le re´sultat est 1, on prendra 1 “ p´1qneinπ, on fermera ainsi comple`tement le
syste`me sur les modes π{2, –π{2 et π :
Soit l’e´quation (4.12) re´duite au meˆme de´nominateur :
p
ÿ
hjpm,nq ` ρ¯q “ p
ÿ
j
Ajpmqeinπ2 `
ÿ
j
A˚j pmqe´inπ2 `
ÿ
j
Bjpmqeinπ ` ρ¯q (4.96)
Nous de´velopperons, en simpliﬁant les e´critures de
ř
Ajpmq “ řAj et řBjpmq “ řBj,
et en reportant, comme pre´ce´demment, hlpm ` 1, n ` clq de (4.95) et hlpm,nq de (4.94) dans
(4.12).
rAlpm ` 1qeipn`clqπ2 ` A˚l pm ` 1qe´ipn`clqπ2 ` Blpm ` 1qeipn`clqπs (4.97)
ˆr
ÿ
j
pAjeinπ2 ` A˚j e´inπ2 ` Bjeinπq ` ρ¯s “ (4.98)
p1 ´ ωqrAleinπ2 ` A˚l e´inπ2 ` Bleinπs (4.99)
ˆr
ÿ
j
pAjeinπ2 ` A˚j e´inπ2 ` Bjeinπq ` ρ¯s (4.100)
`ωr
ÿ
j
pαl ` βlcjqpAjeinπ2 ` A˚j e´inπ2 ` Bjeinπq ´ γlρ¯u¯2s (4.101)
ˆr
ÿ
j
Aje
inπ
2 ` A˚j e´inπ2 ` Bjeinπq ` ρ¯s (4.102)
`ωγlr
ÿ
j
cjpAjeinπ2 ` A˚j e´inπ2 ` Bjeinπq ` ρ¯u¯s2 (4.103)
Nous ne de´velopperons pas ici les diﬀe´rents calculs et e´quations, nous pre´senterons a` titre
d’exemple seulement, les syste`mes d’e´quations a` re´soudre. D’abord, nous simpliﬁerons eicl
π
2 ,
e´icl
π
2 , eiclπ en e´crivant :
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eicl
π
2 “ piqcl e´icl π2 “ p´iqcl eiclπ “ p´1qcl (4.104)
- La premie`re e´quation ( facteur de ein
π
2 ) s’e´crit :
piqcl ρ¯Alpm ` 1q ` p´iqclA˚l pm ` 1q
ÿ
j
Bj ` p´1qclBlpm ` 1q
ÿ
j
A˚j “
` p1 ´ ωqrBl
ÿ
j
A˚j ` A˚l
ÿ
j
Bj ` ρ¯Als
`ωrp
ÿ
j
αljBjq
ÿ
j
A˚j ` p
ÿ
j
αljA
˚
j q
ÿ
j
Bj ` ρ¯
ÿ
j
αljAj ´ γlρ¯u¯2
ÿ
j
Ajs
` 2ωγlrp
ÿ
j
cjA
˚
j qp
ÿ
j
cjBjq ` ρ¯u¯
ÿ
j
cjAjs (4.105)
- La seconde e´quation( facteur de e´in
π
2 ) est la conjugue´e de la premie`re e´quation.
- La troisie`me e´quation (facteur de einπ) est compose´e de 2 sous-e´quations en fonction du
signe de p´1qn e´gal a` 1 ou -1 suivant la parite´ de n.
rpiqclAlpm ` 1qp
ÿ
j
Aj ` p´1qn
ÿ
j
A˚j qs ` rpiqclAlpm ` 1qp
ÿ
j
Aj ` p´1qn
ÿ
j
A˚j qs˚
` p´1qclBlpm ` 1qpρ¯ ` p´1qn
ÿ
j
Bjq “
p1 ´ ωqprAlp
ÿ
j
Aj ` p´1qn
ÿ
j
A˚j qs ` rAlp
ÿ
j
Aj ` p´1qn
ÿ
j
A˚j qs˚ ` Blpρ¯ ` p´1qn
ÿ
j
Bjqq
` ωpr
ÿ
j
αljAjp
ÿ
j
Aj ` p´1qn
ÿ
j
A˚j qs ` r
ÿ
j
αljAjp
ÿ
j
Aj ` p´1qn
ÿ
j
A˚j qs˚q
` ωp
ÿ
j
αljBjpρ¯ ` p´1qn
ÿ
j
Bjq ´ γlρ¯u¯2q
ÿ
j
Bj
` ωγlrp
ÿ
j
cjAjq2 ` p
ÿ
j
cjA
˚
j q2 ` 2ρ¯u¯
ÿ
j
cjBj`
p´1qnp
ÿ
j
cjBjq2 ` 2p
ÿ
j
cjAjqp
ÿ
j
cjA
˚
j qqs (4.106)
On remarque dans cette e´quation le facteur přj Aj ` p´1qn řj Aj˚ q qui va prendre des va-
leurs particulie`res suivant la parite´ de n.
Pour n pair, on obtient přj Aj `řj Aj˚ q “ 2řj Xj et les sommes rf s`rf s˚ deviendront
4
ř
j Xj.
Pour n impair, on obtient přj Aj ´ řj Aj˚ q “ 2iřj Yj et les sommes rf s ` rf s˚ devien-
dront nulles.
On a ainsi, en re´solvant les 6 syste`mes d’ e´quations, calcule´ hlpm` 1, n` clq pour l=1, 3 et
n=1, 3 impair et n=2, 4 pair.
On obtiendra hlpm ` 1, nq par transport en cl sur la pe´riode de 2π.
Le tableau suivant ( 4.2) pre´sente le transport entre les composantes apre`s collision.
On reprendra donc les meˆmes types d’initialisation que pour les ondes re´sonantes a` 1 mode.
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n “ 1 n “ 2 n “ 3 n “ 4
h1pm ` 1, 1q h1pm ` 1, 2q h1pm ` 1, 3q
h2pm ` 1, 1q h2pm ` 1, 2q h2pm ` 1, 3q
h3pm ` 1, 1q h3pm ` 1, 2q h3pm ` 1, 3q
h1pm ` 1, 4q
h2pm ` 1, 4q
h3pm ` 1, 4q
h1pm, 1q h1pm, 2q h1pm, 3q
h2pm, 1q h2pm, 2q h2pm, 3q
h3pm, 1q h3pm, 2q h3pm, 3q
h1pm, 4q
h2pm, 4q
h3pm, 4q
m ` 1
m
Table 4.2 – Tableau des transports entre les composantes de hlpm,nq et hlpm` 1, n` clq pour
n=1,4
Initialisation sur hlp0, nq
Dans le cas des 2 modes re´sonants π{2 et π, le proble`me se complexiﬁe, les combinaisons
sont plus nombreuses car on doit initialiser 2 composantes : Alp0q et Blp0q dans l’e´quation
d’initialisation de hlp0, nq.
hlp0, nq “ Alp0qenπ{2 ` A˚l p0qe´nπ{2 ` Blp0qenπ (4.107)
On donnera seulement les re´sultats, sans de´velopper les diﬀe´rentes e´tapes de calcul. On doit
initialiser :
hlp0, nq “ σlpp1 ` iqenπ{2 ` p1 ´ iqe´nπ{2q ` σl1enπ (4.108)
On simpliﬁera en prenant σl “ σl1. On aura les meˆmes combinaisons qu’au chapitre pre´ce´dent,
en les reprenant aussi sur Bl.
On simpliﬁera les e´critures de A1 “ A2 “ A3 “ A “ σp1 ` iq, B1 “ B2 “ B3 “ B “ σ en
AAABBB.
b1 “ AAABBB L’initialisation s’e´crit :
h1p0, nq “ h2p0, nq “ h3p0, nq “ σrp1 ` iqeniπ2 ` p1 ´ iqe´niπ2 ` 1einπs (4.109)
ρ1u1 “ 0, ρ1 ‰ 0 ÿ
l
hlp0, nq “ 3σpp1 ` iqeniπ{2 ` p1 ´ iqe´niπ{2 ` enπq (4.110)
E “| u1p0, nq |max“| 9σu¯p1 ´ 9σq | pour n “ 1, 4 (4.111)
On obtient pour cette initialisation la ﬁgure suivante (4.8) :
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Figure 4.8 – Carte de stabilite´ pour 2 modes avec initialisation (b1=AAABBB) sur hlp0, nq,
u¯ “ r0, 0.5s, σ “ r0, 0.2s, ω “ 1.85, J “ 300, t “ 2000Δt
b2 “ 0A ´ A0B ´ B L’initialisation s’e´crit :
h1p0, nq “ 0, h2p0, nq “ ´h3p0, nq “ σrp1 ` iqeniπ2 ` p1 ´ iqe´niπ2 ` 1einπs (4.112)
ρ1u1 ‰ 0, ρ1 “ 0.
ÿ
l
clhlp0, nq “ 2σpp1 ` iqeinπ{2 ` p1 ´ iqe´inπ{2 ` einπq (4.113)
E “| u1p0, nq |max“ 6σ pour n “ 1, 4 (4.114)
On obtient pour cette initialisation la ﬁgure (4.9).
b3 “ AA ´ ABB ´ B L’initialisation s’e´crit :
h1p0, nq “ h2p0, nq “ ´h3p0, nq “ σrp1 ` iqeniπ2 ` p1 ´ iqe´niπ2 ` 1einπs (4.115)
ρ1u1 ‰ 0, ρ1 ‰ 0
ÿ
l
hlp0, nq “ σpp1 ` iqeinπ{2 ` p1 ´ iqe´inπ{2 ` einπq (4.116)
ÿ
l
clhlp0, nq “ 2σpp1 ` iqeinπ{2 ` p1 ´ iqe´inπ{2 ` einπq (4.117)
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Figure 4.9 – Carte de stabilite´ pour 2 modes avec initialisation (b2=0A-A0B-B) sur hlp0, nq,
u¯ “ r0, 0.5s, σ “ r0, 0.2s, ω “ 1.85, J “ 300, t “ 2000Δt
Figure 4.10 – Carte de stabilite´ pour 2 modes avec initialisation (b3=AA-ABB-B) sur hlp0, nq,
u¯ “ r0, 0.5s, σ “ r0, 0.2s, ω “ 1.85, J “ 120, t “ 2000Δt
E “| u1p0, nq |max“| 3σp2 ´ u¯qp1 ´ 3σq | pour n “ 1, 4 (4.118)
On obtient pour cette initialisation la ﬁgure (4.10).
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L’examen de ces 3 ﬁgures (4.8), (4.9) et (4.10). ame`ne des commentaires peu diﬀe´rents
de ceux pour 1 mode re´sonant :
– L’instabilite´ de´bute pour la meˆme premie`re racine line´aire u¯ “ 1 ´ 1{?3.
– La valeur de l’amplitude initiale σ au dessus de laquelle les solutions sont instables est
faible : r0.1 ´ 0.11s mais toutefois un peu plus e´leve´e que pour 1 mode.
– Le trace´ de la zone stable est beaucoup plus accidente´ (ou chaotique ?) que les trace´s
re´guliers obtenus pour 1 mode
Il est bien e´vident que de nombreuses autres combinaisons diﬀe´rentes sur σl et σl
1 peuvent
eˆtre obtenues, en particulier pour l’initialisation (b3), les initialisations (b1) et (b2) correspon-
dant a` des situations physiquement plus simplistes.
Initialisation sur u1p0, nq pour les modes re´sonants π{2 et π
On doit initialiser hlp0, nq tel que :
hlp0, nq “ Alp0qeniπ2 ` A˚l p0qe´niπ2 ` Blp0qeinπ (4.119)
Et :
u1p0, nq “ σlrp1 ` iqeniπ2 ` p1 ´ iqe´niπ2 ` 1einπs (4.120)
On passera de l’initialisation de hlp0, nq a` celle de u1p0, nq comme pre´ce´demment a` 1 mode,
avec des hypothe`ses supple´mentaires a` faire. On posera :
hlp0, nq “ pXl ` iYlqeniπ2 ` pXl ´ iYlqe´niπ2 ` Bleinπ (4.121)
En remplac¸ant (4.121) dans (4.59) et en e´galant les coeﬃcients de ein
π
2 , e´in
π
2 et einπ, on
obtient les 3 e´quations suivantes :
σlrp1 ` iq ` p1 ´ iq
ÿ
j
Bj `
ÿ
j
A˚j s “ ppA2 ´ A3q ´ u¯
ÿ
j
Ajq
σlrp1 ´ iq ` p1 ` iq
ÿ
j
Bj `
ÿ
j
Ajs “ ppA˚2 ´ A˚3q ´ u¯
ÿ
j
A˚j q
σlr1 ` p1 ` iq
ÿ
j
Aj ` p1 ´ iq
ÿ
j
A˚j ` p´1qnpp1 ´ iq
ÿ
j
Aj ` p1 ` iq
ÿ
j
A˚j `
ÿ
j
Bjs “
ppB2 ´ B3q ´ u¯
ÿ
j
Bjq
(4.122)
Ces 3 e´quations sont insuﬃsantes pour de´terminer les 12 coeﬃcients Aj “ Xj ` iYj , Bj et
σj. On posera donc quelques hypothe`ses supple´mentaires ”plausibles” :
1. σj “ σ pour tout j.
2. le facteur de p´1qn ne de´pend pas de n pour que l’initialisation de Al, Bl ne de´pende pas
de n.
3. A2 “ ´A3.
4. Bj “ σ pour tout j.
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On re´duit ainsi le nombre d’ inconnues a` de´terminer a` 4 avec les 3 e´quations initiales et
l’hypothe`se 2.
On obtient les coeﬃcients suivants :
A1 “ 1
4
r´p3pu¯ ` σq ` 1q ` ip3pu¯ ´ σq ` 1qs
A2 “ ´A3 “ 1
2
rσp1 ` 3σq ´ 1
4
pu¯ ` σqp3pu¯ ` σq ` 1qs
` irσp1 ´ 3σq ´ 1
4
p´u¯ ` σqp3pu¯ ´ σq ` 1qs
B1 “ B2 “ B3 “ σ
(4.123)
La carte d’instabilite´ avec des conditions initiales sur u1p0, nq, produite en ﬁgure (4.11),
ame`ne des commentaires tre`s diﬀe´rents de tous ceux faits pre´ce´demment
– L’instabilite´ de´bute a` une valeur de u¯ tre`s faible r0.11s.
– La valeur de l’amplitude initiale σ au dessus de laquelle les solutions sont instables est
par contre plus e´leve´e : r0.18s.
– Le trace´ de la zone stable est tre`s re´gulier (”e´le´gant”), sans accident apparent.
– Un zoom (4.12) sur la pointe autour de u¯ « 0.15 ´ 0.16, σ « 0.05 ´ 0.06, montre que la
re´gularite´ n’est qu’apparente, sans perdre toutefois son” e´le´gant graphisme chaotique”.
– La forme de ce trace´ en forme de Ą est tre`s particulie`re.
Figure 4.11 – Carte de stabilite´ pour 2 modes avec initialisation sur u1p0, nq de hlp0, nq,
u¯ “ r0, 0.2s, σ “ r0, 0.2s, ω “ 1.85, J “ 120, t “ 2000Δt
Avec :
E “| u1p0, nq |max“ 3σpourn “ 1, 4 (4.124)
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Figure 4.12 – De´tail de la carte de stabilite´ pour 2 modes avec initialisation sur u1p0, nq de
hlp0, nq,
u¯ « 0.15 ´ 0.16, σ « 0.05 ´ 0.06, ω “ 1.85, J “ 120, t “ 2000Δt
Initialisation sur hlp0, nq “fonctionpf eql , f¯ eql q pour les modes re´sonants π{2 et π
On reprend la meˆme proble´matique que pre´ce´demment pour 1 mode. On trouve le re´sultat
suivant avec les meˆmes hypothe`ses e´quivalentes sur u1 et ρ1 :
u1p0, nq “σpp1 ` iqenπ{2 ` p1 ´ iqe´nπ{2 ` 1enπq (4.125)
ρ1 “0 (4.126)
On obtient en ﬁnal pour Al “ Xl ` Yl et Bl :
Alp0, nq “ σp1 ` iqpβl ` 2γlu¯q ` σ2p1 ´ iqγlq (4.127)
Blp0, nq “ σpβl ` 2γlu¯q ` σ2p´1qnγlq (4.128)
La carte d’instabilite´ pour cette initialisation particulie`re est pre´sente´e en ﬁgure (4.13).
On peut reprendre le meˆme commentaire que pour 1 mode :
– L’instabilite´ de´bute pour u¯ a` la premie`re racine line´aire u¯ “ 1 ´ 1{?3, comme pour les
premie`res initialisations pre´ce´dentes.
– La valeur de l’amplitude initiale σ au dessus de laquelle les solutions sont instables est
plus e´leve´e : r0.25s.
– Par contre le trace´ est plus accidente´.
Conclusion de cette analyse en modes re´sonants :
On retiendra de cette partie l’inﬂuence des conditions initiales (sans qu’une analyse exhaus-
tive impossible, n’ait e´te´ eﬀectue´e), inﬂuence respective de Al et de Bl, l’inﬂuence attendue de
la viscosite´.
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Figure 4.13 – Carte de stabilite´ pour 2 modes avec initialisation sur la fonction d’e´quilibre de
hlp0, nq, u¯ “ r0, 0.5s, σ “ r0, 0.2s, ω “ 1.85, J “ 300, t “ 2000Δt
On notera surtout la forme particulie`re de la carte d’instabilite´ pour l’initialisation sur
u1p0, nq avec les ﬁgures chaotiques a` une e´chelle ﬁne (de l’ordre de 4.10´5 pour u¯ et σ). La
bornes de u¯ ou` l’instabilite´ de´bute, est pou toutes les conﬁgurations d’initialisation la meˆme.
Seule l’initialisation sur u1p0, nq se de´marque avec une borne beaucoup plus faible.
4.4 Analyse non line´aire en ondes re´sonantes. A-t on
focalisation ?
Nous avons examine´ pour tous les cas d’initialisation pre´sente´s, la pre´sence d’e´ventuelles
focalisations, en initiant la focalisation par des modes de sideband.
4.4.1 Pre´sentation du proble`me, exemple d’e´quations obtenues
Avec un mode re´sonant
On pose pour hjpm,nq, avec la simpliﬁcation d’e´criture suivante : 2π{3 “ k, μ “ mode de
sideband de´ﬁni dans le chapitre 2 :
hlpm,nq “ pA0l pmqeikn ` A1l pmqeipk´μqn ` A2l pmqeipk`μqn ` blpmqeiμn
` pA0˚l pmqe´ikn ` A1˚l pmqe´ipk´μqn ` A2˚l pmqe´ipk`μqn ` b˚l pmqe´iμn (4.129)
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On porte cette e´quation dans (4.12) et on e´gale les contributions en eikn, eipk´μqn, eipk`μqn, eiμn, e´ikn, eipk´
soit 8 e´quations.
On e´crira comme pre´ce´demment ei2kn “ e´ikn et 1 “ ppnqpeikn ` e´ikn avec ppnq “ ´1 pour
n “ 1, 2 et ppnq “ 0.5 pour n “ 3. On ne prendra pas en compte dans les produits croise´s, les
produits du deuxie`me ordre de la forme eipjk˘2μqn pour j “ 0, 1, 2.
On rappelle e´galement la simpliﬁcation d’e´criture suivante :
p1 ´ ωqhlpm,nq ` ωpαl
ÿ
j
hjpm,nq ` βl
ÿ
j
cjhjpm,nqq “
ÿ
aljhj (4.130)
On e´crira a` titre d’exemple la premie`re e´quation, contribution a` eikn :
A0l pm ` 1qeikclpρ¯ ` ppnq
ÿ
A0˚j q ` A1l pm ` 1qeipk´μqclp
ÿ
bj ` ppnq
ÿ
A1˚j q
`A2l pm ` 1qeipk`μqclp
ÿ
b˚j ` ppnq
ÿ
A2˚j q ` blpm ` 1qeiμclp
ÿ
A1j ` ppnq
ÿ
b˚j q
`A0˚l pm ` 1qe´ikclp
ÿ
A0˚j ` ppnq
ÿ
A0jq ` A1˚l pm ` 1qe´ipk´μqclp
ÿ
A2˚j ` ppnq
ÿ
A1jq
`A2˚l pm ` 1qe´ipk`μqclp
ÿ
A1˚j ` ppnq
ÿ
A2jq ` b˚l pm ` 1qe´iμclp
ÿ
A2j ` ppnq
ÿ
bjq
“
ÿ
aljA
0
jpρ¯ ` ppnq
ÿ
A0˚j q `
ÿ
aljA
1
jp
ÿ
bj ` ppnq
ÿ
A1˚j q
`
ÿ
aljA
2
jp
ÿ
b˚j ` ppnq
ÿ
A2˚j q `
ÿ
aljbjp
ÿ
A1j ` ppnq
ÿ
b˚j q
`
ÿ
aljA
0˚
j p
ÿ
A0˚j ` ppnq
ÿ
A0jq `
ÿ
aljA
1˚
j p
ÿ
A2˚j ` ppnq
ÿ
A1jq
`
ÿ
aljA
2˚
j p
ÿ
A1˚j ` ppnq
ÿ
A2jq `
ÿ
aljb
˚
j p
ÿ
A2j ` ppnq
ÿ
bjq ´ γlρ¯u¯2
`ωγlrp
ÿ
cjA
0˚
j q
2 ` 2p
ÿ
cjA
1
jqp
ÿ
cjbjq ` 2p
ÿ
cjA
2
jqp
ÿ
cjb
˚
j q
`2p
ÿ
cjA
1˚
j qp
ÿ
cjA
2˚
j q ` 2ρ¯u¯p
ÿ
cjA
0
jq
`2ppnqpp
ÿ
cjA
0
jqp
ÿ
cjA
0˚
j q ` p
ÿ
cjA
1
jqp
ÿ
cjA
1˚
j q
`p
ÿ
cjA
2
jqp
ÿ
cjA
2˚
j q ` p
ÿ
cjbjqp
ÿ
cjb
˚
j qqs (4.131)
On a re´solu le syste`me des 8 e´quations avec les trois types d’initialisation de hlp0, nq avec
AAA, 0A ´ A,AA ´ A, up0, nq, hlp0, nq “ fonctions d’e´quilibre.
Le re´sultat tre`s e´tonnant est que la totalite´ des zones stables est instable rapidement
comme le montre un exemple parmi d’autres :
Soit pour l’initialisation (a3) de hlp0, nqAA ´ A, une e´tude en fonction du temps de upt, nq
au point : u¯ “ 0.1, σ “ 0.03 ( donc tre`s loin de la ”frontie`re” entre les zones stables et instables
du chapitre pre´ce´dent ), dans les meˆmes conditions de sideband μ “ 3, A2l “ 0.000005 que pour
l’e´quation de Burgers.
La ﬁgure (4.14) montre, apre`s seulement 50 pas de temps une oscillation du signal, a` 100
pas de temps la de´formation du signal s’ampliﬁe (4.15), a` 105 pas de temps le signal de´passe
la limite sur plusieurs pas d’espace (4.16) et avec un pas de temps supple´mentaire le signal
explose (4.17) sur des pas d’espace bien pre´cis pj “ 75, j “ 105q.
La transforme´e de Fourier du signal pour t= 106 montre un spectre assez dense (4.18).
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Figure 4.14 – Variations de u’(t, n) , fonction de n,
u¯ “ r0, 0.1s, σ “ r0, 0.03s, ω “ 1.85, J “ r1, 120s, t “ 50Δt, δ “ 3, μ “ 0.000005
Figure 4.15 – Variations de u’(t, n) , fonction de n,
u¯ “ r0, 0.1s, σ “ r0, 0.03s, ω “ 1.85, J “ r1, 120s, t “ 100Δt, δ “ 3, μ “ 0.000005
Avec 2 modes re´sonants
On pose pour hjpm,nq avec la simpliﬁcation d’e´criture suivante π{2 “ k, π “ 2k, μ “ mode
de sideband de´ﬁni dans le chapitre 2.
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Figure 4.16 – Variations de u’(t, n) , fonction de n,
u¯ “ r0, 0.1s, σ “ r0, 0.03s, ω “ 1.85, J “ r1, 120s, t “ 105Δt, δ “ 3, μ “ 0.000005
Figure 4.17 – Variations de u’(t, n) , fonction de n,
u¯ “ r0, 0.1s, σ “ r0, 0.03s, ω “ 1.85, J “ r1, 120s, t “ 106Δt, δ “ 3, μ “ 0.000005
hlpm,nq “ A0l pmqeikn ` A1l pmqeipk´μqn ` A2l pmqeipk`μqn ` B1l pmqeip2k´μqn ` dlpmqeiμn
`A0˚l pmqe´ikn ` A1˚l pmqe´ipk´μqn ` A2˚l pmqe´ipk`μqn ` B1˚l pmqe´ip2k´μqn ` d˚l pmqe´iμn
` B0l pmqei2kn (4.132)
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Figure 4.18 – FFT de u’(t, n) ,
u¯ “ r0, 0.1s, σ “ r0, 0.03s, ω “ 1.85, J “ r1, 120s, t “ 106Δt, δ “ 3, μ “ 0.000005
On porte cette e´quation dans (4.12) et on e´gale les contributions a` eikn, eipk´μqn, eipk`μqn, e2ikn, eip2k´μqn, eiμ
soit 11 e´quations (B0l pmq est re´el).
On e´crira comme pre´ce´demment ei3kn “ eikn et 1 “ p´1qnei2kn.
On ne prendra pas en compte, comme pre´ce´demment les produits croise´s de la forme eipjk˘2μqn
pour j “ 0, 1, 2.
A0l pm ` 1qeikclpρ¯q ` A1l pm ` 1qeipk´μqclp
ÿ
djq ` A2l pm ` 1qeipk`μqclp
ÿ
d˚j q
`B0l pm ` 1qe2ikclp
ÿ
A0˚j q ` B1l pm ` 1qeip2k´μqclp
ÿ
A1˚j q ` dlpm ` 1qeiμclp
ÿ
A1jq
`A0˚l pm ` 1qe´ikclp
ÿ
B0j q ` A1˚l pm ` 1qe´ipk´μqclp
ÿ
B1j q ` A2˚l pm ` 1qe´ipk`μqclp
ÿ
B1˚j q
`B1˚l pm ` 1qe´ip2k´μqclp
ÿ
A2˚j q ` d˚l pm ` 1qe´iμclp
ÿ
A2jq
“ p
ÿ
aljA
0
jqpρ¯q ` p
ÿ
aljB
0
j qp
ÿ
A0˚j q ` p
ÿ
aljdjqp
ÿ
A1jq ` p
ÿ
aljB
1
j qp
ÿ
A1˚j b
q
j
`p
ÿ
aljd
˚
j qp
ÿ
A2jq ` p
ÿ
aljB
1˚
j qp
ÿ
A2˚j q ` p
ÿ
aljA
0˚
j qp
ÿ
B0j q ` p
ÿ
aljA
1˚
j qp
ÿ
B1j q
`p
ÿ
aljA
2˚
j qp
ÿ
B1˚j q ` p
ÿ
aljA
1
jqp
ÿ
djq ` p
ÿ
aljA
2
jqp
ÿ
d˚j q
`2ωγlrρ¯u¯p
ÿ
cjA
0
jq ` p
ÿ
cjA
0˚
j qp
ÿ
cjB
0
j q ` p
ÿ
cjA
1
jqp
ÿ
cjdjq
` p
ÿ
cjA
1˚
j qp
ÿ
cjB
1
j q ` p
ÿ
cjA
2
jqp
ÿ
cjd
˚
j q ` p
ÿ
cjA
2˚
j qp
ÿ
cjB
1˚
j qs
(4.133)
Nous avons introduit les modes de sideband avec la seule initialisation sur u1p0, nq.
La ﬁgure (4.19) montre le peu de sensibilite´, vis a` vis de cette introduction, seule la pointe
est arrondie.
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Figure 4.19 – Carte de stabilite´ pour 2 modes avec initialisation sur u1p0, nq de
hlp0, nq, etsidebandsurA2etB1
u¯ “ r0, 0.2s, σ “ r0, 0.2s, ω “ 1.85, J “ 120, t “ 2000Δt, δ “ 3, μ “ 0.000005
4.4.2 Conclusion partielle
Nous avons montre´ l’inﬂuence explosive sur l’instabilite´ des modes de sideband dans la
solution a` 1 mode et son absence d’inﬂuence sur un type d’initialisation pour la solution a` 2
modes. Nous n’avons pas d’ explication imme´diate de ces comportements tre`s diﬀe´rents vis a`
vis des modes de sideband dans les solutions re´sonantes a` 1 mode et a` 2 modes .
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CHAPITRE5
Stabilite´ line´aire et non line´aire non modale
La the´orie de la stabilite´ hydrodynamique [40] a eu re´cemment de grands de´veloppements.
Une perspective nouvelle a vu le jour en s’inte´ressant au comportement sur des temps courts,
a` une perturbation superpose´e a` une base uniforme, plutoˆt que de se limiter uniquement au
comportement a` l’inﬁni.
Cette perpective nouvelle e´tait attendue pour tenter d’expliquer l’e´cart existant dans de
nombreuses situations, entre le nombre de Reynolds critique calcule´ et celui mesure´.
Cette stabilite´ non modale est caracte´ristique des ope´rateurs non-normaux [17]. Elle pre´sente
sur des temps courts des croissances transitoires qui peuvent entraˆıner des instabilite´s [19, 20].
Une tentative d’optimisation de la croissance clot ce chapitre.
5.1 Stabilite´ line´aire non modale
La stabilite´ a e´te´ rede´ﬁnie dans un sens plus large incluant toutes conditions initiales sans
horizon de temps. Le choix d’une mesure pour connaˆıtre l’e´volution d’une perturbation s’est
ave´re´e ne´cessaire. L’inte´reˆt s’est porte´ sur l’ampliﬁcation maximum Gptq de l’e´nergie au temps
t, Eptq par rapport a` l’e´nergie initiale Ep0q. On de´ﬁnit donc Gptq comme :
Gptq “ max ‖ Eptq ‖‖ Ep0q ‖ pour Ep0q donne´e (5.1)
La norme ‖ Eptq ‖ est de´ﬁnie par le module de Eptq .
Il a e´te´ montre´ [22] que le comportement temporel de Gptq diﬀe´rait entre un ope´rateur
normal et un ope´rateur non-normal. Si on appelle L l’ope´rateur, il est non-normal si LLt ‰ LtL.
Beaucoup d’ ope´rateurs en hydrodynamique, dont ceux que nous avons utilise´s pre´ce´demment,
sont non-normaux.
Avant de ve´riﬁer et d’appliquer sur les e´quations de Boltzmann line´arise´es, les conse´quences
d’une e´ventuelle non-normalite´ de l’ope´rateur, nous montrerons a` travers un exemple simple, les
conse´quences de cette non-normalite´ : la non-orthogonalite´ des vecteurs propres, la croissance
transitoire potentiellement engendre´e et l’apport des ope´rateurs adjoints dans ce processus.
L’e´quation mode`le, ou un e´quivalent, que nous pre´sentons, se retrouve dans de nombreux
ouvrages et en particulier dans l’annexe D de [22]. Ce syste`me mode`le est fre´quemment montre´,
car il se rapproche dans sa stucture, de celle des e´quations de Orr-Sommerfeld et Squire, en
particulier par le fait qu’une des coordonne´es est lie´e a` l’autre coordonne´e par un terme non
diagonal.
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5.1.1 Equation mode`le
Soit l’e´quation d’e´volution line´aire de la forme :
d
dt
»– x1
x2
ﬁﬂ “
»–´ 0
1 ´2
ﬁﬂ ˆ
»– x1
x2
ﬁﬂ avec 0 ă  ! 1 (5.2)
Le terme  est proportionnel a` 1{Re et Re nombre de Reynolds.
Calculons les vecteurs propres e1 “ pe11, e12q et e2 “ pe21, e22q, lie´s aux valeurs propres
respectivement : λ1 “ ´ et λ2 “ ´2. Les vecteurs propres seront normalise´s a` 1.
Pour la valeur propre λ1 “ ´, on a les e´quations des vecteurs propres :
e11 ´ .e12 “ 0 (5.3)
pe11q2 ` pe12q2 “ 1 (5.4)
Soit :
e1 “ 1?
1 ` 2 p, 1q (5.5)
Pour la valeur propre λ2 “ ´2 on a les e´quations des vecteurs propres :
.e21 ` 0.e22 “ 0 (5.6)
pe11q2 ` pe12q2 “ 1 (5.7)
Soit : e2 “ p0, 1q
On peut e´crire la solution sous la forme :
»– x1
x2
ﬁﬂ “ A 1?
1 ` 2 e
´
t
»– 
1
ﬁﬂ ` Be´2
t
»– 0
1
ﬁﬂ (5.8)
Les coeﬃcients A et B sont obtenus a` partir des conditions initiales :
Soit pour t “ 0, x1pt “ 0q “ x01, x2pt “ 0q “ x02. On a les e´quations suivantes :
x01 “ A ?
1 ` 2 (5.9)
x02 “ A 1?
1 ` 2 ` B (5.10)
On obtient les coeﬃcients A et B :
A “ x01
pa1 ` 2q

(5.11)
B “ x02 ´ x
0
1

(5.12)
5.1. STABILITE´ LINE´AIRE NON MODALE 105
La solution ﬁnale s’e´crit donc :
x1 “ x01e´
t (5.13)
x2 “ x
0
1

e´
t ` px02 ´ x
0
1

qe´2
t (5.14)
Examinons pour les temps courts, le comportement de x2.
Pour t petit, on de´veloppera l’exponentielle sous la forme e
t “ 1 ` t ` t2 ` Opt3q :
Avec ce de´veloppement x2 devient :
x2 “x
0
1

p1 ´ t ` t2 ` Opt3qq ` px02 ´ x
0
1

qp1 ´ 2t ` 2t2 ` Opt3q (5.15)
x2 “x02e´2
t ` x01t ´ 3x01t2 ` Opt3q (5.16)
Ceci montre que, pour des temps petits t ă Op1{q, la composante x2, avec le terme x01t,
peut croˆıtre en temps.
Ce phe´nome`ne est duˆ a` la non-orthogonalite´ des vecteurs propres :
e1e2 “ ?
1 ` 20 `
1?
1 ` 21 “| e1 || e2 | cos pe1, e2q (5.17)
Soit :
cos pe1, e2q “ 1?
1 ` 2 (5.18)
L’exemple ge´ome´trique simple, illustre´ ci- dessousﬁgure 5.1 montre comment un syste`me
gouverne´ par un ope´rateur non-normal peut montrer une ampliﬁcation transitoire de l’e´nergie
initiale.
Soit au temps t “ 0 les conditions initiales sur la base des vecteurs non-orthogonaux e1 et
e2. L’angle entre e1 et e2 est de´ﬁni par l’e´quation pre´ce´dente.
Avec le temps, les longueurs des vecteurs de´croissent, en conservant e´videmment le meˆme
angle inde´pendant du temps, alors que la re´sultante f croˆıt en longueur. Celle ci s’annulera
seulement pour des temps longs.
On voit que ce pne´nome`ne est impossible avec des vecteurs orthogonaux.
Cette non-orthogonalite´ des vecteurs propres est, elle meˆme duˆe, a` la non-normalite´ de la
matrice L du syste`me line´aire pre´ce´dent :
L “
»–´ 0
1 ´2
ﬁﬂ (5.19)
La non-normalite´ d’un ope´rateur s’ exprime par LLt ‰ LtL, ve´riﬁons :
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f
Φ1Φ2
f
Φ1
Φ2
f
Φ1
Φ2
f
Φ1
Φ2
Table 5.1 – Ampliﬁcation du vecteur f , re´sultante des vecteurs propres Φ1 et Φ2 non ortho-
gonaux.
LLt “
»–´ 0
1 ´2
ﬁﬂ ˆ
»–´ 1
0 ´2
ﬁﬂ (5.20)
“
»– 2 ´
´ p1 ` 2q
ﬁﬂ (5.21)
LtL “
»–´ 1
0 ´2
ﬁﬂ ˆ
»–´ 0
1 ´2
ﬁﬂ (5.22)
“
»–p2 ` 1q ´2
´2 42
ﬁﬂ (5.23)
On a bien la condition de non-normalite´ LLt ‰ LtL.
La solution formelle du syste`me diﬀe´rentiel pre´ce´dent :
dx
dt
“ Lx avec x “ px1, x2q (5.24)
peut eˆtre repre´sente´e par :
xptq “ eLtxp0q (5.25)
On peut donc e´crire l’ampliﬁcation maximum Gptq par :
Gptq “ max ‖ xptq ‖‖ xp0q ‖ pour xp0q donne´ (5.26)
La norme ‖ xptq ‖ est de´ﬁnie par le module de xptq : xptq “ ax21 ` x22.
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Donc Gptq devient :
Gptq “ max ‖ eLt ‖ pour xp0q donne´ (5.27)
Avec :
eLt “
»– e´
t 0
´1


pe´2
t ´ e´
tq e´2
t
ﬁﬂ (5.28)
Calculons ‖ eLt ‖ :
‖ eLt ‖“
c
e´2
t ` 1
2
pe´2
t ´ e´
tq2 ` e´4
t (5.29)
La ﬁgure suivante (5.1) montre le trace´ de cette fonction pour plusieurs valeurs de  res-
pectivement 0.1, 0.04, 0.02, avec les conditions initiales x1p0q “ x2p0q et px1p0qq2 `px2p0qq2 “ 1.
Figure 5.1 – Evolution de Gptq pour  “ 0.1, 0.04, 0.02
Nous avons e´galement e´tudie´ les conditions optimales pour cette e´volution de la fac¸on sui-
vante.
Nous calculons ‖ eLt ‖2 en de´veloppant pour des temps courts les exponentielles en se´rie de
Taylor :
Nous obtenons alors :
Gptq2 “rx1p0qq2 ` px2p0qq2qs ` tr´2px1p0qq2 ´ 4px2p0qq2 ` 4

px1p0qx2p0qqs (5.30)
dpGptq2q
dt
“ ´ 2rpx1p0qq2 ` 2px2p0qq2 ´ 2

px1p0qx2p0qqs (5.31)
108 CHAPITRE 5. STABILITE´ LINE´AIRE ET NON LINE´AIRE NON MODALE
Gptq2 sera optimal en annulant le dernier terme. On posera x1p0q “ ´ax2p0q et toujours
px1p0qq2 ` px2p0qq2 “ 1.
On obtient l’e´quation du second degre´ suivante :
a2 ` 2

a ` 2 “ 0 (5.32)
L’ optimisation sera faite avec la racine ne´gative dont le module est le plus grand :
a´ “ ´1

a ´
c
1
2
´ 2 (5.33)
La ﬁgure suivante (5.2) montre le trace´ de cette fonction optimise´e pour cette conﬁguration
de a´, pour les meˆmes valeurs de , avec les conditions initiales : x1p0q “ x2p0q et px1p0qq2 `
px2p0qq2 “ 1.
L’optimisation n’a pas e´te´ boucle´e a` la fois sur les conditions initiales et sur le temps.
C’est ce que nous ferons dans l’application de ces techniques aux e´quations de Boltzmann en
utilisant le controˆle optimal et les e´quations adjointes.
Figure 5.2 – Evolution de Gptq optimal pour  “ 0.1, 0.04, 0.02
5.1.2 Stabilite´ non modale de l’ope´rateur line´arise´ des e´quations de
Boltzmann
Non-normalite´ de l’ope´rateur line´arise´ des e´quations de Boltzmann
Nous repartons de l’e´quation ﬁnale suivante :
hlpm ` 1, n ` clq “ p1 ´ ωqhlpm,nq ` ωrαl
ÿ
hj ` βl
ÿ
cjhj ` γlpp
ř
cjhj ` ρ¯u¯q2
přhj ` ρ¯q ´ ρ¯u¯2qs
(5.34)
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que nous avons d’une part, line´arise´e au chapitre 4 :
hlpm ` 1, n ` clq “ p1 ´ ωqhlpm,nq ` ωrαl
ÿ
hj ` βl
ÿ
cjhj ` ωγlp2cju¯ ´ pu¯q2s (5.35)
et que d’autre part nous simpliﬁerons sous la forme :
hlpm ` 1, n ` clq “ rp1 ´ ωqδlj ` ωpαl ´ γlpu¯q2qs
ÿ
hj ` rωpβl ` 2γlu¯qs
ÿ
cjhj (5.36)
Calculons chacun des termes de l’ope´rateur line´arise´ H tel que :
hpm ` 1, kq “ Hm`1,mhpm, kq (5.37)
On e´crira les 3 e´quations pour l “ 1, 2, 3 :
h1pm ` 1, kq “a1h1pm, kq ` a2h2pm, kq ` a3h3pm, kq (5.38)
h2pm ` 1, k ` 1q “b1h1pm, kq ` b2h2pm, kq ` b3h3pm, kq (5.39)
h3pm ` 1, k ´ 1q “c1h1pm, kq ` c2h2pm, kq ` c3h3pm, kq (5.40)
On modiﬁera les 2 dernie`res e´quations pour avoir uniquement a` gauche des termes en hlpm`
1, kq, soit :
h1pm ` 1, kq “a1h1pm, kq ` a2h2pm, kq ` a3h3pm, kq (5.41)
h2pm ` 1, kq “b1h1pm, k ´ 1q ` b2h2pm, k ´ 1q ` b3h3pm, k ´ 1q (5.42)
h3pm ` 1, kq “c1h1pm, k ` 1q ` c2h2pm, k ` 1q ` c3h3pm, k ` 1q (5.43)
En tenant compte des conditions pe´riodiques (qu’ on a ici re´duites : k “ 1 a` 3, pour
e´crire comple`tement la matrice ), on peut maintenant de´ﬁnir l’ope´rateur a` partir des e´quations
pre´ce´dentes :
»—————————————————————–
h1pm ` 1, 1q
h2pm ` 1, 1q
h3pm ` 1, 1q
h1pm ` 1, 2q
h2pm ` 1, 2q
h3pm ` 1, 2q
h1pm ` 1, 3q
h2pm ` 1, 3q
h3pm ` 1, 3q
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
“
»—————————————————————–
a1 a2 a3 0 0 0 0 0 0
0 0 0 0 0 0 b1 b2 b3
0 0 0 c1 c2 c3 0 0 0
0 0 0 a1 a2 a3 0 0 0
b1 b2 b3 0 0 0 0 0 0
0 0 0 0 0 0 c1 c2 c3
0 0 0 0 0 0 a1 a2 a3
0 0 0 b1 b2 b3 0 0 0
c1 c2 c3 0 0 0 0 0 0
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
ˆ
»—————————————————————–
h1pm, 1q
h2pm, 1q
h3pm, 1q
h1pm, 2q
h2pm, 2q
h3pm, 2q
h1pm, 3q
h2pm, 3q
h3pm, 3q
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.44)
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Dans cette conﬁguration on de´ﬁnit H comme :
H “
»—————————————————————–
a1 a2 a3 0 0 0 0 0 0
0 0 0 0 0 0 b1 b2 b3
0 0 0 c1 c2 c3 0 0 0
0 0 0 a1 a2 a3 0 0 0
b1 b2 b3 0 0 0 0 0 0
0 0 0 0 0 0 c1 c2 c3
0 0 0 0 0 0 a1 a2 a3
0 0 0 b1 b2 b3 0 0 0
c1 c2 c3 0 0 0 0 0 0
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.45)
Pour e´crire, d’une fac¸on plus ge´ne´rale ( k “ 1 a` N ), cet ope´rateur H, on va de´ﬁnir les 3
matrices A,B,C, de dimensions 3 ˆ 3, suivantes :
A “
»———–
a1 a2 a3
0 0 0
0 0 0
ﬁﬃﬃﬃﬂ , B “
»———–
0 0 0
b1 b2 b3
0 0 0
ﬁﬃﬃﬃﬂ , C “
»———–
0 0 0
0 0 0
c1 c2 c3
ﬁﬃﬃﬃﬂ (5.46)
La matrice H s’ e´crit alors d’une fac¸on plus ge´ne´rale sous la forme :
H “
»————————————–
A C 0 ¨ ¨ ¨ 0 B
B A C ¨ ¨ ¨ 0 0
0 B A ¨ ¨ ¨ 0 0
...
...
... ¨ ¨ ¨ ... ...
0 0 0 ¨ ¨ ¨ A C
C 0 0 ¨ ¨ ¨ B A
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.47)
et, dans le cas ou` N “ 3 :
H “
»———–
A C B
B A C
C B A
ﬁﬃﬃﬃﬂ (5.48)
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Nous devons de´terminer les matricesA,B,C, et pour ce faire calculer les termes : a1, a2, a3, b1, b2, b3, c1, c2
On rappelle les valeurs suivantes :
α1 “ 2
3
, α2 “ 1
6
, α3 “ 1
6
, (5.49)
β1 “ 0, β2 “ 1
2
, β3 “ ´1
2
, (5.50)
γ1 “ ´1, γ2 “ 1
2
, γ3 “ 1
2
, (5.51)
c1 “ 0, c2 “ 1, c3 “ ´1 (5.52)
On obtient alors :
a1 “p1 ´ ωq ` ωpα1 ´ γ1u¯2q ` pβ1 ` 2u¯γ1qc1 “ p1 ´ ω
3
` ωu¯2q (5.53)
a2 “ωpα1 ´ γ1u¯2q ` pβ1 ` 2u¯γ1qc2 “ ωpp2
3
` u¯2q ´ 2u¯q (5.54)
a3 “ωpα1 ´ γ1u¯2q ` pβ1 ` 2u¯γ1qc3 “ ωpp2
3
` u¯2q ` 2u¯q (5.55)
b1 “ωpα2 ´ γ2u¯2q ` pβ2 ` 2u¯γ2qc1 “ ωp1
6
´ u¯
2
2
q (5.56)
b2 “p1 ´ ωq ` ωpα2 ´ γ2u¯2q ` pβ2 ` 2u¯γ2qc2 “ p1 ´ ω
3
` ωpu¯ ´ u¯
2
2
qq (5.57)
b3 “ωpα2 ´ γ2u¯2q ` pβ2 ` 2u¯γ2qc3 “ ´ωp1
3
` u¯ ` u¯
2
2
q (5.58)
c1 “ωpα3 ´ γ3u¯2q ` pβ3 ` 2u¯γ3qc1 “ ωp1
6
´ u¯
2
2
q (5.59)
c2 “ωpα3 ´ γ3u¯2q ` pβ3 ` 2u¯γ3qc2 “ ´ωp1
3
´ u¯ ` u¯
2
2
q (5.60)
c3 “p1 ´ ωq ` ωpα3 ´ γ3u¯2q ` pβ3 ` 2u¯γ3qc3 “ p1 ´ ω
3
´ ωpu¯ ` u¯
2
2
qq (5.61)
Si on pose :
hlpm, kq “phlpkqe´imΩ (5.62)
hlpm ` 1, kq “phlpkqe´ipm`1qΩ “ phlpkqe´imΩe´iΩ (5.63)
Et λ “ e´iΩ.
On obtient le syste`me aux valeurs propres suivant :
pH ´ λIq phjpkq “ 0 (5.64)
Pour obtenir les valeurs propres, on doit re´soudre le de´terminant du syste`me plus ge´ne´ral
avec k “ 1, N :
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detpHq “
»————————————–
A ´ λI C 0 ¨ ¨ ¨ 0 B
B A ´ λI C ¨ ¨ ¨ 0 0
0 B A ´ λI ¨ ¨ ¨ 0 0
...
...
... ¨ ¨ ¨ ... ...
0 0 0 ¨ ¨ ¨ A ´ λI C
C 0 0 ¨ ¨ ¨ B A ´ λI
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.65)
On peut additionner l’ensemble des colonnes sur la premie`re colonne :
detpHq “
»————————————–
A ´ λI ` B ` C C 0 ¨ ¨ ¨ 0 B
A ´ λI ` B ` C A ´ λI C ¨ ¨ ¨ 0 0
A ´ λI ` B ` C B A ´ λI ¨ ¨ ¨ 0 0
...
...
... ¨ ¨ ¨ ... ...
A ´ λI ` B ` C 0 0 ¨ ¨ ¨ A ´ λI C
A ´ λI ` B ` C 0 0 ¨ ¨ ¨ B A ´ λI
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.66)
Soit :
detpHq “ rA ´ λI ` B ` Cs
»————————————–
I C 0 ¨ ¨ ¨ 0 B
I A ´ λI C ¨ ¨ ¨ 0 0
I B A ´ λI ¨ ¨ ¨ 0 0
...
...
... ¨ ¨ ¨ ... ...
I 0 0 ¨ ¨ ¨ A ´ λI C
I 0 0 ¨ ¨ ¨ B A ´ λI
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.67)
Avec :
rA ´ λI ` B ` Cs “
»———–
a1 ´ λ a2 a3
b1 b2 ´ λ b3
c1 c2 c3 ´ λ
ﬁﬃﬃﬃﬂ (5.68)
Les valeurs propres de cette matrice sont obtenues en posant k “ 0 dans l’e´quation du 3ie`me
degre´ du chapitre pre´ce´dent (5.69).
On obtient alors :
p1 ´ λqp´d ` λd ` pb ` d ´ λqpλ2 ´ 2λ ` 1q “ ´ dp1 ´ λq2 ` pb ` d ´ λqp1 ´ λq2 (5.69)
“rp1 ´ λq2spb ´ λq (5.70)
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Les valeurs propres sont : 1, 1, b “ 1 ´ ω. Ces valeurs propres sont constantes quelle que
soit n, car ce sont les bornes du domaine 0, 2π pour lesquelles cos k “ 1 et 1 ´ ω constant. Les
autres valeurs propres de´pendent de n.
L’ensemble des valeurs propres peut eˆtre calcule´ analytiquement car la matrice H est une
matrice particulie`re , circulantes par blocs[28].
Revenons a` la matrice (5.48) de degre´ N “ 3 le plus simple, mode re´sonant en 2π{3, et
examinons sa normalite´ :
Calculons les produits H ˆ H t et H t ˆ H ou` H t est la transpose´e de H.
HH t “
»———–
A C B
B A C
C B A
ﬁﬃﬃﬃﬂ ˆ
»———–
At Bt Ct
Ct At Bt
Bt Ct At
ﬁﬃﬃﬃﬂ
“
»———–
AAt ` BBt ` CCt ABt ` CAt ` BCt ACt ` CBt ` BAt
BAt ` ACt ` CBt AAt ` BBt ` CCt CAt ` BCt ` ABt
CAt ` BCt ` ABt BAt ` ACt ` CBt AAt ` BBt ` CCt
ﬁﬃﬃﬃﬂ (5.71)
H tH “
»———–
At Bt Ct
Ct At Bt
Bt Ct At
ﬁﬃﬃﬃﬂ ˆ
»———–
A C B
B A C
C B A
ﬁﬃﬃﬃﬂ
“
»———–
AtA ` BtB ` CtC ABt ` CAt ` BCt CtA ` BtC ` AtB
AtB ` CtA ` BtC AtA ` BtB ` CtC AtC ` CtB ` BtA
AtC ` CtB ` BtA BAt ` ACt ` CBt AtA ` BtB ` CtC
ﬁﬃﬃﬃﬂ (5.72)
Il reste a` calculer les diﬀe´rents produits matriciels, on appellera X i les matrices A,B,C et
xi1, x
i
2, x
i
3 les e´le´ments a1, a2, a3, b1, b2, b3, c1, c2, c3 pour i “ respectivement 1, 2, 3.
Les produits XiX
t
j , pour i “ j sont e´gaux a` des matrices contenant seulement un e´le´ment
sur la diagonale du type : pxi1q2 ` pxi2q2 ` pxi3q2.
Les produits X tiXj, pour i “ j sont e´gaux a` des matrices pleines du type :
»———–
pxi1q2 pxi1qpxi2q pxi1qpxi3q
pxi1qpxi2q pxi2q2 pxi2qpxi3q
pxi1qpxi3q pxi2qpxi3q pxi3q2
ﬁﬃﬃﬃﬂ (5.73)
Les produits X tiXj, pour i ‰ j sont tous nuls.
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Les produits XiX
t
j , pour i ‰ j sont e´gaux a` des matrices contenant seulement un e´le´ment
hors de la diagonale du type : pxi1qpxj1q ` pxi2qpxj2q ` pxi3qpxj3q.
Les 2 produits H ˆ H t et H t ˆ H auront donc la forme respective suivante, par exemple
pour u¯ “ 1 ´ 1{?3 :
HH t “
»—————————————————————–
0.55 0.14 1.93 0 0 0 0 0 0
0.14 1. ´1.56 0 0 0 0 0 0
1.93 ´1.56 12.55 0 0 0 0 0 0
0 0 0 0.55 0.14 1.93 0 0 0
0 0 0 0.14 1. ´1.56 0 0 0
0 0 0 1.93 ´1.56 12.55 0 0 0
0 0 0 0 0 0 0.55 0.14 1.93
0 0 0 0 0 0 0.14 1. ´1.56
0 0 0 0 0 0 1.93 ´1.56 12.55
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.74)
H tH “
»—————————————————————–
10.29 0 0 0 ´4.79 0 0 0 ´1.66
0 3.47 0 0 0 0.9 ´4.79 0 0
0 0 0.34 ´1.66 0 0 0 0.9 0
0 0 ´1.66 10.29 0 0 0 ´4.79 0
´4.79 0 0 0 3.47 0 0 0 0.9
0 0.9 0 0 0 0.34 ´1.66 0 0
0 ´4.79 0 0 0 ´1.66 10.29 0 0
0 0 0.9 ´4.79 0 0 0 3.47 0
´1.66 0 0 0 0.90 0 0 0 0.34
ﬁﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(5.75)
Soit en re´sume´ :
HH t “
»———–
H1 0 0
0 H1 0
0 0 H1
ﬁﬃﬃﬃﬂ (5.76)
H tH “
»———–
D1 H2 H2t
H2t D1 H2
H2 H2t D1
ﬁﬃﬃﬃﬂ (5.77)
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L’ope´rateur H est non normal , donc susceptible de pre´senter des croissances transitoires.
Croissance transitoire de l’ope´rateur line´arise´, non-normal des e´quations de Boltz-
mann
Nous allons reprendre l’e´quation line´arise´e (5.37).
Nous posons pour simpliﬁer l’e´criture : xpm, kq “ hlpm, kq avec pour le vecteur xpm, kq, les
composantes suivantes : x1pm, kq “ h1pm, kq, x2pm, kq “ h2pm, kq, x3pm, kq “ h3pm, kq, x4pm, k`
1q “ h1pm, k ` 1q, ..., x3Npm, kq “ h3pm,Nq.
L’e´quation line´arise´e (5.37) s’e´crira donc :
xpm ` 1, kq “ Hxpm, kq (5.78)
Comme pre´ce´demment, on posera :
xpm, kq “ upkqeimΩ (5.79)
xpm ` 1, kq “ upkqeipm`1qΩ (5.80)
On obtiendra l’e´quation aux valeurs propres :
Hupkq “ eiΩupkq, et en posant λ “ eiΩ (5.81)
Huipkq “ λiuipkq (5.82)
Nous devons, pour aborder le syste`me adjoint, de´ﬁnir le produit scalaire suivant :
px, yq “ x¯ty ` c.c. (5.83)
( ou` x¯t est le vecteur conjugue´ et transpose´ de x) Le syste`me adjoint est alors de´ﬁni par :
pHx, yq “ px,H`yq (5.84)
ou` H` est la matrice adjointe de H Cette matrice adjointe aura ses propres valeurs propres (
conjugue´es de celles de H ) et ses propres vecteurs propres que l’on e´crira :
H`vjpkq “ μjvjpkq (5.85)
Nous simpliﬁerons l’e´criture en supprimant le pkq.
Nous allons prendre la conjugue´e et transpose´e de cette e´quation (5.85) et multiplier a`
droite par ui, soit :
v¯j
tpHuiq “ μ¯j v¯jtui “ v¯jtλiui (5.86)
soit :pλi ´ μ¯jqpv¯jtuiq “ 0 (5.87)
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Sauf pour i “ j pour lequel λi “ μ¯j, on a pv¯jtuiq “ 0.
Dans le cas ou` les vecteurs propres de H et H` ont e´te´ normalise´s ( ce sera notre cas ), on
aura donc :
pui, vjq “ δij (5.88)
ou vectoriellement avec (5.83) :
U¯ tV “ I (5.89)
Soit :
U¯ t “ V ´1, pU¯ tq´1 “ V, V¯ t “ U´1 (5.90)
On pourra alors e´crire :
vjHui “ v¯jtHui “ λiv¯jtui “ λiδij (5.91)
ou vectoriellement :
V¯ tHU “ U´1HU “ Λ (5.92)
De´veloppons x sur la base des vecteurs propres x “ Uq.
xpm ` 1q “ Uqpm ` 1q “ Hxpmq “ HUqpmq (5.93)
qpm ` 1q “ U´1HUqpmq “ Λqpmq (5.94)
qpm ` 1q “ U´1xpm ` 1q “ ΛU´1xpmq (5.95)
xpm ` 1q “ UΛU´1xpmq (5.96)
On doit transporter comme pre´ce´demment les fonctions : xpm, kq “ hlpm, kq dont les com-
posantes sont : x1pm, kq “ h1pm, kq, x2pm, kq “ h2pm, kq, x3pm, kq “ h3pm, kq, x4pm, k ` 1q “
h1pm, k ` 1q, ..., x3Npm, kq “ h3pm,Nq.
Soit Trpi, jq la matrice de transport entre les diﬀe´rentes composantes de hlpm, kq compose´e
de 0 et de 1.
On obtient la matrice de propagation P , apre`s collision et transport entre xpm`1q et xp0q :
xpm ` 1q “ rTrUλm`1pU´1sm`1xp0qs “ P pm ` 1qxp0q (5.97)
Nous de´ﬁnissons l’e´nergie au temps T “ pm ` 1qΔt par :
Erxpm ` 1q, xpm ` 1qs “ rP pm ` 1qxp0q, P pm ` 1qxp0qs (5.98)
Et la fonction ampliﬁcation GpT q par :
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GpT q “max‖ EpT q ‖‖ Ep0q ‖ pour Ep0qdonne´e (5.99)
“max pP¯
tPxp0qq
pxp0q, xp0qq (5.100)
On ajoute la contrainte suivante sur l’e´nergie initiale suivante : pxp0q, xp0qq “ 1.
Nous allons utiliser les multiplicateurs de Lagrange pour de´ﬁnir cette ampliﬁcation maxi-
male.
On e´crit le lagrangien sans contrainte sous la forme :
L “ rPxp0q, Pxp0qs ´ grpxp0q, xp0qq ´ 1s (5.101)
(Avec g multiplicateur de Lagrange).
On va calculer la diﬀe´rentielle dL par rapport aux variables xp0q, g.
dL “ BLBxp0qdxp0q `
BL
Bg dg
“ BBxp0qprxp0q, P¯
tPxp0qs ´ grpxp0q, xp0qq ´ 1sqdxp0q
` BBg p´grpxp0q, xp0qq ´ 1sqdg
“ rp1, P¯ tPxp0qq ` pxp0q, P¯ tP qsdxp0q ´ grp1, xp0qq ` pxp0q, 1qsdxp0q
´ rpxp0q, xp0qq ´ 1sdg (5.102)
En annulant chacune des diﬀe´rentielles, on obtient les e´quations suivantes :
P¯ tPxp0qq “ gxp0q (5.103)
on retrouve notre contrainte re´alise´e : (5.104)
pxp0q, xp0qq “ 1 (5.105)
Donc g est une valeur propre de la matrice P¯ tP . Et la fonction ampliﬁcation GpT q devient :
GpT q “max pP¯
tPxp0qq
pxp0q, xp0qq (5.106)
“maxpgq “ λg (5.107)
L’e´nergie maximum sera donc, au temps T , le produit de la matrice de propagation par le
vecteur propre de la plus grande valeur propre λg :
ErxpT q, xpT s “ rP pT qλg, P pT qλgs (5.108)
Les ﬁgures suivantes, (5.3) et (5.4) montrent l’e´volution de la fonction Eptq en fonction de
u¯ et t, pre´sente plusieurs transitoires :
On peut distinguer sur la coupe de la ﬁgure (5.4) des ampliﬁcations importantes pour les
e´nergies porteuses plus fortes ( cette ampliﬁcation est de l’ordre de 15 pour u¯ “ 0.4. On note
que l’ampliﬁcation se re´pe`te a` un niveau plus faible a` d’autres temps courts .
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Figure 5.3 – Evolution de Eptq en fonction de t et u¯,
u¯ “ r0, 0.4s, t “ r0, 100s
Figure 5.4 – Evolution de Eptq en fonction de t et u¯,
u¯ “ r0, 0.4s, t “ r0, 100s
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5.2 Optimisation non line´aire des e´quations de Boltz-
mann en temps courts
De nombreuses publications ont e´te´ produites sur l’optimisation transitoire des e´quations
de Navier-Stokes (dans sa formulation line´arise´e Orr-Sommerfeld) [22], sur le controˆle optimal
de la croissance transitoire dans l’e´quation de Burgers continue [41] ou le controˆle optimal de
la croissance transitoire dans la couche limite [19].
Il semble que l’e´tude que nous pre´sentons sur l’application de ces me´thodes de controˆle optimal
a` des e´coulements simule´s par la me´thode de Boltzmann soit originale.
Elle s’appuie sur l’e´tablissement de l’e´quation adjointe de Boltzmann pour des proble`mes d’op-
timisation [42].
5.2.1 Principe de l’optimisation non line´aire des croissances dans
l’e´quation de Burgers continue
On rappelle le sche´ma utilise´ [41] pour l’optimisation de la croissance dans l’e´quation de
Burgers continue. Soit l’e´quation d’e´tat de Burgers adimensionne´e :
Bu
Bt ` u
Bu
Bx ´
1
Re
B2u
Bx2 “ 0 (5.109)
Avec la condition a` la frontie`re suivante : up8, tq “ 0 et la condition initiale up0, xq “ u0pxq.
L’objectif du controˆle est de maximiser la fonction d’ampliﬁcation Ipupx, T q, u0pxqq de
l’e´nergie au temps T par rapport a` l’e´nergie initiale :
Ipupx, T q, u0pxqq “
“
1{2 ş8
0
upx, T q2dx‰“
1{2 ş8
0
upx, 0q2dx‰ (5.110)
Aﬁn de transformer le proble`me d’optimisation, sous les contraintes e´nonce´es pre´ce´demment,
en un proble`me d’optimisation sans contrainte, on introduit les multiplicateurs de Lagrange :
u˜px, tq, u˜0pxq dans la fonctionnelle Lagrangienne Lrupx, tq, u0pxq, u˜px, tq, u˜0pxqs :
Lrupx, tq, u0pxq, u˜px, tq, u˜0pxqs “
Ipupx, T q, u0pxqq ´ xF pupx, tqq, u˜px, tqyD ´ pGpupx, 0q, u0pxqq, u˜0pxqqt (5.111)
Avec les produits scalaires suivant ainsi de´ﬁnis :
xa, byD “
ż T
0
ż 8
0
a b dx dt (5.112)
pa, bqt “
ż T
0
a b dt (5.113)
pa, bqx “
ż L
0
a b dx (5.114)
La fonctionnelle Lagrangienne Lrupx, tq, u0pxq, u˜px, tq, u˜0pxqs admet un extremum lorsque L
est rendue stationnaire par rapport a` chacun de ses arguments.
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Le calcul des variations impose alors δL “ 0.
Soit :
δL “ BLBu δu `
BL
Bu˜ δu˜ `
BL
Bu0 δu0 `
BL
Bu˜0 δu˜0 (5.115)
Les arguments de la fonctionnelle L e´tant suppose´s inde´pendants les uns des autres, la
de´rive´e doit eˆtre identiquement nulle dans toutes les directions quelles que soient les variations
conside´re´es.
Par conse´quent, on a :
BL
Bu δu “
BL
Bu˜ δu˜ “
BL
Bu0 δu0 “
BL
Bu˜0 δu˜0 “ 0 (5.116)
On obtient un sche´ma d’optimisation [41], permettant de calculer la croissance maximum.
On rele`ve de´ja` une premie`re proble´matique que l’ on illustrera plus abondamment avec
l’e´quation de Boltzmann : choix entre l’approche - discre´tisation puis diﬀe´rentiation - ou l’ap-
proche - diﬀe´rentiation puis discre´tisation - .
Soit :
– e´quation continue Ñ e´quation discre´tise´e Ñ e´quation adjointe discre´tise´e Ñ optimisation
sur variables discre´tise´es.
– e´quation continue Ñ e´quation adjointe Ñ e´quation discre`te adjointe Ñ optimisation sur
variables discre´tise´es.
On retrouve ces diﬀe´rentes possibilite´s, pour l’e´quation de Boltzmann mono-dimensionnelle
pre´sente´e dans les chapitres pre´ce´dents avec 5 formes plus ou moins discre´tise´es.
– L’e´quation continue :
Bfpx, tq
Bt ` v
Bfpx, tq
Bx “ ´
1
λ
pfpx, tq ´ f eqq (5.117)
– Les e´quations discre´tise´es en vitesse dans le re´seau D1Q3 :
Bflpx, tq
Bt ` cl
Bflpx, tq
Bx “ ´
1
λ
pflpx, tq ´ f eql q (5.118)
– Les e´quations obtenues apre`s la de´composition des fonctions de distribution fl en com-
posantes stationnaires f¯l et ﬂuctuantes f
1
l :
Bf 1l px, tq
Bt ` cl
Bf 1l px, tq
Bx “ ´
1
λ
pf 1l px, tq ´ pf eql ´ f¯leqqq (5.119)
– Ces dernie`res e´quations (5.119) discre´tise´es en espace et en temps :
hlpm ` 1, n ` clq “ p1 ´ ωqhlpm,nq ` ω
„
αl
ÿ
hj ` βl
ÿ
cjhj ` γl
ˆpř cjhj ` ρ¯u¯q2
přhj ` ρ¯q ´ ρ¯u¯2
˙j
(5.120)
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– Avec hl de´ﬁnies pre´ce´demment en fonction des f
1
l (chapitre 3).
– Line´arise´es, elles ont fait l’objet d’une analyse de stabilite´ line´aire, puis d’une e´tude non
line´aire en calculant des solutions exactes par superposition de modes re´sonants,
. a` 1 mode :
hlpm,nq “ Alpmqeni 2π3 ` A˚l pmqe´ni 2π3 (5.121)
. a` 2 modes :
hlpm,nq “ Alpmqeinπ2 ` A˚l pmqe´inπ2 ` Blpmqeinπ (5.122)
On a obtenu des cartes de stabilite´ tre`s de´pendantes des conditions initiales. C’est a` partir
de cette dernie`re forme en modes re´sonants, que l’optimisation de la croissance doit se faire, en
particulier sur Alp0q, Blp0q.
On est loin de l’optimisation mode`le pre´ce´dente, d’autant plus que l’optimisation porte sur le
” vecteur ” hl et non sur la seule donne´e monodimensionnelle u.
5.2.2 Optimisation non line´aire des e´quations de Boltzmann en temps
courts
Dans le principe, nous nous appuierons sur la pre´-publication [42] pour calculer l’ope´rateur
adjoint de l’e´quation de Boltzmann. Il y est en particulier montre´, que l’e´quation adjointe
continue de Boltzmann a la meˆme structure que l’e´quation d’e´tat (5.117) en ”remontant le
temps” de T a` 0, soit :
´Bf˜px, tqBt ´ v
Bf˜px, tq
Bx “ ´
1
λ
pf˜px, tq ´ f˜ eqq (5.123)
Avec la fonction f˜ eq fonction d’e´quilibre adjointe de´ﬁnie par :
f˜ eq “ Bf
eq
Bf f˜ (5.124)
On peut [42], en conse´quence, appliquer la meˆme de´rivation que pour l’e´quation d’e´tat
( projection sur une base tronque´e de polynoˆmes d’Hermite et d’une quadrature de Gauss-
Hermite dans l’espace des vitesses ), aﬁn de transformer la forme adjointe continue en forme
adjointe a` vitesses discre`tes :
´Bf˜lpx, tqBt ´ cl
Bf˜lpx, tq
Bx “ ´
1
λ
pf˜lpx, tq ´ f˜leqq (5.125)
Nous utiliserons donc cette forme en vitesses discre`tes.
Le calcul sera toutefois repris pour plusieurs raisons :
– re´duction a` une dimension pour son application au re´seau D1Q3, utilise´ depuis le de´but.
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– de´composition des fonctions fl en composantes stationnaires f¯l et ﬂuctuantes f
1
l [23] ce
qui ame`nera a` calculer la forme adjointe de : pf eql ´ f¯leqq plutoˆt que pf eql q ce qui n’est pas
fait dans [42].
– prise en compte des conditions aux limites pe´riodiques (modes re´sonants ) diﬀe´rentes des
conditions a` l’inﬁni prises dans le paragraphe pre´ce´dent.
– choix d’ une bonne fonction I a` optimiser.
– inte´gration de ces diﬀe´rentes parame`tres dans l’e´criture de la fonctionnelle de Lagrange
L, dont on calculera les variations.
Posons les diﬀe´rentes contraintes de cette fonctionnelle :
Equation d’e´tat :
Flpf 1l px, tqq “ Bf
1
l px, tq
Bt ` cl
Bf 1l px, tq
Bx `
1
λ
pf 1l px, tq ´ pf eql ´ f¯leqqq “ 0 (5.126)
Conditions pe´riodiques a` la frontie`re du domaine r0, Ls :
f 1l p0, tq ´ f 1l pL, tq “ 0 (5.127)
Conditions initiales :
Glpf 1l , f 10l q “ f 1l px, 0q ´ f 10l pxq “ 0 (5.128)
L’objectif fonctionnel ide´al serait d’utiliser, pour fonction I a` optimiser, le rapport de
l’e´nergie de la perturbation au temps T sur l’e´nergie initiale soit :
Ipu1q “ Epu
1pT qq
Epu1p0q “
”
1{2 şL
0
u1px, T q2dx
ı
”
1{2 şL
0
u1px, 0q2dx
ı (5.129)
On rappelle que :
u1px, T q “
řpclf 1l px, T qq ´ u¯ř f 1l px, T q
ρ¯ ` ř f 1l px, T q (5.130)
u1px, 0q “
řpclf 1l px, 0qq ´ u¯ř f 1l px, 0q
ρ¯ ` ř f 1l px, 0q (5.131)
et [42] que :
ÿ
l
f 1l px, tq “
ÿ
l
hlpx, tq (5.132)
et (5.133)ÿ
l
clf
1
l px, tq “
ÿ
l
clhlpx, tq (5.134)
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On utilisera la fonction f 1j pour la suite du de´veloppement :
Il est e´vident que les de´rive´es de cette fonction Ipu1q par rapport aux f 1j vont eˆtre complexes.
Dans une premie`re e´tape, on prendra comme fonction a` optimiser :
Ipf 1q “ I “ Epf
1pT qq
Epf 1p0qq “
”ř
l
şL
0
f 1l px, T q2dx
ı
”ř
l
şL
0
flpx, 0q2dx
ı (5.135)
(On a pu ve´riﬁer que les cartes d’instabilite´ de cette fonction sont peu diﬀe´rentes de celles
issues de u1px, T q et u1px, 0q chapitre 4).
On e´crira donc la fonctionnelle de Lagrange L, [41], avec les multiplicateurs f˜ 1l px, tq, ˜f 10l pxq
et la meˆme de´ﬁnition des produits scalaires.
Le domaine D e´tant r0, T s ˆ r0, Ls :
xa, byD “
ż T
0
ż L
0
a b dx dt (5.136)
pa, bqt “
ż T
0
a b dt (5.137)
Lrf 1l , f 10l , f˜ 1l , f˜ 10l s “ Ipf 1l , f 10l q ´ xF pf 1l q, f˜ 1l yD ´ pGpf 1l , f 10l q, f˜ 10l qt (5.138)
On calcule les variations de L par rapport aux variations de f 1jpx, tq, f 1jpx, 0q, f˜ 1jpx, tq, f˜jpx, 0q.
Les variations de L par rapport aux variations de f˜ 1jpx, tq, f˜jpx, 0q redonnent les contraintes
portant sur :
– l’e´quation d’e´tat Flpf 1l px, tqq “ 0
– les conditions initiales Glpf 1l px, 0q, f 10l pxqq “ 0.
Les variations de L par rapport aux variations de f 1jpx, tq, f 1jpx, 0q pour j “ 1, 3 vont
nous donner les fonctions recherche´es : e´quations adjointes, conditions initiales et conditions
pe´riodiques a` la frontie`re pour le proble`me adjoint.
Les variations par rapport a` f 1jpx, tq sont :
BL
Bf 1jpx, tq
δf 1jpx, tq “ BIBf 1jpx, tq
δf 1jpx, tq
´
ÿ
l
BBFlpf 1l px, tqq
Bf 1jpx, tq
δf 1jpx, tq, f˜ 1l px, tq
F
D
´
ÿ
l
ˆBGlpf 1l px, 0q, f 10l q
Bf 1jpx, tq
δf 1jpx, tq, f˜ 10l
˙
t
(5.139)
Nous allons calculer chacun des termes :
– premier terme :
BI
Bf 1jpx, tq
δf 1jpx, tq (5.140)
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BI
Bf 1jpx, tq
δf 1jpx, tq “ 1Epf 1p0qq
ż L
0
f 1l px, T qδf 1jpx, T qdx (5.141)
– second terme :
ÿ
l
xBFlpf
1
l px, tqq
Bf 1jpx, tq
δf 1jpx, tq, f˜ 1l px, tqyD (5.142)
Soit, sans de´tailler les inte´grations par parties de [42] mais en reprenant dans celles ci les
calculs pour les bornes en t “ 0 et en x “ L :
ÿ
l
BBFlpf 1l px, tqq
Bf 1jpx, tq
δf 1jpx, tq, f˜ 1l px, tq
F
D
“
ÿ
l
ż T
0
ż L
0
„ B
Bf 1j
Bf 1l px, tq
Bt ` cl
B
Bf 1j
Bf 1l px, tq
Bx
j
df 1jpx, tqf˜ 1l px, tqdxdt
`
ÿ
l
ż T
0
ż L
0
1
λ
„Bf 1l px, tq
Bf 1j
´ pBpf
eq
l ´ f¯leqq
Bf 1j
j
df 1jpx, tqf˜ 1l px, tqdxdt (5.143)
Nous avons inte´gre´ par parties les 2 premie`res inte´grales, en transportant les de´rive´es sur
˜f 1l px, tq,
On obtient alors pour la premie`re inte´grale :
ÿ
l
ż T
0
ż L
0
B
Bf 1j
Bf 1l px, tq
Bt f˜
1
ldxdt
“
ÿ
l
ż L
0
rδpj, lqδf 1jpx, tqf˜ 1l px, tqsT0 ´
ÿ
l
ż T
0
ż L
0
δpj, lqBf˜
1
l px, tq
Bt δf
1
jpx, tqdxdt
“
ż L
0
rδf 1jpx, tqf˜ 1jpx, tqsT0 dx ´
ż T
0
ż L
0
Bf˜ 1jpx, tq
Bt δf
1
jpx, tqdxdt (5.144)
On obtient pour la seconde inte´grale :
ÿ
l
ż T
0
ż L
0
cl
B
Bf 1j
Bf 1l px, tq
Bx f˜
1
ldxdt
“
ÿ
l
ż T
0
rclδpj, lqδf 1jpx, tqf˜ 1l px, tqsL0 ´
ÿ
l
ż T
0
ż L
0
clδpj, lqBf˜
1
l px, tq
Bx δf
1
jpx, tqdxdt
“
ż T
0
rcjδf 1jpx, tqf˜ 1jpx, tqsL0 ´
ż T
0
ż L
0
cj
Bf˜ 1jpx, tq
Bx δf
1
jpx, tqdxdt (5.145)
On obtient pour la troisie`me inte´grale :
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ÿ
l
ż T
0
ż L
0
1
λ
Bf 1l px, tq
Bf 1j
δf 1jpx, tqqf˜ 1l px, tqdxdt “
ÿ
l
ż T
0
ż L
0
1
λ
δpl, jqδf 1jpx, tqqf˜ 1l px, tqdxdt (5.146)
“
ż T
0
ż L
0
p1
λ
δf 1jpx, tqqf˜ 1jpx, tqdxdt (5.147)
On peut e´galement remarquer que le terme stationnaire f¯l
eq
ne de´pend pas de f 1j et donc que :
La quatrie`me et dernie`re inte´grale :
ÿ
l
ż T
0
ż L
0
´1
λ
Bpf eql ´ f¯leqq
Bf 1j
δf 1jpx, tqqf˜ 1l px, tqdxdt (5.148)
se limite a` :
`
ÿ
l
ż T
0
ż L
0
´1
λ
Bf eql
Bf 1j
δf 1jpx, tqqf˜ 1l px, tqdxdt (5.149)
On aura ﬁnalement pour le terme :
ÿ
l
xBFlpf
1
l px, tqq
Bf 1jpx, tq
δf 1jpx, tq, f˜ 1l px, tqyD (5.150)
ÿ
l
BBFlpf 1l px, tqq
Bf 1jpx, tq
δf 1jpx, tq, f˜ 1l px, tq
F
D
“
ż T
0
ż L
0
r´Bf˜
1
jpx, tq
Bt ´ cj
Bf˜ 1jpx, tq
Bx `
1
λ
f˜ 1jsδf 1jpx, tqdxdt
´
ÿ
l
ż T
0
ż L
0
1
λ
rBf
eq
l
Bf 1j
δf 1jpx, tqqf˜ 1l px, tqsdxdt
`
ż L
0
rδf 1jpx, tqf˜ 1jpx, tqsT0 dx `
ż T
0
rcjδf 1jpx, tqf˜ 1jpx, tqsL0 dt (5.151)
De´veloppons les 2 derniers termes :
ż L
0
rδf 1jpx, tqf˜ 1jpx, tqsT0 dx “
ż L
0
rδf 1jpx, T qf˜ 1jpx, T q ´ δf 1jpx, 0qf˜ 1jpx, 0qsdx (5.152)
ż T
0
rδf 1jpx, tqf˜ 1jpx, tqsL0 dt “
ż T
0
rδf 1jpL, tqf˜ 1jpL, tq ´ δf 1jp0, tqf˜ 1jp0, tqsdt (5.153)
Avec la condition limite : (5.127), on a :
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δf 1l pL, tq “ δf 1l p0, tq (5.154)
ż T
0
cjrδf 1jpx, tqf˜ 1jpx, tqsL0 dt “
ż T
0
cjrf˜ 1jpL, tq ´ f˜ 1jp0, tqsδf 1jp0, tqdt (5.155)
Le troisie`me terme de l’e´quation (5.139) est de´veloppe´ :
ÿ
l
ˆBGlpf 1l px, 0q, f 10l q
Bf 1jpx, tq
δf 1jpx, tq, ˜f 10l pxq
˙
x
(5.156)
Soit :
ÿ
l
ˆBGlpf 1l px, 0q, f 10l q
Bf 1jpx, tq
δf 1jpx, tq, ˜f 10l pxq
˙
x
“
ÿ
l
ż L
0
δpl, jq BBf 1jpx, tq
rf 1l px, 0q ´ f 10l pxqsδf 1jpx, tqf˜ 10l pxqdx (5.157)
Soit : ÿ
l
ˆBGlpf 1l px, 0q, f 10l q
Bf 1jpx, tq
δf 1jpx, tq, f˜ 10l
˙
x
“
ż L
0
δf 1jpx, 0qf˜ 10l pxqdx (5.158)
Les variations totales de L par rapport a` f 1jpx, tq s’e´crivent en ﬁnal :
BL
Bf 1jpx, tq
δf 1jpx, tq “
ż L
0
ˆ
f 1jpx, T q
Epf 1p0qq ´ f˜
1
jpx, T q
˙
δf 1jpx, T qdx
`
ż L
0
rf˜ 1jpx, 0q ´ f˜j
10sδf 1jpx, 0qqdx `
ż T
0
cjrf˜ 1jpL, tq ´ f˜ 1jp0, tqsδf 1jp0, tqdt
`
ż T
0
ż L
0
«
Bf˜ 1jpx, tq
Bx ´ cj
Bf˜ 1jpx, tq
Bx ´
1
λ
pf˜ 1j ´
ÿ
l
Bf eql
Bf 1j
f˜ 1l q
ﬀ
δf 1jpx, tqdxdt (5.159)
Le gradient de L doit eˆtre nul quelque soit δf 1jpx, tq :
En annulant le facteur de δf 1jpx, tq, on obtient les e´quations adjointes :
Bf˜ 1jpx, tq
Bx ` cj
Bf˜ 1jpx, tq
Bx “
1
λ
pf˜ 1j ´
ÿ
l
Bf eql
Bf 1j
f˜ 1l px, tqq (5.160)
En annulant le facteur de δf 1jpx, T q, on obtient les conditions initiales des e´quations ad-
jointes :
f˜ 1jpx, T q “ 1Epf 1p0qqf
1
jpx, T q (5.161)
En annulant le facteur de δf 1jpx, 0q, on obtient les conditions ﬁnales des e´quations adjointes :
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f˜ 1jpx, 0q “ f˜ 10j pxq (5.162)
En annulant le facteur de δf 1jp0, tq, on obtient les conditions pe´riodiques des e´quations
adjointes :
f˜ 1jpL, tq “ f˜ 1jp0, tq (5.163)
On calculera, maintenant les variations de L par rapport a` f 10j pxq :
BL
Bf 10j pxq
δf
10
l pxq “ BIBf 10j pxq
δf
10
l pxq ´
ÿ
l
˜
BGpf 1l px, 0q, f 10l pxqq
Bf 10j pxq
δf
10
j pxq, f˜ 10l pxq
¸
t
(5.164)
Calculons chacun des termes :
BI
Bf 10j pxq
δf
10
l pxq “ ´Epf
1pT q
rEpf 10s2
ż L
0
f
10
j pxqδf 10j pxqdx (5.165)
ÿ
l
˜
BGpf 1l px, 0q, f 10l pxqq
Bf 10j pxq
δf
10
j pxq, f˜ 10l pxq
¸
t
“
ż L
0
f˜
10
j pxqδf 10j pxqdx (5.166)
Les variations totales par rapport a` f
10
j pxq sont :
BL
Bf 10j pxq
δf
10
j pxq “
ż L
0
r´Epf
1pT q
rEpf 10s2 f
10
j pxq ` f˜ 10j pxqsδf 10j pxqdx (5.167)
Le gradient de L doit eˆtre nul quelque soit δf 1jpx, tq :
En annulant le facteur de δf 1jpx, 0q, on obtient les conditions ﬁnales des e´quations adjointes :
f˜
10
j pxq “ Epf
1pT q
rEpf 10s2 f
10
j pxq “ f˜ 1jpx, 0q (5.168)
On obtient enﬁn le sche´ma d’optimisation de la croissance pour les e´quations de Boltzmann
non line´aires (5.5) :
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E´quations de
Boltzmann
E´quations de
Boltzmann
adjointes
f ′j(x, T )
f˜ ′j(x, T )f˜
′
j(x, 0)
f ′j(x, 0)
f ′j(x, 0) =
[E (f ′o)]2
E(f ′(T ))
f˜ ′j(x, 0) f˜
′
j(x, T ) =
1
E(f ′o)
f ′j(x, T )
Figure 5.5 – Sche´ma d’optimisation de la croissance pour les e´quations de Boltzmann non
line´aires
Il reste a` calculer le terme :
f˜ eqj “
ÿ
l
Bf eql
Bf 1j
f˜ 1l px, tqq (5.169)
Nous reprendrons pour ce faire, en l’appliquant au re´seau D1Q3, la me´thode de [42].
La fonction d’ e´quilibre f eql s’e´crit (3.71) :
f eql pρ, uq “ wlρp1 `
clu
cs2
` 1
2cs4
pcluq2 ´ 1
2cs2
u2q (5.170)
On calcule les de´rive´es pre´alables suivantes de ρ, ρu, u par rapport a` f 1j
Bρ
Bf 1j
“ B
ř
fl
Bf 1j
“ δpl, jq “ 1 (5.171)
Bρu
Bf 1j
“ B
ř
clfl
Bf 1j
“ clδpl, jq “ cj (5.172)
On a aussi :
Bρu
Bf 1j
“ u BρBf 1j
` ρ BuBf 1j
“ u ` ρ BuBf 1j
“ cj (5.173)
Soit :
Bu
Bf 1j
“ 1
ρ
pcj ´ uq (5.174)
On a donc :
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Bf eql
Bf 1j
pρ, uq “ wlp BρBf 1j
` cl
cs2
Bρu
Bf 1j
` p cl
2
2cs4
´ 1
2cs2
qBρu
2
Bf 1j
q (5.175)
Il reste a` calculer :
Bρu2
Bf 1j
“ 2ρu BuBf 1j
` u2 “ 2ucj ´ u2 (5.176)
Bf eql
Bf 1j
pρ, uq “ wlr1 ` clcj
cs2
` pcl
2 ´ cs2
2cs4
qp2ucj ´ u2qs (5.177)
On peut maintenant e´crire le terme :
f˜ eqj “
ÿ
l
Bf eql
Bf 1j
f˜ 1l px, tq (5.178)
f˜ eqj “
ÿ
l
Bf eql
Bf 1j
f˜ 1l px, tq (5.179)
“
ÿ
l
wlf˜ 1l px, tqr1 ´
1
2cs4
pcl2 ´ cs2qu2s `
ÿ
l
wlf˜ 1l px, tqrcl `
1
cs2
pcl2 ´ cs2qu cj
cs2
s (5.180)
On posera les de´ﬁnitions suivantes [42] :
ρ˜ “
ÿ
l
wlf˜ 1l px, tqr1 ´
1
2cs4
pcl2 ´ cs2qu2s (5.181)
ρ˜u “
ÿ
l
wlf˜ 1l px, tqrcl `
1
cs2
pcl2 ´ cs2qus (5.182)
On pourra ainsi e´crire simplement :
f˜ eqj “ ρ˜ ` ρ˜u cjcs2 (5.183)
A partir des e´quations (5.181) et (5.183), nous calculons l’expression en D1Q3 des 3
fonctions : f˜ eq1 , f˜
eq
2 , f˜
eq
3 a` partir des parame`tres suivants : wl, cl, cs dont nous rappelons les
valeurs :
w1 “ 2
3
, w2 “ 1
6
, w3 “ 1
6
(5.184)
c1 “ 0, c2 “ 1, c3 “ ´1, cs2 “ 1
3
(5.185)
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ρ˜ et ρ˜u s’e´crivent en fonction des fonctions f˜ eq1 , f˜
eq
2 , f˜
eq
3 :
ρ˜ “ p2
3
` u2qf˜ 11 ` p16 ´
u2
2
qf˜ 12 ` p16 ´
u2
2
qf˜ 13 (5.186)
ρ˜u “ ´2
3
uf˜ 11 ` p16 `
u
3
qf˜ 12 ` p´16 `
u
3
qf˜ 13 (5.187)
En reportant ces valeurs de ρ˜ et ρ˜u dans l’e´quation (5.183), on obtient :
f˜ eq1 “p23 ` u
2qf˜ 11 ` p16 ´
u2
2
qf˜ 12 ` p16 ´
u2
2
qf˜ 13 (5.188)
f˜ eq2 “p23 ` u
2qf˜ 11 ` p16 ´
u2
2
qf˜ 12 ` p16 ´
u2
2
qf˜ 13 ` 3p´23uf˜
1
1 ` p16 `
u
3
qf˜ 12 ` p´16 `
u
3
qf˜ 13q (5.189)
“p2
3
´ 2u ` u2qf˜ 11 ` p23 ` u ´ u
2qf˜ 12 ` p´13 ` u ´ u
2qf˜ 13 (5.190)
f˜ eq3 “p23 ` u
2qf˜ 11 ` p16 ´
u2
2
qf˜ 12 ` p16 ´
u2
2
qf˜ 13 ´ 3p´23uf˜
1
1 ` p16 `
u
3
qf˜ 12 ` p´16 `
u
3
qf˜ 13q (5.191)
“p2
3
` 2u ` u2qf˜ 11 ` p´13 ´ u ´ u
2qf˜ 12 ` p23 ´ u ´ u
2qf˜ 13 (5.192)
L’e´quation de Boltzmann adjointe, discre´tise´e en vitesses , en espace et en temps a la meˆme
structure que l’e´quation (4.12) en temps inverse´.
Elle s’e´crit :
f˜ 1jpx ´ cj, t ´ 1q “ p1 ´ ωqf˜ 1jpx, tq ` ωf˜ eqj pf˜ 1l px, tqq (5.193)
qu’on peut donc e´crire :
f˜ 1jpx ´ cj, t ´ 1q “ aj f˜ 11px, tq ` bj f˜ 12px, tq ` cj f˜ 13px, tq (5.194)
On donnera les coeﬃcients aj, bj, cj :
a1 “ r1 ´ ωp1
3
´ u2qs, b1 “ ωr1
6
´ u
2
2
s, c1 “ ωr1
6
´ u
2
2
s (5.195)
a2 “ rωp2
3
´ 2u ` u2qs, b2 “ r1 ´ ωp1
3
´ u ` u
2
2
qs, c2 “ rωp´1
3
` u ´ u
2
2
qs (5.196)
a3 “ rωp2
3
` 2u ` u2qs, b3 “ rωp´1
3
´ u ´ u
2
2
qs, c3 “ r1 ` ωp´1
3
´ u ´ u
2
2
qs (5.197)
On remarque que ces termes sont identiques a` ceux calcule´s dans (5.53) mais avec les
matrices A˜, B˜, C˜ e´gales a` :
A˜ “
»———–
a1 0 0
a2 0 0
a3 0 0
ﬁﬃﬃﬃﬂ , B˜ “
»———–
0 b1 0
0 b2 0
0 b3 0
ﬁﬃﬃﬃﬂ , C˜ “
»———–
0 0 c1
0 0 c2
0 0 c3
ﬁﬃﬃﬃﬂ (5.198)
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On a maintenant toutes les ” pierres ” pour construire l’algorithme d’optimisation en modes
re´sonants (2 modes ) dont nous allons de´crire les diﬀe´rentes phases :
– Phase 1 Initialisation (”initiale”, au sens premier pas du sche´ma d’optimisation) de h1lp0, nq
avec Alp0q “ σlp1 ` iq, Blp0q “ σ1l.
f 1l p0, nq “ Alp0qeinπ2 ` A˚l p0qe´inπ2 ` Blp0qeinπ (5.199)
On de´ﬁnit l’e´nergie initiale Ep0q “ řn řlrf 1l p0, ns2.
On normalisera Ep0q a` 1.
On calcule au temps T , AlpT, n`clq et BlpT, n`clq, ( Equations de collision et de transport
du chapitre 4), tel qu’on obtienne au temps T les fonctions f 1l pT, n ` clq et puis l’e´nergie
au temps T EpT q “ řn řlrf 1l pT, ns2.
f 1l pT, n ` clq “ AlpT qeipn`clqπ2 ` A˚l pT qe´ipn`clqπ2 ` BlpT qeipn`clqπ (5.200)
– Phase 2 Calcul de la condition initiale en T pour l’e´quation adjointe, compte tenu de la
normalisation a` 1 de Ep0q :
f˜ 1jpx, T q “ f 1jpx, T q (5.201)
On en de´duit la condition initiale pour les e´quations adjointes :
f˜ 1l pT, nq “ A˜lpT qein
π
2 ` A˜l˚ pT qe´in
π
2 ` B˜lpT qeinπ (5.202)
– Phase 3 A partir des e´quations adjointes line´aires :
f˜ 1jpm ´ 1, n ´ clq “ aj f˜ 11pm,nq ` bj f˜ 12pm,nq ` cj f˜ 13pm,nq (5.203)
On reprend l’e´quation (5.194).
En e´crivant les fonctions adjointes f˜ 1jpm,nq sur les modes re´sonants :
f˜ 1jpm,nq “ A˜jpmqein
π
2 ` A˜j˚ pmqe´in
π
2 ` B˜jpmqeinπ (5.204)
On cherche A˜jpm ´ 1, n ´ clq et B˜jpm ´ 1, n ´ clq, tels que :
f˜ 1jpm ´ 1, n ´ cjq “ A˜jpm ´ 1qeipn´cjq
π
2 ` A˜j˚ pm ´ 1qe´ipn´cjq
π
2 ` B˜jpm ´ 1qeipn´cjqπ
(5.205)
On obtient, en reportant f˜ 1jpm´1, n´cjq et f˜ 1jpm,nq dans l’e´quation (5.194) et en e´galant
les termes en ein
π
2 , e´in
π
2 , einπ :
A˜jpm ´ 1q “ eicj π2 rajA˜1pmq ` bjA˜2pmq ` cjA˜3pmqs (5.206)
A˜j˚ pm ´ 1q “ e´icj
π
2 rajA˜1˚pmq ` bjA˜2˚pmq ` cjA˜3˚pmqs (5.207)
B˜jpm ´ 1q “ eicjπrajB˜1pmq ` bjB˜2pmq ` cjB˜3pmqs (5.208)
(5.209)
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On doit re´aliser le transport de ces termes. Car, pour fermer le syste`me re´sonant, on a in-
troduit la parite´ de n dans l’e´quation des conditions initiales du syste`me adjoint (5.201).
La parite´ se propage dans les e´quations (5.206) et oblige comme pour le syste`me direct a`
re´aliser le transport qui fait passer des termes pairs a` des termes impairs ou inversement
pour les vitesses cl, l “ 2, 3
On remonte, donc le temps de T a` 0 pour obtenir : A˜lp0q, A˜l˚ p0q, B˜lp0q, et donc f˜ 1jp0, nq.
– Phase 4 On calcule les nouvelles conditions initiales du syste`me direct :
f 1jp0, nq “ 1Epf 1pT q f˜
1
jp0, nq (5.210)
On calculera la nouvelle e´nergie initiale que l’on normalisera a` 1.
– Phase 5 On arreˆtera l’optimisation apre`s stabilisation de l’e´nergie.
Les variables a` de´ﬁnir sont :
– Les conditions initiales a` la premie`re boucle σl, σ
1
l
– Le choix de u¯
– Le choix des bornes de T
Les ﬁgures (5.6) et Les ﬁgures (5.7) montrent un re´sultat obtenu sur GpT q “ Epf 1pT qq
Epf 1p0qq “
Epf 1pT qq avec les parame`tres suivants : 50δu¯ avec δu¯ “ 0.005, la condition initiale n’intervient
pas compte tenu de la normalisation de l’e´nergie initiale a` 1, le nombre de pas d’espace a e´te´
pris a` 128, le temps a couru entre 0 et 25.
Figure 5.6 – Evolution de GpT q “ EpT q en fonction du nombre de pas (npas) d’optimisation
et de u¯,
u¯ “ r0, 0.25s, npas “ r0, 50s
Nous avons e´galement calcule´ sur r0, T s le maximum de Gmaxp0, T q “ Epf 1ptqq
Epf 1p0qq “ Epf 1ptqq
pour chaque pas d’optimisation. Les ﬁgures (5.8) et Les ﬁgures (5.9) montrent un re´sultat
obtenu sur Gmaxp0, T q “ Epf 1ptqq
Epf 1p0qq “ Epf 1ptqq avec les parame`tres suivants : 50δu¯ avec δu¯ “
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Figure 5.7 – Evolution de GpT q “ EpT q, proﬁl, en fonction du nombre de pas (npas) d’opti-
misation,
u¯ “ r0, 0.25s, npas “ r0, 50s
0.005, la condition initiale n’intervient pas compte tenu de la normalisation de l’e´nergie initiale
a` 1, le nombre de pas d’espace a e´te´ pris a` 128, le temps a couru entre 0 et 25.
Figure 5.8 – Evolution de Gmaxp0, T q “ EpT q en fonction du nombre de pas (npas) d’opti-
misation et de u¯,
u¯ “ r0, 0.25s, npas “ r0, 50s
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Figure 5.9 – Evolution de Gmaxp0, T q “ EpT q, proﬁl, en fonction du nombre de pas (npas)
d’optimisation,
u¯ “ r0, 0.25s, npas “ r0, 50s
Conclusion :
Les calculs sur l’ ope´rateur non normal des e´quations line´arise´es de Boltzmann ont montre´ l’exis-
tence en temps courts d’ampliﬁcations transitoires dans des zones stables. Un de´veloppement
en controˆle optimal des e´quations non line´aires en modes re´sonants de Boltzmann a montre´ la
possibilite´ d’optimiser les conditions initiales, pour accroitre les ampliﬁcations.
CHAPITRE6
Boltzmann 2D
On a vu que la me´thode des ondes re´sonantes fonctionnait pour le re´seau D1Q3. Ce re´seau
est peu repre´sentatif de phe´nome`nes physiques. Nous testerons cette me´thode sur le re´seau
D2Q9 plus repre´sentatif pour des phe´nome`nes physiques. Il semble e´vident, par avance, que les
e´quations vont s’allonger, mais cette premie`re e´tude est une simple e´tude de faisabilite´.
6.1 De´ﬁnition du mode`le D2Q9
Repartons de l’e´quation de base de Boltzmann continue : fpx, c, tq
Bf
Bt ` ci
Bf
Bxi “ ´
1
τ
pf ´ f eqq (6.1)
La proce´dure pour discre´tiser l’e´quation de Boltzmann BGK, a e´te´, pour le re´seau D2Q9,
de nombreuses fois explicite´e [1, 2].
Le syste`me d’e´quations pour les valeurs discre´tise´es de la fonction fpx, c, tq s’e´crit :
Bfl
Bt ` cil
Bfl
Bxi “ ´
1
τ
pfl ´ f eql q (6.2)
(Avec cil, l “ 1, 9; i “ x, y : coordonne´es des 9 vitesses du sche´ma D2Q9 ﬁgure (6.1) et
fl “ flpx, cl, tq).
On de´composera les fonctions de distribution en composantes stationnaires f¯l et compo-
santes ﬂuctuantes f 1l :
fl “ f¯l ` f 1l avec Bf¯lBt “ 0 (6.3)
f¯l est aussi solution de l’e´quation de Boltzmann en re´gime stationnaire :
cil
Bf¯l
Bxi “ ´
1
τ
pf¯l ´ f¯ eql q (6.4)
(Avec f¯ eql “ f eql pρ¯, u¯q ).
On peut re´e´crire alors (6.2) :
Bf 1l
Bt ` cil
Bf 1l
Bxi “ ´
1
τ
f 1l ` 1τ pf
eq
l ´ f¯ eql qq (6.5)
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La diﬀe´rentielle totale de f 1l en 2D s’e´crit :
df 1l “ Bf
1
l
Bx dx `
Bf 1l
By dy `
Bf 1l
Bt dt (6.6)
En divisant par dt on obtient la de´rive´e totale :
df 1l
dt
“ Bf
1
l
Bx cxl `
Bf 1l
By cyl `
Bf 1l
Bt (6.7)
On peut donc inte´grer les 2 membres de l’e´quation (6.5) entre 0 et Δt :
f 1l px ` clΔt, t ` Δtq ´ f 1l px, cl, tq “
´ 1
τ
ż Δt
0
f 1l px ` cls, t ` sq ´ f eql px ` cls, t ` sq ` rf¯ eql px ` cls, t ` sqsds (6.8)
On inte`gre l’inte´grale du deuxie`me membre par la me´thode des trape`zes soit :
ż s`Δs
s
flpsqds “ Δs
2
rflps, s ` Δsq ` flpsqs (6.9)
On obtient alors :
f 1l px ` clΔt, t ` Δtq ´ f 1l px, cl, tq “
´Δt
2
rf 1l px`clΔt, t`Δtq´f eql px`clΔt, t`Δtq`f¯ eql px`clΔt, t`Δtq`f 1l px, tq´f eql px, tq`f¯ eql px, tqs
(6.10)
On pose :
hlpx, tq “ f 1l px, tq ` Δt2 rpf
1
l px, tq ´ f eql px, tq ` f¯ eql px, tqs (6.11)
En posant τg “ τ ` Δt2 , on aboutit a` l’e´quation :
hlpx ` clΔt, t ` Δtq “ p1 ´ Δt
τg
qhlpx, tq ` Δt
τg
pf eql px, tq ´ f¯ eql px, tqq (6.12)
On discre´tisera x, y et t suivant x “ nΔx, y “ pΔy, t “ mΔt.
On posera e´galement Δx “ cxlΔt,Δy “ cylΔt et Δt “ 1
L’e´quation (6.13) s’e´crira sous la forme :
hlpm ` 1, n ` cxl, p ` cylq “ p1 ´ Δt
τg
qhlpm,n, pq ` Δt
τg
pf eql pρ,uq ´ f¯ eql pρ¯, u¯qq (6.13)
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On pose :
1
τg
“ ω “ 1
3ν ` 1
2
avec ν “ μ
ρ
(6.14)
hlpm ` 1, n ` cxl, p ` cylq “ p1 ´ ωqhlpm,n, pq ` ωpf eql pρ,uq ´ f¯ eql pρ¯, u¯qqq (6.15)
Dans le re´seau D2Q9 les fonctions d’e´quilibre a` un ordre suﬃsant pour retrouver les e´quations
de Navier-Stokes sont [1] :
f eql pρ,uq “ wlρr1 `
cl u
cs2
` 1
2cs4
pcl uq2 ´ 1
2cs2
pu uqs (6.16)
avec :
cl u “ u cxl ` v cyl (6.17)
pcl uq2 “ u2 cxl2 ` v2 cyl2 ` 2cxl cylu v (6.18)
u u “ u2 ` v2 (6.19)
On de´veloppe l’ expression de (6.16) :
f eql pρ,uq “
wlρr1 ` 1
cs2
pu cxl ` v cylq ` 1
2cs4
pu2 cxl2 ` v2 cyl2 ` 2cxl cylu vq ´ 1
2cs2
pu2 ` v2qs (6.20)
que l’ on simpliﬁera au niveau des notations en l’e´crivant sous la forme :
f eql pρ,uq “ alρ ` blρ u ` cl ρ v ` dlρu2 ` elρv2 ` klρ u v (6.21)
avec :
al “wl, bl “ wl cxl
cs2
, cl “ wl cyl
cs2
(6.22)
dl “wlp cxl
2
2cs4
´ 1
2cs2
q, el “ wlp cyl
2
2cs4
´ 1
2cs2
q, kl “ wlpcxl cyl
cs4
q (6.23)
On e´crit la de´composition de ρ et u en part stationnaire et part ﬂuctuante :
ρ “ ρ¯ ` ρ1, ρ u “ ρu ` pρ uq1, ρ v “ ρv ` pρ vq1 (6.24)
ρu2 “ pρu ` pρ uq
1q2
pρ¯ ` ρ1q , ρv
2 “ pρv ` pρ vq
1q2
pρ¯ ` ρ1q (6.25)
ρu v “ pρu ` pρ uq
1qpρv ` pρ vq1q
pρ¯ ` ρ1q , (6.26)
f eql pρ,uq ´ f¯ eql pρ¯, u¯q “ al ρ1 ` bl pρ uq1 ` cl pρ vq1 ` dlr
pρu ` pρ uq1q2
pρ¯ ` ρ1q ´ ρ¯u¯
2s
` elrpρv ` pρ vq
1q2
pρ¯ ` ρ1q ´ ρ¯v¯
2s ` klrpρu ` pρ uq
1qpρv ` pρ vq1q
pρ¯ ` ρ1q ´ ρ¯u¯v¯s (6.27)
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On a les expressions suivantes de ρ1, pρ uq1, pρ vq1 en fonction des fonctions f 1l px, tq
ρ1 “
ÿ
l
f 1l px, tq (6.28)
pρ uq1 “
ÿ
l
cxlf
1
l px, tq (6.29)
pρ vq1 “
ÿ
l
cylf
1
l px, tq (6.30)
En simpliﬁant momentane´ment l’e´criture de f 1l px, tq en f 1l avec de plus [42].
ÿ
f 1l “
ÿ
hl
ÿ
l
cxlf
1
l “
ÿ
l
cxlhl
ÿ
l
cylf
1
l “
ÿ
l
cylhl (6.31)
On aura :
f eql pρ,uq ´ f¯ eql pρ¯, u¯q “ al p
ÿ
l
hlq ` bl p
ÿ
l
cxlhlq ` cl p
ÿ
l
cylhlq ` dlrpρu ` p
ř
l cxlhlq2
pρ¯ ` přl hlqq ´ ρ¯u¯2s
` elrpρv ` p
ř
l cylhlq2
pρ¯ ` přl hlqq ´ ρ¯v¯2s ` klrpρu ` p
ř
l cxlhlqpρv ` p
ř
l cylhlqq
pρ¯ ` přl hlqq ´ ρ¯u¯v¯s (6.32)
L’e´quation ﬁnale a` analyser avec les ondes re´sonantes sera :
hlpm ` 1, n ` cxl, p ` cylq “ p1 ´ ωqhlpm,n, pq
` ωral p
ÿ
j
hjq ` bl p
ÿ
j
cxjhjq ` cl p
ÿ
j
cyjhjq ` dlr
pρu ` přj cxjhjq2
pρ¯ ` přj hjqq ´ ρ¯u¯2s
` elr
pρv ` přj cyjhjq2
pρ¯ ` přj hjqq ´ ρ¯v¯2s
` klr
pρu ` přj cxjhjqpρv ` přj cyjhjqq
pρ¯ ` přj hjqq ´ ρ¯u¯v¯ss (6.33)
Nous allons pour le sche´ma sur re´seau D2Q9 (6.1) calculer l’ensemble des parame`tres
al, bl, cl, dl, el, kl
On rappelle les parame`tres de ce sche´ma : w0 “ 4{9, wl “ 1{9, l “ r2, 4, 6, 8s, wl “ 1{36, l “
r1, 3, 5, 7s, les coordonne´es des vitesses cl sont : c0 “ p0, 0q, c1 “ p´1, 1q, c2 “ p´1, 0q, c3 “
p´1,´1q, c4 “ p0,´1q, c5 “ p1,´1q, c6 “ p1, 0q, c7 “ p1, 1q, c8 “ p0, 1q.
cs “ 1{
?
3 est la vitesse du son du re´seau.
On trouvera dans le tableau les re´sultats obtenus :
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0
Figure 6.1 – Sche´ma D2Q9
l wl cxl cyl al bl cl dl el kl
0 4{9 0 0 4{9 0 0 ´2{3 ´2{3 0
1 1{36 ´1 1 1{36 ´1{12 1{12 1{12 1{12 ´1{4
2 1{9 ´1 0 1{9 ´1{3 0 1{3 ´1{6 1{4
3 1{36 ´1 ´1 1{36 ´1{12 ´1{12 1{12 1{12 1{4
4 1{9 0 ´1 1{9 0 ´1{3 ´1{6 1{3 0
5 1{36 1 ´1 1{36 1{12 ´1{12 1{12 1{12 ´1{4
6 1{9 1 0 1{9 1{3 0 1{3 ´1{6 0
7 1{36 1 1 1{36 1{12 1{12 1{12 1{12 1{4
8 1{9 0 1 1{9 0 1{3 ´1{6 1{3 0
Table 6.1 – Tableau des principaux parame`tres
6.2 Etude de l’e´quation de Boltzmann line´arise´e
Nous allons line´ariser l’e´quation (6.33) par un de´veloppement de Taylor autour de la position
d’e´quilibre.
Les termes non line´aires (nl) contenus dans la fonction d’e´quilibre (6.32) sont :
hlpm ` 1, n ` cxl, p ` cylqnl “
dlr
pρu ` přj cxjhjq2
pρ¯ ` přj hjqq ´ ρ¯u¯2s ` elrpρv ` p
ř
l cylhlq2
pρ¯ ` přl hlqq ´ ρ¯v¯2s
` klrpρu ` p
ř
l cxlhlqpρv ` p
ř
l cylhlqq
pρ¯ ` přl hlqq ´ ρ¯u¯v¯s (6.34)
On e´crit la line´arisation :
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hlpm ` 1, n ` cxl, p ` cylqnlÑlin “ dl BBf 1j
#pρu ` řj cxjf 1jq2
pρ¯ ` řj f 1jq ´ ρ¯u¯2
+
f 1j“feqj
`el BBf 1j
#pρv ` řj cyjf 1jq2
pρ¯ ` řj f 1jq ´ ρ¯v¯2
+
f 1j“feqj
`kl BBf 1j
#
pρu ` přl cxlhlqpρv ` přl cylhlqq
pρ¯ ` řj f 1jq ´ ρ¯u¯v¯
+
f 1j“feqj
(6.35)
On obtient pour l’e´quation line´arise´e :
hlpm ` 1, n ` cxl, p ` cylqlin “
p1 ´ ωqhlpm,n, pq ` ωral
ÿ
j
hj ` bl
ÿ
j
cxjhj ` cl
ÿ
j
cyjhj
` dl p2u¯
ÿ
j
cxjhj ´ u¯2q ` el p2v¯
ÿ
j
cyjhjq ´ v¯2q ` kl pv¯
ÿ
j
cxjhj ` u¯
ÿ
j
cyjhj ´ u¯v¯qs (6.36)
6.3 Ondes re´sonantes sur 2 modes
6.3.1 De´veloppement des e´quations de collision
Nous examinerons cette conﬁguration moins sensible que celle, re´sonante a` 1 mode et pose-
rons :
hlpm,n, pq “ rAxl pmqeinπ{2 ` Ax˚l pmqe´inπ{2 ` Bxl pmqeinπs
ˆ rAyl pmqeipπ{2 ` Ay˚l pmqe´ipπ{2 ` Byl pmqeipπs (6.37)
hlpm,n, pq “ rAxl pmqeinπ{2 ` Ax˚l pmqe´inπ{2 ` Bxl pmqeinπs
ˆ rAyl pmqeipπ{2 ` Ay˚l pmqe´ipπ{2 ` Byl pmqeipπs (6.38)
En examinant les diﬀe´rents produits des 2 expressions mono-dimensionnelles entre crochets,
on obtiendrait pour hlpm,n, pq la quantite´ bi-dimensionnelle de la forme suivante :
hlpm,n, pq “
Alpmqeipn`pqπ{2 ` Blpmqeipn´pqπ{2 ` Clpmqeipn`2pqπ{2 ` Dlpmqeip2n`pqπ{2 ` Elpmqeipn`pqπ
` A˚l pmqe´ipn`pqπ{2 ` B˚l pmqe´ipn´pqπ{2 ` C˚l pmqe´ipn`2pπ{2 ` D˚l pmqe´ip2n`pπ{2 (6.39)
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On se rend compte que cette expression n’est pas syme´trique en n et p, du fait du facteur
Blpmqeipn´pqπ{2 ` Bl˚ pmqe´ipn´pqπ{2.
En eﬀet en posant Bl “ Bxl `iByl , on obtient : 2pBxl cos pn ´ pq´Byl sin pn ´ pqq non syme´trique
en n et p avec le changement de signe du sin pn ´ pq entre pn ´ pq et pp ´ nq.
On a alors cherche´ une forme syme´trique.
On remarque que :
eipn´pqπ{2 “eipn`p´2pqπ{2 “ p´1qpeipn`pqπ{2 (6.40)
“eip2n´n´pqπ{2 “ p´1qne´ipn`pqπ{2 (6.41)
eipp´nqπ{2 “eipn`p´2nqπ{2 “ p´1qneipn`pqπ{2 (6.42)
“eip2p´p´nqπ{2 “ p´1qpe´ipn`pqπ{2 (6.43)
On retient la forme parfaitement syme´trique suivante, qui de plus diminue le degre´ des
e´quations line´aires a` re´soudre, en supprimant les inconnues Bl :
eipn´pqπ{2 “1
2
pp´1qpeipn`pqπ{2 ` p´1qne´ipn`pqπ{2q (6.44)
eipp´nqπ{2 “1
2
pp´1qneipn`pqπ{2 ` p´1qpe´ipn`pqπ{2q (6.45)
0n a donc seulement pour hlpm,n, pq et respectivement hlpm`1, n`cxl, p`cylq les expressions
suivantes :
hlpm,n, pq “ Alpmqeipn`pqπ{2 ` Clpmqeipn`2pqπ{2 ` Dlpmqeip2n`pqπ{2
` A˚l pmqe´ipn`pqπ{2 ` C˚l pmqe´ipn`2pqπ{2 ` D˚l pmqe´ip2n`pqπ{2 ` Elpmqeipn`pqπ (6.46)
hlpm ` 1, n ` cxl, p ` cylq “
Alpm ` 1qeipn`cxl`p`cylqπ{2 ` Clpm ` 1qeipn`cxl`2p`2cylqπ{2 ` Dlpm ` 1qeip2n`2cxl`p`cylqπ{2
` A˚l pm ` 1qe´ipn`cxl`p`cylqπ{2 ` C˚l pm ` 1qe´ippn`cxl`2p`2cylqπ{2
` D˚l pm ` 1qe´ip2n`2cxl`p`cylqπ{2
` Elpm ` 1qeipn`cxl`p`cylqπ (6.47)
On simpliﬁe l’e´criture pour ne pas trop allonger l’e´quation. On e´crira c.c. pour l’ensemble
des expressions conjugue´es, et Al pour Alpmq, on conservera Alpm ` 1q qui sont les inconnues
du syste`me.
Soit les e´quations :
hlpm,n, pq “ Aleipn`pqπ{2 ` Cleipn`2pqπ{2 ` Dleip2n`pqπ{2 ` c.c. ` Eleipn`pqπ
(6.48)
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hlpm ` 1, n ` cxl, p ` cylq “
Alpm ` 1qeipn`cxl`p`cylqπ{2 ` Clpm ` 1qeipn`cxl`2p`2cylqπ{2 ` Dlpm ` 1qeip2n`2cxl`p`cylqπ{2 ` c.c
` Elpm ` 1qeipn`cxl`p`cylqπ (6.49)
On remplace les termes hlpm,n, pq de (6.48) et hlpm ` 1, n ` cxl, p ` cylq de (6.49) dans
l’e´quation (6.33), avec les simpliﬁcations d’e´criture pre´ce´dentes :
Alpm ` 1qeipn`cxl`p`cylqπ{2 ` Clpm ` 1qeipn`cxl`2p`2cylqπ{2
` Dlpm ` 1qeip2n`2cxl`p`cylqπ{2 ` c.c. ` Elpm ` 1qeipn`cxl`p`cylqπ
“ p1 ´ ωqpAleipn`pqπ{2 ` Cleipn`2pqπ{2 ` Dleip2n`pqπ{2 ` c.c. ` Eleipn`pqπq
` ωralp
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq
` blp
ÿ
j
cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
` clp
ÿ
j
cyjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
` dl
pρu ` řj cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq2
pρ¯ ` řjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
` el
pρv ` řj cyjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq2
pρ¯ ` přjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
` klrp
pρu ` řj cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq
pρ¯ ` řjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq q
ˆ pρv `
ÿ
j
cyjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqqs
´ ωpdlρ¯u¯2 ` elρ¯v¯2 ` klρ¯u¯v¯q (6.50)
On rame`ne l’e´quation (6.50) au meˆme de´nominateur :
pρ¯ `
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq (6.51)
On aura dans cette e´quation, seulement des expressions de produit, de la forme ci dessous :
pA1eipn`pqπ{2 ` C1eipn`2pqπ{2 ` D1eip2n`pqπ{2 ` c.c. ` E1eipn`pqπq
ˆ pA2eipn`pqπ{2 ` C2eipn`2pqπ{2 ` D2eip2n`pqπ{2 ` c.c. ` E2eipn`pqπq (6.52)
Le tableau suivant montre les re´sonances entre modes obtenus.
La notation X1, X2 signiﬁe simplement 2 quantite´s 1 et 2 diﬀe´rentes, facteurs du mode X cor-
respondant, elle est sans relation avec le l (l “ 1, 9q des Xl de l’e´quation (6.50)).
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On utilisera les formules suivantes pour fermer les e´quations sur les modes pn`pqπ{2,´pn`
pqπ{2, pn ` 2pqπ{2,´pn ` 2pqπ{2, p2n ` pqπ{2,´p2n ` pqπ{2, pn ` pqπ.
On rappelle que :
enπ “e´nπ (6.53)
epπ “e´pπ (6.54)
eipn´pqπ{2 “1
2
pp´1qpeipn`pqπ{2 ` p´1qne´ipn`pqπ{2q (6.55)
eipp´nqπ{2 “1
2
pp´1qneipn`pqπ{2 ` p´1qpe´ipn`pqπ{2q (6.56)
On transforme les expressions suivantes :
enπ{2 “p´1qpepπenπ{2 “ p´1qpepn`2pqπ{2 (6.57)
enπ “p´1qpepπenπ “ p´1qpepn`pqπ (6.58)
epπ{2 “p´1qnenπepπ{2 “ p´1qnepp`2nqπ{2 (6.59)
epπ “p´1qnenπepπ “ p´1qnepn`pqπ (6.60)
On ope`re la meˆme transformation pour les quantite´s conjugue´es.
De plus on a :
1 “p´1qnenπp´1qpepπ “ p´1qpn`pqepn`pqπ (6.61)
On a donc le syste`me line´aire suivant entre le pas m ` 1 et le pas m :
HijXjpm ` 1q “ fpω, u¯, v¯, Xjpmq, ..q (6.62)
avec les inconnuesXjpm`1q “ Alpm`1q, Al˚ pm`1q, Clpm`1q, Cl˚ pm`1q, Dlpm`1q, Dl˚ pm`
1q, Elpm ` 1q.
Pour poursuivre simplement cette e´tude en 2D, nous allons de´velopper le processus permet-
tant d’ obtenir la premie`re e´quation, facteur du premier mode pn`pqπ{2, en portant en couleur
grise les cellules ou` l’on retrouve ce mode, puis on identiﬁera les diﬀe´rentes quantite´s A1 et A2
intervenant dans les produits A1 ˆ A2, facteur de epn`pqπ{2 (tableau 6.2).
Mais on ne de´veloppera pas l’e´quation plus complexe (au moins plus longue) du dernier mode
pn ` pqπ issue des cellules ou` on a porte´ la couleur verte.
0n montre que la somme des termes grise´s est e´gale, compte tenu des expressions de (6.57)
et (6.61) ou` l’on retrouve des termes facteur de epn`pqπ{2 :
epn`pqπ{2rpA˚1qpE2q ` pC˚1 qpD˚2 q ` pD˚1 qpC˚2 q ` pE1qpA˚2q (6.63)
`1
2
pp´1qnpC1qpD˚2 q ` p´1qppC˚1 qpD2q ` p´1qppD1qpC˚2 q ` p´1qnpD˚1 qpC2qqs (6.64)
L’e´quation (6.50) se compose de 7 termes, le premier terme comporte les inconnues :Alpm`
1q, Al˚ pm` 1q, Cl˚ pm` 1q, Clpm` 1q, Dlpm` 1q, Dl˚ pm` 1q, Elpm` 1q au pas m` 1, la somme
des 6 autres termes constitue le second membre du syste`me line´aire au pas m :
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A1 A1˚ C1 C1˚ D1 D1˚ E1
epn`pqπ{2 e´pn`pqπ{2 epn`2pqπ{2 e´pn`2pqπ{2 ep2n`pqπ{2 e´p2n`pqπ{2 epn`pqπ
A2 e
pn`pqπ{2 epn`pqπ 1 e´p2n`pqπ{2 e´pπ{2 e´pn`2pqπ{2 e´nπ{2 e´pn`pqπ{2
A2˚ e
´pn`pqπ{2 1 epn`pqπ epπ{2 ep2n`pqπ{2 enπ{2 epn`2pqπ{2 epn`pqπ{2
C2 e
pn`2pqπ{2 e´p2n`pqπ{2 epπ{2 enπ 1 e´pn`pqπ{2 ep´n`pqπ{2 e´nπ{2
C2˚ e
´pn`2pqπ{2 e´pπ{2 ep2n`pqπ{2 1 enπ epn´pqπ{2 epn`pqπ{2 enπ{2
D2 e
p2n`pqπ{2 e´pn`2pqπ{2 enπ{2 e´pn`pqπ{2 epn´pqπ{2 epπ 1 e´pπ{2
D2˚ e
´p2n`pqπ{2 e´nπ{2 epn`2pqπ{2 ep´n`pqπ{2 epn`pqπ{2 1 epπ epπ{2
E2 e
pn`pqπ e´pn`pqπ{2 epn`pqπ{2 e´nπ{2 enπ{2 e´pπ{2 epπ{2 1
Table 6.2 – Produit des facteurs Xi ˆ Xj
1 “ Alpm ` 1qeipn`cxl`p`cylqπ{2 ` Clpm ` 1qeipn`cxl`2p`2cylqπ{2
` Dlpm ` 1qeip2n`2cxl`p`cylqπ{2 ` c.c. ` Elpm ` 1qeipn`cxl`p`cylqπ
ˆ pρ¯ ` p
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq “
2 ` p1 ´ ωqpAleipn`pqπ{2 ` Cleipn`2pqπ{2 ` Dleip2n`pqπ{2 ` c.c. ` Eleipn`pqπq
ˆ pρ¯ ` p
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
3 ` ωralp
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq
` blp
ÿ
j
cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
` clp
ÿ
j
cyjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqqs
ˆ pρ¯ ` p
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq
4 ` ωrdlpρu `
ÿ
j
cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq2s
5 ` ωr`elpρv `
ÿ
j
cyjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq2s
6 ` ωr`klrpρu `
ÿ
j
cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπ
ˆ pρv `
ÿ
j
cyjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπs
7 ´ ωpdlρ¯u¯2 ` elρ¯v¯2 ` klρ¯u¯v¯q
ˆ pρ¯ ` p
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq (6.65)
De´veloppons le terme facteur de epn`pqπ{2 du 1 de (6.65), en utilisant (6.63) dont les
6.3. ONDES RE´SONANTES SUR 2 MODES 145
termes pA1q, pA1˚q, pC1q, pC1˚ q, pD1q, pD1˚ q, pE1q, pA2q, pA2˚q, pC2q, pC2˚ q, pD2q, pD2˚ q, pE2q sont res-
pectivement :
pA1q “Alpm ` 1qeipcxl`cylqπ{2, pA˚1q “ A˚l pm ` 1qe´ipcxl`cylqπ{2 (6.66)
pC1q “Clpm ` 1qeipcxl`2cylqπ{2, pC˚1 q “ C˚l pm ` 1qe´ipcxl`2cylqπ{2 (6.67)
pD1q “Dlpm ` 1qeip2cxl`cylqπ{2, pD˚1 q “ D˚l pm ` 1qe´ip2cxl`cylqπ{2 (6.68)
pE1q “Elpm ` 1qeipcxl`cylqπ (6.69)
A2q “
ÿ
j
pAjq, pA˚2q “
ÿ
j
pA˚j q (6.70)
pC2q “
ÿ
j
pCjq, pC˚2 q “
ÿ
j
pC˚j q (6.71)
pD2q “
ÿ
j
pDjq, pD˚2 q “
ÿ
j
pD˚j q (6.72)
pE2q “
ÿ
j
pEjq (6.73)
(6.74)
Le premier terme H1jXjpm ` 1q s’e´crit :
H1jXjpm ` 1q “ ρ¯eipcxl`cylqπ{2Alpm ` 1q
` pA˚l pm ` 1qe´ipcxl`cylqπ{2qp
ÿ
j
pEjqq ` pC˚l pm ` 1qe´ipcxl`2cylqπ{2qp
ÿ
j
pD˚j qq
` pD˚l pm ` 1qe´ip2cxl`cylqπ{2qp
ÿ
j
pC˚j qq ` pElpm ` 1qeipcxl`cylqπqp
ÿ
j
pA˚j qq
` 1
2
pp´1qnpClpm ` 1qeipcxl`2cylqπ{2qp
ÿ
j
pD˚j qq ` p´1qppC˚l pm ` 1qe´ipcxl`2cylqπ{2qp
ÿ
j
pDjqq
` p´1qppDlpm ` 1qeip2cxl`cylqπ{2qp
ÿ
j
pC˚j qq ` p´1qnpD˚l pm ` 1qe´ip2cxl`cylqπ{2qp
ÿ
j
pCjqqq (6.75)
Regroupons les diﬀe´rentes inconnues Al, Al˚ , Cl, C
,
lDl, Dl˚ , El :
H1jXjpm ` 1q “ rAlpm ` 1qsrρ¯eipcxl`cylqπ{2s ` rA˚l pm ` 1qsrpe´ipcxl`cylqπ{2qp
ÿ
j
pEjqqs
` rClpm ` 1qsr1
2
pp´1qneipcxl`2cylqπ{2qp
ÿ
j
pD˚j qqs
` rC˚l pm ` 1qsrpe´ipcxl`2cylqπ{2qp
ÿ
j
pD˚j q ` 12p´1q
pqp
ÿ
j
pDjqqqs
` rDlpm ` 1qsr1
2
p´1qpeip2cxl`cylqπ{2qp
ÿ
j
pC˚j qqs
` rD˚l pm ` 1qsrpe´ip2cxl`cylqπ{2qp
ÿ
j
pC˚j q ` 12p´1q
np
ÿ
j
pCjqqqs
` rElpm ` 1qsreipcxl`cylqπqp
ÿ
j
pA˚j qqs (6.76)
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On reconnait la syme´trie comple`te entre x , y.
Nous ne de´velopperons pas le terme x1pmq qui est donc la somme de 6 produits de ce type
soit quelques 20 lignes pour une seule e´quation. On remarquera cependant les particularite´s
suivantes :
Dans 4 et 5 on a un carre´ de type :
rpρu `
ÿ
j
cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq2s (6.77)
Avec 4 les 3 termes suivants :
Le premier terme ρu2 s’annule avec un terme du de´veloppement de 7 .
Le second terme est un carre´, donc on peut utiliser le calcul pre´ce´dent avec des indices 1 et 2
identiques.
Le troisie`me terme est le produit :
2ρup
ÿ
j
cxjpAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπq (6.78)
Pour 5 on remplace přj cxjq, ρu par přj cyjq, ρv.
Dans 6 on a un de´velopement du meˆme type, le deuxie`me terme carre´ e´tant remplace´ par
un produit en přj cxjq ˆ přj cyjq.
Dans 7 on a un produit simple :
pdlρ¯u¯2 ` elρ¯v¯2 ` klρ¯u¯v¯q
ˆ pρ¯ `
ÿ
j
pAjeipn`pqπ{2 ` Cjeipn`2pqπ{2 ` Djeip2n`pqπ{2 ` c.c. ` Ejeipn`pqπqq (6.79)
6.3.2 Equations de transport
Comme dans les e´quations pre´ce´dentes, non de´veloppe´es mais montre´es a` travers les cellules
vertes et grises, on a des termes en p´1qnpcelluleA2C1˚ q, p´1qppcelluleA2D1˚ q, p´1qn`ppcellules1q,
donc des re´sultats diﬀe´rents suivant la parite´ de n, p, n ` p comme le montre le petit tableau
limite´ a` 4 ˆ 4 cellules.
Si on note dans une meˆme formulation la parite´ ( I=impair et P=pair) pour n, p, n ` p, on
obtient 4 types de sche´mas IIP, PII, IPI, PPP et le transport de m en m ` 1 va modiﬁer,
suivant les directions des vitesses, le type.
La ﬁgure (6.3) montre le transport entre m et m ` 1 des diﬀe´rentes fonctions hlpn, pq.
Il nous reste a` examiner les conditions aux frontie`res et les conditions initiales :
6.3.3 Conditions aux frontie`res
Nous reprendrons des conditions pe´riodiques aux frontie`res x et y semblables au 1D.
6.3.4 Conditions initiales
Ce proble`me de´ja` complexe en 1 D, se pose avec encore plus d’ acuite´ en 2D. L’ide´al (ce
qui n’e´tait pas possible en 1D) serait de se rapprocher de conditions initiales connues, mais la
de´composition sur les modes π{2 et π ajoute une diﬃculte´ supple´mentaire.
6.3. ONDES RE´SONANTES SUR 2 MODES 147
n “ 1 n “ 2 n “ 3 n “ 4
p “ 1 IIP PII IIP PII
p “ 2 IPI PPP IPI PPP
p “ 3 IIP PII IIP PII
p “ 4 IPI PPP IPI PPP
Figure 6.2 – Parite´ de n, p, n ` p dans les diﬀe´rentes cellules, avec I=impair et P=pair
0in , out
8in 7in
6in
1in
2in
3in 4in 5in
5out 4out 3out
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p
n21 3 4
1
2
3
Figure 6.3 – Transport entre m et m ` 1 des diﬀe´rentes fonctions hlpn, pq
Initialisation sur hlp0, nq
On doit donc initialiser les amplitudes de Alp0q, Clp0q, Dl, Elp0q.
hlp0, n, pq “ Alp0qeipn`pqπ{2 ` Clp0qeipn`2pqπ{2 ` Dlp0qeip2n`pqπ{2 ` c.c. ` Elp0qeipn`pqπ (6.80)
On reprendra le mode`le d’ initialisation utilise´ pour l’e´quation de Burgers :
Xlp0, nq “ σlp1 ` iq (6.81)
Suivant les valeurs de σl pour l “ 1, 9, on favorise diﬀe´rentes initialisations physiques. On
choisira l’initialisation suivante σl “ σ, @l correspond a` :
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hlp0, n, pq “ σp1 ` iqreipn`pqπ{2 ` eipn`2pqπ{2 ` eip2n`pqπ{2 ` c.c.s ` σeipn`pqπ (6.82)ÿ
l
hlp0, n, pq “ 9σrpp1 ` iqpeipn`pqπ{2 ` eipn`2pqπ{2 ` eip2n`pqπ{2q ` c.c.q ` eipn`pqπs (6.83)
pρq1 “
ÿ
l
hlp0, nq ‰ 0 (6.84)
pρuq1 “
ÿ
l
cxlhlp0, n, pq “ 0 (6.85)
pρvq1 “
ÿ
l
cylhlp0, n, pq “ 0 (6.86)
u1p0, n, pq “
´u¯ř
l
hlp0, n, pq
ρ¯ ` ř
l
hlp0, n, pq (6.87)
v1p0, n, pq “
´v¯ř
l
hp0, n, pq
ρ¯ ` ř
l
hlp0, n, pq (6.88)
| u1p0, n, pq |max“ˇˇˇˇ ´9σu¯rpp1 ` iqpeipn`pqπ{2 ` eipn`2pqπ{2 ` eip2n`pqπ{2q ` c.c.q ` eipn`pqπs
p1 ´ 9σrpp1 ` iqpeipn`pqπ{2 ` eipn`2pqπ{2 ` eip2n`pqπ{2q ` c.c.q ` eipn`pqπs
ˇˇˇˇ
(6.89)
pour n “ 1, 4 et p “ 1, 4 :
| u1p0, n, pq |max“
ˇˇˇˇ
63σu¯
´1 ` 63σ
ˇˇˇˇ
(6.90)
obtenu pour n “ 1, p “ 4 ou n “ 4, p “ 1.
La ﬁgure (6.4) montre la carte de stabilite´ avec la condition d’initialisation choisie et avec
u¯ ‰ 0, v¯ “ 0.
On notera que cette conﬁguration a e´te´ obtenue pour ( 500Δt), donc bien infe´rieur aux 2000Δt
en 1D. Cette carte e´tant stable depuis 200Δt, nous n’avons pas e´te´ au dela`
On a e´galement ve´riﬁe´ que la condition syme´trique en y soit u¯ “ 0, v¯ ‰ 0 donne exactement
la meˆme carte : ﬁgure (6.5) En modiﬁant le´ge`rement la conditions initiale sur h3 “ ´hl, on
obtient la ﬁgure (6.6) proche des pre´ce´dentes.
Il est bien e´vident que de tre`s nombreuses autres combinaisons diﬀe´rentes sur σl et σl
1
peuvent eˆtre obtenues, correspondant ou non a` des situations physiques, en particulier en jouant
sur les 2 directions.
On aurait pu imaginer de passer de l’initialisation de hlp0, n, pq a` celle de u1p0, n, pq et
(ou) v1p0, n, pq comme pour l’e´tude pre´ce´dente monodimensionnelle. Le nombre d’inconnues
s’e´le`verait a` 63 avec des hypothe`ses plausibles a` poser comme :
1. σj “ σ pour tout j.
2. les facteurs de p´1qn ne de´pendent pas de n, les facteurs de p´1qp ne de´pendent pas de p,
les facteurs de p´1qn`p ne de´pendent pas de n`p c.a.d les initialisations des Al, Cl, Dl, El
ne de´pendent pas de n, p, n ` p, mais l’annulation de tous ces facteurs aboutit a` des
incompatibilite´s ou a` mettre nul certains de ces facteurs.
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Figure 6.4 – Carte de stabilite´ avec les hl initiaux tous e´gaux,
u¯ “ r0, 0.125s, v¯ “ 0, σ “ r0, 1s, Jx “ 16, Jy “ 16, ω “ 1.85, t “ 500Δt
Figure 6.5 – Carte de stabilite´ avec les hl initiaux tous e´gaux,
u¯ “ 0, v¯ “ r0, 0.125s, σ “ r0, 1s, Jx “ 16, Jy “ 16, ω “ 1.85, t “ 500Δt
3. Ej “ σ pour tout j.
On a estime´ que compte tenu :
– du choix un peu ale´atoire des hypothe`ses supple´mentaires.
– des instabilite´s importantes obtenues, pour des temps plus courts, de la premie`re initia-
lisation.
– de la diﬃculte´ de ge´rer les hl avec composantes de vitesses en x et en y, meˆme dans la
situation v¯ “ 0.
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Figure 6.6 – Carte de stabilite´ avec les hl initiaux tous e´gaux sauf h3=-hl,
u¯ “ 0, v¯ “ r0, 0.125s, σ “ r0, 1s, Jx “ 16, Jy “ 16, ω “ 1.85, t “ 500Δt
il e´tait prudent, sans tomber sur du pur ale´atoire, de ne pas poursuivre ce type d’initialisation.
Conclusion
Nous avons montre´ l’inte´reˆt de la me´thode de Boltzmann sur re´seau pour les applications
industrielles ferroviaires. L’objet principal de cette the`se e´tait d’inventorier analytiquement la
stabilite´ ou l’instabilite´ nume´rique des solutions obtenues par cette me´thode. Pour ce faire sim-
plement, nous avons voulu travailler en une dimension, d’une part pour recouvrer en partie les
diverses e´tudes d’ instabilite´ de l’ e´quation de Burgers, et en particulier de pouvoir observer
d’e´ventuelles focalisations dans des zones dites stables et d’autre part pour initier analytique-
ment une application de la me´thode des ondes re´sonantes au syste`me ”vectoriel” obtenu dans
la me´thode de Boltzmann sur re´seau.
Nous avons de´veloppe´, en de´tail, la me´thode de Boltzmann sur un re´seau D1Q3, en iso-
therme. Nous avons retrouve´ les e´quations de Navier Stokes isothermes correspondantes.
Nous avons de´compose´ les parame`tres de cet e´coulement en une part stationnaire mono-
tone porteuse et une part ﬂuctuante perturbe´e. Nous avons e´tudie´, dans une premie`re partie,
la stabilite´ line´aire modale de cette ﬂuctuation des e´quations de Boltzmann sur re´seau, par
la me´thode de Von Neumann en ondes planes, de nombre d’onde k. Nous avons fourni une
carte ”3D” des modes en fonction du nombre d’onde k et de la vitesse de l’e´coulement porteur
u¯. Nous avons obtenu les parame`tres critiques au dela` desquels les solutions sont ampliﬁe´s et
deviennent instables, comme u¯ “ p1 ´ 1{?3q “ 0.422 dont nous retrouvons la pre´sence sur les
cartes d’instabilite´ non line´aire e´tablies en ondes re´sonantes 1 mode 2π{3 et 2 modes π{2, π.
Dans une seconde partie, nous avons applique´ la me´thode des ondes re´sonantes pour obtenir
des solutions exactes du syste`me non line´aire des e´quations de Boltzmann. Elle a e´te´ eﬀectue´e
avec 1 mode re´sonant et 2 modes re´sonants. Le principal proble`me rencontre´ a e´te´ la de´ﬁnition
des conditions initiales. Nous avons montre´ plusieurs types d’initialisation utilisant :
– soit les fonctions de distribution f 1l px, tq,
– soit la vitesse de la perturbation u1px, tq,
– soit les fonctions d’e´quilibre f eql px, tq,.
Les diﬀe´rentes cartes obtenues avec ces diﬀe´rents types d’initialisation sont de nature voisine a`
une exception pre`s.
En eﬀet, l’ observation principale reste la diﬀe´rence de forme de la carte de stabilite´, en particu-
lier a` 2 modes re´sonants, correspondant a` l’initialisation plus naturelle par la vitesse perturbe´e
de l’e´coulement u1px, tq.
Nous avons ensuite, avec l’adjonction de modes de sideband, d’amplitude initiale extreˆmement
faible, tente´ de de´clencher des focalisations ( meˆme s’il semble fort que, dans l’e´quation de Bur-
gers, le sche´ma de discre´tisation leapfrog en soit la cause, plutoˆt que les modes de sideband ).
Nous avons de´veloppe´ les syste`mes line´aires avec l’adjonction de ces modes pour analyser une
e´ventuelle focalisation. Celle ci n’a e´te´ obtenue dans aucune situation.
Avec 1 mode re´sonant, les modes de sideband ont de´veloppe´, quelque soit l’initialisation, une
instabilite´ inconditionnelle.
Alors que, avec 2 modes re´sonants, la carte d’ instabilite´ calcule´e avec l’initialisation sur la
vitesse de la perturbation n’a presque pas e´te´ aﬀecte´e.
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Nous nous sommes penche´s dans une troisie`me partie sur la non normalite´ des ope´rateurs
diﬀe´rentiels line´arise´s. Nous avons rappele´ sur un exemple mode`le l’eﬀet de cette non normalite´
sur l’existence de croissances transitoires pour certaines conditions initiales.
Nous avons donc e´tabli le caracte`re non normal des syste`mes line´arise´s issus des e´quations
de Boltzmann sur re´seau. Nous avons montre´ un paysage de croissances transitoires dont l’am-
plitude de l’ampliﬁcation fonction de u¯ et de t peut atteindre 15 pour des temps courts.
Nous avons de´veloppe´ une me´thode pour optimiser les ampliﬁcations, en non line´aire, a`
partir des e´quations de Boltzmann sur re´seau en ondes re´sonantes a` 2 modes. Cette me´thode
d’optimisation d’une fonction, base´e sur la diﬀe´rentiation d’ une fonctionnelle de Lagrange,
permet de de´ﬁnir les e´quations de Boltzmann adjointes. A partir des travaux de Vergnaut [42]
et Te´kitek[43], nous avons calcule´ les parame`tres de´ﬁnissant les e´quations adjointes en 1D. La
fonction a` optimiser correspondait a` l’ampliﬁcation de l’e´nergie des fonctions de distribution.
Des cartes ” 3D ” de cette ampliﬁcation fonction du nombre de pas d’optimisation et du champ
de vitesse porteur ont e´te´ obtenues. Elle montre les ampliﬁcations au temps T et les ampliﬁca-
tions maximales obtenues sur l’espace de temps r0, T s, moins importantes qu’en line´aire.
En dernie`re partie, compte tenu de la re´ussite de la me´thode des ondes re´sonantes en 1D,
nous l’avons applique´e a` un re´seau a` 2 dimensions : le re´seau bien connu D2Q9. Les syste`mes
d’e´quations ( de quelque demi-page chacune) ont e´te´ calcule´s analytiquement. Des cartes d’in-
stabilite´ ont e´te´ obtenues, malgre´ l’accroissement potentiel, avec les 2 directions, du nombre et
de la longueur des e´quations aisi que du nombre de conditions initiales. Celles ci ont ne´ammoins
valide´es par des calculs syme´triques en u¯ et v¯ produisant des cartes d’instabilite´ identiques.
Nous avons pu a` travers ce travail entrer dans plusieurs nouveaux mondes : le monde mer-
veilleux de Boltzmann, celui plus terre a` terre des instabilite´s nume´riques ; le monde myste´rieux
de l’entropie et celui du de´sordre. Nous avons franchi le monde ﬁlaire, de´passe´ celui des cartes
en noir et blanc, pour e´voluer dans le monde 3D colore´ de monts et de collines. Nous avons
fre´quente´ le monde non-normal ou` des paysages de croissances transitoires se sont pre´sente´s a`
nous.
Puis nous sommes entre´s dans le monde des e´quations de Boltzmann en 2D, celui du 3D nous
paraissant hors de porte´e vis a` vis de la longueur des e´quations et de la probabilite´ non nulle
d’erreurs.
Par rapport a` ce que nous avons pre´sente´ en introduction sur la simulation d’e´coulements
autour d’ un TGV, le lecteur se posera la question suivante. Quelle est la liaison entre ces
beaux calculs et les travaux pre´sente´s ici. A quoi peuvent servir ces e´tudes qui en paraissent
fort e´loigne´es ?
Nous re´pondrons simplement que nous pensons a` notre modeste place avoir montre´ :
– que la me´thode de Boltzmann sur re´seau est devenue un outil puissant, de´ja` adulte.
– que la discre´tisation de l’ espace et du temps n’est pas innocente en terme de stabilite´
nume´rique.
– que la me´thode des ondes re´sonantes, permettant d’obtenir des solutions exactes non
line´aires, et utilise´e pour les hautes e´nergies peut s’appliquer a` la me´thode de Boltzmann
sur re´seau.
– que les ope´rateurs de phe´nome`nes hydrodynamiques pre´sente´s en introduction sont pour
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la plupart non normaux.
– que, en conse´quence de cette non normalite´, des croissances transitoires en temps courts
peuvent se produire.
– que des me´thodes d’optimisation utilisant les modes adjoints peuvent eˆtre de´veloppe´es.
C’est de´ja` beaucoup, au moins pour le re´dacteur de ces travaux !
Perspectives
Si on estime que ces travaux puissent eˆtre utiles, on peut entrevoir plusieurs perspectives
de de´veloppement :
– Examiner l’usage des modes re´sonants pour mieux de´finir les conditions de stabilite´,
– Tenter en 2D de de´finir des conditions initiales plus repre´sentatives de phe´nome`nes phy-
siques, comme celles d’un champ porteur moyen cisaille´, une couche limite par exemple,
– De´velopper la me´thode de controˆle pre´sente´e ( ou le principe de me´thode) qui utilise les
e´quations adjointes, pour augmenter ou re´duire les amplifications.
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ANNEXEA
Diﬀe´rences ﬁnies avec sche´ma leapfrog
Conside´rons l’e´quation non line´aire, non visqueuse de Burgers :
Bu
Bt ` u
Bu
Bx “ 0 (A.1)
dont la solution ge´ne´rale exacte est :
u “ fpx ´ utq (A.2)
f e´tant une fonction arbitraire. (A.3)
De´composons comme pre´ce´demment u en u1 ` u¯ avec u¯ e´coulement uniforme constant.
L’e´quation (A.1) devient :
Bu1
Bt ` pu
1 ` u¯qBu
1
Bx “ 0 (A.4)
Discre´tisons les de´rive´es par rapport au temps et a` l’espace par le sche´ma leapfrog. On peut
rappeler que ce sche´ma de´rive des 2 de´veloppements de Taylor suivants :
upx ` Δx, tq “ upxq ` ΔxBuBx `
pΔxq2
2
B2u
Bx2 ` .. (A.5)
upx ´ Δx, tq “ upxq ´ ΔxBuBx `
pΔxq2
2
B2u
Bx2 ` ... (A.6)
Soit, en soustrayant ces 2 e´quations :
upx ` Δx, tq ´ upx ´ Δx, tq “ 2ΔxBuBx ` OpΔxq
2 (A.7)
La de´rive´e par rapport a` t est obtenue de la meˆme fac¸on :
upx, t ` Δtq ´ upx, t ´ Δtq “ 2ΔtBuBt ` OpΔtq
2 (A.8)
Nous e´tudierons le comportement line´aire de l’e´quation (A.1). On supprimera pour simpliﬁer
les ( ’ ) :
Bu
Bt ` u¯
Bu
Bx “ 0 (A.9)
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Nous allons analyser la stabilite´ du sche´ma leapfrog [44] par rapport a` l’e´quation d’oscillation
suivante :
BV
Bt “ iωV (A.10)
On rame`ne l’e´quation (A.9) a` cette e´quation d’oscillation en posant :
u “ uˆeikx (A.11)
L’e´quation (A.9) devient :
Buˆ
Bt ` ikUuˆ “ 0 (A.12)
En posant ω “ ´ku¯, on retrouve l’e´quation d’oscillation dont nous allons examiner le
comportement par rapport au sche´ma leapfrog. ( Nous garderons la variable V pour cette
analyse).
La solution ge´ne´rale de (A.10) est :
V ptq “ V p0qeiωt (A.13)
Pour les valeurs discre´tise´es du temps t “ nΔt :
V pnΔtq “ V n “ V p0qeinωδt (A.14)
On a donc successivement :
V n`1 “ λV nV n`1 “ λ2V n´1 (A.15)
On retrouve alors le sche´ma en posant :
V n`1 ´ V n´1 “ 2iωΔtV n “ 2ipV n et p “ ωΔt, (A.16)
En mettant en facteur V n´1, on peut re´soudre l’e´quation suivante :
λ2 ´ 2ipλ ´ 1 “ 0 (A.17)
dont les 2 racines sont :
(A.18)
λ1 “
a
1 ´ p2 ` ip (A.19)
λ2 “
a
1 ´ p2 ´ ip (A.20)
157
Si une solution de la forme V n`1 “ λV n doit repre´senter une approximation de la solution
vraie, alors nous devrons avoir λ Ñ 1 quand Δt Ñ 0.
Pour les 2 solutions quand p “ ωΔt Ñ 0, la premie`re solution est bien physique λ1 Ñ 1, alors
que la seconde solution est une solution nume´rique parasite sans sens physique, car λ2 Ñ ´1.
Puisqu’on a une solution line´aire, la solution sera en fait une combinaison line´aire des 2
solutions :
V n “ aλ1nV 01 ` bλ2nV 02 (A.21)
On trouve les valeurs de a et b avec les conditions initiales de´compose´es sur ces 2 modes :
V 0 “ aV 01 ` bV 02 (A.22)
V 1 “ aλ1V 01 ` bλ2V 02 (A.23)
On trouve en de´ﬁnitive :
V n “ 1
λ1 ´ λ2 pλ1
npV 1 ´ λ2V 0q ´ λ2npV 1 ´ λ1V 0qq (A.24)
Les amplitudes des modes physiques et de calcul sont donc proportionnelles respectivement
a` :
| V 1 ´ λ2V 0 |, | V 1 ´ λ1V 0 | (A.25)
On voit ainsi l’importance du choix des conditions initiales, car on comprend bien l’inﬂuence
ne´faste du mode parasite, en particulier son roˆle dans le processus de focalisation.(chapitre 2)
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ANNEXEB
Me´thode des e´chelles multiples
On va re´soudre le syste`me suivant par la me´thode des e´chelles multiples :
9A1 ` iωA1 ` iωpα0b˚e´iωt ´ 2α˚0A˚2eiωtq “ 0 (B.1)
9A2 ` iωA2 ` iωpα0be´iωt ´ 2α˚0A˚1eiωtq “ 0
9b ` 2iΩb ´ iΩpα˚0A2eiωt ` α0A˚1e´iωtq “ 0
Puisque ω " 1, on peut introduire un temps rapide T “ ωt et un temps lent τ “ Ωt.
On pose :
 “ Ω
ω
(B.2)
(B.3)
Le temps lent devient : τ “ ωt.
On peut avec cette de´composition temporelle e´crire la de´rive´e par rapport au temps sous la
forme :
B
Bt “ω
B
BT ` Ω
B
Bτ
“ωp BBT ` 
B
Bτ q (B.4)
On de´compose les amplitudes suivant les 2 temps : T et τ .
A1 “ A01pT, τq ` A11pT, τq (B.5)
A2 “ A02pT, τq ` A12pT, τq
b “ b0pT, τq ` b1pT, τq
En portant la de´composition pre´ce´dente et celle de la de´rive´e (B.4) dans les e´quations (B.1),
et en e´galant les termes a` l’ordre 0, le syste`me (B.1) devient :
B
BT A
0
1pT, τq ` iA01pT, τq ` ipα0b˚0pT, τqe´iT ´ 2α˚0A0˚2 pT, τqeiT q “ 0 (B.6)
B
BT A
0
2pT, τq ` iA02pT, τq ` ipα0b0pT, τqe´iT ´ 2α˚0A0˚1 pT, τqeiT q “ 0
B
BT b0pT, τq “ 0
159
160 ANNEXE B. ME´THODE DES E´CHELLES MULTIPLES
On va re´soudre le syste`me diﬀe´rentiel des 2 premie`res e´quations pre´ce´dentes par rapport au
temps T puisque la dernie`re e´quation se re´soud facilement sous la forme b0pT, τq “ b0pτq.
On prend la conjugue´e de la premie`re e´quation de (B.6) :
B
BT A
0˚
1 pT, τq ´ iA0˚1 pT, τq ´ ipα˚0b0pτqeiT ´ 2α0A02pT, τqe´iT q “ 0 (B.7)
que l’on multiplie par iα0˚e
iT :
2| α0 |2A02pT, τq “ iα˚0 BBT A
0˚
1 pT, τqeiT ` α˚0A0˚1 pT, τqeiT ` α˚02b0pτqe2iT (B.8)
puis que l’on diﬀe´rencie par rapport au temps T :
2| α0 |2 BBT A
0
2pT, τq “ iα˚0 B
2
BT 2A
0˚
1 pT, τqeiT ` iα˚0A0˚1 pT, τqeiT ` 2iα˚02b0pτqe2iT (B.9)
On multiplie la seconde e´quation de (B.6) par 2| α0 |2 :
2| α0 |2 BBT A
0
2pT, τq ` 2i| α0 |2A02pT, τq ` 2i| α0 |2α0b0pT, τqe´iT ´ 4i| α0 |2α˚0A0˚1 pT, τqeiT “ 0
(B.10)
On remplace dans cette e´quation (B.10) les 2 premiers termes en A02pT, τq par leurs va-
leurs en termes de A01pT, τq a` l’aide des e´quations (B.8) et (B.9), puis on conjugue l’e´quation
re´sultante.
Il vient alors l’e´quation diﬀe´rentielle du second ordre avec second membre suivante :
B2
BT 2A
0˚
1 pT, τq ´ i BBT A
0˚
1 pT, τq ` A0˚1 pT, τqp2 ´ 4| α0 |2q “ ´p3α0e´iT ` 2α˚02e2iT qb˚0pτq (B.11)
On re´soud d’abord cette e´quation sans second membre, en posant : A01pT, τq “ a1eiλT que
l’on porte dans l’e´quation (B.11), dont les solutions sont celles de l’e´quation du second degre´ :
´λ2 ` λ ` p2 ´ 4| α0 |2q “ 0 (B.12)
Soit les racines :
λ1,2 “ 1
2
r1 ˘ p9 ´ 16| α0 |2q1{2s (B.13)
La solution sans second membre s’e´crit donc :
A01pT, τq “ C1pτqeiλ1T ` C2pτqeiλ2T (B.14)
On cherche ensuite des solutions particulie`res de l’e´quation avec second membre sous la
forme : A01pT, τq “ B1e´iλT et A01pT, τq “ B2e2iλT .
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En remplac¸ant dans l’e´quation (B.11) et en e´galant les termes respectivement en e´iλT et
e2iλT on obtient :
B1 “ 3α0
4| α0 |2
b˚0 (B.15)
B2 “ α0˚
2α0
b˚0 (B.16)
On obtient pour le premier ordre les e´quations suivantes, apre`s avoir utilise´ l’e´quation (B.8)
pour obtenir A02pT, τq :
A01pT, τq “C1pτqeiλ1T ` C2pτqeiλ2T ` 3α0b0˚
4| α0 |2
e´iT ` α0˚b0˚
2α0
e2iT (B.17)
A02pT, τq “p1 ` λ1q2α0 C
˚
1 pτqeiλ2T ` p1 ` λ2q2α0 C
˚
2 pτqeiλ1T ` 3α0b0
4| α0 |2
e´iT ` α0˚b0
2α0
e2iT (B.18)
b0pT, τq “b0pτq (B.19)
On examine le syste`me (B.1) a` l’ordre 1 :
B
BT A
1
1pT, τq ` BBτ A
0
1pT, τq ` iA11pT, τq ` ipα0b˚0pτqe´iT ´ 2α˚0A1˚2 pT, τqeiT q “ 0 (B.20)
B
BT A
1
2pT, τq ` BBτ A
0
2pT, τq ` iA12pT, τq ` ipα0b0pτqe´iT ´ 2α˚0A1˚1 pT, τqeiT q “ 0 (B.21)
B
Bτ b0pT, τq ` 2ib0pτq ´ ipα
˚
0A
0
2pT, τqeiT ` α0A0˚1 pT, τqe´iT q “ 0 (B.22)
On restera a` un ordre raisonnable et on posera pour poursuivre (chapitre 2) :
A1 “ A01pT, τq ` Opq (B.23)
A2 “ A02pT, τq ` Opq (B.24)
b “ b0pτq (B.25)
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ANNEXEC
Equation de Boltzmann
Nous donnerons d’abord ”une” de´ﬁnition d’un gaz dilue´ en nous appuyant sur quelques
donne´es ”vertigineuses ” en terme de puissances de 10.
C.1 Gaz dilue´, ordres de grandeur des parame`tres
En reprenant la de´ﬁnition de [14], on conside`re un gaz ordinaire, suﬃsamment dilue´ pour
eˆtre ”presque parfait ”, constitue´ de mole´cules monoatomiques (appele´es dore´navant parti-
cules). Les distances moyennes entre particules sont suﬃsamment grandes, pour que les forces
qu’elles exercent l’une sur l’autre soient ne´glige´es. Ces particules sont donc vues comme libres
et inde´pendantes.
Cependant les collisions qui redistribuent l’e´nergie entre elles jouent un roˆle essentiel dans
l’e´volution du gaz vers l’e´quilibre. Les collisions conside´re´es comme parfaitement e´lastiques
sont de´crites par la me´canique classique.
On donnera quelques ordres de grandeur des parame`tres d’un tel gaz (he´lium) dont le calcul
peut se faire simplement :
Le nombre de mole´cules N dans une mole de gaz occupant un volume V de 22, 4 litres est
de Navogadro „ 6.1023.
La distance moyenne entre mole´cules voisines : d „ 30A˝.
La porte´e des forces intermole´culaires : ρ0 „ 3A˝.
La vitesse d’agitation thermique des particules en mouvement permanent : v „ 1000m{s.
Le libre parcours entre 2 collisions successives : lm „ 1500A˝.
L’intervalle de temps entre 2 collisions successives : τ „ 10´10s.
Donc une mole´cule passe un temps de τ „ lm{v entre 2 collisions, chacune des collisions
dure τ0 „ ρ0{v.
La probabilite´ pour qu’une mole´cule soit en cours de collision est donc dans le rapport de ces
2 temps soit 2.10´3.
Plusieurs simpliﬁcations sont tire´es de ces donne´es :
– On ne retiendra que des collisions binaires (cela expliquera la pre´sence des seuls produits
quadratiques dans l’e´quation de Boltzmann).
– On conside´rera les collisions comme instantane´es ( compte tenu des ordres de grandeur
respectifs des 2 e´chelles de temps, temps de collision τ0 et temps entre collision τ ) et
comme locales ( compte tenu des ordres de grandeur respectifs de lm et ρ0 ). Les 2
mole´cules entrant en collision se trouveront donc au meˆme point x et au meˆme instant t
(cela expliquera l’identite´ des parame`tres x et t pour les 2 particules en collision).
– La dernie`re hypothe`se dite du chaos mole´culaire est moins e´vidente. On conside`re,
compte tenu de ces diﬀe´rentes e´chelles d’espace et de temps, que les particules n’ont pas
la me´moire des collisions passe´es.
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On ne´gligera ainsi les corre´lations e´ventuelles entre leurs vitesses avant le choc :
La probabilite´ que 2 particules soient au meˆme point x, au meˆme instant t avec des vitesses
respectives de v1 et v2 est e´gale a` la probabilite´ que la particule 1 soit au point x, a` l’ instant
t avec une vitesse v1 ˆ la probabilite´ que la particule 2 soit au point x, a` l’ instant t avec une
vitesse v2 ( ce qui explique les produits de probabilite´ de´correlle´s dans l’e´quation de Boltzmann).
C.2 Fonction de re´partition fpx,v, tq
Il est e´vident que l’on ne peut e´crire autant d’e´quations qu’il y a de mole´cules.
On conside´rera le parame`tre statistique de base fpx,v, tq comme une fonction de re´partition
de´ﬁnie ainsi :
fpx,v, tqdxdv est le nombre moyen de particules qui a` l’instant t se trouve dans le volume
dx autour du point x et posse`de la vitesse v dans le volume dv.
Cette fonction ve´riﬁe :
ż
x
ż
v
fpx,v, tqdxdv “ N nombre total de particules (C.1)
Dans la litte´rature on utilise souvent fpx,p, tqdxdp ou` p “ mv est l’impulsion. et m la
masse de la particule. En e´galant le nombre de particules N dans les 2 formulations on trouve
en 3D.
fpx,p, tq “ 1
m3
fpx,v, tq (C.2)
C.3 Equation de Boltzmann sans collision
Conside´rons au temps t, l’e´le´ment de volume dxdv centre´ en x et v. Il contient donc en
moyenne fpx,v, tqdxdv particules.
Au temps t ` Δt ces particules se seront de´place´es, l’e´le´ment de volume dxdv sera devenu
dx1dv1 centre´ en x1 et v1 tel que :
x1 “ x ` vdt (C.3)
v1 “ v ` γdt “ v ` Fext
m
dt (C.4)
En l’absence de forces exte´rieures v1 “ v, on a donc :
dx1j “
Bx1j
Bxidxi `
Bx1j
Bvidvi “ δijdxi ` dtδijdvi (C.5)
dv1j “
Bv1j
Bxidxi `
Bv1j
Bvidvi “ δijdvi (C.6)
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Le produit dx1dv1 est e´gal a` | J | dxdv avec | J | jacobien de la transformation “ 1 en
l’absence de forces exte´rieures.
La conservation du nombre de particules en l’absence de collisions entre le temps t et t` dt
s’e´crit :
fpx1,v1, tqdx1dv1 “ fpx,v, tqdxdv
Soit compte tenu de l’approximation pre´ce´dente :
fpx ` dx,v ` dv, t ` dtq ´ fpx,v, tq “ 0
On de´veloppe au premier ordre cette expression autour du point : x,v.
fpx ` dx,v ` dv, t ` dtq ´ fpx,v, tq “ BfBt dt `
Bf
Bxdx `
Bfpx,v, tq
Bv dv “ 0 (C.7)
On divise par dt et on obtient l’expression de l’e´quation de Boltzmann sans collision :
Bfpx,v, tq
Bt ` v
Bfpx,v, tq
Bx “ 0 (C.8)
Car, en l’absence de forces exte´rieures, le dernier terme de l’e´quation (C.7) divise´ par dt
est nul.
C.4 Collision de deux particules
Conside´rons dans un syste`me isole´ pFext “ 0q, 2 particules de masse m1 et m2, situe´es en
x1 et x2 et dont les vitesses sont respectivement de v1,v2 avant la collision, et de v
1
1,v
1
2 apre`s
la collision.
Les seules forces inte´rieures dans le syste`me sont les forces d’interaction entre les particules
qui entrent en collision. Elles ne de´pendent que du vecteur relatif r “ px1 ´ x2q. Ces forces
intermole´culaires s’e´criront :
F1Ñ2 “ ´fprq r| r | (C.9)
F2Ñ1 “ ´F1Ñ2 (C.10)
Les coordonne´es du centre de masse G sont de´ﬁnies par :
pm1 ` m2qxG “ pm1x1 ` m2x2q (C.11)
En l’absence de forces exte´rieures, le centre de masse est anime´ d’un mouvement rectiligne
uniforme de vitesse VG.
166 ANNEXE C. EQUATION DE BOLTZMANN
pm1 ` m2qVG “ pm1v1 ` m2v2q “ constante (C.12)
On pourra donc utiliser le repe`re galile´en R˚ centre´ en G pour e´crire les diﬀe´rentes e´quations
de conservation :
La conservation de la quantite´ de mouvement et de l’e´nergie avant le choc (conside´re´ comme
e´lastique ) et apre`s le choc dans le repe`re initial R s’e´crit :
pm1v1 ` m2v2q “pm1v11 ` m2v12q (C.13)
1
2
m1v1
2 ` 1
2
m2v2
2 “ 1
2
m1v
1
1
2 ` 1
2
m2v
1
2
2
(C.14)
E´crivons ces e´quations dans le repe`re R˚ ou` on de´ﬁnira les vitesses par :
v˚1 “ v1 ´ VG (C.15)
v˚2 “ v2 ´ VG (C.16)
v
1˚
1 “ v11 ´ VG (C.17)
v
1˚
2 “ v12 ´ VG (C.18)
On appellera μ la masse re´duite e´gale a` :
1
μ
“ 1
m1
` 1
m2
(C.19)
m1v
˚
1 “m1pv1 ´ VGq “ m1pv1 ´ pm1v1 ` m2v2qm1 ` m2 “
m1m2
m1 ` m2 pv1 ´ v2q “ μu (C.20)
m2v
˚
2 “m2pv2 ´ VGq “ ´μu (C.21)
m1v
1˚
1 “m1pv11 ´ VGq “ μu1 (C.22)
m2v
1˚
2 “m2v12 ´ VGq “ ´μu1 (C.23)
(C.24)
Ope´rons le changement de variables suivant entre les variables, v1,v2,v
1
1,v
1
2 et les variables
VG et u,u
1 a` partir de l’e´quation (C.12) et des relations u “ pv1 ´ v2q et u1 “ pv11 ´ v12q :
v1 “ VG ` m2
m1 ` m2u (C.25)
v2 “ VG ´ m1
m1 ` m2u (C.26)
v11 “ VG ` m2m1 ` m2u
1 (C.27)
v12 “ VG ´ m1m1 ` m2u
1 (C.28)
(C.29)
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Remplac¸ons v1,v2,v
1
1,v
1
2 dans l’e´quation (C.14).
1
2
m1pVG ` m2
m1 ` m2uq
2 ` 1
2
m2pVG ´ m1
m1 ` m2uq
2 “
1
2
m1pVG ` m2
m1 ` m2u
1q2 ` 1
2
m2pVG ´ m1
m1 ` m2u
1q2 (C.30)
Apre`s de´veloppement et simpliﬁcations il vient :
1
2
μu2 “ 1
2
μu12 (C.31)
Soit :
| u | “| u1 | (C.32)
Les relations (C.20) deviennent :
m1 | v˚1 |“ m2 | v˚2 |“ m1 | v1˚1 |“ m2 | v1˚2 |“ μ | u | (C.33)
(C.34)
La variable relative r “ x1 ´ x2 obe´it a` l’e´quation :
B2r
Bt2 “
B2x1
Bt2 ´
B2x2
Bt2 (C.35)
“F1Ñ2prqp´ 1
m1
´ 1
m2
q “ μfprq (C.36)
Cette e´quation est semblable a` l’e´quation qui re´git le mouvement d’une particule de masse
μ soumise a` la force F1Ñ2prq.
θ
ϕ−→u
−→u ′
Ω(θ, ϕ)
z
A
|−→u |dt
Figure C.1 – Diﬀusion dans le centre de masse
On peut donc repre´senter le phe´nome`ne de collision dans le centre de masse par la diﬀusion
d’une particule ﬁctive de masse μ, de vitesse relative u. Dans la collision les modules sont
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conserve´s | u | “ | u1 |, seule change la direction ﬁgure (C.1).
Cette e´quivalence entre collision et diﬀusion n’est pas gratuite, elle permet d’une part de
montrer que le parame`tre principal de collision est le module de la vitesse relative des 2 parti-
cules et d’autre part d’introduire un parame`tre nouveau moins intuitif que l’on retrouve dans
l’ e´quation de Boltzmann : la section e´quivalente σpΩq et l’angle solide Ωpθ, φq.
On doit maintenant remplacer le mode`le de collision (et son e´quivalent potentiel ) de 2 parti-
cules bien de´ﬁnies par celui de la collision de fpx,v1, tqdxdv1 particules avec fpx,v2, tqdxdv2
particules.
Section eﬃcace σpΩq
Soit un ﬂux de particules Φ (nombre de particules par unite´ de surface et unite´ de temps)
arrivant perpendiculairement sur N particules par unite´ de surface au repos.
Soit nc le nombre de particules par unite´ de surface et unite´ de temps ayant ” collisionne´ ” :
La section eﬃcace qui a la dimension d’une surface est de´ﬁnie par la relation :
nc “ σNΦ (C.37)
on a bien
L´2T´1 “ rσs ˆ rL´2srL´2T´1s, rσs “ rL2s (C.38)
Calculons maintenant le ﬂux de particules Φ ayant la vitesse relative u. On appelle npuq
le nombre de particules par unite´ de volume et par unite´ de temps ayant la vitesse relative u.
Dans le volume repre´sente´ dans la ﬁgure (C.1) on a l’e´galite´ :
rudtAsnpuq “ ΦAdt (C.39)
soit : Φ “ npuqu (C.40)
Le nombre de particules collisionne´es, pour un e´le´ment d’angle solide dΩ “ dΩpθ, φq est d’
apre`s l’e´quation (C.37) :
nc “ npuquσpΩqdΩ (C.41)
C.5 Application aux densite´s de probabilite´ fpx,v, tq
On fait le bilan entre les termes de collision sortant et les termes de collision entrant.
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C.5.1 Termes de collision sortant
On conside`re un faisceau incident de vitesse v2 centre´ en x sur une particule de vitesse v1
centre´e aussi en x ( cf remarques sur la localite´ des collisions ). Le ﬂux incident a pour valeur
fpx,v2, tqdv2| v1 ´ v2 |.
Le nombre de particules collisionne´es entre t et t ` dt est :
nc “ fpx,v2, tqdv2| v1 ´ v2 |σpΩqdΩdt (C.42)
Soit les termes de collision sortant :
pBfBt qcollision
´ (C.43)
On prend en compte l’ensemble des particules cibles soit : fpx,v1, tqdxdv1 et on inte`gre
sur l’ensemble des particules incidentes, soit :
pBfBt qcollision
´dxdv1dt “fpx,v1, tqdxdv2
ż
dv2
ż
dΩσpΩqdt| v1 ´ v2 |fpx,v2, tq (C.44)
pBfBt qcollision
´ “fpx,v1, tq
ż
dv2
ż
dΩσpΩq| v2 ´ v2 |fpx,v2, tq (C.45)
C.5.2 Termes de collision entrant
On conside`re un faisceau incident de vitesse v12 centre´ en x sur une particule de vitesse v11
centre´e aussi en x. Le ﬂux incident a pour valeur fpx,v12, tqdv12| v11 ´ v12 |
Le nombre de particules collisionne´es entre t et t ` dt est :
nc1 “ fpx,v12, tqdv12| v11 ´ v12 |σ1pΩqdΩdt (C.46)
Soit les termes de collision entrant :
pBfBt q
`
collision (C.47)
On prend en compte l’ensemble des particules cibles soit :fpx,v11, tqdxdv11 et on inte`gre sur
l’ensemble des particules incidentes soit :
pBfBt q
`
collisiondxdv1dt “
ż
dv12
ż
dΩσ1pΩqdt| v11 ´ v12 |fpx,v11, tqxdv11fpx,v12, tq (C.48)
soit : (C.49)
pBfBt q
`
collisiondt “
ż
dv12
ż
dΩσ1pΩqdt| v11 ´ v12 |fpx,v11, tqdxdv11fpx,v12, tq (C.50)
(C.51)
Les sections eﬃcaces σpΩq et σ1pΩq se rapportant a` des collisions inverses sont e´gales, de
meˆme que | v1 ´ v2 | “ | v11 ´ v12 | ainsi que| v1 || v2 |“| v11 || v12 |.
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On obtient alors pour le terme entrant :
pBfBt q
`
collision “
ż
dv2
ż
dΩσpΩq| v1 ´ v2 |fpx,v11, tqfpx,v12, tq (C.52)
L’inte´grale de collision devient, apre`s le bilan entre les termes entrants et les termes sortants :
pBfBt qcollision “
ż
dv2
ż
dΩσpΩq | v1 ´ v2 | rfpx,v11, tqfpx,v12, tq ´ fpx,v1, tqfpx,v2, tqs (C.53)
Soit l’e´quation de Boltzmann avec collision :
Bfpx,v, tq
Bt ` v
Bfpx,v, tq
Bx “ż
dv2
ż
dΩσpΩq | v1 ´ v2 | rfpx,v11, tqfpx,v12, tq ´ fpx,v1, tqfpx,v2, tqs (C.54)
Les grandeurs locales : densite´, vitesse, tempe´rature sont alors des moyennes calcule´es a`
l’aide de fpx,v, tq [16].
ρpx, tq “
ż
v
fpx,v, tqdv (C.55)
upx, tq “ 1
ρpx, tq
ż
v
fpx,v, tqvdv (C.56)
kTpx, tq “ 1
ρpx, tq
ż
v
fpx,v, tqpm{Dq| v ´ upx, tq |2dv (C.57)
(C.58)
(Avec m la masse mole´culaire du gaz et D le nombre de degre´s de liberte´ de la particule.)
ANNEXED
Stabilite´ et points ﬁxes
Nous examinerons les instabilite´s des e´quations de Burgers avec et sans viscosite´ dans l’es-
pace des parame`tresApmq, A˚pmq des ondes re´sonantes a` 1 mode et des parame`tresApmq, A˚pmq, Bpmq
des ondes re´sonantes a` 2 modes. Nous chercherons les points ﬁxes (ou singuliers) qui de´limitent
l’espace de stabilite´.
Cette e´tude [8] limite´e a` l’e´tude de l’ e´quation de Burgers sans viscosite´ dans l’espace
des parame`tres Apmq, A˚pmq des ondes re´sonantes a` 1 seul mode, est prolonge´e d’une part
aux e´quations de Burgers avec viscosite´, dans l’espace des parame`tres Apmq, A˚pmq des ondes
re´sonantes a` 1 mode, et d’autre part, avec et sans viscosite´, dans l’espace des parame`tres
Apmq, A˚pmq, Bpmq des ondes re´sonantes a` 2 modes.
Un projet de document soumis en 2008 et non e´dite´ ( ” On nonlinear instabilities in dispersion-
relation-preserving ﬁnite diﬀerence schemes for computational acoustics ”) a e´te´ repris (Des
formules issues de calculs formels MAPLE non simpliﬁe´es e´tant inutilisables ont e´te´ rectiﬁe´es
).
Ce prolongement d’e´tude a e´te´ fait avec viscosite´ (car proche, a` la compressibilite´ pre`s, des
e´quations de Boltzmann en non line´aire mais identique a` celles line´arise´es non compressibles)
pour eˆtre utilise´e dans la compre´hension des e´quations de Boltzmann avec ondes re´sonantes a`
1 mode ou a` 2 modes.
On re´crit l’e´quation de Boltzmann avec viscosite´ :
Bu1
Bt ` pu¯ ` u
1qBu
1
Bx “ ν
B2u1
Bx2 (D.1)
On pose pour le mode re´sonant 2π{3 :
u1pm,nq “ Apmqein2π{3 ` A˚pmqe´i2nπ{3 (D.2)
En appliquant le sche´ma leap-frog en espace avec h le pas d’espace, on obtient :
9Aptq ` pi
?
3u¯
2h
` 3ν
4h2
qAptq ´ i
?
3
2h
A˚2ptq “ 0 (D.3)
On pose Aptq “ Xptq ` iY ptq :
A˚2ptq “ X2ptq ´ Y 2ptq ´ 2iXptqY ptq (D.4)
On obtient les 2 e´quations :
9Xptq “ ´ 3ν
4h2
Xptq `
?
3u¯
2h
Y ptq ` 2
?
3
2h
XptqY ptq (D.5)
9Y ptq “ ´
?
3u¯
2h
Xptq ´ 3ν
4h2
Y ptq `
?
3
2h
pX2ptq ´ Y 2ptqq (D.6)
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On appellera :
L “
?
3u¯
2h
,M “
?
3
2h
,N “ 3ν
4h2
(D.7)
L’e´quation (D.5) deviendra :
9Xptq “ ´ NXptq ` LY ptqq ` 2MXptqY ptq “ F pX, Y q (D.8)
9Y ptq “ ´ LXptq ´ NY ptq ` MpX2ptq ´ Y 2ptq “ GpX, Y q (D.9)
On cherche les points ﬁxes qui ve´riﬁent :
F pX, Y q “ ´NXptq ` LY ptqq ` 2MXptqY ptq “ 0 (D.10)
GpX, Y q “ ´LXptq ´ NY ptq ` MpX2ptq ´ Y 2ptqq “ 0 (D.11)
Le point X “ 0, Y “ 0 est un point ﬁxe.
De la premie`re e´quation de (D.10) on tire :
Xptq “ LY ptq
N ´ 2MY ptq (D.12)
que l’on porte dans la seconde :
´Lp LY ptq
N ´ 2MY ptqq ´ NY ptq ` Mp
ˆ
LY ptq
N ´ 2MY ptq
˙2
´ Y 2ptqq “ 0 (D.13)
En posant x “ N ´ 2MY ptq, on obtient l’e´quation du troisie`me degre´ :
x3 ´ 3Nx2 ´ 3L2x ` NL2 “ 0 (D.14)
puis en posant z “ x ´ N , on obtient les trois racines z1, z2, z3 suivant les formules de
Cardan :
z1 “ 3
?
L2 ` N2r 3?N ` iL ` 3?N ´ iLs (D.15)
z2 “ 3
?
L2 ` N2rj 3?N ` iL ` j2 3?N ´ iLs (D.16)
z3 “ 3
?
L2 ` N2rj2 3?N ` iL ` j 3?N ´ iLs (D.17)
(Avec j3 “ 1, j “ e2iπ{3, j2 “ e´2iπ{3)
On ve´riﬁe bien que chacune de ces racines est re´elle, puisque somme d’un nombre complexe
et de son conjugue´.
On pose :
N ` iL “ ρeiθ, N ´ iL “ ρe´iθ (D.18)
avecρ “ ?L2 ` N2, θ “ arctanpL{Nq (D.19)
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On peut e´crire chacune des racines :
z1 “2ρ cos pθ{3q (D.20)
z2 “2ρ cos ppθ ` 2πq{3q (D.21)
z3 “2ρ cos ppθ ´ 2πq{3q (D.22)
On obtient ainsi Y :
MY1 “ ´ ρ cos pθ{3q (D.23)
MY2 “ ´ ρ cos ppθ ` 2πq{3q (D.24)
MY3 “ ´ ρ cos ppθ ´ 2πq{3q (D.25)
Ve´riﬁons cette solution pour l’e´quation sans viscosite´ avec N “ 0.
On a alors : ρ “ L, θ “ π{2 :
MY1 “ ´ L
?
3
2
(D.26)
MY2 “L
?
3
2
(D.27)
MY3 “0 (D.28)
Ce re´sultat est conforme aux re´sultats de [8], page 376.
On tire X1, X2, X3 de (D.12) soit :
X1 “ ´ Lρ cos pθ{3q
MpN ` 2ρ cos pθ{3q (D.29)
X2 “ ´ Lρ cos ppθ ` 2πq{3q
MpN ` 2ρ cos ppθ ` 2πq{3q (D.30)
X3 “ ´ Lρ cos ppθ ´ 2πq{3q
MpN ` 2ρ cos ppθ ´ 2πq{3q (D.31)
Et pour ρ “ L, θ “ π{2 :
X1 “ ´ L
2M
(D.32)
X2 “ ´ L
2M
(D.33)
X3 “ L
M
(D.34)
Soit les quatre points ﬁxes pour l’e´quation avec viscosite´ :
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X0 “0, Y0 “ 0 (D.35)
X1 “ ´ Lρ cos pθ{3q
MpN ` 2ρ cos pθ{3q , Y1 “ ´
ρ cos pθ{3q
M
(D.36)
X2 “ ´ Lρ cos ppθ ` 2πq{3q
MpN ` 2ρ cos ppθ ` 2πq{3q , Y2 “ ´
ρ cos ppθ ` 2πq{3q
M
(D.37)
X3 “ ´ Lρ cos ppθ ´ 2πq{3q
MpN ` 2ρ cos ppθ ´ 2πq{3q , Y3 “ ´
ρ cos ppθ ´ 2πq{3q
M
(D.38)
Et les quatre points ﬁxes pour l’e´quation sans viscosite´ :
X0 “0, Y0 “ 0 (D.39)
X1 “ ´ L
2M
,Y1 “ ´L
?
3
2M
(D.40)
X2 “ ´ L
2M
,Y2 “ L
?
3
2M
(D.41)
X3 “ L
M
, Y3 “ 0 (D.42)
On examine la stabilite´ a` ces points singuliers pXi, Yiq i “ 0, 1, 2, 3, avec le changement
change de repe`re suivant :
X “ Xi ` X˜ (D.43)
Y “ Yi ` Y˜ (D.44)
On line´arise le syste`me (D.8) au voisinage du point singulier en de´veloppant au premier
ordre :
BpXi ` X˜q
Bt “
BX˜
Bt “ F pXi, Yiq ` p
BF
BX qX“XiX˜ ` p
BF
BY qY “YiY˜ (D.45)
BpYi ` Y˜ q
Bt “
BY˜
Bt “ GpXi, Yiq ` p
BG
BX qX“XiX˜ ` p
BG
BY qY “YiY˜ (D.46)
On cherche des solutions de la forme :
X˜ “ Λ1eλt (D.47)
Y˜ “ Λ2eλt (D.48)
On a alors a` re´soudre un proble`me aux valeurs propres et, suivant la nature re´elle ou
complexe, ainsi que leur signes respectifs, on en de´duit la nature du point singulier, l’e´quation
aux valeurs propres est :
λ2 “ 4M2pY 2 ` X2q ´ L2 (D.49)
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On trouve pour X0 “ 0, Y0 “ 0, les 2 valeurs propres complexes : λ “ `iL, λ “ ´iL.
Pour X1 “ ´ L2M , Y1 “ ´L
?
3
2M
et X2 “ ´ L2M , Y2 “ L
?
3
2M
, les 2 valeurs propres re´elles de
signes oppose´s λ “ `?3LM, λ “ ´?3LM .
Pour X3 “ LM , Y3 “ 0, les 2 valeurs propres re´elles de signes oppose´s λ “ `
?
3L, λ “ ´?3L.
Les trois points P,Q,R sont trois points appele´s col ou selle , le point 0 est un foyer.
L’allure des trajectoires est indique´e sur la ﬁgure (D.1)
P
R
Q
X
Y
Figure D.1 – Stabilite´ du mode re´sonant
On pose pour les 2 modes re´sonants π{2, π.
u1pm,nq “ Apmqeinπ{2 ` A˚pmqe´inπ{2 ` Bpmqeinπ (D.50)
En appliquant le sche´ma leap-frog en espace avec h le pas d’espace, on obtient :
9Aptq ` pi u¯
h
` ν
2h2
qAptq ` i
3h
A˚ptqBptq “ 0 (D.51)
9Bptq ` ν
h2
Bptq ` i
3h
pA2ptq ´ A˚2ptqq “ 0 (D.52)
On pose dans les e´quations pre´ce´dentes : Aptq “ Xptq ` iY ptq.
On obtient les 3 e´quations :
9Xptq “ ´ ν
2h2
Xptq ` u¯
h
Y ptq ´ 1
3h
Y ptqBptq (D.53)
9Y ptq “ ´ ν
2h2
Xptq ´ u¯
h
Y ptq ´ 1
3h
XptqBptq (D.54)
9Bptq “ ´ ν
h2
Bptq ` 4
3h
XptqY ptq (D.55)
On appellera :
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L “ u¯
h
,M “ ´ 1
3h
,N “ ν
2h2
(D.56)
L’e´quation (D.53) deviendra :
9Xptq “ ´ NXptq ` LY ptqq ` MY ptqBptq (D.57)
9Y ptq “ ´ LXptq ´ NY ptq ` MXptqBptq (D.58)
9Bptq “ ´ 4XptqY ptqM ´ 2NBptq (D.59)
On cherche les points ﬁxes qui ve´riﬁent :
´NXptq ` LY ptqq ` MY ptqBptq “ 0 (D.60)
´LXptq ´ NY ptq ` MXptqBptq “ 0 (D.61)
´4XptqY ptqM ´ 2NBptq “ 0 (D.62)
Le point X “ 0, Y “ 0, B “ 0 est un point ﬁxe.
De la dernie`re e´quation on tire :
Bptq “ ´2XptqY ptqM
N
(D.63)
que l’on porte dans les deux premie`res :
´NXptq ` LY ptqq ´ 2M2Y ptqXptqY ptq
N
“ 0 (D.64)
´LXptq ´ NY ptq ´ 2M2XptqXptqY ptq
N
“ 0 (D.65)
Comme pre´ce´demment, dans ce dernier syste`me on tire X d’une e´quation et on reporte dans
l’autre pour aboutir a` l’e´quation :
´
˜
L2
N ` 2Y 2ptqM2
N
¸
´ N ´ 2M
2
N
˜
L2Y 2ptqq
N ` 2Y 2ptqM2
N
¸
“ 0 (D.66)
En posant x “ N ` 2Y 2ptqM2
N
, on obtient l’e´quation du second degre´ suivante :
Nx2 ` 2L2x ´ L2N “ 0 (D.67)
dont les racines sont :
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x1 “ ´L
2 ` ?L4 ` N2
N
(D.68)
x2 “ ´L
2 ´ ?L4 ` N2
N
(D.69)
On obtient, alors pour Y :
2Y 21 M
2 “ ´pL2 ` N2q ` ?L4 ` N2 ă 0 (D.70)
2Y 22 M
2 “ ´pL2 ` N2q ´ ?L4 ` N2 ă 0 (D.71)
On n’ a pas de points ﬁxes autre que X “ 0, Y “ 0, B “ 0 compte tenu que les solutions
pre´ce´dentes Y1, Y2 ne sont pas re´elles :
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