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INTISARI 
Pengembangan Aplikasi Mobile untuk Mengidentifikasi Spesies Tanaman Obat 
Menggunakan Metode Convolutional Neural Network 
 
Intisari 
 
Constantino Geovany Orlando Lana 
160709010 
 
Tumbuhan menjadi bagian penting bagi kehidupan di bumi ini, yang 
menyediakan kita oksigen sumber makanan, bahan bakar, obat-obatan dan lain-
lain. Beberapa aplikasi mobile seperti PlanNet, Nature Gate, Plantifier adalah 
beberapa aplikasi yang sudah ada, dan digunakan untuk mengenali tanaman 
beserta identifikasinya untuk membantu kita dalam mengidentifikasi tanaman. 
Aplikasi tersebut menerapkan deep learning dan ilmu dari bidang computer vision 
untuk dapat mengenali spesies tanaman yang diambil dari kamera.  
Beberapa penelitan yang menggunakan deep learning untuk 
mengidentifikasi tanaman belakangan ini juga sudah banyak dilakukan, Seperti 
penelitian untuk mengidentifikasi tanaman berdasarkan daunnya yang dilihat 
dengan mengekstraksi vena, bentuk dan tekstur daun kemudian ada penelitian 
yang berfokus menggunakan framework convolutional neural network yaitu 
VGG16 untuk mengidentifikasi tanaman, dan penelitian yang menggunakan CNN 
dengan mengoptimasi parameter transfer learning. Beberapa penelitan tersebut 
tidak lepas lepas dari penggunaan teknik CNN dalam mengekstraksi fitur dari 
tanaman.  
Penelitian ini berfokus dalam pengembangan model dan pembuatan 
aplikasi mobile yang berfungsi untuk mengidentifikasi tanaman menggunakan 
framework VGG19. Dataset yang digunakan merupakan 15 jenis tanaman obat 
yang diperoleh dari Merapi Farma Herbal Yogyakarta. Pembuatan model 
menggunakan model framework VGG19 dalam penelitian ini menghasilkan 
akurasi sebesar 99,04% untuk training dan 97,52% untuk validation. Model ini 
menggunakan gambar berukuran 500 x 500 pixel untuk input size dan 
menggunakan 938 gambar sebagai dataset yang digunakan untuk melatih model 
tersebut. Waktu yang dibutuhkan untuk melatih model berkisar 9 - 10 jam untuk 
melatih setiap eksperimen.  Hasil pengujian menggunakan 58 dataset test 
memberikan hasil 55 gambar dengan prediksi yang sesuai, dan 3 gambar dengan 
prediksi yang salah.  
 
Kata Kunci: VGG19, deep learning, computer vision, image recognition, data 
augmentation, transfer learning, cross validation  
 
Dosen Pembimbing I  : Dr. Pranowo, S.T., M.T. 
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BAB I 
PENDAHULUAN 
1.1. Latar Belakang 
Tumbuhan menjadi bagian penting bagi kehidupan di bumi ini, yang 
menyediakan oksigen, sumber makanan, bahan bakar, obat-obatan dan lain-
lain. Tumbuhan juga membantu mengatur iklim, menyediakan habitat dan 
makanan bagi hewan. Pemahaman dan pengetahuan yang baik mengenai 
tanaman juga diperlukan untuk mengembangkan produktifitas dan 
keberlanjutan  di sektor pertanian, menemukan obat-obatan baru, 
merencanakan dan mengurangi dampak terburuk dari perubahan iklim serta 
untuk mencapai pemahaman yang lebih baik tentang kehidupan secara 
kesuluruhan [1]. Pemahaman manusia mengenai tumbuhan yang semakin 
lama dipahami, membuat manusia berkembang untuk membudidayakan 
tanaman demi pemenuhan kebutuhannya, salah satunya adalah tanaman obat 
untuk memenuhi kebutuhan dalam pemenuhan sumber daya obat-obatan 
herbal.  
Seiring dengan perkembangan zaman saat ini yang didukung dengan 
berbagai penelitian ilmiah, membuat tumbuhan tidak hanya dilihat sebagai 
bahan yang digunakan untuk konsumsi atau penghias saja, melainkan sebagai 
tanaman obat yang multifungsi. Harga pengobatan yang tidak terjangkau oleh 
semua orang, menjadikan pengobatan alamiah dengan tanaman obat sebagai 
alternatif bagi sebagian orang, dan bahkan bisnis tanaman obat juga sudah 
banyak diminati sebagian orang karena memiliki potensi pemasukan yang 
menguntungkan [2]. Pengetahuan yang baik dan benar mengenai manfaat dari 
setiap tanaman obat, serta identifikasi jenis secara benar menjadi keuntungan 
tersendiri bagi sebagian orang apabila dipermudah dengan adanya alat yang 
membantu untuk mengetahuinya secara praktis dan mudah. Salah satu alat 
yang bisa digunakan adalah aplikasi mobile yang bisa mengenali spesies 
tanaman menggunakan kamera digital. Aplikasi mobile seperti PlanNet, 
Nature Gate, Plantifier adalah beberapa aplikasi yang sudah ada, dan 
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digunakan untuk mengenali tanaman beserta identifikasinya. Aplikasi tersebut 
menerapkan deep learning dan ilmu dari bidang computer vision untuk dapat 
mengenali spesies tanaman yang diambil dari kamera.  
Deep learning merupakan kelas dari machine learning, yang 
menerapkan banyak lapisan non-linear untuk mengekstraksi dan 
mentransformasi fitur secara supervised atau unsupervised, serta untuk 
menganalisis dan mengenali pola [3]. Beberapa penelitan yang menggunakan  
deep learning untuk mengidentifikasi tanaman belakangan ini juga sudah 
banyak dilakukan, Seperti penelitian untuk mengidentifikasi tanaman 
berdasarkan daunnya yang dilihat dengan mengekstraksi vena, bentuk dan 
tekstur daun [4], [5], kemudian ada penelitian yang berfokus menggunakan 
framework convolutional neural network yaitu VGG16 untuk mengidentifikasi 
tanaman [7] , dan penelitian yang menggunakan CNN dengan mengoptimasi 
parameter transfer learning. Beberapa penelitan tersebut tidak lepas lepas dari 
penggunaan teknik CNN dalam mengekstraksi fitur dari tanaman.  
CNN merupakan salah satu metode dalam deep learning  yang sering 
digunakan untuk menyelesaikan masalah dalam menganalisis dan 
mengklasifikasi gambar karena dianggap efektif dan sering digunakan di 
bidang computer vision dan image recognition [3]–[7]. Beberapa arsitektur 
CNN seperti AlexNet, ZFNet, GoogleLeNet, VGGNet, RestNet, merupakan 
model jaringan yang populer dalam kompetisi ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) karena menjadi arsitektur yang memiliki 
error rate rendah dan akurasi yang tinggi pada setiap kompetisi [8]. Penelitian 
ini berfokus dalam penggunaan salah satu framework tersebut yaitu VGGNet. 
Framework tersebut memiliki dua arsitektur yang saat ini sudah berkembang 
yaitu VGG16 yang memiliki total 16 layer dan VGG19 yang memilikit total 
19 layer. 
Penelitian ini berfokus dalam pengembangan model dan pembuatan 
aplikasi mobile yang berfungsi untuk mengidentifikasi tanaman menggunakan 
framework VGG19. Dataset yang digunakan merupakan 15 jenis tanaman obat 
yang diperoleh dari Merapi Farma Herbal di Yogyakarta, yang merupakan 
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tempat pembuatan dan penjualan jamu dengan racikan tanaman obat. Untuk 
mengoptimasi model yang dibuat, dalam pengembangan model juga 
digunakan transfer learning dan data augmentation untuk meningkatkan 
akurasi dan mencegah terjadinya overfitting dalam proses pelatihan model. 
1.2. Rumusan Masalah 
Setelah melihat latar belakang yang sudah dijabarkan diatas, dapat 
disimpulkan rumusan masalah dalam penelitian ini yaitu sebagai berikut : 
1. Bagaimana membuat model CNN dengan arsitektur VGG19 untuk 
mengidentifikasi spesies tanaman obat. 
2. Bagaimana membangun aplikasi mobile yang mampu mengidentifikasi 
spesies tanaman obat. 
1.3. Batasan Masalah 
Berdasarkan permasalahan diatas, maka penelitian ini akan dibatasi pada hal-
hal sebagai berikut : 
1. Dataset tanaman obat berjumlah 15 spesies yang digunakan diambil 
dari Merapi Farma Herbal Yogyakarta. 
2. Model arsitektur CNN yang digunakan adalah VGG19. 
3. Aplikasi mobile untuk mengidentifikasi spesies tanaman obat yang 
dibangun berbasis android. 
1.4. Tujuan Penelitian 
  Tujuan akhir dari penelitian ini adalah : 
1. Membuat model CNN menggunakan arsitektur VGG19 untuk 
mengidentifikasi spesies tanaman obat. 
2. Membangun aplikasi mobile yang mampu mengidentifikasi spesies 
tanaman obat. 
1.5. Metode Penelitian 
Adapun dalam penelitian ini menggunakan metode penelitian sebagai 
berikut : 
1. Studi Literatur 
Langkah pertama digunakan untuk mencari sumber-sumber yang 
berkaitan dengan CNN dan penerapan model VGG19 dalam penerapan 
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klasifikasi gambar. Langkah ini membantu dalam hal pemahaman 
secara teori maupun penerapan secara langsung dalam berbagai 
penelitian yang sudah dilakukan sebelumnya. Studi literatur diambil 
dari artikel, buku, dan jurnal. 
2. Analisis Algoritma 
Pada langkah ini dilakukan pemahaman mengenai bagaimana alur 
dan proses cara kerja sebuah model dalam proses pengenalan sebuah 
gambar. Pada tahap ini juga memahami semua parameter yang 
digunakan dalam pengembangan model, sehingga dalam penelitian 
dapat mengembangkan model secara optimal.  
3. Perancangan Program 
Pada tahap ini, semua teori, pengetahuan, dan pemahaman 
mengenai model yang digunakan dirancang sesuai dengan kebutuhan 
dan hasil yang ingin dicapai. Perancangan program dimulai dari 
persiapan dataset sampai dengan implementasi dan pengujian dari 
program yang sudah dibuat. 
4. Implementasi  
Implementasi kemudian dilakukan untuk menerapkan hasil 
perancangan program yang sudah dibuat. Implementasi meliputi 
persiapan dataset, data preprocessing, pengembangan dan pelatihan 
model, serta pembuatan aplikasi mobile untuk mengimplementasikan 
model.  
5. Pengujian 
Pengujian dilakukan untuk melakukan, melihat dan mengevaluasi 
hasil pengembangan dan pelatihan model yang sudah dilakukan dalam 
tahap implementasi. Tahap ini melihat hasil akurasi dan keberhasilan 
dari model yang sudah diimplementasikan.  Pengujian dilakukan dua 
bagian yaitu pengujian setelah hasil pengembangan model, dan 
pengujian di dalam aplikasi mobile. 
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6. Penyusunan Laporan 
Hasil dari semua langkah yang sudah dilakukan, kemudian di 
dokumentasikan dalam sebuah laporan dengan format penyusunan 
yang terdiri dari pendahuluan, tinjauan pustaka, landasan teori, dataset 
& pengembangan model, implementasi dan pengujian sistem, dan 
penutup. 
1.6.Sistematika Penulisan  
  Sistematika penulisan laporan ini disusun sebagai berikut : 
BAB I : PENDAHULUAN  
Bab pertama berisi latar belakang, rumusan masalah, batasan 
masalah, tujuan penelitian, metode penelitian, dan sistematika penulisan. 
Pada bab ini menjelaskan mengenai permasalahan yang diangkat, 
penjelasan secara singkat tujuan dan solusi yang digunakan, serta 
metode yang digunakan untuk menyelesaikan permasalahan tersebut. 
BAB II : TINJAUAN PUSTAKA 
Bab kedua berisi tentang penelitian-penelitian sebelumnya yang 
berkaitan dengan teori dan metode yang penulis gunakan. Bab ini 
menjelaskan perbandingan secara rinci mengenai sumber dan jumlah 
dataset, basis algoritma, metode arsitektur jaringan, kegunaan dan hasil 
akurasi.   
BAB III : LANDASAN TEORI 
Bab ketiga berisi teori dan juga metode diterapkan dalam 
penelitian ini. Bab ini menjelaskan mengenai definisi, sejarah, ataupun 
kegunaan serta dampak yang sudah terjadi dalam penerapan teori atau 
metode yang dijabarkan dalam penelitian ini. 
BAB IV : DATASET & PENGEMBANGAN MODEL 
Bab keempat berisi tentang proses penyusunan model 
mengguanakan metode yang sudah dijelaskan di dalam landasan teori. 
Penjelasan mengenai sumber dan pengolahan dataset, pembuatan, 
pelatihan, dan pengujian model ada di bab ini. 
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BAB V : IMPLEMENTASI MODEL DAN PENGUJIAN SISTEM 
Bab kelima berisi tentang bagaimana hasil dari pembuatan model 
yang sudah dibuat ke dalam bentuk implementasi yang sudah bisa 
digunakan secara langsung. Pada bagian ini menjelaskan tahap 
implementasi menggunakan webservice dan pengujian fungsi untuk 
mengenali tanaman obat menggunakan aplikasi mobile. 
 
BAB VI : PENUTUP 
Bab keenam berisi tentang kesimpulan hasil dari penmbuatan 
serta pengujian dari model yang sudah diterapkan dalam aplikasi mobile, 
serta saran untuk penelitian selanjutnya yang berkaitan dengan 
penelitian ini. 
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BAB II 
TINJAUAN PUSTAKA 
Penggunaan CNN pada image recognition sudah banyak digunakan pada 
beberapa penelitian dan juga aplikasi yang membantu manusia dalam 
menyelesaikan berbagai permasalahan.  Berikut ini beberapa penelitian mengenai 
penggunaan CNN pada proses image recognition. 
Abas et al. [7] membuat model CNN menggunakan arsitektur VGG16 
yang ditambah dengan penggunaan transfer learning dan data augmentation 
untuk mengklasifikasikan tanaman berdasarkan bunga dari tanaman tersebut. 
Alasan penggunaan bunga dari tanaman karena tingkat kesulitan bunga untuk di 
klasifikasi lebih kecil dibandingkan dengan daun, batang atau bagian tanaman 
lainnya. Dataset gambar bunga yang digunakan bersifat open source berjumlah 
2800 gambar untuk 4 kelas bunga. Pada penelitian tersebut transfer learning 
digunakan karena sifatnya yang reusable dan dapat melatih deep learning pada 
arsitektur VGG16 yang digunakan, sedangkan data augmentation digunakan 
untuk mencegah terjadinya overfitting. Model yang digunakan menghasilkan skor 
akurasi sebesar 96.25% untuk dataset training, 93.93% untuk dataset validation 
dan testing. 
 Tidak hanya mengklasifikasi spesies tanaman dalam satu gambar, Zhu et 
al. [9] membuat model yang dapat menghasilkan klasifikasi tanaman berdasarkan 
spesies dan juga family dari gambar yang dideteksi, model yang dibuat dinamakan 
dengan two-way attention model. Model dibagi menjadi dua bagian untuk spesies 
dan family, pembagian model dilakukan pada struktur layer fully connected + 
softmax. Dataset yang digunakan dalam penelitian tersebut yaitu Malayakew, ICL, 
Flowers 102 dan CFH plant, yang menghasilkan akurasi dari masing-masing 
dataset mencapai 99.8%, 99.9%, 97.2% dan 79.5%. 
 Penelitian menggunakan CNN juga banyak dilakukan untuk mendeteksi 
jenis penyakit yang ada pada tanaman, Maeda-Gutiérrez et al.[10] membuat model 
untuk mendeteksi penyakit yang ada pada tanaman tomat. Diagnosis yang tepat 
pada penyakit tomat dapat membantu pemilihan perawatan yang tepat bagi 
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tanaman tersebut. Dataset yang digunakan diambil dari PlantVillage dengan 
gambar berjumlah 18,160 tanaman tomat dan 9 jenis penyakit tomat.  5 model 
yang digunakan yaitu AlexNet, GoogleNet, Inception V3, Residual Network 
(RestNet) 18, dan RestNet 50 dibandingkan untuk mengetahui hasil model yang 
lebih baik. Hasil terbaik yang didapatkan menggunakan framework GoogleNet 
dan mendapatkan hasil yang tertinggi dengan akurasi sebesar 99.72 %. 
 CNN dalam pertanian juga digunakan untuk mendeteksi gulma dari 
tanaman, Dyrman, Karstoft, & Midtby [11] membuat model CNN untuk 
mendeteksi gulma agar bisa melakukan pengendalian yang tepat dan efektif serta 
mengurangi herbisida dalam pertanian. Dataset yang digunakan terdiri dari 10,413 
gambar dengan 22 jenis spesies gulma. Pelatihan yang dilakukann berjumlah 18 
epoch dengan akurasi untuk mendeteksi jenis penyakit gulma sebesar 86.2%. 
 
Tabel 2.1. Perbandingan Penelitian Menggunakan CNN  
Item 
Pembanding 
[7] [9] [10] [11] Lana (2020) *) 
Sumber 
Dataset 
Dataset 
bunga 
(open 
source) 
Malayakew, 
ICL, Flowers 
102 dan CFH 
plant 
PlantVillage Dari 6 
penelitian 
terdahulu dan 
berkaitan 
Merapi Farma 
Herbal 
Yogyakarta 
Jumlah 
Dataset dan 
Kelas 
2800 dan 
4 kelas 
42,676 dan 
473 kelas 
(total dari 4 
dataset) 
18,160 dan 
9 kelas 
10,413 dan 
22 kelas 
938 dan 15 
kelas 
 
 
Basis 
Algoritma 
CNN CNN CNN CNN CNN 
Model 
Arsitektur 
Jaringan 
VGG16 Two Way- 
Attentiion 
model 
(Customized) 
AlexNet, 
GoogleNet, 
Inception 
V3,  
Model dibuat 
dari awal 
(scratch) 
 
VGG19 
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Item 
Pembanding 
[7] [9] [10] [11] Lana (2020) *) 
ResNet 18  
& 50 
 
Kegunaan Mendetek
si jenis 
bunga 
Mendeteksi 
jenis bunga 
Mendeteksi 
penyakit 
pada tomat 
Mendeteksi 
gulma 
Mengidentifika
si tanaman obat 
Hasil 
Akurasi 
93.93 % 99.8%, 
99.9%, 
97.2% dan 
79.5%. 
(untuk 
masing-
masing 
dataset) 
99.72 % 
(GoogleNet) 
86.2 % 99,04% untuk 
training dan 
97,52% untuk 
validation 
(hasil dari 
eksperimen 
terbaik) 
 
*) Penelitian yang dilakukan 
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BAB VI. 
PENUTUP 
6.1. Kesimpulan 
Pembuatan model menggunakan framework VGG19 memberikan hasil 
yang baik dengan menghasilkan akurasi sebesar 99,04% untuk training dan 
97,52% untuk validation, model ini menggunakan total 938 gambar sebagai 
dataset yang digunakan untuk melatih model tersebut. Model yang digunakan 
merupakan model terbaik (eksperimen 3) setelah melakukan 5-Fold Cross 
Validation untuk menemukan model yang memiliki tingkat akurasi tertinggi 
dan overfitting terendah dari 5 eksperimen yang dilakukan. Hasil pengujian 
menggunakan 58 dataset test memberikan hasil 55 gambar dengan prediksi 
yang sesuai, dan 3 gambar dengan prediksi yang salah. Model juga 
diimplementasikan dalam aplikasi yang menggunakan webservice untuk 
memprediksi gambar dari kamera atau gambar yang disimpan di dalam 
handphone user. Total terdapat 15 spesies tanaman obat yang bisa di deteksi 
menggunakan aplikasi mobile yang sudah dikembangkan. 
6.2. Saran 
Terdapat beberapa hal yang bisa dilakukan untuk mengembangkan model 
menjadi lebih baik lagi, berikut adalah saran yang bisa dilakukan agar 
penelitian ini bisa dikembangkan : 
1. Melakukan freeze untuk setengah dari bagian  convolutional base 
(beberapa blok convolutional) agar setengah bagian dari convolutional 
base bisa dilatih dengan weight yang belum diinisialisasi. Tujuannya 
agar memberikan variasi hasil akurasi yang berbeda (bisa lebih baik 
bisa juga tidak). 
2. Menggunakan dataset dan data augmentation yang lebih banyak lagi, 
sehingga jumlah gambar yang dihasilkan lebih banyak, agar tingkat 
presisi model dalam memprediksi gambar lebih akurat. 
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