The aim of this paper is investigating the existence of one or more critical points of a family of functionals which generalizes the model problem
where Ω is an open bounded domain in R N , 1 < p < N , A : Ω × R × R N → R, respectivelȳ A : Ω × R → R, and G : Ω × R → R are given functions.
We note that, even in the simplest case A(x, u, ∇u) = 1 pĀ (x, t)|∇u| p and G(x, t) ≡ 0, with A(x, t) smooth, bounded away from zero but ∂Ā ∂t (x, t) ≡ 0, the functionalJ is defined in W 1,p 0 (Ω) but is Gâteaux differentiable only along directions of W 1,p 0 (Ω) ∩ L ∞ (Ω). In the past, such a problem has been overcome by introducing suitable definitions of critical point for J and related existence results have been stated (see, e.g., [2, 3, 11, 15] ). Here, as in [7] , suitable assumptions assure that the functional J is C 1 in X = W We note that, from a physical point of view, problem (1.2) is interesting for its applications. For example, if Ω = R N and A(x, u, ∇u) = (1 + |u| 2 )|∇u| 2 , model equations of (1.2) appear in Mathematical Physics and describe several physical phenomena in the theory of superfluid film and in dissipative quantum mechanics (for more details, see [14] and references therein).
In order to find solutions of (1.2), i.e. critical points of J in X, we cannot apply directly existence and multiplicity results similar to the classical Ambrosetti-Rabinowitz theorems (see [1, 5] ). Indeed, our functional J does not satisfy the Palais-Smale condition in X as it has PalaisSmale sequences which converge in W In [7] the existence of critical points of the functional J , i.e. solutions of (1.2), has been already proved if p > 1, A(x, t, ξ) satisfies suitable assumptions and G(x, t) has a p-superlinear growth which has to be subcritical if p < N . Anyway, even if the dependence from t of the principal part A(x, t, ξ) makes the variational approach more difficult, it can allow the nonlinear term G(x, t) to be supercritical. In fact, the aim of this paper is to extend the main statements in [7] to a function G(x, t) with critical or supercritical growth if 1 < p < N : roughly speaking, we prove that the more A(x, t, ξ) is unbounded and grows with respect to t, the more G(x, t) can have a supercritical growth.
Since our main theorems need a list of hypotheses, we give their complete statements in Section 4 (see Theorems 4.1 and 4.3), anyway, here, in order to highlight how our approach improves previous results, we consider the particular setting
and g(x, t) = |t| µ−2 t with 1 < p < N , s ≥ 0, µ ≥ 1, so that problem (1.2) reduces to
If s = 0, then problem (1.4) has been widely studied (see, e.g., [16] and references therein). On the contrary, if s > 0 we obtain the following result.
∞ (Ω) be two given functions such that
for a constant α 0 > 0. Assume that
where p * is the critical exponent. Then, problem (1.4) has infinitely many weak bounded solutions.
To our knowledge, there are very few results dealing with quasilinear supercritical problems. Usually, they make use of a suitable change of variables which reduces the supercritical problem to a subcritical one (see, e.g., [14] ). Unluckily, such an approach works only if A(x, t, ξ) has a very particular form, and so, for example, it is not allowed also in the simplest case A 2 (x) = 1 but A 1 (x) not constant. Different arguments can be found in [4] where, by using a sequence of truncated functionals, the authors prove that problem (1.4) with, e.g., p = 2, has at least one positive solution if (1.6) and the further condition 2(s + 1) < 2 * hold, which imply N < 6 (see [4, Theorem 2.1]). Differently from [4] , here we use variational methods which exploit the interaction between two different norms and we do not require this additional restriction (see also [10] where, in the same setting of Theorem 1.1, the existence of at least one positive solution of problem (1.4) is proved). This paper is organized as follows. In Section 2 we introduce the weak Cerami-Palais-Smale condition and prove some related abstract existence and multiplicity results which generalize the Mountain Pass Theorem (see [17, Theorem 2.2] ) and its symmetric version (see [17, Theorem 9.12] ). In Section 3, after introducing the hypotheses for A(x, t, ξ) and G(x, t), we give the variational formulation of our problem and prove that J satisfies the weak Cerami-Palais-Smale condition. Finally, in Section 4 the main results are stated and proved.
Abstract setting
We denote N = {1, 2, . . . } and, throughout this section, we assume that:
• (W, · W ) is a Banach space such that X ֒→ W continuously, i.e. X ⊂ W and a constant σ 0 > 0 exists such that u W ≤ σ 0 u X for all u ∈ X, (2.1)
Furthermore, fixing β ∈ R, we define
• K β J = {u ∈ X : J(u) = β, dJ(u) = 0} the set of the critical points of J in X at level β, • J β = {u ∈ X : J(u) ≤ β} the sublevel of J with respect to β, and, taking r > 0, by pointing out the two different norms · W and · X , we set
Anyway, in order to avoid any ambiguity and simplify, when possible, the notation, from now on by X we denote the space equipped with its given norm · X while, if a different norm is involved, we write it explicitly.
For simplicity, taking β ∈ R, we say that a sequence (u n ) n ⊂ X is a Cerami-Palais-Smale sequence at level β, briefly (CP S) β -sequence, if
Moreover, β is a Cerami-Palais-Smale level, briefly (CP S)-level, if there exists a (CP S) β -sequence. As (CP S) β -sequences may exist which are unbounded in · X but converge with respect to · W , we have to weaken the classical Cerami-Palais-Smale condition in a suitable way according to the ideas already developed in previous papers (see, e.g., [6, 7, 8] ). Definition 2.1. The functional J satisfies the weak Cerami-Palais-Smale condition at level β (β ∈ R), briefly (wCP S) β condition, if for every (CP S) β -sequence (u n ) n , a point u ∈ X exists, such that
If J satisfies the (wCP S) β condition at each level β ∈ I, I real interval, we say that J satisfies the (wCP S) condition in I.
Since in [8] a Deformation Lemma has been proved if the functional J satisfies a weaker version of the (wCP S) β condition, namely any (CP S)-level is also a critical level, in particular we can state the following result. Lemma 2.2 (Deformation Lemma). Let J ∈ C 1 (X, R) and consider β ∈ R such that
• J satisfies the (wCP S) β condition,
Then, fixing anyε > 0, there exist a constant ε > 0 and a homeomorphism ψ : X → X such that 2ε <ε and
Moreover, if J is even on X, then ψ can be chosen odd.
Proof. It is enough to reason as in [8, Lemma 2.3] with β 1 = β 2 = β and to note that the deformation ψ : X → X is a homeomorphism.
From Lemma 2. Theorem 2.3. Let J ∈ C 1 (X, R) be such that J(0) = 0 and the (wCP S) condition holds in R + . Moreover, assume that there exist a continuous map ℓ : X → R, some constants r 0 , ̺ 0 > 0, and e ∈ X such that
Then, J has a Mountain Pass critical point
Furthermore, with the stronger assumption that J is symmetric, the following generalization of the symmetric Mountain Pass Theorem can be stated (see [ Theorem 2.4. Let J ∈ C 1 (X, R) be an even functional such that J(0) = 0 and the (wCP S) condition holds in R + . Moreover, assume that ̺ > 0 exists so that:
(H ̺ ) three closed subsets V ̺ , Z ̺ and M ̺ of X and a constant R ̺ > 0 exist which satisfy the following conditions:
(i) V ̺ and Z ̺ are subspaces of X such that
(ii) M ̺ = ∂N , where N ⊂ X is a neighborhood of the origin which is symmetric and bounded with respect to
Then, if we put
the functional J possesses at least a pair of symmetric critical points in X with corresponding critical level β ̺ which belongs to [̺,
Remark 2.5. Since in Theorem 2.4 the vector space V ̺ is finite dimensional, then condition (H ̺ )(iv) implies that sup u∈V̺ J(u) < +∞, furthermore it still holds if we replace · X with · W .
If we can apply infinitely many times Theorem 2.4, then the following multiplicity abstract result can be stated. Corollary 2.6. Let J ∈ C 1 (X, R) be an even functional such that J(0) = 0, the (wCP S) condition holds in R + and assumption (H ̺ ) holds for all ̺ > 0. Then, the functional J possesses a sequence of critical points (u n ) n ⊂ X such that J(u n ) ր +∞ as n ր +∞.
The proof of Theorem 2.4 is obtained reasoning as in [8, Theorem 1.8] by using Lemma 2.2 and the following result.
Lemma 2.7 (Intersection Lemma). Let V , Z and M be closed subsets of X which satisfy conditions (i) and (ii) in Theorem 2.4. Fixing R > 0 and defining
Proof. Fixing any γ ∈ Γ R , for simplicity we denote
It is enough to prove that
where i 2 (·) is the Krasnoselskii genus (see, e.g., [18, Section II.5]). In order to prove (2.2), firstly let us point out that hypotheses (i) and (ii) imply that Q is symmetric with respect to the origin but 0 ∈ Q. Moreover, Q is compact in X. In fact, we have
, as closed and bounded in the finite dimensional space V (since M is bounded in · W but in V the norms · X and · W are equivalent). Then, by the continuity, monotonicity and subadditivity properties of the genus, an open neighborhood U of Q in X exists such that
Now, denoting by V * the complement of Z, from hypothesis (i) it follows that V * ⊂ V ; furthermore, it has to be γ(
On the other hand, since γ is an odd homeomorphism on X, assumption (ii) implies that the set
is the boundary of a bounded symmetric neighborhood of the origin in V . Then, from [18, Proposition 5.2] we have
which, together with (2.3) and (2.4), implies (2.2).
Variational setting and first properties
From now on, let Ω ⊂ R N be an open bounded domain, N ≥ 2, so we denote by:
• L q (Ω) the Lebesgue space with norm |u| q = Ω |u| q dx 1/q if 1 ≤ q < +∞;
• L ∞ (Ω) the space of Lebesgue-measurable and essentially bounded functions u : Ω → R with norm |u| ∞ = ess sup Ω |u|;
• W From now on, let A : Ω × R × R N → R and g : Ω × R → R be such that, considering the notation in (1.3), the following conditions hold:
(H 1 ) a real number p > 1 and some positive continuous functions Φ i , φ i : R → R, i ∈ {1, 2}, exist such that
a.e. in Ω, for all (t, ξ) ∈ R × R N ;
(G 0 ) g(x, t) is a Carathéodory function, i.e., g(·, t) : x ∈ Ω → g(x, t) ∈ R is measurable for all t ∈ R; g(x, ·) : t ∈ R → g(x, t) ∈ R is continuous for a.e. x ∈ Ω;
(G 1 ) a 1 , a 2 > 0 and q ≥ 1 exist such that
a.e. in Ω, for all t ∈ R.
Remark 3.1. From (G 1 ) it follows that there exist a 3 , a 4 > 0 such that
We note that, unlike assumption (G 1 ) in [7] , no upper bound on q is actually required.
In order to investigate the existence of weak solutions of the nonlinear problem (1.2), the notation introduced for the abstract setting at the beginning of Section 2 is referred to our problem with W = W 1,p 0 (Ω) and the Banach space (X, · X ) defined as
(here and in the following, | · | denotes the standard norm on any Euclidean space as the dimension of the considered vector is clear and no ambiguity arises).
Moreover, from the Sobolev Embedding Theorem, for any r Now, we consider the functional J : X → R defined as
Taking any u, v ∈ X, by direct computations it follows that its Gâteaux differential in u along the direction v is
The following proposition extends [7, Proposition 3.1] in which the regularity of J is stated only if G(x, t) has a subcritical growth. 
If (u n ) n ⊂ X, u ∈ X are such that
and M > 0 exists so that |u n | ∞ ≤ M for all n ∈ N, (3.7)
Hence, J is a C 1 functional on X with Fréchet differential defined as in (3.4).
Proof. As in the first part of the proof of [7, Proposition 3.1], from assumptions (H 0 )-(H 1 ) and (3.5) the functional
On the other hand, from (G 0 ) and (3.6) it follows that G(x, u n ) → G(x, u) and g(x, u n ) → g(x, u) a.e. in Ω, then (G 1 ), (3.1), (3.7) and Lebesgue's Dominated Convergence Theorem imply that also the functional
Then, the conclusion follows.
In order to prove more properties of the functional J in (3.3), we require that some constants α i > 0, i ∈ {1, 2, 3}, η j > 0, j ∈ {1, 2}, and s ≥ 0, µ > p, R 0 ≥ 1, exist such that the following hypotheses are satisfied:
in Ω, for all t ∈ R;
(G 2 ) g(x, t) satisfies the Ambrosetti-Rabinowitz condition, i.e. 0 < µG(x, t) ≤ g(x, t)t for a.e. x ∈ Ω if |t| ≥ R 0 .
Remark 3.3. If in (H 5 ) we take t = 0 and |ξ| ≥ R 0 , we deduce that α 2 ≤ 1. Moreover, from hypotheses (H 5 ) and (H 6 ) it follows that
hence, if also (H 4 ) holds, for a.e. x ∈ Ω we have that
Thus, from (3.9) and (H 3 ), for a.e. x ∈ Ω we obtain that
for a suitable η 3 > 0.
Remark 3.4. From (H 1 )-(H 6 ), since (3.9) is verified, then
a.e. in Ω, for all (t, ξ) ∈ R × R N . Whence, the growth condition (3.5) holds and Proposition 3.2 applies.
Remark 3.5. With respect to estimate (3.11), more precise growth conditions on A(x, t, ξ) can be deduced. In fact, taken |(t, ξ)| ≥ R 0 , hypotheses (H 2 ) and (H 6 ) imply µA(x, t, ξ) ≥ 1 + α 3 η 1 A(x, t, ξ) + A t (x, t, ξ)t a.e. in Ω.
Hence, we have
where, without loss of generality, just taking η 1 large enough, we can always have
Thus, by means of (3.11), (3.9) and (3.12), direct calculations allow one to prove the existence of a constant η 4 > 0 so that At last, (H 4 ) and (3.14) imply that
We note that, if 0 ≤ s < µ p , (3.16) then, without loss of generality, we can always choose η 1 in (H 2 ) large enough so that (3.15) holds.
Remark 3.6. In the model case A(x, t, ξ) = 1 pĀ (x, t)|ξ| p conditions (H 2 ) and (H 7 ) are trivially verified, so the set of assumptions reduce to the following one:
a.e. in Ω, for all t ∈ R;
In particular, if we considerĀ(x, t) = A 1 (x) + A 2 (x)|t| ps as in (1.4), the previous hypotheses hold if A 1 , A 2 ∈ L ∞ (Ω) are such that (1.5) is satisfied and
Remark 3.7. Conditions (G 0 ) and (G 2 ) imply that a function η ∈ L ∞ (Ω), η(x) > 0 a.e. in Ω, and a constant a 5 ≥ 0 exist such that
Hence, if also (G 1 ) holds, from (3.1), (3.16) and (3.18) it follows ps < µ ≤ q.
If the assumptions in this section hold with s = 0 in (H 4 ) and q < p * in (G 1 ), from [7, Proposition 4.6] it follows that the functional J in (3.3) satisfies the (wCP S) condition in R. Here, in order to extend such a result to the case s > 0, and then considering G(x, t) with a critical or supercritical growth, we need the following application of the Rellich Embedding Theorem.
Lemma 3.8. Taking 1 < p < N and s ≥ 0, let (u n ) n ⊂ X be a sequence such that
, too, and, up to subsequences, if n → +∞ we have
Proof. Firstly, we note that
then from (3.19) the sequences (u n ) n and (|u n | s u n ) n are bounded in W 
Now, we recall a particular version of [12, Theorem II.5.1] which we will use for proving the boundedness of the weak limit of a (CP S)-sequence (see [7, Lemma 4.5 
]).
Lemma 3.9. Let p, r be so that 1 < p ≤ r < p * , p < N and take v ∈ W 1,p 0 (Ω). Assume thatā > 0 and k 0 ∈ N exist such that the inequality
v is bounded from above by a positive constant which can be chosen so that it depends only on |Ω|, N , p, r,ā, k 0 , |v| p * . Now, we are ready to prove that J satisfies the weak Cerami-Palais-Smale condition in X. If 1 < p < N , this new result extends [7, Proposition 4.6] where the exponent q in (G 1 ) is subcritical, i.e., q < p * . On the contrary, here we assume the weaker condition
Hence, without loss of generality, we can always assume q large enough such that
and (3.25) hold with 1 < p < N . Then, the functional J satisfies the (wCP S) condition in R.
Proof. Let β ∈ R be fixed and consider a (CP S) β -sequence (u n ) n ⊂ X, i.e.,
We divide our proof in the following steps: 
where T k : R → R is the truncation function defined as
5. J (u) = β and dJ (u) = 0.
For simplicity, here and in the following we will use the notation (ε n ) n for any infinitesimal sequence depending only on (u n ) n while d i will denote any strictly positive constant independent of n.
Step 
which implies (3.19).
Step 2. Arguing by contradiction, let us assume that ess sup Ω u = +∞; (3.28) thus, taking any k ∈ N, k > R 0 (R 0 ≥ 1 as in the hypotheses), we have that
Now, for anyk > 0 consider the new function R
then, the weak lower semicontinuity of
as |t| s t > k s+1 ⇐⇒ t > k, with Ω + n,k = {x ∈ Ω : u n (x) > k}. On the other hand, from R + k u n X ≤ u n X , (3.27) and (3.29) it follows that n k ∈ N exists so that
From (3.4), (H 5 ) with α 2 ≤ 1 (see Remark 3.3), (H 4 ), (3.24), we have that
Thus, from (3.31) it follows that
Now, from (G 1 ), (3.23) and (3.25) it results
hence, by passing to the lower limit, (3.30) implies
Therefore, as in Ω + k it is u > 1, from (G 1 ) and direct computations it follows that
Then, from (3.26) Lemma 3.9 applies and ess sup Ω v < +∞ in contradiction to (3.28). Similar arguments apply if ess sup
Step 3. The proof can be obtained reasoning as in the proof of Step 3 in [7, Proposition 4.6] but using (3.23) and (3.25) instead of [7, (4.15) ].
Steps 4, 5. The proofs are as in the corresponding steps of the proof of [7, Proposition 4.6] .
At last, in order to prove a multiplicity result, we introduce a suitable decomposition of X. If p = 2, we deal with the Hilbert space H 1 0 (Ω) so the classical choice is to consider the sequence of the eigenvalues of −∆ on Ω, with homogeneous Dirichlet data, and their (bounded) eigenfunctions, so that, for each n ≥ 1, the Banach space X can be decomposed into the closed subspace spanned by the first n of such eigenfunctions and the corresponding complement (for the model problem in this case, see [6] ).
More in general, if p > 1 and p = 2, W 1,p 0 (Ω) is just a reflexive Banach space and a "canonical" decomposition is not known. Anyway, as in [7, Section 5] , a sequence of positive numbers (λ j ) j exists such that
• 0 < λ 1 < λ 2 ≤ · · · ≤ λ j ≤ . . . and λ j ր +∞ as j → +∞;
• for each j ∈ N a function ϕ j ∈ W 1,p 0 (Ω) exists such that |ϕ j | p = 1, ϕ j W = λ j and ϕ i = ϕ j if i = j;
and ϕ 1 ∈ W 1,p 0 (Ω) is the unique corresponding eigenfunction such that ϕ 1 > 0, |ϕ 1 | p = 1 and ϕ 1 W = λ 1 (see, e.g., [13] );
• the sequence (ϕ j ) j generates the whole space W 1,p 0 (Ω). Moreover, fixing any n ∈ N and defining 
Existence and multiplicity results
Finally, we can state our main theorems. for all u ∈ X.
Whence, from (3.26) some strictly positive constants r 0 , ̺ 0 > 0 can be chosen so that J (u) ≥ ̺ 0 if ℓ W,s (u) = r 0 . On the other hand, taking any v * ∈ X \ {0}, by Proposition 4.6 with V = span{v * } and the equivalence of · X and · W in V , an element e ∈ V exists such that e W > r 0 and J (e) ≤ 0. Whence, as without loss of generality we can assume Ω A(x, 0, 0)dx = 0, it is J (0) = 0, so Proposition 3.10 and Theorem 2.3 imply that J has at least a nontrivial critical point.
Proof of Theorem 4.3. For simplicity, if r > 0 we set M r = {u ∈ X : ℓ W,s (u) = r}.
We note that M r is the boundary of a neighborhood of the origin which is symmetric and bounded with respect to · W . Then, fixing any ̺ > 0, from Proposition 4.5 an integer n ∈ N and a constant r n > 0 exist such that (4.2) holds, i.e.
u ∈ M rn ∩ W X n =⇒ J (u) ≥ ̺.
Now, taking any m > n, from (3.36) the m-dimensional space V m is such that codim W X n < dim V m ; thus, Proposition 4.6 and the previous remarks imply that assumption (H ̺ ) in Theorem 2.4 holds. At last, without loss of generality we can assume Ω A(x, 0, 0)dx = 0, then J (0) = 0 and for the arbitrariness of ̺ > 0 and Proposition 3.10 we have that Corollary 2.6 applies.
Proof of Theorem 1.1. The proof follows from Theorem 4.3 and Remark 1.6 with g(x, t) = |t| µ−2 t and so q = µ.
