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Abstract Certain Markov processes, or deterministic evolution equations, have
the property that they are dual to a stochastic process that exhibits extinction
versus unbounded growth, i.e., the total mass in such a process either becomes
zero, or grows without bounds as time tends to infinity. If this is the case,
then this phenomenon can often be used to determine the invariant measures,
or fixed points, of the process originally under consideration, and to study
convergence to equilibrium. This principle, which has been known since early
work on multitype branching processes, is here demonstrated on three new
examples with applications in the theory of interacting particle systems.
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Chapter 1
Introduction
1.1 Interacting particle systems
This habilitation thesis treats three subjects from probability theory, and more precisely, from
the field of interacting particle systems. The binding element is a common technique used to
study these subjects, which gives the title to this thesis, which finds its origin in multitype
branching theory, and which is applied here both to branching processes and to processes
which do not have the branching property, but still are in some ways similar to branching
processes, although in other aspects of their behavior they are completely different. In this
introductory section, we zoom out a bit more than is usual in a research paper, and take a
look at the whole area of probability theory, and the fields of interacting particle systems and
branching theory in particular, to see how they arose historically and how they are related.
Probability theory established itself as a mathematical discipline relatively late in history.
Its origins are often traced back to an exchange of letters between Pascal and Fermat in the
mid-17th century [Apo69], although some mention Cardano, one century earlier. The theory
was not put on a firm axiomatic basis until the monograph by Kolmogorov in 1933 [Kol33],
who based it on abstract measure theory, which had been developed in the preceding decades
following the work of Lebesgue at the turn of the century. Because of these foundations, some
authors claim that probability theory is a subfield of measure theory. Although there are
measures all over the place, this is probably as justified as saying that algebra is a subfield of
linear algebra.
When one tries to look for reasons why probability theory rose so late (why, for example,
did the Greeks show no interest?), one is reminded of Einstein’s remark ‘Gott wu¨rfelt nicht’
(God doesn’t gamble). Even today, many people, including some mathematicians, associate
mathematics primarely with beautiful structures that are entirely fixed, like a Penrose tiling,
while an infinite random structure of the type that occurs in percolation theory evokes a
certain disdain: ‘Why, that can be anything!’. Actually, it can’t.
The reason is that once random structures get large, many events tend to get extremely
improbable, until in the limit, for infinite systems, their probability is actually zero. The
example that everybody knows are the laws of large numbers, which pertain to sums of
independent identically distributed random variables. Closely related to this is the central
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limit theorem, which describes exactly how much randomness is left in the limit, and what
the limit distribution is. Once a colleague asked what I was just working on. After hearing
my explanation, his reaction was: so you are trying to prove a sort of central limit theorem?
The answer is both yes and no.
Indeed, most of probability theory seems to be occupied with proving that certain things
are certain in the limit that the system size, or time, or both tend to infinity, and that
other things have a limit law.1 Yet, the methods needed to prove these limit statements are in
general completely different from those used in the case of independent random variables. The
independent case being well-understood, probabilists nowadays investigate systems of highly
dependent components. And while there is just one way in which things can be independent,
there are many ways in which things can depend on each other.
Seen from this point of view, the “theory of interacting particle systems” sounds like the
natural culmination point of all of probability theory. That is not quite true. In fact, the
classical book by Liggett called ‘Interacting Particle Systems’ [Lig85] was translated into Rus-
sian as ‘Markovskije Processy s Lokalnym Vzaimodejstvijem’ (Markov Processes with Local
Interaction), which captures the subject more precisely. Interacting particle systems are al-
ways situated in space, which is often Zd, sometimes Rd, and sometimes another discrete or
continuous structure that is in some way translation invariant. At each point in this space,
there is some local Markov process going on, that is inherently random, and interacts with
the Markov processes surrounding it. Although this interaction is only local, in the long run
information can spread arbitrarily far, and therefore it is the long-time behavior of the process
that is usually of interest.
This description of interacting particle systems excludes many other dependent systems,
such as random walks in random environment, self-enforced and self-avoiding random walks,
cellular automata and other deterministic evolutions, randommatrices, and percolation theory,
although many of these topics have close links with interacting particle systems. It also
excludes, unrighteously, interacting particle systems in quantum probability. And, finally,
it excludes other active areas of probabilistic research, such as abstract theory of Markov
processes and semigroups, stochastic evolution equations, stochastic analysis, and more.
The origin of the field of interacting particle systems lies in 19-th century physics, when
scientists like Bolzmann, Van der Waals, and others started to look for the molecular basis
of thermodynamics. Thus, the original motivation was to study particles moving around
in R3 according to the deterministic rules of classical Hamiltonian dynamics, or, later, its
quantummechanical counterpart, which in a sense is both deterministic and inherently random.
The mathematical problems arising from continuous space and deterministic motion being too
difficult, people turned to models on lattices, that moreover have a local source of randomness.
This class of models is still extremely rich, and apart from their original physical motivation,
it was found that models of this type can be used to model many other interesting phenomena
in a variety of applications in, for example, biology, sociology, and random network theory. Of
the four classical models from [Lig85], namely the Ising model, voter model, contact process,
1I have to add a caveat here for statisticians, who are sometimes treated as probabilists, and sometimes as
a species of their own, who from a practical point of view also have a lively interest in small samples, and,
generally speaking, seem to be more interested in doing things and managing things, while the probabilist sensu
strictu just sits down and tries to understand.
1.1. INTERACTING PARTICLE SYSTEMS 9
and exclusion process, only the first and last have a clear physical motivation.
As a mathematical discipline, the field of interacting particle systems started around 1970.
Again, compared to other branches of mathematics, this is very recent. This time, the reasons
lie probably not only in a lack of interest (after all, the physical problems had been around for a
century by that time) but also in the inherent difficulty of the subject. Certain special results
date back further, to the mid 40ies; this includes work on multitype branching processes,
percolation, and the famous Onsager solution of the 2-dimensional equilibrium Ising model.
Gradually, people had to get used to the fact that interacting particle systems rarely allow for
explicit solutions, and that very little can be said about them in general. Rather, even the
simplest-looking among them required the development of new tools suited exactly for them,
and many naive questions remained open for many years.
The systems of interest (interacting particle systems) and the main questions (limit laws
for large system sizes and large times) being defined now, we can focus on some more specific
topics. The first topic we would like to mention, which motivates much of the work done in
the field, is that of phase transitions. Originally referring to the phenomenon that certain
substances (as a general rule with exceptions: pure chemical substances) can either be in a
gaseous, fluid, or solid phase, and change abruptly between these phases as the temperature
or pressure pass a certain point, the concept has subsequently been generalized to include
more phases (e.g. graphite versus diamond) and then to describe the general phenomenon
that many-particle systems may drastically change their behavior when certain parameters
pass certain tresholds, called critical points.
Phase transitions are a central topic for a number of reasons. First of all, since finite
systems running for a finite time generally depend continuously on their parameters, mathe-
matically ideal phase transitions occur only in the limit that the system size, and time, are
sent to infinity, and therefore are the typical sort of phenomenon that justifies the study of
large or infinite systems. Second, detailed information about them is often hard to get, since
they are out of reach of most expansion techniques that tell us something about very high or
low values of our parameters. In other words, phase transitions are difficult, and therefore
prestigious. The third and most important reason is probably the belief, supported by nonrig-
orous theory developed by theoretical physicists, that phase transitions are highly universal.
Thus, different interacting particle systems may have the ‘same’ phase transition. Although
the exact parameter values where this phase transition takes place may differ from one model
to the other, zooming in on these phase transitions, and at the same time zooming out in
space (and time, if we are not in equilibrium) should always yield roughly the same picture.
This can for example be seen from the critical exponents of these phase transitions, which
describe how certain quantities behave according to a certain power law as the critical point
is approached. The classical paper in physics on this topic is [WK74].
Trying to prove results about critical phenonema that take place at, or in the immediate
vicinity of the critical points, in particular, the calculation of critical exponents, has been
a big aim behind much work done on interacting particle systems. Progress has been slow.
In a number of cases, expansion techniques, such as the lace expansion, have been used to
show that certain systems have ‘trivial’ exponents, that are the same as those for other,
noninteracting systems. Recently, important progress has been made on critical exponents for
two-dimensional systems having conformally invariant scaling limits. The key object in this
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work is the Stochastic Loewner Equation [Law05]. Apart from these two cases (the ‘trivial’
critical exponents and those from conformal field theory) there is still little process.
Where, in all of this, is the present habilitation thesis situated? No critical exponents will
be calculated in what follows, but we will see critical phenomena, and even some universality.
In any case, there will be phase transitions around, and we will prove limit laws as time and
system size are sent to infinity. A repeating theme in the proofs will be the exploitation of the
simple observation that in certain particle systems, the number of particles either becomes
zero, or tends to infinity. As far as I am aware off, this idea was first used in multitype
branching theory.
The theory of branching processes started with a paper by Galton and Watson in 1874
[WG74], who studied the problem of the extinction of noble names. The problem drew new
interest with the rise of probability theory in the 30-ies and with the study of nuclear chain
reactions, which led to the study of multitype processes. It was only in the mid-70-ies, when
people started to consider Zd as the space of types, that the first branching processes were
studied that might truly be called interacting particle systems. Even as such, they hardly
deserve the name, since they consist of particles independently hopping around on a lattice,
that moreover independently of each other split into more particles or die. The only way in
which dependencies arise, which make the model interesting, is through the fact that certain
‘families’ of particles all descend from one and the same ‘ancestor’. Basic questions about
their ergodic behavior were solved by Kallenberg [Kal77] using his famous ‘backward tree
technique’. We will use this technique in Section 2.9.2. It is moreover closely linked to the
work in Chapter 4 of this thesis. The main technique that unites all chapters, however, is the
use of ‘extinction versus unbounded growth’, as will be explained in the next section.
1.2 Extinction versus unbounded growth
Certain Markov processes, or deterministic evolution equations, have the property that they
are dual to a stochastic process that exhibits extinction versus unbounded growth, i.e., the
total mass in such a process either becomes zero, or grows without bounds as time tends
to infinity. If this is the case, then this phenomenon can often be used to determine the
invariant measures, or fixed points, of the process originally under consideration, and to study
convergence to equilibrium. In this section, we demonstrate this principle, in the historicaly
correct order, first on multitype branching processes, and then on the contact process.
1.2.1 Extinction versus unbounded growth in branching theory
Consider a collection of particles of n different types. Assume that each particle of type
i ∈ {1, . . . , n} gives with birth rate bij birth to a particle of type j ∈ {1, . . . , n}, and dies with
death rate di. We will assume that bij > 0 and di > 0 for all i, j. Let Yt(i) denote the number
of particles of type i at time t ≥ 0. Then Y = (Yt)t≥0 is a Markov process in Nn, which in the
usual terminology is called a continuous-time multitype binary branching process. We write
P y for the law of Y started in Y0 = y and denote expectation with respect to P
y by Ey. It is
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well-known that
Ey
[ n∏
i=1
(1− u0(i))Yt(i)
]
=
n∏
i=1
(1− ut(i))y(i) (t ≥ 0), (1.2.1)
whenever ut = (ut(1), . . . , ut(n)) is a [0, 1]
n-valued solution to the system of differential equa-
tions
∂
∂tut(i) =
n∑
j=1
bijut(j)(1 − ut(i)) − diut(i) (t ≥ 0, i ∈ {1, . . . , n}). (1.2.2)
The map that gives (1− ut) as a function of (1− u0) and t is what is classically known as the
generating function of the branching process Y (at time t). We prefer to work with ut (and
not 1− ut) since this will simplify formulas later on.
Formula (1.2.1) has a useful interpretation in terms of thinning. By definition, a thinning of
a particle configuration y ∈ Nn with a vector v ∈ [0, 1]n is the random particle configuration
obtained from y in the following manner. Independently for each particle, we decide with
probability v(i) (depending on the type i of the particle) whether we will keep it; with the
remaining probability 1−v(i) we throw this particle away. If we denote the thinned collection
of particles resulting from this procedure by Thinv(y), then the left-hand side of (1.2.1) is just
the probability that the configuration Thinut(Yt) contains no particles. Since the right-hand
side of (1.2.1) has a similar interpretation, we may rewrite (1.2.1) as
P y[Thinu0(Yt) = 0] = P [Thinut(y) = 0] (t ≥ 0). (1.2.3)
The relation (1.2.1), or its rewrite (1.2.3), are an example of a duality relation, where the dual
of the Markov process Y is in this case the deterministic process u.
Using this duality relation, we can deduce information about Y from u, and vice versa.
To demonstrate this, we will show how the fact that the process Y exhibits extinction versus
unbounded growth gives information about the fixed points of the n-dimensional differential
equation (1.2.2).
It is not hard to see that
∂
∂tE[Yt(i)] =
n∑
j=1
MjiE[Yt(j)] (t ≥ 0), (1.2.4)
whereMji = bji−δijdi (i, j = 1, . . . , n). Since by adding a constant multiple of the identity, we
can make M into a matrix with strictly positive entries, it follows from the Perron-Frobenius
theorem that M has a maximal eigenvalue, say λ, that corresponds to a positive right and left
eigenvector, which are the only nonnegative eigenvectors. If λ < 0, we say that the branching
process Y is subcritical, if λ = 0 we say that it is critical, and if λ > 0 we say that it is
supercritical. In the subcritical and critical cases, Y dies out, i.e.,
P y
[∃t ≥ 0 s.t. Ys = 0 ∀s ≥ t] = 1 (y ∈ Nn). (1.2.5)
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(Note that since there is no spontaneous creation of particles, the zero configuration is a trap
for the Markov process Y .) On the other hand, in the supercritical case, on which we focus
from now on, Y survives with positive probability, i.e.,
P y
[
Yt 6= 0 ∀t ≥ 0] > 0 (y ∈ Nn, y 6= 0). (1.2.6)
Indeed, the probability in (1.2.6) is given by 1−∏ni=1(1− p(i))y(i), where
p(i) := P δi
[
Yt 6= 0 ∀t ≥ 0] > 0 (i = 1, . . . , n), (1.2.7)
and δi denotes the particle configuration with just one particle of type i.
We claim that p is the only nonzero fixed point of the differential equation (1.2.2), and
the limit point started from any nonzero initial condition. To prove this, we observe that Y
exhibits extinction versus unbounded growth, in the following sense:
P y
[∃t ≥ 0 s.t. Ys = 0 ∀s ≥ t or lim
t→∞
|Yt| =∞
]
= 1 (y ∈ Nn), (1.2.8)
where |y| :=∑ni=1 y(i) denotes the total number of particles in a particle configuration y ∈ Nn.
Why does (1.2.8) hold? We will not give a formal proof here, but just explain the main idea.
(For a more formal approach, see Lemma 2.80 below.) Since we are assuming that the death
rates di are all positive, it is not hard to show that
inf
|y|≤K
P y
[∃t ≥ 0 s.t. Ys = 0 ∀s ≥ t] > 0 (K ≥ 0). (1.2.9)
Indeed, if the process Y is started with no more than K particles, then there is a positive
chance that all these particles die before they have a chance to branch, and therefore the
probability that the process dies out can be estimated from below uniformly in all particle
configurations with no more than K particles. Now imagine that the number of particles |Yt|
is less than K at a (random) sequence of times tending to infinity. Then the process would
infinitely often have a (uniformly) positive chance to die out in the next time interval of a
certain length, and therefore it would eventually have to die out. Since this is true for any
K, the only way for the process to escape extinction is to let the number of particles tend to
infinity.
We now show how extinction versus unbounded growth (formula (1.2.8)) implies that any
solution of (1.2.2) with u0 6= 0 satisfies
lim
t→∞
ut = p, (1.2.10)
where p is defined in (1.2.7). Note that P [Thinv(δi) 6= 0] = v(i) (v ∈ [0, 1]n), and therefore,
by (1.2.3),
ut(i) = P
δi [Thinu0(Yt) 6= 0] (t ≥ 0, i = 1, . . . , n). (1.2.11)
Since we are assuming that bij > 0 for all i, j, it is easy to see from (1.2.11) that u0 6= 0
implies ut(i) > 0 for all i = 1, . . . , n and t > 0, so by a restart argument we may without loss
of generality assume that u0(i) > 0 for all i = 1, . . . , n.
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Using (1.2.11) once more, and using extinction versus unbounded growth (formula (1.2.8)),
we see that for large t there are up to an event with small probability only two situations to
be considered. Either Yt = 0, in which case Thinu0(Yt) = 0, or |Yt| is large, in which case, by
the fact that u0(i) > 0 for all i, we know that Thinu0(Yt) is with large probability nonzero.
Therefore, P δi [Thinu0(Yt) 6= 0] ∼= P [Yt 6= 0] for large t, and taking the limit t→∞ in (1.2.11)
we arrive at (1.2.10). This proves that p is the only nonzero fixed point of the differential
equation (1.2.2), and the limit point started from any nonzero initial condition.
In a discrete time setting (but with much more general branching mechanisms), the result
(1.2.10), including a proof based on extinction versus unbounded growth, can be found in
Harris [Har63, Theorem II.7.2], who ascribes it to Everett and Ulam [EU48].
It is not hard to see that the positivy assumptions on the rates bij and di can be weakened
considerably. In fact, it suffices if at least one of the di is nonzero, and if the bij are irreducible,
in the sense that for each i, j ∈ {1, . . . , n}, there exist k0, . . . , km with k0 = i, km = j, and
bkl−1,kl > 0 for all l = 1, . . . ,m.
1.2.2 Extinction versus unbounded growth in the contact process
The standard, nearest neighbor d-dimensional contact process is a Markov process η = (ηt)t≥0
taking values in the space of all subsets of Zd, with the following description. If i ∈ ηt, then
we say that the site i ∈ Zd is infected at time t ≥ 0, otherwise such a site is called healthy.
Infected sites become healthy with rate 1. Healthy sites become infected with infection rate
λ times the number of neighboring infected sites. Here, we say that i, j ∈ Zd are neighbors if
|i− j| = 1.
It is useful to think about the contact process as a frustated branching process. Think
of infected sites as being occupied by a particle. Then each particle tries with rate λ to give
birth to a particle at each neighboring site. If, however, that site is already occupied by a
particle, the birth fails.
Indeed, it is easy to see that |ηt|, the total number of infected sites, can be bounded from
above by a binary branching process with branching rate 2dλ and death rate 1. In particular,
if λ ≤ 1/(2d), this branching process is (sub)critical, and hence the contact process dies out.
On the other hand, with considerably more effort, it is possible to show that for suffiently
large λ, the contact process survives with positive probability, i.e.,
PA[ηt 6= ∅ ∀t ≥ 0] > 0 (A 6= ∅). (1.2.12)
It is easy to show that two contact processes η, η˜ with infection rates λ, λ˜ can be coupled such
that ηt ≤ η˜t, so it follows that there exists a critical infection rate 0 < λc < ∞ such that the
contact process dies out for λ < λc and survives (with positive probability) for λ > λc. The
question whether the contact process survives at λ = λc was open for almost 15 years; its
solution by Bezuidenhout and Grimmett in [BG90] was a major milestone in the development
of the theory of the contact process.
We will not touch this subject here, but rather show how the fact that the contact process
exhibits extinction versus unbounded growth, together with self-duality, can be used to prove
that if the contact process survives, then it has a unique nontrivial homogeneous invariant
law. Here, we say that a probability law on the space of all subsets of Zd is nontrivial if it
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gives zero probability to the empty set, and (spatially) homogeneous if it is invariant under
translations.
It is well-known that the contact process is self-dual, in the following sense. Fix an infection
rate λ, and for A ⊂ Zd, let ηA denote the contact process with this infection rate started in
the initial state ηA0 = A. Then
P [ηAt ∩B = ∅] = P [A ∩ ηBt = ∅] (t ≥ 0, A,B ⊂ Zd). (1.2.13)
Since the contact process is an attractive spin system, it follows from standard theory that
it has an upper invariant law ν, which is the largest invariant law in the sense of stochastic
ordering, and the limit law as t→∞ of the process started with all sites infected:
L(ηZdt ) =⇒t→∞ ν. (1.2.14)
Using the self-duality (1.2.13) we can give a useful characterization of ν. Let ηZ
d
∞ be a random
variable with law L(ηZd∞ ) = ν. Then
P [ηZ
d
∞ ∩A = ∅] = lim
t→∞
P [Zd ∩ ηAt = ∅] = P [∃t ≥ 0 s.t. ηAt = ∅] (1.2.15)
for all finite A ⊂ Zd. Since L(ηZdt ) is homogeneous for each t ≥ 0, so is ν. Using (1.2.15) and
survival, it is not hard to show that ν is nontrivial. We claim that it is the only invariant law
with this property and moreover, that
L(ηt) =⇒
t→∞
ν (1.2.16)
when η is a contact process started in any initial law L(η0) = µ that nontrivial and homoge-
neous. To prove this, we observe that the contact process exhibits extinction versus unbounded
growth in the following sense:
P
[∃t ≥ 0 s.t. ηAt = ∅ or lim
t→∞
|ηAt | =∞
]
= 1 (AdZ), (1.2.17)
where |A| denotes the cardinality of a set A. The proof is basically the same as in the case of
multitype branching (see formula (1.2.8)). Since it may happen that all infected sites become
healthy before any further infection has taken place, it is easy to show that
inf
|A|≤K
P
[∃t ≥ 0 s.t. ηAt = ∅] > 0 (K ≥ 0). (1.2.18)
Thus, the probability that the process will die out can be estimated from below uniformly in
all configurations with at most K infected sites, and therefore the only way for the process to
avoid extinction is to let the number of infected sites tend to infinity.
Now let L(η0) = µ be nontrivial and homogeneous. Then, with a bit of trouble, it is
possible to show that for each t > 0, the law L(ηt) has the property that
lim
K→∞
sup
|A|≤K
P [ηt ∩An = ∅] = 0. (1.2.19)
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Therefore, by a restart argument, we may without loss of generality assume that L(η0) has
this property. Self-duality (formula (1.2.13)) tells us that
P [ηt ∩A = ∅] = P [η0 ∩ ηAt = ∅] (t ≥ 0), (1.2.20)
where η0 and η
A
t are independent. If t is large, then in evaluating the right-hand side of (1.2.20),
by extinction versus unbounded growth (1.2.17), up to an event with small probability we need
to consider only two cases. Either ηAt = ∅, in which case η0 ∩ ηAt = ∅, or |ηAt | is large, in which
case η0∩ηAt is with high probability not empty since L(η0) has the property (1.2.19). It follows
that P [η0 ∩ ηAt = ∅] ∼= P [ηAt = ∅] for large t, and taking the limit t → ∞ in (1.2.20), using
(1.2.15), we see that
lim
t→∞
P [ηt ∩A = ∅] = P [ηZd∞ ∩A = ∅], (1.2.21)
for all finite A ⊂ Zd, which proves (1.2.16).
This argument is due to Harris [Har76, Theorem 9.2], who builds on earlier work of Vasil’ev,
Vasershtein, Leontovich, and others. It can also be found in Ligget’s book [Lig85, Theo-
rem VI.4.8].
1.3 Overview of the habilitation thesis
1.3.1 Branching processes in renormalization theory
Certain problems in the study of a special type of interacting particle system, namely linearly
interacting catalytic Wright-Fisher diffusions, lead one to study a special continuous-mass
continuous- type space branching process, namely, the super-Wright-Fisher diffusion. This is
a Markov process Y = (Yt)t≥0, taking values in the space of finite measures on [0, 1], whose
transition probabilities are uniquely characterized by its Laplace functionals
Eµ
[
e−〈Yt, u0〉] = e−〈µ, ut〉 (t ≥ 0), (1.3.1)
where 〈µ, f〉 := ∫ f dµ and u is a mild solution of the semilinear Cauchy equation
∂
∂tut(x) =
1
2x(1− x) ∂
2
∂x2
ut(x) + αut(x)(1 − ut(x)) (t ≥ 0), (1.3.2)
with u0 any nonnegative continuous function on [0, 1]. One should think of (1.3.1) and
(1.3.2) as continuous analogues of (1.2.1) and (1.2.2), respectively, where the finite type space
{1, . . . , n} has been replaced by [0, 1] and the space Nn of all n-type particle configurations
has been replaced by the space M[0, 1] of all finite measures on [0, 1]. We can think of Yt as
describing a population, consisting of many particles each of which has a very small mass, such
that each particle performs a Wright-Fisher diffusion on [0, 1], that is, the Markov process in
[0, 1] whose generator is (the closure of) the operator 12x(1− x) ∂
2
∂x2
, and in addition, particles
branch in such a way that the offspring of a bit of mass dm at position x during a time interval
of length dt produces offspring with mean (1 + αdt)dm and variance αdt.
The way how the super Wright-Fisher diffusion Y arises in a renormalization analysis of
systems of linearly interacting catalytic Wright-Fisher diffusions will be explained in Chapter 2
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For the moment, we take the process in (1.3.1) for granted, and ask about fixed point(s)
and long-time convergence of solutions u to the Cauchy equation (1.3.2). We would like to
play the same game as in Section 1.2.1 and use extinction versus unbounded growth of Y to
prove convergence of u. Apart from the technical complications arising from continuous type
space and continuous mass, we meet a more fundamental problem: our underlying motion, the
Wright-Fisher diffusion, is not irreducible, i.e., it is not possible to get with positive probability
from any point to any other point in the type space.
Indeed, the Wright-Fisher diffusion Y has two traps: 0 and 1, and the process started in
any initial state satisfies
P
[∃τ <∞, r ∈ {0, 1} s.t. Yt = r ∀t ≥ τ] = 1, (1.3.3)
i.e., the process gets trapped in finite time. For the measure-valued process Y, this means
that with positive probability, in the long run most of the mass gets concentrated in 0, or 1,
or both. Whether there is also a positive probability that there remains some mass in (0, 1)
turns out to depend on the parameter α. For α > 1, the answer is yes; otherwise it is no. As
a result, we have to prove extinction versus unbounded growth on each of the part of the type
space {0}, {1}, and (0, 1), and we find three or four (depending on α) different nonzero fixed
points of (1.3.2), each with their own domain of attraction.
This analysis carried out in Sections 2.5–2.7 of Chapter 2. There, a similar analysis is
carried out also for a related branching process in discrete time, the description of which is
somewhat complicated. An important tool in this analysis is the use of embedded particle
systems, as explained in Section 2.2.7. The results in this chapter are joint work with Klaus
Fleischmann (WIAS, Berlin). Part of this has been published in [FS03].
1.3.2 Branching-coalescing particle systems
Consider a model of binary branching random walks, i.e., a collection of particles situated on
a lattice Λ, where each particle moves independently of the others according to a continuous
time random walk that jumps from site i ∈ Λ to site j with rate a(i, j), each particle splits
with a branching rate b ≥ 0 into two new particles, created on the position of the old one, and
each particle dies with a death rate d ≥ 0. Let Xt(i) denotes the number of particles at time
t ≥ 0 at the site i ∈ Λ and write Xt := (Xt(i))i∈Λ. Then, in analogy with (1.2.1), one has
Ex
[ n∏
i=1
(1− u0(i))Xt(i)
]
=
n∏
i=1
(1− ut(i))x(i) (t ≥ 0), (1.3.4)
whenever ut = (ut(1), . . . , ut(n)) is a [0, 1]
Λ-valued solution to the system of differential equa-
tions
∂
∂tut(i) =
∑
j
a(j, i)(ut(j)− ut(i)) + but(i)(1 − ut(i)) − dut(i) (1.3.5)
(t ≥ 0, i ∈ Λ). For each f ∈ [0, 1]Λ, set Utf := ut (t ≥ 0) where u solves (1.2.2) with
initial condition u0 = f ; then (Ut)t≥0 is the generating semigroup of the branching process
X = (Xt)t≥0.
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What happens if in the branching system X we also allow for coalescence of particles, i.e.,
if we let each pair of particles, present on the same site, coalesce with rate 2c (with c ≥ 0) to
one particle? In this case, we lose the branching property, i.e., we obtain a truly interacting
system of particles. It turns out that although there is now no longer a generating semigroup
in the classical sense, if we replace the deterministic evolution in (1.2.2) by the system of
stochastic differential equations (SDE’s)
dut(i)=
∑
j
a(j, i)(ut(j)− ut(i)) dt+ but(i)(1 − ut(i)) dt− dut(i) dt
+
√
2cut(i)(1 − ut(i)) dBt(i) (t ≥ 0, i ∈ Λ),
(1.3.6)
then formula (1.3.4) generalizes to the case with coalescence in the sense that
E
[ n∏
i=1
(1− u0(i))Xt(i)
]
= E
[ n∏
i=1
(1− ut(i))X0(i)
]
(t ≥ 0). (1.3.7)
The duality (1.3.7) is due to [Shi81, SU86]. It turns out that the behavior of branching-
coalescing particle systems of the type we have just described is very similar to that of the
contact process. In fact, the history of this type of models seems to be as least as old as that of
the contact process. In particular, our model is a special case of Schlo¨gl’s first model [Sch72].
Given the similarity of X with a contact process, and the similarity of the duality (1.3.7)
with the self-duality of the contact process (1.2.13), one can try to mimick the proof of (1.2.16)
in the present set-up. This was done by Shiga and Uchiyama in [SU86] for solutions u to the
system of SDE’s (1.3.6). More precisely, they used extinction versus unbounded growth for
the particle system X to prove that the law of the system of SDE’s u, started in any nontrivial
homogeneous initial law, converges for t→∞ to the upper invariant law of u.
We note that if the death rate d is positive, then the probability that the process X will get
extinct can be estimated from below uniformly in all configurations with at most K particles.
Therefore, extinction versus unbounded growth for X follows by the same argument as in
Sections 1.2.1 and 1.2.2. If d = 0, the process cannot get extinct. In this case, it is not
completely trivial to show that the number of particles tends to infinity, which forced the
authors of [SU86] to make some additional technical assumptions.
In Chapter 3, we turn the duality (1.3.7) around, and use extinction versus unbounded
growth for the system of SDE’s u to prove that the law of the particle system X started in
any nontrivial homogeneous initial law, converges for t → ∞ to the upper invariant law of
X. This also involves some technical difficulties, since we need to show that the continuous
system u may hit zero in finite time, and we need to show that X has an upper invariant law,
which means that we must show that X can be started with infinitely many particles at every
site.
These problems can be overcome, however, and we end up with results that are stronger
than those in [SU86]. Additional tools that we use are a self-duality for the system of SDE’s
u, as well as the fact that the particle system X can be obtained from u by Poissonization.
This is joint work with Siva Athreya (Bangalore), and has been published in [AS05].
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1.3.3 The contact process seen from a typical site
In the last chapter of this thesis, we return to the classical contact process, but instead of
studying the process started in a nontrivial homogeneous initial law as in Section 1.2.2, we
wish to study the process started in finite initial states. It is known that questions about
this sort of initial states are much more difficult than those about homogeneous initial laws.
Nevertheless, a lot is known for the standard, nearest neighbor process on Zd. A central
technical tool in this work is a dynamical block technique due to [BG90], which shows that
the contact process, whenever it survives, can be compared with oriented percolation with an
arbitrary high parameter. This technique finds its origin in older (although published later)
work on unoriented percolation [GM90, BGN91].
While this technique has been very successful for the symmetric nearest-neighbor contact
process on Zd, and can no doubt be extended to short-range contact processes on the same
lattice, it is not obvious if it can be adapted to asymmetric processes, or to other lattices
than Zd. Nevertheless, the study of contact processes on other lattices than Zd is interesting
both from a theoretical and practical poiint of view. The theoretical motivation comes from
analogies with unoriented percolation on general transitive graphs, which has proved to be a
fruitful topic (see, e.g., [BLPS99]). For unoriented percolation, it is known that it is important
whether the underlying lattice is amenable (such as Zd) or not (e.g. a regular tree). Work on
the contact process on regular trees by [Pem92, DS95, Lig96, Sta96] makes one suspect that
a similar dichotomy could hold for the contact process.
In Chapter 4, we study contact processes on general countable groups Λ. We use a tech-
nique from the theory of branching processes, namely Palm measures, to show that indeed,
certain aspects of the behavior of the contact process started in finite initial states depend on
a property of the underlying lattice. The property that turns out to be important is whether
Λ has subexponential growth, which is in fact a bit stronger than amenability.
Somewhat surprisingly, it turns out that in this context, extinction versus unbounded
growth can again be of use to us. We will see that the local law of the process as seen from
a typical ‘Palmed’ infected site at a typical late time can approximately be described by a
monotone, translation invariant, harmonic function of the contact process. It is not hard to
see that if ηΛ∞ is a random variable with law L(ηΛ∞) = ν, the upper invariant law, then
f(A) := P [ηΛ∞ ∩A 6= ∅] (1.3.8)
also defines an (a priori different) monotone, translation invariant, harmonic function f . The
key argument in Chapter 4 uses extinction versus unbounded growth, plus duality, to show
that this is up to a multiplicative constant the only such function. This extends the classical
result, outlined in Section 1.2.2, that ν is the only nontrivial homogeneous invariant law.
Chapter 2
Renormalization of catalytic
Wright-Fisher diffusions
2.1 Introduction
2.1.1 Linearly interacting diffusions
Let D ⊂ Rd be open and convex, let D denote its closure, and assume that 0 ∈ D. Let Λ be
a countably infinite group, with group action denoted by (ξ, η) 7→ ξη and unit element 0. Let
a : Λ × Λ → R be summable and invariant with respect to left multiplication in the group,
i.e., ∑
η∈Λ
|a(ξ, η)| <∞ and a(ξ, η) = a(ζξ, ζη) (ξ, η, ζ ∈ Λ), (2.1.1)
and assume that a is irreducible in the sense that for all ∆ ⊂ Λ with ∆ 6= ∅,Λ, there exist
ξ ∈ ∆ and η ∈ Λ\∆ such that either a(ξ, η) 6= 0 or a(η, ξ) 6= 0. We assume moreove that
a(ξ, η) ≥ 0 (ξ 6= η). (2.1.2)
Consider a collection x = (xξ)ξ∈Λ of D-valued processes, solving the martingale problem for
the operator
Af(x) :=
∑
η,ξ∈Λ
a(η, ξ)
d∑
i=1
xη,i
∂
∂xξ,i
f(x) +
∑
ξ∈Λ
d∑
i,j=1
wij(xξ)
∂2
∂xξ,i∂xξ,j
f(x), (2.1.3)
where we write x = (xξ)ξ∈Λ and xξ = (xξ,1, . . . , xξ,d) for a point x ∈ DΛ, and the domain of A
consists of all functions on D
Λ
that depend only on finitely many coordinates through a C(2)
function of compact support. It is well-known that D
Λ
-valued (weak) solutions to a system
of SDE’s of the form
dxξ(t) =
∑
η∈Λ
a(η, ξ)xη(t)dt+
√
2σ(xξ(t))dBξ(t) (t ≥ 0, ξ ∈ Λ), (2.1.4)
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solve the martingale problem for A, were (Bξ)x∈Λ is a system of independent d′-dimensional
Brownian motions, and the d× d′ matrix-valued function σ is continuous and satisfies
d′∑
k=1
σik(x)σjk(x) = wij(x). (2.1.5)
Conversely (see [EK86, Theorem 5.3.3] for the finite dimensional case), every solution to the
martingale problem for A can be represented as a solution to the SDE (2.1.4), where there is
some freedom in the choice of the root σ of the diffusion matrix w.
Equation (2.1.4) says that x is a system of linearly interacting d-dimensional diffusions. As
a result of assumption (2.1.2), the linear drift causes the components (xξ)ξ∈Λ to be positively
correlated.
Set
λ := a(0, 0) −
∑
ξ
a(0, ξ). (2.1.6)
For reasons that will become clear in a moment (see formula (2.1.9) (i) and the remarks below
it), if λ > 0, we have to assume that D is a cone in order for solutions of (2.1.4) to exist.
Under suitable assumptions on the diffusion matrix w, it can then be shown that the system
of SDE’s (2.1.4) defines a strong Markov process in a Ligget-Spitzer space Eγ(Λ), defined as
Eγ(Λ) :=
{
x ∈ DΛ :
∑
ξ∈Λ
γξ|xξ| <∞
}
, (2.1.7)
where (γξ)ξ∈Λ are strictly positive constants such that
∑
ξ∈Λ γξ < ∞ and
∑
η∈Λ a(η, ξ)γη ≤
Kγξ (ξ ∈ Λ), for some K < ∞. The Markov process x is uniquely defined by the lattice Λ,
the interaction kernel a, the domain D, and the diffusion matrix w.
Basic information about the process x can be obtained by calculating its mean and co-
variances. Consider a random walk R = (Rt)t≥0 on Λ that jumps from a point ξ to a point η
with rate a(ξ, η) (ξ 6= η). This random walk is called the underlying motion of x. Set
Pt(ξ, η) := P
ξ[Rt = η]. (2.1.8)
and recall the definition of λ in (2.1.6). Write xξ(t) = (xξ,1(t), . . . ,xξ,d(t)). Then
(i) E[xξ,i(t)] = e
λt
∑
η∈Λ
Pt(η, ξ)E[xη,i(0)],
(ii) Cov(xξ,i(t),xη,j(t))= e
2λt
∑
ζ,ϑ
Pt(ζ, ξ)Pt(ϑ, η)Cov(xζ,i(0),xϑ,j(0))
+
∫ t
0
e2λs
∑
ζ
Ps(ζ, ξ)Ps(ζ, η)E[wij(xζ(t− s))]ds.
(2.1.9)
(t ≥ 0, ξ, η ∈ Λ, 1 ≤ i, j ≤ d). Let us start the process x in an initial law L(x(0)) that is
homogeneous in the sense that it is invariant with respect to left multiplication in the group,
i.e., L((xξ(0))ξ∈Λ) = L((xζξ(0))ξ∈Λ) for each ζ ∈ Λ. Then, as a function of the parameter λ,
the process x experiences a phase transition at λ = 0. If λ < 0, then in many examples it can
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be shown that the process started in any homogeneous initial law converges, as t → ∞, to a
unique homogeneous invariant law ν. Letting t→∞ in (2.1.9) (i) we see that ∫ ν(dx)xξ,i = 0
for each ξ ∈ Λ, i = 1, . . . , d. On the other hand, as one may guess from (2.1.9) (i), for λ > 0
the process becomes unstable in the sense that the process started in a nonzero homogeneous
initial state does not converge to an invariant law, but grows exponentially.
In the critical case λ = 0, the long-time behavior of x is more subtle. Let us call
∂wD := {x ∈ D : wij(x) = 0 ∀i, j = 1, . . . , d} (2.1.10)
the effective boundary of D (associated with w). Note that ∂wD is the set of traps of the
process x, in the sense that the process started in a constant initial state xξ(0) = θ (ξ ∈ Λ)
with θ ∈ ∂wD satisfies xξ(t) = θ (t ≥ 0, ξ ∈ Λ). Let us say an initial law L(x(0)) is nontrivial
if P [∃θ ∈ ∂wD s.t. xξ(0) = θ ∀ξ ∈ Λ] = 0.
A natural question is whether x has homogeneous nontrivial invariant laws. In order to
guess the answer to this question, we must look at the covariance formula (2.1.9) (ii). We
observe that
G(ξ, η) :=
∫ ∞
0
∑
ζ
Pt(ζ, ξ)Pt(ζ, η)dt = E
[ ∫ ∞
0
1{R†,ξt = R˜†,ηt }
dt
]
(2.1.11)
is the expected time spent together by two independent random walks R†,ξ and R˜†,η, started
in R†,ξ0 = ξ and R˜
†,η
0 = η, and jumping from a point ξ to a point η with the reversed jump
rates a†(ξ, η) := a(η, ξ). If Λ is an abelian group, with group action denoted by (ξ, η) 7→ ξ+η,
then the difference R†,ξt −R˜†,ηt is itself a random walk, with symmetrized jump rates as(ξ, η) :=
a(ξ, η) + a(η, ξ), and G is finite if and only this random walk is recurrent. In particular, this
is true for finite range jump kernels on Zn if and only if n ≤ 2.
It follows from (2.1.9) (ii) that the process x cannot have nontrivial homogeneous invariant
laws with finite second moments if G(0, 0) =∞. Indeed, it has been verified for a number of
examples of finite range models on Zn, that x has nontrivial homogeneous invariant laws if
and only if n > 2. More precisely, in the transient case n > 2, the process has a nontrivial
homogeneous invariant law with mean θ for each θ ∈ D\∂wD, which is the limit law of the
process started in any spatially ergodic initial law with mean θ. This type of behavior is
called stable behavior. On the other hand, in the recurrent case n ≤ 2, the only homogeneous
invariant laws of the process are the delta-measures δθ on constant configurations θ ∈ ∂wD.
In this case, the law of the process started from a spatially ergodic initial law with mean
θ ∈ D\∂wD converges, as time tends to infinity, to a convex combination of these delta
measures. This means that there are regions in space of growing size, called clusters, where
the process is approximately constant and equal to some θ ∈ ∂wD. This type of behavior is
called clustering.
A general result on stable behavior for d = 1 (i.e., for one-dimensional domains D) can
be found in [Shi92]. A general result on clustering for d = 1 can be found in [CFG96]. Some
(weak) general results in dimensions d ≥ 2 for bounded domains D can be found in [Swa00].
Below, we list some explicit examples that have been treated in the literature.
The Ornstein-Uhlenbeck process D = R, w(x) = α > 0. This is a Gaussian model that has
been studied in [Deu89]. This reference also contains results for the subcritical case λ < 0.
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The super-random walk D = [0,∞), w(x) = αx, with α > 0. This is the discrete space
analogue of the well-known super-Brownian motion [Daw77, Daw93, Eth00]. Both the super-
random walk and the super-Brownian motion are continuous-mass branching processes. For
these models, the dichotomy between stable behavior and clustering can be proved with the
help of Kallenberg’s backward tree technique [Kal77, GW91].
The stepping stone model D = [0, 1], w(x) = αx(1 − x), with resampling parameter α > 0.
This model, on rather general lattices, has been treated by Shiga [Shi80a, Shi80b], who also
gives results for the subcritical case λ < 0. The diffusion function w(x) = x(1 − x) is called
theWright-Fisher diffusion function and is motivated by applications in population dynamics.
Generalizations to other diffusion functions w : [0, 1] → R that satisfy w(0) = w(1) = 0 and
w > 0 on (0, 1) can be found in [NS80, CG94]. The multidimensional Wright-Fisher diffusion
matrix wij(x) := xi(δij − xj) on D := {x ∈ Rd : xi ≥ 0,
∑d
i=1 xi ≤ 1} can be treated with the
help of Donnelly and Kurtz’s look-down construction [DK96, GLW05].
Catalytic branching D = [0,∞)2, w(x) =
(
αx1 0
0 βx1x2
)
, with α, β > 0. This model has been
studied in [Pen04]. A continuous space version of this model, the catalytic super-Brownian
motion, has been studied in [DF97a, DF97b, EF98, FK99]. A discrete particle version of this
model has been studied in [GKW99].
Mutually catalytic branching D = [0,∞)2, w(x) =
(
αx1x2 0
0 βx1x2
)
, with α, β > 0. This
model has been studied in [DP98]. Its continuous-space analogue, the mutually catalytic
super-Brownian motion, has recieved a lot of attention [DEFMPX02a, DEFMPX02b, DF02,
DFMPX03].
Catalytic Wright-Fisher diffusions D = [0, 1]2, w(x) =
(
αx1(1− x1) 0
0 p(x1)x2(1− x2)
)
,
where α > 0 and the catalyzing function p : [0, 1] → [0,∞) Lipschitz continuous. This
model, with the first component replaced by a voter model (which heuristically corresponds
to taking α =∞) has been studied in [GKW01]. This model will also be the main subject of
our present chapter.
In the clustering regime (i.e., the case Λ = Zn with n ≤ 2, or more generally the case where
the quantity G(0, 0) from (2.1.11) is infinite), it is an interesting problem to determine the
clustering distribution
lim
t→∞
L(x0(t)) (2.1.12)
of the process started in a constant initial state xξ(0) = θ (ξ ∈ Λ), for all θ ∈ D. If this limit
exists, then it will be concentrated on the effective boundary ∂wD. In dimension d = 1, when
∂wD consists of the finite endpoints of the interval D, the clustering distribution is trivial. In
particular, if D = [0, 1], then as a result of (2.1.9) (i), it is θδ1 + (1− θ)δ0.
More generally, for any bounded domain D in dimensions d ≥ 1, let Hw denote the class
of w-harmonic functions, i.e., functions h ∈ C(2)(D) satisfying ∑ij wij(x) ∂2∂xi∂xj h(x) = 0 on
D. Assume that Hw has the property that
T cx,th(Hw) ⊂ Hw (t ≥ 0, c > 0, x ∈ D), (2.1.13)
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where
T cx,th(y) := h(x+ (y − x)e−ct) (t ≥ 0, c > 0, x ∈ D) (2.1.14)
is the semigroup with generator
∑d
i=1 c(xi−yi) ∂∂yi , i.e., the generator of a deterministic process
with a linear drift with strength c towards x. Under this assumption, it has been shown in
[Swa00] that (2.1.9) (i), in the critical case λ = 0, can be generalized to
E[h(xξ,i(t))] =
∑
η∈Λ
Pt(η, ξ)E[h(xη,i(0))] (t ≥ 0, h ∈ Hw), (2.1.15)
and this is enough to determine the clustering distribution uniquely. Indeed, the limit in
(2.1.12) must be the uniqueHw-harmonic measure on ∂wD with mean x. If (2.1.13) holds then
we say that w has invariant harmonics. Diffusion matrices on higher-dimensional domains do
not in general have invariant harmonics; this applies in particular to catalytic Wright-Fisher
diffusions if the catalyzing function p satisfies p(0) = 0 and p(1) > 0.
To get an idea of what the clustering distribution could be in general, we need to analyze
the behavior of x on large space and time scales. We start with the large space-time behavior
of the usual stepping stone model.
2.1.2 Large space-time behavior
The behavior of the stepping stone model on Zn, with resampling parameter α, on large
spatial and temporal scales can be studied with the help of its moment dual, a system of rate
α coalescing random walks. In fact, it is in particular the α → ∞ limit of these models that
has been studied in detail, that is, the voter model and its dual, a system of immediately
coalescing random walks. A good reference is [CG86].
In this section, we will especially be interested in the case n = 2, which is the critical
dimension for random walk to be recurrent. Indeed, a 2-dimensional random walk (Rt)t≥0 is
recurrent, but it is only barely so. This is expressed, for example, in the fact that the quantity
E
[ ∫ t
0
1{Rs = 0}
]
(2.1.16)
tends very slowly to infinity as t → ∞. (For a precise definition of critical recurrence, see
[Kle96, formula (1.15)].) As a result, on Z2 we see critical phenomenon associated with the
phase transition between recurrence and transience.
Let x be a finite-range stepping stone model on Z2, started in a constant configuration
xξ(0) = θ (ξ ∈ Z2), for some θ ∈ [0, 1]. Let
∆ts := [0, t
1
2
e−s ]2 ∩ Z2 (s, t ≥ 0) (2.1.17)
be a block of volume te
−s
, and let
xs(t) :=
1
|∆ts|
∑
ξ∈∆ts
xξ(t) (s, t ≥ 0) (2.1.18)
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be the average of x(t) over ∆ts. By combining [CG86, Theorem 5] and [FG94, Theorem 2] as
described in [GKW01, Proposition 3.1], it follows that
L((xs(t))s≥0) f.d.d.=⇒
t→∞
(ys)s≥0, (2.1.19)
where (ys)s≥0 is a Wright-Fisher diffusion, i.e., a solution to dys =
√
ys(1− ys)dBs, started
in y0 = θ. Here f.d.d. denotes convergence in finite dimensional distributions. (The question
whether the convergence in f.d.d. can be replaced by weak convergence in path space is the
subject of ongoing research.) Formula (2.1.19) shows how block averages at late times t
change as we zoom in in space. Very large block avarages, over blocks of volume t, still show
the original intensity θ that the process x was starting in. As we zoom in on smaller blocks of
volume te
−s
, with s ≥ 0, the block averages change in a random way, until after some random
time, the Wright-Fisher diffusion ys hits 0 or 1, (with probabilities 1 − θ or θ, respectively),
and from that random scale on, the block avarages are constant.
Note that the long-time behavior of the limiting diffusion y in (2.1.19) gives us the clus-
tering distribution (2.1.12). It seems likely that similar results hold for other models as well;
however, the limiting diffusion in (2.1.19) will not always be the Wright-Fisher diffusion. To
find out what the limit could be more generally, it is helpful to replace the lattice Z2 by the
hierarchical group, as explained in the next section.
2.1.3 Hierarchically interacting diffusions
For any N ≥ 2, the hierarchical group with freedom N is the set ΩN of all sequences ξ =
(ξ1, ξ2, . . .), with coordinates ξk in the finite set {0, . . . , N −1}, which are different from 0 only
finitely often, equipped with componentwise addition modulo N . Setting
‖ξ‖ := min{n ≥ 0 : ξk = 0 ∀k > n} (ξ ∈ ΩN ), (2.1.20)
‖ξ − η‖ is said to be the hierarchical distance between two sites ξ and η in ΩN .
Let xN = (xNξ )ξ∈ΩN be a critical system of linearly interacting diffusions on ΩN with
interaction kernel given by
aN (ξ, η) :=
∞∑
k=‖ξ−η‖
ck−1
N2k−1
(ξ 6= η), aN (ξ, ξ) := −
∑
η 6=ξ
aN (ξ, η), (2.1.21)
where (ck)k≥0 are positivemigration constants such that the quantity
∑
ξ aN (0, ξ) =
∑
k ck/N
k
is finite. The random walk associated with aN is recurrent if and only if
∞∑
k=0
1
dk
=∞, where dk :=
∞∑
n=0
ck+n
Nn
(2.1.22)
(see [DG93a, Kle96]; a similar problem is treated in [DE68]).
Let ∆k(ξ) := {η : ‖ξ − η‖ ≤ k} denote the k-block around ξ and let
xkξ (t) :=
1
|∆k(ξ)|
∑
η:‖ξ−η‖≤k
xη(t) (k ≥ 0). (2.1.23)
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denote the k-block average around ξ. The sequence (x00(t),x
1
0(t), . . .) of block-averages around
the origin is called the interaction chain. Heuristic arguments suggest that in the local mean
field limit N →∞, the interaction chain converges to a certain well-defined Markov chain. In
order to charcterize this chain, we need a few definitions.
Definition 2.1 (Renormalization class and transformation) Let D ⊂ Rd be nonempty,
convex, and open, and let D be its closure. Let W be a collection of continuous functions w
from D into the space Md+ of symmetric non-negative definite d × d real matrices, such that
λw ∈ W for every λ > 0, w ∈ W. We call W a prerenormalization class on D if the following
three conditions are satisfied:
(i) For each constant c > 0, w ∈ W, and x ∈ D, the martingale problem for the operator
Ac,wx is well-posed, where
Ac,wx f(y) :=
d∑
i=1
c (xi − yi) ∂∂yi f(y) +
d∑
i,j=1
wij(y)
∂2
∂yi∂yj
f(y) (y ∈ D), (2.1.24)
and the domain of Ac,wx is the space of real functions on D that can be extended to a
twice continuously differentiable function on Rd with compact support.
(ii) For each c > 0, w ∈ W, and x ∈ D, the martingale problem for Ac,wx has a unique
stationary solution with invariant law denoted by νc,wx .
(iii) For each c > 0, w ∈ W, x ∈ D, and i, j = 1, . . . , d, one has
∫
D
νc,wx (dy)|wij(y)| <∞.
If W is a prerenormalization class, then we define for each c > 0 and w ∈ W a matrix-valued
function Fcw on D by
Fcw(x) :=
∫
D
νc,wx (dy)w(y) (x ∈ D). (2.1.25)
We say that W is a renormalization class on D if in addition:
(iv) For each c > 0 and w ∈ W, the function Fcw is an element of W.
If W is a renormalization class and c > 0, then the map Fc : W → W defined by (2.1.25) is
called the renormalization transformation on W with migration constant c. In (2.1.24), w is
called the diffusion matrix and x the attraction point. ♦
For any renormalization class W and any sequence of (strictly) positive migration constants
(ck)k≥0, we define iterated renormalization transformations F
(n) :W →W, as follows:
F (n+1)w := Fcn(F
(n)w) (n ≥ 0) with F (0)w := w (w ∈ Wcat). (2.1.26)
We set s0 := 0 and
sn :=
n−1∑
k=0
1
ck
(1 ≤ n ≤ ∞). (2.1.27)
With these definitions, we can formulate the following conjecture about the behavior of the
interaction chain in the local mean field limit N →∞.
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Conjecture 2.2 Let W be a renormalization class. Fix w ∈ W, θ ∈ D, and positive numbers
(ck)k≥0 such that for N large enough,
∑
k ck/N
k < ∞. For all N large enough, let xN be a
solution to (2.1.4) on Λ = ΩN with a = aN from (2.1.21), and assume that tN are constants
such that, for some n ≥ 1, limN→∞N−ntN = T ∈ [0,∞). Then(
xN,n0 (tN ), . . . ,x
N,0
0 (tN )
)
=⇒
N→∞
(Iw−n, . . . , I
w
0 ), (2.1.28)
where (Iw−n, . . . , I
w
0 ) is a Markov chain with transition laws
P [Iw−k ∈ dy|Iw−k−1 = x] = νck,F
(k)w
x (dy) (x ∈ D, 0 ≤ k ≤ n− 1) (2.1.29)
and initial state
Iw−n = yT , where dyt = cn(θ − yt)dt+
√
2σ(n)(yt)dBt, y0 = θ, (2.1.30)
and σ(n) is a root of the diffusion matrix F (n)w.
Rigorous versions of conjecture 2.2 have been proved for renormalization classes on D = [0, 1]
and D = [0,∞) in [DG93a, DG93b]. See [DG96, DGV95] for similar results. Note that the
Markov chain Iw = (Iw−n, . . . , I
w
0 ) is a sort of analogue of the block averages (x
s(t))s≥0 defined
in (2.1.18). As we will see below, for appropriate choices of the constants (ck)k≥0, the discrete
chain Iw can be approximated by a diffusion, in the spirit of (2.1.19). In order to see this,
we need a few facts about renormalization classes. To keep things as simple as possible, we
specialize to renormalization classes on bounded domains, although much of what we will say,
with some modifications here and there, can be generalized to unbounded domains.
2.1.4 Renormalization classes
In this section, we describe some elementary properties that hold generally for (pre-) renor-
malization classes on bounded domains. The proofs of Lemmas 2.3–2.8 can be found in
Section 2.3.1 below.
Fix a prerenormalization class W on a set D where D ⊂ Rd is open, bounded, and convex.
ThenW is a subset of the cone C(D,Md+) of continuous Md+-valued functions on D. We equip
C(D,Md+) with the topology of uniform convergence. We let M1(D) denote the space of
probability measures on D, equipped with the topology of weak convergence. Our first lemma
says that the equilibrium measures νc,wx and the renormalized diffusion matrices Fcw(x) are
continuous in their parameters.
Lemma 2.3 (Continuity in parameters)
(a) The map (x, c, w) 7→ νc,wx from D × (0,∞) ×W into M1(D) is continuous.
(b) The map (x, c, w) 7→ Fcw(x) from D × (0,∞) ×W into Md+ is continuous.
In particular, x 7→ νc,wx is a continuous probability kernel on D, and Fcw ∈ C(D,Md+) for all
c > 0 and w ∈ W. Recall from Definition 2.1 that λw ∈ W for all w ∈ W and λ > 0. The
reason why we have included this assumption is that it is convenient to have the next scaling
lemma around, which is a consequence of time scaling.
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Lemma 2.4 (Scaling property of renormalization transformations) One has
(i) νλc,λwx = ν
c,w
x
(ii) Fλc(λw)=λFcw
}
(λ, c > 0, w ∈ W, x ∈ D). (2.1.31)
The following simple lemma will play a crucial role in what follows.
Lemma 2.5 (Mean and covariance matrix) For all x ∈ D and i, j = 1, . . . , d, the mean
and covariances of νc,wx are given by
(i)
∫
D
νc,wx (dy)(yi − xi) = 0,
(ii)
∫
D
νc,wx (dy)(yi − xi)(yj − xj) = 1cFcwij(x).
(2.1.32)
Recall the definition of the effective boundary associated with a diffusion matrix w in (2.1.10).
The next lemma says that the effective boundary is invariant under renormalization.
Lemma 2.6 (Invariance of effective boundary) One has ∂FcwD = ∂wD for all w ∈ W,
c > 0.
From now on, let W be a renormalization class, i.e., W satisfies also condition (iv) from
Definition 2.1. Fix a sequence of (positive) migration constants (ck)k≥0. By definition, the
iterated probability kernelsKw,(n) associated with a diffusion matrix w ∈ W (and the constants
(ck)k≥0) are the probability kernels on D defined inductively by
Kw,(n+1)x (dz) :=
∫
D
νcn,F
(n)w
x (dy)K
w,(n)
y (dz) (n ≥ 0) with Kw,(0)x (dy) := δx(dy),
(2.1.33)
with F (n) as in (2.1.26). Note that Kw,(n) is the transition probability from time −n to time
0 of the interaction chain in the local mean-field limit (see Conjecture 2.2):
Kw,(n)x (dy) := P [I
w
0 ∈ dy|Iw−n = x] (x ∈ D, n ≥ 0). (2.1.34)
Note moreover that
F (n)w(x) =
∫
D
Kw,(n)x (dy)w(y) (x ∈ D, n ≥ 0). (2.1.35)
The next lemma follows by iteration from Lemmas 2.3 and 2.5. It their essence, this lemma
and Lemma 2.8 below go back to [BCGH95].
Lemma 2.7 (Basic properties of iterated kernels) For each w ∈ W, the Kw,(n) are con-
tinuous probability kernels on D. Moreover, for all x ∈ D, i, j = 1, . . . , d, and n ≥ 0, the
mean and covariance matrix of K
w,(n)
x are given by
(i)
∫
D
Kw,(n)x (dy)(yi − xi) = 0,
(ii)
∫
D
Kw,(n)x (dy)(yi − xi)(yj − xj) = snF (n)wij(x).
(2.1.36)
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We equip the space C(D,M1(D)) of continuous probability kernels on D with the topology of
uniform convergence (sinceM1(D) is compact, there is a unique uniform structure onM1(D)
generating the topology). For ‘nice’ renormalization classes, it seems reasonable to conjecture
that the kernels Kw,(n) converge as n → ∞ to some limit Kw,∗ in C(D,M1(D)). If this
happens, then formula (2.1.36) (ii) tells us that the rescaled renormalized diffusion matrices
snF
(n)w converge uniformly on D to the covariance matrix of Kw,∗.
We will mainly be interested in the case that limn→∞ sn = ∞. Indeed, if the iterated
kernels converge to a limit Kw,∗, then this condition guarantees that this limit is concentrated
on the effective boundary:
Lemma 2.8 (Concentration on the effective boundary) If sn −→
n→∞
∞, then for any
f ∈ C(D) such that f = 0 on ∂wD:
lim
n→∞
sup
x∈D
∣∣∣ ∫
D
Kw,(n)x (dy)f(y)
∣∣∣ = 0. (2.1.37)
Note that sn →∞ if and only if
∑
k 1/ck =∞. We can think of this condition as the N →∞
limit of the condition
∑
k 1/dk = ∞ in (2.1.22). Thus, the condition sn → ∞ guarantees
that the corresponding system of linearly interacting diffusions on the hierarchical group with
migration constants (ck)k≥0 clusters in the local mean field limit.
Most of the discussion in this section carries over to renormalization classes on unbounded
D, but in this case, the second moments of the iterated kernels Kw,(n) may diverge as n→∞.
As a result, because of formula (2.1.36) (ii), the sn may no longer be the right scaling factors
to find a nontrivial limit of the renormalized diffusion matrices; see, for example, [BCGH97].
2.1.5 Rescaled transformations
We return to renormalization classes on bounded domains, and focus our attention on the
clustering regime sn → ∞. Since we expect snF (n)w to converge to a limit (namely, the
covariance matrix of Kw,∗), we will use Lemma 2.4 to convert the rescaled iterates snF
(n) into
(usual, not rescaled) iterates of another transformation. For this purpose, it will be convenient
to modify the definition of our scaling constants sn a little bit. Fix some β > 0 and put
sn := β + sn (n ≥ 0). (2.1.38)
Define rescaled renormalization transformations F γ :W →W by
F γw := (1 + γ)F1/γw (γ > 0, w ∈ W). (2.1.39)
Using (2.1.31) (ii), one easily deduces that
snF
(n)w = F γn−1 ◦ · · · ◦ F γ0(βw) (w ∈ W, n ≥ 1), (2.1.40)
where
γn :=
1
sncn
(n ≥ 0). (2.1.41)
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We can reformulate the condition sn → ∞ from Lemma 2.8 in terms of the constants
(γn)n≥0. Indeed, it is not hard to check
1 that the following three conditions are equivalent:
(i) sn −→
n→∞
∞, (ii) sn −→
n→∞
∞, (iii)
∑
n
γn =∞. (2.1.42)
In view of (2.1.40), it is natural to assume that the γn converge to a limit γ
∗ ∈ [0,∞]. Since
sn+1/sn = 1 + γn, it is not hard to see that the following conditions are equivalent:
(i)
sn+1
sn
−→
n→∞
1 + γ∗, (ii)
sn+1
sn
−→
n→∞
1 + γ∗, (iii) γn −→
n→∞
γ∗. (2.1.43)
If 0 < γ∗ < ∞, then, in the light of (2.1.40), we expect snF (n)w to converge to a fixed point
of the transformation F γ∗ . If γ
∗ = 0, the situation is more complex. In this case, we expect
the orbit snF
(n)w 7→ sn+1F (n+1)w 7→ · · · , for large n, to approximate a continuous flow, the
generator of which is
lim
γ→0
γ−1
(
F γw − w
)
(x) = 12
d∑
i,j=1
wij(x)
∂2
∂xi∂xj
w(x) + w(x) (x ∈ D). (2.1.44)
To see that the right-hand side of this equation equals the left-hand side if w is twice contin-
uously differentiable, one needs a Taylor expansion of w together with the moment formulas
(2.1.32) for ν
1/γ,w
x . Under condition condition (2.1.42) (iii), we expect this continuous flow to
reach equilibrium.
In the light if these considerations, we are led to at the following general conjecture.
Conjecture 2.9 (Limits of rescaled renormalized diffusion matrices) Assume that
sn →∞ and sn+1/sn → 1 + γ∗ for some γ∗ ∈ [0,∞]. Then, for any w ∈ W,
snF
(n)w −→
n→∞
w∗, (2.1.45)
where w∗ satisfies
(i) F γ∗w
∗=w∗ if 0 < γ∗ <∞,
(ii) 12
d∑
i,j=1
w∗ij(x)
∂2
∂xi∂xj
w∗(x) + w∗(x)= 0 (x ∈ D) if γ∗ = 0,
(iii) lim
γ→∞
F γw
∗=w∗ if γ∗ =∞.
(2.1.46)
We call (2.1.46) (ii), which is in some sense the γ∗ → 0 limit of the fixed point equation
(2.1.46) (i), the asymptotic fixed point equation. A version of formula (2.1.46) (ii) occurred in
[Swa99, formula (1.3.5)] (a minus sign is missing there).
In particular, one may hope that for a given effective boundary, the equations in (2.1.46)
have a unique solution. Our main result (Theorem 2.17 below) confirms this conjecture for a
renormalization class of catalytic Wright-Fisher diffusions and for γ∗ < ∞. In Section 2.1.7
below, we discuss numerical evidence that supports Conjecture 2.9 in the case γ∗ = 0 for other
renormalization classes on compacta as well.
1To see this, let s∞ ∈ (0,∞] denote the limit of the sn and note that on the one hand,
P
n 1/(sncn) ≥P
n log(1 + 1/(sncn)) = log(
Q
n sn+1/sn) = log(s∞/s1), while on the other hand
P
n 1/(sncn) ≤
Q
n(1 +
1/(sncn)) =
Q
n sn+1/sn = s∞/s1.
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2.1.6 Diffusive clustering
Assuming that the rescaled renormalized diffusion matrices snF
(n)w converge to a limit w∗,
we can make a guess about the limit of the iterated probability kernels Kw,(n).
Conjecture 2.10 (Limits of iterated probability kernels) Assume that snF
(n)w → w∗
as n→∞. Then, for any w ∈ W,
Kw,(n) −→
n→∞
K∗, (2.1.47)
where K∗ has the following description:
(i) If 0 < γ∗ <∞, then
K∗x = limn→∞
P x[Iγ
∗
n ∈ · ], (2.1.48)
where (Iγ
∗
n )n≥0 is the Markov chain with transition law P [I
γ∗
n+1 ∈ · |Iγ
∗
n = x] = ν1/γ
∗,w∗.
(ii) If γ∗ = 0, then
K∗x = lim
t→∞
P x[I0t ∈ · ], (2.1.49)
where (I0s )s≥0 is the diffusion process with generator
∑d
i,j=1w
∗
ij(y)
∂2
∂yi∂yj
.
(iii) If γ∗ =∞, then
K∗x = limγ→∞
ν1/γ,w
∗
x . (2.1.50)
If γ∗ <∞, this conjecture is motivated by the observation that in this case, the Markov chain
(Iw−n, . . . , I
w
0 ) from Conjecture 2.2 is approximately time homogeneous for n → ∞. The case
γ∗ = 0 is of particular interest. In this case Iw−n, I
w
−n+1, . . . converges, in the right scaling,
to the diffusion (I0s )s≥0 with diffusion matrix w
∗. This is a sort of analogon of the diffusive
clustering result (2.1.19). Based on this analogy, we can make one more conjecture.
Conjecture 2.11 (Clustering distribution on Z2) Let D ⊂ Rd be open, bounded, and
convex, and let W be a renormalization class on D. Assume that the asymptotic fixed point
equation (2.1.46) (ii) has a unique solution w∗ in W. Let σ be a continuous root of a diffusion
matrix w ∈ W. Let x = (xξ)ξ∈Z2 be a DZ
2
-valued process, solving the system of SDE’s
dxξ(t) =
∑
η: |η−ξ|=1
(
xη(t)− xξ(t)
)
dt+ σ(xξ(t))dBξ(t), (2.1.51)
with initial condition xξ(0) = θ ∈ D (ξ ∈ Z2). Then
L(x0(t)) =⇒
t→∞
P [I0∞ | I00 = θ] (ξ ∈ Z2), (2.1.52)
where (I0s )s≥0 is the diffusion with generator
∑
ij w
∗
ij(y)
∂2
∂yi∂yj
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case effective boundary fixed points w∗ of (2.1.53)
1
t
t
t
t (
x1(1− x1) 0
0 x2(1− x2)
)
2
t
t
t
t (
x1(1− x1) 0
0 p∗0,1,0(x1)x2(1− x2)
)
3
t
t
t
t (
q∗(x1, x2) 0
0 q∗(x2, x1)
)
4
t
t
t
t (
x1(1− x1) 0
0 0
)
5
t
t
t
t (
x1(1− x1)1{x2>0} 0
0 0
)
6
t
t
t
t
g∗(x1, x2)
(
m11 m12
m21 m22
)
Figure 2.1: Fixed points of the flow (2.1.53).
2.1.7 Numerical solutions to the asymptotic fixed point equation
Let t 7→ w(t, · ) be a solution to the continuous flow with the generator in (2.1.44), i.e., w is
an Md+-valued solution to the nonlinear partial differential equation
∂
∂tw(t, x) =
1
2
d∑
i,j=1
wij(t, x)
∂2
∂xi∂xj
w(t, x) + w(t, x) (t ≥ 0, x ∈ D). (2.1.53)
Solutions to (2.1.53) are quite easy to simulate on a computer. We have simulated solutions
for all kind of diffusion matrices (including nondiagonal ones) on the unit square [0, 1]2, with
the effective boundaries 1–6 depicted in Figure 2.1. For all initial diffusion matrices w(0, · )
we tried, the solution converged as t→∞ to a fixed point w∗. In all cases except case 6, the
fixed point was unique. The fixed points are listed in Figure 2.1. The functions p∗0,1,0 and q
∗
from Figure 2.1 are plotted in Figure 2.2.
The fixed points for the effective boundaries in cases 1,2, and 4 will be described in The-
orem 2.17 below. In particular, p∗0,1,0 is the function from Theorem 2.17 (c). The simulations
suggest that the domain of attraction of these fixed points (within the class of “all” diffusion
matrices on [0, 1]2) is actually a lot larger than the classes for which we are able to prove
convergence in Theorem 2.17.
The function q∗ from case 3 satisfies q∗(x1, 1) = x1(1− x1) and is zero on the other parts
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Figure 2.2: The functions p∗0,1,0 and q
∗ from cases 2 and 3 of Figure 2.1.
of the boundary. In contrast to what one might perhaps guess in view of case 2, q∗ is not of
the form q∗(x1, x2) = f(x2)x1(1− x1) for some function f .
Case 5 is somewhat degenerate since in this case the fixed point is not continuous.
The only case where the fixed point is not unique is case 6. Here, m can be any positive
definite matrix, while g∗, depending on m, is the unique solution on (0, 1)2 of the equation
1+ 12
∑2
i,j=1mij
∂2
∂xi∂xi
g∗(x) = 0, with zero boundary conditions. Some diffusion matrices that
are in the domain of attraction of these fixed points are described in Theorem 2.14 below.
The simulations indicate that the true domain of attraction is much larger than what can be
proved (and includes nonisotropic matrices).
2.1.8 Known results
In this section we discuss some results that have been derived previously for renormalization
classes on compact sets.
Theorem 2.12 [BCGH95, DGV95] (Universality class of Wright-Fisher models)
Let D := {x ∈ Rd : xi > 0 ∀i,
∑d
i=1 xi < 1}, and let {e0, . . . , ed}, with e0 := (0, . . . , 0) and
e1 := (1, 0, . . . , 0), . . . , ed := (0, . . . , 0, 1) be the extremal points of D. Let w
∗
ij(x) := xi(δij−xj)
(x ∈ D, i, j = 1, . . . , d) denote the standard Wright-Fisher diffusion matrix, and assume that
W is a renormalization class on D such that w∗ ∈ W and ∂wD = {e0, . . . , ed} for all w ∈ W.
Let (ck)k≥0 be migration constants such that sn → ∞ as n → ∞. Then, for all w ∈ W,
uniformly on D,
snF
(n)w −→
n→∞
w∗. (2.1.54)
The convergence in (2.1.54) is a consequence of Lemmas 2.7 and 2.8: The first moment formula
(2.1.36) (i) and (2.1.37) show that K
w,(n)
x converges to the unique distribution on {e0, . . . , ed}
with mean x, and by the second moment formula (2.1.36) (ii) this implies the convergence of
snF
(n)w.
In order for the iterates in (2.1.54) to be well-defined, Theorem 2.12 assumes that a
renormalization class W of diffusion matrices w on D with effective boundary {e0, . . . , ed}
is given. The problem of finding a nontrivial example of such a renormalization class is open
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in dimensions greater than one. In the one-dimensional case, however, the following result is
known.
Lemma 2.13 [DG93b] (Renormalization class on the unit interval) The set
WDG := {w ∈ C[0, 1] : w = 0 on {0, 1}, w > 0 on (0, 1), w Lipschitz} (2.1.55)
is a renormalization class on [0, 1].
About renormalization of isotropic diffusions, the following result is known. Below, ∂D :=
D\D denotes the topological boundary of D.
Theorem 2.14 [HS98] (Universality class of isotropic models) Let D ⊂ Rd be open,
bounded, and convex and let m ∈ Md+ be fixed and (strictly) positive definite. Set w∗ij(x) :=
mijg
∗(x), where g∗ is the unique solution of 1 + 12
∑
ij mij
∂2
∂xi∂xj
g∗(x) = 0 for x ∈ D and
g∗(x) = 0 for x ∈ ∂D. Assume that W is a renormalization class on D such that w∗ ∈ W
and such that each w ∈ W is of the form
wij(x) = mijg(x) (x ∈ D, i, j = 1, . . . , d), (2.1.56)
for some g ∈ C(D) satisfying g > 0 on D and g = 0 on ∂D. Let (ck)k≥0 be migration constants
such that sn →∞ as n→∞. Then, for all w ∈ W, uniformly on D,
snF
(n)w −→
n→∞
w∗. (2.1.57)
The proof of Theorem 2.14 follows the same lines as the proof of Theorem 2.12, with the
difference that in this case one needs to generalize the first moment formula (2.1.36) (i) in
the sense that
∫
DK
w,(n)
x (dy)h(y) = h(x) for any m-harmonic function h, i.e., h ∈ C(2)(D)
satisfying
∑
ij mij
∂2
∂xi∂xj
h(x) = 0 for x ∈ D. The kernel Kw,(n)x now converges to the m-
harmonic measure on ∂D with mean x, and this implies (2.1.57).
Again, in dimensions d ≥ 2, the problem of finding a ‘reasonable’ class W satisfying the
assumptions of Theorem 2.14 is so far unresolved. The problem with verifying conditions (i)–
(iv) from Definition 2.1 in an explicit set-up is that (i) and (ii) usually require some smoothness
of w, while (iv) requires that one can prove the same smoothness for Fcw, which is difficult.
The proofs of Theorems 2.12 and 2.14 are both based on invariant harmonics (see (2.1.13)).
Since diffusion matrices of catalytic Wright-Fisher diffusions do not in general have invariant
harmonics, in order to prove our main result (Theorem 2.17 below), we will need quite different
techniques.
Closely related to this is the fact that in the renormalization classes from Theorems 2.12
and 2.14, the unique attraction point w∗ does not depend on the parameter γ∗ from (2.1.43).
As a result, it turns out that the class {λw∗ : λ > 0} is a fixed shape. Here, for any
prerenormalization class W, a fixed shape is a subclass Wˆ ⊂ W of the form Wˆ = {λw : λ > 0}
with 0 6= w ∈ W, such that Fc(Wˆ) ⊂ Wˆ for all c > 0. The next lemma, which will be proved
in Section 2.3.1 below, describes how fixed shapes for renormalization classes on compact sets
typically arise.
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Lemma 2.15 (Fixed shapes) Assume that for each 0 < γ∗ <∞, there is a 0 6= w∗ = w∗γ∗ ∈
W such that snF (n)w −→
n→∞
w∗γ∗ whenever w ∈ W, sn →∞, and sn+1/sn → 1 + γ∗. Then:
(a) w∗γ∗ is the unique solution in W of equation (2.1.46) (i).
(b) If w∗ = w∗γ∗ does not depend on γ
∗, then
Fc(λw
∗) = ( 1λ +
1
c )
−1w∗ (λ, c > 0). (2.1.58)
Moreover, {λw∗ : λ > 0} is the unique fixed shape in W.
(c) If the w∗γ∗ for different values of γ
∗ are not constant multiples of each other, then W
contains no fixed shapes.
In our main result (Theorem 2.17 below), we will describe a renormalization class which we
believe contains no fixed shape.
2.2 Catalytic Wright-Fisher diffusions
2.2.1 Main result
Motivated by the previous sections, we will now take the abstract definition of a renormaliza-
tion class as our starting point, and study iterated renormalization transformations on one such
class. Earlier work of this sort has been done in [BCGH95, BCGH97, HS98, Sch98, CDG04].
The subject of our study will be the following renormalization class on [0, 1]2.
Definition 2.16 (Renormalization class of catalytic Wright-Fisher diffusions) We
set Wcat := {wα,p : α > 0, p ∈ H}, where
wα,p(x) :=
(
αx1(1− x1) 0
0 p(x1)x2(1− x2)
)
(x = (x1, x2) ∈ [0, 1]2), (2.2.1)
and
H := {p : p a real function on [0, 1], p ≥ 0, p Lipschitz continuous}. (2.2.2)
Moreover, we put
Hl,r := {p ∈ H : 1{p(0)>0} = l, 1{p(1)>0} = r} (l, r = 0, 1), (2.2.3)
and set W l,rcat := {wα,p : α > 0, p ∈ Hl,r} (l, r = 0, 1). ♦
Solutions y = (y1,y2) to the martingale problem for Ac,w
α,p
x (recall (2.1.24)) can be represented
as solutions to the SDE
(i) dy1t = c (x1 − y1t )dt+
√
2αy1t (1− y1t )dB1t ,
(ii) dy2t = c (x2 − y2t )dt+
√
2p(y1t )y
2
t (1− y2t )dB2t .
(2.2.4)
We call y1 the Wright-Fisher catalyst with resampling rate α and y2 the Wright-Fisher reactant
with catalyzing function p.
Here is our main result:
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Theorem 2.17 (Main result)
(a) The set Wcat is a renormalization class on [0, 1]2 and Fc(W l,rcat) ⊂ W l,rcat (c > 0, l, r = 0, 1).
(b) Fix (positive) migration constants (ck)k≥0 such that
(i) sn −→
n→∞
∞ and (ii) sn+1
sn
−→
n→∞
1 + γ∗ (2.2.5)
for some γ∗ ≥ 0. If w ∈ W l,rcat (l, r = 0, 1), then uniformly on [0, 1]2,
snF
(n)w −→
n→∞
w∗, (2.2.6)
where the limit w∗ is the unique solution in W l,rcat to the equation
(i) (1 + γ∗)F1/γ∗w
∗=w∗ if γ∗ > 0,
(ii) 12
2∑
i,j=1
w∗ij(x)
∂2
∂xi∂xj
w∗(x) + w∗(x)= 0 (x ∈ [0, 1]2) if γ∗ = 0. (2.2.7)
(c) The matrix w∗ is of the form w∗ = w1,p
∗
, where p∗ = p∗l,r,γ∗ ∈ Hl,r depends on l, r, and γ∗.
One has
p∗0,0,γ∗ ≡ 0 and p∗1,1,γ∗ ≡ 1 for all γ∗ ≥ 0. (2.2.8)
For each γ∗ ≥ 0, the function p∗0,1,γ∗ is concave, nondecreasing, and satisfies p∗0,1,γ∗(0) = 0,
p∗0,1,γ∗(1) = 1. By symmetry, analoguous statements hold for p
∗
1,0,γ∗.
Conditions (2.2.5) (i) and (ii) are satisfied, for example, for ck = (1 + γ
∗)−k. Note that the
functions p∗0,0,γ∗ and p
∗
1,1,γ∗ are independent of γ
∗ ≥ 0. We believe that on the other hand,
p∗0,1,γ∗ is not constant as a function of γ
∗, but we have not proved this.2 If this is confirmed,
then by Lemma 2.15, it follows thatW0,1cat , unlike all renormalization classes studied previously,
contains no fixed shapes.
The function p∗0,1,0 is the unique nonnegative solution to the equation
1
2x(1− x) ∂
2
∂x2
p(x) + p(x)(1− p(x)) = 0 (x ∈ [0, 1]) (2.2.9)
with boundary conditions p(0) = 0 and p(1) > 0. This function occurred before in the work
of Greven, Klenke, and Wakolbinger [GKW01, formulas (1.10)–(1.11)], who studied linearly
interacting catalytic Wright-Fisher diffusions catalyzed by a voter model. They believe their
results to hold for a Wright-Fisher catalyst too, i.e., for a model of the form
dx1ξ(t)=
∑
η: |η−ξ|=1
(
x1η(t)− x1ξ(t)
)
dt+
√
2αx1ξ(t)(1− x1ξ(t)) dB1ξ (t),
dx2ξ(t)=
∑
η: |η−ξ|=1
(
x2η(t)− x2ξ(t)
)
dt+
√
2p(x1ξ(t))x
2
ξ(t)(1 − x2ξ(t)) dB2ξ (t),
(2.2.10)
2In support of this, if Uγ (γ > 0) are transformations such that F
1,p
γ = w
1,Uγp (see (2.2.21) below), then a
heuristic calculation for p = p∗0,1,0 yields Uγp(x) = p(x) + γ
2x(1− x)
˘
1
2
p′′(x)− 4
3
(p′(x))2− 4
3
xp′′′(x)
¯
+O(γ3),
which implies that p∗0,1,0 6= p
∗
0,1,γ∗ for γ
∗ small enough.
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where α > 0 is a constant, p is a nonnegative function on [0, 1] satisfying p(0) = 0 and
p(1) > 0, but they could not prove this due to certain technical difficulties that a [0, 1]-valued
catalyst would create, compared to the simpler {0, 1}-valued voter model. They determined
the clustering distribution of their model on Z2, which turns out to coincide with the predic-
tion made based on renormalization theory in Conjecture 2.11, with w∗ = w1,p
∗
0,1,0 as in our
Theorem 2.17.
The work in [GKW01] not only provides the main motivation for the present chapter, but
also inspired some of our techniques for proving Theorem 2.17. This concerns in particular
the proof of Proposition 2.18 below, which makes the connection between renormalization
transformations and a branching process. We hope that conversely, our techniques may shed
some light on the problems left open by [GKW01], in particular, the question whether their
results stay true if the voter model catalyst is replaced by a Wright-Fisher catalyst. It seems
plausible that their results may not hold for the model in (2.2.10) if the catalyzing function
p grows too fast at 0. On the other hand, our proofs suggest that p with a finite slope at
0 should be OK. (In particular, while deriving formula (2.2.51) below, we use that p can be
bounded from above by r+h0,1 for some r+ > 0, which requires that p has a finite slope at 0.)
2.2.2 Open problems
The general program of studying renormalization classes in the sense of Definition 2.1 contains
a wealth of open problems. In our proofs, we make heavy use of the single-way nature of the
catalyzation in (2.2.4), in particular, the fact that y1 is an autonomous process which allows
one to condition on y1 and consider y2 as a process in a random environment created by y1.
As soon as one leaves the single-way catalytic regime one runs into several difficulties, both
technically (it is hard to prove that a given class of matrices is a renormalization class in the
sense of Definition 2.1) and conceptually (it is not clear when solutions to the asymptotic
fixed shape equation (2.1.46) (ii) are unique). Therefore, it seems at present hard to verify the
complete picture for renormalization classes on the unit square that arises from the numerical
simulations described in Section 2.1.7 and Figures 2.1 and 2.2, unless one or more essential
new ideas are added.
In this context, the study of the nonlinear partial differential equation (2.1.53) and its fixed
points seems to be a challenging problem. This may be a hard problem from an analytic point
of view, since the equation is degenerate and not in divergence form. For the renormalization
classWcat, the quasilinear equation (2.1.53) reduces to the semilinear equation (2.2.26), which
is analytically easier to treat and moreover has a probabilistic interpretation in terms of
a superprocess. We do not know whether solutions to equation (2.1.53) can in general be
represented in terms of a stochastic process of some sort.
Even for the renormalization class Wcat, several interesting problems are left open. One of
the most urgent ones is to prove that the functions p∗0,1,γ∗ are not constant in γ
∗, and therefore,
by Lemma 2.15 (c), W0,1cat contains no fixed shapes. Moreover, we have not investigated the
iterated renormalization transformations in the regime γ∗ = ∞. Also, we believe that the
convergence in (2.2.39) (ii) does not hold if the condition that p is Lipschitz is dropped, in
particular, if p(0) = 0 and p has an infinite slope at 0. For p ∈ H0,0, it seems plausible that
a properly rescaled version of the iterates U (n)p, with Uγ as in (2.2.20) below, converges to a
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universal limit, but we have not investigated this either. Finally, we have not investigated the
convergence of the iterated kernels Kw,(n) from (2.1.33) (in particular, we have not verified
Conjecture 2.10) for the renormalization class Wcat.
Our methods, combined with those in [BCGH95], can probably be extended to study the
action of iterated renormalization transformations on diffusion matrices of the following more
general form (compared to (2.2.1)):
w(x) =
(
g(x1) 0
0 p(x1)x2(1− x2)
)
(x =∈ [0, 1]2), (2.2.11)
where g : [0, 1] → R is Lipschitz, g(0) = g(1) = 0, g > 0 on (0, 1), and p ∈ H as before. This
would, however, require a lot of extra technical work and probably not generate much new
insight. The numerical simulations mentioned in Section 2.1.7 suggest that many diffusion
matrices of an even more general form than (2.2.11) also converge under renormalization to
the limit points w∗ from Theorem 2.17, but we don’t know how to prove this.
In the next sections, we will show that for the renormalization class Wcat, the rescaled
renormalization transformations F γ from (2.1.39) can be expressed in terms of the log-Laplace
operators of a discrete time branching process on [0, 1]. This will allow us to use techniques
from the theory of spatial branching processes to verify Conjecture 2.9 for the renormalization
class Wcat in the case γ∗ <∞.
2.2.3 Poisson-cluster branching processes
We first need some concepts and facts from branching theory. Finite measure-valued branching
processes (on R) in discrete time have been introduced by Jiˇrina [Jir64]. We need to consider
only a special class.
Let E be a separable, locally compact, and metrizable space. We let C(E) and B(E) denote
the spaces of all continuous, and bounded Borel measurable, real functions on E, respectively.
We put C+(E) := {f ∈ C(E) : f ≥ 0} and define B+(E) analogously. We let M(E) denote
the space of all finite measures on E, equipped with the topology of weak convergence. The
subspace of probability measures is denoted by M1(E). For µ ∈M(E) and f ∈ B(E) we use
the notation 〈µ, f〉 := ∫E f dµ and |µ| := µ(E).
We call a continuous map Q from E intoM1(M(E)) a continuous cluster mechanism. By
definition, anM(E)-valued random variable X is a Poisson cluster measure on E with locally
finite intensity measure µ and continuous cluster mechanism Q, if its log-Laplace transform
satisfies
− logE[e−〈X , f〉] = ∫
E
µ(dx)
(
1−
∫
M(E)
Q(x,dχ)e−〈χ, f〉
)
(f ∈ B+(E)). (2.2.12)
For given µ and Q, such a Poisson cluster measure exists, and is unique in distribution,
provided that the right-hand side of (2.2.12) is finite for f = 1. It may be constructed as X =∑
i χxi , where
∑
i δxi is a (possibly infinite) Poisson point measure with intensity µ, and given
x1, x2, . . ., the χx1 , χx2 , . . . are independent random variables with laws Q(x1, · ),Q(x2, · ), . . .,
respectively.
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Now fix a finite sequence of functions qk ∈ C+(E) and continuous cluster mechanisms Qk
(k = 1, . . . , n), define
Ukf(x) := qk(x)
(
1−
∫
M(E)
Qk(x,dχ)e−〈χ, f〉
)
(x ∈ E, f ∈ B+(E), k = 1, . . . , n),
(2.2.13)
and assume that
sup
x∈E
Uk1(x) <∞ (k = 1, . . . , n). (2.2.14)
Then Uk maps B+(E) into B+(E) for each k, and for eachM(E)-valued initial state X0, there
exists a (time-inhomogeneous) Markov chain (X0, . . . ,Xn) inM(E), such that Xk, given Xk−1,
is a Poisson cluster measure with intensity qkXk−1 and cluster mechanism Qk. It is not hard
to see that the process started in µ satisfies
Eµ
[
e−〈Xn, f〉] = e−〈µ,U1 ◦ · · · ◦ Unf〉 (µ ∈ M(E), f ∈ B+(E)). (2.2.15)
We call X = (X0, . . . ,Xn) the Poisson-cluster branching process on E with weight functions
q1, . . . , qn and cluster mechanisms Q1, . . . ,Qn. The operator Uk is called the log-Laplace oper-
ator of the transition law from Xk−1 to Xk. Note that we can write (2.2.15) in the suggestive
form
Pµ
[
Pois(fXn) = 0
]
= P
[
Pois
(
(U1 ◦ · · · ◦ Unf)µ
)
= 0
]
. (2.2.16)
Here, if µ is an M(E)-valued random variable, then Pois(µ) denotes an N (E)-valued random
variable such that conditioned on µ, Pois(µ) is a Poisson point measure with intensity µ.
2.2.4 The renormalization branching process
We will now construct a Poisson-cluster branching process on [0, 1] of a special kind, and show
that the rescaled renormalization transformations on Wcat can be expressed in terms of the
log-Laplace operators of this branching process.
By Lemma 2.30 below, for each γ > 0 and x ∈ [0, 1], the SDE
dy(t) = 1γ (x− y(t))dt+
√
2y(t)(1 − y(t))dB(t), (2.2.17)
has a unique (in law) stationary solution. We denote this solution by (yγx(t))t∈R. Let τγ be
an independent exponentially distributed random variable with mean γ, and set
Zγx :=
∫ τγ
0
δ
y
γ
x(−t/2)dt (γ > 0, x ∈ [0, 1]). (2.2.18)
Define constants qγ and continuous (by Corollary 2.36 below) cluster mechanisms Qγ by
qγ :=
1
γ + 1 and Qγ(x, · ) := L(Zγx ) (γ > 0, x ∈ [0, 1]), (2.2.19)
and let Uγ denote the log-Laplace operator with (constant) weight function qγ and cluster
mechanism Qγ , i.e.,
Uγf(x) := qγ
(
1−
∫
M([0,1])
Qγ(x,dχ)e−〈χ, f〉
)
(x ∈ [0, 1], f ∈ B+[0, 1], γ > 0). (2.2.20)
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We now establish the connection between renormalization transformations on Wcat and log-
Laplace operators.
Proposition 2.18 (Identification of the renormalization transformation) Let F γ be
the rescaled renormalization transformation on Wcat defined in (2.1.39). Then
F γw
1, p = w1,Uγp (p ∈ H, γ > 0). (2.2.21)
Fix a diffusion matrix wα,p ∈ Wcat and migration constants (ck)k≥0. Define constants sn
and γn as in (2.1.38) and (2.1.41), respectively, where β := 1/α. Then Proposition 2.18 and
formula (2.1.40) show that
snF
(n)wα,p = w1,Uγn−1 ◦ · · · ◦ Uγ0(
p
α ). (2.2.22)
Here Uγn−1 , . . . ,Uγ0 are the log-Laplace operators of the Poisson-cluster branching process X =
(X−n, . . . ,X0) with weight functions qγn−1 , . . . , qγ0 and cluster mechanisms Qγn−1 , . . . ,Qγ0 .
We call X (started at some time −n in an initial law L(X−n)) the renormalization branching
process. By formulas (2.2.15) and (2.2.22), the study of the limiting behavior of rescaled
iterated renormalization transformations on Wcat reduces to the study of the renormalization
branching process X in the limit n→∞.
2.2.5 Convergence to a time-homogeneous process
Let X = (X−n, . . . ,X0) be the renormalization branching process introduced in the last section.
If the constants (γk)k≥0 satisfy
∑
n γn = ∞ and γn → γ∗ for some γ∗ ∈ [0,∞), then X is
almost time-homogeneous for large n. More precisely, we will prove the following convergence
result.
Theorem 2.19 (Convergence to a time-homogenous branching process) Assume that
L(X−n) =⇒
n→∞
µ for some probability law µ on M([0, 1]).
(a) If 0 < γ∗ <∞, then
L(X−n,X−n+1, . . .) =⇒
n→∞
L(Yγ∗0 ,Yγ
∗
1 , . . .), (2.2.23)
where Yγ∗ is the time-homogenous branching process with log-Laplace operator Uγ∗ in each
step and initial law L(Yγ∗0 ) = µ.
(b) If γ∗ = 0, then
L
((X−kn(t))t≥0
)
=⇒
n→∞
L
((Y0t )t≥0
)
, (2.2.24)
where ⇒ denotes weak convergence of laws on path space, kn(t) := min{k : 0 ≤ k ≤ n,∑n−1
l=k γl ≤ t}, and Y0 is the superprocess on [0, 1] with underlying motion generator 12x(1 −
x) ∂
2
∂x2
and activity and growth parameter both identically 1, started in the initial law L(Y00 ) = µ.
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We call the superprocess Y0 from part (b) the super-Wright-Fisher diffusion. It is the time-
homogeneous Markov process in M[0, 1] with continuous sample paths, whose Laplace func-
tionals are given by
Eµ
[
e−〈Y0t , f〉] = e−〈µ,U0t f〉 (µ ∈ M[0, 1], f ∈ B+[0, 1], t ≥ 0), (2.2.25)
where U0t f = ut is the unique mild solution of the semilinear Cauchy equation{
∂
∂tut(x)=
1
2x(1− x) ∂
2
∂x2
ut(x) + ut(x)(1 − ut(x)) (t ≥ 0, x ∈ [0, 1]),
u0= f.
(2.2.26)
For a further study of the renormalization branching process X and its limiting processes Yγ∗
(γ∗ ≥ 0) we will use the technique of embedded particle systems, which we explain in the next
section.
2.2.6 Weighted and Poissonized branching processes
In this section, we explain how from a Poisson-cluster branching process it is possible to con-
struct other branching processes by weighting and Poissonization. We first need to introduce
spatial branching particle systems in some generality.
Let E again be separable, locally compact, and metrizable. We set C[0,1](E) := {f ∈
C(E) : 0 ≤ f ≤ 1} and define B[0,1](E) analogously. We write N (E) for the space of finite
counting measures, i.e., measures of the form ν =
∑m
i=1 δxi with x1, . . . , xm ∈ E (m ≥ 0). We
interpret ν as a collection of particles, situated at positions x1, . . . , xm. For ν ∈ N (E) and
f ∈ B[0,1](E), we adopt the notation
f0 := 1 and fν :=
m∏
i=1
f(xi) when ν =
m∑
i=1
δxi (m ≥ 1). (2.2.27)
We call a continuous map x 7→ Q(x, · ) from E into M1(N (E)) a continuous offspring mech-
anism.
Fix continuous offspring mechanisms Qk (1 ≤ k ≤ n), and let (X0, . . . ,Xn) be a Markov
chain in N (E) such that, given that Xk−1 =
∑m
i=1 δxi , the next step of the chain Xk is a sum
of independent random variables with laws Qk(xi, · ) (i = 1, . . . ,m). Then
Eν
[
(1− f)Xn] = (1− U1 ◦ · · · ◦ Unf)ν (ν ∈ N (E), f ∈ B[0,1](E)), (2.2.28)
where Uk : B[0,1](E)→ B[0,1](E) is defined as
Ukf(x) := 1−
∫
N (E)
Qk(x,dν)(1− f)ν (1 ≤ k ≤ n, x ∈ E, f ∈ B[0,1](E)). (2.2.29)
We call Uk the generating operator of the transition law from Xk−1 to Xk, and we call X =
(X0, . . . ,Xn) the branching particle system on E with generating operators U1, . . . , Un. It is
often useful to write (2.2.28) in the suggestive form
P ν
[
Thinf (Xn) = 0
]
= P
[
ThinU1◦···◦Unf (ν) = 0
]
(ν ∈ N (E), f ∈ B[0,1](E)). (2.2.30)
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Here, if ν is an N (E)-valued random variable and f ∈ B[0,1](E), then Thinf (ν) denotes an
N (E)-valued random variable such that conditioned on ν, Thinf (ν) is obtained from ν by
independently throwing away particles from ν, where a particle at x is kept with probability
f(x). One has the elementary relations
Thinf (Thing(ν))
D
= Thinfg(ν) and Thinf (Pois(µ))
D
= Pois(fµ), (2.2.31)
where
D
= denotes equality in distribution.
We are now ready to describe weighted and Poissonized branching processes. Let X =
(X0, . . . ,Xn) be a Poisson-cluster branching process on E, with continuous weight functions
q1, . . . , qn, continuous cluster mechanisms Q1, . . . ,Qn, and log-Laplace operators U1, . . . ,Un
given by (2.2.13) and satisfying (2.2.14). Let Zkx denote an M(E)-valued random variable
with law Qk(x, · ). Let h ∈ C+(E) be bounded, h 6= 0, and put Eh := {x ∈ E : h(x) > 0}. For
f ∈ B+(Eh), define hf ∈ B+(E) by hf(x) := h(x)f(x) if x ∈ Eh and hf(x) := 0 otherwise.
Proposition 2.20 (Weighting of Poisson-cluster branching processes) Assume that
there exists a constant K < ∞ such that Ukh ≤ Kh for all k = 1, . . . , n. Then there exists a
Poisson-cluster branching process X h = (X h0 , . . . ,X hn ) on Eh with weight functions (qh1 , . . . , qhn)
given by qhk := qk/h, continuous cluster mechanisms Qh1 , . . . ,Qhn given by
Qhk(x, · ) := L(hZkx) (x ∈ Eh), (2.2.32)
and log-Laplace operators Uh1 , . . . ,Uhn satisfying
hUhk f := Uk(hf) (f ∈ B+(Eh)). (2.2.33)
The processes X and Xh are related by
L(X h0 ) = L(hX0) implies L(X hk ) = L(hXk) (0 ≤ k ≤ n). (2.2.34)
Proposition 2.21 (Poissonization of Poisson-cluster branching processes) Assume
that Ukh ≤ h for all k = 1, . . . , n. Then there exists a branching particle system Xh =
(Xh0 , . . . ,X
h
n) on E
h with continuous offspring mechanisms Qh1 , . . . , Q
h
n given by
Qhk(x, · ) :=
qk(x)
h(x)
P
[
Pois(hZkx) ∈ ·
]
+
(
1− qk(x)
h(x)
)
δ0( · ) (x ∈ Eh), (2.2.35)
and generating operators Uh1 , . . . , U
h
n satisfying
hUhk f := Uk(hf) (f ∈ B[0,1](Eh)). (2.2.36)
The processes X and Xh are related by
L(Xh0 ) = L(Pois(hX0)) implies L(Xhk ) = L(Pois(hXk)) (0 ≤ k ≤ n). (2.2.37)
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Here, the right-hand side of (2.2.35) is always a probability measure, despite that it may
happen that qk(x)/h(x) > 1. The (straightforward) proofs of Propositions 2.20 and 2.21 can
be found in Section 2.8.1 below. If (2.2.34) holds then we say that X h is obtained from X
by weighting with density h. If (2.2.37) holds then we say that Xh is obtained from X by
Poissonization with density h. Proposition 2.21 says that a Poisson-cluster branching process
X contains, in a way, certain ‘embedded’ branching particle systems Xh. Poissonization rela-
tions for superprocesses and embedded particle systems have enjoyed considerable attention,
see [FS04] and references therein.
A function h ∈ B+(E) such that Ukh ≤ h is called Uk-superharmonic. If the reverse
inequality holds we say that h is Uk-subharmonic. If Ukh = h then h is called Uk-harmonic.
2.2.7 Extinction versus unbounded growth for embedded particle systems
In this section we explain how embedded particle systems can be used to prove Theorem 2.17.
Throughout this section (γk)k≥0 are positive constants such that
∑
n γn =∞ and γn → γ∗ for
some γ∗ ∈ [0,∞), and X = (X−n, . . . ,X0) is the renormalization branching process on [0, 1]
defined in Section 2.2.4. We write
U (n) := Uγn−1 ◦ · · · ◦ Uγ0 . (2.2.38)
In view of formula (2.2.22), in order to prove Theorem 2.17, we need the following result.
Proposition 2.22 (Limits of iterated log-Laplace operators) Uniformly on [0, 1],
(i) lim
n→∞
U (n)p=1 (p ∈ H1,1),
(ii) lim
n→∞
U (n)p=0 (p ∈ H0,0),
(iii) lim
n→∞
U (n)p= p∗0,1,γ∗ (p ∈ H0,1),
(2.2.39)
where p∗0,1,γ∗ : [0, 1]→ [0, 1] is a function depending on γ∗ but not on p ∈ H0,1.
In our proof of Proposition 2.22, we will use embedded particle systems Xh = (Xh−n, . . . ,X
h
0 )
obtained from X by Poissonization with certain h taken from the classes H1,1, H0,0, and H0,1.
Below, P−n,δx denotes the law of the process started at time −n with one particle at x.
Lemma 2.23 (Embedded particle system with h1,1) The constant function h1,1(x) := 1
is Uγ-harmonic for each γ > 0. The corresponding embedded particle system Xh1,1 on [0, 1]
satisfies
P−n,δx
[|Xh1,10 | ∈ · ] =⇒n→∞ δ∞ (2.2.40)
uniformly3 for all x ∈ [0, 1].
In (2.2.40) and similar formulas below, ⇒ denotes weak convergence of probability measures
on [0,∞]. Thus, (2.2.40) says that for processes started with one particle on the position x at
times −n, the number of particles at time zero converges to infinity as n→∞.
3Since M1[0,∞] is compact in the topology of weak convergence, there is a unique uniform structure
compatible with the topology, and therefore we can unambiguously talk about uniform convergence ofM1[0,∞]-
valued functions (in this case, x 7→ P−n,δx
ˆ
|X
h1,1
0 | ∈ ·
˜
).
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Lemma 2.24 (Embedded particle system with h0,0) The function h0,0(x) := x(1 − x)
(x ∈ [0, 1]) is Uγ-superharmonic for each γ > 0. The corresponding embedded particle system
Xh0,0 on (0, 1) is critical and satisfies
P−n,δx
[|Xh0,00 | ∈ · ] =⇒n→∞ δ0 (2.2.41)
locally uniformly for all x ∈ (0, 1).
Here, we say that a branching particle system X is critical if each particle produces on average
one offspring (in each time step and independent of its position). Formula (2.2.41) says that
the embedded particle system Xh0,0 gets extinct during the time interval {−n, . . . , 0} with
probability tending to one as n→∞. We can summarize Lemmas 2.23 and 2.24 by saying that
the embedded particle system associated with h1,1 grows unboundedly while the embedded
particle system associated with h0,0 becomes extinct as n→∞.
We will also consider an embedded particle system Xh0,1 for a certain h0,1 taken from H0,1.
It turns out that this system either gets extinct or grows unboundedly, each with a positive
probability. In order to determine these probabilities, we need to consider embedded particle
systems for the time-homogeneous processes Yγ∗ (γ∗ ∈ [0,∞)) from (2.2.23) and (2.2.24). If
h ∈ H0,1 is Uγ∗-superharmonic for some γ∗ > 0, then Poissonizing the process Yγ∗ with h
yields a branching particle system on (0, 1] which we denote by Y γ
∗,h = (Y γ
∗,h
0 , Y
γ∗,h
1 , . . .).
Likewise, if h ∈ H0,1 is twice continuously differentiable and satisfies
1
2x(1− x) ∂
2
∂x2
h(x) − h(x)(1 − h(x)) ≤ 0, (2.2.42)
then Poissonizing the super-Wright-Fisher diffusion Y0 with h yields a continuous-time branch-
ing particle system on (0, 1], which we denote by Y 0,h = (Y 0,ht )t≥0. For example, for m ≥ 4,
the function h(x) := 1− (1− x)m satisfies (2.2.42).
Lemma 2.25 (Embedded particle system with h0,1) The function h0,1(x) := 1−(1−x)7
is Uγ-superharmonic for each γ > 0. The corresponding embedded particle system Xh0,1 on
(0, 1] satisfies
P−n,δx
[|Xh0,10 | ∈ · ] =⇒n→∞ ργ∗(x)δ∞ + (1− ργ∗(x))δ0, (2.2.43)
locally uniformly for all x ∈ (0, 1], where
ργ∗(x) :=
{
P δx [Y
γ∗,h0,1
k 6= 0 ∀k ≥ 0] (0 < γ∗ <∞),
P δx [Y
0,h0,1
t 6= 0 ∀t ≥ 0] (γ∗ = 0).
(2.2.44)
We now explain how Lemmas 2.23–2.25 imply Proposition 2.22. In doing so, it will be more
convenient to work with weighted branching processes than with Poissonized branching pro-
cesses. A little argument (which can be found in Lemma 2.79 below) shows that Lemmas 2.23–
2.25 are equivalent to the next proposition.
Proposition 2.26 (Extinction versus unbounded growth) Let h1,1, h0,0, and h0,1 be as
in Lemmas 2.23–2.25. For γ∗ ∈ [0,∞), put p∗1,1,γ∗(x) := 1, p∗0,0,γ∗(x) := 0 (x ∈ [0, 1]), and
p∗0,1,γ∗(0) := 0 and p
∗
0,1,γ∗(x) := h0,1(x)ργ∗(x) (x ∈ (0, 1]), (2.2.45)
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with ργ∗ as in (2.2.44). Then, for (l, r) = (1, 1), (0, 0), and (0, 1),
P−n,δx
[〈X0, hl,r〉 ∈ · ] =⇒
n→∞
e
−p∗l,r,γ∗(x)δ0 +
(
1− e−p
∗
l,r,γ∗(x)
)
δ∞, (2.2.46)
uniformly for all x ∈ [0, 1].
Formula (2.2.46) says that the weighted branching process X hl,r exhibits a form of extinction
versus unbounded growth. More precisely, for large n the total mass of hl,rX0 is close to 0 or
∞ with high probability.
Proof of Proposition 2.22 By (2.2.15),
U (n)p(x) = − logE−n,δx[e−〈X0, p〉] (p ∈ B+[0, 1], x ∈ [0, 1]). (2.2.47)
We first prove formula (2.2.39) (ii). For (l, r) = (0, 0), formula (2.2.46) says that
P−n,δx[〈X0, h0,0〉 ∈ · ] =⇒
n→∞
δ0 (2.2.48)
uniformly for all x ∈ [0, 1]. If p ∈ H0,0, then we can find r > 0 such that p ≤ rh0,0. Therefore,
(2.2.48) implies that for any p ∈ H0,0,
P−n,δx[〈X0, p〉 ∈ · ] =⇒
n→∞
δ0. (2.2.49)
By (2.2.47) it follows that
U (n)p(x) = − logE−n,δx[e−〈X0, p〉] −→
n→∞
0, (2.2.50)
where the limits in (2.2.49) and (2.2.50) are uniform in x ∈ [0, 1]. This proves formula
(2.2.39) (ii). To prove formula (2.2.39) (iii), note that for any p ∈ H0,1 we can choose 0 <
r− < r+ such that r−h0,1 ≤ p+ h0,0 ≤ r+h0,1. Therefore, (2.2.46) implies that
P−n,δx [〈X0, p〉+ 〈X0, h0,0〉 ∈ · ] =⇒
n→∞
e
−p∗0,1,γ∗(x)δ0 +
(
1− e−p
∗
0,1,γ∗(x)
)
δ∞. (2.2.51)
Using moreover (2.2.48), we see that
P−n,δx [〈X0, p〉 ∈ · ] =⇒
n→∞
e
−p∗0,1,γ∗(x)δ0 +
(
1− e−p
∗
0,1,γ∗(x)
)
δ∞. (2.2.52)
By (2.2.47), it follows that
U (n)p(x) = − logE−n,δx[e−〈X0, p〉] −→
n→∞
p∗0,1,γ∗(x) (2.2.53)
where all limits are uniform in x ∈ [0, 1]. This proves (2.2.39) (iii). The proof of (2.2.39) (i)
is similar but easier.
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2.2.8 Outline
In Section 2.3, we verify that Wcat is a renormalization class, we prove Proposition 2.18,
which connects the renormalization transformations Fc to the log-Laplace operators Uγ , and
we collect a number of technical properties of the operators Uγ that will be needed later on.
In Section 2.4 we prove Theorem 2.19 about the convergence of the renormalization branching
process to a time-homogeneous limit.
Sections 2.5–2.7 are devoted to the super-Wright-Fisher diffusio Y0, i.e., the limiting pro-
cess from Theorem 2.19 (b). These sections have been written in such a way that they can
be read independently of the rest of this chapter. In fact, we generalize a bit by allowing
for an arbitrary positive constant to appear in front of the u(1 − u) term in (2.2.26). This
generatization reveals that the case where this constant is one is in fact a critical case, marking
the boundary between two types of long-time behavior. Section 2.5 gives an introduction to
the super-Wright-Fisher diffusion, while Sections 2.6–2.7 contain proofs. The central tool in
these proofs is a weighted superprocess, rather than embedded particle systems which are our
main tool for studying the renormalization branching process X
In Section 2.8, we take up the study of X and its embedded particle systems. In particular,
we prove the statements from Section 2.2.7 about extinction versus unbounded growth of
embedded particle systems, with the exception of Lemma 2.24, which is proved in Section 2.9.
In Section 2.10, finally, we combine all results derived by that point to prove our main theorem.
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2.3 The renormalization class Wcat
In this section we prove Theorem 2.17 (a) and Proposition 2.18, as well as Lemmas 2.3–2.8
from Section 2.1.4, and Lemma 2.15. The section is organized according to the techniques
used. Section 2.3.1 collects some facts that hold for general renormalization classes on compact
sets. In Section 2.3.2 we use the SDE (2.2.4) to couple catalytic Wright-Fisher diffusions. In
Section 2.3.3 we apply the moment duality for the Wright-Fisher diffusion to the catalyst and
to the reactant conditioned on the catalyst. In Section 2.3.4 we prove that monotone concave
catalyzing functions form a preserved class under renormalization.
2.3.1 Renormalization classes on compact sets
In this section, we prove the lemmas stated in Section 2.1.4, as well as Lemma 2.15. Recall
that D ⊂ Rd is open, bounded, and convex, and that W is a prerenormalization class on D,
equipped with the topology of uniform convergence.
Proof of Lemma 2.3 To see that (x, c, w) 7→ νc,wx is continuous, let (xn, cn, wn) be a sequence
converging in D × (0,∞) × W to a limit (x, c, w). By the compactness of D, the sequence
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(νcn,wnxn )n≥0 is tight, and each limit point ν
∗ satisfies
〈ν∗, Ac,wx f〉 = 0 (f ∈ C(2)(D)). (2.3.1)
Therefore, by [EK86, Theorem 4.9.17], ν∗ is an invariant law for the martingale problem
associated with Ac,wx . Since we are assuming uniqueness of the invariant law, ν∗ = ν
c,w
x and
therefore νcn,wnxn ⇒ νc,wx . The continuity of Fcw(x) is a simple consequence of the continuity
of νc,wx .
Proof of Lemma 2.4 Formula (2.1.31) (i) follows from the fact that rescaling the time in
solutions (yt)t≥0 to the martingale problem for A
c,w
x by a factor λ has no influence on the
invariant law. Formula (2.1.31) (ii) is a direct consequence of formula (2.1.31) (i).
Proof of Lemma 2.5 This follows by inserting the functions f(x) = xi and f(x) = xixj into
the equilibrium equation (2.3.1).
Proof of Lemma 2.6 If x ∈ ∂wD, then yt := x (t ≥ 0) is a stationary solution to the
martingale problem for Ac,wx , and therefore ν
c,w
x = δx and Fcw(x) = w(x) = 0. On the other
hand, if x 6∈ ∂wD, then yt := x (t ≥ 0) is not a stationary solution to the martingale problem
for Ac,wx and therefore
∫
D ν
c,w
x (dy)|y − x|2 > 0. Let tr(w(y)) :=
∑
i wii(y) denote the trace
of w(y). By (2.1.32) (ii), 1c tr(Fcw)(x) =
1
c
∫
D ν
c,w
x (dy)tr(w(y)) =
∫
D ν
c,w
x (dy)|y − x|2 > 0 and
therefore Fcw(x) 6= 0.
From now on assume that W is a renormalization class. Note that
Kw,(n) = νcn−1,F
(n−1)w · · · νc0,w (n ≥ 1), (2.3.2)
where we denote the composition of two probability kernels K,L on D by
(KL)x(dz) :=
∫
D
Kx(dy)Ly(dz). (2.3.3)
Proof of Lemma 2.7 This is a direct consequence of Lemmas 2.3 and 2.5. In particular, the
relations (2.1.36) follow by iterating the relations (2.1.32).
Proof of Lemma 2.8 Recall that tr(w(y)) denotes the trace of w(y). Formulas (2.1.35) and
(2.1.36) (ii) show that∫
D
Kw,(n)x (dy) |y − x|2 = sn
∫
D
Kw,(n)x (dy) tr(w(y)). (2.3.4)
Since D is compact, the left-hand side of this equation is bounded uniformly in x ∈ D and
n ≥ 1, and therefore, since we are assuming sn →∞,
lim
n→∞
sup
x∈D
∫
D
Kw,(n)x (dy)tr(w(y)) = 0. (2.3.5)
Since w is symmetric and nonnegative definite, tr(w(y)) is nonnegative, and zero if and only if
y ∈ ∂wD. If f ∈ C(D) satisfies f = 0 on ∂wD, then, for every ε > 0, the sets Cm := {x ∈ D :
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|f(x)| ≥ ε+m tr(w(x))} are compact with Cm ↓ ∅ as m ↑ ∞, so there exists an m (depending
on ε) such that |f | < ε+m tr(w). Therefore,
lim sup
n→∞
sup
x∈D
∣∣∣ ∫
D
Kw,(n)x (dy)f(y)
∣∣∣ ≤ lim sup
n→∞
sup
x∈D
∫
D
Kw,(n)x (dy)|f(y)|
≤ ε+m lim sup
n→∞
sup
x∈D
∫
D
Kw,(n)x (dy)tr(w(y)) = ε.
(2.3.6)
Since ε > 0 is arbitrary, (2.1.37) follows.
Proof of Lemma 2.15 By (2.1.40), (2.1.42), and (2.1.43), w∗γ∗ = limn→∞(F γ∗)
nw for each
w ∈ W. By Lemma 2.3 (b), F γ∗ : W → W is continuous, so w∗γ∗ is the unique fixed point of
F γ∗ . This proves part (a).
Now let 0 6= w ∈ W and assume that Wˆ = {λw : λ > 0} is a fixed shape. Then
Wˆ ∋ snF (n)w −→
n→∞
w∗γ∗ whenever sn →∞ and sn+1/sn → 1+ γ∗ for some 0 < γ∗ <∞, which
shows that Wˆ = {λw∗γ∗ : λ > 0}. Thus,W can contain at most one fixed shape, and if it does,
then the w∗γ∗ for different values of γ
∗ must be constant multiples of each other. This proves
part (c) and the uniqueness statement in part (b).
To complete the proof of part (b), note that if w∗ = w∗γ∗ does not depend on γ
∗, then
w∗ ∈ W solves (2.1.46) (i) for all 0 < γ∗ < ∞, hence Fcw∗ = (1 + 1c )−1w∗ for all c > 0, and
therefore, by scaling (Lemma 2.4), Fc(λw
∗) = λFc/λ(w
∗) = λ(1 + λc )
−1w∗ = ( 1λ +
1
c )
−1w∗.
2.3.2 Coupling of catalytic Wright-Fisher diffusions
In this section we verify condition (i) of Definition 2.1 for the class Wcat, and we prepare for
the verification of conditions (ii)–(iv) in Section 2.3.3. In fact, we will show that the larger
class Wcat := {wα,p : α > 0, p ∈ C+[0, 1]} is also a renormalization class, and the equivalents
of Theorem 2.17 (a) and Proposition 2.18 remain true for this larger class. (We do not know,
however, if the convergence statements in Theorem 2.17 (b) also hold in this larger class; see
the discussion in Section 2.2.2.)
For each c ≥ 0, w ∈ Wcat and x ∈ [0, 1]2, the operator Ac,wx is a densely defined linear
operator on C([0, 1]2) that maps the identity function into zero and, as one easily verifies,
satisfies the positive maximum principle. Since [0, 1]2 is compact, the existence of a solution
to the martingale problem for Ac,wx , for each [0, 1]2-valued initial condition, now follows from
general theory (see [RW87], Theorem 5.23.5, or [EK86, Theorem 4.5.4 and Remark 4.5.5]).
We are therefore left with the task of verifying uniqueness of solutions to the martingale
problem for Ac,wx . By [EK86, Problem 4.19, Corollary 5.3.4, and Theorem 5.3.6], it suffices to
show that solutions to (2.2.4) are pathwise unique.
Lemma 2.27 (Monotone coupling of Wright-Fisher diffusions) Assume that 0 ≤ x ≤
x˜ ≤ 1, c ≥ 0 and that (Pt)t≥0 is a progressively measurable, nonnegative process such that
supt≥0,ω∈Ω Pt(ω) <∞. Let y, y˜ be [0, 1]-valued solutions to the SDE’s
dyt= c (x− yt)dt+
√
2Ptyt(1− yt)dBt,
dy˜t= c (x˜− y˜t)dt+
√
2Pty˜t(1− y˜t)dBt,
(2.3.7)
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where in both equations B is the same Brownian motion. If y0 ≤ y˜0 a.s., then
yt ≤ y˜t ∀t ≥ 0 a.s. (2.3.8)
Proof This is an easy adaptation of a technique due to Yamada and Watanabe [YW71]. Since∫
0+
dx
x =∞, it is possible to choose ρn ∈ C[0,∞) such that
∫∞
0 ρn(x)dx = 1 and
0 ≤ ρn(x) ≤ 1
nx
1(0,1](x) (x ≥ 0). (2.3.9)
Define φn ∈ C(2)(R) by
φn(x) :=
∫ x∨0
0
dy
∫ y
0
dz ρn(z). (2.3.10)
One easily verifies that φn(x), xφ
′
n(x), and xφ
′′
n(x) are nonnegative and converge, as n→∞,
to x ∨ 0, x ∨ 0, and 0, respectively. By Itoˆ’s formula:
E[φn(yt − y˜t)] =E[φn(y0 − y˜0)] (i)
+c (x− x˜)
∫ t
0
E[φ′n(ys − y˜s)]ds− c
∫ t
0
E[(ys − y˜s)φ′n(ys − y˜s)]ds (ii)
+
∫ t
0
E
[
Ps
(√
ys(1− ys)−
√
y˜s(1− y˜s)
)2
φ′′n(ys − y˜s)
]
ds. (iii)
(2.3.11)
Here the terms in (ii) are nonpositive, and hence, letting n → ∞ and using the elementary
estimate
|
√
y(1− y)−
√
y˜(1− y˜)| ≤ |y − y˜| 12 (y, y˜ ∈ [0, 1]), (2.3.12)
the properties of φn, and the fact that the process P is uniformly bounded, we find that
E[0 ∨ (yt − y˜t)] ≤ E[0 ∨ (y0 − y˜0)] = 0, (2.3.13)
by our assumption that y0 ≤ y˜0. This shows that yt ≤ y˜t a.s. for each fixed t ≥ 0, and by
the continuity of sample paths the statement holds for all t ≥ 0 almost surely.
Corollary 2.28 (Pathwise uniqueness) For all c ≥ 0, α > 0, p ∈ C+[0, 1] and x ∈ [0, 1],
solutions to the SDE (2.2.4) are pathwise unique.
Proof Let (y1,y2) and (y˜1, y˜2) be solutions to (2.2.4) relative to the same pair (B1, B2) of
Brownian motions, with (y10,y
2
0) = (y˜
1
0, y˜
2
0). Applying Lemma 2.27, with inequality in both
directions, we see that y1 = y˜1 a.s. Applying Lemma 2.27 two more times, this time using
that y1 = y˜1 a.s., we see that also y2 = y˜2 a.s.
Corollary 2.29 (Exponential coupling) Assume that x ∈ [0, 1], c ≥ 0, and α > 0. Let
y, y˜ be solutions to the SDE
dyt = c (x− yt)dt+
√
2αyt(1− yt)dBt, (2.3.14)
relative to the same Brownian motion B. Then
E
[|y˜t − yt|] = e−ctE[|y˜0 − y0|]. (2.3.15)
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Proof If y0 = y and y˜0 = y˜ are deterministic and y ≤ y˜, then by Lemma 2.27 and a simple
moment calculation
E
[|y˜t − yt|] = E[y˜t − yt] = e−ct|y˜ − y|. (2.3.16)
The same argument applies when y ≥ y˜. The general case where y0 and y˜0 are random follows
by conditioning on (y0, y˜0).
Corollary 2.30 (Ergodicity) The Markov process defined by the SDE (2.2.17) has a unique
invariant law Γγx and is ergodic, i.e, solutions to (2.2.17) started in an arbitrary initial law
L(y0) satisfy L(yt) =⇒
t→∞
Γγx.
Proof Since our process is a Feller diffusion on a compactum, the existence of an invariant
law follows from a simple time averaging argument. Now start one solution y˜ of (2.2.17) in
this invariant law and let y be any other solution, relative to the same Brownian motion.
Corollary 2.29 then gives ergodicity and, in particular, uniqueness of the invariant law.
Remark 2.31 (Density of invariant law) It is well-known (see, for example [Ewe04, for-
mula (5.70)]) that Γγx is a β(α1, α2)-distribution, where α1 := x/γ and α2 := (1 − x)/γ, i.e.,
Γγx = δx (x ∈ {0, 1}) and
Γγx(dy) =
Γ(α1 + α2)
Γ(α1)Γ(α2)
yα1−1(1− y)α2−1dy (x ∈ (0, 1)). (2.3.17)
♦
We conclude this section with a lemma that prepares for the verification of condition (iv) in
Definition 2.1 for the class Wcat.
Lemma 2.32 (Monotone coupling of stationary Wright-Fisher diffusions) Assume
that c > 0, α > 0 and 0 ≤ x ≤ x˜ ≤ 1. Then the pair of equations
dyt= c (x− yt)dt+
√
2αyt(1− yt)dBt,
dy˜t= c (x˜− y˜t)dt+
√
2αy˜t(1− y˜t)dBt
(2.3.18)
has a unique stationary solution (yt, y˜t)t∈R. This stationary solution satisfies
yt ≤ y˜t ∀t ∈ R a.s. (2.3.19)
Proof Let (yt, y˜t)t≥0 be a solution of (2.3.18) and let (y
′
t, y˜
′
t)t≥0 be another one, relative to the
same Brownian motion B. Then, by Lemma 2.29, E[|yt − y′t|]→ 0 and also E[|y˜t − y˜′t|]→ 0
as t → ∞. Hence we may argue as in the proof of Corollary 2.30 that (2.3.18) has a unique
invariant law and is ergodic. Now start a solution of (2.3.18) in an initial condition such that
y0 ≤ y˜0. By ergodicity, the law of this solution converges as t → ∞ to the invariant law
of (2.3.18) and using Lemma 2.27 we see that this invariant law is concentrated on {(y, y˜) ∈
[0, 1]2 : y ≤ y˜}. Now consider, on the whole real time axis, the stationary solution to (2.3.18)
with this invariant law. Applying Lemma 2.27 once more, we see that (2.3.19) holds.
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2.3.3 Duality for catalytic Wright-Fisher diffusions
In this section we prove Theorem 2.17 (a) and Proposition 2.18. Moreover, we will show that
their statements remain true if the renormalization class Wcat is replaced by the larger class
Wcat := {wα,p : α > 0, p ∈ C+[0, 1]}. We begin by recalling the usual moment duality for
Wright-Fisher diffusions.
For γ > 0 and x ∈ [0, 1], let y be a solution to the SDE
dy(t) = 1γ (x− y(t))dt+
√
2y(t)(1 − y(t))dB(t), (2.3.20)
i.e., y is a Wright-Fisher diffusion with a linear drift towards x. It is well-known that y has
a moment dual. To be precise, let (φ,ψ) be a Markov process in N2 = {0, 1, . . .}2 that jumps
as:
(φt, ψt)→ (φt − 1, ψt) with rate φt(φt − 1)
(φt, ψt)→ (φt − 1, ψt + 1) with rate 1γφt.
(2.3.21)
Then one has the following duality relation (see for example Lemma 2.3 in [Shi80a] or Propo-
sition 1.5 in [GKW01])
Ey
[
ynt x
m
]
= E(n,m)
[
yφtxψt
]
(y ∈ [0, 1], (n,m) ∈ N2), (2.3.22)
where 00 := 1. The duality in (2.3.22) has the following heuristic explanation. Consider a
population containing a fixed, large number of organisms, that come in two genetic types,
say I and II. Each pair of organisms in the population is resampled with rate 2. This means
that one organism of the pair (chosen at random) dies, while the other organism produces one
child of its own genetic type. Moreover, each organism is replaced with rate 1γ by an organism
chosen from an infinite reservoir where the frequency of type I has the fixed value x. In the
limit that the number of organisms in the population is large, the relative frequency yt of type
I organisms follows the SDE (2.3.20). Now E[ynt ] is the probability that n organisms sampled
from the population at time t are all of type I. In order to find this probability, we follow
the ancestors of these organisms back in time. Viewed backwards in time, these ancestors
live for a while in the population, until, with rate 1γ , they jump to the infinite reservoir.
Moreover, due to resampling, each pair of ancestors coalesces with rate 2 to one common
ancestor. Denoting the number of ancestors that lived at time t− s in the population and in
the reservoir by φs and ψs, respectively, we see that the probability that all ancestors are of
type I is Ey[ynt ] = E
(n,0)[yφtxψt ]. This gives a heuristic explanation of (2.3.22).
Since eventually all ancestors of the process (φ,ψ) end up in the reservoir, we have
(φt, ψt) → (0, ψ∞) as t → ∞ a.s. for some N-valued random variable ψ∞. Taking the limit
t → ∞ in (2.3.22), we see that the moments of the invariant law Γγx from Corollary 2.30 are
given by: ∫
Γγx(dy)y
n = E(n,0)[xψ∞ ] (n ≥ 0). (2.3.23)
It is not hard to obtain an inductive formula for the moments of Γγx, which can then be solved
to yield the formula ∫
Γγx(dy)y
n =
n−1∏
k=0
x+ kγ
1 + kγ
(n ≥ 1). (2.3.24)
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In particular, it follows that ∫
Γγx(dy)y(1− y) =
1
1 + γ
x(1− x). (2.3.25)
This is the important fixed shape property of the Wright-Fisher diffusion (see formula (2.1.58)).
We now consider catalytic Wright-Fisher diffusions (y1,y2) as in (2.2.4) with p ∈ C+[0, 1]
and apply duality to the catalyst y2 conditioned on the reactant y1. Let (y1t ,y
2
t )t∈R be a
stationary solution to the SDE (2.2.4) with c = 1/γ. Let (φ˜, ψ˜) be a N2-valued process,
defined on the same probability space as (y1,y2), such that conditioned on the past path
(y1−t)t≤0, the process (φ˜, ψ˜) is a (time-inhomogeneous) Markov process that jumps as:
(φ˜t, ψ˜t)→ (φ˜t − 1, ψ˜t) with rate p(y1−t)φ˜t(φ˜t − 1),
(φ˜t, ψ˜t)→ (φ˜t − 1, ψ˜t + 1) with rate 1γ φ˜t.
(2.3.26)
Then, in analogy with (2.3.22),
E[(y20)
nxm2 |(y1−t)t≤0] = E(n,m)[(y2−t)φ˜txψ˜t2 |(y1−t)t≤0] ((n,m) ∈ N2, t ≥ 0). (2.3.27)
We may interpret (2.3.26) by saying that pairs of ancestors in a finite population coalesce with
time-dependent rate 2p(y1−t) and ancestors jump to an infinite reservoir with constant rate
1
γ . Again, eventualy all ancestors end up in the reservoir, and therefore (φ˜t, ψ˜t)→ (0, ψ˜∞) as
t → ∞ a.s. for some N-valued random variable ψ˜∞. Taking the limit t → ∞ in (2.3.27) we
find that
E[(y20)
nxm2 |(y1−t)t≤0] = E(n,m)[xψ˜∞2 |(y1−t)t≤0] ((n,m) ∈ N2, t ≥ 0). (2.3.28)
Lemma 2.33 (Uniqueness of invariant law) For each c > 0, w ∈ Wcat, and x ∈ [0, 1]2,
there exists a unique invariant law νc,wx for the martingale problem for A
c,w
x .
Proof Our process being a Feller diffusion on a compactum, the existence of an invariant
law follows from time averaging. We need to show uniqueness. If (y1,y2) = y1t ,y
2
t )t∈R is a
stationary solution, then y1 is an autonomous process, and L(y10) = Γ1/cx , the unique invariant
law from Corollary 2.30. Therefore, L((y1t )t∈R) is determined uniquely by the requirement
that (y1,y2) be stationary. By (2.3.28), the conditional distribution of y20 given (y
1
t )t≤0 is
determined uniquely, and therefore the joint distribution of y20 and (y
1
t )t≤0 is determined
uniquely. In particular, L(y10,y20) = νc,wx is determined uniquely.
Remark 2.34 (Reversibility) It seems that the invariant law νc,wx from Lemma 2.33 is
reversible. In many cases (densities of) reversible invariant measures can be obtained in
closed form by solving the equations of detailed balance. This is the case, for example, for
the one-dimensional Wright-Fisher diffusion. We have not attempted this for the catalytic
Wright-Fisher diffusion. ♦
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The next proposition implies Proposition 2.18 and prepares for the proof of Theorem 2.17 (a).
Proposition 2.35 (Extended renormalization class) The set Wcat is a renormalization
class on [0, 1]2, and
F γw
1, p = w1,Uγp (p ∈ C+[0, 1], γ > 0). (2.3.29)
Proof To see that Wcat is a renormalization class we need to check conditions (i)–(iv) from
Definition 2.1. By Lemma 2.28, the martingale problem for Ac,wx is well-posed for all c ≥ 0,
w ∈ Wcat and x ∈ [0, 1]2. By Lemma 2.33, the corresponding Feller process on [0, 1]2 has
a unique invariant law νc,wx . This shows that conditions (i) and (ii) from Definition 2.1 are
satisfied. Note that by the compactness of [0, 1]2, any continuous function on [0, 1]2 is bounded,
so condition (iii) is automatically satisfied. Hence W is a prerenormalization class. As a
consequence, for any p ∈ C+[0, 1], F γw1,p is well-defined by (2.1.25) and (2.1.39). We will now
first prove (2.3.29) and then show that Wcat is a renormalization class.
Fix γ > 0, p ∈ C+[0, 1], and x ∈ [0, 1]2. Let (y1t ,y2t )t∈R be a stationary solution to the
SDE (2.2.4) with α = 1 and c = 1/γ. Then
F γw
1,p
ij (x) = (1 + γ)E[w
1,p
ij (y
1
0,y
2
0)] (i, j = 1, 2). (2.3.30)
Since w1,pij = 0 if i 6= j, it is clear that F γw1,pij (x) = 0 if i 6= j. Since L(y10) = Γγx it follows
from (2.3.25) that F γw
1,p
11 (x) = x1(1− x1). We are left with the task of showing that
F γw
1,p
22 (x) = Uγp(x1)x2(1− x2). (2.3.31)
Here, by (2.1.32) (ii),
F γw
1,p
22 (x)= (1 + γ)E[p(y
1
0)y
2
0(1− y20)]
= ( 1γ + 1)E[(y
2
0 − x2)2].
(2.3.32)
By (2.3.28), using the fact that E[y20] = x2 (which follows from (2.3.27) or more elementary
from (2.1.36) (i)), we find that
E[(y20−x2)2] = E[(y20)2]− (x2)2 = E(2,0)[xψ˜∞2 ]− (x2)2 = P (2,0)[ψ˜∞ = 1]x2(1−x2) (t ≥ 0).
(2.3.33)
Note that P (2,0)[ψ˜∞ = 1] is the probability that the two ancestors coalesce before one of them
leaves the population. The probability of noncoalescence is given by
P (2,0)[ψ˜∞ = 2] = E
[
e−
∫ 1
2
τγ
0 2p(y
1
−t)dt
]
, (2.3.34)
where τγ is an exponentially distributed random variable with mean γ. Combining this with
(2.3.32) and (2.3.33) we find that
F γw
1,p
22 (x)= (
1
γ + 1)E
[
1− e−
∫ τγ
0 p(y
1
−t/2)dt
]
x2(1− x2)
= qγE
[
1− e−〈Z
γ
x , p〉]x2(1− x2)
=Uγp(x1)x2(1− x2),
(2.3.35)
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where we have used the definition of Uγ .
We still have to show that Wcat satisfies condition (iv) from Definition 2.1. For any α > 0
and p ∈ C+[0, 1], by scaling (Lemma 2.4) and (2.3.29),
Fcw
α, p = αF c
α
w1,
p
α = α(1 +
α
c
)−1F c
α
w1,
p
α = w
( 1α +
1
c )
−1, ( 1α +
1
c )
−1U c
α
( pα ). (2.3.36)
By Lemma 2.3, this diffusion matrix is continuous, which implies that U c
α
( pα) is continuous.
Our proof of Propostion 2.35 has a corollary.
Corollary 2.36 (Continuity in parameters) The map (x, γ) 7→ Qγ(x, ·) from [0, 1] ×
(0,∞) to M1(M[0, 1]) and the map (x, γ, p) 7→ Uγp(x) from [0, 1]× (0,∞)×C+[0, 1] to R are
continuous.
Proof By Lemma 2.3, the diffusion matrix in (2.3.36) is continuous in x, γ, and p, which
implies the continuity of Uγp(x). It follows that the map (x, γ) 7→
∫ Qγ(x,dχ)e−〈χ, f〉 is
continuous for all f ∈ C+[0, 1], so by [Kal76, Theorem 4.2], (x, γ) 7→ Qγ(x, ·) is continuous.
Proof of Theorem 2.17 (a) We need to show that Wcat is a renormalization class and
that Fc maps the subclasses W l,rcat into themselves. Since these classes correspond to the
different possible effective boundaries of diffusion matrices in Wcat, this latter fact is in fact
a consequence of Lemma 2.6. Since in Proposition 2.35 it has been shown that Wcat is a
renormalization class, we are left with the task to show that Fc maps Wcat into itself. By
(2.3.29) and scaling, it suffices to show that Uγ maps H into itself.
Fix 0 ≤ x ≤ x˜ ≤ 1. By Lemma 2.32, we can couple the processes yγx and yγx˜ from (2.2.17)
such that
yγx(t) ≤ yγx˜(t) ∀t ≤ 0 a.s. (2.3.37)
Since the function z 7→ 1− e−z on [0,∞) is Lipschitz continuous with Lipschitz constant 1,∣∣Uγp(x˜)− Uγp(x)∣∣
=
∣∣∣( 1γ + 1)E[1− e−
∫ τγ
0 p(y
γ
x˜(−t/2))dt]− ( 1γ + 1)E[1− e−
∫ τγ
0 p(y
γ
x(−t/2))dt]∣∣∣
≤ ( 1γ + 1)E
[ ∫ τγ
0
∣∣p(yγx˜(−t/2))− p(yγx(−t/2))∣∣dt]
≤ ( 1γ + 1)LE
[ ∫ τγ
0
∣∣yγx˜(−t/2)− yγx(−t/2)∣∣dt]
= ( 1γ + 1)Lγ(x˜− x) = L(1 + γ)|x˜− x|,
(2.3.38)
where L is the Lipschitz constant of p and we have used the same exponentially distributed
τγ for y
γ
x and y
γ
x˜.
2.3.4 Monotone and concave catalyzing functions
In this section we prove that the log-Laplace operators Uγ from (2.2.20) map monotone func-
tions into monotone functions, and monotone concave functions into monotone concave func-
tions. We do not know if in general Uγ maps concave functions into concave functions.
54 CHAPTER 2. RENORMALIZATION OF CATALYTIC WF-DIFFUSIONS
Proposition 2.37 (Preservation of monotonicity and concavity) Let γ > 0. Then:
(a) If f ∈ C+[0, 1] is nondecreasing, then Uγf is nondecreasing.
(b) If f ∈ C+[0, 1] is nondecreasing and concave, then Uγf is nondecreasing and concave.
Proof Our proof of Proposition 2.37 is in part based on ideas from [BCGH97, Appendix A].
The proof is quite long and will depend on several lemmas. We remark that part (a) can be
proved in a more elementary way using Lemma 2.32.
We recall some facts from Hille-Yosida theory. A linear operator A on a Banach space V
is closable and its closure A generates a strongly continuous contraction semigroup (St)t≥0 if
and only if
(i) D(A) is dense,
(ii) A is dissipative,
(iii) R(1− αA) is dense for some, and hence for all α > 0.
(2.3.39)
Here, for any linear operator B on V , D(B) and R(B) denote the domain and range of B,
respectively. For each α > 0, the operator (1− αA) : D(A)→ V is a bijection and its inverse
(1− αA)−1 : V → D(A) is a bounded linear operator, given by
(1− αA)−1u =
∫ ∞
0
Stu α
−1e−t/αdt (u ∈ V, α > 0). (2.3.40)
If E is a compact metrizable space and C(E) is the Banach space of continuous real functions
on E, equipped with the supremumnorm, then a linear operator A on C(E) is closable and its
closure A generates a Feller semigroup if and only if (see [EK86, Theorem 4.2.2 and remarks
on page 166])
(i) 1 ∈ D(A) and A1 = 0,
(ii) D(A) is dense,
(iii) A satisfies the positive maximum principle,
(iv) R(1− αA) is dense for some, and hence for all α > 0.
(2.3.41)
If A generates a Feller semigroup and g ∈ C(E), then the operator A + g (with domain
D(A + g) := D(A)) generates a strongly continuous semigroup (Sgt )t≥0 on C(E). If g ≤ 0
then (Sgt )t≥0 is contractive. If (ξt)t≥0 is the Feller process with generator A, then one has the
Feynman-Kac representation
Sgt u(x) = E
x[u(ξ(t))e
∫ t
0 g(ξ(s))ds
]
(t ≥ 0, x ∈ E, g, u ∈ C(E)). (2.3.42)
Let C(n)([0, 1]2) denote the space of continuous real functions on [0, 1]2 whose partial deriva-
tives up to n-th order exist and are continuous on [0, 1]2 (including the boundary), and
put C(∞)([0, 1]2) := ⋂n C(n)([0, 1]2). Define a linear operator B on C([0, 1]2) with domain
D(B) := C(∞)([0, 1]2) by
Bu(x, y) := y(1− y) ∂2
∂y2
u(x, y) + 1γ (x− y) ∂∂yu(x, y). (2.3.43)
Below, we will prove:
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Lemma 2.38 (Feller semigroup) The closure in C([0, 1]2) of the operator B generates a
Feller semigroup on C([0, 1]2).
Write
C+ :=
{
u ∈ C([0, 1]2) : u ≥ 0},
C1+ :=
{
u ∈ C(1)([0, 1]2) : ∂∂yu, ∂∂xu ≥ 0
}
,
C2+ :=
{
u ∈ C(2)([0, 1]2) : ∂2
∂y2
u, ∂
2
∂x∂yu,
∂2
∂x2
u ≥ 0}.
(2.3.44)
Let S denote the closure of a set S ⊂ C([0, 1]2). We need the following lemma.
Lemma 2.39 (Preserved classes) Let g ∈ C([0, 1]2) and let (Sgt )t≥0 be the strongly contin-
uous semigroup with generator B + g. Then, for each t ≥ 0:
(a) If g ∈ C1+, then Sgt maps C+ ∩ C1+ into itself.
(b) If g ∈ C1+ ∩ C2+, then Sgt maps C+ ∩ C1+ ∩ C2+ into itself.
To see why Lemma 2.39 implies Proposition 2.37, let (x(t),y(t))t≥0 denote the Feller process
in [0, 1]2 generated by B. It is easy to see that x(t) = x(0) a.s. for all t ≥ 0. For fixed x(0) = x,
the process (y(t))t≥0 is the diffusion given by the SDE (2.3.20). Therefore, by Feynman-Kac,
for each g ∈ C([0, 1]2),
Ey
[
e
∫ t
0 g(x,y(s))ds
]
= Sgt 1(x, y), (2.3.45)
where 1 denotes the constant function 1 ∈ C([0, 1]2). By (2.2.20),
Uγf(x) = ( 1γ + 1)
(
1−
∫
Γγx(dy)E
y
[
e−
∫ τγ
0 f(yx(s))ds
])
(f ∈ C+[0, 1]), (2.3.46)
where Γγx is the invariant law of (y(t))t≥0 from Corollary 2.30 and τγ is an exponential time with
mean γ, independent of (y(t))t≥0. Setting g(x, y) := −f(y) in (2.3.45), using the ergodicity
of (y(t))t≥0 (see Corollary 2.30), we find that for each z ∈ [0, 1] and t ≥ 0,∫
Γγx(dy)E
y
[
e−
∫ t
0 f(y(s))ds
]
= lim
r→∞
∫
P z[y(r) ∈ dy]Ey[e− ∫ t0 g(x,y(s))ds]
= lim
r→∞
S0rS
g
t 1(x, z).
(2.3.47)
It follows from Lemma 2.39 that for each fixed r, t, and z, the function x 7→ S0rSgt 1(x, z) is
nondecreasing if f is nonincreasing, and nondecreasing and convex if f is nonincreasing and
concave. Therefore, taking the expectation over the randomness of τγ , the claims follow from
(2.3.46) and (2.3.47).
We still need to prove Lemmas 2.38 and 2.39.
Proof of Lemma 2.38 It is easy to see that the operator B from (2.3.43) is densely defined,
satisfies the positive maximum principle, and maps the constant function 1 into 0. Therefore,
by Hille-Yosida (2.3.41), we must show that the range R(1 − αB) is dense in C([0, 1]2) for
some, and hence for all α > 0. Let Pn denote the space of polynomials on [0, 1]2 of n-th and
lower order, i.e., the space of functions f : [0, 1]2 → R of the form
f(x, y) =
∑
k,l≥0
akl x
kyl with ak,l = 0 for k + l > n. (2.3.48)
56 CHAPTER 2. RENORMALIZATION OF CATALYTIC WF-DIFFUSIONS
Set P∞ :=
⋃
n Pn. It is easy to see that B maps the space Pn into itself, for each n ≥ 0. Since
each Pn is finite-dimensional, a simple argument (see [EK86, Proposition 1.3.5]) shows that
the image of P∞ under 1−αB is dense in C([0, 1]2) for all but countably many, and hence for
all α > 0.
As a first step towards proving Lemma 2.39, we prove:
Lemma 2.40 (Smooth solutions to Laplace equation) Let α > 0, g ∈ C(2)([0, 1]), g ≤ 0,
v ∈ C([0, 1]2), and assume that u ∈ C(∞)([0, 1]2) solves the Laplace equation
(1− α(B + g))u = v. (2.3.49)
(a) If g ∈ C1+, then v ∈ C+ ∩ C1+ implies u ∈ C+ ∩ C1+.
(b) If g ∈ C1+ ∩ C2+, then v ∈ C+ ∩ C1+ ∩ C2+ implies u ∈ C+ ∩ C1+ ∩ C2+.
Proof Let uy := ∂∂yu, u
xy := ∂
2
∂x∂yu, etc. denote the partial derivatives of u and similarly for
v and g, whenever they exist. Set c := 1γ . Define linear operators B
′ and B′′ on C([0, 1]2) with
domains D(B′) = D(B′′) := C(∞)([0, 1]2) by
B′ := y(1− y) ∂2
∂y2
+
(
c(x− y) + 2(12 − y)
)
∂
∂y ,
B′′ := y(1− y) ∂2
∂y2
+
(
c(x− y) + 4(12 − y)
)
∂
∂y .
(2.3.50)
Then
∂
∂yBu=(B
′ − c)uy, ∂∂yB′u=(B′′ − c− 2)uy,
∂
∂xBu=Bu
x + cuy, ∂∂xB
′u=B′ux + cuy.
(2.3.51)
Therefore, it is easy to see that
(i) (1− α(B′ − c+ g))uy = vy + αgyu,
(ii) (1− α(B + g))ux= vx + α(cuy + gxu),
(iii) (1− α(B′′ − 2c− 2 + g))uyy = vyy + α(2gyuy + gyyu),
(iv) (1− α(B′ − c+ g))uxy = vxy + α(cuyy + gyux + gxyu+ gxuy),
(v) (1− α(B + g))uxx= vxx + α(2cuxy + 2gxux + gxxu),
(2.3.52)
where in (i) and (ii) we assume that v ∈ C(1)([0, 1]2) and in (iii)–(v) we assume that v ∈
C(2)([0, 1]2). By Lemma 2.38, the closure of the operator B generates a Feller processes
in [0, 1]2. Exactly the same proof shows that B′ and B′′ also generate Feller processes on
[0, 1]2. Therefore, by Feynman-Kac, u is nonnegative if v is nonnegative and uy, . . . , uxx
are nonnegative if the right-hand sides of the equations (i)–(v) are well-defined and non-
negative. (Instead of using Feynman-Kac, this follows more elementarily from the fact that
B,B′, and B′′ satisfy the positive maximum principle.) In particular, if gy, gx ≥ 0 and
v ∈ C(1)([0, 1]2), v, vy, vx ≥ 0, then it follows that u, uy, ux ≥ 0. If moreover gyy , gxy, gxx ≥ 0
and v ∈ C(2)([0, 1]2), vyy, vxy, vyy ≥ 0, then also uyy, uxy, uyy ≥ 0.
In order to prove Lemma 2.39, based on Lemma 2.40, we will show that the Laplace equation
(2.3.49) has smooth solutions u for sufficiently many functions v. Here ‘suffiently many’ will
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mean dense in the topology of uniform convergence of functions and their derivatives up to
second order. To this aim, we make C(2)([0, 1]2) into a Banach space by equipping it with the
norm
‖u‖(2) := ‖u‖+ ‖uy‖+ ‖ux‖+ ‖uyy‖+ 2‖uxy‖+ ‖uxx‖. (2.3.53)
Here, to reduce notation, we denote the supremumnorm by ‖f‖ := ‖f‖∞. Note the factor 2
in the second term from the right in (2.3.53), which is crucial for the next key lemma.
Lemma 2.41 (Semigroup on twice diffferentiable functions) The closure in C(2)([0, 1]2)
of the operator B generates a strongly continuous contraction semigroup on C(2)([0, 1]2).
Proof We must check the conditions (i)–(iii) from (2.3.39). It is well-known (see for example
[EK86, Proposition 7.1 from the appendix]) that the space P∞ of polynomials is dense in
C(2)([0, 1]2). Therefore D(B) = C(∞)([0, 1]2) is dense, and copying the proof of Lemma 2.38
we see that R(1−αB) is dense for all but countably many α. To complete the proof, we must
show that B is dissipative, i.e., that
‖(1 − εB)u‖(2) ≥ ‖u‖(2) (ε > 0, u ∈ C(∞)([0, 1]2)). (2.3.54)
Using (2.3.51), we calculate
∂
∂y (1− εB)u=(1− ε(B′ − c))uy,
∂
∂x(1− εB)u=(1− εB)ux − εcuy ,
∂2
∂y2
(1− εB)u=(1− ε(B′′ − 2c− 2))uyy ,
∂2
∂x∂y (1− εB)u=(1− ε(B′ − c))uxy − εcuyy ,
∂2
∂x2
(1− εB)u=(1− εB)uxx − 2εcuxy.
(2.3.55)
Using the disipativity of B,B′, and B′′ with respect to the supremumnorm (which follows from
the positive maximum principle) we see that ‖(1− ε(B′− c))uy‖ = (1+ εc)‖(1− ε1+εcB)uy‖ ≥
(1 + εc)‖uy‖ etc. We conclude therefore from (2.3.55) that
‖(1 − εB)u‖(2)≥‖(1− εB)u‖+ ‖(1 − ε(B′ − c))uy‖+ ‖(1 − εB)ux‖ − εc‖uy‖
+‖(1− ε(B′′ − 2c− 2))uyy‖+ 2‖(1 − ε(B′ − c))uxy‖ − 2εc‖uyy‖
+‖(1− εB)uxx‖ − 2εc‖uxy‖
≥‖u‖+ (1 + εc)‖uy‖+ ‖ux‖ − εc‖uy‖
+(1 + ε(2c + 2))‖uyy‖+ 2(1 + εc)‖uxy‖ − 2εc‖uyy‖
+‖uxx‖ − 2εc‖uxy‖ ≥ ‖u‖(2)
(2.3.56)
for each ε > 0, which shows that B is dissipative with respect to the norm ‖ · ‖(2).
Proof of Lemma 2.39 Let g ∈ C(2)([0, 1]2). Then u 7→ gu is a bounded operator on both
C([0, 1]2) and C(2)([0, 1]2), so we can choose a λ > 0 such that
‖gu‖ ≤ λ‖u‖ and ‖gu‖(2) ≤ λ‖u‖(2) (2.3.57)
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for all u in C([0, 1]2) and C(2)([0, 1]2), respectively. Put g˜ := g − λ. By Lemma 2.38, B + g˜
generates a strongly continuous contraction semigroup (S g˜t )t≥0 = (e
−λtSgt )t≥0 on C([0, 1]2).
Note that R(1 − α(B + g˜)) is the space of all v ∈ C([0, 1]2) for which the Laplace equation
(1 − α(B + g˜))u = v has a solution u ∈ C(∞)([0, 1]2). Therefore, by Lemma 2.40, for each
α > 0:
(i) If g ∈ C1+, then (1− α(B + g˜))−1 maps R(1− α(B + g˜)) ∩ C+ ∩ C1+ into C+ ∩ C1+.
(ii) If g ∈ C1+ ∩ C2+, then (1− α(B + g˜))−1 maps R(1 − α(B + g˜)) ∩ C+ ∩ C1+ ∩ C2+
into C+ ∩ C1+ ∩ C2+.
(2.3.58)
By Lemma 2.41, the restriction of the semigroup (S g˜t )t≥0 to C(2)([0, 1]2) is strongly continuous
and contractive in the norm ‖ · ‖(2). Therefore, by Hille-Yosida (2.3.39), R(1 − α(B + g˜)) is
dense in C(2)([0, 1]2) for each α > 0. It follows that R(1 − α(B + g˜)) ∩ C+ ∩ C1+ is dense in
C+∩C1+ and likewise R(1−α(B+ g˜))∩C+ ∩C1+∩C2+ is dense in C+∩C1+ ∩C2+, both in the
norm ‖ · ‖(2). Note that we need density in the norm ‖ · ‖(2) here: if we would only know that
R(1−α(B+ g˜)) is a dense subset of C([0, 1]2) in the norm ‖·‖, then R(1−α(B+ g˜))∩C+∩C1+
might be empty. By approximation in the norm ‖ · ‖(2) it follows from (2.3.58) that:
(i) If g ∈ C1+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ ∩ C2+ into itself.
(2.3.59)
Using also continuity in the norm ‖ · ‖ we find that:
(i) If g ∈ C1+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ ∩ C2+ into itself.
(2.3.60)
For ε > 0 let
Gε := ε
−1
(
(1− ε(B + g˜))−1 − 1) (2.3.61)
be the Yosida approximation to B + g˜. Then
eGεt = e−ε
−1t
∞∑
n=0
tn
n!
(1− ε(B + g˜))−n (t ≥ 0), (2.3.62)
and therefore, by (2.3.60), for each t ≥ 0:
(i) If g ∈ C1+, then eGεt maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then eGεt maps C+ ∩ C1+ ∩ C2+ into itself.
(2.3.63)
Finally
e−λtSgt u = S
g˜
t u = lim
ε→0
eGεtu (t ≥ 0, u ∈ C([0, 1]2)), (2.3.64)
so (2.3.63) implies that for each t ≥ 0:
(i) If g ∈ C1+, then Sgt maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then Sgt maps C+ ∩ C1+ ∩ C2+ into itself.
(2.3.65)
Using the continuity of Sgt in g (which follows from Feynman-Kac (2.3.42)) we arrive at the
statements in Lemma 2.39.
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2.4 Convergence to a time-homogeneous process
2.4.1 Convergence of certain Markov chains
Section 2.4 is devoted to the proof of Theorem 2.19. In the present subsection, we start
by formulating a theorem about the convergence of certain Markov chains to continuous-
time processes. In Section 2.4.2 we specialize to Poisson-cluster branching processes and
superprocesses. In Section 2.4.3, finally, we carry out the necessary calculations for the specific
processes from Theorem 2.19.
Let E be a compact metrizable space. We equip the space C(E) of continuous real functions
on E with the supremumnorm ‖ · ‖∞. By definition, DE [0,∞) is the space of cadlag functions
w : [0,∞) → E, equipped with the Skorohod topology. Let A : D(A)→ C(E) be an operator
defined on a domain D(A) ⊂ C(E). We say that a process y = (yt)t≥0 solves the martingale
problem for A if y has sample paths in DE [0,∞) and for each f ∈ D(A), the process (Mft )t≥0
given by
Mft := f(yt)−
∫ t
0
Af(ys)ds (t ≥ 0) (2.4.1)
is a martingale with respect to the filtration generated by y. We say that existence (unique-
ness) holds for the martingale problem for A if for each probability measure µ on E there is
at least one (at most one (in law)) solution y to the martingale problem for A with initial
law L(y0) = µ. If both existence and uniqueness hold we say that the martingale problem
is well-posed. For each n ≥ 0, let X(n) = (X(n)0 , . . . ,X(n)m(n)) (with 1 ≤ m(n) < ∞) be a
(time-inhomogeneous) Markov process in E with k-th step transition probabilities
Pk(x,dy) = P
[
X
(n)
k ∈ dy
∣∣X(n)k−1 = x] (1 ≤ k ≤ m(n)). (2.4.2)
We assume that the Pk are continuous probability kernels on E. Let (ε
(n)
k )1≤k≤m(n) be positive
constants. Set
A
(n)
k f(x) := (ε
(n)
k )
−1
(∫
E
Pk(x,dy)f(y)− f(x)
)
(1 ≤ k ≤ m(n), f ∈ C(E)). (2.4.3)
Define t
(n)
0 := 0 and
t
(n)
k :=
k∑
l=1
ε
(n)
l (1 ≤ k ≤ m(n)), (2.4.4)
and put
k(n)(t) := max
{
k : 0 ≤ k ≤ m(n), t(n)k ≤ t
}
(t ≥ 0). (2.4.5)
Define processes y(n) = (y
(n)
t )t≥0 with sample paths in DE [0,∞) by
y
(n)
t := X
(n)
k(n)(t)
(t ≥ 0). (2.4.6)
By definition, a space A of real functions is called an algebra if A is a linear space and f, g ∈ A
implies fg ∈ A.
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Theorem 2.42 (Convergence of Markov chains) Assume that L(X(n)0 ) ⇒ µ as n → ∞
for some probability law µ on E. Suppose that there exists at most one (in law) solution to the
martingale problem for A with initial law µ. Assume that the linear span of D(A) contains an
algebra that separates points. Assume that
(i) lim
n→∞
m(n)∑
k=1
ε
(n)
k =∞, (ii) limn→∞ sup
k: t
(n)
k ≤T
ε
(n)
k = 0, (2.4.7)
and
lim
n→∞
sup
k: t
(n)
k ≤T
∥∥A(n)k f −Af‖∞ = 0 (f ∈ D(A)) (2.4.8)
for each T > 0. Then there exists a unique solution y to the martingale problem for A with
initial law µ and moreover L(y(n))⇒ L(y), where ⇒ denotes weak convergence of probability
measures on DE[0,∞).
Proof We apply [EK86, Corollary 4.8.15]. Fix f ∈ D(A). We start by observing that
f(X
(n)
k )−
k∑
i=1
ε
(n)
i A
(n)
i f(X
(n)
i−1) (0 ≤ k ≤ m(n)) (2.4.9)
is a martingale with respect to the filtration generated by X(n) and therefore,
f(y
(n)
t ) −
k(n)(t)∑
i=1
ε
(n)
i A
(n)
i f(y
(n)
t
(n)
i−1
) (t ≥ 0) (2.4.10)
is a martingale with respect to the filtration generated by y(n). Put
⌊t⌋(n) := t(n)
k(n)(t)
(t ≥ 0) (2.4.11)
and set
φ
(n)
t := A
(n)
k(n)(t)+1
f(y
(n)
⌊t⌋(n)
)1
{t<t
(n)
m(n)
}
(t ≥ 0) (2.4.12)
and
ξ
(n)
t := f(y
(n)
t ) +
∫ t
⌊t⌋(n)
φ(n)s ds (t ≥ 0). (2.4.13)
Then we can rewrite the martingale in (2.4.10) as
ξ
(n)
t −
∫ t
0
φ(n)s ds. (2.4.14)
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By [EK86, Corollary 4.8.15] and the compactness of the state space, it suffices to check the
following conditions on φ(n) and ξ(n):
(i) sup
n≥N
sup
t≤T
E
[|ξ(n)t |] <∞,
(ii) sup
n≥N
sup
t≤T
E
[|φ(n)t |] <∞,
(iii) lim
n→∞
E
[(
ξ
(n)
T − f(y(n)T )
) r∏
i=1
hi(y
(n)
si )
]
= 0,
(iv) lim
n→∞
E
[(
φ
(n)
T −Af(y(n)T )
) r∏
i=1
hi(y
(n)
si )
]
= 0,
(v) lim
n→∞
E
[
sup
t∈Q∩[0,T ]
∣∣ξ(n)t − f(y(n)t )∣∣] = 0,
(vi) sup
n≥N
E
[‖φ(n)‖p,T ] <∞ for some p ∈ (1,∞],
(2.4.15)
for some N ≥ 0 and for each T > 0, r ≥ 1, 0 ≤ s1 < · · · < sr ≤ T , and h1, . . . , hr ∈ H ⊂ C(E).
Here H is separating, i.e., ∫ hdµ = ∫ hdν for all h ∈ H implies µ = ν whenever µ, ν are
probability measures on E. In (vi):
‖g‖p,T :=
( ∫ T
0
|g(t)|pdt
)1/p
(1 ≤ p <∞) (2.4.16)
and ‖g‖∞,T denotes the essential supremum of g over [0, T ].
The conditions (2.4.15) (i)–(vi) are implied by the stronger conditions
(i) lim
n→∞
sup
0≤t≤T
∥∥ξ(n)t − f(y(n)t )∥∥∞ = 0,
(ii) lim
n→∞
sup
0≤t≤T
∥∥φ(n)t −Af(y(n)t )∥∥∞ = 0, (2.4.17)
where we denote the essential supremumnorm of a real-valued random variable X by ‖X‖∞ :=
inf{K ≥ 0 : |X| ≤ K a.s.}. Condition (2.4.17) (ii) is implied by (2.4.7) (i) and (2.4.8). To see
that also (2.4.17) (i) holds, set
Mn := sup
0≤t≤T
∥∥φ(n)t ∥∥∞, (2.4.18)
and estimate
sup
0≤t≤T
∥∥ξ(n)t − f(y(n)t )∥∥∞ ≤Mn sup{ε(n)k : 1 ≤ k ≤ m(n), t(n)k ≤ T}. (2.4.19)
Condition (2.4.17) (ii) implies that lim supnMn < ∞ and therefore the right-hand side of
(2.4.19) tends to zero by assumption (2.4.7) (ii).
62 CHAPTER 2. RENORMALIZATION OF CATALYTIC WF-DIFFUSIONS
2.4.2 Convergence of certain branching processes
In this section we apply Theorem 2.42 to certain branching processes and superprocesses.
Throughout this section, E is a compact metrizable space and A : D(A)→ C(E) is a linear
operator on C(E) such that the closure A of A generates a Feller process ξ = (ξt)t≥0 in E with
Feller semigroup (Pt)t≥0 given by Ptf(x) := E
x[f(ξt)] (t ≥ 0, f ∈ C(E)).
Let α ∈ C+(E) and β, f ∈ C(E). By definition, a function t 7→ ut from [0,∞) into C(E) is
a classical solution to the semilinear Cauchy problem{
∂
∂tut=Aut + βut − αu2t (t ≥ 0),
u0= f
(2.4.20)
if t 7→ ut is continuously differentiable (in C(E)), ut ∈ D(A) for all t ≥ 0, and (2.4.20) holds.
We say that u is a mild solution to (2.4.20) if t 7→ ut is continuous and
ut = Ptf +
∫ t
0
Pt−s(βus − αu2s)ds (t ≥ 0). (2.4.21)
Lemma 2.43 (Mild and classical solutions) Equation (2.4.20) has a unique C+(E)-valued
mild solution u for each f ∈ C+(E), and f > 0 implies that ut > 0 for all t ≥ 0. If moreover
f ∈ D(A) then u is a classical solution. For each t ≥ 0, ut depends continuously on f ∈ C+(E).
Proof It follows from [Paz83, Theorems 6.1.2, 6.1.4, and 6.1.5] that for each f ∈ C(E), (2.4.20)
has a unique solution (ut)0≤t<T up to an explosion time T , and that this is a classical solution
if f ∈ D(A). Moreover, ut depends continuously on f . Using comparison arguments based
on the fact that A satisfies the positive maximum principle (which follows from Hille-Yosida
(2.3.41)) one easily proves the other statements; compare [FS04, Lemmas 23 and 24].
We denote the (mild or classical) solution of (2.4.20) by Utf := ut; then Ut : C+(E)→ C+(E)
are continuous operators and U = (Ut)t≥0 is a (nonlinear) semigroup on C+(E).
Since E is compact, the spaces {µ ∈ M(E) : µ(E) ≤M} are compact for each M ≥ 0. In
particular, M(E) is locally compact. We denote its one-point compactification by M(E)∞ =
M(E) ∪ {∞}. We define functions Ff ∈ C(M(E)∞) by Ff (∞) := 0 and
Ff (µ) := e
−〈µ, f〉 (f ∈ C+(E), f > 0, µ ∈ M(E)). (2.4.22)
We introduce an operator G with domain
D(G) := {Ff : f ∈ D(A), f > 0}, (2.4.23)
given by GFf (∞) := 0 and
GFf (µ) := −〈µ,Af + βf − αf2〉 e−〈µ, f〉 (µ ∈M(E)). (2.4.24)
Note that GFf ∈ C(M(E)∞) for all Ff ∈ D(G).
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Proposition 2.44 ((A,α, β)-superprocesses) The martingale problem for the operator G
is well-posed. The solutions to this martingale problem define a Feller process Y = (Yt)t≥0
in M(E)∞ with continuous sample paths, called the (A,α, β)-superprocess. If Y0 = ∞ then
Yt =∞ for all t ≥ 0. If Y0 = µ ∈ M(E) then
Eµ
[
e−〈Yt, f〉] = e−〈µ,Utf〉 (f ∈ C+(E)). (2.4.25)
Proof Results of this type are well-known, see for example [EK86, Theorem 9.4.3], [Fit88],
and [ER91, The´ore`me 7]. Since, however, it is not completely straightforward to derive the
proposition above from these references, we give a concise autonomous proof of most of our
statements. Only for the continuity of sample paths we refer the reader to [Fit88, Corol-
lary (4.7)] or [ER91, Corollaire 9].
We are going to extend G to an operator Gˆ that is linear and satisfies the conditions of
the Hille-Yosida Theorem (2.3.41). For any γ ∈ C+(E) and µ ∈ M(E), let Clustγ(µ) denote
a random measure such that on {γ = 0}, Clustγ(µ) is equal to µ, and on {γ > 0}, Clustγ(µ)
is a Poisson cluster measure with intensity 1γµ and cluster mechanism Q(x, ·) = L(τγ(x)δx),
where τγ(x) is exponentially distributed with mean γ(x). It is not hard to see that
E
[
e−〈Clustγ(µ), f〉] = e−〈µ,Vγf〉 (f ∈ C(E), f > 0), (2.4.26)
where Vγf(x) := ( 1f(x) + γ(x))−1. Note that since Vγ1 is bounded, the previously mentioned
Poisson cluster measure mentioned above is well-defined. By definition, we put Clustγ(∞) :=
∞.
Define a linear operator Gα on C(M(E))∞) by
GαF (µ) := lim
ε→0
ε−1
(
E[F (Clustεα(µ))]− F (µ)
)
(2.4.27)
with as domain D(Gα) the space of all F ∈ C(M(E)∞) for which the limit exists. Define a
linear operator Gβ by
GβF (µ) := lim
ε→0
ε−1
(
F ((1 + εβ)µ)− F (µ)) (2.4.28)
with domain D(Gβ) := C(M(E))∞). Define P ∗t :M(E)∞ →M(E)∞ by 〈P ∗t µ, f〉 := 〈µ, Ptf〉
(t ≥ 0, f ∈ C(E), µ ∈ M(E)) and P ∗t ∞ := ∞ (t ≥ 0). Finally, let GA be the linear operator
on C(M(E))∞) defined by
GAF (µ) := limε→0 ε
−1
(
F (P ∗ε µ)− F (µ)
)
, (2.4.29)
with as domain D(GA) the space of all F for which the limit exists. Define an operator Gˆ by
Gˆ := Gα + Gβ + GA, (2.4.30)
with domain D(Gˆ) := D(Gα) ∩ D(GA). If f ∈ D(A), f > 0, and Ff is as in (2.4.22), then it is
not hard to see that GˆFf (∞) = 0 and
GˆFf (µ) := −〈µ,Af + βf − αf2〉 e−〈µ, f〉 (µ ∈M(E)). (2.4.31)
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In particular, Gˆ extends the operator G from (2.4.24). Since D(A) is dense in C(E), it is
easy to see that {Ff : f ∈ D(A), f > 0} is dense in C(M(E)∞). Hence D(Gˆ) is dense.
Using (2.4.27)–(2.4.29) it is not hard to show that Gˆ satisfies the positive maximum principle.
Moreover, by Lemma 2.43, for f ∈ D(A) with f > 0, the function t 7→ FUtf from [0,∞) into
C(M(E)∞) is continuously differentiable, satisfies FUtf ∈ D(Gˆ) for all t ≥ 0, and
∂
∂tFUtf = GˆFUtf (t ≥ 0). (2.4.32)
From this it is not hard to see that Gˆ also satisfies condition (2.3.41) (ii), so the closure of
Gˆ generates a Feller semigroup (St)t≥0 on C(M(E)∞). It is easy to see that StFf = FUtf
(t ≥ 0). By [EK86, Theorem 4.2.7], this semigroup corresponds to a Feller process Y with
cadlag sample paths inM(E)∞. This means that Eµ[Ff (Yt)] = FUtf (µ) for all f ∈ D(A) with
f > 0. If µ = ∞ this shows that Yt = ∞ for all t ≥ 0. If µ ∈ M(E) we obtain (2.4.25) for
f ∈ D(A), f > 0; the general case follows by approximation.
Now let (qε)ε>0 be continuous weight functions and let (Qε)ε>0 be continuous cluster mecha-
nisms on E. Assume that
Zε(x) :=
∫
Qε(x,dχ)〈χ, 1〉 <∞ (x ∈ E) (2.4.33)
and define probability kernels Kε on E by∫
Kε(x,dy)f(y) :=
1
Zε(x)
∫
Qε(x,dχ)〈χ, f〉 (f ∈ B(E)). (2.4.34)
For each n ≥ 0, let (ε(n)k )1≤k≤m(n) (with 1 ≤ m(n) < ∞) be positive constants. Let X (n) =
(X (n)0 , . . . ,X (n)m(n)) be a Poisson-cluster branching process with weight functions qε(n)1 , . . . , qε(n)m(n)
and cluster mechanisms Q
ε
(n)
1
, . . . ,Q
ε
(n)
m(n)
. Define t
(n)
k and k
(n)(t) as in (2.4.4)–(2.4.5). Define
processes Y(n) by
Y(n)t := X (n)k(n)(t) (t ≥ 0). (2.4.35)
Theorem 2.45 (Convergence of Poisson-cluster branching processes) Assume that
L(X (n)0 )⇒ ρ as n→∞ for some probability law ρ on M(E). Suppose that the constants ε(n)k
fulfill (2.4.7). Assume that
(i) qε(x)
∫
Qε(x,dχ)〈χ, 1〉=1 + εβ(x) + o(ε),
(ii) qε(x)
∫
Qε(x,dχ)〈χ, 1〉2 = ε 2α(x) + o(ε),
(iii) qε(x)
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉>δ} = o(ε)
(2.4.36)
for each δ > 0, and ∫
Kε(x,dy)f(y) = f(x) + εAf(x) + o(ε) (2.4.37)
2.4. CONVERGENCE TO A TIME-HOMOGENEOUS PROCESS 65
for each f ∈ D(A), uniformly in x as ε→ 0. Then L(Y(n))⇒ L(Y), where Y is the (A,α, β)-
superprocess with initial law ρ.
Here ⇒ denotes weak convergence of probability measures on DM(E)[0,∞).
Proof We apply Theorem 2.42 to the operator G, where we use the fact that if we view
M1(DM(E)[0,∞)) as a subspace ofM1(DM(E)∞ [0,∞)) (note the compactification), equipped
with the topology of weak convergence, then the induced topology on M1(DM(E)[0,∞)) is
again the topology of weak convergence.
By Proposition 2.44, solutions to the martingale problem for G are unique. Since FfFg =
Ff+g and D(A) is a linear space, the linear span of the domain of G is an algebra. Using the
fact that D(A) is dense in C(E) we see that this algebra separates points. Therefore, we are
left with the task to check (2.4.8).
Define Uε : C+(E)→ C+(E) by
Uεf(x) := qε(x)
∫
Qε(x,dχ)
(
1− e−〈χ, f〉) (x ∈ E, f ∈ C+[0, 1], f > 0, ε > 0), (2.4.38)
and define transition probabilities Pε(µ,dν) on M(E)∞ by Pε(∞, · ) := δ∞ and∫
Pε(µ,dν)e
−〈ν, f〉 = e−〈µ,Uεf〉. (2.4.39)
We will show that
lim
ε→0
∥∥ε−1(Uεf − f)− (Af + βf − αf2)∥∥∞ = 0 (f ∈ D(A), f > 0). (2.4.40)
Together with (2.4.39) this implies that∫
Pε(µ,dν)Ff (ν) = Ff (µ) + εGFf (µ) + o(ε) (f ∈ D(A), f > 0), (2.4.41)
uniformly in µ ∈ M(E)∞ as ε→ 0. Therefore, the result follows from Theorem 2.42.
It remains to prove (2.4.40). Set g(z) := 1− z + 12z2 − e−z (z ≥ 0) and write
Uεf(x) = qε(x)
∫
Qε(x,dχ)
(〈χ, f〉 − 12〈χ, f〉2 + g(〈χ, f〉)). (2.4.42)
Since
g(z) =
∫ z
0
dy
∫ y
0
dx
∫ x
0
dt e−t (z ≥ 0), (2.4.43)
it is easy to see that g is nondecreasing on [0,∞) and (since 0 ≤ e−t ≤ 1 and ∫ x0 dt e−t ≤ 1)
0 ≤ g(z) ≤ 12z2 ∧ 16z3 (z ≥ 0). (2.4.44)
Using these facts and (2.4.36) (ii) and (iii), we find that
qε(x)
∫
Qε(x,dχ)g(〈χ, f〉)
≤ ‖f‖∞qε(x)
{∫
Qε(x,dχ)g(〈χ, 1〉)1{〈χ,1〉≤δ} +
∫
Qε(x,dχ)g(〈χ, 1〉)1{〈χ,1〉>δ}
}
≤ ‖f‖∞qε(x)
{
1
6δ
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉≤δ} + 12
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉>δ}
}
= 16δ‖f‖∞
(
ε 2α(x) + o(ε)
)
+ o(ε).
(2.4.45)
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Since this holds for any δ > 0, we conclude that
qε(x)
∫
Qε(x,dχ)g(〈χ, f〉) = o(ε) (2.4.46)
uniformly in x as ε→ 0. By (2.4.36) (i) and (2.4.37),
qε(x)
∫
Qε(x,dχ)〈χ, f〉 =
(
qε(x)
∫
Qε(x,dχ)〈χ, 1〉
)( ∫
Kε(x,dy)f(y)
)
=
(
1 + εβ(x) + o(ε)
)(
f(x) + εAf(x) + o(ε)
)
= f(x) + εβ(x)f(x) + εAf(x) + o(ε).
(2.4.47)
Finally, write
qε(x)
∫
Qε(x,dχ)〈χ, f〉2
= qε(x)
∫
Qε(x,dχ)
(〈χ, f(x)〉2 + 2〈χ, f(x)〉〈χ, f − f(x)〉+ 〈χ, f − f(x)〉2). (2.4.48)
Then, by (2.4.36) (ii),
qε(x)
∫
Qε(x,dχ)〈χ, f(x)〉2 = f(x)2
(
ε 2α(x) + o(ε)
)
. (2.4.49)
We will prove that
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉2 = o(ε). (2.4.50)
Then, by Ho¨lder’s inequality, (2.4.36) (ii), and (2.4.50),
∣∣qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉〈χ, f(x)〉
∣∣
≤
(
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉2
)1/2(
qε(x)
∫
Qε(x,dχ)〈χ, f(x)〉2
)1/2
≤ (o(ε)(2α(x)ε + o(ε)))1/2 = o(ε).
(2.4.51)
Inserting (2.4.49), (2.4.50) and (2.4.51) into (2.4.48) we find that
qε(x)
∫
Qε(x,dχ)〈χ, f〉2 = ε 2α(x)f(x)2 + o(ε). (2.4.52)
Inserting (2.4.46), (2.4.47) and (2.4.52) into (2.4.42), we arrive at (2.4.40). We still need to
prove (2.4.50). To this aim, we estimate, using (2.4.47),
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉21{〈χ,1〉≤δ}
≤ δ‖f − f(x)‖∞qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉
= δ‖f − f(x)‖∞
(
εAf(x) + o(ε)
) (2.4.53)
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and, using (2.4.36) (iii),
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉21{〈χ,1〉>δ}
≤ ‖f − f(x)‖∞qε(x)
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉>δ} = o(ε).
(2.4.54)
It follows that
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉2 ≤ δε‖f − f(x)‖∞Af(x) + o(ε) (2.4.55)
for any δ > 0. This implies (2.4.50) and completes the proof of (2.4.40).
2.4.3 Application to the renormalization branching process
Proof of Theorem 2.19 (a) For any f0, . . . , fk ∈ C+[0, 1] one has
E
[
e−〈X−n, f0〉 · · · e−〈X−n+k, fk〉]
= E
[
e−〈X−n, f0〉 · · · e−〈X−n+k−1, fk−1 + Uγn−kfk〉]
= · · · = E[e−〈X−n, gk〉],
(2.4.56)
where we define inductively
g0 := fk and gm+1 := fk−m−1 + Uγn−k+mgm. (2.4.57)
By the compactness of [0, 1] and Corollary 2.36, the map (γ, f) 7→ Uγf from (0,∞)× C+[0, 1]
to C+[0, 1] (equipped with the supremumnorm) is continuous. Using this fact and (2.4.56) we
find that
E
[
e−〈X−n, f0〉 · · · e−〈X−n+k, fk〉] −→
n→∞
E
[
e−〈Y
γ∗
−n, f0〉 · · · e−〈Y
γ∗
−n+k, fk〉]. (2.4.58)
Since f1, . . . , fk are arbitrary, (2.2.23) follows.
Proof of Theorem 2.19 (b) We apply Theorem 2.45 to the weight functions qγ and cluster
mechanismsQγ from (2.2.19) and to AWF = x(1−x) ∂2∂x2 with domain D(AWF) = C(2)[0, 1], and
α = β = 1. It is well-known that AWF generates a Feller semigroup [EK86, Theorem 8.2.8].
We observe that∫
Qγ(x,dχ)〈χ, f〉 = E
[
2
∫ τγ
0
f(yγx(−t))
]
= 2E[τγ ]E
[
f(yγx(0))
]
= γ
∫
Γγx(dy)f(y), (2.4.59)
where Γγx is the equilibrium law of the process y
γ
x from Corollary 2.30. It follows from (2.3.24)
that
(i)
∫
Γγx(dy)(y − x)= 0,
(ii)
∫
Γγx(dy)(y − x)2=
γx(1− x)
1 + γ
,
(iii)
∫
Γγx(dy)(y − x)4=O(γ2),
(2.4.60)
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uniformly in x as γ → 0. Therefore, for any δ > 0,
(i)
∫
Γγx(dy)(y − x)= 0,
(ii)
∫
Γγx(dy)(y − x)2= γx(1− x) + o(γ),
(iii)
∫
Γγx(dy)1{|y−x|>δ}= o(γ),
(2.4.61)
uniformly in x as γ → 0. Consequently, a Taylor expansion of f around x yields∫
Γγx(dy)f(x) = f(x) + γ
1
2x(1− x) ∂
2
∂x2
f(x) + o(γ) (f ∈ C(2)[0, 1]), (2.4.62)
uniformly in x as γ → 0. (For details, in particular the uniformity in x, see for example
[Swa99, Proposition B.1.1].) This shows that condition (2.4.37) is satisfied. Moreover,∫
Qγ(x,dχ)〈χ, 1〉 = E[2τγ ] = γ,∫
Qγ(x,dχ)〈χ, 1〉2 = E[(2τγ)2] =
∫ ∞
0
z2 1γ e
−z/γdz = 2γ2,∫
Qγ(x,dχ)〈χ, 1〉3 = E[(2τγ)3] =
∫ ∞
0
z3 1γ e
−z/γdz = 6γ3,
(2.4.63)
which, using the fact that qγ = (
1
γ + 1), gives
qγ
∫
Qγ(x,dχ)〈χ, 1〉 = 1 + γ,
qγ
∫
Qγ(x,dχ)〈χ, 1〉2 = 2γ + o(γ),
qγ
∫
Qγ(x,dχ)〈χ, 1〉3 = o(γ).
(2.4.64)
This shows that (2.4.36) is fulfilled. In particular,
qγ
∫
Qγ(x,dχ)〈χ, 1〉21{〈χ,1〉>δ} ≤ δ−1qγ
∫
Qγ(x,dχ)〈χ, 1〉3 = o(γ) (2.4.65)
for all δ > 0.
2.5 The super-Wright-Fisher diffusion: introduction
2.5.1 Superprocesses and binary splitting particle systems
Let E be a compact metrizable space, G the generator of a Feller process ξ = (ξt)t≥0 in E, and
α ∈ C+(E), β ∈ C(E). Then, for each f ∈ B+(E), the semilinear Cauchy problem in B+(E){
∂
∂tut=Gut + βut − αu2t (t ≥ 0),
u0= f,
(2.5.1)
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has a unique mild solution ut =: Utf . Moreover, there exists a unique (in law) Markov process
Y with continuous sample paths in the space M(E) of finite measures on E, defined by its
Laplace functionals
E µ[e−〈Yt, f〉] = e−〈µ,Utf〉 (t ≥ 0, µ ∈ M(E), f ∈ B+(E)). (2.5.2)
The process Y is called the superprocess in E with underlying motion generator G, activity α
and growth parameter β (the last two terms are our terminology), or in short the (G,α, β)-
superprocess. The operators (Ut)t≥0 = U = U(G,α, β) form a semigroup, called the log-Laplace
semigroup of Y.
The process Y can be constructed in several ways and is nowadays standard. We outlined
one such construction in Section 2.4.2; see also, e.g., [Fit88, Fit91, Fit92]. We can think of Y
as describing a population where mass flows with generator G, and during a time interval dt a
bit of mass dm at position x produces offspring with mean (1+β(x)dt)dm and finite variance
2α(x)dt dm. For basic facts on superprocesses we refer to [Daw93, Eth00, Dyn02].
Similarly, when G is (again) the generator of a Feller process on a compact metrizable
space E and α ∈ C+(E), then, for any f ∈ B[0,1](E), the semilinear Cauchy problem{
∂
∂tut=Gut + αut(1− ut) (t ≥ 0),
u0= f,
(2.5.3)
has a unique mild solution ut =: Utf in B[0,1](E). Moreover, there exists a unique Markov
process Y with cadlag sample paths in the space N (E) of finite counting measures on E,
defined by its generating functionals
Eν
[
(1− f)Yt] = (1− Utf)ν (t ≥ 0, ν ∈ N (E), f ∈ B[0,1](E)). (2.5.4)
Here if ν =
∑n
i=1 δxi is a finite counting measure and g ∈ B[0,1](E), then gν :=
∏n
i=1 g(xi).
We call Y the binary splitting particle system in E with underlying motion generator G and
splitting rate α, or in short the (G,α)-bin-split-process. The semigroup (Ut)t≥0 = U = U(G,α)
is called the generating semigroup of Y . The process Y consists of particles that independently
move according to the generator G, and additionally split with local rate α into two new
particles, created at the position of the old one.
2.5.2 Statement of the problem and motivation
Let A be the closure in C[0, 1] (equipped with the supremum norm) of the operator
A = 12x(1− x) ∂
2
∂x2
. (2.5.5)
It is well-known that A is the generator of a Feller process ξ on [0, 1], called the (standard)
Wright-Fisher diffusion, see [EK86, Theorem 8.2.8]. We are interested in mild solutions to
the Cauchy equation {
∂
∂tut=Aut + αut(1− ut) (t ≥ 0),
u0= f,
(2.5.6)
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Figure 2.3: A system of binary splitting Wright-Fisher diffusions with splitting rate α = 1.
where α > 0 is a constant. We wish to find all fixed points of (2.5.6) and determine their
domains of attraction.
For f ∈ B+[0, 1], the mild solution of (2.5.6) is given by ut = Utf , where U = U(A,α, α)
is the log-Laplace semigroup of a superprocess Y in [0, 1] with underlying motion generator
G = A, and activity and growth parameter both equal to α. We call Y the super-Wright-Fisher
diffusion (with activity and growth parameter α > 0).4
Our main interest is in the case α = 1. In this case, we have proved in Theorem 2.19 (b)
above that a suitably rescaled version of the renormalization branching process converges to
Y. In particular, we will need Proposition 2.47 below for α = 1 in our proof of Lemmas 2.24
and 2.25 (see Propositions 2.82 (b) and 2.83 (b) below). We will generalize a bit and treat
general α > 0. This will not be much more work and will give a more complete picture. In
particular, we will see that the case α = 1 is a critical case, since Y dies out on the interior if
and only if α ≤ 1, and the weighted process Yv from (2.5.19) is critical for α = 1.
If f ∈ B[0,1][0, 1], then the solution of (2.5.6) is also given by ut = Utf , where U = U(A,α)
is the generating semigroup of a system Y of binary splitting Wright-Fisher diffusions, with
splitting rate α. The process Y can be obtained from Y by Poissonization with the constant
function 1 (compare Proposition 2.21). In fact, Y is the trimmed tree of Y, i.e., the particles
in Y correspond to those infinitesimal bits of mass in Y, that have offspring at all later times.
For a precise statement of this fact we refer the reader to [FS04].
See Figure 2.3 for a simulation of Y for α = 1. The points 0, 1 are accessible traps for the
Wright-Fisher diffusion, and therefore a natural question is whether eventually all particles of
Y end up in 0 or 1. This question will be answered for all α > 0 in Proposition 2.48 below.
Binary splitting Wright-Fisher diffusions have been studied before in [GKW01]. In partic-
ular, the authors of that paper investigated the function p, which is defined in terms of the
system Y of binary splitting Wright-Fisher diffusions with splitting rate α = 1, as
p(x) := lim
t→∞
P δx [Yt({1}) > 0] = lim
t→∞
P δx [Yt((0, 1]) > 0] (x ∈ [0, 1]). (2.5.7)
In order to show that the two expressions for p in (2.5.7) are identical, in [GKW01] the authors
4More generally, if Z is the (A,α′, α)-superprocess, with α′, α > 0 constants, then α
α′
Z = Y in law, and
therefore this more general case can be reduced to the case α′ = α.
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note that both expressions correspond to a fixed point p of the generating semigroup U(A, 1)
with boundary conditions p(0) = 0 and p(1) = 1. Assuming that p is sufficiently smooth, the
fixed point property means that p solves the equation
1
2x(1− x) ∂
2
∂x2
p(x) + αp(x)(1 − p(x)) = 0 (x ∈ [0, 1]). (2.5.8)
Though stated only for the case α = 1, the proof of Lemma 1.13 in [GKW01] shows that
equation (2.5.8) has at most one solution with boundary conditions p(0) = 0 and p(1) = 1
when α < z20/8
∼= 1.836, where z0 is the smallest non-trivial zero of the Bessel function of the
first kind with parameter 1. The authors do not answer the question whether solutions to
(2.5.8) with these boundary condions are unique for α ≥ z20/8, or what solutions may exist for
other boundary conditions. Proposition 2.47 below settles these questions. We show moreover
that all fixed points of U(A,α) are smooth, a fact tacitly assumed in [GKW01].
2.5.3 Results
The following theorem is our main result. We write ‘eventually’ behind an event, depending
on t, to denote the existence of a (random) time τ <∞ such that the event holds for all t ≥ τ .
Theorem 2.46 (Long-time behavior of the super-Wright-Fisher diffusion) Let Y
be the super-Wright-Fisher diffusion with activity and growth parameter equal to the same
constant α > 0, started in µ ∈M[0, 1]. Set
v(x) := 6x(1− x) (x ∈ [0, 1]). (2.5.9)
Then there exist nonnegative random variables W0, W1, W(0,1) (depending on µ) such that
(i) lim
t→∞
e−αt〈Yt, 1{r}〉 =Wr a.s. (r = 0, 1),
(ii) lim
t→∞
e−(α−1)t〈Yt, v〉 =W(0,1) a.s.
(2.5.10)
and
(i) {Wr = 0} = {Yt({r}) = 0 eventually} a.s. (r = 0, 1),
(ii) {W(0,1) = 0} = {Yt((0, 1)) = 0 eventually} a.s.
(2.5.11)
Moreover,
{W(0,1) > 0} ⊂ {W0 > 0} ∩ {W1 > 0} a.s. (2.5.12)
If α ≤ 1, then
W(0,1) = 0 a.s. (2.5.13)
If α > 1, then W(0,1) satisfies
Eµ(W(0,1)) = 〈µ, v〉 and Varµ(W(0,1)) ≤ 3 αα−1 〈µ, v〉 (2.5.14)
as well as
lim
t→∞
Eµ
[∣∣e−(α−1)t〈Yt, vf〉 −W(0,1)〈ℓ, vf〉∣∣2] = 0 ∀f ∈ B[0, 1], (2.5.15)
where ℓ denotes the Lebesgue measure on (0, 1).
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Except for the statement about smoothness (of the functions p0,0, . . . , p1,1 below) and the uni-
formity of the limit in (2.5.16), the following result about the log-Laplace semigroup U(A,α, α)
is an immediate consequence of Theorem 2.46.
Proposition 2.47 (Long-time behavior of U(A,α, α)) Let Y, W0,W1,W(0,1) be as in
Theorem 2.46 and let U = U(A,α, α). Then, for all f ∈ B+[0, 1], uniformly on [0, 1],
lim
t→∞
Utf =


0 if f(0) = f(1) = 〈ℓ, f〉 = 0,
p0,0 if f(0) = f(1) = 0, 〈ℓ, f〉 > 0,
p1,0 if f(0) > 0, f(1) = 0,
p0,1 if f(0) = 0, f(1) > 0,
p1,1 if f(0) > 0, f(1) > 0,
(2.5.16)
where the constant function 0 and
p0,0(x) :=− logP δx [W(0,1) = 0],
p1,0(x) :=− logP δx [W0 = 0] = P δx [W0 =W(0,1) = 0],
p0,1(x) :=− logP δx [W1 = 0] = P δx [W1 =W(0,1) = 0],
p1,1(x) :=− logP δx [W0 =W1 = 0] = P δx [W0 =W1 =W(0,1) = 0]

 (x ∈ [0, 1]).
(2.5.17)
are all fixed points of the log-Laplace semigroup U(A,α, α). Here p0,0 = 0 if α ≤ 1, and
p0,0 > 0 on (0, 1) if α > 1. The functions pl,r (l, r ∈ {0, 1} satisfy pl,r(0) = l and pl,r(1) = r,
are twice continuously differentiable on [0, 1], and solve (2.5.8).
Since conversely, every nonnegative twice continuously differentiable solution to (2.5.8) is a
fixed point of U(A,α, α), we see that (2.5.8) has precisely four solutions when α ≤ 1 and
precisely five solutions when α > 1. The functions p0,0, . . . , p1,1 are [0, 1]-valued and therefore
fixed points of the generating semigroup U(A,α) as well. Our final result describes p0,0, . . . , p1,1
in terms of the system Y of binary splitting Wright-Fisher diffusions with splitting rate α.
Proposition 2.48 (Fixed points of U(A,α)) The functions p0,0, . . . , p1,1 in (2.5.17) satisfy
p0,0(x)=P
δx [Yt((0, 1)) > 0 eventually],
p1,0(x)=P
δx [Yt({0}) > 0 eventually] = P δx [Yt([0, 1)) > 0 eventually],
p0,1(x)=P
δx [Yt({1}) > 0 eventually] = P δx [Yt((0, 1]) > 0 eventually],
p1,1(x)= 1

 (x ∈ [0, 1]).
(2.5.18)
See Figure 2.4 for a plot of the functions p0,0 and p0,1 (for α = 2).
2.5.4 Methods and related work
An essential tool in the proof of Theorem 2.46 is the weighted super-Wright-Fisher diffusion
Yv, defined as
Yvt (dx) := v(x)Yt(dx) (t ≥ 0), (2.5.19)
where v is defined in (2.5.9). Note that v is an eigenfunction of the operator A, with eigenvalue
−1. For convenience, we have normalized v such that 〈ℓ, v〉 = 1.
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Figure 2.4: Two solutions to the differential equation 12x(1−x) ∂
2
∂x2
p(x)+ 2p(x)(1− p(x)) = 0.
p0,0 p0,1
When a superprocess is weighted with a sufficiently smooth density, the result is a new
superprocess, with a new activity and growth parameter and a new underlying motion, which
is a compensated h-transform of the old one. For the case that the underlying motion is a
locally uniformly elliptic diffusion on a open domain D ⊂ Rd, weighted superprocesses were
developed by [EP99]. In our case, where uniform ellepticity does not hold, the following can
be proved without too much effort.
Lemma 2.49 (Weighted super-Wright-Fisher diffusion) Let Y be the super-Wright-
Fisher diffusion with α > 0 and let Yv be defined as in (2.5.19). Then Yv is the (Av, αv, α−1)-
superprocess in [0, 1], where Av is the closure of the operator
Av := 12x(1− x) ∂
2
∂x2
+ 2(12 − x) ∂∂x . (2.5.20)
Indeed, Av generates a Feller process ξv in [0, 1], see [EK86, Theorem 8.2.1]. The diffusion ξv is
a compensated h-transform (with h = v) of the Wright-Fisher diffusion ξ. This compensated v-
transformed Wright-Fisher diffusion ξv is ergodic with invariant law vℓ (Lemma 2.65 below).
For α > 1, the (Av , αv, α − 1)-superprocess is supercritical, and in this case one expects
e−(α−1)tYvt to converge, in some way, to a random multiple of vℓ. This is the idea behind
formula (2.5.15).
Recently, [ET02], have shown for a certain class of superdiffusions Y in Rd with underlying
motion generator G, growth parameter β and activity α, the convergence in law
e−λct〈Y, g〉 ⇒W 〈ρ, g〉 as t→∞, (2.5.21)
whereW is a nonnegative random variable, λc is the generalized principal eigenvalue of G+β
(which is assumed to be positive), ρ is a measure on Rd, defined in terms of G + β, and g is
any compactly supported continuous function on Rd. In their work, the weighted superprocess
Yφt (dx) := φ(x)Yt(dx) plays a central role, where φ is the principal eigenfunction of the
operator G + β. Their dynamical system methods are based on a result on the existence of
an invariant curve of the log-Laplace semigroup of their superprocess. Using this invariant
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curve, they give an expression for the Laplace-transform of the law of the random variable
W in (2.5.21). Their results are in line with our results for the super-Wright-Fisher diffusion
restricted to (0, 1), where in our case λc = α − 1 and φ = v. However, their methods use in
an essential way the fact that their underlying space is Rd (and not an open subset of Rd, like
(0, 1)), and therefore their results are not applicable to our situation. It is stated as an open
problem by [ET02] whether the random variableW in (2.5.21) in general satisfies P [W = 0] =
P [Yt = 0 eventually]. For a recent result on local extinction versus local exponential growth
of superdiffusions on open domains D ⊂ Rd, we refer to [EK04].
In our set-up, we can prove that {W(0,1) = 0} = {Yt((0, 1)) = 0 eventually} because of the
following property of the weighted super-Wright-Fisher diffusion Yv .
Lemma 2.50 (Finite ancestry) For all α > 0, the weighted super-Wright-Fisher diffusion
Yv satisfies
inf
x∈[0,1]
P δx [Yvt = 0] > 0 ∀t > 0. (2.5.22)
Formula (2.5.22) has been called the finite ancestry property (of Yv); for a justification of this
terminology we refer the reader to [FS04]. A sufficient condition for a superprocess to enjoy
the finite ancestry property is that the activity be bounded away from zero (see Lemma 2.55
below). This condition is not necessary. In fact, the activity of Yv is αv, which is zero on {0, 1}.
Our proof of Lemma 2.50 is quite long. It is not clear whether the weighted superprocesses
Yφ occurring in [ET02] will in general satisfy a formula of the form (2.5.22). Therefore, we
mention as an open problem:
How to check, in a practical way, whether a given superprocess has the finite
ancestry property (2.5.22)?
Another problem that is left open in here, is whether the L2-convergence in (2.5.15) can be
replaced by almost sure convergence. In fact, we suspect that (2.5.15) can be strengthened to
lim
t→∞
e−(α−1)t〈Yt, 1(0,1)f〉 =W(0,1)〈ℓ, f〉 ∀f ∈ B[0, 1] a.s., (2.5.23)
but we do not have a proof.
The following sections are organized as follows. Sections 2.6.1 and 2.6.2 contain some general
facts about (G,α, β)-superprocesses and on (G,α, β)-superprocesses enjoying the finite ances-
try property, respectively. After some preparatory work in Sections 2.6.3 and 2.6.4, we prove
Lemmas 2.49 and 2.50 in Section 2.6.5. In Sections 2.7.1 and 2.7.2 we derive some properties
of the weighted super-Wright-Fisher diffusion Yv, culminating in the proof of Theorem 2.46
in Section 2.7.3. Finally, Sections 2.7.4–2.7.5 contain the proofs of Propositions 2.47 and 2.48.
2.6 The super-Wright-Fisher diffusion: preparatory results
2.6.1 Some general facts about log-Laplace semigroups
Let E be a compact metrizable space and let C(E) be the space of continuous real functions
on E, equipped with the supremum norm ‖ · ‖∞. Let ξ = (ξt)t≥0 be a Feller process in E with
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semigroup Stf(x) := E
x[f(ξt)] (t ≥ 0, x ∈ E, f ∈ B(E)). By definition, the (full) generator
G of ξ is the linear operator on C(E) given by Gf := limt→0 t−1(Stf − f) where the domain
D(G) of G is the space of all functions f ∈ C(E) for which the limit exists in C(E).
Let α ∈ C+(E), β ∈ C(E), and f ∈ C+(E). By definition, we call u a classical solution
of the Cauchy problem (2.5.1) if u : [0,∞) → C+(E) ∩ D(G) is continuously differentiable in
C(E) (i.e., the derivative ∂∂tut := lims→t s−1(ut+s−ut) exists in C(E) for all t ≥ 0 and the map
∂
∂tu : [0,∞)→ C(E) is continuous) and (2.5.1) holds. A measurable function u : [0,∞)×E →
[0,∞) is called a mild solution of (2.5.1) if u is bounded on finite time intervals and solves
(pointwise)
ut = Stf +
∫ t
0
St−s
(
βus − αu2s
)
ds (t ≥ 0). (2.6.1)
Equation (2.5.1) has a unique mild solution for all f ∈ B+(E), see [Fit88] and this solution
is a classical solution if f ∈ C+(E) ∩ D(G). (See [Paz83], Theorems 6.1.4 and 6.1.5. The fact
that f is nonnegative and α ≥ 0 implies that solutions cannot explode. Our definition of a
classical solution is slightly stronger than the one used in [Paz83], since we require u to be
continuously differentiable on [0,∞) instead of (0,∞). However, the proof of Theorem 6.1.5
in [Paz83] shows that u is continuously differentiable on [0,∞) if f ∈ C+(E) ∩ D(G).)
The (G,α, β)-superprocess Y is defined as the unique strong Markov process with con-
tinuous sample paths in M(E), equipped with the topology of weak convergence, such that
(2.5.2) holds for all f ∈ B+(E); see [Fit88, Fit91, Fit92].
Note the following elementary properties of the log-Laplace semigroup U(G,α, β). Here,
we write bp-limn→∞fn = f if f is the bounded pointwise limit of the sequence (fn)n≥0.
Lemma 2.51 (Continuity and monotonicity of log-Laplace semigroups) For each
t ≥ 0, Ut : C+(E) → C+(E) is continuous. Moreover, if bp-limn→∞fn = f for some sequence
fn ∈ B+(E), then bp-limn→∞Utfn = Utf . Finally, f ≤ g implies Utf ≤ Utg (f, g ∈ B+(E)).
Proof The continuity of Ut : C+(E) → C+(E) follows from [Paz83, Theorem 6.1.2] and the
fact that solutions do not explode. Continuity of Ut with respect to bounded pointwise limits
is obvious from (2.5.2), and the same formula also makes clear that Ut : B+(E) → B+(E) is
monotone.
Recall that (2.5.1) has a classical solution for f ∈ C+(E) ∩ D(G). Because of the following,
for many purposes it suffices to work with classical solutions.
Lemma 2.52 (Closure and bp-closure) For t ≥ 0 fixed, {(f,Utf) : f ∈ C+(E)} is the
closure in C(E) of {(f,Utf) : f ∈ C+(E) ∩ D(G)}, and {(f,Utf) : f ∈ B+(E)} is the bp-
closure of {(f,Utf) : f ∈ C+(E)}.
Here, the bp-closure of a set B is the smallest set B such that B ⊂ B and f ∈ B whenever
bp-limn→∞fn = f for some sequence fn ∈ B.
Proof of Lemma 2.52 It follows from the Hille-Yosida Theorem, see [EK86, Theorem 1.2.6]
that D(G) is dense in C(E). Since D(G) is a linear space and 1 ∈ D(G), it is not hard to see
that C+(E) ∩ D(G) is dense in C+(E). The fact that {(f,Utf) : f ∈ C+(E)} is the closure in
C(E) of {(f,Utf) : f ∈ C+(E)∩D(G)} now follows from the continuity of Ut : C+(E)→ C+(E).
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In [EK86, Proposition 3.4.2], it is proved that C(E) is bp-dense in B(E); the argument can
easily be adapted to show that C+(E) is bp-dense in B+(E). Therefore Lemma 2.52 follows
from the continuity of Ut with respect to bounded pointwise limits.
Utf may be defined unambiguously such that (2.5.2) holds also for functions f that are not
bounded, or even infinite.
Lemma 2.53 (Extension of U to unbounded functions) For each measurable f : E →
[0,∞] and t ≥ 0 there exists a unique measurable Utf : E → [0,∞] such that (2.5.2) holds for
all µ ∈ M(E), where we put e−∞ := 0.
Proof Define Utf by Utf(x) := − logEδx [e−〈Yt,f〉] where log 0 := −∞. To see that (2.5.2)
holds again for all µ ∈ M(E), choose B+(E) ∋ fn ↑ f , note that Utfn ↑ Utf , and take the
limit in (2.5.2).
We will often need the following comparison result, compare [Smo83, Theorem 10.1].
Lemma 2.54 (Sub- and supersolutions) Assume that T > 0 and that u˜ : [0, T ]→ C+(E)∩
D(G) is continuously differentiable in C(E) and solves
∂
∂t u˜t ≤ Gu˜t + βu˜t − αu˜2t (t ∈ [0, T ]). (2.6.2)
Then u˜T ≤ UT u˜0. The same holds with both inequality signs reversed.
Proof Let g : [0, T ]→ C+(E) be defined by the formula
∂
∂t u˜t = Gu˜t + βu˜t − αu˜2t − gt (t ∈ [0, T ]). (2.6.3)
Set ut := Utu˜0. Then u : [0, T ]→ C+(E) is the classical solution of{
∂
∂tut=Gut + βut − αu2t (t ∈ [0, T ]),
u0= u˜0.
(2.6.4)
Put ∆t := ut − u˜t (t ∈ [0, T ]). Then ∆ solves{
∂
∂t∆t=G∆t + β∆t − α (ut + u˜t)∆t + gt (t ∈ [0, T ]),
∆0=0.
(2.6.5)
The generator G satisfies the positive maximum principle, see [EK86, Theorem 4.2.2] and
therefore (2.6.5) implies that ∆ ≥ 0. For imagine that ∆t(x) < 0 somewhere on [0, T ] × E.
Let R be a constant such that β − α (ut + u˜t) +R < 0. Then ∆˜t := eRt∆t solves{
∂
∂t∆˜t=G∆˜t + {β − α (ut + u˜t) +R}∆˜t + gteRt (t ∈ [0, T ]),
∆˜0=0.
(2.6.6)
If ∆˜t(x) < 0 for some (t, x) ∈ [0, T ] × E, then ∆˜ must assume a negative minimum over
[0, T ] × E in some point (s, y), with s > 0 since ∆˜0 = 0. But in such a point one would
have ∂∂s∆˜s(y) ≤ 0 while G∆˜s(y) + {β(y)− α(y) (us(y) + u˜s(y)) +R}∆˜s(y) + gs(y)eRs > 0, in
contradiction with (2.6.6).
The same argument applies when both inequality signs are reversed.
Lemma 2.54 has the following application.
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Lemma 2.55 (Bounds on log-Laplace semigroups) Let U = U(G,α, β), U = U(G,α, β),
where α,α ∈ C+(E) and β, β ∈ C(E) satisfy
α ≥ α and β ≤ β. (2.6.7)
Then
Utf ≤ U tf for all measurable f : E → [0,∞] (t ≥ 0). (2.6.8)
In particular, if α, β are constants and α > 0, then, for t > 0,
U t∞ = β
α (1− e−βt) (β 6= 0) and U t∞ =
1
α t
(β = 0), (2.6.9)
and (2.6.8) with f =∞ gives
Pµ[Yt = 0] ≥ e−〈µ,U t∞〉 (t > 0). (2.6.10)
Proof For each f ∈ C+(E) ∩ D(G), the function u˜t := Utf solves
∂
∂t u˜t = Gu˜t + βu˜t − αu˜2t ≤ Gu˜t + βu˜t − αu˜2t (t ≥ 0), (2.6.11)
and therefore Utf = u˜t ≤ U tf by Lemma 2.54. Using Lemmas 2.52 and 2.53 this is easily
extended to measurable f : E → [0,∞], giving (2.6.8). Define u by the right-hand side of the
equations in (2.6.9). Then it is easy to check that u solves ∂∂tut = βut − αu2t (t > 0) with
limt→0 ut =∞, and therefore (2.6.10) follows from the fact that
Pµ[Yt = 0] = Eµ[e−〈Yt,∞〉] = e−〈µ,Ut∞〉 (t ≥ 0, µ ∈M(E)), (2.6.12)
and a little approximation argument.
2.6.2 Some consequences of the finite ancestry property
Let Y be a (G,α, β)-superprocess as in the last section. In line with Lemma 2.50, we say that
Y has the finite ancestry property if
inf
x∈E
P δx [Yt = 0] > 0 (t > 0). (2.6.13)
Note that by (2.6.12), property (2.6.13) is equivalent to ‖Ut∞‖∞ <∞ (t > 0). In this section
we prove three simple consequences of the finite ancestry property.
Lemma 2.56 (Extinction versus unbounded growth) Assume that the (G,α, β)-super-
process Y has the finite ancestry property. Then, for any µ ∈ M(E),
Pµ
[Yt = 0 eventually or lim
t→∞
〈Yt, 1〉 =∞
]
= 1. (2.6.14)
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Proof We use a general fact about tail events of strong Markov processes, the statement and
proof of which can be found in Section 2.6.6. Consider the tail event A := {Yt = 0 eventually}.
By Lemma 2.64 below,
lim
t→∞
PYt(A) = 1A a.s. (2.6.15)
For any fixed T > 0, by (2.6.12),
Pµ(A) ≥ Pµ[YT = 0] = e−〈µ,UT∞〉 ≥ e−〈µ, 1〉‖UT∞‖∞ (µ ∈ M(E)). (2.6.16)
Hence (2.6.15) implies that
lim inf
t→∞
e−〈Yt, 1〉‖UT∞‖∞ ≤ 1A a.s. (2.6.17)
By the finite ancestry property, ‖UT∞‖∞ <∞ and therefore limt→∞〈Yt, 1〉 =∞ a.s. on Ac.
The following is a simple consequence of Lemma 2.56.
Lemma 2.57 (Extinction of (sub-) critical processes) Assume that the (G,α, β)-super-
process Y has the finite ancestry property and that β ≤ 0. Then, for any µ ∈ M(E),
Pµ
[Yt = 0 eventually] = 1. (2.6.18)
Proof Since Eµ[〈Yt, 1〉] ≤ 〈µ, 1〉, Pµ[limt→∞〈Yt, 1〉 = ∞] = 0. Now the claim follows from
Lemma 2.56.
Our final result of this section is the following.
Lemma 2.58 (Extinction versus exponential growth) Assume that the (G,α, β)-super-
process Y has the finite ancestry property and that β > 0 is a constant. Then, for any
µ ∈M(E), there exists a nonnegative random variable W , depending on µ, such that
(i) lim
t→∞
e−βt〈Yt, 1〉 =W Pµ−a.s.,
(ii) lim
t→∞
Eµ
[|e−βt〈Yt, 1〉 −W |2] = 0,
(iii) Eµ(W ) = 〈µ, 1〉,
(iv) Varµ(W ) ≤ 2β−1‖α‖∞〈µ, 1〉,
(v) {W = 0} = {Yt = 0 eventually} Pµ−a.s.
(2.6.19)
Proof Put Vtf := eβtSt. The mean and covariance of Y are given by the following formulas,
see, for example, [Fit88]:
(i) Eµ[〈Yt, f〉] = 〈µ,Vtf〉
(ii) Covµ(〈Yt, f〉, 〈Yt, g〉) = 2
∫ t
0
ds 〈µ,Vs(α (Vt−sf)(Vt−sg))〉

 (t ≥ 0, f, g ∈ B(E)).
(2.6.20)
Therefore,
Eµ[〈Yt, f〉] = eβt〈µ, Stf〉 (t ≥ 0, f ∈ B(E)), (2.6.21)
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and
Varµ(〈Yt, f〉)= 2
∫ t
0
ds eβse2β(t−s)〈µ, Ss(α(St−sf)2)〉
≤ 2‖α‖∞‖f‖2∞〈µ, 1〉eβt
∫ t
0
ds eβ(t−s)
≤ 2β−1‖α‖∞‖f‖2∞〈µ, 1〉e2βt (t ≥ 0, f ∈ B(E)).
(2.6.22)
Let (Ft)t≥0 be the filtration generated by Y and put
Y˜t := e−βtYt (t ≥ 0). (2.6.23)
Then (2.6.21) and (2.6.22) show that for any 0 ≤ s ≤ t and f ∈ B(E),
(i) Eµ
[〈Y˜t, f〉∣∣Fs]= 〈Y˜s, St−sf〉 a.s.,
(ii) Varµ
[〈Y˜t, f〉∣∣Fs]≤ 2β−1‖α‖∞‖f‖2∞〈Y˜s, 1〉e−βs a.s. (2.6.24)
Since St−s1 = 1, formula (2.6.24) (i) shows that (〈Y˜t, 1)〉t≥0 is a nonnegative martingale, and
hence there exists a nonnegative random variableW such that (2.6.19) (i) holds. Setting s = 0
in (2.6.24) (ii), we see that
Varµ
[〈Y˜t, 1〉] ≤ 2β−1‖α‖∞〈µ, 1〉 (t ≥ 0). (2.6.25)
This implies (2.6.19) (ii), and, using Fatou, (2.6.19) (iv). Moreover, by (2.6.25) the random
variables 〈Yt, 1〉t≥0 are uniformly integrable, and therefore (2.6.19) (iii) holds.
We are left with the task to prove (2.6.19) (v). The inclusion ⊃ is trivial. Formulas
(2.6.19) (iii) and (2.6.19) (iv) imply that
〈µ, 1〉2Pµ[W = 0] ≤ Varµ(W ) ≤ 2β−1‖α‖∞〈µ, 1〉, (2.6.26)
and therefore
Pµ[W > 0] ≥ 1− 2β−1‖α‖∞〈µ, 1〉−1 (µ 6= 0). (2.6.27)
Note that {W > 0} is a tail event. Thus, by Lemma 2.64,
lim
t→∞
PYt [W > 0] = 1{W>0} a.s. (2.6.28)
Formula (2.6.27) shows that
lim inf
t→∞
PYt [W > 0] ≥ 1{limt→∞〈Yt,1〉=∞}. (2.6.29)
Combining Lemma 2.56 with formulas (2.6.28) and (2.6.29) we see that {Yt = 0 eventually}c ⊂
{limt→∞〈Yt, 1〉 =∞} ⊂ {W > 0} a.s.
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2.6.3 Smoothness of two log-Laplace semigroups
We return to the special situation E = [0, 1] and G = A or G = Av, where A and Av
are the closures in C(E) of the operators A in (2.5.5) and Av in (2.5.20), respectively, with
domains D(A) = D(Av) := C(2)[0, 1], the space of real functions on [0, 1] that are twice
continuously differentiable. Let U = U(A,α, α) and Uv = U(Av, αv, α − 1) denote the log-
Laplace semigroups of the super-Wright-Fisher diffusion Y and the weighted super-Wright-
Fisher diffusion Yv , respectively, where α > 0 is constant. In this section we prove:
Lemma 2.59 (Smoothing property of U and Uv) One has Ut(B+[0, 1]) ⊂ C+[0, 1] and
Uvt (B+[0, 1]) ⊂ C+[0, 1] for all t > 0. Moreover, if bp-limn→∞fn = f for some fn, f ∈ B+[0, 1],
then limn→∞ ‖Utfn − Utf‖∞ = 0 and limn→∞ ‖Uvt fn − Uvt f‖∞ = 0 for all t > 0.
To prepare for the proof, we start with the following elementary property of the semigroups
S and Sv generated by A and Av, respectively (recall (2.5.5) and (2.5.20)).
Lemma 2.60 (Strong Feller property) The semigroups S and Sv have the strong Feller
property, i.e., St(B[0, 1]) ⊂ C[0, 1] and Svt (B[0, 1]) ⊂ C[0, 1] for all t > 0.
Proof Couple two realizations ξx, ξy of the process with generator A, started in x, y ∈ [0, 1], in
such a way that ξx and ξy move independently up to the random time τ := inf{t ≥ 0 : ξxt = ξyt },
and such that ξxt = ξ
y
t for all t ≥ τ . (Here the superscript in ξx refers to the initial condition,
and not, like elsewhere, to a compensated h-transform.) Then it is not hard to see that
P [ξyt = ξ
x
t ]→ 1 as y → x ∀t > 0. (2.6.30)
In particular, (2.6.30) holds also for x ∈ {0, 1} since the boundary is attainable. Since |Stf(x)−
Stf(y)| ≤ 2‖f‖∞P [ξxt 6= ξyt ], formula (2.6.30) shows that Stf ∈ C[0, 1] for all f ∈ B[0, 1] and
t > 0. For the process with generator Av the argument is similar but easier, since in this case
{0, 1} is an entrance boundary.
Proof of Lemma 2.59 For each f ∈ B[0, 1], the function ut := Utf is a mild solution of
(2.5.6), i.e., (see (2.6.1))
Utf = Stf +
∫ t
0
St−s
(
αUsf(1− Usf)
)
ds (t ≥ 0). (2.6.31)
By the strong Feller property of (St)t≥0 (Lemma 2.60), the functions Stf and St−s(αUsf(1−
Usf)) are continuous for each 0 ≤ s < t, and therefore Utf is continuous.
Now let fn → f in a bounded pointwise way for some fn, f ∈ B+[0, 1], and let t > 0.
By Lemma 2.51, Utfn → Utf in a bounded pointwise way. By the strong Feller property
of (St)t≥0 and [Rev84, Prop. 1.5.8 and Thm. 1.5.9], Stfn converges uniformly to Stf and
the function (x, s) 7→ St−s
(
αUsfn(1 − Usfn)
)
(x) converges uniformly on [0, 1] × [0, t − ε] to
St−s
(
αUsf(1 − Usf)
)
(x), for all ε > 0. By (2.6.31), it follows that Utfn → Utf uniformly on
[0, 1].
The same arguments apply to Uvt f .
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2.6.4 Bounds on the absorption probability
Let U = U(A,α, α). Since the points 0, 1 are traps for the Wright-Fisher diffusion, f(r) = 0
implies Utf(r) = 0 (r = 0, 1). We have already seen (Lemma 2.59) that Utf is continuous
for each t > 0. The following lemma shows that if f(r) = 0, then Utf has a finite slope at
r = 0, 1, for all t > 0. By symmetry, it suffices to consider the case r = 0.
Lemma 2.61 (Absorption of the super-Wright-Fisher diffusion) Let U = U(A,α, α),
with α > 0. Then
Ut(∞1(0,1])(x) ≤ Kt x (t > 0, x ∈ [0, 1]), (2.6.32)
with
Kt :=
eαt/2
1− e−αt/2
(8
t
+ 2
)
(t > 0). (2.6.33)
Note that (2.6.32) implies that
P δx [Yt((0, 1]) > 0] ≤ 1− e−Kt x ≤ Kt x (t > 0, x ∈ [0, 1]). (2.6.34)
We begin with a preparatory lemma.
Lemma 2.62 (Absorption of the Wright-Fisher diffusion) For the Wright-Fisher dif-
fusion ξ,
P x[ξt > 0] ≤
(4
t
+ 2
)
x (t > 0, x ∈ [0, 1]). (2.6.35)
Proof For x ≥ 0 put
f0(x) := 1{0}(x) and ft(x) := (1− 2x)e−
4x
t 1[0, 1
2
](x) (t > 0). (2.6.36)
A little calculation shows that for t > 0 and x ≥ 0,
∂
∂tft(x)= 4x(1 − 2x)t−2e−
4x
t 1[0, 1
2
](x)
1
2x(1− x)D2xft(x)=
(
8x(1− x)(1 − 2x)t−2e− 4xt + 8x(1− x)t−1e− 4xt )1[0, 1
2
](x)
+2e−
2
t δ 1
2
(x),
(2.6.37)
where D2x denotes the generalized second derivative with respect to x and δ 1
2
is the delta-
function at 12 . Since 4x ≤ 8x(1− x) for all x ∈ [0, 12 ], it follows that
∂
∂tft(x) ≤ 12x(1− x)D2xft(x) (t > 0, x ≥ 0). (2.6.38)
If ft were contained in D(A), then (2.6.38) would mean that ∂∂tft ≤ Aft for t > 0, and
a standard argument (compare Lemma 2.54) would tell us that ft ≤ Stf0, where S is the
semigroup of ξ. In the present case, we need a little approximation argument.
Let φn ≥ 0 (n ≥ 0) denote C(∞)-functions defined on [0,∞) with support contained in
[0, 13 ], say, such that φn(x)dx are probability measures converging weakly to the δ-measure δ0
as n→∞. Put
fnt (x) :=
∫ ∞
0
dy φn(y)ft(x+ y) =: φn ∗ ft(x) (t > 0, x ≥ 0). (2.6.39)
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Then
∂
∂tf
n
t (x)=φn ∗ ∂∂tft(x)
∂2
∂x2
fnt (x)=φn ∗D2xft(x),
(2.6.40)
and therefore (2.6.38) shows that
∂
∂tf
n
t (x) ≤ 12x(1− x) ∂
2
∂x2
fnt (x) (t > 0, x ≥ 0, n ≥ 0). (2.6.41)
Since fnt ∈ D(A) for all t > 0, the argument mentioned above gives
fnt+ε ≤ Stfnε (t ≥ 0, ε > 0). (2.6.42)
Letting n→∞ and afterwards ε→ 0 we find that
ft(x) ≤ Stf0(x) = P x[ξt = 0] (t ≥ 0, x ∈ [0, 1]). (2.6.43)
Note that ∂∂x(1−ft(x)) = (1−2x)4t−1e−
4x
t +2e−
4x
t ≤ (4t +2) for x ∈ [0, 12 ]. Therefore (2.6.43)
implies (2.6.35). (Note that (2.6.35) is trivial for x ∈ [12 , 1].)
Proof of Lemma 2.61 Fix f ∈ B+[0, 1] satisfying f(0) = 0 and write Utf = Ut/2Ut/2f . By
(2.6.10) from Lemma 2.55, Ut/2f ≤ (1 − e−αt/2)−1. Since moreover Ut/2f(0) = 0 because of
absorption at zero, we have
Utf ≤ Ut/2((1 − e−αt/2)−11(0,1]) (t > 0). (2.6.44)
Using (2.6.8) from Lemma 2.55, we may estimate U(A,α, α) in terms of U(A, 0, α), which is
just the linear semigroup (eαtSt)t≥0. Thus, by Lemma 2.62,
Utf(x)≤ eαt/2St/2((1− e−αt/2)−11(0,1])(x)
≤ eαt/2(1− e−αt/2)−1(8t + 2)x (t > 0, x ∈ [0, 1]).
(2.6.45)
Letting f ↑ ∞, by monotonicity we arrive at (2.6.32).
2.6.5 The weighted super-Wright-Fisher diffusion
In this section we prove Lemmas 2.49 and 2.50. Recall that ξ, ξv are the diffusions in [0, 1] with
generators A,Av defined in (2.5.5) and (2.5.20), and associated semigroups S, Sv, respectively,
and that U = U(A,α, α) and Uv = U(Av, αv, α − 1).
Lemma 2.63 (v-transformed log-Laplace semigroup) If f ∈ D(Av), then vf ∈ D(A)
and
A(vf) = v (Av − 1)f. (2.6.46)
Moreover,
Ut(vf) = v Uvt f (t ≥ 0, f ∈ B+[0, 1]). (2.6.47)
2.6. THE SUPER-WRIGHT-FISHER DIFFUSION: PREPARATORY RESULTS 83
Proof For any f ∈ C(2)[0, 1], it is easy to check that
A(vf) = v (Av − 1)f. (2.6.48)
Fix f ∈ D(Av) and choose fn ∈ C(2)[0, 1] such that fn → f in C[0, 1]. Then (2.6.48) shows
that A(vfn)→ v (Av − 1)f , which implies that vf ∈ D(A) and that (2.6.46) holds.
Now fix f ∈ C+[0, 1] ∩ D(Av) and put uvt := Uvt f (t ≥ 0). Then uv is the classical solution
of the Cauchy equation
{
∂
∂tu
v
t =A
vuvt + (α− 1)uvt − αv (uvt )2 (t ≥ 0),
uv0= f.
(2.6.49)
It follows from (2.6.46) that
∂
∂tvu
v
t = v
∂
∂tu
v
t = vA
vuvt + (α− 1)vuvt − α (vuvt )2
=A(vuvt ) + αvu
v
t − α (vuvt )2 (t ≥ 0),
(2.6.50)
i.e., ut := vu
v
t is the classical solution to the Cauchy equation{
∂
∂tut=Aut + αut − αu2t (t ≥ 0),
u0= vf.
(2.6.51)
This proves that Ut(vf) = ut = vuvt = vUvt f for all f ∈ C+[0, 1] ∩ D(Av). The general case
follows from Lemma 2.52 and the fact that the class of f ∈ B+[0, 1] for which (2.6.47) holds
is closed under bounded pointwise limits.
Proof of Lemma 2.49 Set Ft := σ(Ys : 0 ≤ s ≤ t). Then by (2.6.47), for all 0 ≤ s ≤ t and
f ∈ B+[0, 1],
E
[
e−〈vYt, f〉∣∣Fs] = E[e−〈Yt, vf〉∣∣Fs] = e−〈Ys,Ut−s(vf)〉
= e−〈Ys, vUvt−sf〉 = e−〈vYs,Uvt−sf〉.
(2.6.52)
It follows that (vYt)t≥0 is a Markov process and that its transition probabilities coincide with
those of the (Av, αv, α − 1)-superprocess. Since Y has continuous sample paths, so has vY.
Proof of Lemma 2.50 We need to prove (2.5.22), which by (2.6.12) is equivalent to the
statement that ‖Uvt ∞‖∞ <∞ for all t > 0. Assume that f ∈ B+[0, 1] satisfies f(0) = f(1) = 0.
By Lemma 2.61, Utf(x) ≤ Kt x for the constant Kt mentioned there. By symmetry, one
also has Utf(x) ≤ Kt (1 − x) and, since x ∧ (1 − x) ≤ 13v(x), Utf(x) ≤ 13Kt v(x). Let
g ∈ B+[0, 1]. By formula (2.6.47) and the fact that (vg)(0) = (vg)(1) = 0, we see that
Uvt g(x) = 1v(x)Ut(vg)(x) ≤ 13Kt for all x ∈ (0, 1). By Lemma 2.60, Uvt g is continuous on [0, 1]
and therefore Uvt g(x) ≤ 13Kt holds also for x = 0, 1. Taking the limit g ↑ ∞ we see that
‖Uvt∞‖∞ ≤ 13Kt <∞ for all t > 0.
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2.6.6 A zero-one law for Markov processes
Let E be a Polish space and let (P x)x∈E be a family of probability measures on DE [0,∞) (the
space of cadlag functions w : [0,∞)→ E) such that under (P x)x∈E , the coordinate projections
{w 7→ wt =: ξt(w) : t ≥ 0} form a Borel right process in the sense of [Sha88]. This is true, for
example, if (P x)x∈E are the laws of a Feller process on a locally compact Polish space, or a
(G,α, β)-superprocess as introduced in Section 2.6.1, see [Fit88]. Let T := ⋂t≥0 σ(ξs : s ≥ t)
denote the tail-σ-field of ξ. Let (θtw)s := wt+s (t, s ≥ 0) be the time-shift on DE[0,∞). Then
the following holds.
Lemma 2.64 (Zero-one law for Markov processes) Assume that A ∈ T . Then for each
x ∈ E,
lim
t→∞
P ξt(θ−1t (A)) = 1A P
x−a.s. (2.6.53)
Proof Let Ft := σ(ξs : 0 ≤ s ≤ t) (t ≥ 0) be the filtration generated by ξ and set F∞ :=
σ(ξs : s ≥ 0). Since ξ is a Markov process, P ξt(θ−1t (A)) = P [A|Ft] a.s. For any sequence of
times tn ↑ ∞ one has Ftn ↑ F∞ and therefore P [A|Ftn ] → P [A|F∞] = 1A a.s., see [Loe63,
§ 29, Complement 10 (b)]. Since ξ is a right process, the function t 7→ P ξt(θ−1t (A)) is a.s.
right-continuous, see [Sha88, Theorem (7.4.viii)], and we conclude that (2.6.53) holds.
2.7 The super-Wright-Fisher diffusion: long-time behavior
2.7.1 Ergodicity of the compensated v-transformed Wright-Fisher diffusion
Recall that ξv is the diffusion on [0, 1] with generator Av defined in (2.5.20) and associated
semigroup Sv. As in Theorem 2.46, ℓ denotes the Lebesgue measure on (0, 1) and v is defined
by (2.5.9). In this section we prove:
Lemma 2.65 (Ergodicity of the compensated v-transformed Wright-Fisher diffu-
sion) The Markov process ξv has the unique invariant law vℓ and is ergodic:
lim
t→∞
‖Svt f − 〈vℓ, f〉‖∞ = 0 ∀f ∈ B[0, 1]. (2.7.1)
Proof Since
∂
∂x
[
1
2x(1− x)v(x)
]
= 2(12 − x)v(x) (x ∈ [0, 1]), (2.7.2)
vℓ is a (reversible) invariant law for the process with generator Av, see [EK86, Proposi-
tion 4.9.2]. Fix x ∈ [0, 1]. Let ξv be the process started in x and let ξ˜v be the process
started in the invariant law vℓ. Then ξv, ξ˜v may represented as solutions to the SDE
dξvt = 2(
1
2 − ξvt )dt+
√
ξvt (1− ξvt )dBt, (2.7.3)
relative to the same Brownian motion B. Using the technique of Yamada & Watanabe (see
[YW71] or, for example, [EK86, Theorem 5.3.8]), it is easy to prove that
E[|ξvt − ξ˜vt |] = e−2tE[|ξv0 − ξ˜v0 |] ≤ e−2t (t ≥ 0). (2.7.4)
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It follows that for any function f satisfying |f(y)− f(z)| ≤ |y − z| (y, z ∈ [0, 1]),∣∣E[f(ξvt )]− 〈vℓ, f〉∣∣ ≤ E[|f(ξvt )− f(ξ˜vt )|] ≤ e−2t. (2.7.5)
This implies that the function x 7→ Lx(ξvt ) from [0, 1] into the space M1[0, 1] of probability
measures on [0, 1], converges as t→∞ uniformly to the constant function vℓ. This shows that
(2.7.1) holds for all f ∈ C[0, 1]. Since ξv has the strong Feller property (Lemma 2.60), (2.7.1)
holds for all f ∈ B[0, 1].
2.7.2 Long-time behavior of the weighted super-Wright-Fisher diffusion
The following lemma prepares for the proof of formula (2.5.15) in Theorem 2.46.
Lemma 2.66 (Mean square convergence) Assume that α > 1. Let Yv be the (Av, αv, α−
1)-superprocess started in Yv0 = µ ∈ M[0, 1]. Then there exists a nonnegative random variable
W , depending on µ, such that
(i) lim
t→∞
e−(α−1)t〈Yvt , 1〉 =W a.s.
(ii) lim
t→∞
Eµ
[∣∣e−(α−1)t〈Yvt , f〉 −W 〈vℓ, f〉∣∣2] = 0 ∀f ∈ B[0, 1]. (2.7.6)
Moreover,
Eµ(W ) = 〈µ, 1〉 and Varµ(W ) ≤ 3 αα−1 〈µ, 1〉, (2.7.7)
and
{W = 0} = {Yvt = 0 eventually} a.s. (2.7.8)
Proof Except for formula (2.7.6) (ii), all statements are direct consequences of the fact that
Yv has the finite ancestry property (Lemma 2.50) and of Lemma 2.58 (note that ‖αv‖∞ = 32α).
Fix f ∈ B[0, 1]. Let (Ft)t≥0 be the filtration generated by Yv and put Y˜vt := e−(α−1)tYvt
(t ≥ 0). Pick 1 ≤ sn ≤ tn such that sn →∞ and tn − sn →∞. Then, by (2.6.24),
Eµ
[∣∣〈Y˜vtn , f〉 − 〈Y˜vsn , Svtn−snf〉∣∣2∣∣∣Fsn] ≤ 3 αα−1‖f‖2∞〈Y˜vsn , 1〉e−(α−1)sn a.s. (2.7.9)
Taking expectations on both sides in (2.7.9), one finds that
Eµ
[∣∣〈Y˜vtn , f〉 − 〈Y˜vsn , Svtn−snf〉∣∣2] ≤ 3 αα−1‖f‖2∞〈µ, 1〉e−(α−1)sn . (2.7.10)
By (2.6.19) (ii),
lim
t→∞
Eµ
[|〈Y˜vt , 1〉 −W |2] = 0. (2.7.11)
Using Lemma 2.65 (about the ergodicity of ξv) and (2.7.11), it is easy to show that
lim
n→∞
Eµ
[∣∣〈Y˜vsn , Svtn−snf〉 −W 〈vℓ, f〉∣∣2] = 0. (2.7.12)
Combining this with (2.7.10), we see that
lim
n→∞
Eµ
[∣∣〈Y˜vtn , f〉 −W 〈vℓ, f〉∣∣2] = 0. (2.7.13)
Since this is true for any tn →∞, (2.7.6) (ii) follows.
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2.7.3 Long-time behavior of the super-Wright-Fisher diffusion
Proof of Theorem 2.46 Using Lemma 2.49, we can translate our results on the weighted
super-Wright-Fisher diffusion Yv to the super-Wright-Fisher diffusion Y. Thus, Lemma 2.66
proves formulas (2.5.10) (ii), (2.5.11) (ii), and (2.5.14)–(2.5.15), where W(0,1) is the random
variable W from Lemma 2.66. Formula (2.5.13) follows from Lemma 2.57. To finish the proof
of Theorem 2.46, it suffices to prove (2.5.10) (i), (2.5.11) (i) and (2.5.12).
1◦. Proof of formula (2.5.10) (i) One has Eµ[〈Yt, f〉] = eαt〈µ, Stf〉 for all t ≥ 0, f ∈ B[0, 1]
by (2.6.21). Since the points r = 0, 1 are traps for the Wright-Fisher diffusion, Eµ[〈Yt, 1{r}〉] =
eαt〈µ, St1{r}〉 ≥ eαt〈µ, 1{r}〉 for all t ≥ 0, r = 0, 1. Thus, the processes (e−αt〈Yt, 1{r}〉)t≥0 (r =
0, 1) are nonnegative submartingales, and hence there exist random variables Wr (r = 0, 1)
such that (2.5.10) (i) holds.
2◦. Proof of formula (2.5.12) For α ≤ 1 the statement is trivial by (2.5.13), so assume
α > 1. By symmetry it suffices to consider the case r = 0. From the L2-convergence formula
(2.5.15) we have, for any K > 0,
{W(0,1) > 0} ⊂
{∀T <∞ ∃t ≥ T such that Yt([14 , 13 ]) ≥ K} a.s. (2.7.14)
Assume for the moment that for some t > 0 and (sufficiently large) K,
inf
µ:µ([ 1
4
, 1
3
])≥K
Pµ[W0 > 0] > 0. (2.7.15)
Then we see from (2.7.14) and (2.7.15) that
{W(0,1) > 0} ⊂
{
lim
t→∞
PYt [W0 > 0] = 0
}c ⊂ {W0 > 0} a.s., (2.7.16)
where the second inclusion follows from the fact that, by Lemma 2.64,
lim
t→∞
PYt [W0 > 0] = 1{W0>0} a.s. (2.7.17)
Thus, we are done if we can prove (2.7.15). By the branching property, it suffices to prove
(2.7.15) for measures µ that are concentrated on [14 ,
1
3 ]. Fix any t > 0. Formulas (2.6.21) and
(2.6.22) give
(i) Eµ
[〈Yt, 1{0}〉]= 〈µ, St1{0}〉eαt,
(ii) Varµ
[〈Yt, 1{0}〉]≤ 2〈µ, 1〉e2αt. (2.7.18)
It follows from formula (2.6.43) (recall (2.6.36)) that
inf
x∈[ 1
4
, 1
3
]
St1{0}(x) > 0. (2.7.19)
Denoting the infimum by ε, we get the bounds
(i) Eµ
[〈Yt, 1{0}〉]≥ ε〈µ, 1〉eαt,
(ii) Varµ
[〈Yt, 1{0}〉]≤ 2〈µ, 1〉e2αt. (2.7.20)
2.7. THE SUPER-WRIGHT-FISHER DIFFUSION: LONG-TIME BEHAVIOR 87
These formulas show that for large 〈µ, 1〉, the standard deviation of 〈Yt, 1{0}〉 is small compared
to its mean. Therefore, using Chebyshev’s inequality, it is easy to show that for every M > 0
there exists a K > 0 such that
inf
µ∈M[ 1
4
, 1
3
]: 〈µ,1〉≥K
Pµ[〈Yt, 1{0}〉 ≥M ] > 0. (2.7.21)
Hence, by the Markov property, in order to prove (2.7.15) it suffices to show that for M
sufficiently large,
inf
µ:µ({0})≥M
Pµ[W0 > 0] > 0. (2.7.22)
By the branching property, it suffices to prove (2.7.22) for measures µ that are concentrated on
{0}. In that case, Yt({0})t≥0 is an autonomous supercritical Feller’s branching diffusion (a su-
perprocess in a single-point space is just a Feller’s branching diffusion). Applying Lemma 2.58
to this Feller’s branching diffusion, again using Chebyshev, it is not hard to prove (2.7.22).
Since the arguments are very similar to those we have already seen, we skip the details.
3◦. Proof of formula (2.5.11) (i) The inclusion {Wr = 0} ⊃ {Yt({r}) = 0 eventually} a.s.
is trivial. By (2.5.12) and (2.5.11) (ii), {Wr = 0} ⊂ {W(0,1) = 0} ⊂ {Yt((0, 1)) = 0 eventually}
a.s. Therefore, by the strong Markov property, it suffices to prove {Wr = 0} ⊂ {Yt({r}) =
0 eventually} a.s. for the process started in µ with µ((0, 1)) = 0. In this case, (Yt({r}))t≥0 is
an autonomous supercritical Feller’s branching diffusion, and the statement is easy (see the
previous parapraph).
2.7.4 Long-time behavior of the log-Laplace semigroup
Proof of Proposition 2.47 We start by proving that for all µ ∈ M[0, 1] and f ∈ B+[0, 1],
lim
t→∞
e−〈µ,Utf〉
= P µ
[{
f(0) = 0 or W0 = 0
} ∩ {f(1) = 0 or W1 = 0} ∩ {〈ℓ, f〉 = 0 or W(0,1) = 0}]
=


1 if f(0) = f(1) = 〈ℓ, f〉 = 0,
Pµ
[
W(0,1) = 0
]
if f(0) = f(1) = 0, 〈ℓ, f〉 > 0,
Pµ
[
W0 = 0
]
= Pµ
[
W0 =W(0,1) = 0
]
if f(0) > 0, f(1) = 0,
Pµ
[
W1 = 0
]
= Pµ
[
W1 =W(0,1) = 0
]
if f(0) = 0, f(1) > 0,
Pµ
[
W0 =W1 = 0
]
= Pµ
[
W0 =W1 =W(0,1) = 0
]
if f(0) > 0, f(1) > 0,
(2.7.23)
where Pµ[W(0,1) = 0] < 1 if and only if α > 1 and 〈µ, v〉 > 0.
Indeed, by formula (2.5.2),
e−〈µ,Utf〉 = Eµ[e−f(0)Yt({0})e−f(1)Yt({1})e−〈Yt, 1(0,1)f〉]. (2.7.24)
By (2.5.10) (i) and (2.5.11) (i) in Theorem 2.46,
lim
t→∞
e−f(r)Yt({r}) = 1{f(r)=0 or Wr=0 } a.s. (r = 0, 1). (2.7.25)
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Now, if 〈ℓ, f〉 = 0 for some f ∈ B+[0, 1], then e−〈Yt,1(0,1)f〉 = 1 a.s. for each t > 0. To see
this, note that by (2.6.20), Eδx [〈Yt, 1(0,1)f〉] = eαt〈δx, St1(0,1)f〉 = eαtEx[1(0,1)(ξt)f(ξt)] where
ξ is the Wright-Fisher diffusion. Since the law of the Wright-Fisher diffusion at any time
t > 0 (started in an arbitrary initial condition) on (0, 1) is absolutely continuous with respect
to Lebesgue measure, we see that Eδx [〈Yt, 1(0,1)f〉] = 0 and hence 〈Yt, 1(0,1)f〉 = 0 P δx-a.s.
(Actually, since Y is a one-dimensional superprocess, one can prove that Yt, restricted to
(0, 1), for t > 0 is almost surely absolutely continuous with respect to Lebesgue measure.)
On the other hand, if 〈ℓ, f〉 > 0, then by formulas (2.5.10) (ii), (2.5.11) (ii), (2.5.13), and
(2.5.15) in Theorem 2.46,
e
−〈Yt, 1(0,1)f〉 P−→ 1{W(0,1)=0}. (2.7.26)
Hence, for general f ∈ B+[0, 1],
e
−〈Yt, 1(0,1)f〉 P−→ 1{〈ℓ,f〉=0 or W(0,1)=0}, (2.7.27)
where
P−→ denotes convergence in probability. Inserting (2.7.25) and (2.7.27) into (2.7.24)
we arrive at the first equality in (2.7.23). Using formula (2.5.12) and checking the eight
possibilities for f(0), f(1), 〈ℓ, f〉 to be zero or positive, we find the second equality in (2.7.23).
In particular, setting µ = δx in (2.7.23) we see that Utf converges in a bounded pointwise
way to 0 or to one of the functions p0,0, . . . , p1,1 from (2.5.17), where p0,0 = 0 if α ≤ 1 and
p0,0 > 0 on (0, 1) otherwise. It follows from Lemma 2.59 that the convergence in (2.5.16) is in
fact uniform.
The fact that pl,r(0) = l and pl,r(1) = r will follow from Proposition 2.48. The statements
about smoothness of fixed points will be proved in Section 2.7.5 below.
Proof of Proposition 2.48 By Proposition 2.47, for the functions p0,0, . . . , p1,1 from (2.5.17),
p0,0(x)= limt→∞ Ut1(0,1)(x),
p1,0(x)= limt→∞ Ut1{0}(x) = limt→∞ Ut1[0,1)(x),
p0,1(x)= limt→∞ Ut1{1}(x) = limt→∞ Ut1(0,1](x),
p1,1(x)= limt→∞ Ut1

 (x ∈ [0, 1]). (2.7.28)
Since by formula (2.5.4), for each Borel measurable B ⊂ [0, 1], P δx [Yt(B) > 0] = Ut1B =
Ut1B(x) (t ≥ 0, x ∈ [0, 1]), we can rewrite the expressions in the right-hand side of (2.7.28)
as in (2.5.18).
2.7.5 Smoothness of fixed points
In order to finish the proof of Proposition 2.47 we need to show that the functions p0,0, . . . , p1,1
occurring there are twice continuously differentiable on [0, 1]. We begin with the following.
Lemma 2.67 (Smoothness of fixed points)If p ∈ B+[0, 1] is a fixed point under U(A,α, α),
then p ∈ D(A) and Ap+ α p(1− p) = 0.
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Proof For any t ≥ 0, Lemma 2.59 implies that p = Utp ∈ C+[0, 1]. Moreover, since ut := p
(t ≥ 0) is a mild solution of (2.5.6) (recall (2.6.31)),
p = Stp+
∫ t
0
Ss
(
αp(1− p))ds (t ≥ 0). (2.7.29)
Hence
Ap := lim
t→0
t−1(Stp− p) = − lim
t→0
t−1
∫ t
0
Ss
(
α p(1− p))ds = −α p(1− p), (2.7.30)
where the limit exists in C[0, 1].
In this one-dimensional situation, the domain of A is known explicitly. One has, see [EK86,
Theorem 8.1.1]
D(A) =
{
f ∈ C[0, 1] ∩ C(2)(0, 1) : lim
x→r
1
2x(1− x) ∂
2
∂x2
f(x) = 0 (r = 0, 1)
}
. (2.7.31)
Here C[0, 1] ∩ C(2)(0, 1) denotes the class of continuous real functions on [0, 1] that are twice
continuously differentiable on (0, 1).
Proof of the smoothness of fixed points It suffices to show that p0,0 and p0,1 are twice
continuously differentiable on [0, 1] and solve (2.5.8). The statement for p1,0 then follows by
symmetry, while for the constant functions 0 and p1,1 = 1 (see Proposition 2.48), the claim
is obvious. Since p0,0, p0,1 are fixed points under U(A,α, α), it follows from Lemma 2.67 and
formula (2.7.31) that p0,0, p0,1 are continuous on [0, 1], twice continuously differentiable on
(0, 1), and solve equation (2.5.8) on (0, 1). We are done if we can show that their first and
second derivatives can be extended to continuous functions on [0, 1]. (If f is twice continuously
differentiable on (0, 1) and the limits limx→r
∂
∂xf(x) and limx→r
∂2
∂x2
f(x) exists (r = 0, 1), then
these limits coincide with the one-sided derivatives on the boundary. This follows, for example,
from Corollary 6.3 in the appendix of [EK86].)
Proposition 2.48 shows that p0,0, p0,1 ≤ 1 and therefore, since they solve (2.5.8) on (0, 1),
p0,0 and p0,1 are concave. Proposition 2.48 also shows that p0,0(0) = p0,0(1) = 0 and p0,1(0) =
0, p0,1(1) = 1. (See Figure 2.4 as an illustration.) Since p0,0 is concave,
∂
∂xp0,0(x) increases
to a limit in (−∞,∞] as x ↓ 0. Lemma 2.61 implies that this limit is finite, and therefore
∂
∂xp0,0(x) is continuous at x = 0. Since p0,0 solves (2.5.8) on (0, 1),
lim
x→0
∂2
∂x2
p0,0(x) = − lim
x→0
2αp0,0(x)(1 − p0,0(x))
x(1− x) = −2α
∂
∂xp0,0(x)
∣∣
x=0
, (2.7.32)
which proves that ∂
2
∂x2
p0,0(x) is continuous at x = 0. The same argument proves that
∂
∂xp0,0(x)
and ∂
2
∂x2
p0,0(x) are continuous at x = 1, and that
∂
∂xp0,1(x) and
∂2
∂x2
p0,1(x) are continuous
at x = 0. Since p0,1 is concave,
∂
∂xp0,1(x) decreases to a limit in [−∞,∞) as x ↑ 1. Since
p0,1(1) = 1 and p0,1 ≤ 1, ∂∂xp0,1(x)
∣∣
x=1
≥ 0. Since p0,1 solves (2.5.8) on (0, 1) and ∂∂x [p0,1(x)(1−
p0,1(x))]
∣∣
x=1
= − ∂∂xp0,1(x)
∣∣
x=1
,
lim
x↑1
∂2
∂x2
p0,1(x) = − lim
x↑1
2αp0,1(x)(1− p0,1(x))
x(1− x) = −2α
∂
∂xp0,1(x)
∣∣
x=1
, (2.7.33)
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which proves that ∂∂xp0,1(x) and
∂2
∂x2
p0,1(x) are continuous at x = 1.
2.8 The renormalization branching process: embedded parti-
cle systems
In this section we use embedded particle systems to prove Proposition 2.22. An essential
ingredient in the proofs is Proposition 2.82 (a), which will be proved in the Section 2.9.
2.8.1 Weighting and Poissonization
Proof of Proposition 2.20 Obviously qhk ∈ C+(Eh) for each k = 1, . . . , n. Since h ∈ C+(E)
and h is bounded, it is easy to see that the map µ 7→ hµ fromM(E) intoM(Eh) is continuous,
and therefore the cluster mechanisms defined in (2.2.32) are continuous. Since
Uhk f(x) =
qk(x)
h(x)
E
[
1− e−〈hZx, f〉] = Uk(hf)(x)
h(x)
(x ∈ Eh, f ∈ B+(Eh)), (2.8.1)
formula (2.2.33) holds on Eh. To see that (2.2.33) holds on E\Eh, note that by assumption
Ukh ≤ Kh for some K < ∞, so if x ∈ E\Eh, then Ukh(x) = 0. By monotonicity also
Uk(hf)(x) = 0, while hUhk f(x) = 0 by definition. Since supx∈Eh Uhk 1(x) = supx∈Eh Ukh(x)h(x) ≤
K < ∞, the log-Laplace operators Uhk satisfy (2.2.14). If X is started in an initial state X0,
then the Poisson-cluster branching process X h with log-Laplace operators Uh1 , . . . ,Uhn started
in X h0 = hX0 satisfies
E
[
e−〈hXk, f〉]=E[e−〈X0,U1 ◦ · · · ◦ Uk(hf)〉]
=E
[
e−〈X0, hUh1 ◦ · · · ◦ Uhk (f)〉] = E[e−〈X hk , f〉] (f ∈ B+(Eh)),
(2.8.2)
which proves (2.2.34).
Proof of Proposition 2.21 We start by noting that by (2.2.13),
Ukf(x) = q(x)E
[
1− e−〈Zkx , f〉] = qk(x)P [Pois(fZkx) 6= 0] (x ∈ E, f ∈ B+(E)). (2.8.3)
Into (2.2.35), we insert
P
[
Pois(hZkx) ∈ ·
]
= P
[
Pois(hZkx) ∈ ·
∣∣Pois(hZkx ) 6= 0]P [Pois(hZkx) 6= 0] + δ0P [Pois(hZkx) = 0]. (2.8.4)
Here and in similar formulas below, if in a conditional probability the symbol Pois( · ) occurs
twice with the same argument, then it always refers to the same random variable (and not to
independent Poisson point measures with the same intensity, for example). Using moreover
(2.8.3) we can rewrite (2.2.35) as
Qhk(x, · ) =
Ukh(x)
h(x)
P
[
Pois(hZkx ) ∈ ·
∣∣Pois(hZkx) 6= 0]+ h(x) − Ukh(x)h(x) δ0( · ). (2.8.5)
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In particular, since we are assuming that h is Uk-subharmonic, this shows that Qhk(x, · ) is
a probability measure. Let Xh be the branching particle system with offspring mechanisms
Qh1 , . . . , Q
h
k . Let Z
h,k
x be random variables such that L(Zh,kx ) = Qhk(x, · ). Then, by (2.2.29),
(2.2.35), (2.2.31), and (2.8.3),
Uhk f(x) = P [Thinf (Z
h,k
x ) 6= 0] =
qk(x)
h(x)
P [Thinf (Pois(hZkx )) 6= 0]
=
qk(x)
h(x)
P [Pois(hfZkx) 6= 0] =
1
h(x)
Uk(hf)(x) (x ∈ Eh).
(2.8.6)
If x ∈ E\Eh, then Uk(hf)(x) ≤ Uk(h)(x) ≤ h(x) = 0 =: hUh(f)(x). This proves (2.2.36). To
see that Qhk is a continuous offspring mechanism, by [Kal76, Theorem 4.2] it suffices to show
that x 7→ ∫ Qhk(x,dν)e−〈ν, g〉 is continuous for all bounded g ∈ C+(Eh). Indeed, setting f :=
1−e−g, one has ∫ Qhk(x,dν)e−〈ν, g〉 = ∫ Qhk(x,dν)(1−f)ν = 1−Uhk f(x) = 1−Uk(hf)(x)/h(x)
which is continuous on Eh by the continuity of qk and Qk.
To see that also (2.2.37) holds, just note that by (2.2.30), (2.2.36), and (2.2.16),
PL(Pois(hµ))[Thinf (X
h
n) = 0] = P [ThinUh1 ◦···◦Uhnf
(Pois(hµ)) = 0]
= P [Pois((hUh1 ◦ · · · ◦ Uhnf)µ) = 0] = P [Pois((U1 ◦ · · · ◦ Un(hf))µ) = 0]
= Pµ[Pois(hfXn) = 0] = Pµ[Thinf (Pois(hXn)) = 0].
(2.8.7)
Here PL(Pois(hµ)) denotes the law of the process started with initiallaw L(Pois(hµ)). Since this
formula holds for all f ∈ B[0,1](Eh), formula (2.2.37) follows.
Remark 2.68 (Boundedness of h) Propositions 2.20 and 2.21 generalize to the case that
h is unbounded, except that in this case the cluster mechanism in (2.2.32) and the offspring
mechanism in (2.2.35) need in general not be continuous. Here, in order for (2.2.33) and
(2.2.36) to be well-defined, one needs to extend the definition of Ukf to unbounded functions
f , which can always be done unambiguously (see Lemma 2.53). ♦
2.8.2 Sub- and superharmonic functions
This section contains a number of pivotal calculations involving the log-Laplace operators
Uγ from (2.2.20). In particular, we will prove that the functions h1,1, h0,0, and h0,1 from
Lemmas 2.23, 2.24, and 2.25, respectively, are Uγ-superharmonic.
We start with an observation that holds for general log-Laplace operators.
Lemma 2.69 (Constant multiples) Let U be a log-Laplace operator of the form (2.2.13)
satisfying (2.2.14) and let f ∈ B+(E). Then U(rf) ≤ rUf for all r ≥ 1, and U(rf) ≥ rUf
for all 0 ≤ r ≤ 1. In particular, if f is U-superharmonic then rf is U-superharmonic for each
r ≥ 1, and if f is U-subharmonic then rf is U-superharmonic for each 0 ≤ r ≤ 1.
Proof If X is a branching process and U is the log-Laplace operator of the transition law from
X0 to X1 then, using Jensen’s inequality, for all r ≥ 1,
e−〈µ,U(rf)〉 = Eµ[e−〈X1, rf〉] = Eµ[(e−〈X1, f〉)r] ≥ (Eµ[e−〈X1, f〉])r = e−〈µ, rUf〉.
(2.8.8)
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Since this holds for all µ ∈ M(E), it follows that U(rf) ≤ rUf . The proof of the statements
for 0 ≤ r ≤ 1 is the same but with the inequality signs reversed.
We next turn our attention to the functions h1,1 and h0,0.
Lemma 2.70 (The catalyzing function h1,1) One has
Uγ(rh1,1)(x) = 1 + γ1
r + γ
(γ, r > 0, x ∈ [0, 1]). (2.8.9)
In particular, h1,1 is Uγ-harmonic for each γ > 0.
Proof Recall (2.2.18)–(2.2.20). Let σ1/r be an exponentially distributed random variable with
mean 1/r, independent of τγ . Then
Uγ(rh1,1)(x) = ( 1γ + 1)E
[
1− e−
∫ τγ
0 rdt
]
= ( 1γ + 1)P [σ1/r < τγ ] = (
1
γ + 1)
γ
1
r + γ
, (2.8.10)
which yields (2.8.9).
Lemma 2.71 (The catalyzing function h0,0) One has Uγ(rh0,0) ≤ rh0,0 for each γ, r > 0.
Proof Let Γγx be the invariant law from Corollary 2.30. Then, for any γ > 0 and f ∈ B+[0, 1],
Uγf(x)= ( 1γ + 1)E
[
1− e−〈Z
γ
x , f〉] ≤ ( 1γ + 1)E[〈Zγx , f〉]
= ( 1γ + 1)E
[ ∫ τγ
0
f(yγx(−t/2)) dt
]
= (1 + γ)〈Γγx, f〉 (x ∈ [0, 1]),
(2.8.11)
where we have used that τγ is independent of y
γ
x and has mean γ. In particular, setting
f = rh0,0 and using (2.3.25) we find that Uγ(rh0,0) ≤ rh0,0.
The aim of the remainder of this section is to derive various bounds on Uγf for f ∈ H0,1. We
start with a formula for Uγf that holds for general [0, 1]-valued functions f .
Lemma 2.72 (Action of Uγ on [0, 1]-valued functions) Let yγx be the stationary solu-
tion to (2.2.17) and let τγ/2 be an independent exponentially distributed random variable with
mean γ/2. Let (βi)i≥1 be independent exponentially distributed random variables with mean
1
2 , independent of y
γ
x and τγ/2, and let σk :=
∑k
i=1 βi (k ≥ 0). Then
1−Uγf(x) = E
[ ∏
k≥0: σk<τγ
(
1−f(yγx(−σk))
)]
(γ > 0, f ∈ B[0,1][0, 1], x ∈ [0, 1]). (2.8.12)
Proof By Lemma 2.70, the constant function h1,1(x) := 1 satisfies Uγh1,1 = h1,1 for all γ > 0.
Therefore, by Proposition 2.21, Poissonizing the Poisson-cluster branching process X with
the density h1,1 yields a branching particle system X
h1,1 = (X
h1,1
−n , . . . ,X
h1,1
0 ) with generating
operators U
h1,1
γn−1 , . . . , U
h1,1
γ0 , where
U
h1,1
γ f = Uγf (f ∈ B[0,1][0, 1], γ > 0). (2.8.13)
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By (2.2.29) and (2.8.5),
U
h1,1
γ f(x) = 1−E
[
(1− f)Pois(Z
γ
x )
∣∣Pois(Zγx ) 6= 0] (f ∈ B[0,1][0, 1], x ∈ [0, 1], γ > 0).
(2.8.14)
Therefore, (2.8.12) will follow provided that
P
[
Pois(Zγx ) ∈ ·
∣∣Pois(Zγx ) 6= 0] = L( ∑
k≥0: σk<τγ/2
δ
y
γ
x(−σk)
)
. (2.8.15)
Indeed, it is not hard to see that
Pois(Zγx ) D=
∑
k>0: σk<τγ/2
δ
y
γ
x(−σk). (2.8.16)
This follows from the facts that Zγx = 2
∫ τγ/2
0 δyγx(−s)ds and∑
k>0: σk<τγ/2
δ−σk
D
= Pois(2 1(−τγ/2 ,0]). (2.8.17)
Conditioning Pois(2 1(−τγ/2 ,0]) on being nonzero means conditioning on τγ/2 > σ1. Since
τγ/2 − σ1, conditioned on being nonnegative, is exponentially distributed with mean γ/2,
using the stationarity of yγx, we arrive at (2.8.15).
The next lemma generalizes the duality (2.3.22) to mixed moments of the Wright-Fisher
diffusion y at multiple times. We can interpret the left-hand side of (2.8.18) as the probability
that m1, . . . ,mn organisms sampled from the population at times t1, . . . , tn are all of the
genetic type I.
Lemma 2.73 (Sampling at multiple times) Fix 0 ≤ t1 < · · · < tn = t and nonnegative
integers m1, . . . ,mn. Let y be the diffusion in (2.3.20). Then
Ey
[ n∏
k=1
ymktk
]
= E
[
yφtxψt
]
, (2.8.18)
where (φs, ψs)s∈[0,t] is a Markov process in N
2 started in (φ0, ψ0) = (mn, 0), that jumps deter-
ministically as
(φs, ψs)→ (φs +mk, ψs) at time t− tk (k < n), (2.8.19)
and between these deterministic times jumps with rates as in (2.3.21).
Proof Induction, with repeated application of (2.3.22).
For any m ≥ 1, we put
hm(x) := 1− (1− x)m (x ∈ [0, 1]). (2.8.20)
The next lemma shows that we have particular good control on the action of Uγ on the
functions hm.
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Lemma 2.74 (Action of Uγ on the functions hm) Let m ≥ 1 and let τγ be an exponentially
distributed random variable with mean γ. Conditional on τγ , let (φ
′
t, ψ
′
t)t≥0 be a Markov process
in N2, started in (φ′0, ψ
′
0) = (m, 0) that jumps at time t as:
(φ′t, ψ
′
t)→ (φ′t − 1, ψ′t) with rate φ′t(φ′t − 1),
(φ′t, ψ
′
t)→ (φ′t − 1, ψ′t + 1) with rate 1γφ′t,
(φ′t, ψ
′
t)→ (φ′t +m,ψ′t) with rate 1{τγ/2<t}.
(2.8.21)
Then the limit limt→∞ ψ
′
t =: ψ
′
∞ exists a.s., and
Uγhm(x) = E(m,0)
[
1− (1− x)ψ′∞] (m ≥ 1, x ∈ [0, 1]). (2.8.22)
Proof Let yγx, τγ/2, and (σk)k≥0 be as in Lemma 2.72. Then, by (2.8.12),
Uγhm(x) = 1− E
[ ∏
k≥0: σk<τγ/2
(
1− yγx(−σk)
)m]
. (2.8.23)
Let (φ′, ψ′) = (φ′t, ψ
′
t)t≥0 be a N
2-valued process started in (φ′0, ψ
′
0) = (m, 0) such that condi-
tioned on τγ and (σk)k≥0, (φ
′, ψ′) is a Markov process that jumps deterministically as
(φ′t, ψ
′
t)→ (φ′t +m,ψ′s) at time σk (k ≥ 1 : σk < τγ/2) (2.8.24)
and between these times jumps with rates as in (2.3.21). Then (φ′t, ψ
′
t) → (0, ψ′∞) as t → ∞
a.s. for some N-valued random variable ψ′∞, and (2.8.22) follows from Lemma 2.73, using the
symmetry y ↔ 1 − y. Since σk+1 − σk are independent exponentially distributed random
variables with mean one, (φ′, ψ′) is the Markov process with jump rates as in (2.8.21).
The next result is a simple application of Lemma 2.74.
Lemma 2.75 (The catalyzing function h1) The function h1(x) := x (x ∈ [0, 1]) is Uγ-
subharmonic for each γ > 0.
Proof Since ψ′∞ ≥ 1 a.s., one has 1− (1− x)ψ
′
∞ ≥ x a.s. (x ∈ [0, 1]) in (2.8.22). In particular,
setting m = 1 yields Uγh1 ≥ h1.
We now set out to prove that h7, which is the function h0,1 from Lemma 2.25, is Uγ-super-
harmonic. In order to do so, we will derive upper bounds on the expectation of ψ′∞. We derive
two estimates: one that is good for small γ and one that is good for large γ.
In order to avoid tedious formal arguments, it will be convenient to recall the interpretation
of the process (φ′, ψ′) and Lemma 2.73. Recall from the discussion following (2.3.22) that
(yγx(t))t∈R describes the equilibrium frequency of genetic type I as a function of time in a
population that is in genetic exchange with an infinite reservoir. From this population we
sample at times −σk (k ≥ 0, σk < τγ/2) each time m individuals, and ask for the probability
that they are not all of the genetic type II. In order to find this probability, we follow the
ancestors of the sampled individuals back in time. Then φ′t and ψ
′
t are the number of ancestors
that lived at time −t in the population and the reservoir, respectively, and E[1 − (1− x)ψ′∞ ]
is the probability that at least one ancestor is of type I.
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Lemma 2.76 (Bound for small γ) For each γ ∈ (0,∞) and m ≥ 1,
1
m
E(m,0)[ψ′∞] ≤
1
m
m−1∑
i=0
1 + γ
1 + iγ
=: χm(γ). (2.8.25)
The function χm is concave and satisfies χm(0) = 1 for each m ≥ 1.
Proof Note that
E
[∣∣{k ≥ 0 : σk < τγ/2}∣∣] = 1 + γ. (2.8.26)
We can estimate (φ′, ψ′) from above by a process where ancestors from individuals sampled
at different times cannot coalesce. Therefore,
E(m,0)[ψ′∞] ≤ (1 + γ)E(m,0)[ψ∞], (2.8.27)
where (φ,ψ) is the Markov process in (2.3.21). Note that if (φ,ψ) is in the state (m + 1, 0),
then the next jump is to (m, 1) with probability
1
γ (m+ 1)
1
γ (m+ 1) +m(m+ 1)
=
1
1 +mγ
(2.8.28)
and to (m, 0) with one minus this probability. Therefore,
E(m+1,0)[ψ∞] =
1
1 +mγ
E(m,1)[ψ∞] +
(
1− 1
1 +mγ
)
E(m,0)[ψ∞]
=
1
1 +mγ
(
E(m,0)[ψ∞] + 1
)
+
(
1− 1
1 +mγ
)
E(m,0)[ψ∞]
=E(m,0)[ψ∞] +
1
1 +mγ
.
(2.8.29)
By induction, it follows that
E(m,0)[ψ∞] =
m−1∑
i=0
1
1 + iγ
. (2.8.30)
Inserting this into (2.8.27) we arrive at (2.8.25). Finally, since
∂2
∂γ2
1 + γ
1 + iγ
=
2i(i− 1)
(1 + iγ)3
≥ 0 (i ≥ 0, γ ≥ 0), (2.8.31)
the function χm is convex.
Lemma 2.77 (Bound for large γ) For each γ ∈ (0,∞) and m ≥ 1,
E(m,0)[ψ′∞] ≤ ( 1γ + 1)
m∑
k=1
1
k
+
3
2
. (2.8.32)
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Proof We start by observing that ∂∂tE[ψ
′
t] =
1
γE[φ
′
t], and therefore
E[ψ′∞] =
1
γ
∫ ∞
0
E[φ′t]dt. (2.8.33)
Unlike in the proof of the last lemma, this time we cannot fully ignore the coalescence of
ancestors sampled at different times. In order to deal with this we use a trick: at time zero we
introduce an extra ancestor that can only jump to the reservoir when t ≥ τγ and there are no
other ancestors left in the population. We further assume that all other ancestors do not jump
to the reservoir on their own. Let ξt be one as long as this extra ancestor is in the population
and zero otherwise, and let φ′′t be the number of other ancestors in the population according
to these new rules. Then we have at a Markov process (ξ, φ′′) started in (ξ0, φ
′′
0) = (1,m) that
jumps as:
(ξt, φ
′′
t )→ (ξt, φ′′t − 1) with rate (φ′′t + 1)φ′′t ,
(ξt, φ
′′
t )→ (ξt, φ′′t +m) with rate 1{τγ/2<t},
(ξt, φ
′′
t )→ (ξt − 1, φ′′t ) with rate 1γ 1{τγ/2≥t}1{φ′′t =0}.
(2.8.34)
It is not hard to show that (ξ, φ′′) and φ′ can be coupled such that ξt + φ
′′
t ≥ φ′t for all t ≥ 0.
We now simplify even further and ignore all coalescence between ancestors belonging to the
process φ′′ that are introduced at different times. Let φ
(k)
t be the number of ancestors in the
population that were introduced at the time σk (k ≥ 0). Thus, for t < σk one has φ(k)t = 0,
for t = σk one has φ
(k)
t = m, while for t > σk, the process φ
(k)
t jumps from n to n−1 with rate
(n+1)n. Then it is not hard to see that, for an appropriate coupling, φ′′t ≤
∑
k≥0:σk<τγ/2
φ
(k)
t
for all t ≥ 0. We let ξ′ be a process such that ξ′0 = 1 and ξ′t jumps to zero with rate
1
γ
1{τγ/2≥t}
∏
k≥0:σk<τγ/2
1
{φ
(k)
t =0}
. (2.8.35)
Then for an appropriate coupling ξ′t ≥ ξt (t ≥ 0). Thus, we can estimate∫ ∞
0
E[φ′t]dt ≤
∫ ∞
0
E[ξ′t]dt+
∫ ∞
0
E
[ ∑
k≥0:σk<τγ/2
φ
(k)
t
]
dt. (2.8.36)
Set ρ := inf{t ≥ τγ/2 : φ(k)t = 0 ∀k ≥ 0 with σk < τγ/2} and π := inf{t ≥ 0 : ξ′t = 0}. Then∫ ∞
0
E[ξ′t]dt = E[τγ/2] + E[ρ− τγ/2] +E[π − ρ] =
3
2
γ + E[ρ− τγ/2]. (2.8.37)
Since
E[ρ− τγ/2]≤
∫ ∞
0
E
[
1
{
P
k≥0:σk<τγ/2
φ
(k)
t 6=0}
]
dt
≤
∫ ∞
0
E
[ ∑
k≥0:σk<τγ/2
1
{φ
(k)
t 6=0}
]
dt,
(2.8.38)
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using moreover (2.8.36) and (2.8.37), we can estimate∫ ∞
0
E[φ′t]dt ≤
3
2
γ +
∫ ∞
0
E
[ ∑
k≥0:σk<τγ/2
(φ
(k)
t + 1{φ(k)t 6=0}
)
]
dt. (2.8.39)
Since E
[∣∣{k ≥ 0 : σk < τγ/2}∣∣] = 1 + γ, we obtain∫ ∞
0
E[φ′t]dt ≤
3
2
γ + (1 + γ)
∫ ∞
0
E[φ
(0)
t + 1{φ(0)t 6=0}
]dt. (2.8.40)
Since φ
(0)
t jumps from n to n − 1 with rate (n + 1)n, the expected total time that φ(0)t = n
equals 1/((n + 1)n), and therefore∫ ∞
0
E[φ
(0)
t + 1{φ(0)t 6=0}
]dt =
m∑
n=1
1
(n+ 1)n
(n+ 1{n 6=0}) =
m∑
n=1
1
n
. (2.8.41)
Inserting this into (2.8.40), using (2.8.33), we arrive at (2.8.32).
Lemma 2.78 (The catalyzing function h0,1) One has Uγ(h0,1) ≤ h0,1 for each γ > 0.
Moreover, for each r > 1 and γ > 0,
sup
x∈(0,1]
Uγ(rh0,1)(x)
rh0,1(x)
< 1. (2.8.42)
Proof Recall that h0,1(x) = h7(x) = 1− (1− x)7 (x ∈ [0, 1]). We will show that
E(7,0)[ψ′∞] < 7 (2.8.43)
for each γ ∈ (0,∞). The function χm(γ) from Lemma 2.76 satisfies
χm(1) =
1
m
m∑
n=1
2
n
< 1 (m ≥ 5). (2.8.44)
Since χm(γ) is concave in γ and satisfies χm(0) = 1, it follows that χm(γ) < 1 for all 0 < γ ≤ 1
and m ≥ 5. By Lemma 2.77, for all γ ≥ 1,
E(m,0)[ψ′∞] ≤ 2
m∑
k=1
1
k
+
3
2
< m (m ≥ 7). (2.8.45)
Therefore, if m ≥ 7, then m′ := E(m,0)[ψ′∞] < m. It follows by (2.8.22) and Jensen’s inequality
applied to the concave function z 7→ 1− (1− x)z that
Uγhm(x) ≤ 1− (1− x)E(m,0)[ψ′∞] = 1− (1− x)m′ ≤ hm(x) (x ∈ [0, 1], γ > 0). (2.8.46)
This shows that hm is Uγ-superharmonic for each γ > 0. By Lemma 2.69, for each r > 1,
Uγ(rhm)(x)
rhm(x)
≤ rUγ(hm)(x)
rhm(x)
≤ 1− (1− x)
m′
1− (1− x)m (x ∈ (0, 1]). (2.8.47)
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By Lemma 2.70 and the monotonicity of Uγ ,
Uγ(rhm)(x)
rhm(x)
≤ Uγ(r)(x)
rhm(x)
≤ 1 + γ
1 + rγ
1
(1− (1− x)m) (x ∈ (0, 1]). (2.8.48)
Since the right-hand side of (2.8.47) is smaller than 1 for x ∈ (0, 1) and tends to m′/m < 1 as
x → 0, since the right-hand side of (2.8.48) is smaller than 1 for x in an open neighborhood
of 1, and since both bounds are continuous, (2.8.42) follows.
2.8.3 Extinction versus unbounded growth
In this section we show that Lemmas 2.23–2.25 are equivalent to Proposition 2.26. (This
follows from the equivalence of conditions (i) and (ii) in Lemma 2.79 below.) We moreover
prove Lemmas 2.23 and 2.25 and prepare for the proof of Lemma 2.24. We start with some
general facts about log-Laplace operators and branching processes.
For the next lemma, let E be a separable, locally compact, metrizable space. For n ≥ 0,
let qn ∈ C+(E) be continuous weight functions, let Qn be continuous cluster mechanisms on E,
and assume that the associated log-Laplace operators Un defined in (2.2.13) satisfy (2.2.14).
Assume that 0 6= h ∈ C+(E) is bounded and Un-superharmonic for all n, let Eh := {x ∈ E :
h(x) > 0}, and define generating operators Uhn : B[0,1](Eh) → B[0,1](E) as in (2.2.36). For
each n ≥ 0, let (X (n)0 ,X (n)1 ) be a one-step Poisson cluster branching process with log-Laplace
operator Un, and let (X(n),h0 ,X(n),h1 ) be the one-step branching particle system with generating
operator Uhn . (In a typical application of this lemma, the operators Un will be iterates of other
log-Laplace operators, and X (n)0 ,X (n)1 will be the initial and final state, respectively, of a
Poisson cluster branching process with many time steps.)
Lemma 2.79 (Extinction versus unbounded growth) Assume that ρ ∈ C[0,1](Eh) and
put
p(x) :=
{
h(x)ρ(x) if x ∈ Eh,
0 if x ∈ E\Eh. (2.8.49)
Then the following statements are equivalent:
(i) P δx
[|X(n),h1 | ∈ · ] =⇒n→∞ ρ(x)δ∞ + (1− ρ(x))δ0
locally uniformly for x ∈ Eh,
(ii) P δx
[〈X (n)1 , h〉 ∈ · ] =⇒n→∞ e−p(x)δ0 + (1− e−p(x))δ∞
locally uniformly for x ∈ E,
(iii) Un(λh)(x) −→
n→∞
p(x)
locally uniformly for x ∈ E ∀λ > 0,
(iv) ∃0 < λ1 < λ2 <∞ : Un(λih)(x) −→
n→∞
p(x)
locally uniformly for x ∈ E (i = 1, 2).
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Proof of Lemma 2.79 It is not hard to see that (i) is equivalent to
P δx [Thinλ(X
(n),h
1 ) 6= 0] −→n→∞ ρ(x) (2.8.50)
locally uniformly for x ∈ Eh, for all 0 < λ ≤ 1. It follows from (2.2.30) and (2.2.36) that
h(x)P δx [Thinλ(X
(n),h
1 ) 6= 0] = hUh(λ)(x) = U(λh)(x) (x ∈ E), so (i) is equivalent to
(i)′ Un(λh)(x) −→
n→∞
p(x)
locally uniformly for x ∈ E ∀0 < λ ≤ 1.
By (2.2.15), condition (ii) implies that
e−Un(λh)(x) = Eδx[e−λ〈X1, h〉] −→
n→∞
e−p(x) (2.8.51)
locally uniformly for x ∈ E for all λ > 0, and therefore (ii) implies (iii). Obviously (iii)⇒
(i)′ ⇒(iv) so we are done if we show that (iv)⇒(ii). Indeed, (iv) implies that
Eδx
[
e−λ1〈X
(n)
1 , h〉 − e−λ2〈X
(n)
1 , h〉] −→
n→∞
0 (2.8.52)
locally uniformly for x ∈ E, which shows that
P δx
[
c < 〈X (n)1 , h〉 < C
] −→
n→∞
0 (2.8.53)
for all 0 < c < C <∞. Using (iv) once more we arive at (ii).
Our next lemma gives sufficient conditions for the n-th iterates of a single log-Laplace op-
erator U to satisfy the equivalent conditions of Lemma 2.79. Let E (again) be separable,
locally compact, and metrizable. Let q ∈ C+(E) be a weight function, Q a continuous cluster
mechanism on E, and assume that the associated log-Laplace operator U defined in (2.2.13)
satisfies (2.2.14). Let X = (X0,X1, . . .) be the Poisson-cluster branching process with log-
Laplace operator U in each step, let 0 6= h ∈ C+(E) be bounded and U -superharmonic, and
let Xh = (Xh0 ,X
h
1 , . . .) denote the branching particle system on E
h obtained from X by
Poissonization with a U -superharmonic function h, in the sense of Proposition 2.21.
Lemma 2.80 (Sufficient condition for extinction versus unbounded growth) Assume
that
sup
x∈Eh
Uh(x)
h(x)
< 1. (2.8.54)
Then the process Xh started in any initial law L(Xh0 ) ∈ M1(Eh) satisfies
lim
k→∞
|Xhk | =∞ or ∃k ≥ 0 s.t. Xhk = 0 a.s. (2.8.55)
Moreover, if the function ρ : Eh → [0, 1] defined by
ρ(x) := P δx [Xhn 6= 0 ∀n ≥ 0] (x ∈ Eh) (2.8.56)
satisfies infx∈Eh ρ(x) > 0, then ρ is continuous.
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Proof of Lemma 2.80 Let A denote the tail event A = {Xhn 6= 0 ∀n ≥ 0} and let (Fk)k≥0
be the filtration generated by Xh. Then, by the Markov property and continuity of the
conditional expectation with respect to increasing limits of σ-fields (see Complement 10(b)
from [Loe63, Section 29] or [Loe78, Section 32])
P [Xhn 6= 0 ∀n ≥ 0|Xk] = P (A|Fk) −→
k→∞
1A a.s. (2.8.57)
In particular, this implies that a.s. on the event A one must have P [Xhk+1 = 0|Xhk ] → 0 a.s.
By (2.2.30) and (2.2.36), P δx [Xh1 6= 0] = Uh1(x) = (Uh(x))/h(x), which is uniformly bounded
away from one by (2.8.54). Therefore, P [Xhk+1 = 0|Xhk ] → 0 a.s. on A is only possible if the
number of particles tends to infinity.
The continuity of ρ can be proved by a straightforward adaptation of the proof of [FS04,
Proposition 5 (d)] to the present setting with discrete time and noncompact space E. An
essential ingredient in the proof, apart from (2.8.54), is the fact that the map ν 7→ P ν [Xhn ∈ · ]
from N (E) to M1(N (E)) is continuous, which follows from the continuity of Qh.
We now turn our attention more specifically to the renormalization branching process X . In
the remainder of this section, (γk)k≥0 is a sequence of positive constants such that
∑
n γn =∞
and γn → γ∗ for some γ∗ ∈ [0,∞), and X = (X−n, . . . ,X0) is the Poisson cluster branching
process on [0, 1] defined in Section 2.2.4. We put U (n) := Uγn−1 ◦ · · · ◦ Uγ0 . If 0 6= h ∈ C[0, 1]
is Uγk -superharmonic for all k ≥ 0, then X h and Xh denote the branching process and the
branching particle system on {x ∈ [0, 1] : h(x) > 0} obtained from X by weighting and
Poissonizing with h in the sense of Propositions 2.20 and 2.21, respectively.
Proof of Lemma 2.23 By induction, it follows from Lemma 2.70 that
U (n)(λh1,1) =
∏n−1
k=0(1 + γk)∏n−1
k=0(1 + γk)− 1 + 1λ
(λ > 0). (2.8.58)
It is not hard to see (compare the footnote at (2.1.42)) that
∞∏
k=0
(1 + γk) =∞ if and only if
∞∑
k=0
γk =∞. (2.8.59)
Therefore, since we are assuming that
∑
n γn =∞,
U (n)(λh1,1) −→
n→∞
h1,1, (2.8.60)
uniformly on [0, 1] for all λ > 0. The result now follows from Lemma 2.79 (with h = h1,1 and
ρ(x) = 1 (x ∈ [0, 1])).
Remark 2.81 (Conditions on (γn)n≥0) Our proof of Lemma 2.23 does not use that γn → γ∗
for some γ∗ ∈ [0,∞). On the other hand, the proof shows that ∑n γn = ∞ is a necessary
condition for (2.2.40). ♦
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We do not know if the assumption that γn → γ∗ for some γ∗ ∈ [0,∞) is needed in Lemma 2.24.
We guess that it can be dropped, but it will greatly simplify proofs to have it around.
We will show that in order to prove Lemmas 2.24 and 2.25, it suffices to prove their ana-
logues for embedded particle systems in the time-homogeneous processes Yγ∗ (γ∗ ∈ [0,∞)).
More precisely, we will derive Lemmas 2.24 and 2.25 from the following two results. Be-
low, (U0t )t≥0 is the log-Laplace semigroup of the super-Wright-Fisher diffusion Y0, defined in
(2.2.26). The functions p∗0,1,γ∗ (γ
∗ ∈ [0,∞)) are defined in (2.2.45).
Proposition 2.82 (Time-homogeneous embedded particle system with h0,0)
(a) For any γ∗ > 0, one has (Uγ∗)nh0,0 −→
n→∞
0 uniformly on [0, 1].
(b) One has U0t h0,0 −→
t→∞
0 uniformly on [0, 1].
Proposition 2.83 (Time-homogeneous embedded particle system with h0,1)
(a) For any γ∗ > 0, one has (Uγ∗)n(λh0,1) −→
n→∞
p∗0,1,γ∗ uniformly on [0, 1], for all λ > 0.
(b) One has U0t (λh0,1) −→
t→∞
p∗0,1,0 uniformly on [0, 1], for all λ > 0.
Propositions 2.82 (b) and 2.83 (b) follow from Proposition 2.47. Proposition 2.82 (a) will be
proved in Section 2.9.2.
Proof of Proposition 2.83 (a) By formula (2.8.42) from Lemma 2.78, for each r > 1 the
function rh0,1 satisfies condition (2.8.54) from Lemma 2.80. Set ρ(x) := P
δx [Y
γ∗,rh0,1
n 6= 0 ∀n].
Then, by (2.2.30) and (2.2.36),
ρ(x)= lim
n→∞
P δx [Y
γ∗,rh0,1
n 6= 0] = lim
n→∞
(U
rh0,1
γ∗ )
n1(x)
= lim
n→∞
(Uγ∗)n(rh0,1)(x)
rh0,1(x)
≥ h1(x)
rh0,1(x)
(x ∈ (0, 1]),
(2.8.61)
where h1(x) = x (x ∈ [0, 1]) is the Uγ∗-subharmonic function from Lemma 2.75. It follows
that infx∈(0,1] ρ(x) > 0 and therefore, by Lemma 2.80, ρ is continuous in x.
By Lemma 2.80, we see that the Poissonized particle system Xrh0,1 exhibits extinction
versus unbounded growth in the sense of Lemma 2.79, which implies the statement in Propo-
sition 2.83 (a).
We now show that Propositions 2.82 and 2.83 imply Lemmas 2.24 and 2.25, respectively.
Proof of Lemma 2.24 We start with the proof that the embedded particle system Xh0,0 is
critical. For any f ∈ B+[0, 1] and k ≥ 1, we have, by Poissonization (Proposition 2.21) and
the definition of X ,
h0,0(x)E
−k,δx [〈Xh0,0−k+1, f〉] = E−k,L(Pois(h0,0δx))[〈X
h0,0
−k+1, f〉] = E−k,δx [〈Pois(h0,0X−k+1), f〉]
= E−k,δx [〈X−k+1, h0,0f〉] = ( 1γ + 1)E[〈Zγx , h0,0f〉] = ( 1γ + 1)〈Γ
γk−1
x , h0,0f〉,
(2.8.62)
where Γγx is the invariant law of y
γ
x from Corollary 2.30. In particular, setting f = 1 gives
h0,0(x)E
−k,δx [|Xh0,0−k+1|] = h0,0(x) by (2.3.25).
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To prove (2.2.41), by Lemma 2.79 it suffices to show that
U (n)(λh0,0) −→
n→∞
0 (2.8.63)
uniformly on [0, 1] for all 0 < λ ≤ 1. We first treat the case γ∗ > 0. Then, by Theorem 2.19 (a),
for each fixed l ≥ 1 and f ∈ C+[0, 1],
Uγn−1 ◦ · · · ◦ Uγn−lf −→n→∞ (Uγ∗)
lf (2.8.64)
uniformly on [0, 1]. Therefore, by a diagonal argument, we can find l(n)→∞ such that∥∥(Uγ∗)l(n)h0,0 − Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,0∥∥∞ −→n→∞ 0. (2.8.65)
Using the fact that the function h0,0 is Uγ-superharmonic for each γ > 0 and the monotonicity
of the operators Uγ , we derive from Proposition 2.82 (a) that
U (n)(λh0,0) ≤ Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,0 −→n→∞ 0 (2.8.66)
uniformly on [0, 1] for all 0 < λ ≤ 1. This proves (2.8.63) in the case γ∗ > 0.
The proof in the case γ∗ = 0 is similar. In this case, by Theorem 2.19 (b), for each fixed
t > 0 and f ∈ C+[0, 1],
Uγn−1 ◦ · · · ◦ Uγkn(t)f(xn) −→n→∞ U
0
t f(x) ∀xn → x ∈ [0, 1], (2.8.67)
which shows that Uγn−1 ◦ · · · ◦ Uγkn(t)f converges to U0t f uniformly on [0, 1]. By a diagonal
argument, we can find t(n)→∞ such that∥∥U0t (h0,0)− Uγn−1 ◦ · · · ◦ Uγkn(t(n))(h0,0)∥∥∞ −→n→∞ 0, (2.8.68)
and the proof proceeds in the same way as before.
Proof of Lemma 2.25 By Lemma 2.79 and the monotonicity of the operators Uγ it suffices
to show that
(i) lim sup
n→∞
U (n)(h0,1) ≤ p∗0,1,γ∗ ,
(ii) lim inf
n→∞
U (n)(12h0,1) ≥ p∗0,1,γ∗ ,
(2.8.69)
uniformly on [0, 1]. We first consider the case γ∗ > 0. By (2.8.64) and a diagonal argument,
we can find l(n)→∞ such that∥∥(Uγ∗)l(n)h0,1 − Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,1∥∥∞ −→n→∞ 0. (2.8.70)
Therefore, by Proposition 2.83 (a), the fact that h0,1 is Uγk -superharmonic for each k ≥ 0,
and the monotonicity of the operators Uγ , we find that
U (n)h0,1 ≤ Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,1 −→n→∞ p
∗
0,1,γ∗ , (2.8.71)
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uniformly on [0, 1]. This proves (2.8.69) (i). To prove also (2.8.69) (ii) we use the Uγ-
subharmonic (for each γ > 0) function h1 from Lemma 2.75. By Lemma 2.69 also
1
2h1 is
Uγ-subharmonic. By bounding 12h1 from above and below with multiples of h0,1 it is easy to
derive from Proposition 2.83 (a) that
(Uγ∗)n(12h1) −→n→∞ p
∗
0,1,γ∗ (2.8.72)
uniformly on [0, 1]. Arguing as before, we can find l(n)→∞ such that∥∥(Uγ∗)l(n)(12h1)− Uγn−1 ◦ · · · ◦ Uγn−l(n)(12h1)∥∥∞ −→n→∞ 0. (2.8.73)
Therefore, by (2.8.72) and the facts that 12h1 is Uγk -subharmonic for each k ≥ 0 and 12h1 ≤
1
2h0,1,
U (n)(12h0,1) ≥ Uγn−1 ◦ · · · ◦ Uγn−l(n)(12h1) −→n→∞ p
∗
0,1,γ∗ , (2.8.74)
uniformly on [0, 1], which proves (2.8.69) (ii). The proof of (2.8.69) in case γ∗ = 0 is completely
analogous.
2.9 The renormalization branching process: extinction on the
interior
2.9.1 Basic facts
In this section we prove Proposition 2.82 (a). To simplify notation, throughout this section
h denotes the function h0,0. We fix 0 < γ
∗ < ∞, we let Y h := Y γ∗,h denote the branching
particle system on (0, 1) obtained from Yγ∗ = (Yγ∗0 ,Yγ
∗
1 , . . .) by Poissonization with h in the
sense of Proposition 2.21, and we denote its log-Laplace operator by Uhγ∗ . We will prove that
ρ(x) := P δx
[
Y hn 6= 0 ∀n ≥ 0
]
= 0 (x ∈ (0, 1)). (2.9.1)
Since for each n fixed, x 7→ ρn(x) := P δx [Y hn 6= 0] is a continuous function that decreases to
ρ(x), (2.9.1) implies that ρn(x)→ 0 locally uniformly on (0, 1), which, by an obvious analogon
of Lemma 2.79, yields Proposition 2.82 (a).
As a first step, we prove:
Lemma 2.84 (Continuous survival probability) One has either ρ(x) = 0 for all x ∈ (0, 1)
or there exists a continuous function ρ˜ : (0, 1) → [0, 1] such that ρ(x) ≥ ρ˜(x) > 0 for all
x ∈ (0, 1).
Proof Put p(x) := h(x)ρ(x). We will show that either p = 0 on (0, 1) or there exists a
continuous function p˜ : (0, 1)→ (0, 1] such that p ≥ p˜ on (0, 1). Indeed,
p(x) = h(x)P δx
[
Y hn 6= 0 ∀n ≥ 0
]
= lim
n→∞
h(x)P δx
[
Y hn 6= 0
]
= h(x) lim
n→∞
(Uhγ∗)
n1(x) = lim
n→∞
(Uγ∗)nh(x) (x ∈ (0, 1)),
(2.9.2)
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where we have used (2.2.30) and (2.2.36) in the last two steps. Using the continuity of Uγ∗
with respect to decreasing sequences, it follows that
Uγ∗p = p. (2.9.3)
We claim that for any f ∈ B[0,1][0, 1], one has the bounds
〈Γγx, f〉 ≤ Uγf(x) ≤ (1 + γ)〈Γγx, f〉 (γ > 0, x ∈ [0, 1]). (2.9.4)
Indeed, by Lemma 2.72, Uγf(x) ≥ 1− E[(1 − f(yγx(0)))] = 〈Γγx, f〉, while the upper bound in
(2.9.4) follows from (2.8.11).
By Remark 2.31, (0, 1) ∋ x 7→ 〈Γγx, f〉 is continuous for all f ∈ B[0,1][0, 1]. Moreover,
〈Γγx, f〉 = 0 for some x ∈ (0, 1) if and only if f = 0 almost everywhere with respect to
Lebesgue measure.
Applying these facts to f = p and γ = γ∗, using (2.9.3), we see that there are two
possibilities. Either p = 0 a.s. with respect to Lebesgue measure, and in this case p = 0
by the upper bound in (2.9.4), or p is not almost everywhere zero with respect to Lebesgue
measure, and in this case the function x 7→ p˜(x) := 〈Γγx, f〉 is continuous, positive on (0, 1),
and estimates p from below by the lower bound in (2.9.4).
2.9.2 A representation for the Campbell law
(Local) extinction properties of critical branching processes are usually studied using Palm
laws. Our proof of formula (2.9.1) is no exception, except that we will use the closely related
Campbell laws. Loosely speaking, Palm laws describe a population that is size-biased at a
given position, plus ‘typical’ particle sampled from that position, while Campbell laws describe
a population that is size-biased as a whole, plus a ‘typical’ particle sampled from a random
position.
Let P be a probability law on N (0, 1) with ∫N (0,1) P(dν)|ν| = 1. Then the size-biased law
Psize associated with P is the probability law on N (0, 1) defined by
Psize( · ) :=
∫
N (0,1)
P(dν) |ν|1{ν ∈ · }. (2.9.5)
The Campbell law associated with P is the probability law on (0, 1) ×N (0, 1) defined by
PCamp(A×B) :=
∫
N (0,1)
P(dν) ν(A)1{ν ∈ B} (2.9.6)
for all Borel-measurable A ⊂ (0, 1) and B ⊂ N (0, 1). If (v, V ) is a (0, 1) × N (0, 1)-valued
random variable with law PCamp, then L(V ) = Psize, and v is the position of a ‘typical’
particle chosen from V .
Let
Px,n( · ) := P δx[Y hn ∈ · ] (2.9.7)
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denote the law of Y h at time n, started at time 0 with one particle at position x ∈ (0, 1).
Note that by criticality,
∫
N (0,1) Px,n(dν)|ν| = 1. Using again criticality, it is easy to see that
in order to prove the extinction formula (2.9.1), it suffices to show that
lim
n→∞
Px,nsize
({1, . . . , N}) = 0 (x ∈ (0, 1), N ≥ 1). (2.9.8)
In order to prove (2.9.8), we will write down an expression for Px,nCamp. Let Qh denote the
offspring mechanism of Y h, and, for fixed x ∈ (0, 1), let QhCamp(x, · ) denote the Campbell law
associated with Qh(x, · ). The next proposition is a time-inhomogeneous version of Kallen-
berg’s famous backward tree technique; see [Lie81, Satz 8.2].
Proposition 2.85 (Representation of Campbell law) Let (vk, Vk)k≥0 be the Markov pro-
cess in (0, 1) ×N (0, 1) with transition laws
P
[
(vk+1, Vk+1) ∈ ·
∣∣ (vk, Vk) = (x, ν)] = QhCamp(x, · ) ((x, ν) ∈ (0, 1) ×N (0, 1)), (2.9.9)
started in (v0, V0) = (δx, 0). Let (Y
h,(k))k≥1 be branching particle systems with offspring
mechanism Qh, conditionally independent given (vk, Vk)k≥0, started in Y
h,(k)
0 = Vk − δvk .
Then
Px,nCamp = L
(
vn, δvn +
n∑
k=1
Y
h,(k)
n−k
)
. (2.9.10)
Formula (2.9.10) says that the Campbell law at time n arises in such a way, that an ‘immortal’
particle at positions v0, . . . ,vn sheds off offspring V1− δv1 , . . . , Vn− δvn , distributed according
to the size-biased law with one ‘typical’ particle taken out, and this offspring then evolve
under the usual forward dynamics till time n. Note that the position of the immortal particle
(vk)k≥0 is an autonomous Markov chain.
We need a bit of explicit control on QhCamp.
Lemma 2.86 (Campbell law) One has
QhCamp(x,A×B) =
1
γ∗ + 1
h(x)
∫
P [Pois(hZγ∗x ) ∈ dχ]χ(A)1{χ∈A}, (2.9.11)
where the random measures Zγ∗x are defined in (2.2.18).
Proof By the definition of the Campbell law (2.9.6), and (2.2.35),
QhCamp(x,A×B)=
∫
Qh(x,dχ)χ(A)1{χ∈B}
=
1
γ∗ + 1
h(x)
∫
P [Pois(hZγ∗x ) ∈ dχ]χ(A)1{χ∈B} +
(
1−
1
γ∗ + 1
h(x)
)
· 0.
(2.9.12)
Recall that by (2.2.18),
Zγ∗x :=
∫ τγ∗
0
δ
y
γ∗
x (−t/2)
dt, (2.9.13)
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where (yγ
∗
x (t))t∈R is a stationary solution to the SDE (2.2.17) with γ = γ
∗. By Lemma 2.86,
the transition law of the Markov chain (vk)k≥0 from Proposition 2.85 is given by
P [vk+1 ∈ dy|vk = x] =
1
γ∗ + 1
h(x)
E[Pois(hZγ∗x )(dy)] =
1 + γ∗
h(x)
h(y)Γγ
∗
x (dy), (2.9.14)
where Γγ
∗
x is the invariant law of y
γ∗
x from Corollary 2.30. In the next section we will prove
the following lemma.
Lemma 2.87 (Immortal particle stays in interior) The Markov chain (vk)k≥0 started
in any v0 = x ∈ (0, 1) satisfies
(vk)k≥0 has a cluster point in (0, 1) a.s. (2.9.15)
We now show that Lemma 2.87, together with our previous results, implies Proposition
2.82 (a).
Proof of Proposition 2.82 (a)We need to prove (2.9.1). By our previous analysis, it suffices
to prove (2.9.8) under the assumption that ρ 6= 0. By Proposition 2.85,
Px,nsize = L
(
δvn +
n∑
k=1
Y
h,(k)
n−k
)
. (2.9.16)
Conditioned on (vk, Vk)k≥0, the (Y
h,(k)
n−k )k=1,...,n are independent random variables with
P
[
Y
h,(k)
n−k 6= 0
] ≥ P [Y h,(k)m 6= 0 ∀m ≥ 0] = P [Thinρ(Vk − δvk) 6= 0]. (2.9.17)
Therefore, (2.9.8) will follow by Borel-Cantelli provided that we can show that
∞∑
k=1
P [Thinρ(Vk − δvk) 6= 0|vk−1] =∞ a.s. (2.9.18)
Define f(x) := P [Thinρ(Vk − δvk) 6= 0|vk−1 = x] (x ∈ (0, 1)). We need to show that∑∞
k=1 f(x) =∞ a.s. Using Lemma 2.84 and Lemma 2.86 we can estimate
f(x) ≥ P [Thinρ˜(Vk − δvk) 6= 0|vk−1 = x] =
∫
N (0,1)
QhCamp(x,dy,dν){1 − (1− ρ˜)ν−δy
}
> 0
(2.9.19)
for all x ∈ (0, 1). Since Qγ∗ , defined in (2.2.19), is a continuous cluster mechanism, also
QhCamp(x, ·) is continuous as a function of x, hence the bound in (2.9.19) is locally uniform on
(0, 1), hence Lemma 2.87 implies that there is an ε > 0 such that
P [Thinρ(Vk − δvk) 6= 0|vk−1] ≥ ε (2.9.20)
at infinitely many times k − 1, which in turn implies (2.9.18).
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2.9.3 The immortal particle
Proof of Lemma 2.87 Let K(x,dy) denote the transition kernel (on (0, 1)) of the Markov
chain (vk)k≥0, i.e., by (2.9.14),
K(x,dy) = (1 + γ∗)
y(1− y)
x(1− x)Γ
γ∗
x (dy). (2.9.21)
It follows from (2.3.24) that∫
K(x,dy)y(1− y) = x(1− x) + γ
∗(1 + γ∗)
(1 + 2γ∗)(1 + 3γ∗)
. (2.9.22)
Set
g(x) :=
∫
K(x,dy)y(1− y)− x(1− x) (x ∈ (0, 1)). (2.9.23)
Then
Mn := vn(1− vn)−
n−1∑
k=0
g(vk) (n ≥ 0) (2.9.24)
defines a martingale (Mn)n≥0. Since g > 0 in an open neighborhood of {0, 1},
P [(vk)k≥0 has no cluster point in (0, 1)] ≤ P [ lim
n→∞
Mn = −∞] = 0, (2.9.25)
where in the last equality we have used that (Mn)n≥0 is a martingale.
2.10 Proof of the main result
Proof of Theorem 2.17 Part (a) has been proved in Section 2.3.3. It follows from (2.1.42),
(2.1.43), (2.2.21), and (2.2.22) that part (b) is equivalent to the following statement. Assuming
that
(i)
∞∑
n=1
γn =∞ and (ii) γn −→
n→∞
γ∗ (2.10.1)
for some γ∗ ∈ [0,∞), one has, uniformly on [0, 1],
Uγn−1 ◦ · · · ◦ Uγ0(p) −→n→∞ p
∗
l,r,γ∗, (2.10.2)
where p∗l,r,γ∗ is the unique solution in Hl,r of
(i) Uγ∗p∗= p∗ if 0 < γ∗ <∞,
(ii) 12x(1− x) ∂
2
∂x2
p∗(x)− p∗(x)(1 − p∗(x))= 0 (x ∈ [0, 1]) if γ∗ = 0.
(2.10.3)
It follows from Proposition 2.22 that the left-hand side of (2.10.2) converges uniformly to a
limit p∗l,r,γ∗ which is given by (2.2.45). We must show 1
◦ that p∗l,r,γ∗ ∈ Hl,r and 2◦ that p∗l,r,γ∗
is the unique solution in this class to (2.10.3). We first treat the case γ∗ > 0.
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1◦ Since p∗0,0,γ∗ ≡ 0 and p∗1,1,γ∗ ≡ 1, it is obvious that p∗0,0,γ∗ ∈ H0,0 and p∗1,1,γ∗ ∈ H1,1.
Therefore, by symmetry, it suffices to show that p∗0,1,γ∗ ∈ H0,1. By Lemmas 2.75 and 2.78,
x ≤ p ≤ 1− (1− x)7 implies x ≤ Uγkp ≤ 1− (1− x)7 for each k. Iterating this relation, using
(2.10.2), we find that
x ≤ p∗0,1,γ∗(x) ≤ 1− (1− x)7. (2.10.4)
By Proposition 2.37, the left-hand side of (2.10.2) is nondecreasing and concave in x if p is, so
taking the limit we find that p∗0,1,γ∗ is nondecreasing and concave. Combining this with (2.10.4)
we conclude that p∗0,1,γ∗ is Lipschitz continuous. Moreover p
∗
0,1,γ∗(0) = 0 and p
∗
0,1,γ∗(1) = 1 so
p∗0,1,γ∗ ∈ H0,1.
2◦ Taking the limit n → ∞ in (Uγ∗)np = Uγ∗(Uγ∗)n−1p, using the continuity of Uγ∗
(Corollary 2.36) and (2.10.2), we find that Uγ∗p∗l,r,γ∗ = p∗l,r,γ∗. It follows from (2.10.2) that
p∗l,r,γ∗ is the only solution in Hl,r to this equation.
For γ∗ = 0, it has been shown in [FS03, Proposition 3] that p∗l,r,0 is the unique solution
in Hl,r to (2.10.3) (ii). In particular, it has been shown there that p∗0,1,0 is twice continuously
differentiable on [0, 1] (including the boundary). This proves parts (b) and (c) of the theorem.
Chapter 3
Branching-coalescing particle
systems.
3.1 Introduction and main results
3.1.1 Introduction
In this chapter we study systems of particles subject to a stochastic dynamics with the follow-
ing description. 1◦ Each particle moves independently of the others according to a continuous
time Markov process on a lattice Λ, which jumps from site i to site j with rate a(i, j). 2◦
Each particle splits with rate b ≥ 0 into two new particles, created on the position of the old
one. 3◦ Each pair of particles, present on the same site, coalesces with rate 2c (with c ≥ 0)
to one particle. 4◦ Each particle dies with rate d ≥ 0. Throughout this chapter, we make the
following assumptions.
(i) Λ is a finite or countably infinite set.
(ii) The transition rates a(i, j) are irreducible, i.e., if ∆ ⊂ Λ is neither Λ nor ∅,
then there exist i ∈ ∆ and j ∈ Λ\∆ such that a(i, j) > 0 or a(j, i) > 0.
(iii) supi
∑
j a(i, j) <∞.
(iv)
∑
j a
†(i, j) =
∑
j a(i, j), where a
†(i, j) := a(j, i).
(v) b, c, and d are nonnegative constants.
Here and elsewhere sums and suprema over i, j always run over Λ, unless stated otherwise.
Assumption (iv) says that the counting measure is an invariant σ-finite measure for the Markov
process with jump rates a. With respect to this invariant measure, the time-reversed process
jumps from i to j with rate a†(i, j).
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Let Xt(i) denote the number of particles present at site i ∈ Λ and time t ≥ 0. Then
X = (Xt)t≥0, with Xt = (Xt(i))i∈Λ, is a Markov process with formal generator
Gf(x) :=
∑
ij
a(i, j)x(i){f(x + δj − δi)− f(x)}+ b
∑
i
x(i){f(x+ δi)− f(x)}
+c
∑
i
x(i)(x(i) − 1){f(x− δi)− f(x)}+ d
∑
i
x(i){f(x− δi)− f(x)},
(3.1.1)
where δi(j) := 1 if i = j and δi(j) := 0 otherwise. The process X can be defined for finite
initial states and also for some infinite initial states in an appropriate Liggett-Spitzer space
(see Section 3.1.3). We call (Xt)t≥0 a branching coalescing particle system with underlying
motion (Λ, a), branching rate b, coalescence rate c and death rate d, or shortly the (a, b, c, d)-
braco-process.
Some typical examples of underlying motions we have in mind are nearest neighbour ran-
dom walk on Λ = Zd and on Λ = Td, the homogeneous tree of degree d+1. We will not restrict
ourselves to symmetric underlying motions (i.e., a = a†) but also allow a(i, j) = 1{j=i+1} on
Z, for example. The reason why we do not restrict ourselves to graphs, is that we also want
to include the case Λ = Ωd, the hierarchical group with freedom d, i.e.,
Ωd := {i = (i0, i1, . . .) : iα ∈ {0, . . . , d− 1} ∀α ≥ 0, iα 6= 0 finitely often }, (3.1.2)
equipped with componentwise addition modulo n. On Ωd, one typically chooses transition
rates a(i, j) that depend only on the hierarchical distance |i− j| := min{α ≥ 0 : iβ = jβ ∀β ≥
α}. The hierarchical group has found widespread applications in population biology and is
therefore a natural choice for the underlying space.
3.1.2 Motivation
Our motivation for studying branching-coalescing particle systems comes from three directions.
Reaction diffusion models, Schlo¨gl’s first model. Branching-coalescing particle systems are
known in the physics literature as a reaction diffusion models. More precisely, our model
is a special case of Schlo¨gl’s first model [Sch72], where in the latter there is an additional
rate with which particles are spontaneously created. For d = 0, our model is known as the
autocatalytic reaction. Reaction diffusion models have been studied intensively by physicists
and more recently also by probabilists [DDL90, Mou92, Neu90]. All work that we are aware
of is restricted to the case Λ = Zd.
Population dynamics, the contact process. Branching-coalescing particle systems may be
thought of as a more or less realistic model for the spread and growth of a population of
organisms. Here, the underlying motion models the migration of organisms, births and deaths
have their obvious interpretations, while coalescence of particles should be thought of as
additional deaths, caused by local overpopulation. In this respect, our model is similar to
the contact process. The latter is often referred to as a model for the spread of an infection,
but in fact it is a reasonable model for the population dynamics of many organisms, from
trees in a forest to killer bees. There are two striking differences between the contact process
and branching-coalescing particle systems. First, whereas the total population at one site is
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subject to a rigid bound in the contact process (namely one), it may reach arbitrarily high
values in a branching-coalescing system. However, when the local population is high, the
coalescence (which grows quadratically in the number of organisms) dominates the branching
(which grows linearly), and in this way the population is reduced. A second difference is that
in the contact process, if one site infects its neighbor, the original site is still infected. As
opposed to this, even when the death rate is zero, it is possible that a branching coalescing
particle system goes to local extinction due to migration only. Thus, we can say that the
gain from infection is guaranteed in the contact process, whereas the reward for migration is
uncertain in a branching-coalescing particle system.
Resampling with selection and negative mutations. Our third motivation also comes from
population dynamics, but from a different perspective. Assume that at each site i ∈ Λ there
lives a large, fixed number of organisms, and that each of these organisms carries a gene
that comes in two types: a healthy and a defective one. Let us model the evolution of the
population as follows. 1◦ with rate a(i, j), we let an organism at site i migrate to site j.
2◦ to model the effect of natural selection, we let each organism with rate b choose another
organism, living on the same site. If the first organism carries a healthy gene and the second
organism a defective gene, then the latter is replaced by an organism with a healthy gene. 3◦
to model the effect of random mating, we resample each pair of organisms living at the same
site with rate 2c, i.e., we choose one of the two at random and replace it by an organism with
the type of the other one. 4◦ with rate d, we let a healthy gene mutate into a defective gene.
In the limit that the number of organisms at each site is large, the frequencies Xt(i) of healthy
organisms at site i and time t are described by the unique pathwise solution to the infinite
dimensional stochastic differential equation (SDE) (see [SU86]):
dXt(i)=
∑
j
a(j, i)(Xt(j) − Xt(i)) dt+ bXt(i)(1 −Xt(i)) dt− dXt(i) dt
+
√
2cXt(i)(1 − Xt(i)) dBt(i) (t ≥ 0, i ∈ Λ).
(3.1.3)
We call the [0, 1]Λ-valued process X = (Xt)t≥0 the resampling-selection process with underlying
motion (Λ, a), selection rate b, resampling rate c and mutation rate d, or shortly the (a, b, c, d)-
resem-process (the letters in ‘resem’ standing for resampling, selection and mutation).
It is known that branching-coalescing particle systems are dual to resampling-selection
processes. To be precise, for any φ ∈ [0, 1]Λ and x ∈ NΛ, write
φx :=
∏
i
φ(i)x(i), (3.1.4)
where 00 := 1. Let X be the (a, b, c, d)-resem-process and let X† be the (a†, b, c, d)-braco-
process. Then (see Theorem 3.1 (a) below)
Eφ[(1− Xt)x] = Ex[(1− φ)X
†
t ]. (3.1.5)
Formula (3.1.5) has the following interpretation: Eφ[(1−Xt)x] is the probability that x organ-
isms, sampled from the population at time t, all have defective genes. If we want to calculate
this probability, we must follow back in time those organisms that could possibly be healthy
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ancestors of these x organisms. In this way we end up with a system of branching coalescing
a†-random walks, which die when a mutation occurs, coalesce when two potential ancestors
descend from the same ancestor, and branch when a selection event takes place. If we end
up with at least one healthy potential ancestor at time zero, then we know that not all the x
particles have defective genes.
Resampling-selection processes of the form (3.1.3) are also known as stepping stone models
(with selection and one type of mutation). These were studied by Shiga and Uchiyama in
[SU86], a paper similar in spirit to ours. The duality (3.1.5) is a special case of Lemma 2.1
[SU86]. Moment duals for genetic diffusions in a more general but non-spatial context go back
to [Shi81]. The idea of incorporating selection in resampling models by introducing branching
into the usual coalescent dual seems to have been independently reinvented in [KN97]. They
were probably the first to interpret the duality (3.1.5) in terms of potential ancestors. For
some recent versions of this duality, see also [DK99, DG99, BES04]. A SDE that is dual to
branching-annihilating random walks occurs in [BEM03, Lemma 2.1]. A SPDE version of
(3.1.3) (with d = 0) has been derived as the rescaled limit of long-range biased voter models
in [MT95, Theorem 2].
Note that for c = 0, the process X is deterministic. In this case, the semigroup (Ut)t≥0
defined by Utφ := Xt (t ≥ 0), where X is the deterministic solution of (3.1.3) with initial state
X0 = φ ∈ [0, 1]Λ, is called the generating semigroup of the branching particle system X†. (For
this terminology, see for example [FS04].) Thus, the duality relation (3.1.5) says that, loosely
speaking, branching-coalescing particle systems have a random generating semigroup. The
SDE (3.1.3) will be our main tool for studying branching-coalescing particle systems.
3.1.3 Preliminaries
In this section we introduce the notation and definitions that we will use throughout the
chapter.
(Inner product and norm notation) For φ,ψ ∈ [−∞,∞]Λ, we write
〈φ,ψ〉 :=
∑
i
φ(i)ψ(i) and |φ| :=
∑
i
|φ(i)|, (3.1.6)
whenever the infinite sums are defined.
(Poisson measures) If φ is a [0,∞)Λ-valued random variable, then by definition a Pois-
son measure with random intensity φ is an NΛ-valued random variable Pois(φ) whose law is
uniquely determined by
E[(1 − ψ)Pois(φ)] = E[e−〈φ,ψ〉] (ψ ∈ [0, 1]Λ). (3.1.7)
In particular, when φ is nonrandom, then the components (Pois(φ)(i))i∈Λ are independent
Poisson distributed random variables with intensity φ(i).
(Thinned point measures) If x and φ are random variables taking values in NΛ and [0, 1]Λ,
respectively, then by definition a φ-thinning of x is an NΛ-valued random variable Thinφ(x)
whose law is uniquely determined by
E[(1 − ψ)Thinφ(x)] = E[(1 − φψ)x] (ψ ∈ [0, 1]Λ). (3.1.8)
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In particular, when x and φ are nonrandom, and x =
∑m
n=1 δin , then a φ-thinning of x can be
constructed as Thinφ(x) :=
∑m
n=1 χnδin where the χn are independent {0, 1}-valued random
variables with P [χn = 1] = φ(in).
If φ and x are both random, then it will always be understood that they are indepen-
dent. Thus, L(Thinφ(x)) depends on the laws L(φ) and L(x) alone, and it is only the map
(L(φ),L(x)) 7→ L(Thinφ(x)) that is of interest to us. We have chosen the present notation in
terms of random variables instead of their laws to keep things simple if φ and x are nonrandom.
We leave it to the reader to check the elementary relations
Thinψ(Thinφ(x))
D
= Thinψφ(x) and Thinψ(Pois(φ))
D
= Pois(ψφ), (3.1.9)
where
D
= denote equality in distribution.
(Weak convergence) We let N = N ∪ {∞} denote the one-point compactification of N, and
equip N
Λ
with the product topology. We say that probability measures νn on N
Λ
converge
weakly to a limit ν, denoted as νn ⇒ ν, when
∫
νn(dx)f(x) →
∫
ν(dx)f(x) for every f ∈
C(NΛ), the space of continuous real functions on NΛ. One has νn ⇒ ν if and only if νn({x :
x(i) = y(i) ∀i ∈ ∆})→ ν({x : x(i) = y(i) ∀i ∈ ∆}) for all finite ∆ ⊂ Λ and y ∈ N∆.
We equip the space [0, 1]Λ with the product topology, and we say that probability mea-
sures µn on [0, 1]
Λ converge weakly to a limit µ, denoted as µn ⇒ µ, when
∫
µn(dφ)f(φ) →∫
µ(dφ)f(φ) for every f ∈ C([0, 1]Λ).
(Monotone convergence) If ν1, ν2 are probability measures on N
Λ
, then we say that ν1
and ν2 are stochastically ordered, denoted as ν1 ≤ ν2, if NΛ-valued random variables Y1, Y2
with laws L(Yi) = νi (i = 1, 2) can be coupled such that Y1 ≤ Y2. We say that a sequence
of probability measures νn on N
Λ decreases (increases) stochastically to a limit ν, denoted
as νn ↓ ν (νn ↑ ν), if random variables Yn, Y with laws L(Yn) = νn and L(Y ) = ν can be
coupled such that Yn ↓ Y (Yn ↑ Y ). It is not hard to see that νn ↓ ν (νn ↑ ν) implies νn ⇒ ν.
Stochastic ordering and monotone convergence of probability measures on [0, 1]Λ are defined
in the same way.
(Finite systems) We denote the set of finite particle configurations by N (Λ) := {x ∈ NΛ :
|x| <∞} and let
S(N (Λ)) := {f : N (Λ)→ R : |f(x)| ≤ K|x|k +M for some K,M, k ≥ 0} (3.1.10)
denote the space of real functions on N (Λ) satisfying a polynomial growth condition. For
finite initial conditions, the (a, b, c, d)-braco-process X is well-defined as a Markov process in
N (Λ) (in particular, X does not explode), f(Xt) is absolutely integrable for each f ∈ S(N (Λ))
and t ≥ 0, and the semigroup
Stf(x) := E
x[f(Xt)] (t ≥ 0, x ∈ N (Λ), f ∈ S(N (Λ))) (3.1.11)
maps S(N (Λ)) into itself (see Proposition 3.8 below).
(Liggett-Spitzer space) Set as(i, j) := a(i, j) + a
†(i, j). It follows from our assumptions on
a that there exist (strictly) positive constants (γi)i∈Λ such that∑
i
γi <∞ and
∑
j
as(i, j)γj ≤ Kγi (i ∈ Λ) (3.1.12)
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for some K < ∞. We fix such (γi)i∈Λ throughout the chapter and define the Liggett-Spitzer
space (after [LS81])
Eγ(Λ) := {x ∈ NΛ : ‖x‖γ <∞}, (3.1.13)
where for x ∈ ZΛ we put
‖x‖γ :=
∑
i
γi|x(i)|. (3.1.14)
We let CLip(Eγ(Λ)) denote the class of Lipschitz functions on Eγ(Λ), i.e., f : Eγ(Λ) → R such
that |f(x)− f(y)| ≤ L‖x− y‖γ for some L <∞.
(Infinite systems) It is known ([Che87], see also Proposition 3.11 below) that for each
f ∈ CLip(Eγ(Λ)) and t ≥ 0, the function Stf defined in (3.1.11) can be extended to a unique
Lipschitz function on Eγ(Λ), also denoted by Stf . Moreover, there exists a time-homogeneous
Markov process X in Eγ(Λ) (also called (a, b, c, d)-braco-process) with transition laws given by
Ex[f(Xt)] = Stf(x) (f ∈ CLip(Eγ(Λ)), x ∈ Eγ(Λ), t ≥ 0). (3.1.15)
We will show (in Proposition 3.11 below) that X has a modification with cadlag sample paths,
a fact that may seem obvious but to our knowledge has not been proved before.
(Survival and extinction) We say that the (a, b, c, d)-braco-process survives if
P x[Xt 6= 0 ∀t ≥ 0] > 0 for some x ∈ N (Λ). (3.1.16)
If X does not survive we say that X dies out. Note that the process with death rate d = 0
survives, since the number of particles can no longer decrease once only one particle is left.
If Λ is finite then the (a, b, c, d)-braco-process survives if and only if d = 0, but for infinite Λ
survival often holds also for some d > 0. For Λ = Zd and b sufficiently large survival has been
proved in [SU86, Theorem 3.1]. We plan to study sufficient conditions for survival in more
detail in a forthcoming paper.
(Nontrivial measures)We say that a probability measure ν on N
Λ
is nontrivial if ν({0}) = 0,
where 0 ∈ NΛ denotes the zero configuration. Likewise, we say that a probability measure µ
on [0, 1]Λ is nontrivial if µ({0}) = 0.
(Homogeneous lattices) By definition, an automorphism of (Λ, a) is a bijection g : Λ→ Λ
such that a(gi, gj) = a(i, j) for all i, j ∈ Λ. We denote the group of all automorphisms of
(Λ, a) by Aut(Λ, a). We say that a subgroup G ⊂ Aut(Λ, a) is transitive if for each i, j ∈ Λ
there exists a g ∈ G such that gi = j. We say that (Λ, a) is homogeneous if Aut(Λ, a) is
transitive. We define shift operators Tg : N
Λ → NΛ by
Tgx(j) := x(g
−1j) (i ∈ Λ, x ∈ NΛ, g ∈ Aut(Λ, a)). (3.1.17)
If G is a subgroup of Aut(Λ, a), then we say that a probability measure ν on NΛ is G-
homogeneous if ν ◦ T−1g = ν for all g ∈ G. For example, if Λ = Zd and a(i, j) = 1{|i−j|=1}
(nearest-neighbor random walk), then the group G of translations i 7→ i + j (j ∈ Λ) form a
transitive subgroup of Aut(Λ, a) and the G-homogeneous probability measures are the trans-
lation invariant probability measures. Shift operators and G-homogeneous measures on [0, 1]Λ
are defined analogously.
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3.1.4 Main results
Our first result is a tool that we exploit substantially towards the main result. Part (a) is
known [SU86, Lemma 2.1], but we are not aware of parts (b) and (c) occuring anywhere in
the literature.
Theorem 3.1 (Dualities and Poissonization) Let X and X be the (a, b, c, d)-braco-process
and the (a, b, c, d)-resem-process, respectively, and let X † denote the (a†, b, c, d)-resem-process.
Then the following holds:
(a) (Duality)
P x[Thinφ(Xt) = 0] = P
φ[Thin
X †t
(x) = 0] (t ≥ 0, φ ∈ [0, 1]Λ, x ∈ Eγ(Λ)). (3.1.18)
(b) (Self-duality) Assume c > 0, then
P φ[Pois( bcXtψ) = 0] = Pψ[Pois( bcφX †t ) = 0] (t ≥ 0, φ, ψ ∈ [0, 1]Λ). (3.1.19)
(c) (Poissonization) Assume c > 0, then
PL(Pois(
b
c
φ))[Xt ∈ · ] = P φ[Pois( bcXt) ∈ · ] (t ≥ 0, φ ∈ [0, 1]Λ), (3.1.20)
i.e., if X is started in the initial law L(Pois( bcφ)) and X is started in φ, then Xt and Pois( bcXt)
are equal in law.
Note that P [Thinφ(x) = 0] = (1 − φ)x. Therefore, Theorem 3.1 (a) is just a reformulation of
the duality relation (3.1.5). Theorem 3.1 (b) says that resampling-selection processes are in
addition dual with respect to each other. In particular, if the underlying motion is symmetric,
i.e., a = a†, then this is a self-duality. Since P [Pois(φ) = 0] = e−|φ|, formula (3.1.19) can be
rewritten as
Eφ
[
e− bc〈Xt, ψ〉] = Eψ[e− bc〈φ,X †t 〉] (t ≥ 0, φ, ψ ∈ [0, 1]Λ). (3.1.21)
We note that by [Kal83, Lemma 15.5.1], for b > 0, the distribution of Xt is determined uniquely
by all E[e−
b
c
〈Xt,ψ〉] with ψ ∈ [0, 1]Λ. To convince the reader that the notation in (3.1.18) and
(3.1.19), which may feel a little uneasy in the beginning, is convenient, we give here the proof
of the Poissonization formula (3.1.20).
Proof of Theorem 3.1 (c) By (3.1.9) and the duality relations (3.1.18) and (3.1.19),
PL(Pois(
b
c
φ))[Thinψ(Xt) = 0] = P
ψ[Thin
X †t
(Pois( bcφ)) = 0]
= Pψ[Pois( bcX †t φ) = 0] = P φ[Pois( bcψXt) = 0] = P φ[Thinψ(Pois( bcXt)) = 0].
(3.1.22)
Since this is true for all ψ ∈ [0, 1]Λ, the random variables Xt and Pois( bcXt) are equal in
distribution.
Our next result shows that it is possible to start the (a, b, c, d)-braco-process with infinitely
many particles at each site. This result (except for parts (b) and (f)) has been proved for
branching-coalescing particle systems with more general branching and coalescing mechanisms
on Zd in [DDL90]. Their methods are not restricted to the case Λ = Zd, but we give an
independent proof using duality, which has the additional appeal of yielding the explicit bound
in part (b).
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Theorem 3.2 (The maximal branching-coalescing process) Assume that c > 0. Then
there exists an Eγ(Λ)-valued process X(∞) = (X(∞)t )t>0 with the following properties:
(a) For each ε > 0, (X
(∞)
t )t≥ε is the (a, b, c, d)-braco-process starting in X
(∞)
ε .
(b) Set r := b− d+ c. Then
E[X
(∞)
t (i)] ≤
{
r
c(1−e−rt) if r 6= 0,
1
ct if r = 0
(i ∈ Λ, t > 0). (3.1.23)
(c) If X(n) are (a, b, c, d)-braco-processes starting in initial states x(n) ∈ Eγ(Λ) such that
x(n)(i) ↑ ∞ as n ↑ ∞ (i ∈ Λ), (3.1.24)
then
L(X(n)t ) ↑ L(X(∞)t ) as n ↑ ∞ (t > 0). (3.1.25)
(d) There exists an invariant measure ν of the (a, b, c, d)-braco-process such that
L(X(∞)t ) ↓ ν as t ↑ ∞. (3.1.26)
(e) If ν is another invariant measure for the (a, b, c, d)-braco-process, then ν ≤ ν.
(f) The measure ν is uniquely characterised by∫
ν(dx)(1− φ)x = P φ[∃t ≥ 0 such that X †t = 0] (φ ∈ [0, 1]Λ), (3.1.27)
where X † denotes the (a†, b, c, d)-resem-process.
We call X(∞) the maximal (a, b, c, d)-braco process and we call ν the upper invariant measure.
To see why Theorem 3.2 (f) holds, note that by Theorem 3.1 (a) and Theorem 3.2 (c),
P [Thinφ(X
(∞)
t ) = 0] = lim
n↑∞
P φ[ThinX †(x
(n)) = 0] = P φ[X †t = 0] (φ ∈ [0, 1]Λ, t > 0).
(3.1.28)
Now 0 is an absorbing state for the (a, b, c, d)-resem-process, and therefore P φ[X †t = 0] =
P φ[∃s ≤ t such that X †s = 0]. Therefore, taking the limit t ↑ ∞ in (3.1.28) we arrive at
(3.1.27).
The (a, b, c, d)-resem process has an upper invariant measure too. Of our next theorem,
parts (a)–(c) are simple, but part (d) lies somewhat deeper.
Theorem 3.3 (The maximal resampling-selection process)Let X 1 denote the (a, b, c, d)-
resem-process started in X 10 (i) = 1 (i ∈ Λ). Then the following holds.
(a) There exists an invariant measure µ of the (a, b, c, d)-resem process such that
L(X 1t ) ↓ µ as t ↑ ∞. (3.1.29)
(b) If µ is another invariant measure, then µ ≤ µ.
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(c) Let X† denote the (a†, b, c, d)-braco-process. Then∫
µ(dφ)(1− φ)x = P x[∃t ≥ 0 such that X†t = 0] (x ∈ N (Λ)), (3.1.30)
and the measure µ is nontrivial if and only if the (a†, b, c, d)-braco-process survives.
(d) Assume that c > 0 and that Λ is infinite. If Y is a random variable such that µ = L(Y),
then the upper invariant measure of the (a, b, c, d)-braco-process is given by ν = L(Pois( bcY)).
If µ is nontrivial then so is ν.
Note that
∫
µ(dφ)(1 − φ)x is the probability that x individuals, sampled from a population
with resampling and selection in the equilibrium measure µ, all have defective genes.
The following is our main result.
Theorem 3.4 (Convergence to the upper invariant measure) Assume that (Λ, a) is
infinite and homogeneous, G is a transitive subgroup of Aut(Λ, a), and c > 0.
(a) Let X be the (a, b, c, d)-braco process started in a G-homogeneous nontrivial initial law
L(X0). Then L(Xt)⇒ ν as t→∞, where ν is the upper invariant measure.
(b) Let X be the (a, b, c, d)-resem process started in a G-homogeneous nontrivial initial law
L(X0). Then L(Xt)⇒ µ as t→∞, where µ is the upper invariant measure.
Shiga and Uchiyama [SU86, Theorems 1.3 and 1.4] proved Theorem 3.4 (b) under the addi-
tional assumptions that Λ = Zd and that a satisfies a first moment condition in case the death
rate d is zero. As we will show below Theorem 3.4 (b) can be derived from Theorem 3.4 (a)
by Poissonization, but not vice versa.
3.1.5 Methods
A key ingredient in the proofs of Theorem 3.3 (d) and Theorem 3.4 is the following property
of resampling-selection processes, which is of some interest on its own.
Lemma 3.5 (Extinction versus unbounded growth) Assume that c > 0. Let X be the
(a, b, c, d)-resem-process starting in an initial state φ ∈ [0, 1]Λ with |φ| < ∞. Then e− bc |Xt| is
a submartingale, and a martingale if d = 0. If moreover Λ is infinite, then
Xt = 0 for some t ≥ 0 or lim
t→∞
|Xt| =∞ a.s. (3.1.31)
Note that by Theorem 3.1 (b),
Eφ
[
e− bc〈Xt, 1〉] = E1[e− bc〈φ,X †t 〉] ≥ e− bc〈φ, 1〉 (φ ∈ [0, 1]Λ), (3.1.32)
with equality if d = 0, since 1 is a stationary state for the (a†, b, c, 0)-resem-process. This shows
that e−
b
c
|Xt| is a submartingale, and a martingale if d = 0. By submartingale convergence,
|Xt| converges a.s. to a limit in [0,∞]. All the hard work of Lemma 3.5 consists of proving
that this limit is a.s. either 0 or ∞, and that X gets extinct in finite time if the limit is zero.
118 CHAPTER 3. BRANCHING-COALESCING PARTICLE SYSTEMS.
Once Lemma 3.5 is established the proof of Theorem 3.3 (d) is simple.
Proof of Theorem 3.3 (d) Let Y be a random variable such that µ = L(Y) and let Y be a
random variable such that ν = L(Y ). By (3.1.9), Theorem 3.1 (b), and Theorem 3.2 (f)
P [Thinφ(Pois(
b
cY)) = 0] = limt→∞P
1[Pois( bcφXt) = 0] = limt→∞P
φ[Pois( bcX †t ) = 0]
!
= P φ[∃t ≥ 0 such that X †t = 0] = P [Thinφ(Y ) = 0],
(3.1.33)
where we have used Lemma 3.5 in the equality marked with ‘!’. Since (3.1.33) holds for all
φ ∈ [0, 1]Λ, the random variables Pois( bcY) and Y are equal in distribution. By Lemma 3.5,
|Y| ∈ {0,∞} a.s. and therefore if µ is nontrivial then L(Pois( bcY)) is nontrivial.
In view of Theorem 3.3 (d), it is natural to ask if for infinite lattices, every invariant law of
the (a, b, c, d)-braco-process is the Poissonization of an invariant law of the (a, b, c, d)-resem-
process. We do not know the answer to this question.
In order to give a very short proof of Theorem 3.4, we need one more lemma.
Lemma 3.6 (Systems with particles everywhere) Assume that (Λ, a) is infinite and
homogeneous and that G is a transitive subgroup of Aut(Λ, a). Let X be the (a, b, c, d)-braco
process started in a G-homogeneous nontrivial initial law L(X0). Then, for any t > 0
lim
n→∞
P [Thinφn(Xt) = 0] = 0, (3.1.34)
for all φn ∈ [0, 1]Λ satisfying |φn| → ∞.
Proof of Theorem 3.4 (a) Let X † denote the (a†, b, c, d)-resem-process started in φ. By
Theorem 3.1 (a), Lemmas 3.5 and 3.6, and Theorem 3.2 (f),
lim
t→∞
P [Thinφ(Xt) = 0] = lim
t→∞
P [Thin
X †t−1
(X1) = 0]
= P [∃t ≥ 0 such that X †t = 0] =
∫
ν(dx) (1− φ)x. (3.1.35)
Since this holds for all φ ∈ [0, 1]Λ, it follows that L(Xt)⇒ ν.
Proof of Theorem 3.4 (b) Let X∞ and X∞ be random variables with laws ν and µ, respec-
tively. Let X be the (a, b, c, d)-resem-process started in a G-homogeneous nontrivial initial
law L(X0). Let X be the (a, b, c, d)-braco-process started in L(X0) := L(Pois( bcX0)). Then by
Theorem 3.4 (a), L(Xt)⇒ L(X∞) as t→∞. Therefore, by Poissonization (Theorem 3.1 (c))
and by Theorem 3.3 (d), L(Pois( bcXt))⇒ L(X∞) = L(Pois( bcX∞)). It follows that
P
[
e− bc〈Xt, φ〉] = P [Thinφ(Pois( bcXt)) = 0]
=⇒ P [Thinφ(Pois( bcX∞)) = 0] = P
[
e− bc〈X∞, φ〉] as t→∞. (3.1.36)
Since this holds for all φ ∈ [0, 1]Λ, we conclude that L(Xt)⇒ L(X∞).
Note that there is no easy way to convert the last argument: if L(X0) is homogeneous and non-
trivial then we cannot in general find a random variable X0 such that L(X0) = L(Pois( bcX0)).
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For example, this is the case if X0(i) ≤ 1 for each i ∈ Λ a.s. Therefore, Theorem 3.4 (a) is
stronger than Theorem 3.4 (b).
Summarizing, all the hard work for getting Theorem 3.4 is in proving Lemmas 3.5 and 3.6,
as well as the more basic Theorems 3.1 and 3.2. The heart of the proof of Theorem 3.2 is the
bound in part (b). We derive this bound using a ‘duality’ relation with a nonnegative error
term, between the (a, b, c, d)-braco-process and a super random walk (Proposition 3.23). We
call this relation a subduality. Theorem 3.2 (b) yields a lower bound on the finite time extinc-
tion probabilities of the (a, b, c, d)-resem-process started with small initial mass (Lemma 3.24,
in particular formula (3.6.1)), which plays a key role in the proof of Lemma 3.5.
Our methods are similar to those of Shiga and Uchiyama [SU86]. Since they prove a version
of our Theorem 3.4 (b), while our main focus is on proving the stronger Theorem 3.4 (a), the
roles of X and X are interchanged in their work. Their Lemma 3.2 and Theorem 4.2 are
analogues for the (a, b, c, d)-braco-process X of our Lemma 3.5. The proof of the latter is
considerably more involved, however. This is because of the fact that we do not want to use
spatial homogeneity and we have to prove that |Xt| → 0 implies Xt = 0 for some t ≥ 0, which is
obvious for the (a, b, c, d)-braco-process X. On the other hand, we can use the submartingale
property of e−
b
c
|Xt|, a very useful fact that has no analogue for the particle system. Lemma 2.5
in [SU86] is the analogue for the (a, b, c, d)-resem-process X of our Lemma 3.6. By adapting
elements of their proof to our situation, we were able to simplify and considerably shorten our
original proof of Lemma 3.6.
Our original proof of Lemma 3.6 assumed that Λ has a group structure, and used an L2
spatial ergodic theorem for general countable groups that need not be amenable.
3.1.6 Discussion
Generalizing our model, let X be a process in a Liggett-Spitzer subspace of NΛ, with local
jump rates
x 7→ x+ δj − δi with rate a(i, j)
x 7→ x+ δi with rate
∑k
n=0 bnx
(n),
x 7→ x− δi with rate
∑k+1
n=1 cnx
(n),
(3.1.37)
where x(0) := 1 and x(n) := x(x − 1) · · · (x − n + 1) (n ≥ 1). In particular, the (a, b, c, d)-
braco-process corresponds to the case k = 1, b0 = 0, b1 = b, c1 = d, and c2 = c. Processes
with jump rates as in (3.1.37) are known as reaction-diffusion systems. It has been known for
a long time that if the coefficients satisfy
a = a† and bn = λcn for some λ ≥ 0, (3.1.38)
then L(Pois(λ)) is a reversible equilibrium for the corresponding reaction-diffusion system.
Note that the (a, b, c, d)-braco-process satisfies (3.1.38) if and only if a = a† and d = 0.
The ergodic behavior of reaction-diffusion systems on Λ = Zd satisfying the reversibility
condition (3.1.38) was studied by Ding, Durrett and Liggett in [DDL90]. For our model
with a = a† and d = 0 on Zd, they show that all homogeneous invariant measures are convex
combinations of δ0 and L(Pois( bc)). Their proof uses the fact that for a large block in Zd, surface
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terms are small compared to volume terms, i.e., Zd is amenable. Such arguments typically
fail on nonamenable lattices such as trees, and therefore it is not immediately obvious if their
methods can be generalized to such lattices. Our Theorem 3.4 (a) shows that all homogeneous
invariant measures of the (a, b, c, d)-braco-process are convex combinations of δ0 and ν, also
in the non-reversible case d > 0 and for nonamenable lattices. Thus, neither reversibility nor
amenability are essential here.
On the other hand, we believe that amenability is essential for more subtle ergodic prop-
erties of reaction-diffusion processes. In analogy with the contact process, let us say that a
reaction-diffusion process with b0 = 0 exhibits complete convergence, if
P x[Xt ∈ · ]⇒ ρ(x)ν + (1− ρ(x))δ0 as t→∞ (x ∈ N (Λ)), (3.1.39)
where ρ(x) := P x[Xt 6= 0 ∀t ≥ 0] denotes the survival probability. It has been shown by
Mountford [Mou92] that complete convergence holds for reaction-diffusion systems on Λ = Zd
satisfying the reversibility condition (3.1.38), b0 = 0, and a first moment condition on a.
We conjecture that complete convergence holds more generally if a = a† and Λ is amenable,
but not in general on nonamenable lattices. As a motivation for this conjecture, we note that
complete convergence holds for the contact process on Zd but not in general on Td; see Liggett
[Lig99].
The self-duality of resampling-selection processes (Theorem 3.1 (b)) is reminiscent of the
self-duality of the contact process. It is an interesting question whether our methods can
be adapted to the contact process, to show that the upper invariant measure of the contact
process on a countable group is the limit started from any homogeneous nontrivial initial law.
Other interesting processes that some of our techniques might be applied to are multitype
branching-coalescing particle systems. For example, it seems natural to color the particles in a
branching-coalescing particle system in two (or more) colors, with the rule that in coalescence
of differently colored particles, the newly created particle chooses the color of one of its parents
with equal probabilities (neutral selection) or with a prejudice towards one color (positive
selection). More difficult questions refer to what happens when the two colors have different
parameters b, c, d or even different underlying motions a.
One also wonders whether the techniques in this chapter can be generalized to reaction-
diffusion processes with higher-order branching and coalescence as in (3.1.37). It seems that
at least some of these systems have some sort of a resampling-selection dual too, now with
‘resampling’ and ‘selection’ events involving three and more particles.
We conclude with an intriguing question. Does survival of the (a, b, c, d)-braco-process X
imply survival of the (a†, b, c, d)-braco-process X†? If X survives, then Theorem 3.3 (c) and
(d) and Theorem 3.4 (a) show that the upper invariant measure of X† is nontrivial, which
suggests that X† should survive. Survival of X† is obvious if (Λ, a) and (Λ, a†) are isomorfic,
as is the case if a = a†, or if Λ is an Abelian group, with group action denoted by +, and
a(i, j) depends only on j − i. However, even when (Λ, a) is homogeneous, (Λ, a) and (Λ, a†)
need in general not be isomorphic, and in this case we don’t know the answer to our question.
3.2. MARTINGALE PROBLEMS 121
3.1.7 Outline
We start in Section 3.2 with a few generalities about martingale problems that will be needed
in our proofs. In Section 3.3 we construct (a, b, c, d)-braco-processes and (a, b, c, d)-resem-
processes and prove some of their elementary properties, such as comparison, approximation
with finite systems, moment estimates and martingale problems. Section 3.4 contains the
proof of Theorem 3.1 and of the subduality between branching-coalescing particle systems
and super random walks. In Section 3.5 we prove Theorems 3.2 and 3.3. In Section 3.6,
finally, we prove Lemma 3.5 and Lemma 3.6, thereby completing the proof of Theorem 3.4.
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3.2 Martingale problems
3.2.1 Definitions
If E be a metrizable space, we denote by M(E), B(E) the spaces of real Borel measurable and
bounded real Borel measurable functions on E, respectively. If A is a linear operator from a
domain D(A) ⊂ M(E) into M(E) and X is an E-valued process, then we say that X solves
the martingale problem for A if X has cadlag sample paths and for each f ∈ D(A),
E
[|f(Xt)|] <∞ and
∫ t
0
E
[|Af(Xs)|]ds <∞ (t ≥ 0), (3.2.1)
and the process (Mt)t≥0 defined by
Mt := f(Xt)−
∫ t
0
Af(Xs)ds (t ≥ 0) (3.2.2)
is a martingale with respect to the filtration generated by X.
3.2.2 Duality with error term
For later use in Section 3.4, we formulate a theorem giving sufficient conditions for two martin-
gale problems to be dual to each other up to a possible error term. Although the techniques
for proving Theorem 3.7 below are well-known (see, for example, [EK86, Section 4.4]), we
don’t know a good reference for the theorem as is formulated here.
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Theorem 3.7 (Duality with error term) Assume that E1, E2 are metrizable spaces and
that for i = 1, 2, Ai is a linear operator from a domain D(Ai) ⊂ B(Ei) into M(Ei). Assume
that Ψ ∈ B(E1 × E2) satisfies Ψ(·, x2) ∈ D(A1) and Ψ(x1, ·) ∈ D(A2) for each x1 ∈ E1 and
x2 ∈ E2, and that
Φ1(x1, x2) := A1Ψ(·, x2)(x1) and Φ2(x1, x2) := A2Ψ(x1, ·)(x2) (x1 ∈ E1, x2 ∈ E2)
(3.2.3)
are jointly measurable in x1 and x2. Assume that X
1 and X2 are independent solutions to the
martingale problems for A1 and A2, respectively, and that∫ T
0
ds
∫ T
0
dt E
[|Φi(X1s ,X2t )|] <∞ (T ≥ 0, i = 1, 2). (3.2.4)
Then
E[Ψ(X1T ,X
2
0 )]− E[Ψ(X10 ,X2T )] =
∫ T
0
dt E[R(X1t ,X
2
T−t)] (T ≥ 0), (3.2.5)
where R(x1, x2) := Φ1(x1, x2)−Φ2(x1, x2) (x1 ∈ E1, x2 ∈ E2).
Proof Put
F (s, t) := E[Ψ(X1s ,X
2
t )] (s, t ≥ 0). (3.2.6)
Then, for each T > 0,∫ T
0
dt
{
F (t, 0)− F (0, t)}= ∫ T
0
dt
{
F (T − t, t)− F (0, t)− F (T − t, t) + F (t, 0)}
=
∫ T
0
dt
{
F (T − t, t)− F (0, t)}− ∫ T
0
dt
{
F (t, T − t)− F (t, 0)},
(3.2.7)
where we have subsituted t 7→ T − t in the term −F (T − t, t). Since X1 solves the martingale
problem for A1,
E
[
Ψ(X1T−t, x2)
]− E[Ψ(X10 , x2)] =
∫ T−t
0
ds E
[
Φ1(X
1
s , x2)
]
(x2 ∈ E2), (3.2.8)
and therefore, integrating the x2-variable with respect to the law ofX
2
t , using the independence
of X1 and X2 and (3.2.4), we find that∫ T
0
dt
{
F (T − t, t)− F (0, t)} = ∫ T
0
dt
{
E
[
Ψ(X1T−t,X
2
t )
]− E[Ψ(X10 ,X2t )]}
=
∫ T
0
dt
∫ T−t
0
ds E
[
Φ1(X
1
s ,X
2
t )
]
=
∫ T
0
dt
∫ t
0
ds E
[
Φ1(X
1
t−s,X
2
s )
]
.
(3.2.9)
Treating the second term in the right-hand side of (3.2.7) in the same way, we find that∫ T
0
dt
{
F (t, 0)− F (0, t)} = ∫ T
0
dt
∫ t
0
ds E
[
Φ1(X
1
t−s,X
2
s )
]− ∫ T
0
dt
∫ t
0
ds E
[
Φ2(X
1
t−s,X
2
s )
]
.
(3.2.10)
Differentiating with respect to T we arrive at (3.2.5).
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3.3 Construction and comparison
3.3.1 Finite branching-coalescing particle systems
For finite initial conditions, the (a, b, c, d)-braco-process X can be constructed explicitly using
exponentially distributed random variables. The only thing one needs to check is that X does
not explode. This is part of the next proposition. Recall the definitions of N (Λ) and S(N (Λ))
from (3.1.10) and of G from (3.1.1).
Proposition 3.8 (Finite braco-processes) Let X be the (a, b, c, d)-braco-process started in
a finite state x. Then X does not explode. Moreover, with z〈k〉 := z(z + 1) · · · (z + k− 1), one
has
Ex
[|X|〈k〉t ] ≤ |x|〈k〉ekbt (k = 1, 2, . . . , t ≥ 0). (3.3.1)
For each f ∈ S(N (Λ)), one has Gf ∈ S(N (Λ)) and X solves the martingale problem for the
operator G with domain S(N (Λ)).
Proof Introduce stopping times τN := inf{t ≥ 0 : |Xt| ≥ N}. Put fkt (x) := |x|〈k〉e−kbt. It is
easy to see that
{G+ ∂∂t}fkt (x) ≤ kb|x|〈k〉e−kbt − kb|x|〈k〉e−kbt = 0. (3.3.2)
The stopped process (Xt∧τN )t≥0 is a jump process in {x ∈ NΛ : |x| ≤ N} with bounded jump
rates, and therefore standard theory tells us that the process (Mt)t≥0 given by
Mt := f
k
t∧τN (Xt∧τN )−
∫ t∧τN
0
({G+ ∂∂s}fks )(Xs) ds (t ≥ 0) (3.3.3)
is a martingale. By (3.3.2), it follows that Ex
[|Xt∧τN |〈k〉e−kb(t∧τN )] ≤ |x|〈k〉 and therefore
Ex
[|Xt∧τN |〈k〉] ≤ |x|〈k〉ekbt (k = 1, 2, . . . , t ≥ 0). (3.3.4)
In particular, setting k = 1, we see that
NP x[τN ≤ t] ≤ Ex
[|Xt∧τN |] ≤ |x|ebt (t ≥ 0), (3.3.5)
which shows that limN→∞ P
x[τN ≤ t] = 0 for all t ≥ 0, i.e., the process does not explode.
Taking the limit N ↑ ∞ in (3.3.4), using Fatou, we arrive at (3.3.1).
If f ∈ S(N (Λ)) then f is bounded on sets of the form {x ∈ NΛ : |x| ≤ N}, and therefore
Gf is well-defined. By standard theory, the processes (MNt )t≥0 given by
MNt := f(Xt∧τN )−
∫ t∧τN
0
Gf(Xs)ds (t ≥ 0) (3.3.6)
are martingales. It is easy to see that f ∈ S(N (Λ)) implies Gf ∈ S(N (Λ)), and therefore∫ t
0 E[|Gf(Xs)|ds < ∞ for all t ≥ 0 by (3.3.1). Using (3.3.4), one can now check that for
fixed t ≥ 0, the random variables {MNt }N≥1 are uniformly integrable. Taking the pointwise
limit in (3.3.6), one can now check that X solves the martingale problem for G with domain
S(N (Λ)).
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3.3.2 Monotonicity and subadditivity
In this section we present two simple comparison results for finite branching-coalescing particle
systems.
Lemma 3.9 (Comparison of branching-coalescing particle systems) Let X and X˜ be
the (a, b, c, d)-braco-process and the (a, b˜, c˜, d˜)-braco-process started in finite initial states x and
x˜, respectively. Assume that
x ≤ x˜, b ≤ b˜, c ≥ c˜, d ≥ d˜. (3.3.7)
Then X and X˜ can be coupled in such a way that
Xt ≤ X˜t (t ≥ 0). (3.3.8)
Proof We will construct a bivariate process (B,W ), say of black and white particles, such
that X = B are the black particles and X˜ = B+W are the black and white particles together.
To this aim, we let the particles evolve in such a way that black and white particles branch
with rates b and b˜, respectively, and additionally black particles give birth to white particles
with rate b˜− b. Moreover, all pairs of particles coalesce with rate 2c˜, where the new particle
is black if at least one of its parents is black, and additionally each pair of black particles is
with rate 2c − 2c˜ replaced by a pair consisting of one black and one white particle. Finally,
all particles die with rate d˜, and additionally, black particles change into white particles with
rate d − d˜. It is easy to see that with these rules, X and X˜ are the (a, b, c, d)-braco-process
and the (a, b˜, c˜, d˜)-braco-process, respectively.
The next lemma has been proved for Λ = Zd in [SU86, Lemma 2.2]. It can be proved (with
particles in three colors) in a similar way as the previous lemma.
Lemma 3.10 (Subadditivity) Let X,Y,Z be (a, b, c, d)-braco-processes started in finite ini-
tial states x, y, and x + y, respectively. Then X,Y,Z may be coupled in such a way that X
and Y are independent and
Zt ≤ Xt + Yt (t ≥ 0). (3.3.9)
3.3.3 Infinite branching-coalescing particle systems
In this section we carry out the construction of branching-coalescing particle systems for
infinite initial conditions. We will also derive two results on the approximation of infinite
systems with finite systems, that are needed later on. Except for the statement about sample
paths, the next proposition has been proved in [Che87], but we give a proof here for the sake
of completeness.
Proposition 3.11 (Construction of branching-coalescing particle systems) For each
f ∈ CLip(Eγ(Λ)) and t ≥ 0, the function Stf defined in (3.1.11) can be extended to a unique
Lipschitz function on Eγ(Λ), also denoted by Stf . There exists a unique (in distribution) time-
homogeneous Markov process with cadlag sample paths in the space Eγ(Λ) equipped with the
norm ‖ · ‖γ , such that
Ex[f(Xt)] = Stf(x) (f ∈ CLip(Eγ(Λ)), x ∈ Eγ(Λ), t ≥ 0). (3.3.10)
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We start with the following lemma.
Lemma 3.12 (Action of the semigroup on Lipschitz functions) If f : N (Λ) → R is
Lipschitz continuous in the norm ‖ · ‖γ from (3.1.14), with Lipschitz constant L, and K is the
constant from (3.1.12), then
|Stf(x)− Stf(y)| ≤ Le(K+b−d)t‖x− y‖γ (x, y ∈ N (Λ), t ≥ 0). (3.3.11)
Proof It follows from Propostion 3.8 that ∂∂tE[f(Xt)] = E[Gf(Xt)] for all f ∈ S(N (Λ)),
t ≥ 0. Applying this to the function f(x) := ‖x‖γ we see that
∂
∂tE
x[‖Xt‖γ ] =
∑
ij
a(i, j)(γj − γi)E[Xt(i)] + (b− d)Ex[‖Xt‖γ ]
−c
∑
i
γiE[Xt(i)(Xt(i)− 1)] ≤ (K + b− d)E[‖X‖γ ],
(3.3.12)
and therefore
Ex[‖Xt‖γ ] ≤ e(K+b−d)t‖x‖γ (x ∈ N (Λ)). (3.3.13)
Let Xx denote the (a, b, c, d)-braco-process started in x. By Lemma 3.9, we can couple Xx,
Xy, Xx∧y, and Xx∨y such that Xx∧yt ≤ Xxt ,Xyt ≤ Xx∨yt for all t ≥ 0. It follows that
E[‖Xxt −Xyt ‖γ ] ≤ E[‖Xx∨yt −Xx∧yt ‖γ ]. (3.3.14)
By Lemma 3.10, we can couple Xx∧y and Xx∨y to the process X |x−y| such that Xx∨yt ≤
Xx∧yt +X
|x−y|
t for all t ≥ 0. Therefore, by (3.3.14) and (3.3.13),
E[‖Xxt −Xyt ‖γ ] ≤ E[‖X |x−y|t ‖γ ] ≤ ‖x− y‖γe(K+b−d)t, (3.3.15)
which implies that
|Stf(x)− Stf(y)| ≤ E[|f(Xxt )− f(Xyt )|] ≤ LE[‖Xxt −Xyt ‖γ ] ≤ L‖x− y‖γe(K+b−d)t, (3.3.16)
as required.
Since Lipschitz functions on N (Λ) have a unique Lipschitz extension to Eγ(Λ), Lemma 3.12
implies that Stf can be uniquely extended to a function in CLip(Eγ(Λ)) for each f ∈ CLip(Eγ(Λ)).
Lemma 3.13 (Construction of the process for fixed times) Let X(n) be (a, b, c, d)-braco-
processes started in initial states x(n) ∈ N (Λ) such that x(n) ↑ x for some x ∈ Eγ(Λ). Then
the X(n) may be coupled such that X
(n)
t ↑ Xt (t ≥ 0) for some N
Λ
-valued process X = (Xt)t≥0.
The process X satisfies Xt ∈ Eγ(Λ) a.s. ∀t ≥ 0 and X is a Markov process with semigroup
(St)t≥0.
Proof It follows from Lemma 3.9 that the X(n) can be coupled such that X
(n)
t ≤ X(n+1)t
(t ≥ 0), and therefore X(n)t ↑ Xt (t ≥ 0) for some NΛ-valued random variables Xt. By (3.3.15),
E
[‖Xt −X(n)t ‖γ] = lim
m↑∞
E
[‖X(m)t −X(n)t ‖γ] ≤ ‖x− x(n)‖γe(K+b−d)t. (3.3.17)
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This shows in particular that E[‖Xt‖γ ] < ∞ and therefore Xt ∈ Eγ(Λ) a.s. ∀t ≥ 0. If
f ∈ CLip(Eγ(Λ)) has Lipschitz constant L, then by (3.3.17),
|E[f(Xt)]− E[f(X(n)t )]| ≤ E[|f(Xt)− f(X(n)t )|]
≤ LE[‖Xt −X(n)t ‖γ ] ≤ L‖x− x(n)‖γe(K+b−d)t,
(3.3.18)
and therefore
E[f(Xt)] = lim
n↑∞
E[f(X
(n)
t )] = lim
n↑∞
Stf(x
(n)) = Stf(x). (3.3.19)
This proves that for each x ∈ Eγ(Λ) and t ≥ 0 there exists a probability measure Pt(x, ·) on
Eγ(Λ) such that
∫
Pt(x,dy)f(y) = Stf(x) for all f ∈ CLip(Eγ(Λ)). We need to show that X is
the Markov process with transition probabilities Pt(x,dy). Let CLip,b(Eγ(Λ)) denote the class
of bounded Lipschitz functions on Eγ(Λ). Then CLip,b(Eγ(Λ)) is closed under multiplication
and St maps CLip,b(Eγ(Λ)) into itself. Therefore, for all 0 ≤ t0 < · · · < tk and f1, . . . , fk ∈
CLip,b(Eγ(Λ)), one has
E
[
f1(X
(n)
t1 ) · · · fk(X
(n)
tk
)
]
= St1f1St2−t1f2 · · · Stk−tk−1fk(x(n)). (3.3.20)
It follows from (3.3.17) that
∣∣E[f1(Xt1) · · · fk(Xtk)]− E[f1(X(n)t1 ) · · · fk(X(n)tk )]∣∣ ≤ ‖x− x(n)‖γ
k∑
i=1
Lie
(K+b−d)tk
∏
j 6=i
‖fj‖∞,
(3.3.21)
where Li is the Lipschitz constant of fi. Taking the limit n ↑ ∞ in (3.3.20), using (3.3.21), we
see that
E
[
f1(Xt1) · · · fk(Xtk )
]
= St1f1St2−t1f2 · · ·Stk−tk−1fk(x), (3.3.22)
i.e., X is the Markov process with semigroup (St)t≥0.
Proof of Proposition 3.11 We need to show that the process X from Lemma 3.13 satisfies
Xt ∈ Eγ(Λ) ∀t ≥ 0 a.s. (and not just for fixed times) and that (Xt)t≥0 has cadlag sample paths
with respect to the norm ‖ · ‖γ . It suffices to prove these facts on the time interval [0, 1]. We
will do this by constructing an Eγ(Λ)-valued process Z such that Z makes only upward jumps,
and the number of upward jumps of Z dominates the number of upward jumps of X.
Couple the process X(n) from Lemma 3.13 to a process Y (n) such that the joint process
(X(n), Y (n)) is the Markov process in N (Λ)×N (Λ) with generator
GX,Y f(x, y) :=∑
ij
a(i, j)x(i){f(x + δj − δi, y + δi)− f(x, y)}+
∑
ij
a(i, j)y(i){f(x, y + δj)− f(x, y)}
+b
∑
i
x(i){f(x+ δi, y)− f(x, y)}+ b
∑
i
y(i){f(x, y + δi)− f(x, y)}
+c
∑
i
x(i)(x(i) − 1){f(x − δi, y + δi)− f(x, y)}+ d
∑
i
x(i){f(x− δi, y + δi)− f(x, y)}.
(3.3.23)
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and initial state (X
(n)
0 , Y
(n)
0 ) = (x
(n), 0). Indeed, it is not hard to see that the first component
of the process with generator GX,Y is the (a, b, c, d)-braco-process, and that Z
(n) := X(n)+Y (n)
is the Markov process in N (Λ) with generator
GZf(z) :=
∑
ij
a(i, j)z(i){f(z + δj)− f(z)}+ b
∑
i
z(i){f(z + δi)− f(z)} (3.3.24)
and initial state Z
(n)
0 = x
(n). In analogy with (3.3.13) it is easy to check that
Ez[‖Z(n)t ‖γ ] ≤ ‖x(n)‖γe(K+b)t (z ∈ N (Λ), t ≥ 0). (3.3.25)
Z(n) makes only upward jumps and Z(n)(i) makes at least as many upward jumps as X(n)(i).
Since X(n)(i) cannot become negative, it follows that
|{t ∈ [0, 1] : X(n)t− (i) 6= X(n)t (i)}| ≤ x(n)(i) + 2Z(n)1 (i). (3.3.26)
Summing with respect to the γi, taking expectations, using (3.3.25), we see that∑
i
γiE
[|{t ∈ [0, 1] : X(n)t− (i) 6= X(n)t (i)}|] ≤ ‖x(n)‖γ(1 + 2eK+b). (3.3.27)
Let Z be the increasing limit of the processes Z(n). It follows from (3.3.25) that Z1 ∈ Eγ(Λ)
a.s. Now
Xt,Xt− ≤ Zt ≤ Z1 ∀t ∈ [0, 1] a.s., (3.3.28)
and therefore Xt,Xt− ∈ Eγ(Λ) ∀t ∈ [0, 1] a.s. Since a.s. all jumps occur at different times,
|{t ∈ [0, 1] : X(n)t− (i) 6= X(n)t (i)}| ↑ |{t ∈ [0, 1] : Xt−(i) 6= Xt(i)}| as n ↑ ∞. (3.3.29)
Thus, taking the limit n ↑ ∞ in (3.3.27) we see that∑
i
γiE
[|{t ∈ [0, 1] : Xt−(i) 6= Xt(i)}|] ≤ ‖x‖γ(1 + 2eK+b). (3.3.30)
This proves that X has a.s. componentwise cadlag sample paths. If 1 ≥ tn ↓ t, then Xtn → Xt
pointwise and |Xtn −Xt| ≤ 2Z1, and therefore, by dominated convergence,
‖Xtn −Xt‖γ =
∑
i
γi|Xtn(i)−Xt(i)| → 0. (3.3.31)
The same argument shows that Xtn → Xt− for tn ↑ t ≤ 1, i.e., X has cadlag sample paths
with respect to the norm ‖ · ‖γ .
The proof of Proposition 3.11 yields a useful corollary.
Corollary 3.14 (Locally finite number of jumps) The (a, b, c, d)-braco-process X satisfies∑
i
γiE
x
[|{t ∈ [0, 1] : Xt−(i) 6= Xt(i)}|] ≤ ‖x‖γ(1 + 2eK+b). (3.3.32)
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We can now prove two approximation lemmas.
Lemma 3.15 (Convergence of finite dimensional distributions) Let Xxn ,Xx be the
(a, b, c, d)-braco-process started in initial states xn, x ∈ Eγ(Λ), respectively, such that
lim
n→∞
‖xn − x‖γ = 0. (3.3.33)
Then, for all 0 ≤ t1 < · · · < tk, one has
(X
(n)
t1 , . . . ,X
(n)
tk
)⇒ (Xt1 , . . . ,Xtk ) as n→∞. (3.3.34)
Proof Use (3.3.22) for xn and then let n→∞.
Lemma 3.16 (Monotonicities for infinite systems) Lemmas 3.9 and 3.10 also hold for
infinite initial states. If Xx,Xxn are (a, b, c, d)-braco-process started in initial states x, xn ∈
Eγ(Λ), such that xn ↑ x, then Xx,Xxn may be coupled such that
Xxnt (i) ↑ Xxt (i) as n ↑ ∞ ∀i ∈ Λ, t ≥ 0 a.s. (3.3.35)
Proof The proof of Proposition 3.11 shows that (3.3.35) holds if the xn are finite. To generalize
Lemma 3.9 to infinite initial states x, x˜, it therefore suffices to note that if x ≤ x˜, then there
exist finite xn ≤ x˜n such that xn ↑ x and x˜n ↑ x˜, and then take the limit n ↑ ∞ in (3.3.8)
using (3.3.35). Lemma 3.10 can be generalized to infinite x, y by approximation with finite
xn, yn in the same way. Finally, to see that (3.3.35) remains valid if the xn are infinite, note
that by Lemma 3.9 (which has now been proved in the infinite case), the processes Xxn can
be coupled such that Xxnt (i) ≤ Xxn+1t (i) for all i ∈ Λ and t ≥ 0. Denote the increasing limit
of the Xxn by Xx. Lemma 3.15 shows that Xx has the same finite dimensional distributions
as the (a, b, c, d)-braco-process started in x and it follows from Corollary 3.14 that Xx has
componentwise cadlag sample paths, so Xx is a version of the (a, b, c, d)-braco-process started
in x.
3.3.4 Construction and comparison of resampling-selection processes
We equip the space [0, 1]Λ with the product topology and let C([0, 1]Λ) denote the space
of continuous real functions on [0, 1]Λ, equipped with the supremum norm. By C2fin([0, 1]Λ)
we denote the space of C2 functions on [0, 1]Λ depending on finitely many coordinates. By
definition, C2sum([0, 1]Λ) is the space of continuous functions f on [0, 1]Λ such that the partial
derivatives ∂∂φ(i)f(φ) and
∂2
∂φ(i)∂φ(j)f(φ) exist for each x ∈ (0, 1)Λ and such that the functions
φ 7→ ( ∂∂φ(i)f(φ))i∈Λ and φ 7→ ( ∂2∂φ(i)∂φ(j)f(φ))i,j∈Λ (3.3.36)
can be extended to continuous functions from [0, 1]Λ into the spaces ℓ1(Λ) and ℓ1(Λ2) of
absolutely summable sequences on Λ and Λ2, respectively, equipped with the ℓ1-norm. Define
an operator G : C2sum([0, 1]Λ)→ C([0, 1]Λ) by
Gf(φ) :=
∑
ij
a(j, i)(φ(j) − φ(i)) ∂∂φ(i)f(φ) + b
∑
i
φ(i)(1 − φ(i)) ∂∂φ(i)f(φ)
+c
∑
i
φ(i)(1 − φ(i)) ∂2
∂φ(i)2
f(φ)− d
∑
i
φ(i) ∂∂φ(i)f(φ) (φ ∈ [0, 1]Λ).
(3.3.37)
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One can check that for f ∈ C2sum([0, 1]Λ), the infinite sums converge in the supremumnorm and
the result does not depend on the summation order [Swa99, Lemma 3.4.4]. If a [0, 1]Λ-valued
process X solves the martingale problem for G with domain Cfin([0, 1]Λ), then also for the
larger domain Csum([0, 1]Λ) (see [Swa99, Lemma 3.4.5]).
Let C[0,1]Λ [0,∞) denote the space of continuous functions from [0,∞) into [0, 1]Λ, equipped
with the topology of uniform convergence on compacta. If X (n),X are C[0,1]Λ [0,∞)-valued
random variables, then we say that X (n) converges in distribution to X , denoted as X (n) ⇒ X ,
when L(X (n)) converges weakly to L(X ). Convergence in distribution implies convergence of
the finite-dimensional distributions (see [EK86, Theorem 3.7.8]). The fact that a C[0,1]Λ [0,∞)-
valued random variable X solves the martingale problem for G is a property of the law of
X only. Standard results from [EK86] yield the following (for the details, see for example
Lemma 4.1 in [Swa00]):
Lemma 3.17 (Existence and compactness of solutions to the martingale problem)
For each φ ∈ [0, 1]Λ, there exists a solution X to the martingale problem for G with initial
state X0 = φ, and each solution to the martingale problem for G has continuous sample
paths. Moreover, the space {L(X ) : X solves the martingale problem for G} is compact in the
topology of weak convergence.
If X solves the SDE (3.1.3), then X solves the martingale problem for G. Conversely, each
solution to the martingale problem for G is equal in distribution to some (weak) solution of
the SDE (3.1.3). Thus, existence of (weak) solutions to (3.1.3) follows from Lemma 3.17.
Distribution uniqueness of solutions to (3.1.3) follows from pathwise uniqueness, which is in
turn implied by the following comparison result.
Lemma 3.18 (Monotone coupling of linearly interacting diffusions) Let I ⊂ R be a
closed interval, let σ : I → R be Ho¨lder-12 -continuous, and let b1, b2 : I → R be Lipschitz
continuous functions such that b1 ≤ b2. Let Xα (α = 1, 2) be solutions, relative to the same
system of Brownian motions, of the SDE
dXαt (i) =
∑
j
a(j, i)(Xαt (j)− Xαt (i))dt+ bα(Xαt (i))dt+ σ(Xαt (i))dBt(i). (3.3.38)
(i ∈ Λ, t ≥ 0, α = 1, 2). Then
X 10 ≤ X 20 implies X 1t ≤ X 2t ∀t ≥ 0 a.s. (3.3.39)
Proof (sketch) Set ∆t(i) := X 1t (i) − X 2t (i) and write x+ := x ∨ 0. Using an appropriate
smoothing of the function x 7→ x+ in the spirit of [YW71, Theorem 1] and arguing as in the
proof of [SS80, Theorem 3.2], one can show that
E[‖∆+t ‖γ ] ≤ (K + L)
∫ t
0
E[‖∆+s ‖γ ]ds, (3.3.40)
where ‖ · ‖γ is the norm from (3.1.14), K is the constant from (3.1.12), and L is the Lipschitz-
constant of b2. The result now follows from Gronwall’s inequality.
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Corollary 3.19 (Comparison of resampling-selection processes) Assume that X , X˜
are solutions to the SDE (3.1.3), relative to the same collection of Brownian motions, with
parameters (a, b, c, d) and (a, b˜, c, d˜) and starting in initial states φ, φ˜, respectively. Assume
that
φ ≤ φ˜, d− b ≥ d˜− b˜, d ≥ d˜. (3.3.41)
Then
Xt ≤ X˜t ∀t ≥ 0 a.s. (3.3.42)
Proof Immediate from Lemma 3.18 and the fact that by (3.3.41), bx(1−x)−dx ≤ b˜x(1−x)−d˜x
for all x ∈ [0, 1].
Our next lemma shows that resampling-selection processes with finite initial mass have finite
mass at all later times. The estimate (3.3.43) is not very good if b− d < 0, but it suffices for
our purposes.
Lemma 3.20 (Summable resampling-selection processes)Let X be the (a, b, c, d)-resem-
process started in x ∈ [0, 1]Λ with |x| <∞. Set r := (b− d) ∨ 0. Then
Ex
[|Xt|] ≤ |x|ert (t ≥ 0), (3.3.43)
and |Xt| <∞ ∀t ≥ 0 a.s.
Proof Without loss of generality we may assume that b ≥ d; otherwise, using Corollary 3.19,
we can bound X from above by a braco-process with a higher b. Set r := b − d and put
Yt(i) := Xt(i)e−rt. By Itoˆ’s formula,
dYt(i) =
∑
j
a(j, i)(Yt(j)−Yt(i)) dt−be−rtXt(i)2dt+e−rt
√
cXt(i)(1 − Xt(i)) dBt(i). (3.3.44)
Set τN := inf{t ≥ 0 : |Xt| ≥ N}. Integrate (3.3.44) up to t ∧ τN and sum over i. The motion
terms yield∫ t∧τN
0
∑
ij
a(j, i)(Ys(j)− Ys(i)) ds
=
∫ t∧τN
0
∑
j
(∑
i
a(j, i)
)Ys(j) ds −
∫ t∧τN
0
∑
i
(∑
j
a†(i, j)
)Ys(i) ds = 0, (3.3.45)
where the infinite sums converge in a bounded pointwise way since |Ys| ≤ N for s ≤ τN . It
follows that
|Yt∧τN | = |x| − b
∑
i
∫ t∧τN
0
Xs(i)2e−rsds+
∑
i
∫ t∧τN
0
√
cXs(i)(1 − Xs(i)) e−rsdBs(i), (3.3.46)
provided we can show that the infinite sum of stochastic integrals converges. Indeed, for any
finite ∆ ⊂ Λ, by the Itoˆ isometry,∑
i∈∆
E
[∣∣∣ ∫ t∧τN
0
√
cXs(i)(1 −Xs(i)) e−rsdBs(i)
∣∣∣2]
= c
∑
i∈∆
E
[ ∫ t∧τN
0
Xs(i)(1 − Xs(i))e−2rsds
]
≤ cE
[ ∫ t∧τN
0
|Xs|ds
]
≤ ctN,
(3.3.47)
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which shows that the stochastic integrals in (3.3.46) are absolutely summable in L2-norm. It
follows from (3.3.46) that
Ex[|Xt∧τN |]e−rt ≤ Ex[|Xt∧τN |e−r(t∧τN )] = Ex[|Yt∧τN |] ≤ |x|. (3.3.48)
Now NP x[τN ≤ t] ≤ |x|ert for all t ≥ 0, which shows that τN ↑ ∞ as N ↑ ∞ a.s. Letting
N ↑ ∞ in (3.3.48) we arrive at (3.3.43).
We conclude this section with two results on the continuity of X in its initial state.
Lemma 3.21 (Convergence in law) Assume that X (n),X are (a, b, c, d)-resem-processes,
started in x(n), x ∈ [0, 1]Λ, respectively. Then x(n) → x implies X (n) ⇒ X .
Proof By Lemma 3.17, the laws L(X (n)) are tight and each cluster point of the L(X (n)) solves
the martingale problem for G with initial state x. Therefore, by uniqueness of solutions to the
martingale problem, X (n) ⇒ X .
Lemma 3.22 (Monotone convergence) Let X (n),X be (a, b, c, d)-resem-processes started
in x(n), x ∈ [0, 1]Λ, respectively, such that
x(n) ↑ x as n ↑ ∞. (3.3.49)
Then X (n),X may be defined on the same probablity space such that
X (n)t (i) ↑ Xt(i) ∀i ∈ Λ, t ≥ 0 as n ↑ ∞ a.s. (3.3.50)
Proof Let X (n),X be solutions of the SDE (3.1.3) relative to the same system of Brownian
motions. By Corollary 3.19, X (n) ≤ X (n+1) and X (n) ≤ X for all n. Write ∆(n)t := Xt − X (n)t
and set τ
(n)
ε := inf{t ≥ 0 : ∆(n)t ≥ ε}. A calculation as in the proof of Lemma 3.18 shows that
d‖∆(n)t ‖γ ≤ (K + b)‖∆(n)t ‖dt + martingale terms. (3.3.51)
It follows that
E
[‖∆(n)
t∧τ
(n)
ε
‖γ
] ≤ ‖x− x(n)‖γe(K+b)t. (3.3.52)
Now εP [τ
(n)
ε ≤ t] ≤ ‖x − x(n)‖γe(K+b)t from which we conclude that τ (n)ε ↑ ∞ as n ↑ ∞ for
every ε > 0.
3.4 Dualities
3.4.1 Duality and self-duality
Proof of Theorem 3.1 (a)We first prove the statement for finite x. We apply Theorem 3.7.
Our duality function is
Ψ(x, φ) := (1− φ)x (x ∈ N (Λ), φ ∈ [0, 1]Λ). (3.4.1)
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We need to check that the right-hand side in (3.2.5) is zero, i.e., that
GΨ(·, φ)(x) = G†Ψ(x, ·)(φ) (φ ∈ [0, 1]Λ, x ∈ N (Λ)), (3.4.2)
where G be the generator of the (a, b, c, d)-braco-process, defined in (3.1.1), and G† is the
generator of the (a†, b, c, d)-resem-process, defined in (3.3.37). Note that since x is finite,
Ψ(x, ·) ∈ C2fin([0, 1]Λ). We check that
GΨ(·, φ)(x)
=
∑
ij
a(i, j)x(i){(1 − φ(j)) − (1− φ(i))}(1 − φ)x−δi + b
∑
i
x(i){(1 − φ(i)) − 1}(1 − φ)x
+c
∑
i
x(i)(x(i) − 1){1 − (1− φ(i))}(1 − φ)x−δi + d
∑
i
x(i){1 − (1− φ(i)}(1 − φ)x−δi
= −
∑
ij
a†(j, i)(φ(j) − φ(i))x(i)(1 − φ)x−δi − b
∑
i
φ(i)(1 − φ(i))x(i)(1 − φ)x−δi
+c
∑
i
φ(i)(1 − φ(i))x(i)(x(i) − 1)(1 − φ)x−2δi + d
∑
i
φ(i)x(i)(1 − φ)x−δi
= G†Ψ(x, ·)(φ) (φ ∈ [0, 1]Λ, x ∈ N (Λ)).
(3.4.3)
Set
Φ(x, φ) := GΨ(·, φ)(x) = G†Ψ(x, ·)(φ) (φ ∈ [0, 1]Λ, x ∈ N (Λ)). (3.4.4)
It is not hard to see that there exists a constant K such that
|Φ(x, φ)| ≤ K
(
1 + |x|2
)
(φ ∈ [0, 1]Λ, x ∈ N (Λ)). (3.4.5)
Therefore, condition (3.2.4) is satisfied by (3.3.1).
To generalize the statement from finite x to general x ∈ Eγ(Λ), we apply Lemma 3.16.
Choose finite x(n) such that x(n) ↑ x and couple the (a, b, c, d)-braco-processes X(n),X with
initial conditions x(n), x, respectively, such that X(n) ↑ X. Then, for each t ≥ 0 and φ ∈ [0, 1]Λ,
Eφ[(1 −Xt)x(n) ] ↓ Eφ[(1 −Xt)x] as n ↑ ∞, (3.4.6)
and
E[(1 − φ)X(n)t ] ↓ E[(1 − φ)Xt ] as n ↑ ∞, (3.4.7)
where we used the continuity of the function x 7→ (1−φ)x with respect to increasing sequences.
Proof of Theorem 3.1 (b) We first prove the statement under the additional assumption
that φ and ψ are summable. Recall that by Lemma 3.20, if X0 is summable then Xt is
summable for all t ≥ 0 a.s. Let S := {φ ∈ [0, 1]Λ : |φ| < ∞} denote the space of summable
states. We apply Theorem 3.7. Our duality function is
Ψ(φ,ψ) := e− bc〈φ,ψ〉 (φ,ψ ∈ S). (3.4.8)
Let G,G† denote the generators of the (a, b, c, d)-resem-process and the (a†, b, c, d)-resem-
process, as in (3.3.37), respectively. We need to show that the right-hand side in (3.2.5) is zero,
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i.e., that GΨ(·, ψ)(φ) = G†Ψ(φ, ·)(ψ). It is not hard to see that Ψ(·, ψ),Ψ(φ, ·) ∈ Csum([0, 1]Λ)
for each ψ, φ ∈ S. We calculate
GΨ(·, ψ)(φ) =
{∑
ij
a(j, i)(φ(j) − φ(i))(− bc )ψ(i) + b
∑
i
φ(i)(1 − φ(i))(− bc )ψ(i)
+ c
∑
i
φ(i)(1 − φ(i))(− bc )2ψ(i)2 − d
∑
i
φ(i)(− bc )ψ(i)
}
e− bc〈φ,ψ〉
=− bc
{∑
ij
a(j, i)φ(j)ψ(i) −
(∑
j
a(j, i)
)∑
i
φ(i)ψ(i)
+ b
∑
i
φ(i)(1 − φ(i))ψ(i)(1 − ψ(i)) − d
∑
i
φ(i)ψ(i)
}
e− bc〈φ,ψ〉
=G†Ψ(φ, ·)(ψ).
(3.4.9)
It is not hard to see that there exists a constant K such that
|GΨ(·, ψ)(φ)| ≤ K|φ| |ψ| (φ,ψ ∈ S). (3.4.10)
Therefore, condition (3.2.4) is implied by Lemma 3.20, and Theorem 3.7 is applicable. To
generalize the result to general φ,ψ ∈ [0, 1]Λ, we apply Lemma 3.22.
3.4.2 Subduality
Fix constants β ∈ R, γ ≥ 0. Let M(Λ) := {φ ∈ [0,∞)Λ : |φ| < ∞} be the space of finite
measures on Λ, equipped with the topology of weak convergence, and let Y be the Markov
process in M(Λ) given by the unique pathwise solutions to the SDE
dYt(i) =
∑
j
a(j, i)(Yt(j) − Yt(i)) dt+ βYt(i) dt+
√
2γYt(i) dBt(i) (3.4.11)
(t ≥ 0, i ∈ Λ). Then Y is the well-known super random walk with underlying motion a,
growth parameter β and activity γ. One has [Daw93, Section 4.2]
Eφ
[
e−〈Yt, ψ〉] = e−〈φ,Utψ〉 (3.4.12)
for any φ ∈ M(Λ) and bounded nonnegative ψ : Λ→ R, where ut = Utψ solves the semilinear
Cauchy problem
∂
∂tut(i) =
∑
j
a(j, i)(ut(j)− ut(i)) + βut(i)− γut(i)2 (i ∈ Λ, t ≥ 0) (3.4.13)
with initial condition u0 = ψ. The semigroup (Ut)t≥0 acting on bounded nonnegative functions
ψ on Λ is called the log-Laplace semigroup of Y.
We will show that (a, b, c, d)-braco-process and the super random walk with underlying
motion a†, growth parameter b− d+ c and activity c are related by a duality formula with a
nonnegative error term. In analogy with words such as subharmonic and submartingale, we
call this a subduality relation.
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Proposition 3.23 (Subduality with a branching process) Let X be the (a, b, c, d)-braco-
process and let Y be the super random walk with underlying motion a†, growth parameter
b− d+ c and activity c. Then
Ex
[
e−〈φ,Xt〉] ≥ Eφ[e−〈Yt, x〉] (x ∈ Eγ(Λ), φ ∈ M(Λ)). (3.4.14)
ProofWe first prove the statement for finite x. We apply Theorem 3.7 to X and Y considered
as processes in N (Λ) and M(Λ), respectively. The process Y solves the martingale problem
for the operator
Hf(φ) :=
∑
ij
a†(j, i)(φ(j) − φ(i)) ∂∂φ(i)f(φ) + (b− d+ c)
∑
i
φ(i) ∂∂φ(i)f(φ)
+c
∑
i
φ(i) ∂
2
∂φ(i)2
f(φ) (φ ∈ [0, 1]Λ),
(3.4.15)
defined for functions φ in the space C2fin,b[0,∞)Λ of bounded C2 functions on [0,∞)Λ depending
on finitely many coordinates. Our duality function is Ψ(x, φ) := e−〈φ,x〉. We observe that
Ψ(x, ·) ∈ C2fin,b[0,∞)Λ for all x ∈ N (Λ) and calculate
GΨ(·, φ)(x) =
{∑
ij
a(i, j)x(i)
(
eφ(i)−φ(j) − 1)+ b∑
i
x(i)
(
e−φ(i) − 1)
+ c
∑
i
x(i)(x(i) − 1)(eφ(i) − 1) + d∑
i
x(i)
(
eφ(i) − 1)}e−〈φ, x〉, (3.4.16)
and
HΨ(x, ·)(φ) =
{∑
ij
a†(j, i)x(i)(φ(i) − φ(j)) − (b− d+ c)x(i)φ(i)
+ c
∑
i
x(i)2φ(i)
}
e−〈φ, x〉
(3.4.17)
(x ∈ N (Λ), φ ∈ M(Λ)). It is not hard to see that there exists a constant K such that
|GΨ(·, φ)(x)| ≤ K|x|2 and |HΨ(x, ·)(φ)| ≤ K|x|2 |φ| (x ∈ N (Λ), φ ∈ M(Λ)). (3.4.18)
and therefore condition (3.2.4) is implied by (3.3.1) and the elementary estimate E[|Yt|] ≤
e(b−d+c)t|φ|. One has
GΨ(·, φ)(x) −HΨ(x, ·)(φ) =
{∑
ij
a(i, j)x(i)
(
eφ(i)−φ(j) − 1− (φ(i) − φ(j)))
+b
∑
i
x(i)
(
e−φ(i) − 1 + φ(i)) + c∑
i
x(i)(x(i) − 1)(eφ(i) − 1− φ(i))
+d
∑
i
x(i)
(
eφ(i) − 1− φ(i))}e−〈φ, x〉 ≥ 0,
(3.4.19)
and therefore, for finite x, (3.4.14) is implied by Theorem 3.7. The general case follows by
approximation, using Lemma 3.16.
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3.5 The maximal processes
3.5.1 The maximal branching-coalescing process
Using Proposition 3.23 we can now prove Theorem 3.2.
Proof of Theorem 3.2 Choose x(n) ∈ Eγ(Λ) such that x(n)(i) ↑ ∞ for all i ∈ Λ. By
Lemma 3.16, the (a, b, c, d)-braco processes X(n) started in x(n), respectively, can be coupled
such that X
(n)
t ≤ X(n+1)t for each t ≥ 0. Define X(∞) = (X(∞)t )t≥0 as the N
Λ
-valued process
that is the pointwise increasing limit of the X(n). By Proposition 3.23 and (3.4.12),
E
[
1− e−〈εδi,X
(n)
t 〉] ≤ 1− e−〈εδi,Utx(n)〉 (t, ε ≥ 0, i ∈ Λ). (3.5.1)
where (Ut)t≥0 is the log-Laplace semigroup of the super random walk with underlying motion
a†, growth parameter r := b− d+ c and activity c. It follows that
E[X
(n)
t (i)] = lim
ε↓0
ε−1E
[
1− e−〈εδi,X
(n)
t 〉] ≤ lim
ε↓0
ε−1
(
1− e−〈εδi,Utx(n)〉) = Utx(n)(i) (3.5.2)
(t ≥ 0, i ∈ Λ). Using the explicit solution of (3.4.13) for constant initial conditions, it is easy
to see that Utx(n) ↑ Ut∞, where
Ut∞ :=
{
r
c(1−e−rt) if r 6= 0,
1
ct if r = 0.
(3.5.3)
(See formula (2.6.9).) Letting n ↑ ∞ in (3.5.2) we arrive at Theorem 3.2 (b). Moreover, we
see that
E
[‖X(∞)t (i)‖γ] ≤ Ut∞∑
i
γi <∞ (t > 0), (3.5.4)
and therefore X
(∞)
t ∈ Eγ(Λ) a.s. for each t > 0. Part (a) of the theorem now follows from
Lemma 3.16. Using Theorem 3.1 (a) and the continuity of the function x 7→ (1 − φ)x with
respect to increasing sequences, reasoning as in (3.1.28), we see that
P [Thinφ(X
(∞)
t ) = 0] = P
φ[X †t = 0] (φ ∈ [0, 1]Λ, t ≥ 0), (3.5.5)
where X † denotes the (a†, b, c, d)-resem-process. Since formula (3.5.5) determines the distribu-
tion of X
(∞)
t uniquely, the law of X
(∞)
t does not depend on the choice of the x
(n) ↑ ∞ (t ≥ 0).
This completes the proof of part (c) of the theorem.
To prove part (d), fix 0 ≤ s ≤ t. Choose yn ∈ Eγ(Λ), yn(i) ↑ ∞ ∀i ∈ Λ and let X˜(n) be
the (a, b, c, d)-braco-process started in X˜
(n)
0 := X
(∞)
t−s ∨ yn. Then X˜(n)0 ≥ X(∞)t−s and therefore,
by Lemma 3.9, X˜
(n)
s and X
(∞)
t may be coupled such that X˜
(n)
s ≥ X(∞)t . By part (c) of the
theorem, X˜
(n)
s and X
(∞)
s may be coupled such that X˜
(n)
s ↑ X(∞)s and therefore X(∞)s and X(∞)t
may be coupled such that X
(∞)
s ≥ X(∞)t .
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It follows that L(X(∞)t ) ↓ ν for some probability measure ν on Eγ(Λ). Set ρ := L(X(∞)1 )
and let (St)t≥0 denote the semigroup of the (a, b, c, d)-braco-process. Recall the definition of
CLip,b(Eγ(Λ)) above (3.3.20). One has∫
ν(dx)f(x) = lim
t→∞
∫
ρ(dx)Stf(x) (3.5.6)
for every f ∈ CLip,b(Eγ(Λ)). Therefore, since St maps CLip,b(Eγ(Λ)) into itself,∫
ν(dx)Ssf(x) = lim
t→∞
∫
ρ(dx)StSsf(x) =
∫
ν(dx)f(x) (s ≥ 0), (3.5.7)
for every f ∈ CLip,b(Eγ(Λ)), which shows that ν is an invariant measure. If ν is another
invariant measure, then L(X(∞)t ) ≥ ν for all t ≥ 0. Letting t→∞, we see that ν ≥ ν, proving
part (e) of the theorem. Part (f) has already been proved in the introduction.
3.5.2 The maximal resampling-selection process
The proof of Theorem 3.3 (a)–(c) is similar to the proof of Theorem 3.2, but easier. Recall
that Theorem 3.3 (d) is proved in Section 3.1.5.
Proof of Theorem 3.3 (a)–(c) Part (a) can be proved in the same way as Theorem 3.2 (d),
using Lemma 3.22. The proof of part (b) goes analogue to the proof of Theorem 3.2 (e). To
see why (3.1.30) holds, note that for any φ ∈ [0, 1]Λ, by Theorem 3.1 (a),∫
µ(dφ)(1 − φ)x = lim
t→∞
P 1[ThinXt(x) = 0] = lim
t→∞
P x[Thin1(X
†
t ) = 0]. (3.5.8)
To complete the proof of part (c) we must show that µ is nontrivial if and only if the (a†, b, c, d)-
process survives. Using subadditivity (Lemma 3.10) it is easy to see that the (a†, b, c, d)-process
survives if and only if P δi [X†t 6= 0 ∀t ≥ 0] > 0 for some i ∈ Λ. Formula (3.1.30) implies that∫
µ(dφ)φ(i) = P δi [X†t 6= 0 ∀t ≥ 0], which shows that µ = δ0 if and only if the (a†, b, c, d)-
process survives. If µ 6= δ0 then the measure µ conditioned on {φ : φ 6= 0} is an invariant
measure of the (a, b, c, d)-resem-process that is stochastically larger than µ. By part (b), this
conditioned measure is µ itself, thus µ({0}) = 0, i.e., µ is nontrivial.
3.6 Convergence to the upper invariant measure
3.6.1 Extinction versus unbounded growth
In this section we prove Lemma 3.5. It has already been proved in Section 3.1.5 that e−
b
c
|Xt|
is a submartingale. Therefore, if b > 0, then |Xt| converges a.s. to a limit in [0,∞]. If b = 0
then it is easy to see that |Xt| is a nonnegative supermartingale and therefore also in this
case |Xt| converges a.s. Thus, all we have to do is to show that limt→∞ |Xt| takes values in
{0,∞} a.s. (Proposition 3.25 below), and that X gets extinct in finite time if the limit is zero
(Lemma 3.24). Throughout this section, c > 0 and X is the (a, b, c, d)-resem-process starting
in an initial state φ ∈ [0, 1]Λ with |φ| <∞.
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Lemma 3.24 (Finite time extinction) One has Xt = 0 for some t ≥ 0 a.s. on the event
limt→∞ |Xt| = 0.
Proof Choose x(n) ∈ Eγ(Λ) such that x(n)(i) ↑ ∞ for all i ∈ Λ. Let X(n)† denote the
(a†, b, c, d)-braco-process started in x(n) and let X(∞)† denote the maximal (a†, b, c, d)-braco-
process. By Theorem 3.1 (a) and Theorem 3.2 (b),
P φ[Xt 6= 0] = lim
n↑∞
P φ[ThinXt(x
(n)) 6= 0] = lim
n↑∞
P [Thinφ(X
(n)†
t ) 6= 0]
= P [Thinφ(X
(∞)†
t ) 6= 0] ≤ E
[|Thinφ(X(∞)†t )|] = 〈φ,E[X(∞)†t ]〉 ≤ |φ|Ut∞, (3.6.1)
where Ut∞ is the function on the right-hand side in (3.1.23). Choose ε > 0 and t0 > 0 such
that εUt0∞ ≤ 12 . Let (Ft)t≥0 denote the filtration generated by X . By (3.6.1),
1
21{|Xt| ≤ ε} ≤ P [Xt+t0 = 0|Ft] ≤ P [∃s ≥ 0 s.t. Xs = 0|Ft]. (3.6.2)
Now
1{lims→∞Xs = 0} ≤ lim inft→∞ 1{|Xt| ≤ ε}, (3.6.3)
while
P [∃s ≥ 0 s.t. Xs = 0|Ft]→ 1{∃s ≥ 0 s.t. Xs = 0} as t→∞ a.s., (3.6.4)
by convergence of right-continuous martingales and the fact that the left-hand side is right-
continuous by a general property of strong Markov processes described in Section 2.6.6 from
Chapter 2. Letting t→∞ in (3.6.2), using (3.6.3) and (3.6.4), we find that 121{lims→∞ Xs=0} ≤
1{∃s≥0 s.t. Xs=0} a.s.
To finish this section, we need to prove:
Proposition 3.25 (Convergence to zero or infinity) Assume that Λ is infinite. Then
limt→∞ |Xt| ∈ {0,∞} a.s.
Since the proof of Proposition 3.25 is rather long we break it up into a number of steps. At
each step, we will skip the proof if it is obvious but tedious. Our first step is:
Lemma 3.26 (Integrable fluctuations) One has∫ ∞
0
∑
i
Xt(i)(1 −Xt(i)) dt <∞ (3.6.5)
a.s. on the event limt→∞ |Xt| ∈ [0,∞).
Proof For any ψ ∈ [0,∞)Λ with |ψ| <∞ one has e−〈·,ψ〉 ∈ C2sum([0, 1]Λ) and (compare (3.4.9))
Ge−〈·, ψ〉(φ)=
{
−
∑
i
φ(i)
∑
j
a†(j, i)(ψ(j) − ψ(i))
+
∑
i
φ(i)(1 − φ(i))(cψ(i)2 − bψ(i)) + d∑
i
φ(i)ψ(i)
}
e−〈φ,ψ〉.
(3.6.6)
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Since X solves the martingale problem for G,
E
[ ∫ t
0
Ge−〈·, ψ〉(Xs)ds
]
= E
[
e−〈Xt, ψ〉]− e−〈φ,ψ〉 (t ≥ 0). (3.6.7)
Choose λ > 0 such that cλ2 − bλ =: µ > 0 and ψn ∈ [0,∞)Λ with |ψn| <∞ such that ψn ↑ λ.
Then the bounded pointwise limit of the function i 7→ ∑j a†(j, i)(ψn(j) − ψn(i)) is zero and
therefore, taking the limit in (3.6.7), using Lemma 3.20, we find that
E
[ ∫ t
0
∑
i
{
µXs(i)(1 − Xs(i)) + λdXs(i)
}
e−λ|Xs|ds
]
= E
[
e−λ|Xt|]− e−〈φ,ψ〉. (3.6.8)
Letting t ↑ ∞, using the fact that the right-hand side of (3.6.8) is bounded by one, we see that∫ ∞
0
∑
i
{
µXt(i)(1 − Xt(i)) + λdXt(i)
}
e−λ|Xt| dt <∞ a.s., (3.6.9)
which implies (3.6.5).
Lemma 3.27 (Process not started with only zeros and ones) For every 0 < ε < 14
there exists a δ, r > 0 such that
P φ
[Xt(i) ∈ (ε, 1 − ε) ∀t ∈ [0, r]] ≥ δ (i ∈ Λ, φ ∈ [0, 1]Λ, φ(i) ∈ (2ε, 1 − 2ε)). (3.6.10)
Proof Since supi
∑
j a(i, j) < ∞ and all the components of the (a, b, c, d)-resem-process take
values in [0, 1], the maximal drift that the i-th component Xt(i) can experience (both in the
positive and negative direction) can be uniformly bounded. Now the proof of (3.6.10) is just
a standard calculation, which we skip.
Lemma 3.28 (Uniform convergence to zero or one) Almost surely on the event that
limt→∞ |Xt| ∈ [0,∞), there exists a set ∆ ⊂ Λ such that
lim
t→∞
inf
i∈∆
Xt(i) = 1 and lim
t→∞
sup
i∈Λ\∆
Xt(i) = 0. (3.6.11)
Proof Imagine that the statement does not hold. Then, by the continuity of sample paths,
with positive probability limt→∞ |Xt| ∈ [0,∞) while there exists 0 < ε < 14 such that for
every T > 0 there exists t ≥ T and i ∈ Λ with Xt(i) ∈ (2ε, 1 − 2ε). Using Lemma 3.27
and the strong Markov property, it is then not hard to check that with positive probability
limt→∞ |Xt| ∈ [0,∞) while there exist infinitely many disjoint time intervals [tk, tk + r] and
points ik ∈ Λ such that Xt(ik) ∈ (ε, 1−ε) for all t ∈ [tk, tk+r]. This contradicts Lemma 3.26.
Lemma 3.29 (Convergence to one on a finite nonempty set) Almost surely on the
event limt→∞ |Xt| ∈ (0,∞), the set ∆ from Lemma 3.28 is finite and nonempty.
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Proof It is clear that ∆ is finite a.s. on the event limt→∞ |Xt| < ∞. Now imagine that ∆
is empty. Then, a.s. on the event limt→∞ |Xt| > 0, there exists a random time T such that
Xt(i) ≤ 12 for all t ≥ T and i ∈ Λ. Since z(1 − z) ≥ 12z on [0, 12 ], it follows that a.s. on the
event limt→∞ |Xt| > 0, ∫ ∞
T
∑
i
Xt(i)(1 − Xt(i))dt ≥ 1
2
∫ ∞
T
|Xt| =∞. (3.6.12)
We arrive at a contradiction with Lemma 3.26.
Proof of Proposition 3.25 Let ∆ be the random set from Lemma 3.28. We will show that
∆ = Λ a.s. on the event limt→∞ |Xt| ∈ (0,∞). In particular, by Lemma 3.29, if Λ is infinite
this implies that the event limt→∞ |Xt| ∈ (0,∞) has zero probability. Assume that with
positive probability limt→∞ |Xt| ∈ (0,∞) and ∆ 6= Λ. By Lemma 3.29, ∆ is nonempty, and
therefore by irreducibility there exist i ∈ Λ\∆ and j ∈ ∆ such that a(i, j) > 0 or a(j, i) > 0. If
a(i, j) > 0 then by the fact that the counting measure is an invariant measure for the Markov
process with jump rates a and by the finiteness of ∆, there must also be an i′ ∈ Λ\∆ and
j′ ∈ ∆ such that a(j′, i′) > 0. Thus, there exist i, j ∈ Λ such that a(j, i) > 0 and with positive
probability limt→∞ Xt(i) = 0, and limt→∞ Xt(j) = 1. It is not hard to see that this violates
the evolution in (3.1.3). (We skip the details.)
3.6.2 Convergence to the upper invariant measure
In this section we complete the proof of Theorem 3.4, started in Section 3.1.5, by proving
Lemma 3.6. Throughout this section, (Λ, a) is infinite and homogeneous and G is a transitive
subgroup of Aut(Λ, a). We fix a reference point 0 ∈ Λ. We start with two preparatory lemmas.
Lemma 3.30 (Sparse thinning functions) Assume that φn ∈ [0, 1]Λ, |φn| → ∞. Let
∆ ⊂ Λ be finite with 0 ∈ ∆. Then it is possible to choose constants λn →∞, finitely supported
probability distributions πn on Λ, and {gi}i∈supp(πn) with gi ∈ G and gi(0) = i such that the
images {gi(∆)}i∈supp(πn) are disjoint, and such that λnπn ≤ φn.
Proof Choose (gi)i∈Λ with gi ∈ G such that gi(0) = i. Let (ξst)t≥0 be the random walk on
Λ that jumps from i to j with the symmetrized jump rates as(i, j) = a(i, j) + a†(i, j). By
irreducibility and symmetry, P i[ξst = j] > 0 for all t > 0, i, j ∈ Λ. Put
Γεi := {j ∈ Λ : P i[ξs1 = j] ≥ ε} (i ∈ Λ). (3.6.13)
We can choose ε > 0 small enough such that
j 6∈ Γεi implies gi(∆) ∩ gj(∆) = ∅ (i, j ∈ Λ). (3.6.14)
To see this, set δ := mink∈∆ P
0[ξs1
2
= k] and put ε := δ2. Imagine that ∃k ∈ gi(∆) ∩ gj(∆).
Then P i[ξs1 = j] ≥ P i[ξs1
2
= k]P k[ξs1
2
= j] ≥ δ2 = ε by the symmetry of the random walk and
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homogeneity, and therefore j ∈ Γεi . Now choose inductively i1, i2, . . . ∈ Λ such that
φn assumes its maximum over Λ\
k⋃
l=1
Γεil in ik+1. (3.6.15)
Then gi1(∆), gi2(∆), . . . are disjoint by (3.6.14). Since K := |Γεi | is finite and does not depend
on i,
∞∑
l=1
φn(il) ≥ |φn|
K
, (3.6.16)
and we can choose kn such that
λn :=
kn∑
l=1
φn(il) −→
n→∞
∞. (3.6.17)
Setting
πn :=
1
λn
φn1{i1,...,ikn} (3.6.18)
yields λn and πn with the desired properties.
Let (ξt)t≥0 and (ξ
†
t )t≥0 denote the random walks on Λ that jump from i to j with rates a(i, j)
and a†(i, j), respectively. Then, for any ∆ ⊂ Λ, the sets
R∆ := {i ∈ Λ : P i[ξt ∈ ∆] > 0} and R†∆ := {i ∈ Λ : P i[ξ†t ∈ ∆] > 0} (t > 0) (3.6.19)
of points from which ξ and ξ† can enter ∆ do not depend on t > 0. Indeed
R∆ =
{
i : ∃n ≥ 0, i0, . . . , in s.t. i0 = i, in ∈ ∆, a(il−1, il) > 0 ∀l = 1, . . . , n
}
(3.6.20)
and similarly for R†∆. In our next lemma, for x ∈ NΛ and ∆ ⊂ Λ we let x|∆ := (xi)i∈∆
denote the restriction of x to ∆.
Lemma 3.31 (Points from which 0 can be reached) If µ is a G-homogeneous and
nontrivial probability measure on NΛ, then
µ
({x : x|R{0} = 0}) = 0. (3.6.21)
Proof Let Y be a NΛ-valued random variable with law µ. We will show that for any ∆ ⊂ Λ,
P
[
Y |R†R∆ = 0
]
= P
[
Y |R∆ = 0
]
. (3.6.22)
Assume that (3.6.22) does not hold. Then there exists an i ∈ R†R∆\R∆ such that with
positive probability Y (i) 6= 0 and Y |R∆ = 0. Since the random walk (ξ†t )t≥0 cannot escape
from R∆ this implies that for any t > 0
P i
[
Y (ξ†0) 6= 0, Y (ξ†s) = 0 ∀s ≥ t
]
> 0, (3.6.23)
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which contradicts the fact that (Y (ξ†t ))t≥0 is stationary. This proves (3.6.22). Continuing this
process, we see that
P
[
Y |R{0} = 0
]
= P
[
Y |R†R{0} = 0
]
= P
[
Y |RR†R{0} = 0
]
= · · · (3.6.24)
By irreducibility, the sets R{0}, R†R{0}, RR†R{0}, . . . increase to Λ, and therefore, since µ is
nontrivial,
P
[
Y |R{0} = 0
]
= P
[
Y |Λ = 0
]
= 0. (3.6.25)
Proof of Lemma 3.6 For any finite set ∆ ⊂ Λ, let X∆ denote the (a, b, c, d)-braco-process
with immediate killing outside ∆. Thus, X∆t (i) := 0 for all i ∈ Λ\∆ and t > 0 and
(X∆t (i))i∈∆, t≥0 is the Markov process in N
∆ with generator G∆ given by (compare (3.1.1))
G∆f(x) :=
∑
i,j∈∆
a(i, j)x(i){f(x + δj − δi)− f(x)} +
∑
i∈∆,j∈Λ\∆
a(i, j)x(i){f(x − δi)− f(x)}
+b
∑
i∈∆
x(i){f(x+ δi)− f(x)}+ c
∑
i∈∆
x(i)(x(i) − 1){f(x− δi)− f(x)}
+d
∑
i∈∆
x(i){f(x− δi)− f(x)}.
(3.6.26)
It is not hard to see that if ∆1, . . . ,∆n are disjoint finite sets, then it is possible to couple the
processes X and X∆1 , . . . ,X∆n in such a way that
Xt ≤
n∑
i=1
X∆it (t ≥ 0) (3.6.27)
and the (X∆i)i=1,...,n are independent.
Let X denote the (a, b, c, d)-braco-process and assume that φn ∈ [0, 1]Λ satisfy |φn| → ∞.
Fix t > 0. Assume that ∆ ⊂ Λ is a finite set such that 0 ∈ ∆ and
x|∆ 6= 0 ⇒ P x[X∆t (0) > 0] > 0. (3.6.28)
Choose λn, πn, and {gi}i∈supp(πn) as in Lemma 3.30. Then, for deterministic x ∈ Eγ(Λ), we
can estimate
P x
[
Thinφn(Xt) = 0
]≤P x[Thinλnπn(Xt) = 0]
≤
∏
i∈supp(πn)
P x
[
Thinλnπn(i)(X
gi(∆)
t (i)) = 0
]
≤
∏
i∈supp(πn)
P
T
g−1
i
x[
e−λnπn(i)X∆t (i)]
≤
∏
i∈supp(πn)
P
T
g−1
i
x[
e−X∆t (i)]λnπn(i),
(3.6.29)
where the Tg−1i
are shift operators as in (3.1.17) and we have used that P [Thinφ(x) = 0] =
E[(1− φ)x] = E[e〈log(1−φ),x〉] ≤ E[e−〈φ,x〉] for any φ ∈ [0, 1]Λ, x ∈ NΛ.
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If L(X0) is G-homogeneous, then by (3.6.29) and Ho¨lder’s inequality,
P
[
Thinφn(Xt) = 0
]≤ ∫ P [X0 ∈ dx] ∏
i∈supp(πn)
P
T
g−1
i
x[
e−X∆t (i)]λnπn(i)
≤
∏
i∈supp(πn)
(∫
P [X0 ∈ dx]P
T
g−1
i
x[
e−X∆t (i)]λn)πn(i)
=
∫
P [X0 ∈ dx]P x
[
e−X∆t (0)]λn ,
(3.6.30)
and therefore, by (3.6.28) and the fact that λn →∞,
lim sup
n→∞
P
[
Thinφn(Xt) = 0
] ≤ P [X0|∆ = 0]. (3.6.31)
Put
∆k :=
k⋃
n=0
{
i : ∃i0, . . . , in s.t. i0 = i, in = 0, a(il−1, il) > 1k ∀l = 1, . . . , n
}
. (3.6.32)
Then the ∆k satisfy (3.6.28) and ∆k ↑ R{0} as k ↑ ∞, where R{0} is defined in (3.6.20).
Therefore, inserting ∆ = ∆k in (3.6.31) and taking the limit k ↑ ∞, using Lemma 3.31, we
arrive at (3.1.34).
Chapter 4
The contact process seen from a
typical infected site
4.1 Introduction and main results
4.1.1 Contact processes on countable groups
The aim of this chapter is to study contact processes on rather general lattices. In particular,
we are interested in the way how a certain property of the lattice, namely subexponential
growth, influences the behavior of the process.
To keep things reasonably simple, we assume that the lattice Λ is a countably infinite
group with group action (i, j) 7→ ij and unit element 0, also referred to as the origin. Each
site i ∈ Λ can be in one of two states: healthy or infected. Infected sites become healthy with
recovery rate δ ≥ 0. An infected site i infects another site j with infection rate a(i, j) ≥ 0.
We assume that the infection rates are invariant with respect to the left action of the group,
summable, and statisfy a condition that is a bit stronger than irreducibility:
(i) a(i, j) = a(ki, kj) (i, j, k ∈ Λ),
(ii) |a| :=
∑
i
a(0, i) <∞,
(iii)
⋃
n≥0, m≥0A
nA−m =
⋃
n≥0, m≥0A
−nAm = Λ,
where A := {i ∈ Λ : a(0, i) > 0}.
(4.1.1)
Here we adopt the convention that sums over i, j, k always run over Λ, unless stated otherwise.
For i ∈ Λ and A,B ⊂ Λ we put AB := {ij : i ∈ A, j ∈ B}, iA := {i}A, Ai := A{i},
A−1 := {i−1 : i ∈ A}, A0 := {0}, An := AAn−1 (n ≥ 1), and A−n := (A−1)n = (An)−1. We let
|A| denote the cardinality of A. Note that property (4.1.1) (iii) is equivalent to the statement
that for any two sites i, j there exists a site k from which both i and j can be infected, and a
set k′ that can be infected both from i and from j.
If Λ has a finite symmetric generating set ∆, then the (left) Cayley graph G = G(Λ,∆)
associated with Λ and ∆ is the graph with vertex set V(G) := Λ and edges E(G) := {{i, j} :
i−1j ∈ ∆}. Examples of Cayley graphs are the d-dimensional integer lattice Zd (d ≥ 1) with
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edges between points at distance one, or the regular tree Td (d ≥ 2) in which every vertex has
d+ 1 neighbors. On Cayley graphs, one often considers symmetric nearest-neighbor infection
rates of the form a(i, j) = λ1{i−1j∈∆}, with λ > 0. In this case, λ is simply referred to as ‘the’
infection rate.
Let ηt be the set of all infected sites at time t ≥ 0. Then η = (ηt)t≥0 is a Markov
process in the space P(Λ) := {A : A ⊂ Λ} of all subsets of Λ, called the contact process on
Λ with infection rates a = (a(i, j))i,j∈Λ and recovery rate δ, or shortly the (Λ, a, δ)-contact
process. If δ > 0, then by rescaling time we may set δ = 1, so it is customary so assume that
δ = 1. If δ = 0 then η is a special case of first-passage percolation (see [Kes86]). We equip
P(Λ) ∼= {0, 1}Λ with the product topology and the associated Borel-σ-field B(P(Λ)), and let
Pfin(Λ) := {A ⊂ Λ : |A| <∞} denote the subspace of finite subsets of Λ.
The contact process can be constructed with the help of Harris’ [Har78] graphical repre-
sentation. Let ω = (ωr, ωi) be a pair of independent, locally finite random subsets of Λ × R
and Λ × Λ × R, respectively, produced by Poisson point processes with intensity δ and local
intensity (j, k, t) 7→ a(j, k), respectively. This is usually visualized by plotting Λ × R with Λ
horizontally and R vertically. Points (i, s) ∈ ωr and (j, k, t) ∈ ωi are marked with a recovery
symbol ∗ at (i, s) and an infection arrow from (j, t) to (k, t), respectively. For C,D ⊂ Λ× R,
say that there is a path from C to D, denoted by C  D, if there exist n ≥ 0, i0, . . . , in ∈ Λ,
and t0 ≤ · · · ≤ tn+1 with (i0, t0) ∈ C and (in, tn+1) ∈ D, such that {ik}× [tk, tk+1]∩ωr = ∅ for
all k = 0, . . . , n and (ik−1, ik, tk) ∈ ωi for all k = 1, . . . , n. Thus, a path must walk upwards in
time, may follow arrows, and must avoid recoveries. For given A ∈ P(Λ) and t0 ∈ R, put
η
A×{t0}
t := {i ∈ Λ : A× {t0} (i, t0 + t)} (t ≥ 0). (4.1.2)
Then ηA×{t0} = (η
A×{t0}
t )t≥0 is a copy of the (Λ, a, δ)-contact process started in η
A×{t0}
0 = A.
For brevity, we put ηA := ηA×{0}. The graphical representation couples processes with different
initial states in such a way that
ηAt ∪ ηBt = ηA∪Bt (A,B ∈ P(Λ), t ≥ 0). (4.1.3)
Define reversed infection rates a† by a†(i, j) := a(j, i) (i, j ∈ Λ). Say that a is symmetric
if a = a†. For A ∈ P(Λ) and t0 ∈ R, put
η
†A×{t0}
t := {i ∈ Λ : (i, t0 − t) A× {t0}} (t ≥ 0). (4.1.4)
Then η†A×{t0} = (η
†A×{t0}
t )t≥0 is a copy of the (Λ, a
†, δ)-contact process started in η
†A×{t0}
0 =
A. For brevity, we put η†A := η†A×{0}. Since for any s ≤ t and A,B ∈ P(Λ), the event
{
η
A×{s}
u−s ∩ η†B×{t}t−u = ∅
}
=
{
A× {s} 6 B × {t}} (4.1.5)
does not depend on u ∈ [s, t], it follows that the (Λ, a, δ)-contact process and the (Λ, a†, δ)-
contact process are dual in the sense that
P [ηAt ∩B = ∅] = P [A ∩ η†Bt = ∅] (A,B ∈ P(Λ), t ≥ 0). (4.1.6)
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For any C ⊂ Λ × R, say that C  ∞ if there is an infinite path with times tk ↑ ∞ starting
in C, and define −∞  D analogously. Instead of {(i, s)}  and  {(j, t)}, simply write
(i, s) and  (j, t). We say that the (Λ, a, δ)-contact process η survives if
ρ(A) := P
[
ηAt 6= ∅ ∀t ≥ 0
]
= P [A× {0} ∞] > 0 (4.1.7)
for some, and hence for all ∅ 6= A ∈ Pfin(Λ). If η does not survive then we say that it dies out.
Set δc = δc(Λ, a) := sup{δ ≥ 0 : the (Λ, a, δ)-contact process survives}. Then the (Λ, a, δ)-
contact process survives for δ < δc and dies out for δ > δc. One has δc ≤ |a|. If Λ is finitely
generated, then moreover δc > 0 (see Section 4.3.4).
4.1.2 Long-time behavior
Since the (Λ, a, δ)-contact process is an attractive spin system, it has an upper invariant law
ν, i.e., an invariant law that is maximal with respect to the stochastic order. It may be
constructed as ν = P [η0 ∈ · ], where
ηt := {i ∈ Λ : −∞ (i, t)} (t ∈ R). (4.1.8)
Note that
P
[
η0 ∩A 6= ∅
]
= ρ†(A) (A ∈ Pfin(Λ)), (4.1.9)
where ρ† denotes the survival probability of the (Λ, a†, δ)-contact process. It is easy to see
that ν is nontrivial if and only if the (Λ, a†, δ)-contact process survives. Here, we say that a
probability law on P(Λ) is nontrivial if it gives zero probability to the empty set.
We say that a probability law µ on P(Λ) is homogeneous if µ is shift invariant with respect
to the left action of the group, i.e., µ({iA : A ∈ A}) = µ(A) for all A ∈ B(P(Λ)). Using
duality, it can be shown that ∫
µ(dA)P [ηAt ∈ · ] =⇒
t→∞
ν (4.1.10)
whenever the initial law µ is homogeneous and nontrivial (see [Har76], [Lig85, (VI.2.1)], and
[Lig99, (I.1.10)]). Here⇒ denotes weak convergence of probability laws. In particular, (4.1.10)
shows that if ν is nontrivial, then it is the only nontrivial homogeneous invariant law.
The long-time behavior for nonhomogeneous initial laws is more subtle and depends on
properties of the lattice Λ and the infection rates a, such as subexponential growth.
For the symmetric nearest-neighbor contact process on Zd started in a finite initial state,
the following picture has been rigorously verified. Either the process dies out in finite time,
or in the long run there is a region in space with linearly growing diameter and deterministic
limiting shape, such that most of the infected sites lie within this region and there the process is
locally in the upper invariant law [BG90]. In particular, it has been shown that the symmetric
nearest-neighbor process on Zd exhibits complete convergence, i.e.,
P [ηAt ∈ · ] =⇒t→∞ ρ(A)ν + (1− ρ(A))δ0 (A ∈ Pfin(Λ)). (4.1.11)
Note that if complete convergence holds and ν is nontrivial, then by monotonicity, it is the
unique nontrivial invariant law. For other contact processes on Zd the picture is suppos-
edly similar, provided that the infection rates are symmetric and satisfy an appropriate tail
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condition. If the infection rates are not symmetric, there is probably still a linearly growing
infected region with a limiting shape, but this region may walk out to infinity, so that complete
convergence does not hold. (For results in the one-dimensional case, see [Sch86].)
The behavior of the symmetric nearest-neighbor process on regular trees Td is known
to be quite different. Here, there is a second critial value δ′c < δc such that for recovery
rates δ ∈ [δ′c, δc), the process survives globally but not locally, i.e., ρ(A) > 0 but P [∃T ≥
0 s.t. ηAt ∩ {0} = ∅ ∀t ≥ T ] = 1 for ∅ 6= A ∈ Pfin(Λ). In this regime, there is a multitude
of nontrivial invariant measures and complete convergence (obviously) does not hold [Lig99,
Section I.4].
One would like to understand which properties of the lattices Zd and Td are responsible
for the differences in the behavior of the contact process, and which types of behavior are
possible on general lattices Λ. The proofs for Zd and Td use the structure of these lattices in
an essential way, and are not easily generalized to other lattices.
It is known that (unoriented) percolation has quite different properties on Zd and on Td.
Here, the important property of Zd, that Td lacks, is amenability. For example, the Burton-
Keane proof of the uniqueness of the infinite cluster [BK89] works on any amenable graph.
Conversely, it is conjectured that on any nonamenable graph, there exists a range of the
percolation parameter for which the infinite cluster is not unique. (See [BS01] and [LP05]
some partial results in this direction.)
For our main theorem, we will need to assume that the expected number of infected sites in
a contact process grows subexponentially. If Λ is finitely generated, then it turns out that the
(Λ, a, δ)-contact process grows subexponentially if a satisfies an exponential moment condition
and Λ itself has subexponential growth (see Proposition 4.1 (d) below). Here, by definition, a
finitely generated group Λ has subexponential growth if
lim
n→∞
1
n
log |∆n| = 0 (4.1.12)
for some, and hence for all finite symmetric generating sets ∆. Observe that ∆n = {i : |i| ≤ n}
where |i| denotes the distance of i to the origin in the Cayley graph G(Λ,∆). Subexponential
growth is stronger than amenability. An example of an amenable finitely generated group
that does not have subexponential growth is the lamplighter group. (See [MW89, Section 5]
for general facts about amenability and subexponential growth, and [LPP96] or [LP05, § 6.1]
for a nice exposition of the lamplighter group.)
4.1.3 Results
It turns out that every (Λ, a, δ)-contact process has a well-defined exponential growth rate.
Proposition 4.1 (Exponential growth rate)
(a) There exists a constant r = r(Λ, a, δ) ∈ [−δ, |a| − δ] such that the (Λ, a, δ)-contact process
satisfies
lim
t→∞
1
t logE
[|ηAt |] = r (∅ 6= A ∈ Pfin(Λ)). (4.1.13)
(b) If the (Λ, a, δ)-contact process survives, then r ≥ 0.
(c) r(Λ, a, δ) = r(Λ, a†, δ).
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(d) Assume that Λ is finitely generated. Let ∆ be a finite symmetric generating set and
let |j| denote the distance of j to the origin in the Cayley graph G(Λ,∆). Assume that∑
j a(0, j)e
ε|j| <∞ for some ε > 0 and that Λ has subexponential growth. Then r ≤ 0.
The proof of Proposition 4.1 will be given in Sections 4.2.2–4.2.3. Part (a) follows from
subadditivity, part (b) is trivial, and part (c) is a consequence of duality. Part (d) follows
from some basic large deviation estimates. The exponential moment condition on a appearing
in part (d) can perhaps be weakened, but we conjecture that it cannot be dropped altogether.
Indeed, it seems plausible that even on Λ = Z, the exponential growth rate can be positive if
a has a sufficiently heavy tail.
To formulate the main results of this chapter, we must describe the contact process as
seen from a ‘typical’ infected site at a ‘typical’ late time. Assume that the exponential growth
rate r from Proposition 4.1 satisfies r ≤ 0. Recall the graphical construction of the (Λ, a, δ)-
contact process (see Section 4.1.1). Let (Ω,F , P ) be the probability space of the Poisson point
processes used in the graphical representation. For λ > r, we define probability measures PˆAλ
on Λ× Ω× R+ by
PˆAλ ({i} × {dω} × {dt}) :=
1
πλ(A)
1{i ∈ ηAt (ω)}P (dω)e
−λtdt, (4.1.14)
where
πλ(A) :=
∫ ∞
0
E
[|ηAt |]e−λt dt (A ∈ Pfin(Λ), λ > r) (4.1.15)
is a normalizing constant. Using the fact that λ > r, it is easy to see that 0 < πλ(A) <∞, so
PˆAλ is well-defined. Note that the projection of Pˆ
A
λ on Ω× R+ is given by
PAλ (Λ× {dω} × {dt}) =
1
πλ(A)
|ηAt (ω)|P (dω)e−λtdt (4.1.16)
In other words, this projection is is obtained from the product measure P ()e−λtdt on Ω×R+
by size-biasing with the number of infected sites |ηAt (ω)|. Let ι and τ denote the projections
on Λ and R+, respectively. Then, under the law Pˆ
A
λ , the random variable η
A
τ describes a size-
biased contact process as a ‘typical’ time τ , and ι is a ‘typical’ infected site, chosen with equal
probabilities from ηAτ . The law Pˆ
A
λ [(ι, η
A
τ ) ∈ · ] is a Campbell law, which is closely related to
the more widely known Palm laws. (For the relation between Campbell and Palm laws, see
[Eth00, Section 6.4].) The next lemma says that as λ decreases to r, under the laws PAλ , the
‘typical’ time τ tends in probability to ∞. Thus, the limit λ ↓ r corresponds to letting time
to infinity.
Lemma 4.2 (Typical times) For each ∅ 6= A ∈ Pfin(Λ),
PˆAλ
[
τ ≥ t] −→
λ↓r
1 (t > 0). (4.1.17)
Note that ι−1ητ is the process ητ , viewed from the position of the typical infected site ι. The
next theorem is the main result of this chapter. Recall the definition of η in (4.1.8).
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Theorem 4.3 (The process seen from a typical infected site) Assume that the upper
invariant measure of the (Λ, a, δ)-contact process is nontrivial and that the exponential growth
rate from Proposition 4.1 satisfies r = 0. Let ∅ 6= A ∈ Pfin(Λ). Then
(a) One has
PˆAλ
[
ι−1ηAτ ∈ ·
]
=⇒
λ↓0
P
[
η0 ∈ ·
∣∣ 0 ∈ η0]. (4.1.18)
(b) Moreover,
PˆAλ
[
ι−1ηAτ ∩∆ = ι−1ητ ∩∆
] −→
λ↓0
1 (∆ ∈ Pfin(Λ)), (4.1.19)
and the same holds with ητ replaced by η
Λ
τ .
Note that Theorem 4.3 holds when Λ is a general countable group, but we have only verified
that its assumptions are satisfied for certain finitely generated groups (see Proposition 4.1 (d)).
We remark that for fixed λ > 0, it is not at all obvious (and as far as we know not true) that
the distribution PˆAλ [ι
−1ητ ∈ · ] should be the same as P [η0 ∈ · | 0 ∈ η0]. Thus, none of the
statements (4.1.18) and (4.1.19) trivially implies the other one.
As a result of our methods, we can also prove the following fact, which is of some interest
on its own.
Proposition 4.4 (Typical particles descend from every surviving site) Assume that
the (Λ, a, δ)-contact process survives and that the exponential growth rate from Proposition 4.1
satisfies r = 0. Then
Pˆ
{i}
λ
[
(j, 0) (ι, τ)
∣∣ (j, 0)  ∞] −→
λ↓0
1 (i, j ∈ Λ). (4.1.20)
One of the original motivations of the present chapter was to answer the following question.
Assuming survival and subexponential growth, is it true that for any i, j ∈ Λ,
P
[∃(k, t) s.t. (i, 0) (k, t) ∞ and (j, 0) (k, t) ∣∣ (i, 0) ∞, (j, 0)  ∞] = 1 ?
(4.1.21)
This property may be interpreted as some sort of analogue of the uniqueness of the infinite
cluster in (unoriented) percolation. Unfortunately, we do not know how to replace the size-
biased law in (4.1.20) by a law conditioned on survival. Question (4.1.21) has been answered
positively for oriented percolation on Zd in [GH02]. As a further motivation for (4.1.21), we
note that in the one-dimensional nearest-neighbor case, a considerably stronger statement
holds.
Lemma 4.5 (Coupling of one-dimensional processes) Consider a (Z, a, δ)-contact pro-
cess with a(i, j) = 0 for |i− j| 6= 1. Assume that the process survives, and assume either δ > 0
or a(0, 1) ∧ a(1, 0) > 0. Then, for any i, j ∈ Z,
P
[
inf{t ≥ 0 : η{i}t = η{j}t } <∞
∣∣ (i, 0) ∞, (j, 0)  ∞] = 1. (4.1.22)
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4.1.4 Methods
In this section we describe the main line of our proof of Theorem 4.3 (a). The first ingredient
is a chararacterization of the laws PˆAλ [ι
−1ηAτ ∈ · ] and P [η0 ∈ · | 0 ∈ η0] in terms of the dual
(Λ, a†, δ)-contact process η†. For simplicity, we only present the argument for Pˆ
{0}
λ . Let πλ(A)
be the normalizing constant in (4.1.15). Recall the definition of the survival probability ρ in
(4.1.7). We write πλ and ρ for the functions πλ and ρ normalised to one in the point {0}:
ρ(A) :=
ρ(A)
ρ({0}) and πλ(A) :=
πλ(A)
πλ({0}) . (4.1.23)
We let ρ†, π†λ, ρ
†, and π†λ denote the analogues of ρ, πλ, ρ, and πλ for the dual (Λ, a
†, δ)-contact
process.
Lemma 4.6 (Characterization of laws seen from an infected site)
(a) One has
Pˆ
{0}
λ
[
A ∩ ι−1η{0}τ = ∅
]
= π†λ(A ∪ {0}) − π†λ(A) (A ∈ Pfin(Λ), λ > r). (4.1.24)
(b) Moreover,
P
[
A ∩ η0 = ∅
∣∣ 0 ∈ η0] = ρ†(A ∪ {0}) − ρ†(A) (A ∈ Pfin(Λ)). (4.1.25)
It is not hard to see that the law of a P(Λ)-valued random variable η is uniquely characterized
by all probabilities of the form P [A ∩ η = ∅] with A ∈ Pfin(Λ). Therefore, by Lemma 4.6
and the compactness of P(Λ) ∼= {0, 1}Λ, in order to prove Theorem 4.3, it suffices to prove
that under the assumptions there, π†λ → ρ† pointwise as λ ↓ 0. In order to reduce notation,
we reverse the role of η and η†. Thus, we will prove that pointwise limλ↓0 πλ = ρ, under the
assumptions that the (Λ, a, δ)-contact process survives and its exponential growth rate is zero.
(By (4.1.9) and Proposition 4.1 (c), this is equivalent to the (Λ, a†, δ)-contact process having
a nontrivial upper invariant law and exponential growth rate zero.)
It is not hard to show (see Section 4.2.1 below) that the (Λ, a, δ)-contact process started
in a finite initial state solves the martingale problem for the operator
Gf(A) :=
∑
ij
a(i, j)1{i∈A}{f(A ∪ {j}) − f(A)}+ δ
∑
i
1{i∈A}{f(A\{i}) − f(A)}, (4.1.26)
with domain D(G) := S(Pfin(Λ)), where
S(Pfin(Λ)) := {f : Pfin(Λ)→ R : |f(A)| ≤ K|A|k +M for some K,M, k ≥ 0}. (4.1.27)
It can be shown in a few lines that ρ is shift invariant, monotone (i.e., A ⊂ B implies ρ(A) ≤
ρ(B)), ρ ∈ S(Pfin(Λ)), and
Gρ = 0. (4.1.28)
Formula (4.1.28) says that ρ is a harmonic function for the (Λ, a, δ)-contact process. It is not
hard to see that πλ shift invariant, monotone, πλ ∈ S(Pfin(Λ)), and
Gπλ(A) = λπλ(A)− |A| (A ∈ Pfin(Λ), λ > r). (4.1.29)
As a consequence, one obtains:
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Lemma 4.7 (Cluster points of the rescaled expected population size) The functions
(πλ)λ>r are relatively compact with respect to the product topology on R
Pfin(Λ). Each pointwise
limit
πr(A) := lim
n→∞
πλn(A) (A ∈ Pfin(Λ)) (4.1.30)
along a sequence λn ↓ r is shift invariant, monotone in A, satisfies πr ∈ S(Pfin(Λ)), and
Gπr = rπr. (4.1.31)
In particular, if r = 0 and the (Λ, a, δ)-contact process survives, it turns out that Lemma 4.7
gives us enough information to determine π0 uniquely. Combined with the next proposition,
Lemma 4.7 shows that πλ → ρ pointwise as λ ↓ 0, thereby completing the proof of Theorem 4.3.
Proposition 4.8 (Shift invariant monotone harmonic functions) Assume that the
(Λ, a, δ)-contact process survives. Assume that f : Pfin(Λ) → R is shift invariant, monotone,
f(∅) = 0, f ∈ S(Pfin(Λ)), and Gf = 0. Then there exists a constant c ≥ 0 such that f = cρ.
We note that if ν is a homogeneous invariant measure for the (Λ, a†, δ)-contact process, then
by duality, f(A) := ν({A : A∩B 6= ∅}) defines a shift invariant, monotone, bounded harmonic
function f for the (Λ, a, δ)-contact process. Therefore, in view of (4.1.9), Proposition 4.8 is a
strengthening of the statement that all homogeneous invariant measures are convex combina-
tions of ν and δ0.
In order to prove Proposition 4.8, we need one more lemma.
Lemma 4.9 (Eventual domination of finite configurations) Assume that the (Λ, a, δ)-
contact process survives. Then
lim
t→∞
P
[∃i ∈ Λ s.t. ηAt ≥ iB ∣∣ ηAt 6= ∅] = 1 (A,B ∈ Pfin(Λ), A 6= ∅). (4.1.32)
Formula (4.1.32) says that η exhibits a form of extinction versus unbounded growth. More
precisely, either ηt gets extinct or ηt is eventually larger than a suitable shift (depending on
ηt) of any finite configuration. We remark that Lemma 4.9 is no longer true if assumption
(4.1.1) (iii) is replaced by the weaker assumption that {i ∈ Λ : a(0, i) > 0} generates Λ.
Proof of Proposition 4.8 Since the (Λ, a, δ)-contact process solves the martingale problem
for G, and Gf = 0, the process f(ηAt ) is a martingale. In particular:
f(A) = E[f(ηAt )] (A ∈ Pfin(Λ), t ≥ 0). (4.1.33)
Equip Λ with an arbitrary linear ordering, and for A,B ∈ Pfin(Λ), put
ıˆA,B :=
{
min{i ∈ Λ : A ≥ iB} if {i ∈ Λ : A ≥ iB} is nonempty,
0 otherwise.
(4.1.34)
Since f is monotone and shift invariant, we have, using Lemma 4.9,
f(A)= lim
t→∞
E[f(ηAt )]
≥ lim sup
t→∞
E[1{∃i ∈ Λ s.t. ηAt ≥ iB}f (ˆıηAt ,BB)]
= f(B) lim sup
t→∞
P [∃i ∈ Λ s.t. ηAt ≥ iB] ≥ f(B)ρ(A) (A,B ∈ Pfin(Λ)).
(4.1.35)
4.1. INTRODUCTION AND MAIN RESULTS 151
In particular, this shows that
f(B) ≤ f({0})
ρ({0}) <∞ (B ∈ Pfin(Λ)), (4.1.36)
hence f is bounded. Now let An, Bm ∈ Pfin(Λ) be sequences such that ρ(An) → 1 and
ρ(Bn)→ 1. Then, by (4.1.35),
lim inf
n→∞
f(An) ≥ lim inf
n→∞
f(Bm)ρ(An) = f(Bm) ∀m, (4.1.37)
and therefore
lim inf
n→∞
f(An) ≥ lim sup
m→∞
f(Bm). (4.1.38)
This proves that the limit
lim
ρ(An)→1
f(An) =: f(∞) (4.1.39)
exists and does not depend on the choice of the sequence An with ρ(An)→ 1. By the Markov
property and continuity of the conditional expectation with respect to increasing limits of
σ-fields (see Complement 10(b) from [Loe63, Section 29] or [Loe78, Section 32]),
ρ(ηAt ) = P
[
ηAs 6= 0 ∀s ≥ 0
∣∣ ηAt ]→ 1{ηAs 6= 0 ∀s ≥ 0} a.s. as t→∞. (4.1.40)
We conclude that
f(A) = lim
t→∞
E[f(ηAt )] = ρ(A)f(∞) (A ∈ Pfin(Λ)), (4.1.41)
which shows that f is a scalar multiple of ρ.
4.1.5 Discussion and open problems
Palm and Campbell laws are standard tools in the study of (critical) spatial branching pro-
cesses. In this context, they can be described by Kallenberg’s backward tree technique; see,
for example, [Kal77] or [GW91]. In the context of contact processes, it is less obvious that
they should be of any use. For example, size-biasing with |η{0}t ∩ {i}| for fixed i and t is just
the same as conditioning on (0, 0) (i, t). In this case there seems to be no easy way to prove
statements about i−1η
{0}
t .
However, by looking at the process seen from a randomly chosen infected site rather than a
fixed site, i.e., by looking at Campbell laws rather than Palm laws, we can make a connection
with the growth of E[|η{0}t |] as t → ∞, and in this way obtain a result. A disadvantage of
this approach is that one ends up with statements about size-biased laws, where one would
probably be more interested in laws conditioned on survival. Nevertheless, it seems that the
statements in Theorem 4.3 do catch a phenomenon that depends in a crucial way on a property
of the underlying lattice, in this case, subexponential growth.
We next state some open problems and questions, and then comment on them.
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1. Problem Replace the random time τ in by a deterministic time t and prove the analogue
of Theorem 4.3 for t→∞.
2. Problem Study the contact process seen from a typical infected site in case the expo-
nential growth rate is positive.
3. Problem Study the contact proces seen from a typical infected site chosen from a
process conditioned to survive, instead of size-biased on the number of infected sites.
4. Problem Prove (4.1.21) assuming survival and subexponential growth.
5. Problem Assuming survival and subexponential growth, prove that conditional on
(i, 0) ∞ and (j, 0) ∞, eventually most sites in η{i}t are also in η{j}t .
6. Question With the same set-up as in the previous problem, is it even true that η
{i}
t
and η
{j}
t are eventually equal? (Compare Lemma 4.5.)
7. Problem Prove that δc > 0 for a contact process on a group Λ that is not finitely
generated, for example on the hierarchical group.
8. Problem Give an example of a contact process on Z for which the exponential growth
rate is positive.
9. Question Assuming that Λ has exponential growth, is it true that the (Λ, a, δ)-contact
process survives if and only if r(Λ, a, d) > 0?
10. Question Does survival of the (Λ, a, δ)-contact process imply survival of the (Λ, a†, δ)-
contact process?
If one tries to solve Problem 1 in a naive way, by mimicking the techniques in this chapter, it
seems one would have to strengthen Proposition 4.1 (a) in the sense that
lim
t→∞
∂
∂t logE
[|ηAt |] = r (∅ 6= A ∈ Pfin(Λ)). (4.1.42)
Then it would follow that each cluster point π∞ of the functions πt(A) := E
[|ηAt |]/E[|η{0}t |]
satisfies Gπ∞ = 0. However, (4.1.42) does not simply follow from subadditivity and seems
hard to establish in general. Even random times τ that are uniformly distributed on intervals
[0, T ] seem difficult to treat, since they would require that limT→∞
∂
∂T log
∫ T
0 E
[|ηAt |]dt = r.
In order to solve Problem 2, generalizing Proposition 4.8, one would like to show that the
equation Gπr = rπr has a unique shift invariant, monotone solution πr with πr(∅) = 0 and
πr({0}) = 1 (perhaps also using that πr is subadditive).
Problems 3–5 and Question 6 have been discussed before. The difficulty is to replace size-
biased laws by laws conditioned on survival in statements like Proposition 4.4. Although size-
biasing and conditioning are asymptotically equivalent in a ‘local’ sense (see Proposition 4.14
below), this does not seem easy. Note that if (4.1.21) holds for the (Λ, a†, δ)-contact process,
then the limit law in Theorem 4.3 (a) may also be written as P [ηˆ0 ∈ · | −∞ (0, 0)], where
ηˆt := {i ∈ Λ : ∃(j, s) s.t. −∞ (j, s) (0, 0) and (j, s)  (i, t)} (t ∈ R). This construction
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is similar to Kallenberg’s backward tree technique, and also somewhat reminiscent of the
construction of the the second lowest extremal invariant measure of the contact process in
[SS97, SS99].
Problem 7 seems interesting, since the hierarchical group has found applications in pop-
ulation biology, and the usual comparison with one-dimensional oriented percolation cannot
work here.
Problem 8 and Question 9 are naturally motivated by Proposition 4.1 (d). Related to
Question 9 is the more general question: what does the behavior of E[|ηt|] for t → ∞ tell us
about survival? Especially for critical processes, it seems conceivable that limt→∞E[|ηt|] =∞
while the process dies out.
Related to this is Question 10, which has been asked before for branching-coalescing parti-
cle systems in [AS05]. For symmetric processes or for processes on abelian groups, the answer
is obviously positive, but in general (Λ, a) and (Λ, a†) need not be isomorphic. However, in for-
mula (4.2.14) below, it is shown that E[|η{0}t |] = E[|η† {0}t |] for all t ≥ 0. (On the other hand,
dropping the assumption that Λ is a group, by considering contact processes on transitive
graphs that are not unimodular, it is easy to construct examples where E[|η{0}t |] 6= E[|η† {0}t |]
and where η survives but η† dies out.) An example of a model on Z2 where nontriviality of
the upper invariant law and survival are not equivalent is the NEC model due to A. Toom
[BG85, DLSS91].
Related to Question 10 (compare also Question 6) is the following question: is it always
true that inf{t ≥ 0 : η{0}t ⊂ ηt} is a.s. finite? Note that if the answer is positive, then extinction
of the (Λ, a†, δ)-contact process implies extinction of the (Λ, a, δ)-contact process, since in this
case η ≡ 0.
4.1.6 Outline
Section 4.2 is devoted to the proof of Theorem 4.3 (a). In Section 4.2.1 we prove that contact
processes started in finite initial states solve the martingale problem for the operator G in
(4.1.26). We establish Proposition 4.1 (a)–(c) in Section 4.2.2, and part (d) in Section 4.2.3.
In Section 4.2.4, we establish Lemmas 4.2 and 4.6. In Section 4.2.5, we prove basic facts
about the functions ρ and πλ; in particular, formulas (4.1.28) and (4.1.29), and Lemma 4.7.
In Section 4.2.6, we prove Lemma 4.9, thereby completing the proof of Theorem 4.3 in the
case A = {0}. In Section 4.2.7 we show how the arguments may be generalized to arbitrary
∅ 6= A ∈ Pfin(Λ).
Section 4.3 contains proofs of all results that are not directly needed for Theorem 4.3 (a).
In Section 4.3.1, we prove that size-biasing and conditioning on survival are equivalent in
a ‘local’ sense. Section 4.3.2 contains the proofs of Theorem 4.3 (b) and Proposition 4.4.
Section 4.3.3 contains the proof of Lemma 4.5. For completeness, we prove in Section 4.3.4
the fact mentioned in the text that δc > 0 whenever Λ is finitely generated.
Acknowledgements The author thanks Geoffrey Grimmmett, Olle Ha¨ggstro¨m, Russel
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4.2 The law seen from a typical particle
4.2.1 A martingale problem
In this section we prove that the (Λ, a, δ)-contact process started in finite initial states solves
the martingale problem for the operator G in (4.1.26)–(4.1.27).
Proposition 4.10 (Martingale problem and moment estimate)For each f ∈ S(Pfin(Λ))
and A ∈ Pfin(Λ), the process
Mt := f(η
A
t )−
∫ t
0
Gf(ηAs )ds (t ≥ 0) (4.2.1)
is a martingale with respect to the filtration generated by ηA. Moreover, setting z〈k〉 :=∏k−1
i=0 (z + i), one has
E
[|ηAt |〈k〉] ≤ |A|〈k〉ek(|a|−δ)t (A ∈ Pfin(Λ), k ≥ 1, t ≥ 0). (4.2.2)
Proof The proof of [AS05, Proposition 8] can in a straightforward way be adapted to the
present set-up. Set fk(A) := |A|〈k〉. Then
Gfk(A)=
∑
ij
a(i, j)1{i∈A}1{j 6∈A}{(|A| + 1)〈k〉 − |A|〈k〉}+ δ
∑
i
1{i∈A}{(|A| − 1)〈k〉 − |A|〈k〉},
≤ (|a| − δ)|A|{(|A| + 1)〈k〉 − |A|〈k〉} = k(|a| − δ)|A|〈k〉.
(4.2.3)
Define stopping times τN := inf{t ≥ 0 : |ηAt | ≥ N}. The stopped process (ηAt∧τN )t≥0 has
bounded jump rates, and therefore standard theory tells us that for each N ≥ 1 and f ∈
S(Pfin(Λ)), the process
MNt := f(η
A
t∧τN )−
∫ t∧τN
0
Gf(ηAs )ds (t ≥ 0) (4.2.4)
is a martingale. Moreover, it easily follows from (4.2.3) that
E
[|ηAt∧τN |〈k〉] ≤ |A|〈k〉ek(|a|−δ)t (k ≥ 1, t ≥ 0). (4.2.5)
It is easy to see that f ∈ S(Pfin(Λ)) implies Gf ∈ S(Pfin(Λ)). Using this fact and (4.2.5)
for some sufficiently high k (depending on f), one can show that for fixed t ≥ 0, the random
variables (MNt )N≥1 are uniformly integrable. Therefore, letting N → ∞ in (4.2.4), one finds
that the process in (4.2.1) is a martingale. Letting N →∞ in (4.2.5) yields (4.2.2).
4.2.2 The exponential growth rate
In this section we prove Proposition 4.1 (a)–(c).
Proof of Proposition 4.1 (a) By a slight abuse of notation, let us write (compare (4.1.15))
πt(A) := E
[|ηAt |] (A ∈ Pfin(Λ), t ≥ 0). (4.2.6)
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We start by showing that
πs+t({0}) ≤ πs({0})πt({0}) (s, t ≥ 0). (4.2.7)
By (4.1.3),
E
[|ηAt |] = E[∣∣ ⋃
i∈A
η
{i}
t
∣∣] ≤∑
i∈A
E
[|η{i}t |] = |A|E[|η{0}t |], (4.2.8)
where in the last step we have used shift invariance. As a consequence,
πs+t({0}) =
∫
P [η{0}s ∈ dA]E
[|ηAt |] ≤
∫
P [η{0}s ∈ dA]|A|E
[|η{0}t |] = πs({0})πt({0}).
(4.2.9)
This proves (4.2.7). It follows that t 7→ log πt({0}) is subadditive and therefore, by [Lig99,
Theorem B.22], the limit
lim
t→∞
1
t log πt({0}) =: r ∈ [−∞,∞] (4.2.10)
exists. By monotonicity and (4.2.8),
πt({0}) ≤ πt(A) ≤ |A|πt({0}) (A ∈ Pfin(Λ)). (4.2.11)
Taking logarithms, dividing by t, and letting t → ∞ we arrive at (4.1.13). Since η can be
bounded from below by a simple death process and from above by a branching process (see
(4.2.15) below), one has
e−δt ≤ E[|η{0}t |] ≤ e(|a|−δ)t (t ≥ 0), (4.2.12)
which implies that −δ ≤ r ≤ |a| − δ.
Proof of Proposition 4.1 (b) If the (Λ, a, δ)-contact process survives, then
πt({0}) ≥ P [η{0}t 6= 0] −→t→∞ P [η
{0}
s 6= 0 ∀s ≥ 0] > 0, (4.2.13)
which implies that r ≥ 0.
Proof of Proposition 4.1 (c) By duality (formula (4.1.6)) and shift invariance,
E
[|η{0}t |]=∑
i
P
[
η
{0}
t ∩ {i} 6= ∅
]
=
∑
i
P
[{0} ∩ η† {i}t 6= ∅]
=
∑
i
P
[{i−1} ∩ η† {0}t 6= ∅] = E[|η† {0}t |], (4.2.14)
which implies that r(Λ, a, δ) = r(Λ, a†, δ).
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4.2.3 Subexponential growth
Proof of Proposition 4.1 (d) Consider a branching process on Λ, started with one particle
in the origin, where a particle at i produces a new particle at j with rate a(i, j), and each
particle dies with rate δ. Let Bt(i) denote the number of particles at site i ∈ Λ and time t ≥ 0.
It is not hard to see that η{0} and B may be coupled such that
1
η
{0}
t
≤ Bt (t ≥ 0). (4.2.15)
Let (ξt)t≥0 be a random walk on Λ that jumps from i to j with rate a(i, j), started in ξ0 = 0.
Then it is not hard to see that (compare [Lig99, Proposition I.1.21])
E[Bt(i)] = P [ξt = i]e
(|a|−δ)t (i ∈ Λ, t ≥ 0). (4.2.16)
Let γ > 0 be a constant, to determined later. It follows from (4.2.15) and (4.2.16) that
E
[|η{0}t |]≤∑
i
(
1 ∧ P [ξt = i]e(|a|−δ)t
)
= |{i ∈ Λ : |i| ≤ γt}|+ P [|ξt| > γt]e(|a|−δ)t (t ≥ 0).
(4.2.17)
Let (Yi)i≥1 be i.i.d. N-valued random variables with P [Yi = k] =
1
|a|
∑
j: |j|=k a(0, j) (k ≥ 0),
let N be a Poisson-distributed random variable with mean |a|, independent of the (Yi)i≥1,
and let (Xm)m≥1 be i.i.d. random variables with law P [Xm ∈ · ] = P [
∑N
i=1 Yi ∈ · ]. Since the
random walk ξ makes jumps whose sizes are distributed in the same way as the Yi, and the
number of jumps per unit of time is Poisson distributed with mean |a|, it follows that
P [|ξt| > γt] ≤ P
[ 1
⌈t⌉
⌈t⌉∑
m=1
Xm > γ
t
⌈t⌉
]
(t > 0), (4.2.18)
where ⌈t⌉ denotes t rounded up to the next integer. By our assumptions,
E
[
eεXm
]
= E
[
eε
∑N
i=1 Yk
]
= e−|a|
∞∑
n=0
|a|n
n!
E
[
eεY1
]n
= e−|a|(1− E[eεY1 ]) <∞, (4.2.19)
for some ε > 0. Therefore, by [DZ98, Theorem 2.2.3 and Lemma 2.2.20], for each R > 0 there
exists a γ > 0 and K <∞ such that
P
[ 1
n
n∑
m=1
Xm > γ
]
≤ Ke−nR (n ≥ 1). (4.2.20)
Choosing γ such that (4.2.20) holds for some R > |a| − δ yields, by (4.2.18)
lim
t→∞
P
[|ξt| > γt]e(|a|−δ)t = 0. (4.2.21)
Inserting this into (4.2.17) we find that the exponential growth rate r = r(Λ, a, δ) satisfies
r ≤ lim sup
t→∞
1
t
log |{i ∈ Λ : |i| ≤ γt}| = 0, (4.2.22)
where we have used that Λ is subexponential.
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4.2.4 Duality and Campbell laws
Proof of Lemma 4.6 (a) This follows by writing
Pˆ
{0}
λ
[
A ∩ ι−1η{0}τ = ∅
] (1)
= πλ({0})−1
∑
i
∫ ∞
0
P
[
i ∈ η{0}t , A ∩ i−1η{0}t = ∅
]
e−λt dt
(2)
= πλ({0})−1
∑
i
∫ ∞
0
P
[
0 ∈ η{i−1}t , A ∩ η{i
−1}
t = ∅
]
e−λt dt
(3)
= πλ({0})−1
∑
j
∫ ∞
0
{
P
[
(A ∪ {0}) ∩ η{j}t 6= ∅
]− P [A ∩ η{j}t 6= ∅]}e−λt dt
(4)
= π†λ({0})−1
∑
j
∫ ∞
0
{
P
[
η
†A∪{0}
t ∩ {j} 6= ∅
]− P [η†At ∩ {j} 6= ∅]}e−λt dt
(5)
= π†λ({0})−1
∫ ∞
0
{
E
[|η†A∪{0}t |]− E[|η†At |]}e−λt dt
(6)
= π†λ({0})−1
{
π†λ(A ∪ {0}) − π†λ(A)
} (7)
= π†λ(A ∪ {0}) − π†λ(A).
(4.2.23)
Here, in step (2) we have used shift invariance, in step (3) we have changed the summation
order and used that {0 ∈ η{j}τ , A∩ η{j}τ = ∅} = {(A∪ {0})∩ η{j}τ 6= ∅}\{A ∩ η{j}τ 6= ∅}, and in
step (4) we have used duality (formula (4.1.6)) and formula (4.2.14).
Proof of Lemma 4.6 (b) We have
P
[
A ∩ η0 = ∅
∣∣ 0 ∈ η0] (1)= P [0 ∈ η0]−1P [0 ∈ η0, A ∩ η0 = ∅]
(2)
= P
[{0} ∩ η0 6= ∅]−1{P [(A ∪ {0}) ∩ η0 6= ∅]− P [A ∩ η0 6= ∅]}
(3)
= ρ†({0}){ρ†(A ∪ {0}) − ρ†(A)} (4)= ρ†(A ∪ {0}) − ρ†(A),
(4.2.24)
where in step (3) we have used (4.1.9).
As a preparation for the proof of Lemma 4.2, we prove:
Lemma 4.11 (Expected population size) One has limλ↓r πλ(A) = ∞ for all ∅ 6= A ∈
Pfin(Λ).
Proof We start with the case A = {0}. Recall that Proposition 4.1 (a) is a consequence of
the subadditivity of the function t 7→ logE[|η{0}t |]. In fact, subadditivity gives us a little more.
By [Lig99, Theorem B.22],
lim
t→∞
1
t logE
[|η{0}t |] = inf
t>0
1
t logE
[|η{0}t |] = r, (4.2.25)
where r = r(Λ, a, δ) ∈ [−δ, |a| − δ] is the exponential growth rate. Formula (4.2.25) says that
E[|η{0}t |] = ertt where limt→∞ rt = inft>0 rt = r. Thus, for every ε > 0, there exists a Tε <∞
such that
ert ≤ E[|η{0}t |] ≤ e(r+ε)t (t ≥ Tε). (4.2.26)
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It follows from the lower bound in (4.2.26) and monotone convergence that
lim
λ↓r
πλ({0}) =
∫ ∞
0
E
[|η{0}t |] e−rt dt =∞. (4.2.27)
The generalization to arbitrary ∅ 6= A ∈ Pfin(Λ) is immediate, since πλ is monotone.
Proof of Lemma 4.2 By Lemma 4.11,
PˆAλ
[
τ < t
]
=
∫ t
0E
[|ηAs |] e−λs ds∫∞
0 E
[|ηAs |] e−λs ds ≤
∫ t
0E
[|ηAs |] e−rs ds
πλ(A)
−→
λ↓r
0. (4.2.28)
for any t > 0.
4.2.5 Harmonic functions
In this section we prove formulas (4.1.28) and (4.1.29), and Lemma 4.7.
Proof of (4.1.28) The shift invariance and monotonicity of ρ follow from the corresponding
properties of the contact process. Since ρ is bounded, obviously ρ ∈ S(Pfin(Λ)). Since ηA
solves the martingale problem for G, for any f ∈ S(Pfin(Λ)), one has∫ t
0
E[Gf(ηAs )]ds = E[f(η
A
t )]− f(A) (A ∈ Pfin(Λ)), (4.2.29)
and therefore
Gf(A) = lim
t→0
t−1
{
E[f(ηAt )]− f(A)
}
(A ∈ Pfin(Λ)). (4.2.30)
By the Markov property,
ρ(ηAt ) = E
[
ηAs 6= 0 ∀s ≥ 0
∣∣ ηAt ] = E[ηAs 6= 0 ∀s ≥ 0 ∣∣FAt ], (4.2.31)
where (FAt )t≥0 denotes the filtration generated by ηA. It follows that ρ(ηAt ) is a martingale,
and therefore, by (4.2.30), Gρ = 0.
Proof of (4.1.29) The shift invariance and monotonicity of πλ follow from the corresponding
properties of the contact process. It follows from (4.1.3) that πλ(A) ≤ πλ({0})|A|, which
shows that πλ ∈ S(Pfin(Λ)). Moreover,
t−1
{
E[πλ(η
A
t )]− πλ(A)
}
= t−1
∫ ∞
0
{
E
[|ηAt+s|]− E[|ηAs |]}e−λs ds
= t−1
{∫ ∞
t
E
[|ηAs |]e−λ(s−t) ds−
∫ ∞
0
E
[|ηAs |]e−λs ds}
= t−1(eλt − 1)
∫ ∞
0
E
[|ηAs |]e−λs ds− eλtt−1
∫ t
0
E
[|ηAs |]e−λs ds.
(4.2.32)
Letting t→ 0, using (4.2.30), it follows that
Gπλ(A) = λπλ(A)− |A| (A ∈ Pfin(Λ), λ > r), (4.2.33)
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as desired.
Proof of Lemma 4.7 It follows from (4.1.24) that πλ(A) ≤ |A|, which shows that the
functions (πλ)λ>r are relatively compact, and each pointwise limit π∞ along a sequence λn ↓ r
satisfies π∞ ∈ S(Pfin(Λ)). Since each πλn is shift invariant an monotone, the same is true for
π∞. If fn, f ∈ S(Pfin(Λ)), fn → f pointwise, and the fn are uniformly bounded on sets of the
form {A ∈ Pfin(Λ) : |A| ≤ K}, then it is not hard to see that pointwise
lim
n→∞
Gfn = Gf. (4.2.34)
Applying this to the functions πλn , which satisfy the uniform bound πλn(A) ≤ |A|, using
(4.1.29) and Lemma 4.11, we find that
Gπ∞(A) = lim
n→∞
λnπλn(A)− |A|
πλn({0})
= lim
n→∞
λnπλn(A)−
|A|
πλn({0})
= rπr(A) (A ∈ Pfin(Λ)),
(4.2.35)
as required.
4.2.6 Eventual domination of finite configurations
In this section we prove Lemma 4.9. We start with two preparatory lemmas.
Lemma 4.12 (Local creation of finite configurations) For each B ∈ Pfin(Λ) and t > 0,
there exists a finite ∆ ⊂ Λ and j ∈ Λ such that
ε := P
[
η
{0}
t ⊃ jB and η{0}s ⊂ ∆ ∀0 ≤ s ≤ t
]
> 0. (4.2.36)
Proof It follows from assumption (4.1.1) (iii) that there exists a site j−1 ∈ Λ with P [η{j−1}t ⊃
B] > 0, and therefore P
[
η
{0}
t ⊃ jB] > 0. Since
⋃
0≤s≤t η
{0}
s is a.s. finite, we can choose a finite
but large enough ∆ such that (4.2.36) holds.
Lemma 4.13 (Domination of finite configurations) For each B ∈ Pfin(Λ), t > 0, and
An ∈ Pfin(Λ) satisfying limn→∞ |An| =∞, one has
lim
n→∞
P [∃i ∈ Λ s.t. ηAnt ≥ iB] = 1. (4.2.37)
Proof Let ∆, j, and ε be as in Lemma 4.12. We can find A˜n ⊂ An such that |A˜n| → ∞ as
n→∞, and for fixed n, the sets (k∆)k∈A˜n are disjoint. It follows that
P [∃i ∈ Λ s.t. ηAnt ≥ iB]
≥ 1−
∏
k∈A˜n
(
1− P [η{k}t ⊃ kjB and η{k}s ⊂ k∆ ∀0 ≤ s ≤ t])
= 1− (1− ε)|A˜n| −→
n→∞
1,
(4.2.38)
160 CHAPTER 4. THE CONTACT PROCESS SEEN FROM A TYPICAL SITE
where we have used (4.2.36) and the fact that events concerning the graphical representation
in disjoint parts of space are independent.
Proof of Lemma 4.9 If δ = 0, then obviously limt→∞ |ηAt | =∞ a.s. If δ > 0, then it is easy
to see that inf{ρ(A) : |A| ≤M} < 1 for all M <∞. Therefore, by (4.1.40),
ηAt = ∅ for some t ≥ 0 or |ηAt | −→t→∞∞ a.s. (4.2.39)
Fix ∅ 6= B ∈ Pfin(Λ) and set ψt(A) := P [∃i ∈ Λ s.t. ηAt ≥ iB] (A ∈ Pfin(Λ), t ≥ 0). Then,
for each t > 0,
lim
T→∞
P [∃i ∈ Λ s.t. ηAT ⊃ iB] = lim
T→∞
E[ψt(η
A
T−t)] = ρ(A), (4.2.40)
where we have used Lemma 4.13 and (4.2.39).
4.2.7 Generalization to arbitrary initial states
In this section, we show how the proof of Theorem 4.3 (a) must be adapted to cover general
initial states ∅ 6= A ∈ P(Λ).
Proof of Theorem 4.3 (a) for general initial states For A,B ∈ Pfin(Λ) with A 6= ∅, we
observe that i ∈ BA−1 ⇔ B ∩ iA 6= ∅, and therefore
|BA−1| =
∑
i
1{B ∩ iA 6= ∅}. (4.2.41)
We define
πA,λ(B) :=
∫ ∞
0
E
[|ηtA−1|]e−λt dt and πA,λ(B) := πA,λ(B)
πA,λ({0}) , (4.2.42)
and let π†A,λ and π
†
A,λ denote the analogues of πA,λ and πA,λ for the (Λ, a
†, δ)-contact process.
Generalizing the proof of Lemma 4.6 (a), we find that
PˆAλ
[
B ∩ ι−1ηAτ = ∅
]
= π†A,λ(B ∪ {0}) − π†A,λ(B). (4.2.43)
Since |B| ≤ |BA−1| ≤ |A| |B| for any A,B ∈ Pfin(Λ) with A 6= ∅, it follows that
lim
t→∞
1
t logE
[|ηBt A−1|] = r (∅ 6= B ∈ Pfin(Λ)), (4.2.44)
where r is the exponential growth rate from Proposition 4.1. The proofs of (4.1.29) and
Lemma 4.7 now carry over to the functions (πA,λ)λ>r without a change, and therefore the
arguments in Section 4.1.4 show that Theorem 4.3 (a) holds for general initial states ∅ 6= A ∈
P(Λ).
4.3. PROOFS OF FURTHER RESULTS 161
4.3 Proofs of further results
Recall that ω = (ωr, ωi) is the pair of Poisson point processes used in the graphical represen-
tation. We construct ω on the canonical probability space Ω := Ploc(Λ×R)×Ploc(Λ×Λ×R),
where Ploc(Λ × R) and Ploc(Λ × Λ × R) denote the spaces of locally finite subsets of Λ × R
and Λ× Λ × R, respectively. These spaces can in a natural way be identified with subspaces
of the spaces of locally finite counting measures on Λ × R and Λ × Λ × R, respectively. Us-
ing this identification, we equip Ploc(Λ × R) and Ploc(Λ × Λ × R) with the vague topology.
We equip Ω with the product topology and the associated Borel-σ-field F , and let P be the
probability measure on (Ω,F) such that under P , the coordinate functions ωr, ωi are Poisson
point processes as described in the introduction.
We equip Λ×R and Λ×Λ×R with a group structure by putting (i, s)(j, t) := (ij, s+t) and
(i, j, s)(k, l, t) := (ik, jl, s + t), respectively. In line with our earlier notation, for any subset
α ⊂ Λ×R, we write (i, s)α := {(ij, s + t) : (j, t) ∈ α}. For β ⊂ Λ× Λ×R, we define (i, j, s)β
analogously. We define shift operators θi,t : Ω→ Ω by
θi,t(α, β) := ((i, t)α, (i, i, t)β) (4.3.1)
(i ∈ Λ, t ∈ R, (α, β) ∈ Ω). Thus, θi,t shifts a graphical representation by left-multiplication
with i and increasing all times by t.
4.3.1 Conditioning and size-biasing
In this section, we prove that size-biasing and conditioning on survival are asymptotically
equivalent in a ‘local’ sense. Let
ωt := (ω
r ∩ Λ× (−∞, t] , ωi ∩ Λ× Λ× (−∞, t]) (4.3.2)
denote the restriction of the Poisson point processes used in the graphical representation to
the time interval (−∞, t].
Proposition 4.14 (Conditioning and size-biasing) Assume that the (Λ, a, δ)-contact pro-
cess survives and that the exponential growth rate satisfies r(Λ, a, δ) = 0. Then, for any
∅ 6= A ∈ Pfin(Λ),
PˆAλ
[
ωt ∈ ·
] −→
λ↓0
P
[
ωt ∈ ·
∣∣A× {0} ∞] (t ∈ R). (4.3.3)
Proof It suffices to prove the claims for t > 0. For any A ∈ F , write
PˆAλ
[
ωt ∈ A
]
= PˆAλ
[
ωt ∈ A
∣∣ τ ≥ t] PˆAλ [τ ≥ t]+ PˆAλ [ωt ∈ A, τ < t], (4.3.4)
and observe that
PˆAλ
[
ωt ∈ A
∣∣ τ ≥ t] =
∫∞
0 E[|ηAt+s|1{ωt∈A}]e−λs ds∫∞
0 E[|ηAt+s|]e−λs ds
=
E[
∫∞
0 E[|ηAt+s| |ωt]e−λs ds1{ωt∈A}]
E[
∫∞
0 E[|ηAt+s| |ωt]e−λs ds]
=
E[πλ(η
A
t )1{ωt∈A}]
E[πλ(η
A
t )]
=
E[πλ(η
A
t )1{ωt∈A}]
E[πλ(η
A
t )]
−→
λ↓0
E[ρ(ηAt )1{ωt∈A}]
E[ρ(ηAt )]
,
(4.3.5)
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where we have used that πλ → ρ pointwise as λ ↓ 0 by Lemma 4.7 and Proposition 4.8, and
bounded convergence, using the uniform bound πλ ≤ | · |. Since
E[ρ(ηAt )1{ωt∈A}]
E[ρ(ηAt )]
=
E[ρ(ηAt )1{ωt∈A}]
E[ρ(ηAt )]
=
E[P [A× {0} ∞|ωt]1{ωt∈A}]
E[P [A × {0} ∞|ωt]] = P
[
ωt ∈ A
∣∣A× {0} ∞],
(4.3.6)
formula (4.3.3) follows from Lemma 4.2, (4.3.4), and (4.3.5).
4.3.2 Coupling to the maximal process
In this section we prove Theorem 4.3 (b) and Proposition 4.4. In analogy with (4.1.14), we
put
Pˆ †Aλ ({i} × {dω} × {dt}) := π†λ(A)−1 1{i ∈ η†At (ω)}
P (dω)e−λtdt, (4.3.7)
which is well-defined for any ∅ 6= A ∈ Pfin(Λ) and λ > r. Recall that η†Aτ = {i ∈ Λ : (i,−τ) 
A × {0}}. We can view η†At as the set of all ‘ancestors’ at time −t of the set A at time 0.
As before, let ι and τ denote the projections on Λ and R+, respectively. Then, under the law
Pˆ †Aλ , the random variables ι and τ describe a ‘typical’ ancestor of A and a ‘typical’ time −τ .
In the next lemma, we shift the graphical representation ω in such a way that the ‘typical’
infected site and time (ι, τ), chosen with respect to Pˆ
{0}
λ , are mapped to the point (0, 0). Note
that under such a shift, the origin is mapped to ι−1. Thus, the next lemma can be described
by saying that if we start the contact process with only the origin infected, then seen from a
typical infected site, the origin is a typical ancestor.
Lemma 4.15 (Origin seen from a typical infected site) Assume that r(Λ, a, δ) ≤ 0.
Then
Pˆ
{0}
λ
[
(ι−1, θι−1,−τω, τ) ∈ ·
]
= Pˆ
† {0}
λ
[
(ι, ω, τ) ∈ · ]. (4.3.8)
Proof Let us write (i, s)
ω
 (j, t) when (i, s) can be connected to (j, t) along a path in the
graphical representation ω. Then
Pˆ
{0}
λ
[
ι−1 = j, θι−1,−τω ∈ A, τ ∈ (a, b)
]
= Pˆ
{0}
λ
[
ι = j−1, θι−1,−τω ∈ A, τ ∈ (a, b)
]
= πλ({0})−1
∫ b
a
P
[
j−1 ∈ η{0}t , θj,−tω ∈ A
]
e−λt dt
= πλ({0})−1
∫ b
a
P
[
(0, 0)
ω
 (j−1, t), θj,−tω ∈ A
]
e−λt dt
= πλ({0})−1
∫ b
a
P
[
(j,−t) θj,−tω (0, 0), θj,−tω ∈ A
]
e−λt dt
= πλ({0})−1
∫ b
a
P
[
(j,−t) ω (0, 0), ω ∈ A]e−λt dt
= π†λ({0})−1
∫ b
a
P
[
j ∈ η† {0}t , ω ∈ A
]
e−λt dt = Pˆ
† {0}
λ
[
ι = j, ω ∈ A, τ ∈ (a, b)],
(4.3.9)
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where we have used (4.2.14).
In order to prove Theorem 4.3 (b), we need two more lemmas.
Lemma 4.16 (Large populations) Assume that the (Λ, a, δ)-contact process survives and
that the exponential growth rate satisfies r(Λ, a, δ) ≤ 0. Then, for any ∅ 6= A ∈ Pfin(Λ),
PˆAλ
[|ηAτ | ≥ K] −→
λ↓0
1 (K <∞). (4.3.10)
Proof Let τλ be an exponentially distributed reandom variable with mean 1/λ, independent
of the Poisson processes used in the graphical representation. Then
PˆAλ
[|ηAτ | ≥ K]=
E
[|ηAτλ |1{|ηAτλ | ≥ K}
]
E
[|ηAτλ |]
=
E
[|ηAτλ |1{|ηAτλ | ≥ K}
∣∣ ηAτλ 6= ∅]
E
[|ηAτλ | ∣∣ ηAτλ 6= ∅] ≥ E
[
1{|ηAτλ | ≥ K}
∣∣ ηAτλ 6= ∅] −→λ↓0 1,
(4.3.11)
where we have used (4.2.39), and the fact that |ηAτλ | and 1{ηAτλ≥K} are positively correlated
since the functions z 7→ z and z 7→ 1{z≥K} are nondecreasing.
Recall that in the proof (in Section 4.1.4) of Proposition 4.8, sequences An ∈ Pfin(Λ) such
that ρ(An)→ 1 played an important role. Although we did not need this fact there, the next
lemma implies that for δ > 0, actually ρ(An)→ 1 if and only if |An| → ∞.
Lemma 4.17 (High survival probabilities) Assume that the (Λ, a, δ)-contact process sur-
vives, and An ∈ Pfin(Λ). Then |An| → ∞ implies ρ(An)→ 1.
Proof By (4.1.40) there exist Bm ∈ Pfin(Λ) with ρ(Bm) → 1. Now if An ∈ Pfin(Λ) satisfy
|An| → ∞, then by Lemma 4.13,
lim inf
n→∞
ρ(An)
≥ lim inf
n→∞
P
[
ηAns 6= ∅ ∀s ≥ t
∣∣ ∃i ∈ Λ s.t. ηAnt ≥ iBm]P [∃i ∈ Λ s.t. ηAnt ≥ iBm]
≥ ρ(Bm),
(4.3.12)
for each t > 0 and m. Letting m→∞ yields the claim.
We now first prove Theorem 4.3 (b) in the case A = {0}, and then indicate how the arguments
may be generalised to ∅ 6= A ∈ Pfin(Λ). We will obtain Proposition 4.4 as a corollary to our
proofs in the case A = {0}.
Proof of Theorem 4.3 (b) in the case A = {0} By Lemma 4.15, we must show that
for fixed ∆ ∈ Pfin, the sets {j ∈ ∆ : (ι,−τ)  (j, 0)}, {j ∈ ∆ : −∞  (j, 0)}, and
{j ∈ ∆ : Λ×{−τ} (j, 0)} are asymptotically equal under the laws Pˆ † {0}λ as λ ↓ 0. It suffices
to show that for any j ∈ Λ,
Pˆ
† {0}
λ
[
(ι,−τ) (j, 0) ∣∣Λ× {−τ} (j, 0)] −→
λ↓0
1. (4.3.13)
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and
Pˆ
† {0}
λ
[−∞ (j, 0) ∣∣Λ× {−τ} (j, 0)] −→
λ↓0
1. (4.3.14)
Reversing the direction of time and interchanging the roles of η and η†, this then yields
Proposition 4.4 as a corollary.
For any t > 0, by Proposition 4.14,
Pˆ
† {0}
λ
[
Λ× {−τ} (j, 0)] = Pˆ † {0}λ [η† {j}τ 6= ∅]
≤ Pˆ † {0}λ
[
η
† {j}
t 6= ∅
]
+ Pˆ
† {0}
λ
[
τ < t
] −→
λ↓0
P
[
η
† {j}
t 6= ∅
∣∣ −∞ (0, 0)]. (4.3.15)
Letting t→∞ yields
lim sup
λ↓0
Pˆ
† {0}
λ
[
Λ× {−τ} (j, 0)] ≤ P [−∞ (j, 0) ∣∣ −∞ (0, 0)] =: φ(j). (4.3.16)
By Lemma 4.15 and Theorem 4.3 (a),
lim
λ↓0
Pˆ
† {0}
λ
[
(ι,−τ) (j, 0)] = lim
λ↓0
Pˆ
{0}
λ
[
j ∈ ι−1η{0}τ
]
= P
[
j ∈ η0
∣∣ 0 ∈ η0] = φ(j). (4.3.17)
Combining (4.3.16) and (4.3.17) we arrive at (4.3.13).
Since conditional on η
† {0}
τ , the typical site ι is chosen with equal probabilities from the
sites in η
† {0}
τ ,
Pˆ
† {0}
λ
[
(ι,−τ) (j, 0) ∣∣Λ× {−τ} (j, 0)] = Eˆ† {0}λ [ |η
† {j}
τ ∩ η† {0}τ |
|η† {0}τ |
∣∣∣Λ× {−τ} (j, 0)].
(4.3.18)
Therefore, (4.3.13) and Lemma 4.16 imply that
lim
λ↓0
Pˆ
† {0}
λ
[|η† {j}τ | ≥ K ∣∣Λ× {−τ} (j, 0)] = 1 (K <∞), (4.3.19)
which by Lemma 4.17 implies (4.3.14).
Generalization to arbitrary initial states In analogy with (4.3.7), we define, for any
∅ 6= A,B ∈ Pfin(Λ),
Pˆ †BA,λ({i} × {dω} × {dt}) := π†A,λ(B)−1 1{η†Bt (ω) ∩ iA 6= ∅}
P (dω)e−λtdt, (4.3.20)
where π†A,λ(B)
−1 is defined below (4.2.42). Note that this is a probability measure by (4.2.41).
As before, let ι denote the projection on Λ. Then, under the law Pˆ †BA,λ, the random variable
ι describes a ‘typical’ site such that ιA × {−τ}  B × {0}. By an obvious analogue of
Lemma 4.15, we must prove the following generalisations of (4.3.13) and (4.3.14):
(i) Pˆ
† {0}
A,λ
[
ιA× {−τ} (j, 0) ∣∣Λ× {−τ} (j, 0)] −→
λ↓0
1,
(ii) Pˆ
† {0}
A,λ
[−∞ (j, 0) ∣∣Λ× {−τ} (j, 0)] −→
λ↓0
1.
(4.3.21)
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Define a measure P˜
† {0}
A,λ on Λ× Λ× Ω× R+ by
P˜
† {0}
A,λ ({k}×{i}×{dω}×{dt}) := Eˆ† {0}A,λ
[
|η† {0}τ ∩ iA|−11{k ∈ η† {0}τ ∩ iA}1{i} × {dω} × {dt}
]
.
(4.3.22)
Let κ, ι : Λ × Λ × Ω × R+ → Λ denote the projections on the first and second coordinate,
respectively. Then, under the law P˜
† {0}
A,λ , the random variable κ describes a site chosen with
equal probabilities from η
† {0}
τ ∩ ιA. Therefore, in order to prove (4.3.21), it suffices to prove:
(i) P˜
† {0}
A,λ
[
(κ,−τ) (j, 0) ∣∣Λ× {−τ} (j, 0)] −→
λ↓0
1,
(ii) P˜
† {0}
A,λ
[−∞ (j, 0) ∣∣Λ× {−τ} (j, 0)] −→
λ↓0
1.
(4.3.23)
We claim that P˜
† {0}
A,λ
[
(κ, ω, τ) ∈ · ] has a density with respect to Pˆ † {0}λ
[
(ι, ω, τ) ∈ · ] that
is uniformly bounded away from 0 and ∞, and therefore (4.3.23) follows from (4.3.13) and
(4.3.14). Indeed, by (4.3.20) and (4.3.22),
P˜
† {0}
A,λ ({k} × Λ× {dω} × {dt})
= π†A,λ({0})−1
∑
i
E
[|η† {0}τ ∩ iA|−11{k ∈ η† {0}τ ∩ iA}1{η† {0}τ ∩ iA 6= ∅}1{dω}
]
e−λt dt
= Zπ†λ({0})−1E
[
F1{k ∈ η† {0}τ }1{dω}
]
e−λt dt = Eˆ
† {0}
λ
[
ZF (k)1{k} × {dω} × {dt}
]
,
(4.3.24)
where Z := π†λ({0})/π†A,λ({0}) satisfies |A|−1 ≤ Z ≤ 1 and
F (k) :=
∑
i
|η† {0}τ ∩ iA|−11{k ∈ iA} =
∑
i∈kA−1
|η† {0}τ ∩ iA|−1 (4.3.25)
satisfies 1 ≤ F (k) ≤ |A|.
4.3.3 Coupling of one-dimensional processes
Proof of Lemma 4.5 For any point (i, s) such that (i, s) ∞, set
rs,t(i) := max{j ∈ Z : (i, s) (j, t) ∞} (t ≥ s). (4.3.26)
Then (rs,t(i))t≥s is the right-most path to infinity starting at (i, s). By symmetry and the
nearest-neighbor property, it suffices to show that for any (i, s) and (j, s) such that (i, s) ∞
and (j, s)  ∞, there exists a t ≥ s such that rs,t(i) = rs,t(j). Imagine that this is not the
case. Then, for any i ∈ Z and s ≤ t, the maximum
Rs,t(i) := max{j ∈ Z : rt,u(j) = rs,u(i) for some u ≥ t} (4.3.27)
exists. Set
χs := {i ∈ Z : Rs,s(i) = i} (s ∈ R). (4.3.28)
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It is not hard to see that Rs,t maps Z into χt and that Rs,t : χs → χt is one-to-one. We claim
that Rs,t : χs → χt is with positive probability not surjective if s < t. Indeed, since we are
assuming that δ > 0 or a(0, 1) ∧ a(1, 0) > 0, it is easy to see that with positive probability
there exist i, j, k ∈ χt with i < j < k such that
max{i′ ∈ Z : (0, s) (i′, t)} = i and max{k′ ∈ Z : (1, s) (k′, t)} = k. (4.3.29)
It follows that Rs,t(0) = i and Rs,t(1) = k, and therefore, since Rs,t is monotone, there is no
n ∈ Z with Rs,t(n) = j.
This ‘obviously’ violates stationarity. More formally, fix s < t and define f : Z × Z → R
by
f(i, j) := P [i ∈ χs, j ∈ χt, j = Rs,t(i)]. (4.3.30)
Then ∑
j
f(0, j) = P [0 ∈ χs,∃j ∈ χt s.t. j = Rs,t(0)]
= P [0 ∈ χs] > P [∃i ∈ χs s.t. 0 ∈ χt, 0 = Rs,t(i)] =
∑
i
f(i, 0).
(4.3.31)
Since
∑
j f(0, j) =
∑
j f(−j, 0) =
∑
i f(i, 0) (this equality is a special case of the mass trans-
port principle; see [Hag97], [BLPS99, Section 3], or [LP05, Chapter 7]), we arrive at a contra-
diction.
4.3.4 Survival on finitely generated groups
In this section we prove:
Lemma 4.18 (Survival for low recovery rates) If Λ is finitely generated, then δc > 0.
Proof Let ∆ be a finite generating set for Λ. Since {i : a(0, i) > 0} generates Λ, there exists
a finite subset A ⊂ {i : a(0, i) > 0} that generates ∆, and thereby all of Λ. Therefore, we can
find i0, i1, . . . ∈ Λ, all different, such that infk≥0 a(ik, ik+1) > 0. We will use comparison to
oriented site percolation to show that P ((i0, 0) ∞) > 0 if δ is sufficiently small. Fix T > 0.
Call a point (n,m) with n,m ∈ N2 good if in the grapical representation, in the time interval
[Tm,T (m+ 1)), there is an arrow from in to in+1 and there are no recoveries in in and in+1.
By choosing T large enough and δ small enough, the probability that a point is good can be
made arbitrarily high, uniformly in n. If this probability is larger than the critical parameter
for independent 2-dimensional oriented site percolation, then with positive probability there
is an upward path along good points, and therefore the contact process survives.
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