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Abstract
Consider a finite group G and subgroups H,K of G. We say that H and K per-
mute if HK = KH and call H a permutable subgroup if H permutes with every
subgroup of G. A group G is called quasi-Dedekind if all subgroups of G are
permutable. We can define, for every finite group G, an arithmetic quantity that
measures the probability that two subgroups (chosen uniformly at random with
replacement) permute and we call this measure the subgroup permutability de-
gree of G. This measure quantifies, among others, how close a finite group is to
being quasi-Dedekind, or, equivalently, nilpotent with modular subgroup lattice.
The main body of this thesis is concerned with the behaviour of the subgroup per-
mutability degree of the two families of finite simple groups PSL2(2n), and Sz(q).
In both cases the subgroups of the two families of simple groups are completely
known and we shall use this fact to establish that the subgroup permutability
degree in each case vanishes asymptotically as n or q respectively tends to infinity.
The final chapter of the thesis deviates from the main line to examine groups,
called F-groups, which behave like nilpotent groups with respect to the Frattini
subgroup of quotients. Finally, we present in the Appendix joint research on the
distribution of the density of maximal order elements in general linear groups
and offer code for computations in GAP related to permutability.
Caminante, son tus huellas
el camino, y nada más;
caminante, no hay camino,
se hace camino al andar.
Antonio Machado
Proverbios y cantares XXIX, Campos de Castilla
1
Introduction
The application of probabilistic methods to a mathematical field other than prob-
ability theory itself (e.g. number theory, graph theory, group theory) has often led
to interesting results, which themselves could not be obtained by standard tech-
niques within that field. These results are, generally speaking, of the following
nature: it is shown that, in a certain sense, “most” elements of a set of mathem-
atical objects possess a certain property, thereby characterising the underlying
structure in terms of that property.
A rigorous definition of the nature of probabilistic group theory is beyond the
scope of this thesis or the interests of its author. We elect, instead, to loosely
describe the main areas of focus within the field. These are:
1. the characterisation of a group or families of groups by analysing propor-
tions of elements (subgroups, conjugacy classes of elements or subgroups
etc.) that satisfy a certain property,
2. the application of probability to the construction of algorithms in computa-
tional group theory, and
3. proving deterministic statements about groups via probabilistic methods.
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We shall have very little to say about the latter two areas; the interested reader
is referred to the expository article of Dixon [Dix02] and the thorough list of
references it provides1.
Despite the fact that the present thesis contains material (Chapter 5 and Ap-
pendix A) seemingly unrelated to the main theme, which is subgroup permutabil-
ity and the subgroup permutability degree, it should be stressed that all, or nearly
all, material is about finite groups and probabilities in the sense of proportions.
An exception is Chapter 5 where, among others, we attempt to describe structural
aspects of a certain class of groups with specific behaviour relative to the Frattini
subgroup and offer an improvement2 of an already existing algorithm of Hulpke
for the computation of representatives of the conjugacy classes of subgroups of
nilpotent groups. However, Chapter 5 came about from an (unsuccessful) attempt
to generalise the argument given in Lemma 4.7 to all finite p-groups, the ultimate
goal being to deduce good lower and upper bounds for the size of the table of
marks of a candidate group in terms of other invariants of the group.
All in all, this thesis is a very modest attempt at a contribution to the first area of
probabilistic group theory mentioned above.
A short description of the contents of each chapter is in order.
• The rest of the present chapter is devoted to a brief overview of some
milestones in probabilistic group theory; more specifically in the areas
of probabilistic generation of finite simple groups and the commuting
probability, an arithmetic measure which quantifies the “abelianness” of a
finite group.
• Chapter 2 provides an overview of subgroup permutability and related
notions and introduces the concept of the subgroup permutability degree of
a finite group. This is an arithmetic measure analogous to the commuting
probability, but it is defined in terms of “commuting” pairs of subgroups
instead of elements. It measures the extent to which a group is Iwasawa,
i.e. has all subgroups permutable. The class of Iwasawa groups certainly
contains the class of abelian groups, but it is larger (and is strictly contained
within the class of nilpotent groups). The subgroup permutability degree
1 In fact, the writing of this chapter has benefitted from Dixon’s exposition.
2 It would probably be more accurate to say that the modified algorithm is likely to run faster
than the one currently in use, but no guarantee is made, since we haven’t attempted an actual
implementation.
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can thus be viewed as a slight generalisation of the commuting probability.
Note, however, that we will not attempt to make this precise, nor will we
explore connections between the two arithmetic measures. We close the
chapter with a criterion (Lemma 2.16) for the vanishing of the subgroup
permutability degree of a family of finite groups.
• The content of the following two chapters is reproduced from publications
of the author ([Aiv13] and [Aiv15] respectively). They constitute the main
body of this thesis and examine the behaviour of the subgroup permutability
degree of the two families of simple groups PSL2(2n) and Sz(q). In both cases
the subgroups of the two families of simple groups are completely known
and we shall use this fact to establish that the subgroup permutability
degree vanishes asymptotically as n or q respectively tends to infinity, thus
taking a first step towards a proof of the following conjecture:
Let S be the set of all nonabelian finite simple groups. Then the probability that
two subgroups of G permute tends to 0 as |G| →∞, G ∈ S .
• Chapter 5, as we have already mentioned, is independent from the rest of the
thesis. In general, ifG is a finite group andN is a normal subgroup ofG then
Φ (G/N ) > Φ(G)N/N and there exist pairs (G,N ) for which equality fails to
hold (consider the Frobenius group of order 20 and its Sylow 5–subgroup).
Our goal in this chapter is to extract as much information as possible about
finite groups all of whose normal subgroups satisfy Φ (G/N ) = Φ(G)N/N .
• Appendix A presents joint research with Efthymios Sofos and its content
is reproduced (verbatim) from our joint publication [AS14]. We examine
elements of maximal order in GLn(q), also known as Singer cycles, and study
the distribution of their density in GLn(q).
• Appendix B presents GAP code which can be used to compute or construct
objects related to permutability.
1.1 Probabilistic generation
Probabilistic generation is that subfield within probabilistic group theory which
is concerned with questions of type:
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Given a family of groups Gn, what is the probability that a d-tuple of elements with
prescribed properties, chosen uniformly at random, generates Gn as n→∞?
The earliest recording of a problem of this sort is due to E. Netto who, in 1892,
writes3:
If we arbitrarily select two or more substitutions of n elements, it is
to be regarded as extremely probable that the group of lowest order
which contains these is the symmetric group, or at least the alternating
group. In the case of two substitutions the probability in favour of
the symmetric group may be taken as about 34 , and in favour of the
alternating, but not symmetric, group as about 14 . In order that any
given substitutions may generate a group which is only a part of the
n! possible substitutions, very special relations are necessary, and it
is highly improbable that arbitrarily chosen substitutions [...] should
satisfy these conditions. The exception most likely to occur would
be that all the given substitutions were severally equivalent to an
even number of transpositions and would consequently generate the
alternating group.
The problem stated in the passage can be recast more succinctly in modern
language as follows.
Conjecture 1.1 (Netto, 1892) The probability P that a pair of elements of Σn, chosen
uniformly at random, generate either An or Σn tends to 1 as n→∞.
Netto’s conjecture remained open, perhaps due to obscurity, until Dixon [Dix69]
picked up the problem and settled it in the affirmative.
Theorem 1.2 (Dixon, 1969) Netto’s conjecture holds, i.e., P (An)→ 1 as n→∞.
In fact, Dixon does more than merely settling the conjecture, by providing explicit
estimates for the rate of convergence of the probability to 1. Dixon’s proof relies
on a classic theorem of Jordan (see [Isa08, Theorem 8.23]).
Theorem 1.3 (Jordan) Suppose that H is a subgroup of Σn which acts primitively on
the set {1, . . . ,n} and contains a p-cycle for some prime p 6 n− 3. Then H = An or Σn.
3 Reproduced from the second edition, translated in english by Cole [Net64, p. 90].
Chapter 1: Introduction 12
The proof goes along the following lines: if x,y ∈ G do not generate G, where G =
An, then they both lie in a maximal subgroup M of G. Given M, the probability
that this happens is |G :M |−2. Hence
1− P (G) 6
∑
MlG
|G :M |−2 =
∑
M∈M
|G :M |−1 (1.1)
where M lG means that M is a maximal subgroup of G andM is a set of repres-
entatives of the conjugacy classes of maximal subgroups of G.
A maximal subgroup of G = An is either intransitive, imprimitive, or primitive.
Denote the contributions to the sum in (1.1) from each category by S1, S2, S3
respectively, so that 1−P (G) 6 S1+S2+S3. One can prove with elementary methods
that the contribution afforded by subgroups from intransitive or imprimitive
subgroups is negligible, hence S1 + S2 → 0 as n → ∞. The case of primitive
subgroups is less straightforward. This is dealt with in Lemma 3 of Dixon’s paper
(borrowing ideas from Erdős and Turán’s second paper [ET67] on the statistics of
the symmetric group–more on this in Appendix A), thus concluding the proof.
Lemma 1.4 Let pn be the probability that a permutation in Σn, chosen uniformly at
random, has one of its powers equal to a p-cycle for some prime p 6 n−3. Then pn→ 1
as n→∞.
In most cases, probabilistic results, once established, are subsequently sharpened
by others as is often the case in mathematics. Probabilistic group theory is partic-
ularly amenable to this practice because probabilistic statements are ultimately
phrased in terms of inequalities, which, in turn, seem to admit inexorable im-
provement4. Dixon’s theorem (in particular the bounds that Dixon obtains) is
no exception and the reader is referred to [Dix02] for a brief account of those
improvements.
Dixon went on to conjecture that An is not special with regard to 2-generation.
Conjecture 1.5 (Dixon, 1969) Let G be a finite simple group and let P be the probab-
ility that two elements of G, chosen uniformly at random, generate G. Then P (G)→ 1
as |G| →∞.
4 That is, until they can provably be no longer improved.
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Dixon’s conjecture, much like Netto’s conjecture, would have to wait quite a bit
to be resolved. In 1990 Kantor and Lubotzky proved the assertion for classical
groups and certain exceptional groups. The remaining cases were proved by
Liebeck and Shalev in 1995.
Theorem 1.6 (KLLS, 1990–1995) Dixon’s conjecture holds, i.e., P (G)→ 1 as |G| →
∞, G a finite simple group.
We mention that variants of Dixon’s Conjecture have been investigated extens-
ively in recent years, the more famous of these being the (2,3)-generation problem
and its connections with the modular group PSL2(Z). Liebeck’s recent exposi-
tion [DFO13, Chapter 1] offers a detailed account of the field of probabilistic
generation.
1.2 The commuting probability
The commuting probability of a finite group G, which we denote by cp(G) (but
it has known other names), is the probability that two elements of G, chosen
uniformly at random, commute:
cp(G)B
∣∣∣{(x,y) ∈ G ×G : xy = yx}∣∣∣
|G|2 .
It was popularised by Gustafson [Gus73] who, in turn, traces its origins to Erdős
and Turán’s series of papers on the statistics of the symmetric group. Using the
class equation of G one can easily prove that cp(G) = k(G)
/
|G|, where k(G) is
the number of conjugacy classes (of elements) of G. Gustafson also established
the gap result that if G is nonabelian then cp(G) 6 5/8, with equality if and
only G
/
Z(G)  C2 × C2. Of course, G is abelian if and only if cp(G) = 1 and,
despite the (5/8,1) gap, the commuting probability can be viewed as an arithmetic
quantification of the “abelianness” of a group.
Most research on the commuting probability has focussed on obtaining inequalit-
ies for cp(G) in terms of other invariants of the group and proving that if cp(G) > ε
then G is in some sense close to abelian. For example, Rusin [Rus79] proved that if
cp(G) > 11/32 then either |G′ | ∈ {2,3}, or cp(G) 6 7/16 and |G : Z(G)| 6 16. Lescot
et al. [LNY14] recently established that if cp(G) > 5/16, then either G is super-
soluble, or G or its abelianisation is isoclinic to A4. We recall that two groups
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G1 and G2 with centres Z1, Z2 respectively are said to be isoclinic if there are
isomorphisms φ : G1/Z1→ G2/Z2, ψ : G′1→ G′2 such that for all x,y ∈ G1
ψ ([xZ1, yZ1]) = [φ (xZ1) ,φ (yZ1)] .
Isoclinism is an equivalence relation on the set of all finite groups and each
equivalence class contains a so-called stem group, i.e., a group G such that Z(G) 6
G′. In fact, cp is invariant under isoclinism, that is, if G1 is isoclinic to G2 then
cp(G1) = cp(G2). A few other pleasing properties that cp enjoys are:
(i) If G1, G2 are groups then cp(G1 ×G2) = cp(G1) · cp(G2).
(ii) If N is a normal subgroup of G then cp(G) 6 cp(N ) · cp(G/N ).
(iii) If H is a subgroup of G then cp(H) > cp(G).
The interested reader is referred to a paper of Guralnick and Robinson [GR06],
which contains a wealth of information on the commuting probability and a
multitude of novel results. The more striking of those is that cp(G)→ 0 as either
the index or the derived length of the Fitting subgroup of G tends to infinity. One
can therefore deduce at once that cp(G)→ 0 as |G| →∞, G a finite simple group.
Let us close this chapter and move on to subgroup permutability by mentioning
recent advancements on Joseph’s conjectures. In 1977 Keith Joseph, who had
already completed his dissertation on the commuting probability 8 years earlier,
made the following three conjectures about the set P = {cp(G) : G a finite group}.
Conjecture 1.7 (Joseph [Jos77])
J1. All limit points of P are rational.
J2. P is well ordered by >.
J3. {0} ∪P is closed.
Note that J1 implies that P is nowhere dense in (0,1], and J2 implies that for every
x ∈ P there is an ε > 0 such that (x − ε,x)∩P = ∅. Until recently, the best partial
result was due to Hegarty [Heg13], who proved that the first two of Joseph’s
Conjectures hold for the set P ∩ (2/9,1]. Eberhard [Ebe14], a few months prior to
the writing of this thesis, managed to prove both J1 and J2 in their generality.
2
Subgroup permutability
In this preliminary chapter we present definitions and results concerning the
notion of permutability in finite groups. Permutability can be thought of as a
weak form of normality and we shall attempt to provide justification for this
claim. We should, however, mention early on that permutability can be a rather
awkward property to study, perhaps because two subgroups can permute for a
variety of reasons. Nevertheless, this notion has been investigated extensively
over the years and a number of strong results have been obtained. Since the
number of items in the literature that deal with subgroup permutability is rather
large, we shall attempt to give only a brief overview of the more interesting of
those results here, and refer the reader to the textbook of Ballester-Bolinches et
al. [BBERA10] which explores subgroup permutability (among others) in depth.
Our exposition has also benefited from a survey paper of Robinson [Rob99], as
well as Chapter 2 of Schmidt’s book on subgroup lattices [Sch94], especially as
far as modular subgroups and Iwasawa groups are concerned.
2.1 Permutable subgroups and Iwasawa groups
Consider a finite group G and subgroups H,K of G. The Frobenius product of H,K
is defined to be the set HK B {hk : h ∈H,k ∈ K}. In general HK is not a subgroup
and it is an elementary exercise to show that HK is a subgroup if and only if
HK = KH , in which case we say that H and K permute and write H perK . This
prompts the following definition.
Definition 2.1 A subgroup H of the finite group G is called a permutable (or quasi-
normal) subgroup if H permutes with every subgroup of G.
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Øystein Ore, in an influential early paper [Ore39], was the first to study permut-
able subgroups. He established that permutable subgroups of finite groups are
subnormal, thus justifying the term ‘quasi-normal’.
Theorem 2.2 (Ore [Ore39]) If H is a permutable subgroup of the finite group G then
H is subnormal in G.
One sees effortlessly that either K 6 NG(H), or H 6 NG(K) implies that the sub-
groups H , K of G permute and thus normal subgroups are always permutable.
On the other hand, ifH permutes with K it need not follow that either normalises
the other. Consider a Sylow 5–subgroup, say P , of A5, the alternating group on
5 letters. Then A5 = PA4 = A4P , but clearly neither P nor A4 is normal in A5.
Recall that a Dedekind group is one all of whose subgroups are normal. Richard
Dedekind, as early as 1897, studied the finite groups with this property in an
attempt to find the algebraic number fields all of whose subfields are normal.
Abelian groups are clearly Dedekind groups, so only the nonabelian ones require
description. He named the nonabelian ones Hamiltonian after Sir William Rowan
Hamilton who discovered the quaternions.
Theorem 2.3 (Dedekind [Ded97]) Every subgroup of the finite nonabelian group G
is normal in G if and only if G is a direct product of the quaternion group Q8 of order
8, a group of exponent at most 2, and an odd-order abelian group.
Thus Dedekind groups are primary examples of groups which have lots of per-
mutability built in. We mention in passing that the Hamiltonian 2-groups admit
the following equivalent characterisation.
Theorem 2.4 ([BBCLER13, Theorem 2.3]) A finite 2-group G is Hamiltonian if and
only if the Frattini subgroup Φ(G) of G has order 2, the centre Z(G) of G has exponent
2 and index 4 in G, and the preimages of the generators of G/Z(G) under the natural
epimorphism from G onto G/Z(G) have order 4.
Iwasawa [Iwa41] obtained the full description of finite groups with every sub-
group permutable.
Definition 2.5 A group G is called Iwasawa, or quasi-Dedekind, if all subgroups of
G are permutable.
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From Ore’s theorem, Iwasawa groups are nilpotent. We remind the reader that a
group G is called modular if its subgroup lattice is modular, that is, if 〈H,K ∩L〉 =
〈H,K〉 ∩L for all subgroups H,K,L of G such that H 6 L.
Figure 2.1: Hasse diagram of Q8.
Theorem 2.6 (Iwasawa [Iwa41]) Every subgroup of a finite group G is permutable
if and only if G is a nilpotent modular group. The finite modular p-groups which are
not Dedekind groups are the groups of type G = 〈t,N 〉, where N CG, N is abelian, and
nt = n1+p
s
, with s > 1 if p = 2.
Thus one has the containments
abelian (Dedekind ( Iwasawa↔ nilpotent modular ( nilpotent.
The containments are proper: Q8 is Dedekind but not abelian, the extraspecial
group of order 27 and exponent 9 is Iwasawa but not Dedekind, and D8 is nilpo-
tent but not Iwasawa. In fact, one need only look at sections of order p3 to decide
Figure 2.2: Hasse diagram of D8.
whether a p-group is Iwasawa.
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Theorem 2.7 (Napolitani [Nap70, Teorema A]) Let G be a finite p-group. Then G is
Iwasawa if and only if each of its sections of order p3 is Iwasawa.
There are five groups of order 8: three of those are abelian and the other two are
D8 and Q8. Among those, clearly, only D8 is not Iwasawa. When p > 2, there are,
again, only five groups of order p3. The three abelian groups are Iwasawa. But
the extraspecial p-group of ‘minus’ type is Iwasawa because
p1+2− =
〈
x,y : xp
2
= yp = 1,xy = x1+p
〉
 Cp2 oCp;
the action in the semidirect product can be read off from the presentation and
agrees with the condition in Iwasawa’s theorem. The extraspecial group of ‘plus’
type
p1+2+ =
〈
x,y,z : xp = yp = zp = 1, [x,z] = 1, [y,z] = 1, [x,y] = z
〉
,
however, is not Iwasawa. For instance, the subgroups 〈x〉, 〈y〉 do not permute.
For if 〈x〉〈y〉 = 〈y〉〈x〉, there would exist integers a, b such that x−1y−1 = yaxb,
thus x−1 = ya+1(y−1xy)b = ya+1(xz)b = ya+1zbxb, since z commutes with x. Hence
x−1−b = ya+1zb. Suppose that b , −1. Then there exists an r ∈Z such that r(−1−b) ≡
1(mod p), and so x = yr(a+1)zrb. Substituting this expression for x in [x,y] = z
yields z = 1, a contradiction. We conclude that b = −1, i.e., ya+1 = z. For the same
reason we must have a , −1, or z would be the trivial element. So there exists
an s ∈ Z such that y = zs(a+1), forcing y to be central, thus z = [x,y] = 1, again a
contradiction. We may therefore state the following corollary to Theorem 2.7.
Figure 2.3: Hasse diagram of 31+2− .
Corollary 2.8 If the finite group G is not Iwasawa then there exist subgroups H , K of
G, K CH , such that either H/K  D8, the dihedral group of order 8, or H/K  p1+2+ ,
the extraspecial group of order p3 and exponent p, p > 2.
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The following theorem is an interesting result of Longobardi.
Theorem 2.9 (Longobardi [Lon82, Proposizione 1.6]) Let p a prime and let G be a
p-group which is not Iwasawa, all of whose proper factors are Iwasawa. Then G has a
unique minimal normal subgroup.
Remark 2.10 The dihedral group D8 is not Iwasawa, but all its proper sections are
abelian, hence Iwasawa. The unique minimal normal subgroup of D8 in Figure 2.2 is
displayed in red.
The definition of a permutable subgroup H 6 G requires that H permutes with
every subgroup of G. We may, however, require that H permutes only with mem-
bers of some interesting family of subgroups.
Definition 2.11 Let G be a finite group and letΘ be a subset of s(G). ThenH is called
a Θ-permutable subgroup, if H permutes with every K ∈Θ.
The most interesting choice is Θ = Syl(G), the set of all Sylow subgroups of G,
and in that case we call H a Sylow-permutable, or S-permutable, subgroup of G.
The proof of the S-permutable cases in the first half of the following theorem is
due to Schmid [Sch98]; for permutability (but not S-permutability) see [Sch94, p.
202].
Theorem 2.12 Let G be a group.
(i) If N is a normal subgroup of G and H/N is an (S-)permutable subgroup of G/N
then H is an (S-)permutable subgroup of G.
(ii) If X is a subgroup of G and H is an (S-)permutable subgroup of G then H ∩X is
an (S-)permutable subgroup of X.
(iii) (Deskins [Des63], Kegel [Keg62]) If H is an S-permutable subgroup of G then
the quotient
〈
HG
〉/
HG is nilpotent. In particular, H/HG is contained in the
Fitting subgroup F(G/HG) of G/HG.
(iv) (Kegel [Keg62]) If H is an S-permutable subgroup of G then H is subnormal in
G.
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2.2 The subgroup permutability graph
A simple, yet efficient, method to study groups is via graphs. We can associate
vertices with objects of interest (e.g. generators, prime divisors of the order of
the group, conjugacy classes of noncentral elements, etc.) and require that an
edge joins two vertices if and only if a certain property holds between the objects
corresponding to the two vertices. The Cayley graph, for example, and the prime
graph of a group are well-known instances of this construction. While it is not
clear to what extent group theory benefits from purely graph-theoretical methods
once a translation of this sort is made, it should be clear that such a translation
provides, at the very least, a more transparent framework and often a way to
visualise results obtained algebraically.
Let X(G) be the set of nonnormal subgroups of a finite group G. Bianchi et
al. [BGBMV95] introduced the subgroup permutability graph Γ (G) of the finite
group G as the graph whose vertex set is X(G) and two vertices are joined by
an edge if and only if the corresponding subgroups permute. As is often the
case with graphs constructed from groups, typical questions that arise address
issues of connectivity of the graph, the number of its connected components, and
bounds for its diameter. Recall that the diameter of a graph is the maximum of the
distances between any two vertices. The authors call a (finite) group irreducible if
Γ (G) is connected, i.e., if there is a path between any two vertices, and reducible
otherwise. They denote by ∆(G) the maximum of the diameters of the connected
components. The authors’ key findings (Theorems A–D) are summarised in the
following theorem.
Theorem 2.13 ([BGBMV95]) Let G be a finite group.
(i) If G is soluble then ∆(G) 6 4.
(ii) If G is nonabelian simple then it is irreducible and ∆(G) 6 16.
(iii) If G is reducible then it is soluble.
(iv) If G is insoluble then ∆(G) 6 max {∆(S)}+ 4, where S ranges over all nonabelian
finite simple groups.
The group G =
〈
x,y,z : x3 = y3 = z9 = [y,z] = 1, [z,x] = y, [y,x] = z6
〉
has order 34,
its subgroup permutability graph is connected, and ∆(G) = 4, thus G attains the
upper bound of Theorem 2.13 (i).
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Figure 2.4: The subgroup permutability graph of G (drawn without loops). The
vertices in blue have distance 4.
2.3 An arithmetic measure of subgroup
permutability
Recently Tărnăuceanu [Tăr09] introduced the concept of subgroup permutability
degree as the probability that two subgroups of G permute:
p(G)B
|{(H,K) ∈ s(G)× s(G) :HK = KH}|
|s(G)|2 =
1
|s(G)|2
∑
H6G
|Per(H)|,
where Per(H) B {K 6 G :HK = KH} and s(G) is the set of subgroups of G. Thus
p provides us with an arithmetic measure of how close G is to being Iwasawa
and we ask what structural information for G can be deduced from knowledge
of p(G). As explained earlier, a finite group G satisfies p(G) = 1 if and only if G
is Iwasawa; equivalently, if and only if G is nilpotent modular. We can ask what
happens if either of the two conditions is dropped.
Nilpotency of a finite group alone cannot be related to its subgroup permutability
degree in any meaningful way. Consider the families of groups {C2n−3 ×Q8}n>5
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and {D2n}n>5. In both cases the groups are nilpotent non-modular of the same
order, but
lim
n→∞p (C2n−3 ×Q8) = 1 , 0 = limn→∞p (D2n) .
Indeed, in this case the groups lie at the opposite extremes of the range of values
of p, asymptotically speaking.
The modular non-nilpotent case admits a similar answer. Denote by
rn B p1p2 . . .pn the product of the first n primes and consider the families{
Crn/r2 ×Σ3
}
n>2
, and
{
Crn/2pn ×D2pn
}
n>2
, where Σ3 denotes the symmetric group
on 3 letters. Both families consist of groups that are modular non-nilpotent of
the same order, but
lim
n→∞p
(
Crn/r2 ×Σ3
)
= 5/6 , 0 = lim
n→∞p
(
Crn/2pn ×D2pn
)
.
We offer a proof of both claims at the end of this section.
One might wonder if p shares any of the nice ‘structural’ properties of cp, i.e.,
whether any of the following holds:
(i) If G1, G2 are groups then p(G1 ×G2) = p(G1) · p(G2).
(ii) If N is a normal subgroup of G then p(G) 6 p(N ) · p(G/N ).
(iii) If H is a subgroup of G then p(H) > p(G).
However, counterexamples exist even among groups of small order,5 which lends
evidence to the claim that p is much more difficult to handle in general than cp.
For instance, the dicyclic group of order 12 with presentation
Dic3 =
〈
a,x : a6 = 1,x2 = a3,x−1ax = a−1
〉
,
has p (Dic3) = 29/32 and a normal subgroup of order 2 with quotient isomorphic
to Σ3, but p (Σ3) = 5/6, thus (ii) is not true. Then the group of order 16 which is a
central product of D8 and C4 over a common cyclic central subgroup of order 2
has subgroup permutability degree equal to 505/529, but p (D8) = 23/25, thereby
disproving (iii). Finally, p (C2 ×Σ3) = p (D12) = 101/128, but p (Σ3) = 5/6, hence (i)
does not hold either.
5 But note that (i) holds in general if G1, G2 have coprime orders. See the proof of Theorem 2.15
for an explanation of this exception to the general rule.
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Figure 2.5: A plot of the subgroup permutability degree of all groups of order 80.
The x-axis lists the groups in order of increasing p.
We digress briefly to discuss the case of equilibrated groups, where the computa-
tion of the subgroup permutability degree is more straightforward. Blackburn et
al. examined the finite groups G with the property that if H,K 6 G permute then
either K 6NG(H), or H 6NG(K). They call these groups equilibrated or E-groups.
Their findings are summarised in the following theorem.
Theorem 2.14 ([BDM96]) Let G be a finite E-group.
(i) If G is nonabelian simple then G  PSL2(p) where p is a prime such that p ≡
5(mod 8), p2 ≡ −1(mod 5), p + 1 is twice a prime power, and p − 1 is four times
a prime power.
(ii) If G is soluble then G is an extension of a p-group by a Dedekind group.
(iii) If G is a p-group of odd order then one of the following holds:
(a) G is Iwasawa and [x,y,y] = 1 for all x,y ∈ G.
(b) G = EN , where E =Ω1(G), |E| = p3, G′ = E′, N is cyclic, and E ∩N = G′.
(c) G is a group of order p4 and class 3.
(d) G is a 3-group of maximal class.
The authors show that every 2-group of maximal class is an E-group, but obtain
little further information about 2-groups.
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The case of equilibrated 2-groups has attracted further research from Silber-
berg [Sil06]. The author considers the case of finite 2-generated 2-groups and
proves that if such a group is nonabelian and nonmetacyclic then it is not equilib-
rated (Corollary 3.1). He then determines exactly which nonabelian metacyclic
2-groups are equilibrated (Theorem 4.1). It is shown that if a finite 2-generated
2-group is equilibrated then it is either of class at most two, or of co-class at
most two. The latter condition is sufficient for nonabelian metacyclic 2-groups
(Proposition 4.4).
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Figure 2.6: A plot of the subgroup permutability degree of all groups of order
168. The x-axis lists the groups in order of increasing p.
We close this section with a proof of the two claims made earlier.
Theorem 2.15 Let rnB p1p2 . . .pn be the product of the first n primes.
(i) Consider the families of groups {C2n−3 ×Q8}n>5 and {D2n}n>5. In both cases the
groups are nilpotent non-modular of the same order, but
lim
n→∞p(C2n−3 ×Q8) = 1 , 0 = limn→∞p(D2n).
(ii) The families of groups
{
Crn/r2 ×Σ3
}
n>2
, and
{
Crn/2pn ×D2pn
}
n>2
, where Σ3 de-
notes the symmetric group on 3 letters, both consist of groups that are modular
non-nilpotent of the same order, but
lim
n→∞p(Crn/r2 ×Σ3) = 5/6 , 0 = limn→∞p(Crn/2pn ×D2pn).
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Proof. (i) First, both families consist of 2-groups, which are nilpotent. Recall
that a p-group G is modular if and only if it is Iwasawa, i.e., p(G) = 1 [Sch94,
Lemma 2.3.2], and we shall see in due course that in both cases p(G) < 1, thereby
establishing the desired property of non-modularity. The vanishing of p(D2n)
follows from [Tăr09, Corollary 3.1.4.], and the explicit formula for the subgroup
permutability degree of D2n given earlier [Tăr09, Corollary 3.1.3.] proves that,
indeed, p(D2n) < 1 for all n > 3.
We shall make use of Goursat’s lemma [Gou89] to find the subgroups of Gn =
C2n ×Q8. An excellent account (and some generalisations) of this useful result
is given in [AC09]. Briefly, given subgroups Q C R 6 G1, S C T 6 G2 and an
isomorphism f : R/Q → T /S, H = {(a,b) ∈ R× T : f (aQ) = bS} is a subgroup of
G1 ×G2 and each subgroup of G1 ×G2 is of this form. Then sections of Q8 must
necessarily be cyclic: there are 6 sections of order 1, 7 sections of order 2, and 3
(cyclic) sections of order 4. In C2n there are n+ 1 sections of order 1, n sections
of order 2 and n− 1 sections of order 4. There is a unique isomorphism between
cyclic groups of order 1 or 2, but there are two isomorphisms between cyclic
groups of order 4 (the identity and the inverting one). So in total we have
|s(Gn)| = 6(n+ 1) + 7n+ 2 ∗ 3(n− 1) = 19n.
A necessary and sufficient condition for H to be normal in G1 ×G2 is that both
Q,R and S,T are normal in G1, G2 respectively, and that Q/R 6 Z(G1/R), T /S 6
Z(G2/S). The first condition is automatically satisfied because both C2n and Q8
are Dedekind groups. The second condition is satisfied by all sections of C2n
and all sections of Q8 of order 1 or 2 (in the latter case because the unique
minimal subgroup of order 2 of Q8 is its centre and all nontrivial quotients of
Q8 are abelian), but not the sections of order 4 since 〈i〉/〈1〉, 〈j〉/〈1〉, 〈k〉/〈1〉 are
not subgroups of Z(Q8/〈1〉) = Z(Q8) = 〈−1〉. All symbols i, j, k, −1 come from the
standard presentation of Q8.
Therefore, the 6(n+1)+7n = 13n+6 subgroups corresponding to sections of order 1
or 2 are all normal inGn, hence permutable. It thus suffices to examine which pairs
of subgroups corresponding to sections of order 4 do not permute with each other.
Let 〈c〉 = C2n and denote by C(α,β) the coset cα2n−β−2C2β ∈ C2β+2/C2β 6 C2n/C2β .
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Then the 6(n− 1) subgroups under consideration fall into 6 ‘classes’, which we
call H1, H2, H3, J1, J2, J3 respectively:
H1,l = {(a, ix) : 0 6 x 6 3, a ∈ C(x, l)} ,
H2,m = {(a, jy) : 0 6 y 6 3, a ∈ C(y,m)} ,
H3,r = {(a,kz) : 0 6 z 6 3, a ∈ C(z, r)} ,
for l,m,r ∈ {0,1, ...,n− 2}, and
J1,s = {(a, i−u) : 0 6 u 6 3, a ∈ C(u,s)} ,
J2,t = {(a, j−v) : 0 6 v 6 3, a ∈ C(v, t)} ,
J3,d = {(a,k−w) : 0 6 w 6 3, a ∈ C(w,d)} ,
for s, t,d ∈ {0,1, ...,n− 2}.
First, a few observations. Subgroups which belong to the same class clearly per-
mute, since they centralise each other, and the same is true for pairs of subgroups
in the classes Hi ,Ji , 0 6 i 6 3. It should also be clear that the symmetry in the
defining relations among i, j,k allows us to consider only pairs of subgroups
in H1,H2, since the other cases are identical. Lastly, note that elements in any
subgroup of theH,J classes with second coordinate either 1 or i2 = j2 = k2 = −1
commute with every other element of C2n ×Q8.
Let l,m ∈ {0,1, . . . ,n − 2}. We shall show that, unless l = m, the subgroup H1,l
permutes with H2,m. Let h1 =
(
cα2
n−l−2+λ2n−l , iα
)
∈ H1,l , h2 =
(
cβ2
n−m−2+µ2n−m , jβ
)
∈
H2,m, where α,β ∈ {1,3}, λ ∈ {0,1, . . . ,2n−l − 1}, µ ∈ {0,1, . . . ,2n−m − 1}. Then
h1h2 =
(
cα2
n−l−2+λ2n−l+β2n−m−2+µ2n−m , iαjβ
)
,
and we ask if there exist elements h′2 ∈H2,m and h′1 ∈H1,l such that h1h2 = h′2h′1.
Write h′1 =
(
cγ2
n−l−2+ν2n−l , iγ
)
and h′2 =
(
cδ2
n−m−2+ξ2n−m , jδ
)
. The question then is
whether, given α,β,λ,µ, there exist γ,δ,ν,ξ such that
(α −γ)2n−l−2 + (λ− ν)2n−l + (β − δ)2n−m−2 + (µ− ξ)2n−m ≡ 0(mod 2n), (2.1)
and iαjβ = jδiγ in Q8. For simplicity, assume that l > m.
1. If (α,β) = (1,1) then (γ,δ) = (1,3) and (ν,ξ) ≡
2n
(λ− 2l−m−1,µ− 2m),
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2. if (α,β) = (1,3) then (γ,δ) = (1,1) and (ν,ξ) ≡
2n
(λ− 2l−m−1,µ+ 1),
3. if (α,β) = (3,1) then (γ,δ) = (3,3) and (ν,ξ) ≡
2n
(λ− 2l−m−1,µ),
4. if (α,β) = (3,3) then (γ,δ) = (3,1) and (ν,ξ) ≡
2n
(λ− 2l−m−1,µ+ 1)
are all solutions to (2.1). The case l < m is similar and solutions always exist. On
the other hand, if l = m there is no solution since 2m+1 (or 2l+1) is required to
divide an odd integer.
Taking into account that all other cases between the classes H,J are symmetric,
i.e. identical, we deduce at once that the number of pairs of subgroups of Gn
which do not permute is 6 ∗ 4(n− 1) = 24(n− 1). Therefore
p(Gn) = 1− 24(n− 1)361n2 ,
so limn→∞ p(Gn) = 1; in particular, if n > 2 then p(Gn) < 1.
(ii) Clearly Σ3 and D2pn are not nilpotent, so the two families consist of non-nilpo-
tent groups. Since the orders of the two factors in each case are coprime, it follows
(either as a direct consequence of Goursat’s lemma itself, or simply by [AC09, The-
orem 2]) that the subgroups of both Crn/r2 ×Σ3 and Crn/2pn ×D2pn are subproducts,
that is, direct products of subgroups of each factor. So p is ‘multiplicative’ in that
case6, i.e.,
p(Crn/r2 ×Σ3) = p(Crn/r2) · p(Σ3) = p(Σ3) = 5/6,
and
p(Crn/2pn ×D2pn) = p(Crn/2pn) · p(D2pn) = p(D2pn).
Now, if p is an odd prime then p(D2p) = 7p + 9
/
(p + 3)2. This is easy to see from
first principles: D2p has τ(p) + σ (p) = p + 3 subgroups, of which only 1,Cp,D2p
are normal. Each of the p subgroups generated by involutions permutes only
with itself and the three normal subgroups, while the three normal subgroups
are permutable, bringing the count to 4p + 3(p + 3) = 7p + 9. One may also use
Corollary 3.1.2. of [Tăr09] and do the algebra. We conclude that p(Crn/2pn ×D2pn)
vanishes as n→∞.
6 This property of p appears explicitly as Proposition 2.2. in [Tăr09], but no proof is given there.
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So we need only justify why Crn/r2 ×Σ3 and Crn/2pn ×D2pn are modular groups. We
shall prove first that D2n is modular if and only if n is a prime.
N5
Figure 2.7: Hasse diagram of N5, the smallest non-modular lattice.
Recall that a subgroup lattice is modular if and only if it does not contain the
forbidden pentagon N5 as a sublattice [Sch94, Theorem 2.1.2]. Viewing the sub-
group lattice of D2n as an undirected graph, there are always two independent
paths from 1 to D2n; one through the cyclic Cn and one through a reflection.
Clearly each has length at least 2 and moreover the length is 2 in both cases if
and only if n is prime. So, unless n is a prime number, D2n contains a cycle of
length at least 5, hence N5 as a minor, i.e., sublattice. On the other hand, if n is
prime then the circumference of the subgroup lattice as a graph is (at most) 4,
hence D2n does not contain N5 as a sublattice. 7
Now proving that C ×D is modular, given that gcd(|C|, |D |) = 1 and both C, D are
modular, is an easy exercise. The proof is complete.
2.4 A criterion for the vanishing of the subgroup
permutability degree
Let us now focus on the criterion for the vanishing of the subgroup permutability
degree that we mentioned earlier. In general, working with the definition of p
seems difficult-there is usually little or no insight when two randomly chosen
subgroups of a group permute. Even if one were only to consider groups for
which subgroup permutability is reduced to a more manageable property (e.g.
E-groups), one should still be able to say something useful about the behaviour of
the various sums that would ultimately appear in the resulting expression for p.
7 One may also prove that if D2n is modular then n must be prime by observing that dihedral
groups are generated by two (distinct) involutions and appealing to [Sch94, Lemma 2.2.4].
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One should therefore ask if perhaps ‘most’ subgroups of the group in question
are of a particular type. The simplest case arises when p-subgroups dominate
the subgroup lattice for some prime p dividing the order of the group and when,
in addition, the Sylow p-subgroups intersect trivially. In this case it suffices to
only check permutability between subgroups of the same Sylow p-subgroup. The
following lemma makes this precise.
Lemma 2.16 Let {Gn}n>1 be a family of finite groups such that p | |Gn| for some fixed
prime p and for all n ∈N, satisfying the conditions
(i) the Sylow p-subgroups of Gn intersect trivially for all n ∈N,
(ii) lim
n→∞
∣∣∣Sylp(Gn)∣∣∣ =∞, and
(iii) lim
n→∞
|En|
|s(Gn)| = 1,
where
EnB
{
H 6 Gn : |H | = pk for some k ∈N
}
=
⋃
P ∈Sylp(Gn)
s(P ).
Then lim
n→∞p(Gn) = 0.
Proof. Define the map f : s(Gn)× s(Gn)→ {0,1} via the rule
(
Hi ,Hj
)
7→
1, if HiHj =HjHi ,0, otherwise,
and observe that f is symmetric in its arguments. Thus∑
H6Gn
|Per(H)| =
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
+ 2
∑
Xi∈En
Yj∈Ecn
f
(
Xi ,Yj
)
+
∑
Yi ,Yj∈Ecn
f
(
Yi ,Yj
)
6
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
+ 2
∑
Xi∈En
Yj∈Ecn
1 +
∑
Yi ,Yj∈Ecn
1
=
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
+ 2 |En| |Ecn|+ |Ecn|2
=
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
+ |s(Gn)|2 − |En|2 .
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Divide by |s(Gn)|2 both sides to deduce that
p(Gn) 6 1− |En|
2
|s(Gn)|2
+
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
|s(Gn)|2
. (2.2)
Now let Xi ,Xj ∈ En. We claim that if XiXj is a subgroup of Gn then both Xi ,Xj
belong to the same Sylow p-subgroup. To see this, let P ∈ Sylp(Gn). Then there
exist elements gi , gj of Gn such that Xi 6 P gi and Xj 6 P
gj . Since Xi , Xj are
p-groups, so is XiXj . Hence there exists an element gk ∈ Gn such that XiXj 6 P gk .
Notice that Xi 6 P gi and Xi 6 XiXj 6 P gk . Thus P gi ∩ P gk > Xi > 1. Since distinct
Sylow p-subgroups of Gn intersect trivially, we deduce that P gi = P gk . Similarly
P gj ∩ P gk > Xj > 1 and this forces P gj = P gk for the same reason. We conclude
that P gi = P gj , thus both Xi and Xj are subgroups of the same Sylow p-subgroup,
as required. Now let Sylp(Gn) =
{
P gi : 0 6 i 6
∣∣∣Sylp(Gn)∣∣∣}. By dint of the above
observation we may thus write
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
=
∣∣∣∣Sylp(Gn)∣∣∣∣∑
k=1
∑
Xi ,Xj∈P gk
f
(
Xi ,Xj
)
6
∣∣∣∣Sylp(Gn)∣∣∣∣∑
k=1
∑
Xi ,Xj∈P gk
1
=
∣∣∣∣Sylp(Gn)∣∣∣∣∑
k=1
(|s (P gk )| − 1)2
=
∣∣∣Sylp(Gn)∣∣∣ (|s(P )| − 1)2 .
On the other hand we have |En|2 =
∣∣∣Sylp(Gn)∣∣∣2 (|s(P )| − 1)2. Hence
0 6
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
|s(Gn)|2
6
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
|En|2
6
∣∣∣Sylp(Gn)∣∣∣ (|s(P )| − 1)2∣∣∣Sylp(Gn)∣∣∣2 (|s(P )| − 1)2
=
1∣∣∣Sylp(Gn)∣∣∣ ,
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from which we see that
lim
n→∞
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
|s(Gn)|2
= 0,
since lim
n→∞
∣∣∣Sylp(Gn)∣∣∣ =∞, thus limn→∞ ∣∣∣Sylp(Gn)∣∣∣−1 = 0. Also
lim
n→∞
|En|2
|s(Gn)|2
= 1,
since lim
n→∞
|En|
|s(Gn)| = 1, by hypothesis. Taking limits in (2.2) yields
0 6 lim
n→∞p(Gn) 6 limn→∞
1− |
En|2
|s(Gn)|2
+
∑
Xi ,Xj∈En
f
(
Xi ,Xj
)
|s(Gn)|2
 = 0,
thus concluding the proof.
3
The subgroup permutability
degree of PSL2(2n)
The main result of this chapter is the following.
Theorem 3.1 The subgroup permutability degree of PSL2(2n) vanishes asymptotically,
i.e.,
lim
n→∞p (PSL2(2
n)) = 0.
The following is standard notation from number theory and asymptotic analysis.
Let n ∈N. Then
(i) τ(n) is the number of divisors of n.
(ii) σ (n) is the sum of divisors of n.
(iii) ω(n) is the number of distinct prime divisors of n.
(iv) For the sequences {fn}, {gn}, gn , 0, write fn ∼ gn if limn→∞
fn
gn
= 1.
3.1 The subgroup structure of PSL2(2n)
In order to compute the subgroup permutability degree of a group, knowledge of
its subgroup structure is essential. It is usually hard to find all the subgroups of
a nonabelian finite group G, but in the case of projective special linear groups
Dickson gave in [Dic03] a complete list of the subgroups of PSL2(q), here adapted
to the case q = 2n.
(i) a single conjugacy class of q+ 1 elementary abelian subgroups of order q.
(ii) a single conjugacy class of q(q + 1)/2 cyclic subgroups of order d for each
divisor d , 1 of q − 1.
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(iii) a single conjugacy class of q(q − 1)/2 cyclic subgroups of order d for each
divisor d , 1 of q+ 1.
(iv) a single conjugacy class of q(q2 − 1)/2d dihedral subgroups of order 2d for
each divisor d , 1 of q − 1.
(v) a single conjugacy class of q(q2 − 1)/2d dihedral subgroups of order 2d for
each divisor d , 1 of q+ 1.
(vi) a number of conjugacy classes of abelian subgroups of order r for each
divisor r , 1 of q.
(vii) a number of conjugacy classes of subgroups of order rd for each divisor
r of q and for d depending on r, all lying inside a group of order q(q − 1)
isomorphic to AGL1(2n).
(viii) a single conjugacy class of q(q2 − 1)/r(r2 − 1) subgroups PSL2(r), where q is
a power of r.
By looking at the list of subgroups of PSL2(2n) we are able to deduce the following.
Corollary 3.2 Let n = pa11 · · ·pamm be the prime factorisation of n, GB PSL2(2n) and
q = 2n. Then the maximal subgroups of G of the same order form single conjugacy
classes. A set of representatives is
Maxc(G) =
{
D2(q−1),D2(q+1),AGL1(q),PSL2(2n/pi ) : 1 6 i 6m
}
.
In particular, G possesses ω(n) + 3 conjugacy classes of maximal subgroups.
At this point we take some time to discuss certain properties and related results
concerning a sequence that will play an important role in the proof of The-
orem 3.1.
3.2 The magnitude of Gn,q and auxiliary results
Let q be a prime power. Then the total number of linear subspaces of a finite-
dimensional vector space F nq of degree n over the finite field with q elements Fq
is
Gn,q B
n∑
k=0
[
n
k
]
q
,
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where
[n
k
]
q denotes the number of k-dimensional subspaces of F
n
q . Goldman and
Rota introduced Gn,q as the Galois numbers in [GR69], where they also proved
the recurrence
G0,q = 1,G1,q = 2 and Gn+1,q = 2Gn,q + (q
n − 1)Gn−1,q (3.1)
using the symbolic method. The purpose of this section is to establish that Gn,q is
sub-exponential in qn and obtain auxiliary results that will come in handy later
on. For simplicity we will write Gn instead of Gn,2 and likewise for other doubly
indexed sequences when needed.
Theorem 3.3 Let {Gn,q} be the sequence defined in (3.1). Then
q
n2
4 < Gn,q < q
n2
4 +4,
for all n > 2.
Proof. We use induction to prove both inequalities. For the first one, the claim
certainly holds for n = 2, since G2,q = q+ 3 > q. Notice that Gn+1,q −Gn,q = Gn,q +
(qn − 1)Gn−1,q > 0, for all n ∈N. Hence
Gn+1,q > q
nGn−1,q > qnq(n−1)
2/4 = q(n+1)
2/4.
Now define the following auxiliary sequence: c0,q = 1, c1,q = q
3
4 and
cn+1,q = cn−1,q +λn,qcn,q,
where λn,q B q1−
n
2 . We work towards a proof that for fixed q, {cn,q} is bounded. By
induction
cn+1,q = cn−1,q +λn,qcn,q 6 cn−1 +λncn = cn+1.
Thus it suffices to establish boundedness for q = 2. First we show that cn < (5/4)
n
for all n > 12. For n ∈ {12,13} the claim holds, since we can compute cn < 14 <
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(5/4)n. Assume n > 14 and that the claim is valid for all values less than or equal
to n. Then
cn+1 = cn−1 + 21−
n
2 cn
6 (5/4)n−1 + 21−n2 (5/4)n
= (5/4)n−1
(
1 + 5 · 2−1−n2
)
.
However, 1 + 2−1−n2 ·5 < 1 + 916 = (5/4)2. Hence cn+1 < (5/4)n+1 and the induction is
complete. We deduce that
cn+1 < cn−1 + 2γn
for all n > 12, where γ = 5
4
√
2
< 1. Hence, for n even, we get
cn = c12 +
n−2
2∑
j=6
(c2j+2 − c2j) < c12 + 2
n−2
2∑
j=6
γ2j+1
< c12 + 2
∞∑
j=6
γ2j+1
= c12 +
2γ13
1−γ2 ,
while for n odd we have
cn = c11 +
n−1
2∑
j=6
(c2j+1 − c2j−1) < c11 + 2
n−1
2∑
j=6
γ2j
< c11 + 2
∞∑
j=6
γ2j
= c11 +
2γ12
1−γ2 .
Thus for all n > 12 we have
cn <max
{
c12 +
2γ13
1−γ2 , c11 +
2γ12
1−γ2
}
< 24
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and, in fact, this inequality also holds for n 6 11. Now let us show that Gn 6 cn2
n2
4 .
For n ∈ {0,1} we have equality, hence we may assume that n > 2. We have
Gn+1 = 2Gn + (2
n − 1)Gn−1 < cn21+n
2
4 + cn−12
(n−1)2
4 +n,
from the induction hypothesis. We write the right-hand-side as
2
(n+1)2
4
(
cn−1 + 2−
2n−3
4 cn
)
< 2
(n+1)2
4
(
cn−1 + 21−
n
2 cn
)
= cn+12
(n+1)2
4 ,
and this completes the induction.
Corollary 3.4 Let n ∈N and let m be a nontrivial divisor of n. Then
G n
m+1,2
m 6 Gdn2 e+1,4
Proof. For m = 2 we have equality, hence we may assume that m > 3. If m = 3
then we need to show that Gn
3 +1,8
6 Gdn2 e+1,4 for all n a multiple of 3. But Gn3 +1,8 <
8
(n3 +1)
2
4 +4 = 2
(n+3)2
12 +12 and Gdn2 e+1,4 > 4
(dn2 e+1)
2
4 > 4
(n2 +1)
2
4 = 2
(n+2)2
8 , by Theorem 3.3.
Notice that (n+2)
2
8 >
(n+3)2
12 + 12 for all n > 18 and in fact Gn3 +1,8 6 Gdn2 e+1,4 holds
for all n ∈N by a direct computation. Now assume m > 4. By Theorem 3.3 again,
we conclude that G n
m+1,2
m < (2m)
( nm+1)
2
4 +4 = 2
(n+m)2
4m +4m and Gdn2 e+1,4 > 2
(n+2)2
8 . Now
(n+2)2
8 >
(n+m)2
4m + 4m is equivalent to n
2 > 2m(17m−2)m−2 and the right-hand side is
strictly increasing for m > 4. But n2 > 2n(17n−2)n−2 for all n > 36, hence the claim
holds for all n in that range. A direct computation yields the validity of the claim
for all n ∈N.
From this point on we restrict our attention to the case q = 2, although the same
arguments work for arbitrary q. The next corollary is a direct consequence of
the fact that both Gn and
Gn
Gbn2 c
are sub-exponential in q = 2n as was shown in
Theorem 3.3, while the right-hand-side in both cases is polynomial in q. Hence
we feel justified in omitting the details of the proof.
Corollary 3.5 For all n > 16 the following inequalities hold
(i) Gn − 1 > (n+ 2)q(q2 − 1) + 1.
(ii) GnGbn2 c
> 18 · q(q
2−1)(q−3)
qb
n
2 c(qb
n
2 c−3)
ω(n).
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Corollary 3.6 For all n > 5 the sequence bnB
Gn−1
2n(2n−3) is strictly increasing.
Proof. We have
bn+1 − bn = (2
n − 3)(Gn+1 − 1)− (2n+2 − 6)(Gn − 1)
2n(2n+2 − 6)(2n − 3) .
Hence bn+1 − bn > 0 if and only if Gn+1−1Gn−1 > 2
n+2−6
2n−3 . But
Gn+1 − 1
Gn − 1 >
Gn+1
Gn
> 2
(n+1)2
4 −n
2
4 −4 = 2 2n−154 > 5 > 2
n+2 − 6
2n − 3 ,
for all n > 13, where the second inequality follows from Theorem 3.3. For n ∈
{5, . . . ,12} the inequality holds by inspection.
3.3 Bounding the number of subgroups of PSL2(2n)
The purpose of this section is to obtain an upper bound for the number of sub-
groups of PSL2(2n). We know from Corollary 3.2 that the maximal subgroups
of PSL2(2n) are either dihedral, AGL1(2n) or type PSL defined over the maximal
subfields of F2n . Cavior obtained a formula for the number of subgroups of di-
hedral groups in [Cav75]. Hence we need only examine the number of subgroups
of AGL1(2n) and then use it to obtain a (necessarily recursive) bound in terms
of h, where h(G) is the function defined as the quotient of the total number of
nontrivial subgroups of G to the order of the group. The effort culminates in
Theorem 3.10, which will then be used in the proof of Theorem 3.1.
Theorem 3.7 The number of subgroups of AGL1(2n) is given by
|s(AGL1(2n))| = Gn +
∑
m|n
m>1
am
(
G n
m+1,2
m −G n
m ,2
m
)
,
where
amB #
{
d : d | 2m − 1,d - 2k − 1, k |m,k < m
}
.
Proof. Let C = F (2n,×) and E = F (2n,+) be the multiplicative and additive groups
of the field F2n respectively. Note that AGL1(2n) is by definition the semi-direct
product F (2n,+)oF (2n,×) = E oC, where C acts fixed-point-freely on E by right
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multiplication. As such it is a Frobenius group with Frobenius kernel E and
Frobenius complement C. The number of subgroups that are wholly contained
in the kernel is obviously Gn. On the other hand, any subgroup H not contained
in the kernel must intersect a complement or one of its conjugates nontrivially.
Hence it can be written as H = V o B, where V 6 E and B 6 Cg for some g ∈
AGL1(2n) by Proposition 4.1.8., p. 81 of [KS04]. Note that the normaliser of H
in AGL1(2n) is just V oCg , so that the number of conjugates of H is
|E|
|V | . Now fix
a nontrivial subgroup B = 〈b〉 of C and notice that b2 is also a generator of B,
since d B |B| is odd. Then b2 generates a certain subfield of F2n . Specifically, it
is the field of order 2md , where md is minimal with the property that d divides
2md −1. Denote by Vd the additive group of this subfield and notice that Vd oB
is a subgroup of AGL1(2n). In fact, because F2n is a vector space of dimension
n
md
over F2md (see §70 of [Dic03]), the invariant subgroups of E on which B acts
are in 1− 1 correspondence with the subspaces of F
n
md
2md . Taking into account the
different conjugates, we deduce that there are
n
md∑
i=0
[ n
md
i
]
2md
2n−imd
subgroups in AGL1(2n) for each nontrivial divisor d of 2n − 1. Hence
|s(AGL1(2n))| = Gn +
∑
d|2n−1
d>1
n
md∑
i=0
[ n
md
i
]
2md
2n−imd . (3.2)
However, [ n
md
i
]
2md
2n−imd =
[ n
md
+ 1
i + 1
]
2md
−
[ n
md
+ 1
i
]
2md
.
This equality is just the q-analogue of Pascal’s rule for binomial coefficients (see
for example [KC02, Proposition 6.1]). Therefore
n
md∑
i=0
[ n
md
i
]
2md
2n−imd =
n
md∑
i=0
[ n
md
+ 1
i + 1
]
2md
−
n
md∑
i=0
[ n
md
+ 1
i
]
2md
= G n
md
+1,2md −G nmd ,2md .
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and (3.2) can be rewritten as
|s(AGL1(2n))| = Gn +
∑
d|2n−1
d>1
(
G n
md
+1,2md −G nmd ,2md
)
.
Finally set am as in the statement of the Theorem. Then
Gn +
∑
d|2n−1
d>1
(
G n
md
+1,2md −G nmd ,2md
)
= Gn +
∑
m|n
m>1
am
(
G n
m+1,2
m −G n
m ,2
m
)
and this completes the proof.
Corollary 3.8 For all n > 13 we have
Gn <
∣∣∣s(AGL1(2n))∣∣∣ < (1 + 12n + 1)Gn.
Proof. By Theorem 3.7 we have
|s(AGL1(2n))| = Gn +
∑
m|n
m>1
am
(
G n
m+1,2
m −G n
m ,2
m
)
.
Since G n
m+1,2
m −G n
m ,2
m > 0, the left-hand side inequality follows immediately. On
the other hand G n
m+1,2
m −G n
m ,2
m < G n
m+1,2
m and am 6 τ (2n − 1) for all divisors m of
n. Hence
|s(AGL1(2n))| < Gn + (τ(2n − 1)− 1)
∑
m|n
m>1
G n
m+1,2
m .
By Corollary 3.4 this reduces to
|s(AGL1(2n))| < Gn + (τ(2n − 1)− 1)(τ(n)− 1)Gdn2 e+1,4.
Therefore
|s(AGL1(2n))| < Gn + (τ(2n − 1)− 1)2Gdn2 e+1,4,
which in turn yields
|s(AGL1(2n))| < Gn + 2nGdn2 e+1,4. (3.3)
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However, due to Theorem 3.3 we obtain
22n+1Gdn2 e+1,4 < 2
2n+14
(dn2 e+1)
2
4 +4 = 2
(dn2 e+1)
2
2 +2n+9 6 2
(n2 +2)
2
2 +2n+9,
hence 22n+1Gdn2 e+1,4 < 2
n2+24n+88
8 . But n
2+24n+88
8 <
n2
4 if and only if n
2 −24n−88 > 0,
which holds for all n > 28. We deduce that for n > 28
2n(2n + 1)Gdn2 e+1,4 < 2
2n+1Gdn2 e+1,4 < 2
n2
4 < Gn.
In fact, (2n+1)(τ(2n − 1)− 1)2Gdn2 e+1,4 < Gn holds for all 13 6 n 6 27 by inspection.
Hence (3.3) becomes
Gn <
∣∣∣s(AGL1(2n))∣∣∣ < (1 + 12n + 1)Gn, for all n > 13,
and this completes the proof.
In particular, Corollary 3.8 shows that |s(AGL1(2n))| ∼ Gn. We have obtained
appropriate bounds for the number of subgroups of AGL1(2n), hence we will now
try to give a recursive bound for the number of subgroups of PSL2(2n). We begin
with the following easy lemma.
Lemma 3.9 Let G be a finite simple group with the property that its maximal sub-
groups of the same order lie in single conjugacy classes. Then
h(G) 6
k∑
i=1
h (Mi) ,
where Mi are representatives for each conjugacy class of maximal subgroups.
Proof. Observe that maximal subgroups of simple groups are self-normalising
and denote by |Max(G)| their totality in G. Then s(G) = {G}
r⋃
i=1
s(Mi), where r =
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∣∣∣Max(G)∣∣∣. Write Max(G) as a union of conjugacy classes with representatives
{M1, . . . ,Mk} and sizes {r1, . . . , rk} respectively, so that r = r1 + · · ·+ rk. Then
|s(G)| − 1 6
k∑
i=1
|G :NG(Mi)| (|s (Mi)| − 1)
=
k∑
i=1
|G :Mi | (|s (Mi)| − 1) .
Hence
h(G) =
∣∣∣s(G)∣∣∣− 1
|G| 6
k∑
i=1
|s (Mi)| − 1
|Mi | =
k∑
i=1
h(Mi).
The proof is now complete.
From [Cav75] we have
h (D2λ) =
τ(λ) + σ (λ)− 1
2λ
.
But τ(λ) + σ (λ)− 1 < τ(λ) + σ (λ) < λ (2 + logλ), since
σ (λ)
λ
=
∑
d|λ
1
d
6
∑
d6λ
1
d
< 1 +
∫ λ
1
dt
t
= 1 + logλ, and τ(λ) 6 λ.
Thus h (D2λ) < 1 +
logλ
2 , which implies that
h
(
D2(q−1)
)
+ h
(
D2(q+1)
)
< 2 +
log(q − 1) + log(q+ 1)
2
.
However, from Jensen’s inequality we have
log(q − 1) + log(q+ 1)
2
6 log
(q − 1 + q+ 1
2
)
= logq < log2 q = n.
Therefore
h
(
D2(q−1)
)
+ h
(
D2(q+1)
)
< n+ 2.
On the other hand, we have from Corollary 3.8 that
h(AGL1(q)) <
(
1 + 1q+1
)
(Gn − 1) + 1q+1
q(q − 1) =
(q+ 2)(Gn − 1) + 1
q(q2 − 1) .
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According to Lemma 3.9 and Corollary 3.2 we have
h (PSL2(q)) = h
(
D2(q−1)
)
+ h
(
D2(q+1)
)
+ h(AGL1(q)) +
m∑
i=1
h
(
PSL2(2
n/pi )
)
But
h
(
D2(q−1)
)
+ h
(
D2(q+1)
)
+ h(AGL1(q)) < n+ 2 +
(q+ 2)(Gn − 1) + 1
q(q2 − 1) ,
and (n+ 2)q(q2 − 1) + 1 < Gn − 1 from Corollary 3.6. Thus
h (PSL2(q)) <
(q+ 3)
q(q2 − 1) (Gn − 1) +
m∑
i=1
h
(
PSL2(2
n/pi )
)
. (3.4)
We now arrive at the main result of this section.
Theorem 3.10 For every positive integer n > 15 we have
h (PSL2 (2
n)) <
Gn − 1
q(q − 3) .
Proof. For n = 15 the inequality holds by inspection. Hence we may suppose that
n > 16 and that the claim has already been established for all values less than n.
By Corollary 3.5 we have
Gn − 1
Gbn2 c − 1
>
Gn
Gbn2 c
>
1
8
· q(q
2 − 1)(q − 3)
2bn2 c(2bn2 c − 3) ω(n),
hence
ω(n)
Gbn2 c − 1
2bn2 c(2bn2 c − 3) <
8
q(q2 − 1)(q − 3) (Gn − 1) . (3.5)
If p is the smallest prime divisor of n then
h (PSL2 (2
n)) <
m∑
i=1
h
(
PSL2
(
2n/pi
))
+
q+ 3
q(q2 − 1)(Gn − 1)
< ω(n)
Gn
p
− 1
2
n
p (2
n
p − 3)
+
(q+ 3)
q(q2 − 1) (Gn − 1) ,
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where the first inequality is just (3.4) and the second inequality follows from the
inductive hypothesis and Corollary 3.6 . Hence, from Corollary 3.6 again, we have
h (PSL2 (2
n)) 6ω(n)
Gbn2 c − 1
2bn2 c(2bn2 c − 3) +
(q+ 3)
q(q2 − 1) (Gn − 1) .
Therefore
h (PSL2 (2
n)) 6
8
q(q2 − 1)(q − 3) (Gn − 1) +
(q+ 3)
q(q2 − 1) (Gn − 1) ,
by (3.5). Thus
h (PSL2 (2
n)) < (Gn − 1)
[
8
q(q2 − 1)(q − 3) +
q+ 3
q(q2 − 1)
]
=
Gn − 1
q(q − 3) ,
completing the induction.
We take a moment to appreciate the strength of the inequality just established.
The totality of elementary abelian subgroups in PSL2(2n) is (q + 1)(Gn − 1). Hence
the proportion of elementary abelian subgroups to the total number of subgroups
of PSL2(2n) is
(q+ 1)(Gn − 1)
|s(G)| =
(q+ 1)(Gn − 1)
h (PSL2 (2n))q(q2 − 1) + 1 .
This quantity is certainly less than 1. What Theorem 3.10 allows us to do is bound
it from below
1 >
(q+ 1)(Gn − 1)
h (PSL2 (2n))q(q2 − 1) + 1 >
(q+ 1)(q − 3)(Gn − 1)
(q2 − 1)(Gn − 1) + q − 3 > 1−
3
q
.
Since
lim
n→∞
(q+ 1)(Gn − 1)
|s(G)| = 1,
Theorem 3.10 essentially says that almost all subgroups of PSL2(2n) are ele-
mentary abelian. The proof of Theorem 3.1 now follows from a straightforward
application of Lemma 2.16.
4
The subgroup permutability
degree of Sz(q)
The main result of this chapter is the following.
Theorem 4.1 The subgroup permutability degree of Sz
(
22n+1
)
vanishes asymptotic-
ally, i.e.,
lim
n→∞p
(
Sz
(
22n+1
))
= 0.
4.1 The subgroup structure of Sz(q)
The discussion in this section follows closely that of Nouacer [Nou82] and
Berkovich and Janko [BJ11, §105]. Let Fq be the finite field with q B 22n+1 ele-
ments and set θB 2n+1. The map θ : x 7→ xθ is an automorphism of the field and,
in fact, generates the cyclic group Gal
(
Fq/F2
)
. This is because
∣∣∣∣Gal(Fq/F2)∣∣∣∣ = 2n+1
and θ acts as a “square root” of the Frobenius automorphism φ, that is, xθ
2
= x2
for all x ∈ Fq, hence both θ and φ have the same order in Gal
(
Fq/F2
)
.
Definition 4.2 Suppose that a,b,∈ Fq and λ ∈ F ×q . Define 4× 4 matrices over Fq by
S(a,b)B

1 0 0 0
a 1 0 0
b aθ 1 0
a2+θ + ab+ bθ a1+θ + b a 1
 ,C(λ)B

λ1+
θ
2 0 0 0
0 λ
θ
2 0 0
0 0 λ−θ2 0
0 0 0 λ−1−θ2

,
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and
T B

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
The Suzuki group Sz(q) is defined to be the following subgroup of GL4(q)
Sz(q)B
〈
S(a,b),C(λ),T : a,b ∈ Fq,λ ∈ F ×q
〉
.
In this notation, the set P B
{
S(a,b) : (a,b) ∈ F 2q
}
is a Sylow 2-subgroup of Sz(q).
In fact, P 
(
F 2q ,∗
)
, where ∗ is defined via the rule
(a1,b1) ∗ (a2,b2) = (a1 + a2,b1 + b2 + a1aθ2 ),
the implicit isomorphism being S(a,b) 7→ (a,b). This writing of P as a Cartesian
product endowed with a “twisted” multiplication is particularly convenient, as it
captures the essential information contained within each matrix while avoiding
the cumbersome matrix notation. Now notice that (0,0) is the identity element
and (a,b)−1 = (a,b+ a1+θ), hence
[(a1,b1), (a2,b2)] =
(
0, a1a
θ
2 + a2a
θ
1
)
. (4.1)
If either a1 = 0 or a2 = 0 then [(a1,b1), (a2,b2)] = (0,0). Moreover (0,b1) ∗ (0,b2) =
(0,b1 + b2) and (0,b)2 = (0,0), thus
{
(0,b) : b ∈ Fq
}
6 Z. In fact, equality occurs
here. For suppose that (a1,b1) ∈ Z. Then
(
0, a1a
θ
2 + a2a
θ
1
)
= (0,0) for all a2 ∈ Fq,
thus a1a
θ
2 = a2a
θ
1 , since charFq = 2. Because n > 1, we may choose a2 ∈ Fq \
{0, a1}. Therefore
(
a1a
−1
2
)θ
= a1a
−1
2 , i.e., the element a1a
−1
2 is a fixed point of the
automorphism θ. Since
〈
θ
〉
= Gal
(
Fq/F2
)
, the fixed points of θ are precisely the
elements of the prime subfield F2 = {0,1}. Hence a1a−12 = 0, that is a1 = 0. Thus
Z 6
{
(0,b) : b ∈ Fq
}
, which establishes the claim. We deduce that the centre of P
is an elementary abelian group, isomorphic to the additive group of the field.
From (4.1) it is clear that P ′ 6 Z, since all commutators are central, hence P /Z is
abelian. Moreover (a,b)2 = (0, a1+θ) ∈ Z, thus all squares are central as well. In
view of |P /Z | = |Z |, we infer that P /Z  Z. As all squares lie in the centre, clearly
f(P ) 6 Z holds. Recall that for a p-group P the agemo subgroups of P are the
series of subgroups: fi(G) = 〈gpi : g ∈ G〉. When i = 1 and p is odd, then i is
usually omitted from the definition. When p is even, an omitted i may mean
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either i = 1 or i = 2, depending on local convention. In this thesis, we use the
convention that an omitted i always indicates i = 1. Now consider an arbitrary
element (0,b) ∈ Z, and notice that the map x 7→ x1+θ is a bijection of the field Fq,
since
gcd(q − 1,1 +θ) = gcd
(
22n+1 − 1,1 + 2n+1
)
= 1. (4.2)
Thus there exists a unique element ab ∈ Fq such that a1+θb = b. Therefore (0,b) =
(ab,b)2 ∈ f(P ), which proves that f(P ) = Z. Also Φ(P ) = f(P )P ′ when P is a
p-group;8 since P ′ 6 Z so Φ(P ) = Z. Proving that P ′ and Z actually coincide is
not difficult. The multiplicative group of the field is a subgroup of Aut(P ) and
acts (sharply) transitively on the nonidentity elements of Z, as we shall shortly
see. Since P ′ is a characteristic subgroup of P , it is invariant under the action via
automorphisms of F ×q . The claim now follows from P ′ 6 Z, which we already
know. In spite of the simple argument above, we offer an alternative proof that is
essentially due to Isaacs. It is more direct and, if modified appropriately, works
equally well in a more general setting.
Claim 4.3 Let P ∈ Syl2
(
Sz
(
22n+1
))
, n > 1. Then P ′ = Z.
Proof (Isaacs). It is sufficient to show that the subgroup of the additive group of
Fq generated by the elements of the form xyθ + xθy is the whole group. Taking
x = 1 and letting y vary over Fq gives all elements of the form yθ + y. This set
is actually a subgroup since the map y 7→ yθ + y is an additive homomorphism.
Furthermore, the kernel of this homomorphism is the prime subfield F2, and thus
by taking x = 1, we get a subgroup of Fq of index 2. In fact, every member of this
subgroup has trace zero, where the trace of an element t ∈ Fq is understood to be
Tr(t) =
∑
σ∈〈θ〉 tσ . It is known that the trace map maps Fq onto the prime subfield,
so the kernel of the trace is a subgroup of index 2. Thus taking x = 1 yields exactly
the elements with trace zero. It suffices now to find x and y such that xyθ + xθy
does not have trace zero. It will follow that the group generated by the elements
of the form xyθ + xθy is the whole of Fq. Now in general, Tr(t) = Tr(tθ), so
Tr
(
xyθ + xθy
)
= Tr
(
xyθ
)
+ Tr
(
xθy
)
= Tr
(
xθyθ
2)
+ Tr
(
xθy
)
= Tr
(
xθ
(
yθ
2
+ y
))
.
8 See Rotman [Rot95, Theorem 5.48].
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Since q > 8, θ2 is not the identity automorphism, so choose y so that yθ
2
+ y , 0
and write c to denote this nonzero element. It suffices now to find x such that
Tr
(
cxθ
)
, 0. As x varies over Fq, the element cxθ runs over all of Fq, so for some
value of x we get an element with nonzero trace. This completes the proof.
Notice that a subgroupH 6 P either contained in Z, or containing Z is normal in P .
The first assertion is clear, while the second assertion follows from hg = [g,h]h
being an element of H for all g ∈ P , as [g,h] ∈ P ′ = Z. We collect what we have
established so far.
The group P is a special 2-group of exponent 4 and class 2, with the property
that P /Z  Z .
Remark 4.4 The Sylow 2-subgroups of Sz(q) arise as special cases in Higman’s
more general theory of so-called Suzuki 2-groups,9 i.e., nonabelian 2-groups with
more than one involution, admitting a cyclic group of automorphisms which
permutes their involutions transitively. The purpose of the first joint condition is
to avoid considering known (and well understood) families of groups, such as ele-
mentary abelian, cyclic or generalised quaternion, which also have cyclic groups
of automorphisms acting transitively on their involutions (in the elementary
abelian case these are known as Singer cycles.)
Let us now consider the group C B
{
C(λ) : λ ∈ Fq
}
. This is a cyclic group, gener-
ated by C(λ∗), where λ∗ is any primitive element of Fq. It is clearly isomorphic
to the multiplicative group of the field, where λ 7→ C(λ) establishes the said
isomorphism, and acts via conjugation on the Sylow 2-subgroup P . Since
λ · (a,b) = (a,b)λ =
(
λa,λ1+θb
)
,
and in view of (4.2), the action of C on the nonidentity elements of both Z and
P /Z is regular. In fact, the action on P is via automorphisms since
λ · (a1,b1) (a2,b2) = λ ·
(
a1 + a2,b1 + b2 + a1a
θ
2
)
=
(
λa1 +λa2,λ
1+θb1 +λ
1+θb2 +λa1 (λa2)
θ
)
=
(
λa1,λ
1+θb1
)(
λa2,λ
1+θb2
)
= (λ · (a1,b1)) (λ · (a2,b2)) .
9 See Higman [Hig63] for the original paper that introduces them (the groups P appear as A2(n,θ)
therein), or Huppert and Blackburn [HB82, Chapter VIII, §7] for a definitive account.
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The group P oC is a Frobenius group with Frobenius kernel P and Frobenius
complement C. It is the normaliser of P and is maximal in Sz(q). The maximal
subgroups of Sz(q) are up to conjugacy10
(i) the normaliser Γ = P oC of a Sylow 2-subgroup P ,
(ii) Sz(q0), where q = q
r
0, r is prime, and q0 > 2,
(iii) D2(q−1),
(iv) Cq+θ+1 oC4,
(v) Cq−θ+1 oC4.
The metacyclic groups in the last two cases are Frobenius groups. Of course,
D2(q−1) is also Frobenius. This is a consequence of the slightly more general fact
that if N is an abelian group of odd order and H is the cyclic group of order 2
acting on N by inversion then the semidirect product N oH is Frobenius.
4.2 Conjugacy classes of complements and
1-cohomology
In this section we shall discuss an application of Hulpke’s method for finding the
conjugacy classes of subgroups of a soluble group to a Sylow 2-subgroup P of
Sz(q). The reader is referred to Hulpke [Hul99] for a detailed exposition of said
method; in particular section 3, Lemma 3.1. Consider a subgroup H of P and
observe that H ∩Z is central in P , thus normal in all subgroups of P that contain
it. Since Z C P , the group HZ is defined and is normal in P from the discussion
preceding Remark 4.4, thus both quotient groups Z
/
H∩Z,HZ
/
H∩Z are defined
as well. In fact Z
/
H ∩Z is a subgroup of HZ
/
H ∩Z and
HZ
/
H ∩Z
/
Z
/
H ∩Z HZ
/
Z H
/
H ∩Z.
Since Z
/
H∩Z andH
/
H∩Z intersect trivially, we see thatH
/
H∩Z is a complement
to Z
/
H ∩Z in HZ
/
H ∩Z. Now let H1, H2 be a pair of subgroups of P . We observe
the following.
10 See Wilson [Wil09, §4.2.3] or the original source [Suz62, §15].
Chapter 4: The subgroup permutability degree of Sz(q) 49
Lemma 4.5 The subgroup H1 is conjugate to H2 if and only if H1
/
H1∩Z is conjugate
to H2
/
H2 ∩Z.
Proof. Suppose first that H2 =H
g
1 for some g ∈ P . Then
H2 ∩Z =Hg1 ∩Z =Hg1 ∩Zg = (H1 ∩Z)g =H1 ∩Z,
where the last equality holds because H1 ∩Z is a central subgroup of P . Thus
H2
/
H2 ∩Z =Hg1
/
H1 ∩Z = (H1/H1 ∩Z)g .
Conversely, assume thatH1
/
H1∩Z is conjugate toH2
/
H2∩Z. ThenH2∩Z =H1∩Z
holds and H2
/
H2 ∩Z =
(
H1
/
H2 ∩Z
)g
=Hg1
/
H2 ∩Z for some g ∈ P . Thus Hg1 =H2,
proving the assertion.
Let us now consider a set of representatives of the conjugacy classes of subgroups
of P that contain Z, say K, and a set of representatives of the conjugacy classes of
subgroups of Z, say H. Evidently H is just the set of subgroups of Z, while the
members of K are the full preimages of s (P /Z).
Lemma 4.6 Let K,H be as above. For each K ∈ K, H ∈ H denote by UK,H the full
preimages of a set of representatives for the P -classes of complements to Z/H in K/H .
Then
C =
⋃
K∈K
⋃
H∈H
UK,H (4.3)
is a set of representatives for the P -classes of subgroups of P .
Proof. Consider a subgroup L of P and let K = 〈L,Z〉 = LZ, H = L ∩ Z. Then
L/H is a complement to Z/H in K/H , thus L is conjugate to a member of UK,H .
Conversely, the proof of Lemma 4.5 shows that L can be conjugate to at most one
group from C.
We note that the above lemma does not tell us for which pairs of subgroups (K,H)
the set UK,H is nonempty; only that, by considering all such pairs, we will end
up with a complete list for the conjugacy classes of subgroups of P . We address
this issue in the following lemma, but we hasten to inform the reader that a
method which treats the general case has been obtained by Celler et. al. [CNW90].
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However, their method assumes knowledge of a polycyclic presentation for the
group at hand.
Lemma 4.7 Suppose that Z 6 K 6 P and let H be a central subgroup of P . Then
Z/H has a complement in K/H if and only if K/H is elementary abelian. If such a
complement does exist then |Φ(K)| > |K/Z |.
Proof. Recall that K/H is elementary abelian if and only if Φ(K) 6 H , since the
Frattini subgroup of a finite p-group is the unique normal subgroup of the said
group minimal with the property that the quotient is elementary abelian. Now
notice that one direction of the first claim follows immediately. In an elementary
abelian group all subgroups are direct summands, so if K/H is elementary abelian
then Z/H is complemented. Conversely, suppose that C/H is a complement to
Z/H in K/H . Let us first note that since C/H is a complement,
C/H  K/H
/
Z/H  K/Z.
However, since K/Z is elementary abelian C/H is elementary abelian as well,
thus Φ(C) 6H . Moreover, since (Z/H) (C/H) = K/H , we see that ZC = K . There-
fore K ′ = (ZC)′ = Z ′C′ = C′, and f(K) = f (ZC) = f(C), since Z is central and
elementary abelian. Hence
Φ(K) = K ′f(K) = C′f(C) = Φ(C) 6H.
We deduce that K/H is elementary abelian and this settles the first claim.
In proof of the second claim, let K be a subgroup of P that contains the centre
and recall that f(K) = 〈g2 : g ∈ K〉 is a subgroup of Φ(K) = K ′f(K). We may then
define a map
f : K/Z→f(K), gZ 7→ g2.
This map is well-defined as g1Z = g2Z implies that g1 = g2z for some z ∈ Z, thus
g21 = (g2z)
2 = g22 . Moreover kerf =
{
gZ ∈ K/Z : g2 = 1
}
. But g2 = 1 if and only if
g ∈ Z, thus kerf is trivial. The proof is now complete.
Remark 4.8 The inequality that appears in the preceding lemma is no idle observation.
The upper bounds for the number of subgroups of a Sylow 2-subgroup P of Sz(q) as
well as that of the normaliser of P depend on this inequality in a crucial way. This
point will soon become clear.
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In view of the above lemma, equation (4.3) assumes the form
C =
⋃
Z6K6P
⋃
Φ(K)6H6Z
UK,H . (4.4)
We note in passing that the inequality of Lemma 4.7 becomes an equality precisely
when K/Z is a subfield of P /Z  Fq, that is, if and only if log2 |K : Z | is a divisor
of log2 |P : Z |. We shall now briefly recall some basic concepts from the theory
of group extensions. We say that the group G is an extension of N by F if G
has a normal subgroup N such that G/N  F. If G is such an extension, with
φ : F→ G/N realising the isomorphism then a section of G through F is any set
{τ(f ) : f ∈ F} such that τ(1) = 1 and τ(f ) is a representative for the coset φ(f ).
Assuming thatN is abelian, the map F→ Aut(N ), f 7→
(
n 7→ nτ(f )
)
is well defined
and independent of τ . The following
Z1(F,N )B
{
γ : F→N : γ(f1f2) = γ(f1)τ(f2)γ(f2), for all f1, f2 ∈ F
}
is known as the group of 1-cocycles, while
B1(F,N )B
{
γn =
(
f 7→ nn−f
)
: F→N : n ∈N
}
is the group of 1-coboundaries. It is easy to see that B1 is a subgroup of Z1.
Provided the extension G splits over N and K 6 G is a fixed complement, every
complement of N in G can be written as
{
kγ(k) : k ∈ K
}
for some γ ∈ Z1, and two
complements corresponding to cocycles γ,δ ∈ Z1 are conjugate in G if and only if
γδ−1 lies in B1. Thus the factor group H1 = Z1/B1 is in one-to-one correspondence to
the conjugacy classes of complements of N in G. Note that if N 6 Z(G) then γn = γ1
for all n ∈ N , thus B1 is the trivial group. Moreover the group of 1-cocycles
reduces to
Z1(F,N ) = {γ : F→N : γ(f1f2) = γ(f1)γ(f2), for all f1, f2 ∈ F} ,
which is, by definition, the group of homomorphisms Hom(F,N ). Thus, in the
case of a central subgroup N , one has
H1(F,N ) Hom(F,N ).
Chapter 4: The subgroup permutability degree of Sz(q) 52
Taking G = K/H and N = Z/H in the above relation and noting that F =
K/H
/
Z/H  K/Z and that Z/H is central in K/H yields
H1 (K/Z,Z/H) Hom(K/Z,Z/H)
Hom
(
K/Z,Z
/
Φ(K)
/
H
/
Φ(K)
)
.
Let us rewrite (4.4) as
C =
⋃
K/Z6P /Z
⋃
H/Φ(K)6Z/Φ(K)
UK,H .
We notice that the factor groups K/Z and Z/H are elementary abelian, thus
both K/Z and Z/H are vector spaces over F2. Set V B V (2,n)  P /Z, X B K/Z,
V (X)B Z/Φ(K), and Y BH/Φ(K) to obtain yet another expression
C =
⋃
X⊆V
⋃
Y⊆V (X)
UX,Y , (4.5)
where UX,Y is defined naturally in correspondence to UK,H . In this notation
Hom
(
K/Z,Z
/
Φ(K)
/
H
/
Φ(K)
)
= Hom
(
X,V (X)
/
Y
)
Hom(X,Y ′) ,
where Y ′ is such that Y ⊕ Y ′ = V (X). Each element of Hom(X,Y ′) is a linear
transformation of vector spaces, thus Hom(X,Y ′)  L(X,Y ′). Since UX,Y and
L (X,Y ′) are in bijection, equation (4.5) yields
|C| =
∑
X⊆V
∑
Y⊆V (X)
V (X)=Y⊕Y ′
∣∣∣L (X,Y ′)∣∣∣ . (4.6)
Of course,
dimL(X,Y ′) = dimXdimY ′, (4.7)
but it is important to note that the dimension of the V (X)-space (which specifies
the range of values for the dimension of the Y -space, thus also for the dimension
of the Y ′-space), does not depend solely on dimX, but rather on the X-space
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itself.11 Now consider an element U of UX,Y . Clearly K =UZ normalises U , thus
P >NP (U ) >UZ. Since |X | = |K : Z | = |UZ : Z | = |U :U ∩Z |, one has
1 6 |P :NP (U )| 6 |Z |
2
|UZ | =
|Z |
|U :U ∩Z | =
|Z |
|X | =
∣∣∣X ′∣∣∣ , (4.8)
where X ′ is such that X ⊕X ′ = V . Put informally, the size of each conjugacy class
of subgroups with given “X-part” is at most the size of the “X ′-part”. Assembling
equation (4.6) and inequality (4.8) yields
|s(P )| 6
∑
X⊆V
V=X⊕X′
∑
Y⊆V (X)
V (X)=Y⊕Y ′
∣∣∣L (X,Y ′)∣∣∣ ∣∣∣X ′∣∣∣ . (4.9)
The proof of the following lemma is now straightforward.
Lemma 4.9 Let P ∈ Syl2 (Sz(q)). The number of subgroups of P satisfies the following
inequality
|s(P )| 6
n∑
i=0
[
n
i
]
2
n−i∑
j=0
[
n− i
j
]
2
2n+i(n−(i+j+1)).
Proof. In view of the inequality shown in Lemma 4.7, one has |V (X)| 6 |Z | |X |−1 =
|X ′ |. Now let V ∗(X) be the subspace of the X ′-space isomorphic to V (X) under the
isomorphism carrying P /Z to Z. The right-hand-side of inequality (4.9) may thus
be rewritten as∑
X⊆V
∑
Y⊆V (X)
∣∣∣L (X,Y ′)∣∣∣ ∣∣∣X ′∣∣∣ = ∑
X⊆V
∑
W⊆V ∗(X)
∣∣∣L (X,W ′)∣∣∣ ∣∣∣X ′∣∣∣
6
∑
X⊆V
∑
W⊆X′
∣∣∣L (X,W ′)∣∣∣ ∣∣∣X ′∣∣∣ ,
with the understanding that the dash symbol refers to a complementary subspace.
In turn, the right-hand-side of the above inequality is
n∑
i=0
∑
X⊆V
dimX=i
n−i∑
j=0
∑
W⊆X′
dimW=j
∣∣∣L (X,W ′)∣∣∣ ∣∣∣X ′∣∣∣ ,
11 In general, there exist distinct subgroups Z 6 K1,K2 of P such that |K1/Z | = |K2/Z |, but |Φ(K1)| ,
|Φ(K2)|.
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which, by equation (4.7), is equal to
n∑
i=0
[
n
i
]
2
n−i∑
j=0
[
n− i
j
]
2
2i(n−i−j)2n−i =
n∑
i=0
[
n
i
]
2
n−i∑
j=0
[
n− i
j
]
2
2n+i(n−(i+j+1)).
The proof is complete.
4.3 The subgroups of the normaliser Γ = P oC
Recall that the multiplicative group C = F ×q of the field acts via automorphisms
on P ; in fact, the action of C on the nonidentity elements of both Z and P /Z is
regular thus, a fortiori, a Frobenius action.
Lemma 4.10 Let B 6 C and suppose that both U and U g are B-invariant subgroups
of P , where g ∈ P . Then g ∈NP (U ).
Proof. First note that the B-invariance of U implies the B-invariance of NP (U ). To
see why, let b ∈ B, n ∈ NP (U ). Then Ub(n) = b (Un) = b(U ) = U , where the second
equality holds because n normalises U and the last equality holds because U
is B-invariant. Therefore b(n) ∈ NP (U ), as claimed. We infer from this that the
induced action of B on P
/
NP (U ) = P is Frobenius.12 Now, suppose that b is a
nontrivial element of B. Then U g = b (U g) = Ub(g), thus b−1(g)g ∈ NP (U ). Hence
b(g) = g, i.e., g ∈ CP (b) = 1 = NP (U ), where the first equality holds because b is
nontrivial and the action Frobenius. The claim follows.
We deduce that at most one element from each conjugacy class is B-invariant, thus
we may as well consider representatives for the conjugacy classes of subgroups of
P and ask which of those representatives are B-invariant. We shall then be able to
determine all subgroups of Γ by observing that U g
−1
is B-invariant if and only if
U is Bg-invariant, i.e., the conjugates of U are acted upon by the different inverse-
conjugates of B, where U ranges in the set of B-invariant subgroups of P . As
mentioned previously, the action of C on the nonidentity elements of both Z and
P /Z is regular, thus Dickson’s argument, as outlined in the proof of Theorem 3.7,
is in effect. In particular, both Z and P /Z are vector spaces over the subfield Fb
that b generates, where 〈b〉 = B is any subgroup of C, and both are isomorphic
12 See Isaacs [Isa08, Corollary 6.2].
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to Vb B V
(
2mb , nmb
)
, where |Fb| = 2mb , mb Bmin {r ∈N : o(b) | 2r − 1}. With this in
mind, let us retain the notation Vb for the space P /Z and write Vb for the Z-space,
so that we may distinguish between them. Further, for each X ⊆ Vb define Vb(X)
to be the Fb-space Z
/
Φ(K), where K is the full preimage of X. Let UX,Y (Fb) be
the full preimages of a set of representatives for the P -classes of complements
to Z/H in K/H , where H is the full preimage of the subspace Y ⊆ Vb(X). Similar
considerations to the ones established in the first part of this section furnish a
proof for the following lemma.
Lemma 4.11 Let Γ be the normaliser of a Sylow 2-subgroup P of Sz(q). Then
|s(Γ )| 6
∑
b|q−1
n
mb∑
i=0
[ n
mb
i
]
2mb
n
mb
−i∑
j=0
[ n
mb
− i
j
]
2mb
2n+i(n−mb(i+j+1)).
Proof. The proof is identical to that of Lemma 4.9; the only difference is that
instead of F2, the underlying field now is Fb. The details are thus omitted.
Setting I(P )B |s(Γ )| − |s(P )|, one has
I(P ) 6
∑
b|q−1
b>1
n
mb∑
i=0
[ n
mb
i
]
2mb
n
mb
−i∑
j=0
[ n
mb
− i
j
]
2mb
2n+i(n−mb(i+j+1)) (4.10)
=
∑
b|q−1
b>1
n
mb∑
i=0
n
mb
−i∑
j=0
[ n
mb
i
]
2mb
[ n
mb
− i
j
]
2mb
2n+i(n−mb(i+j+1)).
Note that the q-binomial coefficient
[m
k
]
q satisfies the elementary double inequality
qk(m−k) 6
[
m
k
]
q
6 qk(m−k+1). (4.11)
To see why that must be, recall that
[
m
k
]
q
=
(qm − 1)(qm−1 − 1) . . . (qm−k+1 − 1)
(qk − 1)(qk−1 − 1) . . . (q − 1) =
k−1∏
i=0
qm−i − 1
qk−i − 1 ,
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and notice that for each factor in the product we have
qm−k 6 q
m−i − 1
qk−i − 1 6 q
m−k+1.
Thus
qk(m−k) =
k−1∏
i=0
qm−k 6
[
m
k
]
q
6
k−1∏
i=0
qm−k+1 = qk(m−k+1),
as claimed. In view of the above upper bound, we may thus write inequality
(4.10) as
I(P ) 6
∑
b|q−1
b>1
n
mb∑
i=0
n
mb
−i∑
j=0
2
mbi
(
n
mb
−i+1
)
2
mbj
(
n
mb
−i−j+1
)
2n+i(n−mb(i+j+1))
=
∑
b|q−1
b>1
n
mb∑
i=0
n
mb
−i∑
j=0
2i(n−imb+mb)2j(n−imb−jmb+mb)2n+i(n−mb(i+j+1))
=
∑
b|q−1
b>1
n
mb∑
i=0
n
mb
−i∑
j=0
2f (i,j,mb,n), (4.12)
where
f (i, j,mb,n)B n(2i + j + 1)−mb
(
2i2 + 2ij + j2 − j
)
.
The summation limits of the innermost double sum as well as the nature of the
summand make it clear that the quantity
n
mb∑
i=0
n
mb
−i∑
j=0
2f (i,j,mb,n),
when viewed as a function of mb only, attains its maximum at
m0 Bmin {mb : o(b) | q − 1,b , 1} = min {p ∈ P : p | n} .
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Since n is odd, we see that m0 > 3. Writing n′ B bn3c we obtain
n
mb∑
i=0
n
mb
−i∑
j=0
2f (i,j,mb,n) 6
n
m0∑
i=0
n
m0
−i∑
j=0
2f (i,j,m0,n) 6
n′∑
i=0
n′−i∑
j=0
2f (i,j,3,n).
Therefore inequality (4.12) becomes
I(P ) 6
∑
b|q−1
b>1
n′∑
i=0
n′−i∑
j=0
2f (i,j,3,n). (4.13)
In the following section we shall obtain an upper bound for the right-hand-side of
the above inequality and use this to establish that Γ and P have the same number
of subgroups, asymptotically speaking.
4.4 Proof of
∣∣∣s(Γ )∣∣∣ ∼ ∣∣∣s(P )∣∣∣
Let us fix n temporarily (thus also n′) and define
RB
{
(x,y) ∈R2 : 0 6 x 6 n′,0 6 y 6 n′ − x
}
to be the triangular region of the Cartesian plane lying in the first quadrant and
below the line x+ y = n′. Moreover, let
f :R→R, (x,y) 7→ n(2x+ y + 1)− 3(2x2 + 2xy + y2 − y)
be the extension of f over the reals. We shall apply standard techniques from
calculus in order to find the (absolute) maximum of f in R. We begin by finding
the interior local extrema of f (x,y). Now,
∂f
∂x
= 2n− 12x − 6y, and
∂f
∂y
= n− 6x − 6y + 3.
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At an interior critical point the partial derivatives vanish. This, in our case, is
equivalent to (x0, y0) =
(
n−3
6 ,1
)
. The Hessian matrix of f equals
Hf (x,y) =
 −12 −6−6 −6
 ,
hence det
(
Hf (x,y)
)
= 36 for all x,y. As ∂
2f
∂x2
= −12 the second partial derivative
test applies and shows that the critical point (x0, y0) is a local maximum. In fact
f (x0, y0) =
(n+ 3)2
6
.
We now check the maximum value of f (x,y) on the boundary of R. The three
cases to consider here correspond to the sides of our triangle and are
f (0, y) = −3y2 + (n+ 3)y +n,
f (x,0) = −6x2 + 2nx+n,
f (x,n′ − x) = −3x2 + (n− 3)x+ 3n′ +nn′ +n− 3n′2,
where x,y range in [0,n′]. In each case the function f is a quadratic polynomial
αz2 + βz + γ . Since α < 0 in all cases and because z0 B − β2α is an interior point
of the corresponding line segment, we see that f peaks at z0. Thus the desired
maximum of f is the maximum among
f
(n− 3
6
,1
)
=
1
6
n2 +n+
3
2
,
f
(
0,
n+ 3
6
)
=
1
12
n2 +
3
2
n+
3
4
,
f
(n
6
,0
)
=
1
6
n2 +n,
f
(
n− 3
6
,
6n′ −n+ 3
6
)
=
1
12
n2 +
(
n′ + 1
2
)
n−
(
3n′2 − 3n′ − 3
4
)
.
Using n3 − 1 6 n′ 6 n3 , one easily sees that
1
12
n2 +
7
2
n− 9
4
> f
(
n− 3
6
,
6n′ −n+ 3
6
)
>
1
12
n2 +
1
2
n− 9
4
.
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Therefore
max
n>1
{
f (i, j,3,n) : (i, j) ∈ R∩N2
}
6 max
n>1
{
f (x,y) : (x,y) ∈ R
}
6
n2
6
+ 4n.
We may thus write
n′∑
i=0
n′−i∑
j=0
2f (i,j,3,n) 6
n′∑
i=0
n′−i∑
j=0
2
n2
6 +4n
<
(n
3
+ 1
)2
2
n2
6 +4n.
Substituting this in (4.13), we obtain
I(P ) 6 (d(q − 1)− 1)
(n
3
+ 1
)2
2
n2
6 +4n (4.14)
< 2nn22
n2
6 +4n
< 2
n2
6 +6n.
This bound is sufficient for our purposes. In order to see why that is, we look back
at (4.11). Take m = n, k = n−12 and q = 2 there. Then
2
n2−1
4 6
[
n
n−1
2
]
2
.
Since Z is an elementary abelian 2-group, the quantity
[ n
n−1
2
]
2
counts the number
of central subgroups of order 2
n−1
2 in P . Hence
2
n2−1
4 6
[
n
n−1
2
]
2
< |s(P )| , (4.15)
which in turn implies that
0 <
|s(Γ )| − |s(P )|
|s(P )| < 2
n2
6 +6n−n
2
4 +
1
4 .
Thus
lim
n→∞
|s(Γ )| − |s(P )|
|s(P )| = 0;
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equivalently
lim
n→∞
|s(Γ )|
|s(P )| = 1. (4.16)
A similar analysis to the one outlined above will reveal that
|s(P )| < 2 (n+1)
2
2 (4.17)
for all n ∈ N, where the maximum of the implied f now occurs at an interior
point.
4.5 Most subgroups are 2-groups
We begin this section with the following lemma, which is a straightforward
application of the Schur-Zassenhaus theorem.
Lemma 4.12 Let G = AoB be a finite group, where gcd(|A| , |B|) = 1. If H 6 G then
H = (H ∩A) (H ∩Bg) for some g ∈ A.
Proof. Observe that H ∩A is a normal subgroup of H and that
gcd
(
|H ∩A| ,
∣∣∣∣H/H ∩A∣∣∣∣) = 1,
sinceH
/
H∩A is isomorphic to a subgroup of B. By the Schur-Zassenhaus theorem,
H ∩ A has a complement in H , say C, thus H = (H ∩A)C. Quoting the same
theorem there exists a g ∈ G such that Cg 6 B (choose g = 1 if C is trivial.)
Now write g = ba for some b ∈ B, a ∈ A. Then Ca 6 B, hence Ha = (H ∩A)aCa 6
(Ha ∩A) (Ha ∩B) 6Ha. We conclude that H = (H ∩A) (H ∩Bg) for g = a−1.
Corollary 4.13 Suppose that G is a finite Frobenius group satisfying the conditions
of Lemma 4.12. Then |s(G)| 6 |A| |s(A)| |s(B)|.
Proof. Note that when G is Frobenius the element g of Lemma 4.12 is unique,
since B∩Bg = 1 for all g ∈ G \B. Now consider the (well-defined) map
f : s(G)→ A× s(A)× s(B), H 7→ (g,H ∩A,H ∩Bg) ,
where g is such that H = (H ∩A) (H ∩Bg), and observe that f is injective.
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We apply the above corollary, along with the elementary inequality d(k) 6 2
√
k,
to the groups D2(q−1), Cq−θ+1 oC4, and Cq+θ+1 oC4:
(i)
∣∣∣∣s(D2(q−1))∣∣∣∣ 6 2(q − 1)d(q − 1) 6 4q 32 ,
(ii)
∣∣∣∣s(Cq−θ+1 oC4)∣∣∣∣ 6 3(q −θ + 1)d(q −θ + 1) 6 6q 32 ,
(iii)
∣∣∣∣s(Cq+θ+1 oC4)∣∣∣∣ 6 3(q+θ + 1)d(q+θ + 1) 6 6 · 2 32q 32 < 17q 32 .
Assuming that n > 9, we see that |s (H)| < q2 when H is any of the groups in the
above list. In fact this inequality holds for all n ∈N by a direct calculation. We
shall also require the following lemma.
Lemma 4.14 The number of subgroups of Sz(q) satisfies the following inequality
|s (Sz(q))| < 2 115 (log2 q)2 ,
for all q an odd power of 2.
Proof. The proof is by induction on the exponent of q. To establish the base
case, we use a computer algebra programme to compute the size of the subgroup
lattice of Sz(8) and Sz(32) and find that |s (Sz(8))| = 17295 < 215 < 2 995 , |s (Sz(32))| =
21170191 < 225 < 255, Now set mB log2 q and let {p1, . . . ,pk} be the set of distinct
prime divisors of m. Since each subgroup of Sz(q) is contained in one of its
maximal subgroups, we see that
|s (Sz(q))| < (q2 + 1) |s(Γ )|+ 1
2
q2(q2 + 1)
∣∣∣∣s(D2(q−1))∣∣∣∣
+
1
4
q2(q − 1)(q+θ + 1)
∣∣∣∣s(Cq−θ+1 oC4)∣∣∣∣
+
1
4
q2(q − 1)(q −θ + 1)
∣∣∣∣s(Cq+θ+1 oC4)∣∣∣∣
+
k∑
i=1
∣∣∣∣Sz(q) : Sz(q1/pi )∣∣∣∣ ∣∣∣∣s(Sz(q1/pi ))∣∣∣∣ .
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Observe that
∣∣∣∣Sz(q) : Sz(q1/pi )∣∣∣∣ < q5 as |Sz(q)| = q2(q2 +1)(q−1) < q5 and recall that
|s (H)| < q2 when H is either the dihedral group, or one of the two metacyclic
Frobenius groups. Hence
|s (Sz(q))| < (q2 + 1) |s(Γ )|+ q2
[1
2
q2(q2 + 1) +
1
4
q2(q − 1)(q ±θ + 1)
]
(4.18)
+ q5
k∑
i=1
∣∣∣∣s(Sz(q1/pi ))∣∣∣∣
= (q2 + 1) |s(Γ )|+ q6 + q5
k∑
i=1
∣∣∣∣s(Sz(q1/pi ))∣∣∣∣ .
The induction hypothesis yields
|s (Sz(q))| < (q2 + 1) |s(Γ )|+ q6 + q5
k∑
i=1
2
11
5 (m/3)
2
= (q2 + 1) |s(Γ )|+ q6 + q5ω(m)2 1145m2 .
Recall that |s(Γ )| = |s(P )|+ I(P ) < 2 (m+1)
2
2 + 2
m2
6 +6m by (4.17) and (4.14) respectively,
hence
|s (Sz(q))| < (22m + 1)
(
2
(m+1)2
2 + 2
m2
6 +6m
)
+ 26m + 2
11
45m
2+5m+log2ω(m)
< 22m+
1
2 2
(m+1)2
2 +
m2
6 +6m + 26m + 2
11
45m
2+5m+log2ω(m)
= 2
2
3m
2+8m+ 34 + 26m + 2
11
45m
2+5m+log2ω(m).
But max
{
2
2
3m
2+8m+ 34 ,26m,2
11
45m
2+5m+log2ω(m)
}
= 2
2
3m
2+8m+ 34 for all m ∈N, thus
|s (Sz(q))| < 2 23m2+8m+ 34 +log2 3 < 2 115 m2 ,
since 115 m
2 > 23m
2+8m+ 34 +log2 3 for allm > 7. The induction is now complete.
Remark 4.15 The constant 11/5 which appears at the exponent of the upper bound
for |s (Sz(q))| in Lemma 4.14 is by no means the best possible, but it is sufficient for
our purposes. The reason becomes clear in the next section.
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4.6 Proof of Theorem 4.1
As explained in section 4.1, the Sylow 2-subgroups of Sz(q) intersect trivially.
Moreover
lim
n→∞
∣∣∣Syl2 (Sz(q))∣∣∣ = limn→∞(q2 + 1) =∞,
thus conditions (i) and (ii) of our Main Lemma 2.16 are satisfied with p = 2.
Therefore, in order to complete the proof of Theorem 4.1, it suffices to show that
condition (iii) is satisfied as well. To that end we look back at (4.18) which, in
view of Lemma 4.14, yields
|s (Sz(q))|
(q2 + 1) |s(Γ )| < 1 +
q6 + q5
k∑
i=1
∣∣∣∣s(Sz(q1/pi ))∣∣∣∣
(q2 + 1) |s(Γ )|
< 1 +
26log2 q + 2
11
5 (log2 q/3)
2+5log2 q+log2ω(log2 q)
(q2 + 1) |s(Γ )|
< 1 +
2
11
45 (log2 q)
2+5log2 q+log2ω(log2 q)+1
(q2 + 1) |s(Γ )| .
We recall that |s(Γ )| > |s(P )| > 2 (log2 q)
2
4 − 14 by inequality (4.15), thus
(q2 + 1) |s(Γ )| > q2 |s(P )| > 2 (log2 q)
2
4 +2log2 q− 14 .
In conclusion
|s (Sz(q))|
(q2 + 1) |s(Γ )| < 1 + 2
11
45 (log2 q)
2+5log2 q+log2ω(log2 q)+1−
(
(log2 q)
2
4 +2log2 q− 14
)
= 1 + 2− 1180 (log2 q)2+3log2 q+log2ω(log2 q)+ 54 ,
hence
lim
n→∞
|s (Sz(q))|
(q2 + 1) |s(Γ )| = 1.
Since lim
n→∞
|s(Γ )|
|s(P )| = 1 by (4.16), so limn→∞
(q2+1)|s(Γ )|
|En| = 1. Therefore
lim
n→∞
|s (Sz(q))|
|En| = limn→∞
|s (Sz(q))|
(q2 + 1) |s(Γ )| · limn→∞
(q2 + 1) |s(Γ )|
|En| = 1 · 1 = 1.
The universe is no narrow thing and the order within it is not
constrained by any latitude in its conception to repeat what exists
in one part in any other part. Even in this world more things exist
without our knowledge than with it and the order in creation
which you see is that which you have put there, like a string in
a maze, so that you shall not lose your way. For existence has its
own order and that no man’s mind can compass, that mind itself
being but a fact among others.
Cormac McCarthy
Blood Meridian or the Evening Redness in the West 5
On the Frattini subgroup of
homomorphic images
5.1 Introduction
In one of his last papers published in the Journal of Algebra, Doerk [Doe94]
examined the finite soluble groups G that behave like nilpotent groups with
respect to the Frattini subgroup, i.e., Φ(U ) 6 Φ(V ) for all subgroups U 6 V of
G and Φ (G/N ) = Φ(G)N/N for all N CG. The class X of finite soluble groups G
with Frattini subgroups Φ(U ) 6 Φ(V ) for all subgroups U 6 V of G is a subgroup
closed local formation. Recall that a class of (soluble) groups is a formation if it
closed under homomorphic images and has the following property: if G/M, G/N
belong to the class, M,N CG, so does G/(M ∩N ). The coinage of the term is due
to Gaschütz [Gas63]. The groups in X have elementary abelian Sylow subgroups
and p-length 6 1 for all primes p. The class Fsol of finite soluble groups G where
Φ (G/N ) = Φ(G)N/N for any normal subgroup N of G is again a local formation
and X is the largest subgroup closed class within Fsol. A group G in Fsol belongs
to X if and only if it has p-length 6 1 for all primes p.
While Doerk treats the two properties of the Frattini subgroup both separately
and in conjunction, we will address only the second one here. Recall that if K/L is
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a chief factor of G and K/L 6 Φ(G/L), then K/L is said to be a Frattini chief factor
of G. Doerk’s theorem on the class Fsol reads as follows.
Theorem 5.1 ([Doe94, Satz 2']) Let G be a finite soluble group. Then the following
are equivalent:
(i) If N CG then Φ(G/N ) = Φ(G)N/N .
(ii) G/Φ(G) has no Frattini chief factors.
(iii) G/F(G) has no Frattini chief factors.
(iv) If H/K is a chief factor of G then G/CG(H/K) has no Frattini chief factors.
We provide the following definition in order to facilitate reference to the core
property of the Frattini subgroup that we shall be concerned with.
Definition 5.2 A normal subgroup N of the finite group G is called a solution (in G)
if N satisfies the equation Φ (G/N ) = Φ(G)N/N , and G is called an F-group if G is
finite and every subgroup N CG is a solution.
In this chapter we focus on the class F and provide (partial) answers to the
following dual problem:
Which characteristic subgroups of G control the property of being an F-group and
what are the solutions of an arbitrary finite group?
An answer to the first question (Theorem 5.5) also serves to characterise the
finite soluble F-groups as iterated split extensions of direct products of element-
ary abelian groups (Corollary 5.6) and a partial answer to the second question
establishes that subgroups lying in intervals defined by the terms of a certain
“socle-central” characteristic series are always solutions (Corollary 5.9). We close
our investigation on F-groups with an application to the computation of classes
of subgroups of finite nilpotent groups.
Henceforth, and in keeping with Gaschütz’s original terminology, we shall call
a group Φ-free if its Frattini subgroup is trivial. If G is a finite group then
we denote by S1(G) the product of its minimal abelian normal subgroups, i.e.,
the abelian part of its socle. We shall also assume that the reader is familiar
with basic properties of the Frattini subgroup of a finite group. Namely that
Φ(G1 × G2) = Φ(G1) × Φ(G2), that Φ is normal-subgroup-monotone, and that
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Φ(G/N ) > Φ(G)N/N , with equality when N 6 Φ(G), where N CG. W. Gaschütz’s
early paper [Gas53] contains a wealth of information on the Frattini subgroup
and we shall refer to it when needed (but see also [DH92, p. 30]).
5.2 The Frattini subgroup of homomorphic images
We should, perhaps, mention first that in the realm of finite soluble groups the
behaviour of the Frattini subgroup of a homomorphic image is connected to what
Gaschütz [Gas62] introduced and called prefrattini subgroups. A subgroup W 6 G
is called a prefrattini subgroup of G if W covers each non-complementable chief
factor ofG and if each maximal subgroup ofG is conjugate to one that containsW .
These subgroups are all conjugate and they are related to the (ordinary) Frattini
subgroup; if W is a prefrattini subgroup of the finite soluble group G then for
every normal subgroup N of G we have Φ(G/N ) =
(
∩g∈GW gN
)
/N .
In the following lemma we collect a number of observations and easy-to-prove
facts concerning the Frattini subgroup of quotients. Some of those will be needed
later in the text.
Lemma 5.3 Let G be a finite group.
(i) Suppose that N is a solution, N CG. Then M/N is a solution (in G/N ), N 6
M CG, if and only if M is a solution.
(ii) If G is an F-group and N CG then G/N is an F-group.
(iii) G is an F-group if and only G/Φ(G) is an F-group.
(iv) Let N CG. Then Φ(G/N ) = Φ(L)N
/
N , where L is a minimal supplement to N
in G.13
(v) If G is a Φ-free F-group then S1(G) = F(G) and G splits over F(G).
Proof. (i) As G/M  G/N
/
M/N , so Φ (G/M)  Φ
(
G/N
/
M/N
)
and
Φ(G/N ) ·M/N
/
M/N = Φ(G)N/N ·M/N
/
M/N.
13 This is (also) a result of Bechtell [Bec65].
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The right-hand-side is equal to Φ(G)M/N
/
M/N  Φ(G)M/M. The claim now
follows.
(ii) Follows easily from (i).
(iii) If G is an F-group then G/Φ(G) is an F-group. Suppose that G/Φ(G) is an
F-group and letNCG. ThenNΦ(G)/Φ(G)CG/Φ(G) is a solution as isΦ(G), always.
From (i) NΦ(G) is a solution and so Φ
(
G
/
NΦ(G)
)
= NΦ(G)
/
NΦ(G). However,
the preimages of Φ
(
G
/
NΦ(G)
)
and Φ (G/N ) are equal since the intersection of
those maximal subgroups of G that contain N is precisely the intersection of the
maximal subgroups that contain NΦ(G).
(iv) IfN 6 Φ(G) then L = G and the claim follows. So assume thatN 
 Φ(G). Then
a minimal supplement L of N in G is proper and
Φ(G/N ) = Φ (NL/N )  Φ
(
L
/
N ∩L
)
.
We claim that N ∩L 6 Φ(L). If not then N ∩L has a proper supplement in L, say
K. Then G =NK , which contradicts the minimality of L. Therefore
Φ(G/N )  Φ
(
L
/
N ∩L
)
= Φ(L)
/
N ∩L = Φ(L)
/
N ∩Φ(L)  Φ(L)N
/
N,
proving the claim.
(v) A finite group G is Φ-free if and only if G splits over S1(G) [Gas53, Satz
9]. But S1 (G/Φ(G)) = F(G)/Φ(G) = F(G/Φ(G)), where the first equality follows
from [Gas53, Satz 13]. So if G is a Φ-free F-group then S1(G) = F(G) and G splits
over F(G).
5.3 A criterion for a finite group to be an F-group
The findings presented in this section (the next auxiliary lemma and the theorem
that follows it) are due to Isaacs [Isa14].
Lemma 5.4 Suppose that Φ(G) = 1 and Φ (G/F(G)) = 1. Then Φ(G/E) = 1 for every
normal nilpotent subgroup E of G.
Proof. Write Φ(G/E) =U/E. Then every maximal subgroup of G containing F(G)
contains E and thus contains U , and so contains UF(G). Then UF(G)/F(G) 6
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Φ (G/F(G)) = 1 and thus U 6 F(G). But U is abelian, since Φ(G) = 1 forces F(G) to
abelian, and soU has a complement inG by [Gas53, Satz 7], sayX. Then XE/E is a
complement to U/E in G/E, and since U/E = Φ(G/E), it follows that U/E = 1.
Theorem 5.5 Suppose that Φ(G) = 1 and assume for all M CG with F(G) 6M that
Φ(G/M) = 1. Then Φ(G/K) = 1 for all K CG.
Proof. We may assume that K > 1, and we proceed by double induction, first on
|G| and then on |K |. If 1 < N < K with N CG, we argue that G/N satisfies the
hypotheses. First, Φ(G/N ) = 1 by the inductive hypothesis applied with N in
place of K . Next, if M/N > F(G/N ) with M CG then M > F(G), so by hypothesis
Φ(G/M) = 1, thus Φ
(
G/N
/
M/N
)
= 1. It follows by the inductive hypothesis
applied in the group G/N that Φ
(
G/N
/
K/N
)
= 1, so Φ(G/K) = 1, as wanted. We
may thus assume that K is minimal normal in G. Note that F(G) is abelian and so
if K 6 F(G), we are done by Lemma 5.4. We can therefore assume that F(G)∩K = 1,
and thus K is nonabelian and K = K ′. Let L be a complement for F(G) in G. Now
F(G)K = F(G)×K so F(G) 6 Z (F(G)K). Let C = F(G)K∩L, so C > 1 and CCL. Also,
F(G) centralises C so CCG and F(G)K = F(G)×C. Then K = K ′ 6 (F(G)K)′ 6 C 6 L.
Let U/K = Φ(G/K). Every maximal subgroup of G containing F(G)K contains
U and since Φ
(
G
/
F(G)K
)
is trivial by hypothesis, it follows that U 6 F(G)K =
F(G)×K . Write V =U ∩F(G), so U = V ×K and V CG. Now V is complemented in
G, so V has a complement X in F(G), and XCG. NowUXL > VXL = F(G)L = G, so
(U/K)(XL/K) = G/K . Since U/K = Φ(G/K), we have XL/K = G/K , so XL = G, and
hence by Dedekind’s Lemma, F(G) = X (F(G)∩L) = X. Since X is a complement
for V in F(G), we have V = 1. But U = VK , so U = K .
Note that Theorem 5.5 together with Lemma 5.3 (iii) extend the equivalency
of (i), (ii), and (iii) of Theorem 5.1 to all finite groups. Theorem 5.5 can also be
employed in the proof of the following equivalent characterisation of soluble
F-groups.
Corollary 5.6 Suppose that the group G is soluble. Then G is an F-group if and
only if the Fitting series of G/Φ(G) splits and has factors which are direct products of
elementary abelian groups.
Proof. By Lemma 5.3 (iii) we see that G is an F-group if and only if G/Φ(G) is
an F-group. Now one direction is clear. The opposite direction follows easily by
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induction on the Fitting length of G/Φ(G) and Theorem 5.5, with the observation
that if Fi are the terms of the Fitting series of some group H then Fi/F(H) are the
terms of the Fitting series of H/F(H).
5.4 Computing subgroups of nilpotent groups
Our goal in this section is to improve upon an algorithm of Hulpke for com-
puting representatives for the classes of subgroups of a finite soluble group,
when a candidate group moreover possesses a central series. For the conveni-
ence of the reader, let us recall the key lemma underlying Hulpke’s algorithm
“SubgroupsSolvableGroup” which is implemented in GAP.
Lemma 5.7 ([Hul99]) Let N CG be an elementary abelian normal subgroup, A a
set of representatives of the conjugacy classes of those subgroups of G that contain N
properly and B (containing N ) a set of representatives of the G-classes of subgroups
in N . For each A ∈ A let BA be a set of representatives of the NG(A)-classes of proper
subgroups of N , that are normal in A. Finally, for B ∈ BA set CA,BBNG(A)∩NG(B)
and let UA,B be the full preimages of a set of representatives of the CA,B-classes of
complements to N/B in A/B. Then
RBA∪B ∪
⋃
A∈A
⋃
B∈BA
UA,B
is a set of representatives for the G-classes of subgroups of G.
The main idea is that for any subgroupU 6 G and for any normal subgroupN CG,
U
/
U ∩N is a complement to N
/
U ∩N in UN
/
U ∩N . Assuming that we know all
subgroups containing or contained in N , we may use the well-known property of
the 1-cohomology group being in bijection to conjugacy classes of complements
to find all classes of subgroups. The reader should note, however, that for finite
soluble groups in general there exists no method that provides a priori knowledge
of the existence or nonexistence of a complement to N/H in K/H , where N CG
and 1 6H 6N 6 K 6 G; thus the algorithm proceeds “greedily” and examines all
pairs of subgroups (A,B) ∈ (A,BA) for a complement.
Our aim is to find the largest possible subclass in the class of finite soluble groups
for which a definite criterion that decides whether a complement exists or not is
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available. The following lemma aids our purpose and we present it in greatest
possible generality because the findings might prove to be of some independent
interest. However, let it be noted that a proof specifically for nilpotent groups
should be much shorter (in particular, every normal subgroup of a finite nilpotent
group is a solution).
Lemma 5.8 Let N be a central Φ-free subgroup of G, i.e., N 6 Soc(Z(G)), H a sub-
group of N , and K a subgroup of G containing N . Then
(i) N has a complement in G if and only if N ∩Φ(G) = 1. Moreover, N is a solution.
(ii) N/H has a complement in K/H if and only if N ∩Φ(K) 6H .
Proof. (i) Suppose first that N has a complement in G, say C. Then G = NC, N
is normal in G, and N ∩C = 1. As both N and C normalise C, so C /G. Hence
G = N × C, from which Φ(G) = Φ(N ) × Φ(C) follows. However, Φ(N ) = 1 by
assumption henceN∩Φ(G) =N∩Φ(C) = 1. The reverse direction is a consequence
of a theorem of Gaschütz [Gas53, Satz 7].
Now let C be a (not necessarily proper or nontrivial) complement to N ∩Φ(G)
in N so that N = (N ∩Φ(G))×C. The existence of C is guaranteed since N , being
a subgroup of Soc(Z(G)), is a direct product of elementary abelian subgroups
and such a group is complemented [Hal37]. Then C ∩Φ(G) = 1, hence C has
a complement in G, say K . So G = C ×K and Φ(G) = Φ(K) just as in the proof
contained in the above paragraph. Since
G/N = K ×C
/
(N ∩Φ(G))×C  K
/
N ∩Φ(G),
we see that
Φ(G/N )  Φ
(
K
/
N ∩Φ(G)
)
= Φ
(
K
/
N ∩Φ(K)
)
.
Obviously N ∩Φ(K) 6 Φ(K), so Φ
(
K
/
N ∩Φ(K)
)
= Φ(K)
/
N ∩Φ(K), which in turn
is isomorphic to Φ(K)N
/
N . Using Φ(G) = Φ(K) again yields Φ(G/N ) = Φ(G)N
/
N
and the claim follows.
(ii) It is not difficult to see that the property of being central andΦ-free is inherited
by homomorphic images. So, by dint of (i), it suffices to establish thatN∩Φ(K) 6H
is equivalent to N/H ∩Φ(K/H) = 1 instead. But H , being a subgroup of N , is
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central (in every subgroup that contains it) and Φ-free, thus (i) applies to H in K .
Therefore
N/H ∩Φ(K/H) = (N ∩Φ(K)H)
/
H = (N ∩Φ(K))H
/
H,
where the first equality follows from Dedekind’s lemma. Clearly (N ∩Φ(K))H =
H if and only if N ∩Φ(K) 6H . The proof is now complete.
The first part of the above lemma tells us that certain subgroups of a finite group
are always solutions.
Corollary 5.9 Let R0 B 1, Ri+1/Ri B Soc(Z (G/Ri)). Then every normal subgroup
of the finite group G lying in an interval JRj ,Rj+1K is a solution. In particular, the
ultimate term R∞ of the R-series is a solution.
Proof. Induction. The base case is the content of Lemma 5.8 (i) and the induction
step follows from Lemma 5.3 (i).
Note that, in general, expressing “solution spaces” in terms of intervals is all one
could ask for because the product of two solutions is not necessarily a solution
and thus there is no largest subgroup containing all solutions. We construct a
counterexample as follows.
Example 5.10 Let E be elementary abelian of order 52 and assume that C = 〈c〉 is
cyclic of order 4, acting on E by xc = x2, x ∈ E. Let G = E oC, the semidirect product,
and write E = M ×N , where each of M and N has order 5. Note that M and N are
normal in G. Also Φ(G) = 1. (To see this, note that MC and NC are maximal in
G, so Φ(G) 6 MC ∩NC = C. Then Φ(G) ∩ E = 1 so Φ(G) centralises E. Since E
is selfcentralising in G, this forces Φ(G) = 1). Now K CG is a solution if and only
if Φ(G/K) is trivial. Then M and N are solutions because G/M and G/N are each
isomorphic to the Frobenius group of order 20 and so have trivial Frattini subgroups.
But MN = E is not a solution.
When G is a finite nilpotent group, we may choose a central series with element-
ary abelian factors for G in a canonical way by refining its lower central series
according to the primes involved being in strictly ascending (or descending) order,
so that quotients are elementary abelian.
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Proposition 5.11 Let G be a finite nilpotent group and let G =N0 > N1 > . . . > Nr >
Nr+1 = 1 be a central series of G with elementary abelian factors. Define by induction
S0 B
⋃
H∈JN0,N1K
H
and
Si+1 B
⋃
A∈Si
⋃
B∈JNi+1,(Φ(A)∩Ni+1)Ni+2K
UA,B
for i > 0, where UA,B is the full preimages of a set of representatives for the
NG(A)-classes of complements to Ni+1/B in A/B. Then Sr is a set of representatives for
the classes of subgroups of G.
Proof. We use induction on the length r of the central series of G with elementary
abelian factors.
When r = 0, G is (elementary) abelian and S0 is simply the set of all subgroups
of G, which is, of course, the unique set of representatives for the classes of
subgroups of G. Thus the claim holds trivially in this case.
For the induction step we may assume that, since G/Nr has length one less than
that of G, a set of representatives for its classes of subgroups is given by S r−1,
where
S0 B
⋃
H∈JN0,N1K
H
and
S i+1 B
⋃
A∈Si
⋃
B∈JN i+1,(Φ(A)∩N i+1)N i+2KUA,B ;
the overbar denotes quotients mod Nr . We take full preimages by removing the
overbar and deduce that Sr−1, as originally defined, is a set of representatives for
the classes of those subgroups of G that contain Nr . In view of Lemma 5.7 and
Lemma 5.8 (ii) we conclude that
Sr =
⋃
A∈Sr−1
⋃
B∈JNr ,Φ(A)∩NrK
UA,B
is a set of representatives for the classes of subgroups of G.
6
Conclusion and further research
6.1 Subgroup permutability
We have seen that p (G) vanishes asymptotically when G is either PSL2(2n), or
Sz(q). At the same time our intuition guides us to believe that all simple groups
should have low subgroup permutability degree.
Problem 6.1 Let S be the set of all nonabelian finite simple groups. Then the probab-
ility that two subgroups of G permute tends to 0 as |G| →∞, G ∈ S .
This problem strengthens Problem 4.3. of Tărnăuceanu [Tăr11], while the content
of Chapters 3 and 4 provides a partial solution.
A 5
L 2
(7
)
A 6
L 2
(8
)
L 2
(1
1)
L 2
(1
3)
L 2
(1
7) A 7
L 2
(1
9)
L 2
(1
6)
L 3
(3
)
U 3
(3
)
L 2
(2
3)
L 2
(2
5)
M 1
1
L 2
(2
7)
0.05
0.10
0.15
0.20
0.25
p
Figure 6.1: Subgroup permutability degrees of all simple groups of order 6 104.
Guralnick and Robinson [GR06] have obtained an answer to a similar question
upon replacing p(G) with cp(G), where cp(G) is the commuting probability of G.
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In particular, Theorem 4 in the aforementioned paper establishes that cp(G) 6
|G : F(G)|−1/2, thereby proving cp(G)→ 0 as |G| → ∞, G a finite simple classical
(or alternating) group. However, it seems unlikely to us that a compact bound of
this sort is within reach as far as the subgroup permutability degree is concerned.
It seems that any strategy to tackle Problem 6.1 would require some version of
Lemma 2.16, where the first condition is weakened. We ask the following.
Question 6.2 Let {Gn}n>1 be a family of finite groups such that p | |Gn| for some fixed
prime p and for all n ∈N, satisfying the conditions
(i) Op(G) = 1,
(ii) lim
n→∞
∣∣∣Sylp(Gn)∣∣∣ =∞, and
(iii) lim
n→∞
|En|
|s(Gn)| = 1,
where
EnB
{
H 6 Gn : |H | = pk for some k ∈N
}
=
⋃
P ∈Sylp(Gn)
s(P ).
Does it follow that lim
n→∞p(Gn) = 0?
A weaker version of the above question, if true, provides an interesting nonsim-
plicity criterion and stems from the empirical observation that high subgroup
permutability degree forces normality.
Problem 6.3 Let G be a finite group. If p(G) > p(A5) then G is not nonabelian simple.
Finally, it would be interesting to have a clearer picture of the range of values
that p assumes.
Question 6.4 Which rational numbers are limit points for p? Do irrational limit
points exist?
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6.2 Insoluble F-groups
It is natural to speculate that there might be an analogue to Corollary 5.6 for
arbitrary finite groups that are not necessarily soluble, in terms of some charac-
teristic series whose ultimate term (if e.g. the series is ascending) is the whole
group. For instance, one might be inclined to conjecture the following.
Conjecture 6.5 Let G be a finite group. Then G is an F-group if and only if the
generalised Fitting series of G/Φ(G) splits and has factors which are direct products of
simple groups.
Moreover, a result of this type would be useful in obtaining nontrivial information
about F-groups for which Theorem 5.5 yields none at all, i.e., when already F(G)
is trivial. Recall that the generalised Fitting subgroup F∗(G) of a (finite) group
G is defined as F∗(G) = F(G)L(G), where L(G) is the layer of G, i.e., the subgroup
generated by all quasisimple subnormal subgroups of G.
The above statement, unfortunately, is not true. An obvious counter-example
is the Mathieu group M10 (indeed, this is the counter-example of least possible
order).
Note, however, that if G is an F-group then the quotients defined by the general-
ised Fitting series of G are direct products of simple groups. First an observation:
if Φ(G) = 1 then Φ(K) = 1 for all K subnormal in G; this is clear. Now consider
a component N of G. Then N is subnormal in G and quasisimple, by definition.
So Φ(N ) = 1 and we argue that in a quasisimple group the centre and its Frattini
subgroup coincide. First, Φ(N ) contains the intersection of N ′ with Z(N ), for
all groups N [Gas53, Satz 4]. Since N is perfect by definition, Φ(N ) contains
Z(N ). But every proper normal subgroup of a quasisimple group is contained
in its centre [Isa08, Lemma 9.2] and so Φ(N ) = Z(N ). So, in our case, Z(N ) is
trivial and N is nonabelian simple. Thus L(G) is the direct product of some nona-
belian simple groups and so the intersection of F(G) with L(G) is trivial, meaning
that F∗(G) = L(G)× F(G). But F(G) is normal in G and nilpotent and, moreover,
Φ(F(G)) = 1. So F(G) is a direct product of abelian simple groups. The claim now
follows from F∗(G) = L(G)×F(G) and induction on the generalised Fitting length
of G.
In the interest of dispelling any ambiguities, we mention that this direct-
decomposition property of the F∗-quotients of G does not, conversely, characterise
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F-groups. Consider the (permutational) wreath product G = A5 oB, where B is a
nonsplit extension of the elementary abelian 2-group of rank 3 by PSL3(2). Then
every quotient of the generalised Fitting series of G is a direct product of simple
groups, but the Frattini subgroup of G/Soc(G) is equal to Soc(B) = C32.
The main reason, it seems, that F(G) cannot be replaced by a larger (insoluble
in general) characteristic subgroup in Theorem 5.5, can be traced to Gaschütz’s
Satz 7 which guarantees that normal abelian subgroups which avoid the Frattini
subgroup are complemented. In the proof of Gaschütz’s theorem we need to
assume that the subgroup in question is abelian so as to ensure that every one
of its subgroups is normal in that subgroup. Although there is, in principal, no
need to consider groups all of whose subgroups are normal (we should only ask
that the intersection of that subgroup with any one of its minimal supplements
is normal in that subgroup), guaranteeing that only those particular subgroups
are normal is an impossible task (also note that there is nothing to be gained by
considering Dedekind groups instead of abelian groups).
Who are the inventors of Tlön? The plural is inevitable, because
the hypothesis of a lone inventor—an infinite Leibniz labouring
away darkly and modestly—has been unanimously discounted. It
is conjectured that this brave new world is the work of a secret so-
ciety of astronomers, biologists, engineers, metaphysicians, poets,
chemists, algebraists, moralists, painters, geometers directed by an
obscure man of genius. Individuals mastering these diverse discip-
lines are abundant, but not so those capable of inventiveness and less
so those capable of subordinating that inventiveness to a rigorous
and systematic plan.
Jorge Luis Borges
Tlön, Uqbar, Orbis Tertius A
On the density of Singer
cycles in GLn(q)
A.1 Introduction
In a series of papers stretching from 1965 to 1972, and beginning with [ET65],
Erdős and Turán examined in detail various questions of a statistical nature
regarding the symmetric group. One might ask whether similar work can be done
for other classes of groups; indeed, the most natural next candidate is the general
linear group GLn(q) of n×n matrices over the finite field Fq. A notable difference
between the two classes of groups is the dependence of the latter on more than
one parameter. While ΣΩ is completely determined (up to isomorphism) by the
cardinality of the set Ω, the groups GLn(q) require 3 variables for their definition:
the rank n and the size q of the underlying field, which, in turn, depends both on
the characteristic of the field and on the degree of the extension. Stong [Sto93]
considered the average order of a matrix in GLn(q) for fixed q and varying n and
proved that
logνn = n logq − logn+ o (logn) ,
where
νn =
1
|GLn(q)|
∑
A∈GLn(q)
ord(A).
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Our purpose here is to address a question which is more limited in scope, but
rather different in nature from Stong’s investigations. In particular, we shall
consider elements of maximal order in GLn(q), also known as Singer cycles, and
examine in detail the mean density of those elements in GLn(q). Fixing any two
of the parameters n, p, r and letting the remaining one vary accordingly, we
show that the density of Singer cycles follows a distribution law and provide
its expected value. It is straightforward to show that the maximal order of an
element in GLn(q) is qn − 1. In section A.2 we shall do this after establishing
existence of the said elements and obtain the formula
|GLn(q)|
qn − 1 ·
φ (qn − 1)
n
for the number of Singer cycles, where φ is the usual Euler function. The core of
the work presented in this chapter is concerned with their density function
tn(q)B
1
n
φ(qn − 1)
qn − 1 , (A.1)
i.e., the probability that an element has maximal order in GLn(q). We are inter-
ested in the distribution of tn(q) in the interval (0,
1
n). If we fix n and let q→∞
through prime powers, we see that limq tn(q) does not exist. It thus makes sense
to examine its average value instead. In Theorem A.1 (i) we provide the answer
to this question. However, the average is not greatly affected by the values that
tn(q) assumes when q varies through genuine powers of primes. We therefore
investigate the average of tn(pr) for fixed n,p and for varying r. This is the content
of Theorem A.1 (ii). Lastly, by similar methods we provide the average value for
the case that Stong deals with, that is when the field is fixed and the rank n varies,
and that is the content of Theorem A.1 (iii). We notice here that similar questions
have been considered previously in the case where one has the multiplicative
group Z/mZ instead of the general linear group. See for example [Li98] and the
survey [LP02]. Before we state our first theorem, let us introduce some relevant
terminology. For a prime p and an integer a coprime to p, we let `p(a) denote
its multiplicative order (mod p), that is the least positive integer k for which
pk ≡ 1(mod a). Define for a prime p and integer r the following series
t(p,r)B
∑
*
m∈N
µ(m)
m
gcd
(
`p(m), r
)
`p(m)
, (A.2)
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Here and throughout this chapter
∑ * denotes a summation over those positive
integers m that are coprime to p. We will show in Lemma A.12 (iii) that this series
is convergent. We also define for an integer n the quantity
tnB
1
n
∏
p
(
1− gcd(p − 1,n)
p(p − 1)
)
. (A.3)
Notice that t1 is the so-called Artin constant, arising in Artin’s primitive root
conjecture. The infinite product in (A.3) converges since for fixed n one has
Figure A.1: The first one million values of tn.
gcd(p − 1,n) 6 n, hence
∑
p
gcd(p − 1,n)
p(p − 1) 6 n
∑
p
1
p(p − 1) <∞.
Our first result is the following.
Theorem A.1 Let x ∈R>1 and denote the cardinality of the powers of primes below x
by Q (x).
(i) For any fixed n ∈N and any A ∈R>1 one has
1
Q (x)
∑
q6x
tn(q) = tn +On,A
 1
(logx)A
 ,
where the summation is taken over powers of primes.
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(ii) For any fixed prime p and n ∈N one has
1
x
∑
r6x
tn(p
r) =
1
n
t(p,n) +O
(
log(xn logp)
xn
)
,
where the implied constant is absolute.
(iii) For any fixed q = pr one has
1
logx
∑
n6x
tn(q) = t(p,r) +O
(
τ(r) log(r logp)
logx
)
,
where the implied constant is absolute and τ denotes the divisor function.
Remark A.2 The above theorem reveals the noteworthy fact that the density of Singer
cycles in GLn(q) is approximated on average by a constant multiple of 1n when one
allows any of the underlying parameters to vary.
The special case corresponding to n = 1 in Theorem A.1 (i) has been dealt with pre-
viously by Stephens [Ste69, Lemma 1] and in an equivalent form by Pillai [Pil41,
Theorem 1]. Following the proof of Theorem A.1 (i), we show that the error of
approximation can be substantially improved to
On
(
(logx)τ(n)+2√
x
)
under the assumption of the Generalised Riemann Hypothesis. One should notice
that the sequence tn(q) oscillates wildly around its mean value in all cases of The-
orem A.1 and it would therefore be interesting to obtain information regarding
the nature of its distribution. It thus makes sense to examine how tn(q) distributes
over subintervals of
(
0, 1n
)
. To that end let us recall some standard definitions from
Probabilistic Number Theory (see [Ten95, Chapter III] for a detailed discussion).
Let bn be a sequence of real numbers and define for x,z ∈R, the frequencies νx as
follows:
νx (n;bn 6 z)B
|{n 6 x : bn 6 z}|
x
.
Similarly denote
νx
(
q;bq 6 z
)
B
∣∣∣∣{q 6 x : q is a prime power,bq 6 z}∣∣∣∣
Q(x)
.
Appendix A: On the density of Singer cycles in GLn(q) 81
We say that the frequencies νx converge to a limiting distribution as x→∞, if for
any z in a certain dense subset E ⊂R, the following limit exists
lim
x→∞νx (n;bn 6 z) ,
and furthermore, denoting its value by F(z), that one has
lim
z→α
z∈E
F(z) =
 1, if α = +∞0, if α = −∞ .
Thus the existence of a limiting distribution should be interpreted as an equidistri-
bution of bn with respect to some measure. We are now ready to state our second
theorem.
Theorem A.3 The frequencies νx, with respect to any of the involved parametres,
converge to a limiting distribution. More precisely:
(i) For fixed n ∈N the frequencies νx (q; tn(q) 6 z) converge to a continuous limiting
distribution.
(ii) For fixed prime p and integer n the frequencies νx (r; tn(pr) 6 z) converge to a
limiting distribution.
(iii) For fixed prime power q = pr the frequencies νx(n; tn(q) 6 zn) converge to a
limiting distribution.
Let us put Theorem A.3 in context. The easier problem of determining the fre-
quencies νx (n;φ(n)/n 6 z), where one ranges general integers n, has received much
attention. Shoenfeld [Sch28] proved that these frequencies converge to a limiting
distribution, say F(z), and that F(z) is continuous. In a subsequent paper [Sch36]
he showed that F(z) is strictly increasing. Erdős [Erd39] discovered the following
asymptotic expression:
F(1− ε) = 1− e
−γ
log 1ε
+O
 1(log 1ε )2
 (A.4)
uniformly for all ε ∈ (0,1), where γ is the Euler constant. Toulmonde [Tou09]
proved that we can in fact get a more precise expression in the right-hand-side
of (A.4), involving an asymptotic expansion in negative powers of 1log(1/ε) in place
of the error term. The problem however becomes less easy when we range over
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powers of primes rather than general integers. The special case of part (i) of
Theorem A.3 corresponding to n = 1 has been handled by Kátai [Kat68], who
showed that the limiting distribution exists and is continuous. Deshouillers and
Hassani [DH12] proved that this limiting distribution possesses infinitely many
points of nondifferentiability. It would be desirable to have analogues of (A.4) for
part (i) of Theorem A.3, even in the case n = 1, a problem which is equivalent to
obtaining an analogue of (A.4) regarding the limiting distribution of
φ(p − 1)
p − 1 , as p
ranges in primes. A few remarks about the proofs of the two theorems are in order.
Part (i) of Theorem A.1 is proved via splitting a certain sum over moduli into two
ranges according to the size of the moduli. The contribution coming from the
range corresponding to small moduli will give the main term after an application
of the Bombieri-Vinogradov Theorem A.7 and the range corresponding to large
moduli will be shown to give a negligible contribution compared to the main
term. The proofs of Theorem A.1 (ii) and Theorem A.1 (iii) are rather similar;
both are based on Lemma A.16, which resembles [Shp90, Theorem 3]. There,
however, the dependence of the error term on the underlying parameters is not
best possible and we will attempt to remedy this. The proof of Lemma A.16
is based on Lemma A.12, where all sums appearing in its statement resemble
Romanoff’s series ∑
*
m∈N
1
m`p(m)
,
where p is a fixed prime. We will bound such sums by introducing the auxiliary
quantity Ep(x,d), defined later in the proof of Lemma A.12, which is a trick
introduced by Erdős [Erd51]. The proof of Theorem A.3 (i) is conducted via
restricting attention to prime numbers below x and then applying a theorem
in [TF69] regarding distribution laws of f (|g(p)|), for an additive function f and
a polynomial g ∈Z[x]. The proofs of parts (ii) and (iii) of Theorem A.3 are again
quite similar. Here, however, the sequence involved is not additive. Therefore
we have to use a result for distribution laws of general arithmetic functions. The
rest of the chapter is organised as follows. In section A.2 some background on
Singer cycles is given, resulting in the explicit estimation of tn(q). In section A.3
we provide some analytic tools that will be used later in the proof of Theorem A.1.
In section A.4 some auxiliary lemmata regarding upper bounds of sums of certain
arithmetic functions are provided. Finally, in sections A.5 and A.6 we provide
the proof of Theorems A.1 and A.3 respectively.
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Notation
Throughout this Chapter p will denote a prime and q a (not necessarily proper)
power of a prime.
(i) The notation
∑
p is understood to be a sum taken over primes; similarly,
∑
q
should be read as a sum taken over powers of primes, and the same principle
applies to products. As already mentioned,
∑ * denotes a summation over
positive integers that are coprime to p.
(ii) We shall write pλ‖n for a prime p and positive integers λ, n if pλ | n and
pλ+1 - n.
(iii) For the real functions f (x), g(x), defined for x > 0, the notation f (x) =O (g(x))
(or, equivalently, f (x) g(x)) means that there exists an absolute constant
M > 0 independent of x, such that |f (x)| 6M |g(x)| for x > 0. We shall write
f (x) = g(x) +O (h(x)) if (f − g)(x) = O (h(x)). When the implied constant
depends on a set of parameters S , we shall write f =OS (g), or f S g. If no
such subscript appears then the implied constant is absolute.
(iv) As usual, we let µ(n) the Möbius function, σ (n) the sum of divisors of n, and
Λ(n) the von Mangoldt function. This, we recall, is defined as
Λ(n) =
logp, if n is a power of a prime p,0, otherwise.
A.2 Singer cycles
An element of order qn − 1 in GLn(q) is called a Singer cycle. That Singer cycles
always exist can be seen as follows. Let Fqn be the n-degree field extension of Fq,
and let α be a primitive element of F ∗qn . The map
s : Fqn → Fqn , x 7→ αx
is Fq-linear and invertible. Further, the order of s is equal to that of α in F ∗qn , that
is, qn − 1. In fact the integer qn − 1 is maximal among possible element orders in
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GLn(q). To see why that must be the case, consider the algebra Matn(q) of all n×n
matrices over Fq and note that each element A ∈GLn(q) generates a subalgebra
Fq [A] ⊆Matn(q). The Cayley-Hamilton theorem then ensures that dimFq [A] 6 n,
thus o(A) 6 qn − 1 for all A ∈ GLn(q). Our claim now is that o(A) = qn − 1 if and
only if the minimal polynomial mA(x) of A is primitive of degree n (recall that
f is a primitive polynomial if and only if any root of f in the splitting field of
f generates the multiplicative group of that field). For this we shall need the
following [LN94, Lemma 3.1].
Lemma A.4 Let f ∈ Fq[x] be a polynomial of degree m > 1 with f (0) , 0. Then there
exists a positive integer e 6 qm − 1 such that f (x) | xe − 1.
The least such e is called the order of f and is denoted by ord(f ). Clearly Ak = In
if and only if mA(x) | xk − 1, k ∈N. Thus14
o(A) = ord(mA) .
From Lidl and Niederreiter [LN94, Theorem 3.3] we know that the order of
an irreducible polynomial of degree n over Fq[x] is equal to the order of any
of its roots in F ∗qn . Thus ord(mA) = qn − 1 if and only if mA is primitive and
degmA = n, as wanted. Note that the above argument shows that the minimal and
the characteristic polynomial of a Singer cycle coincide. We shall now give a proof
for the number of Singer cycles as an application of a theorem of Reiner [Rei61,
Theorem 2], but it ought to mentioned that the same formula can be obtained via
the familiar Orbit-Stabiliser Theorem (a Singer cyclic subgroup has index exactly n
in its normaliser). Reiner computes the number of (not necessarily invertible) n×n
matrices with entries in the finite field Fq having given characteristic polynomial.
Let Rn denote the ring of all n×n matrices with entries in Fq, and define F(u,r) =
r∏
i=1
(
1−u−i
)
, where F(u,0) = 1.
Theorem A.5 ([Rei61]) Let g(x) ∈ Fq[x] be a polynomial of degree n, and let
g(x) = f n11 (x) · · ·f nkk (x)
14 This yields yet another proof that the order of a matrix is at most qn − 1.
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be its factorisation in Fq[x] into powers of distinct irreducible polynomials
f1(x), . . . fk(x). Set di B deg(fi(x)), 1 6 i 6 k. Then the number of matrices X ∈ Rn
with characteristic polynomial g(x) is
qn
2−n F(q,n)
k∏
i=1
F
(
qdi ,ni
) .
Now take k = 1, n1 = 1, and d1 = n in the above formula and notice that a matrix
whose characteristic polynomial is thus parameterised is necessarily invertible.
In particular there are
qn
2−n F(q,n)
F (qn,1)
=
|GLn(q)|
qn − 1
such matrices. Since there are precisely
φ (qn − 1)
n
primitive (thus also irreducible) polynomials of degree n in Fq[x], the following
has been proved.
Lemma A.6 The number of Singer cycles in GLn(q) is given by the formula
|GLn(q)|
qn − 1
φ (qn − 1)
n
.
A.3 Preliminaries
In this section we recall standard results regarding the distribution of primes in
arithmetic progressions. Denote by pi(x) =
∑
p6x 1,x > 3 the number of primes less
than or equal to x and by li(x) the logarithmic integral
li(x)B
∫ x
2
dt
log t
.
The Prime Number Theorem states that for each A > 0 and for all x > 3 one has
pi(x) = li(x) +OA
 x
(logx)A
 .
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For coprime integers m,a and all x > 3, define
ψ(x;m,a)B
∑
n6x
n≡a(modm)
Λ(n). (A.5)
The Bombieri-Vinogradov theorem [Dav00, §28] then states that:
Theorem A.7 For any fixed A > 0 and for all x > 3 one has∑
m6
√
x/(logx)A
max
a(modm)
(a,m)=1
∣∣∣∣∣ψ(x;m,a)− xφ(m)
∣∣∣∣∣A x(logx)A−5 .
We shall also make use of the following lemma.
Lemma A.8 Let a,m be coprime integers. Then one has the following estimate∑
p6x
p≡a(modm)
1
p
=
1
φ(m)
loglogx+Om(1),
for x > 3.
Proof. Corollary 4.12(c) in Montgomery-Vaughan [MV07] yields
∑
p6x
p≡a(modm)
1
p
=
1
φ(m)
loglogx+Om
1 + ∑
χ,χ0(modm)
log |L(1,χ)|
 ,
where the summation
∑
χ,χ0(modm) is taken over nontrivial characters (modm).
Using the fact that there are finitely many such characters and that L(1,χ) , 0 for
each such character proves the lemma.
A.4 Lemmata
In this section we introduce a certain arithmetical function ρn(m) and provide
an explicit expression when m is square-free. We then obtain upper bounds for
sums that involve this function. At the end of the section we give some auxiliary
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lemmata regarding sums that involve the multiplicative order function `p(n). Let
n ∈N be a fixed positive integer, and define the function ρn :N→N via the rule
m 7→ |{a (modm) : an ≡ 1 (modm)}| . (A.6)
It is a direct consequence of the Chinese Remainder Theorem that ρn is multiplic-
ative. The verification of the following lemma is left to the reader.
Lemma A.9 For all primes p and for all positive integers n one has
ρn(p) = gcd(p − 1,n) .
Lemma A.10 One has the following bounds, valid for all n ∈N and for all x > 3
(i)
∑
m6x
µ2(m)ρn(m)m n (logx)τ(n),
(ii)
∑
m>x
µ2(m)ρn(m)
m2
logmn 1x (logx)
τ(n)+1.
Proof. (i) We begin by noticing that if f : N→ R>0 is a multiplicative function
then ∑
m6x
µ2(m)f (m) 6
∏
p6x
(1 + f (p)) .
Setting f (m) =
ρn(m)
m
in the above relation yields
∑
m6x
µ2(m)
ρn(m)
m
6
∏
p6x
(
1 +
gcd(p − 1,n)
p
)
for all x > 3. The inequality 1 + t 6 et, valid for any t > 0, shows that
∏
p6x
(
1 +
gcd(p − 1,n)
p
)
6 exp
∑
p6x
gcd(p − 1,n)
p
 .
Using the identity
gcd(a,b) =
∑
d|a
d|b
φ(d), (A.7)
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valid for all a,b ∈N, yields
∑
p6x
gcd(p − 1,n)
p
=
∑
d|n
φ(d)

∑
p6x
p≡1(mod d)
1
p
 .
Using Lemma A.8 for each inner sum gives
∑
p6x
gcd(p − 1,n)
p
= τ(n) loglogx+On(1),
which proves that ∑
m6x
µ2(m)
ρn(m)
m
n (logx)τ(n).
(ii) Splitting the range of summation in disjoint intervals gives
∑
m>x
µ2(m)
ρn(m)
m2
logm =
∞∑
i=0
∑
xei<m6xei+1
µ2(m)
ρn(m)
m2
logm.
Noticing that
∑
xei<m6xei+1
µ2(m)
ρn(m)
m2
logm 6
log(xei+1)
xei
∑
m6xei+1
µ2(m)
ρn(m)
m
and applying part (i) yields
∑
m>x
µ2(m)
ρn(m)
m2
logmn 1x
∞∑
i=0
(log(xei+1))τ(n)+1
ei
.
Using the inequality log(ab) 6 (loga)(logb), valid for all a,b > e gives
∑
m>x
µ2(m)
ρn(m)
m2
logmn (logx)
τ(n)+1
x
∞∑
i=0
(i + 1)τ(n)+1
ei
.
This proves the assertion of the lemma since the series
∞∑
i=0
(i + 1)τ(n)+1
ei
is convergent.
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We record here for future reference a familiar lemma which allows us to translate
information about the asymptotic behaviour of weighted sums by Λ(k) into one
regarding unweighted sums.
Lemma A.11 Let bk be a sequence of real numbers and define for any x ∈R>1,
β(x)Bmax {|bk | : 1 6 k 6 x} .
Then one has the following estimates.
(i) For any x ∈R>2, ∑q6x bq = ∑p6x bp +O (√x β(x)logx
)
.
(ii) Let c, A be positive constants such that
∑
p6x bp logp = cx +O
(
x
(logx)A
)
, for all
x > 3. Then
∑
p6x bp = c li(x) +O
(
x
(logx)A
)
, for all x > 2.
Proof. (i) Define k0 B
[ logx
log2
]
. We partition the sum
∑
q6x bq according to the values
of prime powers that q assumes and this yields
∑
q6x
bq =
k0∑
k=1
∑
p6x
1
k
bpk .
Now notice that
k0∑
k=2
∑
p6x
1
k
bpk  β(x)
[
pi
(√
x
)
+ (k0 − 2)pi
(
x
1
3
)]
,
and use the bound pi(t) tlog t , valid for all t ∈R>2, to get
k0∑
k=2
∑
p6x
1
k
bpk 
√
x
β(x)
logx
.
The claim follows. (ii) Applying partial summation yields
∑
p6x
bp = c li(x) +O
(
x
(logx)A+1
+
∫ x
2
dt
(log t)A+2
)
.
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The use of the following inequalities∫ √x
2
dt
(log t)A+2
6
√
x
(log2)A+2
,
∫ x
√
x
dt
(log t)A+2
6
x −√x(
log
(√
x
))A+2 ,
concludes the proof of the lemma.
In the following lemma we record auxiliary bounds that will be needed when we
deal with cases (ii) and (iii) of Theorem A.1.
Lemma A.12 Let p be a fixed prime and d ∈ N. One has the following bounds,
uniformly for all x > 1.
(i)
∑
k6x
∑
*
m∈N
`p(m)=kd
1
m
 log(xd logp),
(ii)
∑
k>x
1
k
∑
*
m∈N
`p(m)=kd
1
m
 log(xd logp)
x
,
(iii) the series t(p,r) defined in (A.2) converges for each prime p and each r ∈ N.
Further, one has
t(p,r) τ(r) log(r logp),
with an absolute implied constant.
Proof. (i) The integers m taken into account in the inner sum satisfy pkd ≡
1(modm) for some k 6 x. Therefore each such m is a divisor of
Ep(x,d)B
∏
k6x
(pkd − 1).
Hence the double sum is at most
∑
m|Ep(x)
1
m
=
σ
(
Ep(x,d)
)
Ep(x,d)
.
We now use the well-known bound
σ (n)
n
 loglogn
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to deduce that the double sum is loglogEp(x,d). One easily sees that
Ep(x,d) 6
∏
k6x
pkd 6 pdx
2
,
which shows that the double sum is loglog(pdx2) log(xd logp), as asserted.
(ii) The term corresponding to k = x makes a contribution only when x is an
integer, in which case we get a contribution which is 1x log(xd logp), as shown
by the first part of this lemma. It remains to examine the contribution made by
the terms corresponding to k > x. Using partial summation along with part (i) we
deduce that ∑
k>x
1
k
∑
*
m∈N
`p(m)=kd
1
m
 log(xd logp)
x
+
∫ ∞
x
log(ud logp)
u2
du.
Alluding to the estimate
∫∞
x
(logu)u−2du log(2x)x−1, valid for all x > 1, proves
our claim. (iii) The identity (A.7) and
t(p,r) =
∞∑
k=1
gcd(k, r)
k
∑
*
m∈N
`p(m)=k
µ(m)
m
show that one has
t(p,r) =
∑
d|r
φ(d)
d
∞∑
k=1
1
k
∑
*
m∈N
`p(m)=kd
µ(m)
m
,
which is bounded in absolute value by
∑
d|r
∞∑
k=1
1
k
∑
*
m∈N
`p(m)=kd
1
m
.
Using x = 1 in part (ii) concludes the proof of part (iii).
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A.5 Proof of Theorem A.1
In this section we prove Theorem A.1. We begin by proving the auxiliary Lem-
mata A.13, A.14, and A.15 and use them in succession to provide the proof of
Theorem A.1 (i). We then prove Lemma A.16 from which we deduce the validity
of Theorem A.1 (ii) and Theorem A.1 (iii). For fixed n,m ∈N and x ∈R>1, define
the following functions
Ψn(x)B
∑
k6x
Λ(k)
φ(kn − 1)
kn − 1 ,
and
Ψn(x;m)B
∑
a(modm)
an≡1(modm)
ψ(x;m,a),
where ψ was defined in (A.5).
Lemma A.13 For all naturals n > 1, and for all x ∈R>1 one has
Ψn(x) =
∑
m6xn
µ(m)
m
Ψn(x;m).
Proof. The proof follows readily by noticing that
φ(k)
k
=
∑
m|k
µ(m)
m
, (A.8)
and inverting the order of summation.
Lemma A.14 For any fixed constant A > 0 and any fixed n ∈N, one has uniformly
for all x > 3
∑
√
x/(logx)A<m6xn
µ(m)
m
Ψn(x;m)A,n
√
x (logx)2+τ(n)+A .
Proof. We break the summation over m into the disjoint intervals [
√
x/ (logx)A ,x]
and (x,xn]. We first deal with the contribution afforded by the latter interval. We
claim that for m > x one has ψ(x;m,a) 6 logx. To see why, note that there exists
at most one k in [1,x] such that k ≡ a(modm), and notice that Λ(k) 6 logk, for all
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k ∈N, with equality if and only if k is prime. Thus ψ(x;m,a) 6 logx, as wanted.
Recalling the definition of ρn(m), given in equation (A.6), we get for m > x,
Ψn(x;m) =
∑
a(modm)
an≡1(modm)
ψ(x;m,a) 6 ρn(m) logx.
Therefore ∣∣∣∣∣∣∣ ∑x<m6xn µ(m)m Ψn(x;m)
∣∣∣∣∣∣∣ 6 logx ∑m6xnµ2(m)ρn(m)m .
We use the first part of Lemma A.10 to conclude that∣∣∣∣∣∣∣ ∑x<m6xn µ(m)m Ψn(x;m)
∣∣∣∣∣∣∣n (logx)1+τ(n) .
We proceed by estimating the contribution inherited from m in the range
(
√
x/ (logx)A ,x]. Since ∑
k6x
k≡a(modm)
1 6
[ x
m
]
+ 1 6 2
x
m
for m 6 x, we see that
ψ(x;m,a) =
∑
k6x
k≡a(modm)
Λ(k) 6 logx
∑
k6x
k≡a(modm)
1 6 2
x
m
logx.
Therefore∣∣∣∣∣∣∣∣∣
∑
√
x/(logx)A<m6x
µ(m)
m
Ψn(x;m)
∣∣∣∣∣∣∣∣∣ 6
∑
√
x/(logx)A<m6x
µ2(m)
m
∑
a(modm)
an≡1(modm)
ψ(x;m,a)
6 2x logx
∑
√
x/(logx)A<m6x
µ2(m)
ρn(m)
m2
.
Using the second part of Lemma (A.10) we get
x logx
∑
m>
√
x/(logx)A
µ2(m)
ρn(m)
m2
n,A
√
x (logx)τ(n)+A+2 ,
thus completing the proof.
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Lemma A.15 For any fixed constant A > 0 one has uniformly for all x > 3
∑
m6
√
x/(logx)A
µ (m)
m
Ψn (x;m) = ntnx+On,A
 x
(logx)A−5
 .
Proof. By the definition of Ψn (x;m) we have∑
m6
√
x/(logx)A
µ (m)
m
Ψn (x;m) =
∑
m6
√
x/(logx)A
µ (m)
m
∑
a(modm)
an≡1(modm)
ψ (x;m,a) ,
which equals
∑
m6
√
x/(logx)A
µ (m)
m
∑
a(modm)
an≡1(modm)
(
ψ (x;m,a)− x
φ (m)
)
+x
∑
m6
√
x/(logx)A
µ (m)
m
∑
a(modm)
an≡1(modm)
1
φ (m)
= E + xM,say.
Recalling the definition of ρn (m) (equation (A.6)), one has
|E| 6
∑
m6
√
x/(logx)A
ρn (m)
m
max
a(modm)
(a,m)=1
∣∣∣∣∣ψ (x;m,a)− xφ (m)
∣∣∣∣∣ . (A.9)
Now notice that by the definition of ρn (m) one trivially has ρn (m) 6 m. Thus
inequality (A.9) becomes
|E| 6
∑
m6
√
x/(logx)A
max
a(modm)
(a,m)=1
∣∣∣∣∣ψ (x;m,a)− xφ (m)
∣∣∣∣∣A x(logx)A−5 ,
where a use of Theorem A.7 has been made. For the other term we get
M =
∑
m6
√
x/(logx)A
µ (m)
m
ρn (m)
φ (m)
.
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We will show that this series converges. To that end, let us bound the tail of the
series as follows. Using the inequality
φ (m) m
logm
,
valid for all m > 2, we deduce that∣∣∣∣∣∣∣∣∣
∑
m>
√
x/(logx)A
µ (m)
m
ρn (m)
φ (m)
∣∣∣∣∣∣∣∣∣
∑
m>
√
x/(logx)A
µ2(m)
ρn (m)
m2
logm.
By part (ii) of Lemma A.10
∑
m>
√
x/(logx)A
µ2(m)
ρn (m)
m2
logmn
(
log
( √
x
(logx)A
))τ(n)+1
√
x
(logx)A
.
This in turn is bounded by
(logx)τ(n)+A+1√
x
,
which tends to 0 as x→∞. We may therefore write
M =
∞∑
m=1
µ (m)
m
ρn (m)
φ (m)
−
∑
m>
√
x/(logx)A
µ (m)
m
ρn (m)
φ (m)
,
which, by the preceding bound, equals
∞∑
m=1
µ (m)
m
ρn (m)
φ (m)
+On
(logx)τ(n)+A+1√x
 .
Notice that the function µ(m)m
ρn(m)
φ(m) is multiplicative, being the product of multi-
plicative functions. We may thus use Euler products to deduce that
∞∑
m=1
µ (m)
m
ρn (m)
φ (m)
=
∏
p
 ∞∑
k=0
µ
(
pk
)
pk
ρn
(
pk
)
φ
(
pk
)  .
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Recall the definition of tn (equation (A.3)), as well as the fact that µ
(
pk
)
= 0 for
k > 2. Hence
∞∑
m=1
µ (m)
m
ρn (m)
φ (m)
=
∏
p
(
1 +
µ (p)
p
ρn (p)
φ (p)
)
=
∏
p
(
1− gcd(p − 1,n)
p (p − 1)
)
=ntn,
where the second equality follows from Lemma A.9.
We may now combine Lemma A.13, Lemma A.14, and Lemma A.15 to get that
for any fixed n ∈N and A > 0 one has
Ψn (x) = ntnx+On,A
 x
(logx)A−5
 , (A.10)
for all x > 2.
Proof of Theorem A.1 (i)
Using (A.10) and the first part of Lemma A.11 with
bk =Λ(k)
φ(kn − 1)
kn − 1
we get ∑
p6x
φ(pn − 1)
pn − 1 logp = ntnx+On,A
(
x
(logx)A−5
)
. (A.11)
Inserting (A.11) into the second part of Lemma A.11 with bk =
φ(kn−1)
kn−1 gives∑
p6x
φ(pn − 1)
pn − 1 = ntn li(x) +On,A
(
x
(logx)A−5
)
. (A.12)
Using the first part of Lemma A.11 with bk = ntn(k) gives∑
q6x
tn(q) =
1
n
∑
p6x
φ(pn − 1)
pn − 1 +On
( √
x
logx
)
,
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which, when combined with (A.12), yields
∑
q6x
tn(q) = tn li(x) +On,A
(
x
(logx)A−5
)
. (A.13)
Recall that Q(x) denotes the number of prime powers that are at most x. To finish
the proof it suffices to notice that by the Prime Number Theorem in the form
pi(x) = li(x) +OA
(
x
(logx)A
)
and the first part of Lemma A.11 with bk = 1, we have
Q(x) = pi(x) +O
( √
x
logx
)
, (A.14)
which implies that
Q(x) = li(x) +OA
(
x
(logx)A
)
.
Inserting this in (A.13) and using li(x) xlogx , valid for all x > 3, yields
1
Q(x)
∑
q6x
tn(q) = tn +On,A
(
1
(logx)A−6
)
, (A.15)
for all A > 0 and x > 3. Since once is allowed to use any positive value for A, we
can use A+ 6 instead. This may increase the dependence of the implied constant
on A but doesn’t affect the validity of Theorem A.1. We therefore conclude that
for any positive A, the error term is On,A
(
1
(logx)A
)
, thus concluding the proof.
The error term in (A.15) can be improved conditionally on the Generalised
Riemann Hypothesis. Indeed, if one is to assume GRH for all L-functions of
any modulus then one can obtain
ψ(x;m,a) =
x
φ(m)
+O
(√
x(logx)2
)
,
with an absolute implied constant, for all m > 1, x > 3, as shown in [MV07,
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Corollary 13.8]. Using this in place of Theorem A.7 one can follow the steps in
the proof of Theorem A.1 to prove
1
Q(x)
∑
q6x
tn(q) = tn +On
(
(logx)τ(n)+2√
x
)
,
for all x > 3. The following lemma essentially contains the proof of both
part (ii) and (iii) of Theorem A.1. It is proved via introducing multiplicative
indices in the sum and then applying Lemma A.12.
Lemma A.16 For all naturals r > 1 and for all x ∈R>1 one has∑
n6x
φ(prn − 1)
prn − 1 = t(p,r)x+O (log(xr logp)) .
Proof. In view of (A.8) we can write
∑
n6x
φ(prn − 1)
prn − 1 =
∑
*
m6prx
µ(m)
m
∑
n6x
prn≡1(modm)
1.
The condition prn ≡ 1(modm) is equivalent to
`p(m)
gcd
(
`p(m), r
) ∣∣∣∣∣n.
Grouping terms according to the value of the order, the double sum in the right-
hand-side of the above equation is seen to equal
∑
k6rx
[x
k
gcd(k, r)
]
∑
*
m∈N
`p(m)=k
µ(m)
m
 .
Using [t] = t +O(1), valid for all t ∈R>0, we see that this is
x
∑
k6rx
gcd(k, r)
k

∑
*
m∈N
`p(m)=k
µ(m)
m
+O

∑
k6rx
∑
*
m∈N
`p(m)=k
1
m
 .
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Part (i) of Lemma A.12 implies that the error term is log(rx logp). Recall the
definition of t(p,r), stated in (A.2). The inequality gcd(k, r) 6 r implies that the
main term above equals
xt(p,r) +O
xr
∑
k>rx
1
k
∑
*
m∈N
`p(m)=k
1
m
 .
Using part (ii) of Lemma A.12 to handle the above error term concludes our
proof.
Proof of Theorem A.1 (ii)
Recall the definition of tn(pr) in equation (A.1). Using Lemma A.16 yields∑
r6x
tn(p
r) =
1
n
∑
r6x
φ(prn − 1)
prn − 1
=
t(p,n)
n
x+O
(
log(xn logp)
n
)
,
which proves the assertion of Theorem A.1 (ii).
Proof of Theorem A.1 (iii)
Define for x > 1, r ∈N, and p a prime
E(x,p, r)B
∑
n6x
φ(prn − 1)
prn − 1 − xt(p,r),
so that Lemma A.16 is equivalent to
E(x,p, r) log(xr logp). (A.16)
Using partial summation one sees that for any x > 1,
∑
n6x
tn(p
r) =
x t(p,r) +E(x,p, r)
x
+
∫ x
1
u t(p,r) +E(u,p, r)
u2
du.
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Part (iii) of Lemma A.12 combined with (A.16) shows that this equals
t(p,r) logx+O (τ(r) log(r logp)) .
The proof is complete.
A.6 Proof of Theorem A.3
We begin by stating two definitions that we will adhere to during the ensuing
proofs.
Definition A.17 A function f :N→R is called strongly-additive if it satisfies
f
∏
pλ‖n
pλ
 = ∑
pλ‖n
f (p)
for all n ∈N.
Definition A.18 Let bn be a sequence of real numbers and x,z ∈ R. We define the
frequencies
νx
(
p;bp 6 z
)
:=
|{p 6 x : p is prime,bp 6 z}|
pi(x)
,
where pi(x) is the number of primes below x.
Let f be a strongly-additive function and let g ∈Z[x]. Define for each m ∈N
ρg(m)B |{a ∈ [0,m) : g(a) ≡ 0(modm), gcd(a,m) = 1}|
and notice that this is a generalisation of the function ρn defined at the beginning
of section A.4. The next theorem can be found in [TF69].
Theorem A.19 Let f and g be as above. Assume that ρg(p)f (p)→ 0 as p→∞ and
that each of the following three series converges
∑
|f (p)|>1
ρg(p)
p − 1 ,
∑
|f (p)|61
ρg(p)f (p)
p − 1 ,
∑
|f (p)|61
ρg(p)f 2(p)
p − 1 .
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Then the frequencies νx (p;f (|g(p)|) 6 z) converge to a limiting distribution as x→∞.
Furthermore, the said limiting distribution is continuous if and only if the series
∑
f (p),0
ρg(p)
p − 1
diverges.
Proof of Theorem A.3 (i)
We shall use Theorem A.19 to prove that for fixed n ∈N the frequencies
νx
(
p;
φ(pn − 1)
pn − 1 6 z
)
converge to a limiting distribution as x→∞. Define the strongly-additive func-
tion f (k)B log φ(k)k and notice that the Taylor expansion of the logarithm implies
that for any prime p,
f (p) = log
(
1− 1
p
)
= −1
p
+O
(
1
p2
)
.
Define the polynomial gn(x)B xn − 1 and notice that by Lemma A.9
ρgn(p) = gcd(p − 1,n) 6 n
for all primes p. Therefore
ρgn(p)f (p)
n
p
→ 0
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as p → ∞. We proceed to show that each of the three series in Theorem A.19
converge. First, notice that f (p) ∈ [− log2,0) for all primes p, hence the first series
contains no terms. Regarding the second series one has
∑
|f (p)|61
∣∣∣∣∣∣ρgn(p)p − 1 f (p)
∣∣∣∣∣∣ = ∑
p
gcd(n,p − 1)
p − 1
(
1
p
+O
(
1
p2
))
 n
∑
p
1
p2
<∞,
thus the series is convergent. Similarly
∑
|f (p)|61
∣∣∣∣∣∣ρgn(p)p − 1 f 2(p)
∣∣∣∣∣∣ n∑
p
1
p3
<∞,
and the third series converges as well. To conclude the proof of the theorem we
observe that the limiting distribution is continuous due to
∑
|f (p)|,0
∣∣∣∣∣∣ρgn(p)p − 1
∣∣∣∣∣∣ = ∑
p
gcd(n,p − 1)
p − 1
>
∑
p
1
p − 1
=∞.
Now notice that (A.14) implies that for each x > 1, z ∈R,
νx
(
p;
φ(pn − 1)
pn − 1 6 z
)
= νx
(
q;
φ(qn − 1)
qn − 1 6 z
)
+O
(
1√
x
)
.
Thus letting x→∞ shows that the limiting distribution of
νx
(
p;
φ(pn − 1)
pn − 1 6 z
)
is equal to the limiting distribution of
νx
(
q;
φ(qn − 1)
qn − 1 6 z
)
.
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The proof is now complete.
The following theorem, stated in [Ten95, Chapter III.2, Theorem 2], provides
a general criterion that ensures the existence of a limiting distribution. Before
presenting it we need the following definition.
Definition A.20 Let A ⊆N. The density of A is defined as
d(A)B lim
x→∞
|{n 6 x : n ∈ A}|
x
,
provided that the limit exists, and the upper density of A as
d(A)B limsup
x→∞
|{n 6 x : n ∈ A}|
x
.
Theorem A.21 Let f : N→ R be a function and suppose that for any ε > 0 there
exists a function αε(n) :N→N having the following properties:
(i) lim
ε→0 limsupT→∞
d {n : αε(n) > T } = 0,
(ii) lim
ε→0 d {n : |f (n)− f (αε(n))| > ε} = 0, and
(iii) for each α > 1 the density d {n : αε(n) = α} exists.
Then the frequencies νx (n;f (n) 6 z) converge to a limiting distribution as x→∞.
We shall use this theorem to prove the following lemma.
Lemma A.22 Fix c ∈N and a prime η. Then the frequencies
νx
(
k;
φ(ηck − 1)
ηck − 1 6ω
)
converge to a limiting distribution as x→∞.
Proof. Define for k ∈N
f (k)B log
φ(ηck − 1)
ηck − 1 =
∑
p|ηck−1
log
(
1− 1
p
)
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and for each fixed ε > 0
αε(k)B
∏
pλ‖k
p6y
pλ
where
y B y(ε) = max
{
η,exp
(
c logη
ε2
)}
.
It is not difficult to verify that with this choice of y the validity of y > ε−2 is
guaranteed, so that properties (i) and (iii) of Theorem A.21 hold as in [Ten95,
Ex. 1, p. 295]. In order to verify the validity of property (ii), let us begin by
noticing that since αε(k) is a divisor of k, we get by the inequality log
(
1− 1p
)
 1p ,
valid for each prime p, that
|f (k)− f (αε(k))| 
∑
p|ηck−1
p>y
1
p
. (A.17)
Using (A.17) and the fact that `η(p) | ck implies
`η(p)
gcd(`η(p), c)
∣∣∣∣∣k,
we deduce that∑
k6x
|f (k)− f (αε(k))| 
∑
p∈(y,ηcx)
1
p
∣∣∣∣{k 6 x : `η(p) | ck}∣∣∣∣
6 x
∑
p>y
1
p
gcd
(
`η(p), c
)
`η(p)
.
In light of the inequalities gcd
(
`η(p), c
)
6 c and logp < lη(p) logη, the last expres-
sion is seen to be at most
cx logη
∑
p>y
1
p logp
.
Now Lemma A.8 for a =m = 1 combined with partial summation implies that
∑
p>y
1
p logp
= − loglogy +O (1)
logy
+
∫ ∞
y
loglog t +O (1)
t log2 t
dt
 1
logy
,
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which shows that ∑
k6x
|f (k)− f (αε(k))|  cx logηlogy .
We may now use this inequality to deduce that
1
x
|{k 6 x : |f (k)− f (αε(k))| > ε}| 6
∑
k6x
|f (k)− f (αε(k))|
εx
 c logη
ε logy
6 ε,
by the definition of y. This establishes the validity of property (ii) and therefore
Theorem A.21 applies and shows that the frequencies
νx
(
k;
φ(ηck − 1)
ηck − 1 6ω
)
converge to a limiting distribution as x→∞.
Now the proof of part (ii) of Theorem A.3 follows by setting η = p,c = n,k = r and
ω = zn in Lemma A.22. The proof of part (iii) of Theorem A.3 follows by setting
η = p,c = r,k = n and ω = z in the same lemma.
B
GAP code
Here we collect pieces of GAP code which can be used to compute various quant-
ities related to permutability. We start with the subgroup permutability degree.
First we need to load the Permut package of Ballester-Bolinches et al. [BBCLER13].
gap> LoadPackage("Permut");
Loading FORMAT 1.3 (Formations of Finite Soluble Groups)
by Bettina Eick (http://www.icm.tu-bs.de/~beick) and
Charles R.B. Wright (http://www.uoregon.edu/~wright).
Homepage: http://www.uoregon.edu/~wright/RESEARCH/format/
--------------------------------------------------------------------
# Loading the GAP package ‘‘permut’’ in version 1.01
# (a package to deal with permutability in finite groups)
# by Adolfo Ballester-Bolinches <Adolfo.Ballester@uv.es>,
# Enric Cosme-Ll\’opez <Enric.Cosme@uv.es>,
# and Ramon Esteban-Romero <Ramon.Esteban@uv.es> /
# <resteban@mat.upv.es>.
#
# Use ‘‘?permut:’’ for help.
--------------------------------------------------------------------
true
gap>
This package contains, among others, the command ArePermutableSubgroups
which tests for permutability between two subgroups of a group, and so we can
use this command to calculate the subgroup permutability degree of a finite
group G. Note, however, that testing for subgroup permutability between two
subgroups is not difficult. For example, the command permute defined in the
following manner
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permute := function(H,K)
if Size(ClosureGroup(H,K))*Size(Intersection(H,K))
=Size(H)*Size(K) then
return true;
fi;
end;
accepts two subgroups H , K of a group G as arguments and, when called, returns
true if H perK . This is basically what the command ArePermutableSubgroups
does, but it also provides for special cases where the full test by order considera-
tions is not necessary. The following snippet of code accepts a finite group G as
argument and, when called, returns p(G) as a float.
spd := function(G)
local allsubs, count, H, K;
allsubs := Flat(List(ConjugacyClassesSubgroups(G),Elements));
count:=0;
for H in allsubs do;
for K in allsubs do;
if ArePermutableSubgroups(H,K) then
count := count+1;
fi;
od;
od;
return Float(count/(Size(allsubs)^2));
end;
We may then ask for the subgroup permutability degree of, say, A6.
gap> spd(AlternatingGroup(6));
0.0833901
gap> time; # in milliseconds
277900
In fact, we can improve the above algorithm by iterating over representatives of
the conjugacy classes of subgroups in one of the two for loops. Since H perK if
and only if Hg perKg , it follows that |Per(H)| = |Per(Hg)| for all g ∈ G. We should
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point out, however, that we cannot iterate over representatives of the conjugacy
classes of subgroups in both for loops, because H perK does not imply that
H perKg , nor vice-versa.
spd := function(G)
local allsubs, subreps, count, H, K;
subreps := Flat(List(ConjugacyClassesSubgroups(G),Representative));
allsubs := Flat(List(ConjugacyClassesSubgroups(G),Elements));
count:=0;
for H in subreps do;
for K in allsubs do;
if ArePermutableSubgroups(H,K) then
count := count+Index(G,Normalizer(G,H));
fi;
od;
od;
return Float(count/(Size(allsubs)^2));
end;
We ask GAP to compute the subgroup permutability degree of A6 again
gap> spd(AlternatingGroup(6));
0.0833901
gap> time; # in milliseconds
21416
and we notice a significant time gain by a factor of almost 13, which is explained
by the fact that in A6 (more generally in every finite simple group) the size of
each conjugacy class of subgroups is never too small. If, however, the group in
question is close in some sense to Hamiltonian then the difference between the
two versions of the algorithm should be negligible.
Next we address the construction of the subgroup permutability graph of a finite
group as defined by Bianchi et al. We can use the full strength of the GRAPE
package of Leonard Soicher to define our graph. First we load GRAPE
gap> LoadPackage("GRAPE");
--------------------------------------------------------------------
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Loading GRAPE 4.6.1 (GRaph Algorithms using PErmutation groups)
by Leonard H. Soicher (http://www.maths.qmul.ac.uk/~leonard/).
Homepage: http://www.maths.qmul.ac.uk/~leonard/grape/
--------------------------------------------------------------------
true
and we construct a list of all nonnormal subgroups of the group G
nns := Concatenation(List(Filtered(ConjugacyClassesSubgroups(G),
c -> Size(c)>1), AsList));;
We then define our graph Γ via
gamma := Graph(G,nns,OnPoints,ArePermutableSubgroups,true);
Note that this construction assumes that we have already loaded the Permut
package.
Let us also present a method to obtain the adjacency matrix of the subgroup
permutability graph of a groupG by recording instances of permutability between
two members of nns in a symmetric (0,1) permutability matrix A.
PermutabilityMatrix := function(nns)
local A, i, j;
A := IdentityMat(Length(nns));
for i in [1..Length(nns)-1] do;
for j in [i+1..Length(nns)] do;
if ArePermutableSubgroups(nns[i],nns[j]) then
A[i][j]:=1; A[j][i]:=1;
fi;
od;
od;
return A;
end;
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