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Introduction
As is well-known, the rate of convergence of a multi-level method applied to a discretized elliptic boundary value problem is less than one uniformly in the toplevel. Yet, without a special choice of the components of the method, the rate of convergence tends to one as the problem becomes less elliptic (singularly perturbed problems), that is, the method is not robust. This paper concentrates on the question of robustness for so-called anisotropic problems. The classical way to obtain a robust multi-level method is to choose the smoother adapted to the problem. A disadvantage of this approach is that resulting smoothers are often expensive, not well parallelizable or, in three dimensions, hard to find. An alternative approach is to add more coarse-grid corrections to the multi-level method. Representatives of this class of methods are Hackbusch' Frequency Decomposition MultiLevel Method (FDMLM) ( [2] , [3] , [5] , [6] ), that is subject of this paper, and the Multiple Semi-Coarsened Grids Method ( [8] , [9] , [10] ) introduced by Mulder. In two dimensions, the FD Two-Level Method consists of four coarse-grid corrections, that can be performed in parallel, each of them designed to reduce errors in a (nonoverlapping) part of the frequency spectrum. To speed up convergence, smoothers can be added to the algorithm but we shall not consider this option. In the (V-cycle) FDMLM, each of the four coarse-grid problems is solved by means of a recursive call, thus involving four coarse-grid corrections on the next coarser level. For a complete explanation of the ideas behind this method, we refer to the papers of Hackbusch. In [5] , it has been proved that the FD TLM yields a robust preconditioner, that is, the condition number of the preconditioned system is bounded uniformly in the toplevel and the anisotropy. Up till now, robustness of the FDMLM is an open problem.
In this paper, we study a cheap variant of the FDMLM. As already was noted in [3] , one of the coarse-grid problems generated by the FDTLM has a bounded condition number (:= A max / Amin) uniformly with respect to the level and the anisotropy. Therefore, instead of applying a recursive call, this system can better be solved using a cheap iterative solver as e.g. Jacobi's method. Apart from this, with our FDMLM, we solve two of the three remaining coarse-grid problems by means of only two instead of four coarse-grid corrections on the next coarser level by using semi-coarsening. It will appear then that also one of these two corrections yields a system with bounded condition number, which therefore can be solved cheaply. On the other system we apply the semi-coarsening idea recursively.
For any dimension d, the complexity of the resulting algorithm is equivalent to the number of unknowns, even if one would apply more than one recursive calls on certain places in the algorithm. Considered as an additive Schwarz method or, in the terminology of [11] , a Parallel Subspace Correction method, it consists of (#levels)d subspace corrections compared to I"V (2 d )#levels subspace corrections for the FDMLM in its original form.
Using the theory of the additive Schwarz methods, we will prove robustness of our FDMLM as a preconditioner. To do that, we first reformulate the method in an abstract finite element context. This kind of formulation of a multi-level method was introduced in [1] . Then exploiting tensor products, the question of robustness will be reduced to the question of convergence of the method in one dimension applied to the identity and the Laplace operator.
In one dimension, the subspace decomposition that defines our method appears to be very similar to the decomposition of the finite element space into the differences of subsequent L 2 -orthogonal projections onto the finite element spaces corresponding to coarser grids. In particular, we will show that also our decomposition induces an L 2 -equivalent norm, which means convergence for the identity. The fact that the decomposition using L 2 -orthogonal projections yields an HI-equivalent norm plays a crucial role in the modern regularity free convergence proofs of standard multi-level methods (d. [11] , [12] ). By adapting Xu's proof of this result, we will prove the same for our decomposition and with that convergence for the Laplace operator.
Our FDMLM can be seen as block Jacobi's method after a basis transformation to a certain hierarchical basis. Our convergence result means that independent of the dimension, the stiffness matrix after this transformation has a bounded condition number uniformly in the level and the anisotropy.
In a forthcoming paper, we will report about numerical results obtained with the method.
Following [11] , we shall use the notations .$,~and ;:;:;. When we write then there exists constants C 1 , C2, C3 and C 3 , that are independent of relevant parameters as the level or the anisotropy, such that 2 Description of the method
Basic definitions
We start by giving some definitions for the one-dimensional case. Let°= (0,1), In [5] , it was proved that the condition number K(Ls,JE{O,I} pSJ(rSJApSJ)-lrSJA) ;S 1 (uniformly in J and ai), which means that the FDTLM yields a robust preconditioner for these systems. Our aim is to prove the same for a multi-level version.
£2(Ok
In its original form, the multi-level version consists of recursive calls for each of the four coarse-grid problems on the grids n3~1J-l' n3:'1J-l' n)~IJ-l and n):'1J-l' Since As noted in [3] , the condition number K(rllApll) ;S 1 (uniformly in h J -1 and ai). So instead of applying a recursive call, the corresponding system can be solved using a cheap iterative solver. Furthermore, in [3] it was argued that in the cases al :::; a2 or al~a2 also one of the two operators rO I A pOI and rIO ApIO has a bounded condition number. Yet, this argument can not be applied to construct a method tha.t is robust for the general variable coefficient case. Therefore, we will use another idea to further reduce the number of recursive calls. 
Then the first operator is of the same type as A and so we can apply (x-)semi-coarsening recursively or, if J -2 = 0, the operator has a bounded condition number and therefore the system can be solved using a cheap iterative solver. The second operator always has a bounded condition number. With a view to a recursive application, we note that this boundedness is not only uniform in h J -1 and ai, but also in the ratio h J -2 / hJ-l. The argument is that for B1,
Analogously to the above procedure, we can solve the system on n~/!-IJ-l using semicoarsening in the y-direction. Finally, as with the original version, the system on n3<:'lJ-l is solved with a recursive call of the entire method, with which this informal description of the modified FDMLM is completed (see figure 2) .
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0·"::"·. In view of the following, note that since e.g. on Og~IJ-l no system is solved (unless 'bl b" f 0 0 P x ® PyP y , P x ® PyP y an P x ® P y , I.e., tensor pro ucts 0 a pOSSI e com matlOns 0 PxP x , 01 1 d 00011 PxPx, Px an PyPy, PyPy, Py ' We are now ready to give a formal description of the modified FDMLM. 
is coarsened only in the x-direction, the elementary one-dimensional prolongations pO and pI, which are the building blocks of all prolongations in the algorithm, always map onto the space of grid functions on a nonshifted grid, that is, a grid O~for some kEN. So in contrast to the original FDMLM, we do not have to construct boundary adaptations for pO and pI in order to maintain property (1 ).
We want to prove robustness of this method applied to anisotropic problems. As a consequence of the following lemma it is then sufficient to analyse the FDMLM with exact subspace corrections (B k = A k ). The straightforward proof of this lemma is left to the reader. 
Computational complexity
For ease of presentation we consider the two-dimensional case. The general case can be handled using induction.
Assume that the application of Bi: 1 (k E 1) costs a number of operations that is equivalent to the number of points of the grid in question. For
be the number of arithmetic operations necessary to treat a system on n2~k2 (nl~kJ using the recursive application of semi-coarsening in the x-(y-)direction. Then we have W~1\2~#nZ~k2 + W~11_lk2' which gives W~/k2~#nZ~k2 and analogously vV1 2°k1~# nl~kl'
Finally, let lV~~be the number of arithmetic operations necessary for a entire FDMLM call on n~~. We conclude that
w IC Imp Ies kk '" Hkk' ote t at sInce Hk-lk-l Hkk = 4' more an one recurSIve calls on nZ~lk-l can be applied. The number of recursive calls involving semi-coarsening should be restricted to one.
Proof of robustness of the FDMLM

Coordinate free finite element formulation
To facilitate the analysis, we reformulate the algorithm in a more abstract context. We start by giving some definitions for the one-dimensional case.
For Z E {O, I}, kENo, define 81x E f2(n~) by 81Ay) = {0 
Then A is the representation of A with respect to the standard basis on its domain and dual basis on its image. With the definition A k = VkAh, we arrive at the conclusion that (2), with B k = Ak, is a matrix formulation of the iteration
kEI (6) with respect to this basis, that is, the hierarchical basis for the solution and its dual for the right-hand side, is just block Jacobi's method with a partitioning into blocks corresponding to the spaces Vk. As we have seen, for anisotropic problems, the diagonal blocks have bounded condition number and so robustness of (6) implies that, properly scaled, the stiffness matrix with respect to this hierarchical basis has a bounded condition number uniformly in the level and the anisotropy.
Main theorem; reduction to one dimensional cases
Since MJ = EBkEIVk, there exist unique projections Zk = Zr Remark 3.5 From (7), we immediately see that the theorem can be extended to all operators A for which there exist c, C > 0 such that c(Au, u)p~(Au, U)L2~C(Au, u)p for some A as described in the theorem. Examples are linear' finite element discretizations or discretizations of elliptic boundary value problems with non-constant coefficients. With a view to the non-constant coefficient case, we note that clearly the theorem does not yield boundedness of the condition number that is uniform in C / c.
To prove theorem 3.4, we first note that when (7) is satisfied by A(l) and A(2), then it also satisfied by c 1 A(1) + C2A(2) for any C}, C2~o. As a consequence, we only have to consider the quadratic forms (Au, u)£1 = lIulli2 and (Au, u)£1 = Iloiulli2. By definition of a tensor product space, it is sufficient to check (7) for U = 0J=lUj, where Uj E M J • As a special case of the general definition, the one-dimensional zf) : MJ~V k was defined by 'L£=o zf) = I. Clearly, for k E I, we have Zk(= Z~J)) = 0J=lZ~:).
and analogously
we conclude that it suffices to prove the following norm equivalences in one dimension:
1 (u E MJ), where 11·IIH1 := ("')11 and (U,V)H1:= (u',v')£1. We start with construetiug an explicit formula for the one-dimensional projections zf): The corresponding relation (9) is famous and it is the key to the modern regularity free convergence proofs of standard multi-level methods (d. [11, 12] ). Unlike the decomposition 1l = 'Lf=o(Qk -Qk-l)1l, our decomposition was not introduced as a clever trick for the analysis of an overlapping subspace correction method, but it was yielded by the method itselL
In the next two subsections 3.3 and 3.4, we will prove the norm equivalences (8) and (9) respectively. We will prove (8) by estimating the angles between the spaces Vk with respect to the L 2 -scalar product for our one-dimensional regular grid case. For the same case, an alternative proof exploiting the standard bases of the V k will appear in [7] . We will prove (9) in an abstract framework using (8) Since P k -I PI = pO . .. pO, the proof is complete.
Remark 3.10 Let k > 1. From the above proof it appears that the upper bound for (hi from proposition 3.9 is equal to the smallest constant ()~I satisfying
Similarly, one could check that 1 1
We will now estimate the upper bound for Ok[ from proposition 3.9 in our one-dimensional The mass-matrix M m is given by the difference stencil HI 4 1] . It satisfies the relation ( 
11)
The set {1fJ~) : x 1---+ J2 sin (7l"ix) 
After a basis transformation to the orthonormal bases, straightforward computations using the relations above now show that
and, by a repeated application of (11) , that for 1 < k -1
An HI-equivalent norm on MJ
A consequence of (8) 
(where Q-l := 0). As we will see this proof with zf) playing the role of Qk -Qk-l will also yield (9) . A crucial property of zf) is stated in the following lemma. 
which gives the proof for the case k = J. Yet, the HI-stability IIY k ··· YJ-11IHI_HI ;S 1 (uniformly in k < J) is not known a priori.
[Assuming lemma 3.11, it can be proved using Y k ... lJ-1 = (I -Qk -Ef=k+I zlJ») +Qk.] 
