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1. Introduction
Let k be an algebraically closed ﬁeld of characteristic 0. We say a k-algebra R is connected graded
(cg) when R =⊕i∈N Ri is N-graded with R0 = k.
A vital development in the ﬁeld of Noncommutative Projective Algebraic Geometry is the investi-
gation of connected graded noncommutative rings with use of geometric data. In particular, a method
was introduced by Artin–Tate–van den Bergh in [3] to construct corresponding well-behaved graded
rings, namely twisted homogeneous coordinate rings (tcr) [2,11,16]. However, there exist noncommu-
tative rings that do not have suﬃcient geometry to undergo this process [11]. The purpose of this
paper is to explore a recipe suggested in [3] for building a generalized analogue of a tcr for any con-
nected graded ring. As a result, we provide a geometric approach to examine all degenerations of the
Sklyanin algebras studied in [3].
We begin with a few historical remarks. In the mid-1980s, Artin and Schelter [1] began the task
of classifying noncommutative analogues of the polynomial ring in three variables, yet the rings of
interest were not well understood. How close were these noncommutative rings to the commutative
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answered later in [3] and the toughest challenge was analyzing the following class of algebras.
Deﬁnition 1.1. Let k{x, y, z} denote the free algebra on the noncommuting variables x, y, and z. The
three-dimensional Sklyanin algebras are deﬁned as
S(a,b, c) = k{x, y, z}⎛
⎝ ayz + bzy + cx2azx+ bxz + cy2
axy + byx+ cz2
⎞
⎠
(1.1)
for [a : b : c] ∈ P2k \D where
D= {[0 : 0 : 1], [0 : 1 : 0], [1 : 0 : 0]}∪ {[a : b : c] ∣∣ a3 = b3 = c3 = 1}.
As algebraic techniques were exhausted, two seminal papers [3] and [4] arose introducing algebro-
geometric methods to examine noncommutative analogues of the polynomial ring. In fact, a geometric
framework was speciﬁcally associated to the Sklyanin algebras S(a,b, c) via the following deﬁnition
and result of [3].
Deﬁnition 1.2. A point module over a ring R is a cyclic graded left R-module M where dimk Mi = 1
for all i.
Theorem 1.3. Point modules for S = S(a,b, c) with [a : b : c] /∈D are parameterized by the points of a smooth
cubic curve
E = Ea,b,c :
(
a3 + b3 + c3)xyz − (abc)(x3 + y3 + z3)= 0⊂ P2. (1.2)
The curve E is equipped with σ ∈ Aut(E) and the invertible sheaf i∗OP2 (1) from which we form the corre-
sponding twisted homogeneous coordinate ring B. There exists a regular normal element g ∈ S, homogeneous
of degree 3, so that B ∼= S/gS as graded rings. The ring B is a Noetherian domain and thus so is S. Moreover
for d 1, we get dimkBd = 3d. Hence S has the same Hilbert series as k[x, y, z], namely HS(t) = 1(1−t)3 .
In short, the tcr B associated to S(a,b, c) proved useful in determining the Sklyanin algebras’
behavior.
Due to the importance of the Sklyanin algebras, it is natural to understand their degenerations to
the set D.
Deﬁnition 1.4. The rings S(a,b, c) from (1.1) with [a : b : c] ∈ D are called the degenerate three-
dimensional Sklyanin algebras. Such a ring is denoted by S(a,b, c) or Sdeg for short.
In Section 2, we study the basic properties of degenerate Sklyanin algebras resulting in the follow-
ing proposition.
Proposition 1.5. The degenerate three-dimensional Sklyanin algebras have Hilbert series HSdeg (t) = 1+t1−2t ,
they have inﬁnite Gelfand Kirillov dimension, and are not left or right Noetherian, nor are they domains. Fur-
thermore, the algebras Sdeg are Koszul and have inﬁnite global dimension.
The remaining two sections construct a generalized twisted homogeneous coordinate ring B =
B(Sdeg) for the degenerate Sklyanin algebras. We are speciﬁcally interested in point modules over
Sdeg (Deﬁnition 1.2). Unlike their nondegenerate counterparts, the point modules over Sdeg are not
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bras do have geometric data which is described by the following deﬁnition and theorem.
Deﬁnition 1.6. A truncated point module of length d over a ring R is a cyclic graded left R-module
M where dimkMi = 1 for 0  i  d and dimkMi = 0 for i > d. The dth truncated point scheme Vd
parameterizes isomorphism classes of length d truncated point modules.
Theorem 1.7. For d 2, the truncated point schemes Vd ⊂ (P2)×d corresponding to Sdeg are isomorphic to a
union of
⎧⎨
⎩ three copies of
(
P
1)× d−12 and three copies of (P1)× d+12 , for d odd;
six copies of
(
P
1)× d2 , for d even.
The precise description of Vd as a subset of (P2)×d is provided in Proposition 3.13. Furthermore,
this scheme is not a disjoint union and Remark 4.2 describes the singularity locus of Vd .
In the language of [14], observe that the point scheme data of degenerate Sklyanin algebras does
not stabilize to produce a projective scheme (of ﬁnite type) and as a consequence we cannot construct
a tcr associated to Sdeg . Instead, we use the truncated point schemes Vd produced in Theorem 1.7 and
a method from [3, p. 19] to form the N-graded, associative ring B deﬁned below.
Deﬁnition 1.8. The point parameter ring B = ⊕d0 Bd is a ring associated to the sequence of sub-
schemes Vd of (P2)×d (Deﬁnition 1.6). We have Bd = H0(Vd,Ld) where Ld is the restriction of
invertible sheaf
pr∗1OP2(1) ⊗ · · · ⊗ pr∗dOP2(1) ∼= O(P2)×d (1, . . . ,1)
to Vd . The multiplication map Bi × B j → Bi+ j is deﬁned by applying H0 to the isomorphism
pr1,...,i(Li) ⊗OVi+ j pri+1,...,i+ j(L j) → Li+ j .
Despite point parameter rings not being well understood in general, the ﬁnal section of this paper
veriﬁes the following properties of B = B(Sdeg).
Theorem1.9. The point parameter ring B for a degenerate three-dimensional Sklyanin algebra Sdeg has Hilbert
series HB(t) = (1+t2)(1+2t)(1−2t2)(1−t) and is generated in degree one.
Hence we have a surjection of Sdeg onto B , which is akin to the result involving Sklyanin algebras
and corresponding tcrs (Theorem 1.3).
Corollary 1.10. The ring B = B(Sdeg) has exponential growth and therefore inﬁnite GK dimension. Moreover
B is neither right Noetherian, Koszul, nor a domain. Furthermore B is a factor of the corresponding Sdeg by an
ideal K where K has six generators of degree 4 (and possibly more of higher degree).
Therefore the behavior of B(Sdeg) resembles that of Sdeg . It is natural to ask if other noncommu-
tative algebras can be analyzed in a similar fashion, though we will not address this here.
2. Structure of degenerate Sklyanin algebras
In this section, we establish Proposition 1.5. We begin by considering the degenerate Sklyanin
algebras S(a,b, c)deg with a3 = b3 = c3 = 1 (Deﬁnition 1.1) and the following deﬁnitions from [9].
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δ : R → R so that δ(rs) = α(r)δ(s) + δ(r)s for all r, s ∈ R . The set of α-derivations of R is denoted
α − Der(R).
We write S = R[z;α, δ] provided S is isomorphic to the polynomial ring R[z] as a left R-module
but with multiplication given by zr = α(r)z+ δ(r) for all r ∈ R . Such a ring S is called an Ore extension
of R .
By generalizing the work of [6] we see that most degenerate Sklyanin algebras are factors of Ore
extensions of the free algebra on two variables.
Proposition 2.2. In the case of a3 = b3 = c3 = 1, assume without loss of generality a = 1. Then for
[1 : b : c] ∈D we get the ring isomorphism
S(1,b, c) ∼= k{x, y}[z;α, δ]
(Ω)
(2.1)
where α ∈ End(k{x, y}) is deﬁned by α(x) = −bx, α(y) = −b2 y and the element δ ∈ α − Der(k{x, y}) is
given by δ(x) = −cy2 , δ(y) = −b2cx2 . Here Ω = xy + byx+ cz2 is a normal element of k{x, y}[z,α, δ].
Proof. By direct computation α and δ are indeed an endomorphism and α-derivation of k{x, y} re-
spectively. Moreover x · Ω = Ω · bx, y · Ω = Ω · by, z · Ω = Ω · z so Ω is a normal element of the Ore
extension. Thus both rings of (2.1) have the same generators and relations. 
Remark 2.3. Some properties of degenerate Sklyanin algebras are easy to verify without use of the
Proposition 2.2. Namely one can ﬁnd a basis of irreducible monomials via Bergman’s Diamond lemma
[5, Theorem 1.2] to imply dimk Sd = 2d−13 for d  1. Equivalently S(1,b, c) is free with a basis {1, z}
as a left or right module over k{x, y}. Therefore, HSdeg (t) = 1+t1−2t .
Therefore due to Proposition 2.2 (for a3 = b3 = c3 = 1) or Remark 2.3 we have the following im-
mediate consequence.
Corollary 2.4. The degenerate Sklyanin algebras have exponential growth, inﬁnite GK dimension, and are not
right Noetherian. Furthermore Sdeg is not a domain.
Proof. The growth conditions follow from Remark 2.3 and the non-Noetherian property holds by [17,
Theorem 0.1]. Moreover if [a : b : c] ∈ {[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]}, then the monomial algebra
S(a,b, c) is obviously not a domain. On the other hand if [a : b : c] satisﬁes a3 = b3 = c3 = 1, then
assume without loss of generality that a = 1. As a result we have
f1 + bf2 + cf3 =
(
x+ by + bc2z)(cx+ cy + b2z),
where f1 = yz + bzy + cx2, f2 = zx + bxz + cy2, and f3 = xy + byx + cz2 are the relations of
S(1,b, c). 
Now we verify homological properties of degenerate Sklyanin algebras.
Deﬁnition 2.5. Let A be a cg algebra which is locally ﬁnite (dimk Ai < ∞). When provided a minimal
resolution of the left A-module A/
⊕
i1 Ai ∼= k determined by matrices Mi , we say A is Koszul if the
entries of the Mi all belong to A1.
Proposition 2.6. The degenerate Sklyanin algebras are Koszul with inﬁnite global dimension.
2512 C. Walton / Journal of Algebra 322 (2009) 2508–2527Proof. For S = S(a,b, c) with a3 = b3 = c3 = 1, consider the description of S in Proposition 2.2. Since
k{x, y} is Koszul, the Ore extension k{x, y}[z,α, δ] is also Koszul [8, Deﬁnition 1.1, Theorem 10.2]. By
Proposition 2.2, the element Ω is normal and regular in k{x, y}[z;α, δ]. Hence the factor S is Koszul
by [15, Theorem 1.2].
To conclude gl.dim(S) = ∞, note that the Koszul dual of S is
S(1,b, c)! ∼= k{x, y, z}( z2 − cxy, yz − c2x2
zy − b2 yz, y2 − bcxz
zx− bxz, yx− b2xy
) .
Taking the ordering x < y < z, we see that all possible ambiguities of S ! are resolvable in the sense
of [5]. Bergman’s Diamond lemma [5, Theorem 1.2] implies that S ! has a basis of irreducible mono-
mials {xi, x j y, xkz}i, j,k∈N . Hence S ! is not a ﬁnite dimensional k-vector space and by [12, Corollary 5],
S has inﬁnite global dimension.
For S = S(a,b, c) with [a : b : c] ∈ {[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]}, note that S is Koszul as its ideal
of relations is generated by quadratic monomials [13, Corollary 4.3]. Denote these monomials m1,
m2, m3. The Koszul dual of S in this case is
S ! ∼= k{x, y, z}
(the six monomials not equal tomi)
.
Since S ! is again a monomial algebra, it contains no hidden relations and has a nice basis of irre-
ducible monomials. In particular, S ! contains
⊕
i0 kwi where wi is the length i word:
wi =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
xyzxyzx . . .︸ ︷︷ ︸
i
, if [a : b : c] = [1 : 0 : 0],
xzyxzyx . . .︸ ︷︷ ︸
i
, if [a : b : c] = [0 : 1 : 0],
xi, if [a : b : c] = [0 : 0 : 1].
Therefore S ! is not a ﬁnite dimensional k-vector space. By [12, Corollary 5], the three remaining
degenerate Sklyanin algebras are of inﬁnite global dimension. 
3. Truncated point schemes of Sdeg
The goal of this section is to construct the family of truncated point schemes {Vd ⊆ (P2)×d} asso-
ciated to the degenerate three-dimensional Sklyanin algebras Sdeg (see Deﬁnition 1.4). These schemes
will be used in Section 4 for the construction of a generalized twisted homogeneous coordinate ring,
namely the point parameter ring (Deﬁnition 1.8). Nevertheless the family {Vd} has immediate impor-
tance for understanding point modules over S = Sdeg .
Deﬁnition 3.1. A graded left S-module M is called a point module if M is cyclic and HM(t) =∑∞i=0 ti =
1
1−t . Moreover a graded left S-module M is called a truncated point module of length d if M is again
cyclic and HM(t) =∑d−1i=0 ti .
Note that point modules share the same Hilbert series as a point in projective space in Classical
Algebraic Geometry.
Now we proceed to construct schemes Vd that will parameterize length d truncated point modules.
This yields information regarding point modules over S(a,b, c) for any [a : b : c] ∈ P2 due to the
following result.
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the set of isomorphism classes of point modules over S and Γd the set of isomorphism classes of truncated point
modules of length d+ 1. With respect to the truncation function ρd : Γd → Γd−1 given by M → M/Md+1 , we
have that Γ is the projective limit of {Γd} as a set.
The sets Γd can be understood by the schemes Vd deﬁned below.
Deﬁnition 3.3. (See [3, §3].) The truncated point scheme of length d, Vd ⊆ (P2)×d , is the scheme de-
ﬁned by the multilinearizations of relations of S(a,b, c) from Deﬁnition 1.1. More precisely Vd =
V( f i, gi,hi)0id−2 where
f i = ayi+1zi + bzi+1 yi + cxi+1xi,
gi = azi+1xi + bxi+1zi + cyi+1 yi,
hi = axi+1 yi + byi+1xi + czi+1zi . (3.1)
For example, V1 = V(0) ⊆ P2 so we have V1 = P2. Similarly, V2 = V( f0, g0,h0) ⊆ P2 × P2.
Lemma 3.4. (See [3].) The set Γd is parameterized by the scheme Vd.
In short, to understand point modules over S(a,b, c) for any [a : b : c] ∈ P2, Lemmas 3.2 and 3.4
imply that we can now restrict our attention to truncated point schemes Vd .
On the other hand, we point out another useful result pertaining to Vd associated to S(a,b, c) for
any [a : b : c] ∈ P2.
Lemma 3.5. The truncated point scheme Vd lies in d copies of E ⊆ P2 where E is the cubic curve E:
(a3 + b3 + c3)xyz − (abc)(x3 + y3 + z3) = 0.
Proof. Let pi denote the point [xi : yi : zi] ∈ P2 and
Mabc,i := Mi :=
( cxi azi byi
bzi cyi axi
ayi bxi czi
)
∈Mat3(kxi ⊕ kyi ⊕ kzi). (3.2)
A d-tuple of points p = (p0, p1, . . . , pd−1) ∈ Vd ⊆ (P2)×d must satisfy the system f i = gi = hi = 0 for
0  i  d − 2 by deﬁnition of Vd . In other words, one is given Mabc, j · (x j+1 y j+1 z j+1)T = 0 or
equivalently (x j y j z j) · Mabc, j+1 = 0 for 0  j  d − 2. Therefore for 0  j  d − 1, det(Mabc, j) = 0.
This implies p j ∈ E for each j. Thus p ∈ E×d . 
3.1. On the truncated point schemes of some Sdeg
We will show that to study the truncated point schemes Vd of degenerate Sklyanin algebras, it
suﬃces to understand the schemes of speciﬁc four degenerate Sklyanin algebras. Recall that Vd pa-
rameterizes length d truncated point modules (Lemma 3.4). Moreover note that according to [18],
two graded algebras A and B have equivalent graded left module categories (A-Gr and B-Gr) if A is
a Zhang twist of B . The following is a special case of [18, Theorem 1.2].
Theorem 3.6. Given a Z-graded k-algebra S =⊕n∈Z Sn with graded automorphism σ of degree 0 on S, we
form a Zhang twist Sσ of S by preserving the same additive structure on S and deﬁning multiplication ∗ as
follows: a ∗ b = abσn for a ∈ Sn. Furthermore if S and Sσ are cg and generated in degree one, then S-Gr and
Sσ -Gr are equivalent categories.
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Z1 :=
{[1 : 1 : 1], [1 : ζ : ζ 2], [1 : ζ 2 : ζ ]},
Z2 :=
{[1 : 1 : ζ ], [1 : ζ : 1], [1 : ζ 2 : ζ 2]},
Z3 :=
{[1 : ζ : ζ ], [1 : 1 : ζ 2], [1 : ζ 2 : 1]},
Z0 :=
{[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]}. (3.3)
where ζ = e2π i/3. Pick respective representatives [1 : 1 : 1], [1 : 1 : ζ ], [1 : ζ : ζ ], and [1 : 0 : 0] of Z1,
Z2, Z3, and Z0.
Lemma 3.7. Every degenerate Sklyanin algebra is a Zhang twist of one the following algebras: S(1,1,1),
S(1,1, ζ ), S(1, ζ, ζ ), and S(1,0,0).
Proof. A routine computation shows that the following graded automorphisms of degenerate
S(a,b, c),
σ : {x → ζ x, y → ζ 2 y, z → z}
and
τ : {x → y, y → z, z → x},
yield the Zhang twists:
S(1,1,1)σ = S(1, ζ, ζ 2), S(1,1,1)σ−1 = S(1, ζ 2, ζ ) for Z1;
S(1,1, ζ )σ = S(1, ζ,1), S(1,1, ζ )σ−1 = S(1, ζ 2, ζ 2) for Z2;
S(1, ζ, ζ )σ = S(1, ζ 2,1), S(1, ζ, ζ )σ−1 = S(1,1, ζ 2) for Z3;
S(1,0,0)τ = S(0,1,0), S(1,0,0)τ−1 = S(0,0,1) for Z0. 
Therefore it suﬃces to study a representative of each of the four classes of degenerate three-
dimensional Sklyanin algebras due to Theorem 3.6.
3.2. Computation of Vd for S(1,1,1)
We now compute the truncated point schemes of S(1,1,1) in detail. Calculations for the other
three representative degenerate Sklyanin algebras, S(1,1, ζ ), S(1, ζ, ζ ), S(1,0,0), will follow with
similar reasoning. To begin we ﬁrst discuss how to build a truncated point module M ′ of length d,
when provided with a truncated point module M of length d − 1.
Let us explore the correspondence between truncated point modules and truncated point schemes
for a given d; say d  3. When given a truncated point module M =⊕d−1i=0 Mi ∈ Γd−1, multiplica-
tion from S = S(a,b, c) is determined by a point p = (p0, . . . , pd−2) ∈ Vd−1 (Deﬁnition 3.3, (3.2))
in the following manner. As M is cyclic, Mi has basis say {mi}. Furthermore for x, y, z ∈ S with
pi = [xi : yi : zi] ∈ P2, we get the left S-action on mi determined by pi :
x ·mi = ximi+1, x ·md−1 = 0;
y ·mi = yimi+1, y ·md−1 = 0;
z ·mi = zimi+1, z ·md−1 = 0. (3.4)
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isomorphism by reversing the above process. We summarize this discussion in the following remark.
Remark 3.8. Refer to notation from Lemma 3.2. To construct M ′ ∈ Γd from M ∈ Γd−1 associated to
p ∈ Vd−1, we require pd−1 ∈ P2 such that p′ = (p, pd−1) ∈ Vd .
Now we begin to study the behavior of truncated point modules over Sdeg through the examination
of truncated point schemes in the next two lemmas.
Lemma 3.9. Let p = (p0, . . . , pd−2) ∈ Vd−1 with pd−2 /∈ Zi (refer to (3.3)). Then there exists a unique
pd−1 ∈ Zi so that p′ := (p, pd−1) ∈ Vd.
Proof. For Z1, we study the representative algebra S(1,1,1). If such a pd−1 exists, then fd−2 = gd−2 =
hd−2 = 0 so we would have
M111,d−2 · (xd−1 yd−1 zd−1)T = 0
(Deﬁnition 3.3, Eq. (3.2)). Since rank(M111,d−2) = 2 when pd−2 /∈D, the tuple (xd−1, yd−1, zd−1) is
unique up to scalar multiple and thus the point pd−1 is unique.
To verify the existence of pd−1, say pd−2 = [0 : yd−2 : zd−2]. We require pd−2 and pd−1 to satisfy
the system of equations:
fd−2 = gd−2 = hd−2 = 0 (Eq. (3.1)),
y3d−2 + z3d−2 = x3d−1 + y3d−1 + z3d−1 = 0 (pd−2, pd−1 ∈ E , Lemma 3.5).
However basic algebraic operations imply yd−2 = zd−2 = 0, thus producing a contradiction. There-
fore, without loss of generality pd−2 = [1 : yd−2 : zd−2]. With similar reasoning we must examine the
system
yd−1zd−2 + zd−1 yd−2 + xd−1 = 0,
zd−1 + xd−1zd−2 + yd−1 yd−2 = 0,
xd−1 yd−2 + yd−1 + zd−1zd−2 = 0,
1+ y3d−2 + z3d−2 = 3yd−2zd−2,
x3d−1 + y3d−1 + z3d−1 = 3xd−1 yd−1zd−1. (3.5)
There are three solutions (pd−2, pd−1) ∈ (E \ Z1) × E to (3.5):
⎧⎪⎨
⎪⎩
([1 : −(1+ zd−2) : zd−2], [1 : 1 : 1])([
1 : −ζ(1+ ζ zd−2) : zd−2
]
,
[
1 : ζ : ζ 2])([
1 : −ζ(ζ + zd−2) : zd−2
]
,
[
1 : ζ 2 : ζ ])
⎫⎪⎬
⎪⎭ .
Thus when pd−2 /∈ Z1, there exists a unique point pd−1 ∈ Z1 so that (p0, . . . , pd−2, pd−1) ∈ Vd .
Now having studied S(1,1,1) with care, we leave it to the reader to verify the assertion for the
algebras S(1,1, ζ ), S(1, ζ, ζ ), and S(1,0,0) in a similar manner. 
The next result explores the case when pd−2 ∈ Zi .
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function θ of two variables so that
pd−1 =
[
θ(yd−1, zd−1) : yd−1 : zd−1
]
/∈ Zi
which satisﬁes (p0, . . . , pd−2, pd−1) ∈ Vd.
Proof. The point p′ = (p, pd−1) ∈ Vd needs to satisfy f i = gi = hi = 0 for 0 i  d−2 (Deﬁnition 3.3).
Since p ∈ Vd−1, we need only to consider the equations fd−2 = gd−2 = hd−2 = 0 with pd−2 ∈ Zi .
We study S(1,1,1) for Z1 so the relevant system of equations is
fd−2: yd−1zd−2 + zd−1 yd−2 + xd−1xd−2 = 0,
gd−2: zd−1xd−2 + xd−1zd−2 + yd−1 yd−2 = 0,
hd−2: xd−1 yd−2 + yd−1xd−2 + zd−1zd−2 = 0.
If pd−2 = [1 : 1 : 1] ∈ Z1, then xd−1 = −(yd−1 + yd−1) is required. On the other hand, if pd−2 =
[1 : ζ : ζ 2] or [1 : ζ 2 : ζ ], we require xd−1 = −ζ(yd−1 + ζ zd−1) or xd−1 = −ζ(ζ yd−1 + zd−1), respec-
tively. Thus our function θ is deﬁned as
θ(yd−1, zd−1) =
⎧⎨
⎩
−(yd−1 + zd−1), if pd−2 = [1 : 1 : 1],
−(ζ yd−1 + ζ 2zd−1), if pd−2 = [1 : ζ : ζ 2],
−(ζ 2 yd−1 + ζ zd−1), if pd−2 = [1 : ζ 2 : ζ ].
The arguments for S(1,1, ζ ), S(1, ζ, ζ ), and S(1,0,0) proceed in a likewise fashion. 
Fix a pair (Sdeg , Zi(Sdeg)). We now know if pd−2 /∈ Zi , then from every truncated point module
of length d over Sdeg we can produce a unique truncated point module of length d + 1. Otherwise if
pd−2 ∈ Zi , we get a P1 worth of length d+ 1 modules. We summarize this in the following statement
which is made precise in Proposition 3.13.
Proposition 3.11. The parameter space of Γd over Sdeg is isomorphic to the singular and nondisjoint union of⎧⎨
⎩ three copies of
(
P
1)× d−12 and three copies of (P1)× d+12 , for d odd;
six copies of
(
P
1)× d2 , for d even.
The detailed statement and proof of this proposition will follow from the results below. We restrict
our attention to S(1,1,1) for reasoning mentioned in the proofs of Lemmas 3.9 and 3.10.
3.2.1. Parameterization of Γ2
Recall that length 3 truncated point modules of Γ2 are in bijective correspondence to points on
V2 ⊂ P2 × P2 (Lemma 3.4) and it is our goal to depict this truncated point scheme. By Lemma 3.5,
we know that V2 ⊆ E × E . Furthermore note that with ζ = e2π i/3, the curve E = E111 is the union of
three projective lines (see Fig. 1):
P
1
A : x = −(y + z), P1B : x = −
(
ζ y + ζ 2z), P1C : x = −(ζ 2 y + ζ z). (3.6)
Now to calculate V2, recall that Γ2 consists of length 3 truncated point modules M(3) := M0 ⊕
M1 ⊕ M2 where Mi is a one-dimensional k-vector space say with basis mi . The module M(3) has
action determined by (p0, p1) ∈ V2 (Eq. (3.4)). Moreover Lemmas 3.9 and 3.10 provide the precise
conditions for (p0, p1) to lie in E × E . Namely,
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Fig. 1. The curve E = E111 ⊆ P2: x3 + y3 + z3 − 3xyz = 0.
Lemma 3.12. Refer to (3.6) for notation. The set of length 3 truncated point modules Γ2 is parametrized by the
scheme V2 = V( f0, g0,h0) which is the union of the six subsets:
P
1
A × [1 : 1 : 1]; [1 : 1 : 1] × P1A;
P
1
B × [1 : ζ : ζ 2]; [1 : ζ : ζ 2] × P1B;
P
1
C × [1 : ζ 2 : ζ ]; [1 : ζ 2 : ζ ] × P1C .
of E × E. Thus Γ2 is isomorphic to 6 copies of P1 .
3.2.2. Parameterization of Γd for general d
To illustrate the parametrization of Γd , we begin with a truncated point module M(d+1) of length
d + 1 corresponding to (p0, p1, . . . , pd−1) ∈ Vd ⊆ (P2)×d . Due to Lemmas 3.5, 3.9, and 3.10, we know
that (p0, p1, . . . , pd−1) belongs to either
(E \ Z1) × Z1 × (E \ Z1) × Z1 × · · ·︸ ︷︷ ︸
d
or Z1 × (E \ Z1) × Z1 × (E \ Z1) × · · ·︸ ︷︷ ︸
d
where Z1 is deﬁned in (3.3).
By adapting the notation of Lemma 3.10, we get in the ﬁrst case that the point (p0, p1, . . . , pd−1)
is of the form
([
θ(y0, z0) : y0 : z0
]
,
[
1 : ω : ω2], [θ(y2, z2) : y2 : z2], [1 : ω : ω2], . . .) ∈ (P2)×d
where ω3 = 1 and θ(y, z) = −(ωy + ω2z). Thus in this case, the set of length d truncated
point modules is parameterized by three copies of (P1)×d/2 with coordinates ([y0 : z0], [y2 : z2],
. . . , [y2d/2−1 : z2d/2−1]).
In the second case (p0, p1, . . . , pd−1) takes the form
([
1 : ω : ω2], [θ(y1, z1) : y1 : z1], [1 : ω : ω2], [θ(y3, z3) : y3 : z3], . . .) ∈ (P2)×d
and the set of truncated point modules is parameterized with three copies of (P1)×d/2 with coordi-
nates ([y1 : z1], [y3 : z3], . . . , [y2d/2−1 : z2d/2−1]).
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Proposition 3.13. Refer to (3.6) for notation. For d  2 the truncated point scheme Vd for S(1,1,1) is equal
to the union of the six subsets
⋃6
i=1 Wd,i of (P2)×d where
Wd,1 = P1A × [1 : 1 : 1] × P1A × [1 : 1 : 1] × · · · ,
Wd,2 = [1 : 1 : 1] × P1A × [1 : 1 : 1] × P1A × · · · ,
Wd,3 = P1B ×
[
1 : ζ : ζ 2]× P1B × [1 : ζ : ζ 2]× · · · ,
Wd,4 =
[
1 : ζ : ζ 2]× P1B × [1 : ζ : ζ 2]× P1C × · · · ,
Wd,5 = P1C ×
[
1 : ζ 2 : ζ ]× P1C × [1 : ζ 2 : ζ ]× · · · ,
Wd,6 =
[
1 : ζ 2 : ζ ]× P1C × [1 : ζ 2 : ζ ]× P1C × · · · .
As a consequence, we obtain the proof of Proposition 3.11 for S(1,1,1) and this assertion holds for
the remaining degenerate Sklyanin algebras due to Lemma 3.7, and analogous proofs for Lemmas 3.9
and 3.10.
We thank Karen Smith for suggesting the following elegant way of interpreting the point scheme
of S(1,1,1).
Remark 3.14. We can provide an alternate geometric description of the point scheme of the Γ of
S(1,1,1). Let G := Z3  Z2 = 〈ζ,σ 〉 where ζ = e2π i/3 and σ 2 = 1. We deﬁne a G-action on P2 × P2
as follows:
ζ
([x : y : z], [u : v : w])= ([x : ζ 2 y : ζ z], [u : ζ v : ζ 2w]),
σ
([x : y : z], [u : v : w])= ([u : v : w], [x : y : z]).
Note that G stabilizes E × E and acts transitively on the W2,i . We extend the action of G to
(P2 × P2)×∞ diagonally. Now we interpret Γ as
Γ = lim←− Vd = lim←− V2d = lim←−
⋃
i
W2d,i = G ·
(
P
1
A × [1 : 1 : 1]
)×∞
,
as sets.
4. Point parameter ring of S(1,1,1)
We now construct a graded associative algebra B from truncated point schemes of the degenerate
Sklyanin algebra S = S(1,1,1). The analogous result for the other degenerate Sklyanin algebras will
follow in a similar fashion and we leave the details to the reader. As is true for the Sklyanin algebras
themselves, it will be shown that this algebra B is a proper factor of S(1,1,1) and its properties
closely reﬂect those of S(1,1,1). We will for example show that B is not right Noetherian, nor a
domain.
The deﬁnition of the algebra B initially appears in [3, §3]. Recall that we have projection maps
pr1,...,d−1 and pr2,...,d from (P2)×d to (P2)×d−1. Restrictions of these maps to the truncated point
schemes Vd ⊆ (P2)×d (Deﬁnition 3.3) yield
pr1,...,d−1(Vd) ⊂ Vd−1 and pr2,...,d(Vd) ⊂ Vd−1 for all d.
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deﬁned as follows. First Bd = H0(Vd,Ld) where Ld is the restriction of invertible sheaf
pr∗1OP2(1) ⊗ · · · ⊗ pr∗dOP2(1) ∼= O(P2)×d (1, . . . ,1)
to Vd . The multiplication map μi, j : Bi × B j → Bi+ j is then deﬁned by applying H0 to the isomor-
phism
pr∗1,...,i(Li) ⊗OVi+ j pr∗i+1,...,i+ j(L j) → Li+ j.
We declare B0 = k.
We will later see in Theorem 4.6 that B is generated in degree one; thus S surjects onto B .
To begin the analysis of B for S(1,1,1), recall that V1 = P2 so
B1 = H0
(
V1, pr
∗
1OP2(1)
)= kx⊕ ky ⊕ kz
where [x : y : z] are the coordinates of P2. For d  2 we will compute dimk Bd and then proceed to
the more diﬃcult task of identifying the multiplication maps μi, j : Bi × B j → Bi+ j . Before we get to
speciﬁc calculations for d 2, let us recall that the schemes Vd are realized as the union of six subsets
{Wd,i}6i=1 of (P2)×d described in Proposition 3.13 and Eq. (3.6). These subsets intersect nontrivially so
that each Vd for d 2 is singular. More precisely,
Remark 4.2. A routine computation shows that the singular subset, Sing(Vd), consists of six points:
vd,1 :=
([1 : 1 : 1], [1 : ζ : ζ 2], [1 : 1 : 1], [1 : ζ : ζ 2], . . .) ∈ Wd,2 ∩ Wd,3,
vd,2 :=
([1 : 1 : 1], [1 : ζ 2 : ζ ], [1 : 1 : 1], [1 : ζ 2 : ζ ], . . .) ∈ Wd,2 ∩ Wd,5,
vd,3 :=
([
1 : ζ : ζ 2], [1 : 1 : 1], [1 : ζ : ζ 2], [1 : 1 : 1], . . .) ∈ Wd,1 ∩ Wd,4,
vd,4 :=
([
1 : ζ : ζ 2], [1 : ζ : ζ 2], [1 : ζ : ζ 2], [1 : ζ : ζ 2], . . .) ∈ Wd,3 ∩ Wd,4,
vd,5 :=
([
1 : ζ 2 : ζ ], [1 : 1 : 1], [1 : ζ 2 : ζ ], [1 : 1 : 1], . . .) ∈ Wd,1 ∩ Wd,6,
vd,6 :=
([
1 : ζ 2 : ζ ], [1 : ζ 2 : ζ ], [1 : ζ 2 : ζ ], [1 : ζ 2 : ζ ], . . .) ∈ Wd,5 ∩ Wd,6.
where ζ = e2π i/3.
4.1. Computing the dimension of Bd
Our objective in this section is to prove
Proposition 4.3. For d 1, dimk Bd = 3(2 d+12  + 2 d−12 ) − 6.
For the rest of the section, let 1 denote a sequence of 1s of appropriate length. Now consider
the normalization morphism π : V ′d → Vd where V ′d is the disjoint union of the six subsets {Wd,i}6i=1
mentioned in Proposition 3.13. This map induces the following short exact sequence of sheaves on Vd:
0 → OVd (1) → (π∗OV ′d )(1) → S(1) → 0, (4.1)
where S is the skyscraper sheaf whose support is Sing(Vd), that is S =⊕6k=1 O{vd,k} .
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H0
(
Vd, (π∗OV ′d )(1)
) ∼=
k-v.s.
H0
(
V ′d,OV ′d (1)
)
(4.2)
since the normalization morphism is a ﬁnite map, which in turn is an aﬃne map [10, Exercises
II.5.17(b), III.4.1]. To complete the proof of the proposition, we make the following assertion:
Claim. H1(Vd,OVd (1)) = 0.
Assuming that the claim holds, we get from (4.1) the following long exact sequence of cohomology:
0→ H0(Vd,OVd (1))→ H0(Vd, (π∗OV ′d )(1))→ H0(Vd,S(1)) → H1(Vd,OVd (1))= 0.
Thus, with writing h0(X,L) = dimk H0(X,L), (4.2) implies that
dimk Bd = h0
(OVd (1))= h0((π∗OV ′d )(1))− h0(S(1))
= h0(OV ′d (1))− h0(S(1))
=
6∑
i=1
h0
(OWd,i (1))− 6.
Therefore applying Proposition 3.11 and Künneth’s Formula [7, A.10.37] completes the proof of Propo-
sition 4.3. It now remains to verify the claim.
Proof of Claim. By the discussion above, it suﬃces to show that
δd : H0
(
V ′d,OV ′d (1)
)→ H0
(
6⋃
k=1
{vd,k},S(1)
)
is surjective. Referring to the notation of Proposition 3.13 and Remark 4.2, we choose vd,i ∈
Supp(S(1)) and Wd,ki containing vd,i . This Wd,ki contains precisely two points of Supp(S(1)) and say
the other is vd, j for j = i. After choosing a basis {ti}6i=1 for the six-dimensional vector space H0(S(1))
where ti(vd, j) = δi j , we construct a preimage of each ti . Since OWd,ki (1) is a very ample sheaf, it sepa-
rates points. In other words there exists s˜i ∈ H0(OWd,ki (1)) such that s˜i(vd, j) = δi j . Extend this section
s˜i to si ∈ H0(OV ′d (1)) by declaring si = s˜i on Wd,ki and si = 0 elsewhere. Thus δd(si) = ti for all i and
the map δd is surjective as desired. 
This concludes the proof of Proposition 4.3.
Corollary 4.4. We have limd→∞(dimk Bd)1/d =
√
2 > 1 so B has exponential growth hence inﬁnite GK di-
mension. By [17, Theorem 0.1], B is not left or right Noetherian.
On the other hand, we can also determine the Hilbert series of B .
Proposition 4.5. HB(t) = (1+t2)(1+2t)2 .(1−2t )(1−t)
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dimk B0 = 1. Thus
HB(t) = 1+ 3
(∑
d1
2
d−1
2 td +
∑
d1
2
d+1
2 td − 2
∑
d1
td
)
= 1+ 3
(
t
∑
d0
2
d
2 td + 2t
∑
d0
2
d
2 td − 2t
∑
d0
td
)
.
Consider generating functions a(t) =∑d0 adtd and b(t) =∑d0 bdtd for the respective sequences
ad = 2d/2 and bd = 2d/2 . Elementary operations result in a(t) = 1+2t1−2t2 and b(t) = 1+t1−2t2 . Hence
HB(t) = 1+ 3
[
t
(
1+ 2t
1− 2t2
)
+ 2t
(
1+ t
1− 2t2
)
− 2t
(
1
1− t
)]
= (1+ t
2)(1+ 2t)
(1− 2t2)(1− t) . 
4.2. The multiplication maps μi j : Bi × B j → Bi+ j
In this section we examine the multiplication of the point parameter ring B of S(1,1,1). In par-
ticular, we show that the multiplication maps are surjective which results in the following theorem.
Theorem 4.6. The point parameter ring B of S(1,1,1) is generated in degree one.
With similar reasoning, B = B(Sdeg) is generated in degree one for all Sdeg .
Proof. It suﬃces to prove that the multiplication maps μd,1 : Bd × B1 → Bd+1 are surjective for d 1.
Recall from Deﬁnition 4.1 that μd,1 = H0(md) where md is the isomorphism
md : OVd×P2(1, . . . ,1,0) ⊗OVd+1 O(P2)×d (0, . . . ,0,1) → OVd+1(1, . . . ,1).
To use the isomorphism md , we employ the following commutative diagram:
OVd×P2(1, . . . ,1,0) ⊗O(P2)×d+1 O(P2)×d+1(0, . . . ,0,1)
td
OVd×P2(1, . . . ,1,0) ⊗OVd+1 O(P2)×d+1(0, . . . ,0,1)
md OVd+1(1, . . . ,1).
(4.3)
The source of td is isomorphic to OVd×P2 (1, . . . ,1) and the map td is given by restriction to Vd+1.
Hence we have the short exact sequence
0 → I Vd+1
Vd×P2
(1) → OVd×P2(1)
td−→ OVd+1(1) → 0, (4.4)
where I Vd+1
Vd×P2
is the ideal sheaf of Vd+1 deﬁned in Vd ×P2. Since the Künneth formula and the claim
from Section 4.1 implies that H1(OVd×P2 (1)) = 0, the cokernel of H0(td) is H1(I Vd+1
Vd×P2
(1)). Now we
assert:
Proposition 4.7. H1(I Vd+1
2
(1)) = 0 for d 1.Vd×P
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ing the global section functor to diagram (4.3), we have that H0(md) = μd,1 is surjective for d  1.
This concludes the proof of Theorem 4.6. 
Proof of Proposition 4.7. Consider the case d = 1. We study the ideal sheaf I V2
P2×P2
:= IV2 by using
the resolution of the ideal of deﬁning relations ( f0, g0,h0) for V2 (Eqs. (3.1)) in the N2-graded ring
R = k[x0, y0, z0, x1, y1, z1]. Note that each of the deﬁning equations have bidegree (1,1) in R and we
get the following resolution:
0→ OP2×P2(−3,−3) → OP2×P2(−2,−2)⊕3 → OP2×P2(−1,−1)⊕3 → IV2 → 0.
Twisting the above sequence with OP2×P2 (1,1) we get
0 → OP2×P2(−2,−2) → OP2×P2(−1,−1)⊕3 → O⊕3P2×P2
f→ IV2(1,1) → 0.
Let K = ker( f ). Then h0(IV2 (1,1)) = 3 − h0(K) + h1(K). On the other hand, H1(OP2 ( j)) =
H2(OP2 ( j) = 0 for j = −1,−2. Thus the Künneth formula applied the cohomology of the short exact
sequence
0→ OP2×P2(−2,−2) → OP2×P2(−1,−1)⊕3 → K → 0
results in h0(K) = h1(K) = 0. Hence h0(IV2 (1,1)) = 3.
Now using the long exact sequence of cohomology arising from the short exact sequence
0→ IV2(1,1) → OP2×P2(1,1) → OV2(1,1) → 0,
and the facts:
h0
(IV2(1,1))= 3,
h0
(OP2×P2(1,1))= 9,
h0
(OV2(1,1))= dimk B2 = 6,
h1
(OP2×P2(1,1))= 0,
we conclude that H1(IV2 (1,1)) = 0.
For d 2 we will construct a commutative diagram to assist with the study of the cohomology of
the ideal sheaf I Vd+1
Vd×P2
(1). Recall from (4.1) that we have the following normalization sequence for Vd:
0→ OVd →
6⊕
i=1
OWd,i →
6⊕
k=1
O{vd,k} → 0. (†d)
Consider the sequence
pr∗1,...,d
(
(†d) ⊗ O(P2)×d (1)
)⊗O
(P2)×d+1 pr
∗
d+1OP2(1)
and its induced sequence of restrictions to Vd+1, namely
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6⊕
i=1
OWd,i×P2 (1)
6⊕
k=1
O{vd,k}×P2 (1) 0
0 OVd+1 (1)
6⊕
i=1
OWd+1,i (1)
6⊕
k=1
O{vd+1,k}(1) 0
Diagram 1. Understanding I Vd+1
Vd×P2
(1, . . . ,1).
0→ OVd×P2(1)|Vd+1 →
6⊕
i=1
OWd,i×P2(1)|Vd+1 →
6⊕
k=1
O{vd,k}×P2(1)|Vd+1 → 0. (4.5)
Now Vd+1 ⊆ Vd × P2 and (Wd,i × P2) ∩ Vd+1 = Wd+1,i due to Proposition 3.13 and Remark 4.2. We
also have that ({vd,k} × P2) ∩ Vd+1 = {vd+1,k} for all i, k. Therefore the sequence (4.5) is equal to
(†d+1) ⊗ O(P2)×d+1 (1). In other words, we are given the commutative Diagram 1, where the vertical
maps are given by restriction to Vd+1. Observe that the kernels of the vertical maps (from left to
right) are respectively I Vd+1
Vd×P2
(1),
⊕
i I Wd+1,i
Wd,i×P2
(1), and
⊕
k I {vd+1,k}
{vd,k }×P2
(1), and the cokernels are all 0.
By the claim in Section 4.1 and the Künneth formula, we have that
H1
(OVd×P2(1))= H1(OVd+1(1))= 0.
Hence the application of the global section functor to Diagram 1 yields Diagram 2 below. Now by the
Snake Lemma, we get the following sequence:
· · · →
6⊕
i=1
H0
(I Wd+1,i
Wd,i×P2
(1)
) ψ−→ 6⊕
k=1
H0
(I {vd+1,k}
{vd,k}×P2
(1)
)
→ H1(I Vd+1
Vd×P2
(1)
)→ 6⊕
i=1
H1
(I Wd+1,i
Wd,i×P2
(1)
)→ ·· · .
In Lemma 4.8, we will show that
⊕
i H
1(I Wd+1,i
Wd,i×P2
(1)) = 0 for d 2. Furthermore the surjectivity of
the map ψ will follow from Lemma 4.9. This will complete the proof of Proposition 4.7. 
Lemma 4.8.
⊕6
i=1 H1(Wd,i × P2, I Wd+1,i
Wd,i×P2
(1)) = 0 for d 2.
Proof. We consider the different parities of d and i separately. For d even and i odd,
I Wd+1,i
Wd,i×P2
∼= OWd,i×P2(0, . . . ,0,−1)
because Wd+1,i is deﬁned in Wd,i × P2 by one equation of degree (0, . . . ,0,1) (Proposition 3.13).
Twisting by O(P2)×d+1 (1, . . . ,1) results in
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0
0({vd,k} × P2,I {vd+1,k }
{vd,k }×P2
(1)
)
λ
0({vd,k} × P2,O{vd,k}×P2 (1))
γ
0
H0
({vd+1,k},O{vd+1,k}(1)) 0
1({vd,k} × P2,I {vd+1,k }
{vd,k }×P2
(1)
)0 0
H0
(
Vd × P2,I Vd+1
Vd×P2
(1)
) 6⊕
i=1
H0
(
Wd,i × P2,I Wd+1,i
Wd,i×P2
(1)
)
α
ψ 6⊕
k=1
H
0 H0
(
Vd × P2,OVd×P2 (1)
) 6⊕
i=1
H0
(
Wd,i × P2,OWd,i×P2 (1)
)
β
ν
6⊕
k=1
H
0 H0
(
Vd+1,OVd+1 (1)
) 6⊕
i=1
H0
(
Wd+1,i ,OWd+1,i (1)
) 6⊕
k=1
H1
(
Vd × P2,I Vd+1
Vd×P2
(1)
) 6⊕
i=1
H1
(
Wd,i × P2,I Wd+1,i
Wd,i×P2
(1)
) 6⊕
k=1
H
Diagram 2. Induced Cohomology from Diagram 1.
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(I Wd+1,i
Wd,i×P2
(1, . . . ,1)
)∼= H1(OWd,i×P2(1, . . . ,1,0)). (4.6)
Since Wd,i is the product of P1 and points lying in P2 and H1(OP1 (1)) = H1(O{pt}(1)) = H1(OP2 ) = 0,
the Künneth formula implies that the right-hand side of (4.6) is equal to zero.
Consider the case of d and i even. As pr1,...,d(Wd+1,i) = Wd,i and prd+1(Wd+1,i) = [1 : ω : ω2]
for ω = ωd,i a third of unity, we have that Wd+1,i is deﬁned in Wd,i × P2 by two equations of
degree (0, . . . ,0,1). The deﬁning equations (in variables x, y, z) of [1 : ω : ω2] form a k[x, y, z]-regular
sequence and so we have the Koszul resolution of I Wd+1,i
Wd,i×P2
⊗ O(P2)×d+1 (1, . . . ,1):
0→ OWd,i×P2(1, . . . ,1,−1) → OWd,i×P2(1, . . . ,1,0)⊕2 → I Wd+1,i
Wd,i×P2
(1, . . . ,1) → 0. (4.7)
Now apply the global section functor to sequence (4.7) and note that
H j
(OWd,i (1, . . . ,1))= H j(OP2) = H j(OP2(−1))= 0 for j = 1,2.
Hence the Künneth formula yields
H1
(OWd,i×P2(1, . . . ,1,0))⊕2 = H2(OWd,i×P2(1, . . . ,1,−1))= 0.
Therefore H1(I Wd+1,i
Wd,i×P2
(1)) = 0 for d and i even.
We conclude that for d even, we know
⊕6
i=1 H1(I Wd+1,i
Wd,i×P2
(1)) = 0. For d odd, the same conclusion
is drawn by swapping the arguments for the i even and i odd subcases. 
Lemma 4.9. The map ψ is surjective for d 2.
Proof. Refer to the notation from Diagram 2. To show ψ is onto, here is our plan of attack.
(1) Choose a basis of
⊕
k H
0(I {vd+1,k}
{vd,k }×P2
(1)) so that each basis element t lies in H0(I {vd+1,k0 }
{vd,k0 }×P
2
(1)) for
some k = k0. For such a basis element t , identify its image under λ in ⊕k H0(O{vd,k}×P2 (1)).
(2) Construct for λ(t) a suitable preimage s ∈ ν−1(λ(t)).
(3) Prove s ∈ ker(β).
As a consequence, s lies in
⊕
i H
0(I Wd+1,i
Wd,i×P2
(1)) and serves as a preimage to t under ψ . In other words,
ψ is surjective. To begin, ﬁx such a basis element t and integer k0.
Step 1. Observe that pr1,...,d({vd+1,k0 }) = {vd,k0 } and prd+1({vd+1,k0 }) = [1 : ω : ω2] for some ω, a third
root of unity (Remark 4.2). Thus our basis element t ∈⊕k H0(I {vd+1,k}
{vd,k}×P2
(1)) is of the form
t = a(ωxd − yd) + b
(
ω2xd − zd
)
(4.8)
for some a,b ∈ k, with {ωxd − yd,ω2xd − zd} deﬁning [1 : ω : ω2] in the (d+1)st copy of P2. Note that
λ is the inclusion map so we may refer to λ(t) as t . This concludes Step 1.
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that for all k, there is a unique even integer := i′′k and unique odd integer := i′k so that vd,k ∈ Wd,i′′k ∩
Wd,i′k for all k = 1, . . . ,6. For instance with k0 = 1, we consider the membership vd,1 ∈ Wd,2 ∩ Wd,3;
hence i′′1 = 2 and i′1 = 3.
As a consequence, λ(t) has preimages under ν in
H0
(
Wd,i′′k0
× P2,OWd,i′′k0 ×P
2(1)
)⊕ H0(Wd,i′k0 × P2,OWd,i′k0 ×P2(1)
)
.
For d even (respectively odd) we write ik0 := i′′k0 (respectively ik0 := i′k0 ). Therefore we intend to
construct s ∈ ν−1(t) belonging to H0(OWd,ik0 ×P2 (1)). However this Wd,ik0 will also contain another
point vd, j for some j = k0. Let us deﬁne the global section s˜ ∈ H0(OWd,ik0 ×P2 (1)) as follows. Since
OWd,ik0 (1) is a very ample sheaf, we have a global section s˜k0 separating the points vd,k0 and vd, j ;
say s˜k0(vd,k) = δk0,k . We then use (4.8) to deﬁne s˜ by
s˜ = s˜k0 ·
[
a(ωxd − yd) + b
(
ω2xd − zd
)]
.
where [1 : ω : ω2] = prd+1({vd+1,k0 }). We now extend this section s˜ to
s ∈
6⊕
i=1
H0
(OWd,i×P2(1))∼=
(
6⊕
i=1
H0
(OWd,i (1))
)
⊗ H0(OP2(1)).
This is achieved by setting s = s˜ on Wd,ik0 × P2 and 0 elsewhere. To check that ν(s) = t , note
s =
6⊕
i=1
si where si ∈ H0
(OWd,i×P2(1)), si =
{
s˜, i = ik0 ,
0, i = ik0 . (4.9)
Therefore by the construction of s˜, we have ν(s˜) = t|{vd,k0 }×P2 . Hence we have built our desired
preimage s ∈ ν−1(t) and this concludes Step 2.
Step 3. Recall the structure of s from (4.9). By deﬁnition of β , we have that β(s) = β(⊕6i=1 si) is equal
to
⊕6
i=1(si |Wd+1,i ).
For i = ik0 , we clearly get that si |Wd+1,i = 0. On the other hand, the key point of our construction
is that Wd+1,ik0 = Wd,ik0 × [1 :  : 2] for some 3 = 1 as ik0 is chosen to be even (respectively odd)
when d is even (respectively odd) (Proposition 3.13). Moreover vd+1,k0 ∈ Wd+1,ik0 and
prd+1(Wd+1,ik0 ) = prd+1
({vd+1,k0})= [1 : ω : ω2]
where ω is deﬁned by Step 1 and Remark 4.2. Thus  = ω. Now we have
sik0 |Wd+1,ik0 = s˜k0 ·
[
a(ωxd − yd) + b
(
ω2xd − zd
)]∣∣[1:ω:ω2] = 0.
Therefore si |Wd+1,i = 0 for all i = 1, . . . ,6. Hence β(s) = 0.
Hence Steps 1–3 are complete which concludes the proof of Lemma 4.9. 
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One of the main results why twisted homogeneous coordinate rings are so useful for studying
Sklyanin algebras is that tcrs are factors of their corresponding Sklyanin algebra (by some homoge-
neous element; refer to Theorem 1.3). The following corollaries to Theorem 4.6 illustrate an analogous
result for Sdeg .
Corollary 4.10. Let B be the point parameter ring of a degenerate Sklyanin algebra Sdeg . Then B ∼= Sdeg/K for
some ideal K of Sdeg that has six generators of degree 4 and possibly higher degree generators.
Proof. By Theorem 4.6, Sdeg surjects onto B say with kernel K . By Remark 2.3 we have that
dimk S4 = 57, yet we know dimk B4 = 63 by Proposition 4.3. Hence dimk K4 = 6. The same results
also imply that dimk Sd = dimk Bd for d 3. 
Corollary 4.11. The ring B = B(Sdeg) is neither a domain or Koszul.
Proof. By Corollary 2.4, there exist linear nonzero elements u, v ∈ S with uv = 0. The image of u
and v are nonzero, hence B is not a domain due to Corollary 4.10. Since B has degree 4 relations, it
does not possess the Koszul property. 
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