Multi-state models are a popular method of describing medical processes that can be represented as discrete states or stages. They have particular use when the data are panel-observed, meaning they consist of discrete snapshots of disease status at irregular time points which may be unique to each patient. However, due to the difficulty of inference in more complicated cases, strong assumptions such as the Markov property, patient homogeneity and time homogeneity are applied. It is important that the validity of these assumptions is tested. A review of methods for diagnosing model fit for panel-observed continuous-time Markov and misclassification-type hidden Markov models is given, with illustrative application to a dataset on cardiac allograft vasculopathy progression in post-heart transplant patients.
Introduction
Parametric continuous-time multi-state models are a widely used method to model the progression of a categorical response variable over time. In medical applications, the response may refer to a disease state, and this state may only be observed at discrete, irregular intervals. Such an observation scheme is referred to as panel observation. Examples of applications of multi-state models to this type of data include HIV/AIDS, [1] [2] [3] human papillomavirus, 4, 5 psoriatic arthritis 6 and diabetic retinopathy. 7 For interval-censored or panel-observed data it is important to have a model that is sufficiently simple to ensure that the likelihood function is tractable and the parameters are identifiable. In most cases it is assumed that the disease process is independent of the sampling scheme. Markov models provide a reasonably flexible class of models which can be fitted to such data. Moreover, hidden Markov models (HMM) 3 allow the possibility of misclassification of the observed states to be accommodated. Recently, with improvements in computing power and developed software, such models have become easier to fit, particularly if an assumption of time homogeneity is made. While the inclusion of covariates can improve the feasibility of these models, such models make strong assumptions about the process.
This article reviews methods for assessing model fit for multi-state models for panelobserved data. We primarily focus on methods of appraising time homogeneous Markov models, as this is the simplest and most commonly fitted model. However, we also consider methods for misclassification hidden Markov models. Throughout the article, guidance on software for practical implementation of the methods is given. The R suite of programs called msm (multi-state models) was created and developed in the authors' unit 8 and so specific functions from this software will be cited as they are applied. We are aware, however, that several other freely available programs exist for at least some of the methodology we describe.
The article is structured as follows. The remainder of this section introduces the example dataset and describes the models fitted to it. Section 2 considers methods based on comparisons with empirical estimates, Section 3 considers types of plot and Section 4 details formal goodness-of-fit tests. Section 5 gives a review of methods of fitting alternatives to time homogeneous Markov models. Section 6 reviews methods for misclassification HMM. The article concludes with a discussion and general recommendations.
Cardiac allograft vasculopathy data
Diagnostic methods will be illustrated using data on Cardiac allograft vasculopathy (CAV), one of the main causes of death among long-term survivors of heart transplantation. The study included 596 post heart transplant patients who had their transplants between 1979 and 2000. 9 Patients were followed up until March 2005. CAV is a chronic disease involving narrowing of the arteries (stenosis). This narrowing process is assumed to be irreversible. Accurate diagnosis of the disease can be achieved through the use of intravascular ultrasound. However, this is considered prohibitively expensive in this context, therefore angiography is instead used to assess the disease. Angiography is scheduled at 1 or 2 year intervals but due to clinical constraints there is substantial variation. On the basis of the angiogram patients were classified as either normal (0% stenosis), having mild/moderate CAV (up to 70% stenosis) or severe CAV (more than 70% stenosis). In addition, the time of death or end of follow-up is known to within 1 day for all patients.
The data consist of 1972 angiograms, 563 patients had at least one angiogram, with patients undergoing up to 14 angiograms (mean 3.2, median 2). The remaining 33 patients died before their first scheduled angiogram. 225 of the 596 patients died within the study period. The mean follow-up time per patient was 8.6 years (median 8.2 years, range 0.3-21.6 years).
Models for the CAV data
Angiography is an imperfect measure of disease. Hence the classifications are subject to error. As angiography is considered to miss stenosis rather than over diagnose, a simple approach to modelling the data involves assuming the true state at an observation is the highest state observed up to that time. However, it can lead to some bias in the underlying estimates of transition intensities. Instead a misclassification HMM can be used in which observed classifications are imperfect measures of an underlying irreversible process. We consider two versions of the dataset. First, a four state time homogeneous Markov model is fitted to data where the current state is taken to be the highest observed state up to that time. In addition, a time homogeneous HMM is fitted to the observed states, where misclassification is assumed to be possible to adjacent states only. In both cases the underlying Markov chain has a state-structure as depicted in Figure 1 , with three transient states and death as an absorbing state. where qrr = − s =r qrs for r = 1, 2, 3. and qrs(t) = lim δt↓0 P(X(t + δt) = s|X(t) = r) δt for r = s, and since this model is time homogeneous qrs(t) = qrs for all t.
In addition, the models allow the instantaneous rate of CAV onset, q 12 , to depend on explanatory variables donor age (Dage), ranging from 6 to 60 years, and pre-transplant presence of ischaemic heart disease (IHD), a binary variable. log(q 12 ) = α 12 + Dage × β (Dage) 12
For data of the form of a series of observations x i0 , . . . , x in i at times t i0 , . . . , t in i , for patients i = 1, . . . , N, with covariate vectors z i and model parameters θ , the log-likelihood under a Markov assumption can be expressed as
is the (r, s) entry of the transition probability matrix, P(t 0 , t 1 ). In general the transition probabilities can be found by solving the Kolmogorov Forward equations (KFE) 10 dP(t 0 , t 1 ) dt = P(t 0 , t 1 )Q(t 1 ), (1.1) subject to initial condition P(t 0 , t 0 ) = I, where Q(t) is the matrix of transition intensities. Since the model for the CAV data assumes time homogeneous intensities, the transition probabilities are available in closed form. 11 Kalbfleisch and Lawless 12 gave a numerical Fisher scoring algorithm for computing the maximum likelihood estimate. These models can be fitted in several freely available computer packages, 8, 13 For example msm is a suite of R functions that will estimate Markov and HMM of general form and allows covariates on both the transition intensities and misclassification probabilities. 8 For the misclassification HMM, we make the assumption that the observed states, o i0 , . . . , o in i are independent conditional on the values of x i0 , . . . , x in i . The observed states relate to the true underlying states through misclassification probabilities,
These probabilities may be known, or unknown and to be estimated from the data. For the CAV data, we assume that misclassification is only possible to adjacent, nonabsorbing, states. Hence the matrix of classification probabilities is of the form where err = 1 − s =r ers for r = 1, 2, 3. Approaches to computation of the maximum likelihood estimates for misclassification HMMs are either to apply a continuous-time generalisation of the Forward-Backward algorithm for discrete-time HMMs. 4, 14 Alternatively the likelihood can be computed directly and maximised using derivative free optimisation algorithms. 3, 8, 15 For both models, CAV onset rates are found to be greater for higher donor ages. In addition, pre-transplant IHD is found to increase the CAV onset rate. Parameter estimates for the two models are given in Table 1 . The transition intensities are similar for the two models, and the misclassification probabilities confirm the clinical view that angiograms are more likely to underestimate than to overestimate disease severity. Note that a direct comparison of the maximised log-likelihoods cannot be made between the two models because the datasets differ.
Comparison with empirical estimates

Survival curves and hazard functions
The use of Kaplan-Meier product limit estimates as an informal way of validating a fitted Markov model for data where the time of entry into the absorbing state is known exactly is common in the literature. 1, 11 In principle, when times into the absorbing state are interval-censored, an analogous method using a non-parametric survival estimate for interval-censored data could be used. The idea is straightforward, if all subjects start in the same state at time zero and progress to an absorbing state, and if the assumptions in the Markov model are correct, there should be close agreement between the empirical survival curve and the survival curve implied by the fitted Markov model. Determining whether any disagreement we observe is within allowable bounds is less straightforward. The most common method is to plot the pointwise 95% confidence intervals of the Kaplan-Meier estimate. If the estimated survival curve from the fitted multi-state model goes outside the confidence limits this may be taken as informal evidence of lack of fit. Such a diagnostic is informal both because we consider all points on the curve and also because the pointwise 95% confidence intervals would only provide a valid pointwise test if the multi-state model were fully specified. Nevertheless, the confidence intervals provide a good indication of the relative uncertainty of the survival curve at particular times. This can be implemented in standard software, for example, the function plot.survfit.msm in the R package msm will produce these plots for time homogeneous models with exact death times. Figure 2 shows application of this method to the CAV data, for a Markov model without covariates. There is no indication that the fit of the model is inadequate in this respect.
Kaplan-Meier product limits assume homogeneity between subjects. For categorical covariates, it may be reasonable to compare an individual Kaplan-Meier estimate for the subset of data with a particular covariate pattern. Using Cox-proportional hazards models, fitted to the overall survival times, as the empirical benchmark has been proposed as a method of making comparisons in the presence of continuous covariates. 16 However, this method is only valid if the fitted multi-state model is a Markov model where
In other cases, the multi-state model only assumes proportional hazards within each transition intensity and not in the overall survival. Hence, the two estimates will not be asymptotically consistent when the multi-state model is correctly specified. An alternative method of assessing the fit is to compare the fitted hazard function of the survivor process with the empirical hazard function. The empirical hazard function for right-censored data can be found using kernel density estimation. 17 Approximate pointwise confidence intervals for the hazard can be found by applying a non-parametric bootstrap. 18 However, as with Kaplan-Meier estimates for the survival curve, these estimators assume random censoring and identically distributed subjects. The estimate will not be consistent either with individual hazards or the population hazard, in the presence of covariates or random frailties.
Prevalence counts
The survival or hazard curve of the absorbing state of the process represents only part of the model. Therefore, they should form only one part of an assessment of goodness-of-fit.
Ideally, similar empirical curves for the occupancy of all the states would be available, but with interval-censored data the process is observed incompletely. Prevalence counts 1 provide an informal empirical measure of state occupancy.
Methods based on prevalence counts compare the observed state occupancies at a fixed set of times with those expected by the fitted model. This method attempts to overcome problems of irregular observation times and is applicable in the case of exact death times.
The observed and expected counts in each state are calculated at a chosen set of times t 1 , . . . , tn. When there is a balanced observation scheme, so that all patients are observed at the same time points, the common observation times are the natural choice of times to use for the prevalence counts. In this situation
where r 0i is the initial state at time 0 for the ith subject, z i is the covariate vector for subject i and δ i (t) indicates for what period of time the patient was under observation. If the time of potential censoring of patient i is known to be c i , then
An indication of where the data deviate from the model is gained by comparing the observed count O jr with the expected count E jr for particular state r and time t i through
A large value of M jr would indicate a poor fit. However, formal tests to determine whether the deviances observed are statistically significant are not available because the distribution of M jr is unknown in general. When the observation scheme is unbalanced, it is no longer possible to find a set of times for which all patients, still in the study, had an observation. In order to calculate the observed prevalences at a common time, it is necessary to interpolate in some way. Gentleman et al. 1 suggested assuming that the patient is still in the state they were in at the last observation. Thus we base O jr onX i (t) defined as
where t * i is the maximum time below t at which subject i was observed. For a progressive model, this implies the assumption that no additional transition has occurred since the last observation so that the assumed observed state for a subject is always an underestimate of their true state. An alternative approach is to assume that any transitions occur at the mid-point of an interval. Here,X i (t) is defined as above except t * i refers to the observation time for subject i nearest to time t. This seems to be a better choice for progressive models. However, when observed transitions imply the passing through of a series of states, it is likely that intermediate states will be underestimated in the prevalence counts. To some extent the sensitivity of estimates to the interpolation assumptions can be assessed by estimating M jr under a range of assumptions.
Mathieu et al. 2 instead chose to only consider the subgroup of subjects who had an observation close to the time of interest. They chose those subjects who were observed within 44 days of 1 year for instance. Therefore any interpolation bias is minimised. However, this method is only appropriate if observation times are entirely independent of the multi-state process. For instance if the sampling depends on 'doctor's care' 19 so that patients who are observed in a high state have their next examination time scheduled earlier, then patients with higher states will potentially be over represented in the subset of subjects.
The choice of t 1 , . . . , tn can be crucial in determining whether the data appear a good or poor fit. To avoid having to make such a choice, a graphical generalisation of prevalence counts can be made. Rather than merely seeking O jr and E jr at a discrete set of times, we may instead consider
and
Or(t) is then a step function. Crude estimates of the variance of Or(t) can be made if the error from the interpolation approximation in Equation (2.1) is ignored. Then Or(t) can be said to be multinomial with size nt = i δ i (t). However, variability due to the interpolation assumptions is often greater than the conditional variance and resulting comparisons may not be robust.
The functions prevalence.msm and plot.prevalence.msm in the R package msm compute the prevalence counts and the graphical generalisation and allow a choice of interpolation methods. Figure 3 gives the graphical prevalence chart for the time homogeneous Markov model fitted to the CAV data, using O jr based onX i (t) as defined in (2.1) and expected counts given by the smooth curves. This shows some quite systematic differences between observed and expected prevalences. In particular, the estimated prevalence in state 1 in the fitted parametric model is significantly lower than the empirical estimate. Note that the estimate of state 4 prevalence differs from the estimated Kaplan-Meier survival in Figure 2 . This is because the methods of estimation differ, and the prevalence count is based on a moment estimate, which means the estimated prevalence in the absorbing state is not necessarily monotonically increasing.
Prevalence counts are therefore of limited use as a model diagnostic, except when observation of the process is sufficiently regular that interpolation approximations do not have much impact. 
Non-parametric estimates of prevalence counts
Ideally, more sophisticated non-parametric estimates of prevalences would provide a more accurate comparison of observed and expected state occupancies. Nonparametric maximum likelihood estimates (NPMLE) for interval-censored processes can be obtained based on self-consistent estimators. However, the range of models for which estimators have been applied is limited.
The most basic case of interval-censored survival data was developed by Peto 20 and Turnbull. 21 Assuming a Markov process, Frydman 22, 23 developed methods for a threestate unidirectional model and an illness-death model where the time of death and the state from which death was entered are known. Gauzère 24 and Frydman and Szarek 25 have extended to the case of an illness-death model where the state from which death is entered is unknown. Under a semi-Markov assumption, determining the support of the NPMLE is more difficult, Satten and Sternberg 26, 27 used a discrete time approximation for the case of a unidirectional model of arbitrary degree. By comparing estimates of the median waiting time in each state, they showed that a time homogeneous Markov model was a poor fit to data on the history of HIV disease in perinatally infected infants.
Currently, to our knowledge there are no methods for models with covariates except in the simple survival model. 28 No well-derived asymptotic theory for non-parametric estimators for interval-censored and panel-observed data exist. One possible approach is to use a non-parametric bootstrap or jackknife variance estimator but these methods can be time consuming. An alternative, proposed by Turnbull is to condition on the weights of support of the NPMLE and then use the inverse of the Fisher information matrix. 21 However, this lacks a theoretical basis and the observed Fisher information matrix is often non-positive definite or singular. Sun 29 proposed a method which involves simulating right-censored data conditional on the observed data and the NPMLE, computing variance estimates on the simulated data using Greenwood's formula, and using the conditional variance formula to compute the overall variance. This gives consistent variance estimates but the method has not been extended to multi-state processes. Overall, the general difficulty in implementation and lack of general methodology, make NPMLEs of limited use for testing model fit of parametric multi-state models.
An alternative non-or semi-parametric approach to fitting progressive multi-state models is through penalised likelihood methods. 30 It is argued that likelihood crossvalidation methods will strongly reject non-smooth non-parametric estimates and it is unrealistic for a biological process to have abrupt changes in hazard. Therefore, the transition intensities are estimated by maximising a penalised likelihood function
where q(.) is the set of intensity functions, which vary with time t, T is the last observed time in the data and κrs is the constant that determines the level of smoothing for the transition intensity relating to transitions between states r and s. Spline functions are used to estimate the transition intensities. Penalised likelihood methods have been applied to both time inhomogeneous Markov and semi-Markov models 31, 32 and also to time inhomogeneous semi-Markov models. 33 A further alternative to fully non-parametric approaches is to fit models with piecewise constant intensities, with a sufficiently large number of pieces. 34, 35 For some types of progressive Markov model, an EM algorithm can be constructed to compute the maximum likelihood estimate. 36 3 Graphical methods
Influence plots
Potential outliers in a dataset can be identified by considering the influence of each patient. The 'leave-one-out' jackknife estimators,θ (i) , are found by removing patient i from the dataset and calculating the maximum likelihood estimate for the reduced data. The overall influence of each patient can then be found by weighting by the covariance estimate
where I(θ ) is the observed Fisher information evaluated at the maximum likelihood estimate. This approach can be time consuming if the number of subjects is large or if it takes significant time to refit the model. In these situations the jackknife estimates can be approximated using the score contributions of each subject. Since I(θ) is typically computed as part of the likelihood maximisation, this method only requires additional Model diagnostics for multi-state models 631 computation of the first derivatives of the log-likelihood. The influence for patient i is then given by
While there may be considerable differences in the influence levels for patients with low influence, the two measures will be in close agreement in determining the points of significant influence. Formal tests of the influence of particular points are not possible because the subjects are not identically distributed. Subjects with a greater number of observations will naturally tend to have a higher influence. Nevertheless, influence plots can be a useful exploratory tool. By examining characteristics of patients with high influence, it may be possible to determine aspects of the model which may not fit. Different plotting symbols may be used for different covariate patterns (e.g. men and women or different age groups) as an informal diagnostic tool. The function scoreresid.msm calculates and plots the score residuals for a fitted Markov model, although it does not currently accommodate misclassification models or models with censored states. Figure 4 shows the score residuals plotted against follow-up time for the Markov model on the 596 patients in the CAV data set assuming no misclassification. We find that, as expected, influence is lowest among patients who were censored and had a short follow-up time. There are no subjects giving extreme influence compared to the others, but several of the patients with the highest influence were those who were observed to spend several years in state 2 (mild CAV) without progressing either to severe CAV or to death. In the original dataset these patients were assessed to have CAV at one angiogram, but were assessed as healthy at subsequent angiograms. This suggests that the assumption used in the Markov model, that the true state is the highest state so far observed, may be causing a lack of model fit and that a misclassification HMM might be more appropriate.
Example: Markov model for CAV data
Summary residuals
Calculation of summary residuals is an informal way of assessing the fit of a Markov model proposed by Kosorok and Chao. 7 For each pair of consecutive observations, x j and x j+1 , a residual is constructed based on the difference between the observed value x j+1 and the expected distribution of X j+1 conditional on
where R is the number of states in the Markov model. Then define
where x * j+1 is an R dimensional vector with kth entry δ k,x j+1 , where δ is the Kronecker delta and P(t; θ)r denotes the rth row of the transition matrix. Further the variance for the non-normalised jth residual is given by If the true value of θ , is known then the r j (θ) will be independent, with mean zero and variance 1. When θ is replaced withθ , these properties will still be approximately true. Scatter plots of these residuals against quantities of interest within the model can be used to assess the appropriateness of assumptions within the model. In particular, the functional form of the covariates can be assessed.
The scatter plots alone have little interpretative value. This is because typical output will be of the form of large clusters of data points in a series of rows, their number depending on the number of states in the model. Kosorok and Chao computed a running mean-smoothed version of the summary residuals with an appropriately sized window width. They then compared this smoothed mean with zero. However, using this method it is difficult to determine if the deviation from zero is significant. We propose to instead use kernel smoothing of the residuals. 37 This approach allows approximate standard errors for the smoothed estimate to be computed, under the assumption of independence of the residuals. Moreover, a test of 'no effect' of the quantity of interest based on a pseudo-likelihood ratio can be used to get an approximate p-value. This can be implemented using the function sm.regression in R. 38 An R function to calculate the summary residuals from a model fitted using msm has been developed and is available on request from the authors.
A problem with summary residuals is that the values of the residuals depend to some extent on the labeling of states as they convert an ordinal state into a numerical value. In most cases the labeling of states in a multi-state model is arbitrary. In addition, summary residuals are not applicable when the data include exact death times.
Example: CAV data
Since the method is not applicable to data with exact deaths we cannot apply it directly to the CAV data. However, we can apply the method to a truncated version of the CAV dataset, where state 3, severe CAV, is taken to be an absorbing state. This involves removing all transitions to death. Of primary interest is whether the assumption of log-linearity in the covariate effect of donor age is reasonable. This can be tested by plotting the summary residuals for each observation against donor age ( Figure 5(a) ). This gives a plot with a series of horizontal clusters. The cluster just below zero corresponds to 1 → 1 or 2 → 2 transitions. The middle cluster corresponds to 1 → 2 or 2 → 3 transitions and most of the highest valued residuals are 1 → 3 transitions. The kernel smoothed residuals show no trend and the approximate pointwise confidence limits contain zero throughout indicating no evidence against a log-linear donor age effect. A pseudo-likelihood ratio test, based on the change of deviance between the models r j = 0 and r j = f (Dage j ), where f (.) represents the kernel smoothed residuals, gives a p-value of 0.45. This also indicates no evidence against a log-linear donor age effect.
The reported p-value is only valid under the assumption of independence of the residuals, which is not true given thatθ rather than θ is used in their construction. In this CAV data example, a parametric bootstrap approach suggests that a 5% test has true size of ∼3.3%. This suggests that the test is slightly conservative but may still be of practical use.
Time homogeneity can be assessed by plotting the residuals against the time at which the observation that the residual refers to take place. In this case the kernel smoothed residual line suggests some deviation from zero between 5 and 10 years. The smoothed mean is above zero suggesting more transitions to higher states than expected. In this case the p-value for a test of no effect of time on the residuals is 0.04 suggesting some possible departure from time homogeneity.
Formal tests
Local score tests
Local score tests 1, 39 provide a direct test of the assumption of time homogeneity for a particular transition intensity, near to a particular time point. Specifically, it is assumed that the dependency on time, is either linearisable near to a particular time point t, such that qrs(t) = qrs + t for small , or else follows a power relationship
for β near to 1. First-order power series solutions to the resulting KFE for these transition intensities, allow computation of the score function, U, for = 0 or β = 1. The standard deviation of this score function can be obtained from the Fisher information matrix of the null model. This gives a test with an approximate N(0, 1) null distribution. The sign of the resulting statistic also gives an indication of the direction of the time dependency (i.e. whether the intensity is increasing or decreasing).
Usually the linear and power formulations provide similar results in terms of the sign of the test statistics, but there may be some disagreement in the level of significance.
The advantage of local score tests is that only the time homogeneous model needs to be fitted. Moreover, the method can be applied to cases of irregular observation times, and separate tests on each transition intensity make the method potentially informative as to where the lack of fit lies. However, to implement the method it is necessary to compute the expected Fisher information matrix, computed at the null values, because the observed Fisher information matrix may not be positive definite at = 0 or β = 1. This is relatively straightforward for data where all transitions are panel-observed and does not require computation of the second derivatives of the transition probability matrices. 1 However, when times of death are known exactly, the situation is the same as right-censored multi-state models where the expected Fisher information matrix cannot be computed without making additional assumptions on the censoring pattern (Hougaard, p. 191 ). 40 Moreover, even after adopting such assumptions, the second derivatives of the transition probability matrices would need to be computed and integrated. This makes local score tests difficult to perform in the case of exact death times.
Both the linear and power formulations of the test give an alternative hypothesis where the intensities are monotonically increasing or decreasing in time. This means that the test may be poor at identifying lack of fit in data where the intensities increase and then decrease with time.
Pearson-type goodness-of-fit tests
When the observation scheme is balanced, meaning t ij = t j for all i, and where there are either no explanatory variables or they are categorical, taking values indexed by c, the likelihood for a multi-state Markov model is given by
is the observed number of r → s transitions between t j and t j+1 for patients with covariate value c. Being proportional to a multinomial likelihood, a Pearson χ 2 goodness-of-fit test or asymptotically equivalent likelihood ratio test, can be applied. 12, 39 The likelihood ratio test has statistic represents the expected number of transitions and n jcr is the number of individuals with covariate value c observed in state r at time t j , who have an observation at time t j+1 . Each statistic has an asymptotic null distribution which is χ 2 with degrees of freedom given by C − |θ|, where C is the number of independent cells from the resultant contingency table and |θ| is the number of unknown parameters fitted from the data.
These goodness-of-fit tests cannot be applied when the observation process is unbalanced or when the number of possible values of the explanatory variables is too great to allow separate groupings for each value since the observed transitions are no longer identically distributed. Aguirre-Hernández and Farewell 41 proposed a Pearson-type goodness-of-fit test which accommodates irregular observation times and continuous covariates. Observations are categorised by observation number into observation categories, h, and, within each observation category, by time interval category, l h . Additionally, observations are categorised by covariate category, c, according to quantiles of the estimated transition intensity qrs. Then, for each transition type, r → s for a patient with observations at times t j , j = 1, . . . , n, we calculate
where the summation is over the set of observations:
where z is the vector of covariates for a patient. Then the statistic is given by
The analogous Pearson χ 2 statistic has a null distribution which has degrees of freedom C − |θ |. However, for the AH/F test, the null distribution is only approximately χ 2 .
Aguirre-Hernández and Farewell showed through simulation that the χ 2 approximation was adequate for models without covariates, but for models with fitted covariates, T had a null distribution with a higher mean than the degrees of freedom. For an accurate pvalue they suggest it is necessary to use a parametric bootstrap. This involves simulating data from the model with parameters taken at the maximum likelihood estimates, reestimating the parameters from the simulated data and then computing the statistic based on the new data and parameter estimates. The same observation times are used in the simulated datasets as in the original data. Bootstrapping can be time consuming in more complex models because of the requirement to repeatedly refit the model. Moreover, since we are interested in the tail area of the distribution of T, at least 1000 bootstrap samples are advisable. In cases where bootstrapping would be prohibitive, an asymptotic approximation conditioning on the total cell counts, which expresses the null distribution as a weighted sum of independent χ 2 1 random variables, can be used. 42 The Aguirre-Hernández and Farewell test is not suitable for data in which the time of entry into the absorbing state is known exactly. This is a very common situation in medical applications where the date of death is known precisely, whilst passage between other states is interval-censored. For individuals who died, the expected transitions relating to their final observation will be biased because an observation only took place because there was a death, i.e. the process and sampling were not independent. Titman and Sharples 9 presented a modified test to accommodate this situation. The modified method involves imputing estimated times at which the next observation would have occurred, had the patient survived. The resulting statistic has a null distribution with a mean roughly equal to C − |θ |, but with a smaller variance than χ 2 . If the value of the statistic exceeds χ 2 C (0.95) then it can be assumed the fit of the model is poor. For an accurate p-value it is necessary to use a parametric bootstrap.
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Example: CAV data The Titman and Sharples goodness-of-fit test for exact death times can be applied to the time homogeneous Markov model fitted to the CAV data.
We choose two observation number groupings and three time quantile groupings. This ensures reasonable power to detect lack of fit without the cell counts being too small. The observation number, time quantile and covariate groups chosen in general depend on the total number of patients and the number of times patients are observed. The statistic for the CAV dataset has a value of 52.8. The contingency table constructed has degrees of freedom 36 − 5 = 31. Therefore, the mean of the null distribution is approximately 31 and an upper bound for the upper 95% point of the distribution is χ 2 36 (0.95) = 51.0. Of 1000 bootstrap samples, only 3 exceeded the observed value of 52.8, giving a p-value of 0.003. The test therefore indicates that the fit of the model is poor. Table 2 gives the contingency table for the goodness-of-fit test, the largest deviances are shown in bold. The majority of the lack of fit is in 1 → 2 transitions, with greater than expected numbers of such observations occurring in short time intervals and fewer than expected in longer time intervals.
These Pearson-type goodness-of-fit tests can be implemented for time homogeneous Markov models in the R package msm by using the function pearson.msm. The function includes an option to calculate bootstrap p-values.
Tests of the survival curve
An alternative approach to constructing a formal test in the presence of exact death/absorption times is to construct a test based on comparison of the empirical survival curve with the fitted parametric alternative. This is a formal generalisation of the approach in Section 2.1. Such tests are difficult to construct, particularly in the presence of covariates and when censoring times are random.
One possible method is application of a test by Lawless. 43, 44 This tests the hypothesis that the failure times come from some family of survival distributions, F(t; θ), where θ is to be estimated from the data. In the special case of a Markov model in which all subjects are in state 1 at time 0, F(t; θ) = 1 − p 1R (t; θ). The test considers a set of times 0, t 1 , . . . , tn. The observed failure times are grouped according to the interval I i = (t i , t i+1 ] they lie within. The frequencies within each interval, O i comprise the observed data. The expected frequency for the interval I i is calculated by taking
where r i is the number of subjects observed to be at risk at time t i . Each O i can then be thought of as being binomially distributed. A Pearson-chi-square test or an asymptotically equivalent likelihood ratio test, can then be performed. However, the calculation for the expected frequencies is valid only if it can be assumed that subject censoring is restricted to the points t 1 , . . . , tn. If they can instead occur at any time, the expected counts given from Equation (4.5) will be higher than the true value. Moreover, even when the censoring assumptions are true, the null distribution of the statistic is known only to lie between χ 2 n−|θ |−1 and χ 2 n−1 . For models with a large number of parameters compared to the number of intervals, this can mean there is a very large degree of uncertainty about the p-value. Castelli et al. 45 proposed a similar type of test for right-censored failure times and irregular right-censoring times in the context of a semi-Markov model. They also allowed for the possibility of multiple absorbing states. Whilst their test statistic was also analogous to a Pearson χ 2 test in structure, they used a parametric bootstrap algorithm to estimate the null distribution.
In general, constructing a formal test on the survival curve is at least as difficult as performing a general Pearson-type goodness-of-fit test. However, tests based solely on the survival curve will tend to have lower power in detecting lack of fit. The Pearson-type goodness-of-tests of Section 4.2, therefore seem the preferable method of constructing a formal test.
Specific alternatives to time homogeneous Markov models
Random effects models
One source of model misspecification is omission of explanatory variables. If there are important explanatory variables, an obvious approach is to include these extra variables in an elaborated multi-state model and compare nested models through a likelihood ratio test. More generally explanatory variables may be unavailable or may be unobservable. In this situation a random effects model may be appropriate. For instance, for a time homogeneous Markov baseline, this may involve assuming that the transition intensities for subject i are given by
where φ (i) rs for r, s = 1, . . . , R are drawn from some random effects distributions and are possibly correlated or identical.
In the general case, these models are difficult to fit because the observable data are not Markov. The likelihood is given by
where the integral is over the, possibly multi-dimensional, space of and g(.) is the random effects distribution. In most cases, this integral is not available in closed form.
One exception is the 'tracking' model proposed by Satten. 46 This is the simplest case, in which the random effect acts on the whole matrix of transition intensities, i.e. Q i = Q 0 exp(φ), so that the integral in (5.1) can be reduced to a sum of Laplace transforms. Satten only dealt with a unidirectional model, but the likelihood can also be computed for any progressive model and also in the case of exact death times. However, for models in which backward transitions are possible, the number of terms in the sum grows exponentially with the number of observations per patient and is therefore not practical unless the number of observations per patient is small.
Cook et al. 6 fitted random effects models of the form q (i) rs = qrs exp(φrs) where φ is a vector equal in length to the number of transition intensities in the model and is a realisation from a multivariate discrete random effects distribution . Points were chosen to ensure that E(exp( )) = 1 and that Cov( ) = , to be estimated from the data. Different covariance structures can be fitted, for instance, for a unidirectional model, a diagonal refers to independent random effects in each state. More general forms for allow models in which the rates of progression between pairs of states can be positively or negatively correlated. Cook et al. considered progressive models. However, in principle, the method could be applied to bidirectional models with the restriction that a patient has the same random effects vector for each sojourn in a particular state. Hence the discrete formulation also allows an approximate form of the 'tracking' model to be fitted in cases where there are backward transitions. Fitting discrete random effects models can be quite slow. The likelihood for subject i is given by
In the example considered by Cook et al., 64 points were used in the discrete distribution. This means computation of the likelihood takes around 64 times longer than it would in an equivalent Markov model. The number of necessary points will increase with the number of transition intensities in the model.
In order to conduct a likelihood ratio test between a homogeneous Markov null and a random effects alternative, it is necessary to note that the parameter values for the null lie on the boundary of the parameter space. Likelihood ratio statistics therefore do not have an asymptotic χ 2 distribution. Self and Liang 47 derived the correct distributions in such situations. For instance, the correct distribution for testing a Markov null against the 'tracking model' is a 50 : 50 mixture of a χ 2 1 distribution and a degenerate distribution at zero.
While random effect models allow direct tests of the omission of explanatory variables, their value as a general goodness-of-fit test for Markov models is limited. In general, processes with random effects on the transition intensities produce data close in characteristics to data generated by a time inhomogeneous process with decreasing transition intensities. 48 This is particularly true with the 'tracking' model, but also applies to some more complicated random effects models. For instance, if each transition intensity is given a separate independent random effect, then this resembles a semi-Markov model with decreasing intensities in each state. Unless there is some a priori knowledge that individual frailty is more feasible than non-stationarity, it may be more useful to fit a time inhomogeneous model, as this allows for the possibility of increasing transition intensities.
Time dependent alternatives
Computation of the likelihood for panel-observed Markov model involves computation of the transition probabilities which are found by solving the KFE (1.1). When the process is time homogeneous, a closed-form solution to (1.1) can be found P(t 0 , t 1 ) = P(s) = exp (sQ) = ∞ n=0 s n n! Q n where s = t 1 − t 0 . The matrix exponential in this equation can be calculated using the eigen-decomposition of Q. Let D be a diagonal matrix of the eigenvalues and U the matrix with the corresponding eigenvectors as columns. Provided the eigenvalues are distinct, U is invertible and Q = UDU −1 ,
The assumption of time homogeneity is one both of particular interest and with potential to be incorrect. However, this assumption is often made. This is partly because computation of the likelihood for an inhomogeneous Markov model requires the solution to the KFE which, for most forms of Q(t), give a set of non-linear differential equations without close form solutions. Two main exceptions to this exist.
The first is when the transition intensity matrix is a piecewise constant function, 49 such that
Qn t ≥ tn
.
In this situation, the KFEs have solutions for t 0 , t ∈ (t i , t i+1 ], and transition probabilities between times spanning more than one region of constant hazard can be found via the Chapman-Kolmogorov equation, so that for t ∈ (t i−1 , t i ] and s ∈ (t j , t j+1 ]
Models with piecewise constant intensities can be fitted using existing software, for instance using the program MKVPCI 13 which allows at most two change points. In the R package msm, models with an arbitrary number of change points can be fitted by specifying the vector of change points as an argument within the main function.
Piecewise constant transition intensities models allow quite a high degree of flexibility. However, the necessity to make a choice as to the location and number of change points of Q(t) is a significant drawback. This is particularly the case if the purpose of fitting the piecewise constant model is primarily to produce a likelihood ratio test against a time homogeneous null. A second drawback of these models is that the assumption of hazard functions with deterministic discontinuities may not be viewed as biologically plausible. However, it can be useful as an assessment of time homogeneity.
The second special case is when
for some non-negative function g(t). This formulation implies that there exists an operational time such that the process is time homogeneous Markov. Specifically,
defines the operational time for which the process is time homogeneous. Models of this nature were first proposed by Kalbfleisch and Lawless, 12 specifically with g(t) = exp (−φt). If g(t) = αt α−1 , then a model with Weibull intensities with common shape parameter α can be fitted. Such a model was fitted by Omar et al. 50 for a three-state progressive illness-death model. Both these models are quite restrictive as they constrain all intensities to be monotonically increasing or decreasing depending on the sign of φ or α. Recent work by Hubbard et al. 51 has proposed a model where the operational time, h(t), is estimated non-parametrically using a kernel smoother. This method allows greater flexibility in the inhomogeneity and removes the necessity to choose a specific functional form for the inhomogeneity. However, it is still necessary to specify the knot locations in the kernel smoother, the number of knots and the smoothing parameter. Moreover, all models of the Q(t) = Q 0 g(t) form assume that the ratio of transition intensities stays constant across time.
Application to CAV data
The assumption of proportional transition intensities common to all transitions can be restrictive in many medical applications, for instance in the CAV data, where there is evidence of time dependence in CAV onset intensity, q 12 , but little evidence of it in disease-free mortality rates q 14 . Application of the time transformation method described above, choosing seven spline knot points gives a non-significant improvement in the log-likelihood (5.21 on 6 degrees of freedom) over the time-homogeneous model. This is in contrast to piecewise constant hazards, where significant time dependency in q 12 (t) was identified. Choosing a change-point at five years post-transplant, leads to a time inhomogeneous model with five more parameters than baseline, with corresponding likelihood ratio statistic of 21.50 on 5 degrees of freedom. Only q 12 (t) has a significant time effect, with the intensity increasing by 1.84 (1.38 -2.46) beyond 5 years. Thus, in effect the time transformation method averages effects over all transitions and may be inefficient in identifying departures from time homogeneity in individual transitions. More complicated time inhomogeneous Markov models are possible through numerical solutions to the KFEs. For progressive models, the transition probabilities can be found by numerical integration. 52 A SAS routine is available to fit unidirectional time inhomogeneous Markov models of arbitrary degree, in which the transition intensity from state 1 to state 2 is of Weibull form. 53 More generally however, models with backwards transitions would require direct numerical solutions to the system of differential equations.
Semi-Markov models
Semi-Markov models, where the transition intensities depend on time since entry into the current state rather than calendar time, are generally harder to fit than time inhomogeneous Markov models. For progressive models with a small number of states (e.g. 3 or 4) the likelihood can be computed using direct numerical integration. 54 Kang and Lagakos 5 developed methods for models with reverse transitions, although for tractability they required that some of the states had exponential sojourn times and that there was a guarantee time (i.e. minimum waiting time) in other states. Crespi et al. 55 instead constructed a model with a latent Markov structure, allowing the process to be semi-Markov but have a likelihood equivalent to a type of HMM.
Methods for misclassification HMMs
Several of the goodness-of-fit methods discussed above are also applicable for misclassification HMMs. In particular, comparison of the overall survival curves or hazard rates remains straightforward. Influence plots can be constructed in a similar way as before, although calculation of first derivatives becomes more complicated. 56 
State change plots
Bureau et al., 4 in the analysis of data from a two-state recurrent model, proposed fitting Kaplan-Meier estimates of the transition between the two observed states. The plot for state 1 is constructed by taking the first time at which a subject is observed in state 1 as its initiation time. The event time is then the time elapsed when the subject is observed in state 2. The subject is censored if it is observed to remain in state 1. A particular subject may contribute more than one set of times if observed to go to exit and subsequently return to state 1, the time at which they are observed to return to state 1 is taken as a new initiation time.
While Bureau et al. only considered a two-state case, extensions to multiple states are relatively straightforward. A plot is constructed for every pair of states for which an observed transition is possible. The curves are constructed in a similar way as the two-state case. When the plot represents a forward transition (e.g. state 1 to state 3) an event is taken to have occurred if a state greater than or equal to the destination state of interest is observed (e.g. state 3 or above). When the plot represents a backward transition (e.g. state 3 to state 2) an event is taken to have occurred if a state less than or equal to the destination state of interest is observed (e.g. state 2 or below).
The shape of the curves reflect the underlying latent process and the observed process. In addition, the sampling scheme of the data also affects the shape of the curves. For instance, suppose patients are observed on a 3 monthly basis, but that some visits are missed so that the actual time between observations is 3, 6, 9, . . . months. The statechange plot from state 2 to state 1 would then be a step function with jumps only at 3, 6, 9, . . .. In addition, the respective step sizes at the 3 monthly intervals will be different depending on the proportion of missed visits. For instance, there will be a greater drop at 3 months if fewer visits are missed.
Curves can be compared to the curves predicted by the fitted model. Since the shapes of the curves are dependent on the sampling scheme, these expected curves can only be determined by simulating many sets of states at the observation times for the existing data. Approximately 100(1 − α)% point-wise confidence intervals can be constructed by ordering the simulated curves and taking the 100( α 2 )% and 100(1 − α 2 )% points. These will tend to have ≥ 100(1 − α)% coverage because the simulation does not take into account that the HMM has been fitted to the data rather than fully specified.
A problem may occur if the observation times are dependent on the previous state ('doctor's care' 19 ). Unless this is incorporated into the simulated data, disagreement in the plots may be due to different sampling distributions rather than inaccuracy in the model.
Despite being quite ad hoc in their construction, state change plots do provide an effective informal method of assessing goodness-of-fit for misclassification models. The plots can also be applied to Markov models which do not have misclassification, particularly if the model has reverse transitions. An R function to calculate the state-change plots for a model fitted using msm has been developed and is available from the authors on request. Figure 6 shows these plots for the HMM model for the CAV data. The influence of the sampling scheme is apparent in the large jumps in the state-change survival estimates at around 2 and 4 years, particularly for the 1 → 2 plot. The plots suggest possible lack of fit relating to the 2 → 1 transitions. The observed line lies above the upper confidence interval suggesting a greater than expected tendency to remain in the same state.
Example: CAV data with misclassification
Generalisation of prevalence counts
The concept of prevalence counts, as discussed in Section 2.2 can be extended to misclassification HMMs. If the prevalence counts are constructed for times t 1 , . . . , tn and all subjects are to be observed at precisely those times then the expected contribution for time t j and state r is
Thus we are comparing observed and expected counts of the observable process. As before, some interpolation is necessary to determine the actual observed counts when observation times are irregular. As with regular prevalence counts, the approach can be generalised to provide a plot approximating prevalences through time. The R function plot.prevalence.msm includes the case of misclassification HMMs. where P(X i = r|O 1 , . . . , O i−1 ) can be obtained by taking the normalised vector
Contingency table generalisations
When a subject is observed n times within the interval of interest, each of these probabilities is given a 1 n weighting. As with prevalence counts, discrepancy between the observed and expected counts can be taken as informal evidence of poor fit, but formal tests of fit cannot be carried out.
The advantage of this method over using prevalence counts is that it is more appropriate for irregularly spaced observation times. In addition, whereas prevalence counts primarily test the underlying Markov model, poor fit from a prediction of future observations table is more likely to be due to problems with the link between the underlying and observed processes. However, this approach may miss some systematic lack of fit because reference to the previous observed state is not made in the categorisation.
Pearson-type tests
As with Markov models, Pearson-type goodness-of-fit tests are also possible for HMMs. Bureau et al. 4 constructed informal contingency tables classifying observations by the past sequence of observed states. Expected counts were computed using P(O i |O 1 , . . . , O i−1 ) as in Equation (6.1). Statistics based on (O−E) 2 E were compared to a χ 2 distribution with degrees of freedom equal to the number of independent cells in the table. There is no theoretical justification for such a null distribution since it does not take into account the effect of estimating the parameters from the data nor the heterogeneous nature of the data. Nevertheless, this procedure can indicate lack of fit, particularly when the degree of disagreement is large.
More formally, Titman and Sharples 9 extended the Pearson-type goodness-of-fit test proposed by Aguirre-Hernandez and Farewell 41 to the case of misclassification HMMs. In the same way as Bureau et al., this is based on the observed states and is conditional on all previous observations. Observations are grouped into categories in the same way as in AH/F (see Section 4.2). Additionally, if there are sufficient observations, one may also group by the sequence of past observations. Analogous to the AH/F test, the null distribution is approximately χ 2 C−|θ | and similar arguments can be applied to compute a closer asymptotic approximation. 42 When asymptotic results cannot be relied on, a parametric bootstrap can be used. The function pearson.msm can also be used to test the fit of time homogeneous misclassification HMMs.
Test of independent misclassification
A strong assumption in standard misclassification HMMs is that conditional on the true underlying states the observed states are independent. This assumption may be incorrect, for instance the observed state may be based on a biological marker which is subject to short-term fluctuations that are unrelated to the process of interest. If observations occur frequently relative to the time scale of the these fluctuations, then observed states at consecutive observation times will have a higher correlation than expected. To some extent, both state change plots and the Pearson-type tests will assess the assumption of independence. However, a simple likelihood ratio test can also be constructed. We consider an alternative model, with time dependent covariates affecting the misclassification probabilities, ers. Specifically, we say that at time t ij for patient j, ers depends on a categorical covariate, o (i−1)j , their previous observed state. Under independent misclassification, o (i−1)j should have no effect on ers. Example code for performing this test using the R package msm is given in the appendix.
The alternative model fitted does not, in itself, represent a reasonable model for dependent misclassification. We would expect correlation between observed states (conditional on the true underlying state) to decay over time, whereas in the previous observed state model, the dependency on the last state is the same regardless of the time elapsed since the previous observation.
Example: CAV data with misclassi cation
The effectiveness of this test can be seen through application to the CAV dataset. The observed statistic for the model comparison is 68.6 on 7 degrees of freedom, suggesting a poor fit of the misclassification HMM. The model with dependent misclassification estimates a higher probability of observing the same state as on the last observation than the standard misclassification HMM. This test clarifies the lack of fit indicated in the Pearson-type goodness-of-fit test and the state change plots for this dataset.
Discussion
Model assessment for panel-observed multi-state models is not straightforward due to transition times between states being unknown and the irregular nature of the observation scheme. Some simple methods of model assessment can be effective to some extent. Comparison with the Kaplan-Meier estimate of overall survival provides a good test of the basic feasibility of a model, but lacks power in detecting lack of fit. Similarly prevalence counts and plots may be effective if subjects are observed frequently, but will be unreliable in other cases. Influence plots are a straightforward way of determining potential outliers. Summary residuals have some scope for assessing the functional form of covariate relationships, but the method is not applicable to the case of known times of entry into the absorbing state.
Some formal tests of goodness-of-fit are available. Local score tests, testing for time inhomogeneity in a particular transition intensity, have the advantages of both having a test statistic with a known and simple asymptotic null distribution and giving an indication of the nature of the lack of fit. However, the necessary calculation of the expected Fisher information matrix is not straightforward when times of entry into the absorbing state are known exactly.
Pearson-type goodness-of-fit tests provide a way of assessing general model fit. Moreover the resulting contingency table gives an indication of where any lack of fit lies. Extensions to this method to allow for misclassification HMM and known absorption times are also available. However, to perform the method it is necessary to specify a grouping scheme for the data. Moreover, the null distribution of these statistics is complicated and bootstrapping may be necessary for an accurate p-value, particularly for the case of known absorption times. Formal tests on the survival curve are also possible, however they suffer from similar problems to general Pearson-type tests, and have less power to detect lack of fit. An alternative method for assessing aspects of model fit is to directly fit a more complicated model, for instance a random effects model or a time inhomogeneous Markov model. Provided the original model is embedded in the alternative model, a formal test of model fit can be constructed using a likelihood ratio test.
For the CAV data example used in this article, the basic plots of the estimated survival indicated no lack of fit. However, a Pearson-type goodness-of-fit test was able to identify lack of agreement between the observed and expected number of 1 → 2 transitions in particular time periods. Fitting a time inhomogeneous model with piecewise constant intensities identified significant time dependency for 1 → 2 transitions. In addition, problems with the assumption of independent misclassification in the HMM were identified through the use of state-change plots, and confirmed through the specific likelihood ratio test.
It is difficult to make universally valid recommendations on model checking as often the model assumptions of greatest precedence depend on the particular application. In addition model fitting and model criticism is an iterative process. However, in most cases time homogeneity, if assumed, should be the first assumption tested. The easiest practical method of doing this is by fitting an alternative model with piecewise constant transition intensities. A general Pearson-type goodness-of-fit should then be applied to ensure that the model has good overall fit. Usually, other issues such as the Markov assumption, the assumption of (conditional) homogeneity and the functional form of covariate effects should be considered for models in which possible time inhomogeneity has already been accommodated. These recommendations apply to data that are fully panel-observed and those where death times are known exactly. In the latter case there are fewer diagnostics available, although comparison of the empirical and fitted survival curves provides a straightforward initial informal test of model feasibility. For data with misclassified observed states, assumptions about the misclassification mechanism are central. If independent misclassification is assumed, the straightforward test outlined in Section 6.5 should be applied.
We have shown that there is a wide range of methods for assessing panel-observed multi-state models. However, a number of areas for further work remain. In particular, there is a need for further development of non-parametric and semi-parametric estimators. Additionally, methods for fitting and evaluating semi-Markov or other non-Markov models require further work. Finally, there is also a need for more realistic models for misclassification of disease states when an independent misclassification assumption is not appropriate.
