Large eddy simulations (LES) are performed for a heated over-expanded supersonic turbulent jet issued from a converging-diverging round nozzle with chevrons. The unsteady flow processes and shock/turbulence interactions are investigated with the unstructured LES framework developed at Cascade Technologies. In this study, the complex geometry of the nozzle and chevrons (12 counts, 6
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I. Introduction
The operation of modern tactical aircraft from aircraft carrier decks exposes military personnel to extreme noise environments that can result in significant and permanent hearing loss. Unlike commercial airplanes, the propulsion systems of combat aircraft are based on low bypass ratio turbo-jet engines. The exhaust jets are supersonic and hot, especially with the augmenter/afterburner in operation. In addition, the static pressure at the exit of the nozzle is generally not matched with the ambient pressure during high-powered take-offs and landings. The pressure mismatch generates a shock-cell system in the jet exhaust plume that interacts with the jet turbulence. These interactions generate additional jet noise components, namely broadband shock-associated noise (BBSN) and tonal screech noise.
For such intense operating conditions, chevroned nozzles are a commonly used noise reduction concept, due to their robustness and limited performance penalty. While chevrons are known to reduce low-frequency noise level, their presence typically lead to some increase in high frequency noise, 1, 2 though the detailed physics of this mechanism is still not fully understood. Further in-depth experimental investigations are costly and challenging, especially for hot supersonic pressure-mismatched jets relevant to military applications. Therefore, flow and noise-prediction tools which are fundamentally rooted in the flow-physics are needed to help improve the understanding of the sources of jet noise, complement the experimental research, and guide the design processes towards quieter implementations. In this context, large eddy simulation (LES), along with advancement in high-performance computing, is emerging as an accurate yet cost-effective computational tool for prediction of such high-speed propulsive jets and their acoustic fields.
To simulate the effect of chevrons on jet flow and noise, early approaches excluded the nozzle geometries from the simulations, to avoid the challenges of generating complex body conformal meshes. In the work of Shur et al., 3, 4 the presence of the chevrons was modeled with a combination of sources at the nozzle exit. This emulation procedure is based on an appropriate modification of the inflow conditions by the addition of a set of sources and sinks with zero net mass flow and number equal to the number of chevrons. The values of the emulation parameters are adjusted based on comparisons between RANS computations with gridded and with emulated chevron nozzles. As the values of these parameters are not exactly universal, the separate RANS simulations are required as a preliminary step, to acquire the inlet boundary condition to imposed at the nozzle exit.
A few recent numerical studies have started investigating the effects of chevrons with the geometry included in the computational domain. Xia et al. 5 performed implicit large eddy simulations (ILES) of a subsonic cold jet flow exhausting from a round chevron nozzle using conformed multi-block structured mesh. The same configuration was investigated independently by Uzun & Hussaini 6 and by Paliath et al. 7 using ILES with multi-block, overset structured meshes. In contrast, Du & Morris 8 used an immersed boundary method, rather than body-conformal mesh, to represent the chevron geometries. While these studies show encouraging results overall, low-dissipative schemes are ultimately required for accurate predictions of jet noise. Here, high-fidelity unstructured LES is ideally suited for such aeroacoustic applications involving complex geometries.
The present work focuses on round nozzle with chevron at operating conditions relevant to tactical aircraft. A hot supersonic over-expanded jet is investigated using the high-fidelity unstructured LES framework 9 developed at Cascade Technologies and reviewed in section II. In this study, the nozzle and chevron geometries are explicitly included in the computational domain using unstructured body-fitted mesh and adaptive grid refinement. Details on the numerical setup and computational grids are presented in section III. Flow field and acoustic results are discussed in sections IV and V, respectively. In particular, near-field and far-field noise predictions are compared to experimental measurements carried out at United Technologies Research Center (UTRC) for the same nozzle and operating conditions. Note that the results presented in this paper correspond to "blind" comparisons, in the sense that all the simulations and postprocessing were performed without prior knowledge of the experimental data.
II. Numerical methods
The unstructured LES technology used here is composed of pre-processing tools (i.e. mesh adaptation), a compressible flow solver "Charles," and post-processing tools. The mesh adaptation module features localized adaptive refinement capabilities and produces high-quality yet economical unstructured grids suitable for capturing turbulence dynamics. The flow solver utilizes a low-dissipative numerical scheme designed to produce accurate results on unstructured meshes, in particular in the presence of hanging nodes and other transition type elements. The large database generated by LES is then processed by post-processing tools for statistical analysis of flow and noise, as well as flow visualization.
A. Compressible flow solver
The compressible flow solver "Charles" solves the spatially-filtered compressible Navier-Stokes equations on unstructured grids using a control-volume based finite volume method where the flux is computed at each control volume face using a blend of a non-dissipative central flux and a dissipative upwind flux, i.e.,
where 0 ≤ α ≤ 1 is a blending parameter. This blending approach is often the basis of implicit approaches to LES, where the blending parameter is selected as a global constant with a value large enough to provide all the necessary dissipation (and potentially much more).
Here, "Charles" does not use the implicit LES approach, but a heuristic algorithm to compute a locally optimal (i.e. minimal) α. To minimize numerical dissipation relative to implicit LES approaches, the value of α is allowed to vary spatially such that it can be set to zero in regions where the grid quality is good and the scheme based on the central flux is discretely stable and non-dissipative. In regions of less-than-perfect grid quality, however, the central scheme can introduce numerical instabilities that must be prevented from contaminating/destabilizing the solution by locally increasing α. One significant advantage of this approach is that the blending parameter is purely grid-based, and can be pre-computed based on the operators only.
Because the underlying numerical method has minimal numerical dissipation, it is critical to employ a sub-grid model to account for the physical effects of the unresolved turbulence on the resolved flow. For the large eddy simulations reported in this work, the Vreman model 10, 11 is used with constant coefficient set to the recommended value of c = 0.07, and constant turbulent Prandtl number P r t = 0.9 to close the energy equation.
Shocks, like sub-grid scale turbulence, are also sub-grid phenomena and thus require modeling to account for their effect on the resolved flow. However, unlike sub-grid scale turbulence, they are localized in the flow and a surgical introduction of modeling is potentially more appropriate. "Charles" uses a hybrid Central-ENO scheme to simulate flows involving shocks. The scheme has three pieces: a central scheme (described previously), a shock-appropriate scheme and a hybrid switch. For the scheme appropriate for computing a flux across a shock, Charles uses a fully unstructured 2nd-order ENO method to perform reconstructions, 12 and the HLLC approximate Riemann 13 solver to compute the flux. The hybrid switch, which detects where shocks are present in the flow and activates the shock-appropriate scheme, is based on the method developed originally by Hill & Pullin, 14 where the magnitudes of the smoothness parameters computed as part of the ENO reconstructions are compared to identify the presence of flow discontinuities.
B. Mesh adaptation tool "Adapt"
The generation of a high quality mesh for a complex geometry remains a pacing issue in high-fidelity flow simulation. LES places strict requirements on mesh resolution, element quality, and even the level of allowed mesh anisotropy. In addition, LES meshes are often too large to conveniently manage on even a high-end workstation.
"Adapt" is a massively parallel tool recently developed in Cascade's solver infrastructure that can refine elements locally to match a target length scale. This target length scale can vary throughout the domain, and can even be different in each direction. Specification of the target length scale can come from expert knowledge of the problem, a desired mesh size limit based on compute resources, or even from a solution on an unadapted or partially adapted mesh. Different from other adaptation tools, the directional refinement algorithm in "Adapt" only refines elements in the direction or directions necessary to meet target length scale requirements, dramatically reducing the overall mesh size and also preventing the addition of stiffness to the problem due to excessively small elements. The adapt tool also provides a surface projection algorithm to respect non-planar mesh boundaries during refinement, ensuring accurate representation of the underlying geometry, and allowing the use of very coarse grids as a starting point.
C. Far-field noise solver
For far-field noise predictions, the accurate propagation of the small amplitude acoustic fluctuations from the near-field source region to the far-field microphones within the computational domain would be prohibitively expensive. The Ffowcs Williams-Hawkings (FW-H) equation 15 is one of the most commonly used methods to overcome this difficulty. Sound at a far-field location can be computed from flow information on an arbitrarilyshaped surface S and the volume-distributed sources outside of S. As long as the flow is irrotational outside of the FW-H surface S, the computationally expensive (quadrupole) volume integral can be neglected, yielding an efficient procedure for calculating the far-field noise. In addition, jet flow configurations are typically considered in a fixed laboratory frame and, in the current study, in the presence of a uniform coflow. Since the distance between the noise sources (i.e., stationary surface enclosing the jet) and the observers (i.e., farfield microphones) is fixed and time-independent, there is no Doppler effect and an efficient frequency-domain formulation 16, 17 can be used. The details of the far-field noise module developed in the massively-parallel unstructured LES framework for the prediction of jet noise are presented in Ref. 18 .
III. Flow configuration and computational setup
A. Jet configuration
The simulation, referred to as A3 chevron55M , reproduces the heated over-expanded jet conditions (B122 ODC, where ODC stands for "Off-Design with Chevrons") tested at UTRC acoustic research tunnel facility. The usual compressible formulation is used to nondimensionalize the Navier-Stokes equations, i.e.,
where the superscript * refers to the dimensional quantity, and the subscripts ∞ and i denote the ambient (free-stream) property and the ith cartesian coordinate, respectively. This nondimensionalization is based on an ambient speed of sound c ∞ = γp ∞ /ρ ∞ , where γ = 1.4. The resulting form of the ideal gas law is p = ρT /γ. The Strouhal number typically defined as St = f D/U j is related to the nondimensional frequency (i.e., the Helmholtz number) by the acoustic Mach number M a = U j /c ∞ , namely St = f /M a . The subscripts j refer to the fully-expanded jet properties and U j is the equivalent fully-expanded jet velocity. The temperature dependence of viscosity is assumed to follow the power-law µ ∝ T m with constant coefficient m = 0.7. The round nozzle geometry is included in the computational domain and corresponds to UTRC convergingdiverging (CD) nozzle designed using a method-of-characteristics to provide ideally-expanded (i.e., shockfree) flow at the nozzle exit. The physical nozzle diameter is 2 inches and the design Mach number is M d = 1.5. The operating conditions are defined by the nozzle pressure ratio (NPR) and the nozzle temperature ratio (NTR). For off-design configurations, the definition of the operating conditions can be ambiguous. In this work, the nozzle pressure and temperature ratios, the jet Mach number M j , and the Reynolds number Re j are defined as
where the subscript 0 refers to the stagnation (total) properties. Likewise, an equivalent fully-expanded nozzle diameter D j can be computed by imposing conservation of mass flux 19 :
For the conditions considered in the present work, D j /D = 0.962 ≈ 1, such that D is retained as reference scale for simplicity.
The jet configuration is presented in figures 1(a) and (b), including the FW-H surface used to compute the far-field sound, and the sets of near-field probes (D2P 1−D2P 17) and far-field microphones (D2M 1−D2M 12) in the UTRC experimental configuration, which match the LES microphone stations. The method of endcaps 20 is applied from x = 20D to x = 30D to eliminate the uncorrelated spurious sound. In addition, the pressure-based variant of the original FW-H formulation introduced by Spalart and Shur 21 is used to reduce the errors related to the omission of the volume terms for heated jets. The round nozzle exit is at x = 0, and the computational domain extends approximately 45D and 20D in the streamwise and radial directions, respectively. A constant plug-flow is applied to the inlet of the nozzle such that the desired Mach number and the temperature ratio are achieved at the nozzle lip. It should be noted that we assume that the flow issued from the nozzle is laminar.
a Consequently, the grid resolution inside the nozzle is only adequate for laminar flow. The Reynolds number is Re j = 760, 000 for the B122 "off-design" experiment. This value is reduced in the computations since there is no wall model inside the nozzle.
The jet exhausts into an anechoic chamber which is subject to a wind tunnel coflow with Mach number M ∞ = U ∞ /c ∞ = 0.1, to avoid overheating the chamber. The same M ∞ = 0.1 free-stream flow condition is used in the simulation. At the downstream outlet of the computational domain, a damping function 22 is applied as a source term in the governing equations, such that the turbulent structures and sound waves will be damped in the outflow buffer before reaching the outlet boundary. Similarly, a sponge layer is applied at the upstream and radial outlets of computational domain by switching the numerical operators to lower-order dissipative discretization.
The simulations are typically restarted from a solution obtained from a coarser mesh and interpolated on the finer mesh. After the restarted simulation reaches statistical convergence, snapshots of the whole transient flow field are collected every ∆t = ∆t Table 1 summarizes the operating conditions and parameters of the simulation. For all the noise spectra calculations, the same postprocessing procedure is applied to both numerical results and measurement data: a dimensional binaveraged PSD (in dB/St) is computed, with bin size ∆St = 0.05. For the simulation, the sampling period is ∆t = 0.02 (i.e., sampling Strouhal of 27) and the total time duration is τ = 260, which corresponds to approximately 24 periods at the lowest frequency considered, St = 0.05. Table 1 . Summary of operating conditions and simulation parameters. The time step is dt, the sampling period is ∆t and the total duration of the simulation is τ . 
B. Chevron mesh
In the present work, the chevrons are explicitly included in the computational domain with a body-fitted mesh. The configuration consists of 12 chevrons (6 • penetration) appended to the round nozzle exit. The a In the experiment, it is not known whether the flow issued immediately after nozzle is laminar or turbulent.
new adaptation approach described in section IIB has been used to generate all the grids, as shown in figure 2. The starting point is a very coarse "skeleton" grid with a paved core, containing about 0.16 M control volumes. Several embedded zones of refinement are defined and enforced by the adaptation tool. The different zones and the corresponding resolutions are chosen to approximately duplicate the properties of meshes used for previous jet simulations 23, 24 without chevrons. The main refinement zone corresponds to the bulk of the mesh, from the nozzle exit x/D = 0 to x/D = 31 and fully encloses the FW-H surface. In that zone, the resolution is set to 0.04D, such that any cell with edge length (in any direction) greater than that value will be refined in that direction. Then, within that zone, additional refinement is enforced up to x/D = 10, with resolution 0.02D. This zone is designed to approximately enclose the jet potential core. Finally, to capture the near-field turbulence, two additional refinement zones are defined near the nozzle exit and lipline, with resolutions 0.01D and 0.005D, respectively. Here, azimuthal resolution is not sacrificed with increasing distance away from the centerline, as is the case with purely cylindrical meshes. The current adaptive refinement strategy promotes mesh isotropy in the acoustic source-containing region, as previous studies have shown that it yields the best acoustic performance. A smoothing algorithm is then applied to avoid sharp grid transitions between different refinement zones. A surface projection algorithm is also used to respect non-planar mesh boundaries during refinement, ensuring accurate representation of the underlying geometry. The chevron surface mesh is shown in figure 3 . The round nozzle exit is at x/D = 0 and the chevron tip extents to x/D ≈ 0.22. Note that the resolution on the chevron surface matches the resolution of the refinement zone in which it is embedded, namely cells of dimensions less than 0.005D, leading to 4 to 5 points across the tip of each chevron. While triangle elements appear in the figures 2 and 3, this is merely an artifact of the plotting algorithm treatment of cells with subdivided faces. The actual mesh used for the calculations contained approximately 55 million unstructured control volumes, mostly hexahedral. The simulation was performed on 2048 cores on a CRAY XE6 machine at DoD supercomputer facilities in ERDC, for a computational cost of approximately 477 Kcore-h.
IV. Flow field results
Qualitative descriptions of the LES transient flow field and flow statistics are presented in this section, as well as some comparison with theory. Flow measurements are not available in the experiment for the heated over-expanded jet with chevrons B122 ODC. Centerline traverses and radial surveys were not conducted because the total pressure, static pressure and total temperature measurements would not be reliable in the presence of the shocks. PIV measurement capabilities were not available at the time of the data acquisition.
A. Transient flow visualization
Close-up views of the instantaneous temperature field near the nozzle exit is shown in figure 4 . The visualization plane at x/D = 0.05 cuts through the chevron geometries, leading to the 12 blank regions in that figure. At x/D = 0.5, small-scale turbulent structures are visible on the outer edge of the jet and further developed at x/D = 1, with no apparent azimuthal symmetry. Here, the adaptive mesh refinement strategy allows for sufficient resolution close to the nozzle lip and chevron surfaces so that the shear layers support complicated three-dimensional disturbances indicative of turbulence very close to the nozzle exit. A more global view of the transient flow field is presented in figure 5 , showing the flow (visualized by the contours of temperature in redscale) and sound (visualized by contours of pressure in grayscale). Shock cells and fine turbulent structures are clearly visible in these figure, as well as sound waves emitted near the nozzle exit and downstream of the jet. The thin laminar shear layer issued from the nozzle quickly transitions to turbulence. The development of these fine turbulent structures, from the chevrons nozzle exit to the end of the potential core, is highlighted in figure 6 with the isosurfaces of vorticity magnitude colored by streamwise velocity.
Note that the visualized sound waves in figure 5 do not represent the actual sound that can be computed using the FW-H solver. For the adapted mesh with chevrons, resolution has been placed aggressively in the acoustic source-containing region (i.e., the zone enclosing the FW-H surface), and drops rapidly outside of that zone of interest. Combined with the lower-order dissipative discretization in the sponge zone, this resolution scheme leads to the intended smooth but quick damping of the pressure waves outside of the FW-H surface. However, the full wave-number content in the sound field in the regions far from the jet plume can still be predicted accurately with the FW-H solver. Figure 7 shows a comparison of the instantaneous (a) and time-averaged (b) streamwise velocity at different cross-flow planes from x/D = 0.5 to 10. While the presence of the chevrons enhances the turbulent mixing in particular near the nozzle exit, it does not cause dramatic changes in the flow field. Because the jet is over-expanded and the chevron penetration is small, the flow does not develop significant corrugations. Small patterns matching the azimuthal distribution of the chevron are only visible in the time-averaged velocity contours close to the nozzle, at x/D = 0.5 in figure 7(b) . The same trends have been observed in experiment 2 and simulations 3, 4 for nozzles with similar chevron counts and penetration (e.g., SMC003). In contrast, clear lobed shapes are typically present further downstream, up to x/D = 2, for chevrons at under-expanded conditions 8 or with larger penetration angles (e.g., SMC007 2-4 ). For strongly underexpanded rectangular jet with larges chevrons, 26 shocks and strong side jets can even be observed in the flow, originating from the "valleys" between chevrons. In the present study, the operating conditions and geometry correspond to the other extreme, where the chevrons are expected to produce weak disturbances and subtle effects on the aerodynamics and noise.
B. Flow statistics
The flow field statistics for the LES case A3 chevron55M are presented in figure 8 . Because the flow is over-expanded, the jet contracts after the initial shock and the equivalent fully-expanded jet diameter D j is smaller than the nozzle exit diameter. From the time-averaged streamwise velocity in figure 8 (a) , its value can be estimated at D j ≈ 0.955, in good agreement with the theoretical value of 0.962 from equation 3.
As mentioned in the previous sections, the other main noticeable feature is the higher levels of fluctuations between x/D = 0.5 and x/D = 2 generated by the chevrons geometry. This trend is clearly visible in the RMS of the streawwise velocity and pressure in figure 8(c) and (d), respectively. In these figures, the pattern of the shock structures also is noticeable, in particular at x/D = 2, which would tend to indicate significant unsteadiness of the shock cells. This feature is connected with the shock-associated noise observed in the far-field, and discussed in more details in the section VB below.
To estimate the shock cell spacing L s , the time-averaged static pressure on the centerline is extracted from the LES database. The variations of the centerline pressure show the presence of 10 discernible shock cells, as the jet exit conditions adapt to the ambient conditions. The measured length of the first shock cell is L 1 ≈ 0.94D and can be compared to the theoretical value of L s computed with the Prandtl-Pack relation:
27, 28
where µ 1 = 2.40483. Using the value of D j from equation 3, the theoretical shock cell spacing is L s = 1.14D. While the Prandtl-Pack relation generally provides good estimates for nozzle with design Mach number M d = 1, it has been shown to over predict the shock cell spacing 29 for M d > 1. In the present case with M d = 1.5, the ratio of the measured to predicted shock cell spacing is L 1 /L s ≈ 0.82, identical to the value reported in the experiment of Norum and Seiner, 30 and in the recent LES of de Cacqueray et al., 31 for different supersonic overexpanded jets. Figure 8 . Flow statistics in a midsection plane through a chevron "valley".
V. Acoustic results
A. Near-field noise
Two different methods are used to compute the noise at the experimental near-field probes. The first method corresponds to the computation and propagation of the pressure fluctuations directly in the simulation (i.e., recording the pressure signal from simulation at specified locations). The LES pressure time histories are recorded over 48 near-field probes equally-spaced in the azimuthal direction. Despite the presence of the chevrons, the noise results at the near-field probe locations display very little azimuthal variation, consistent with the lack of corrugations in the flow field discussed in section IVB. Therefore, the spectra are averaged in the azimuthal direction to achieve better statistical convergence. The second method makes use of the FW-H solver mentioned in section IIC and described in more details in Ref. 18 . Since there is no "far-field" approximation in the current algorithm, aside from the quadrupole terms being neglected, the far-field noise solver can be used to predict the noise at any location outside of the FW-H surface. Here, all the near-field probes are located outside that surface, as shown in the schematic in figure 1(a) . To reproduce the LES setup and the presence of the coflow M ∞ = 0.1 in the computation, the FW-H predictions are performed with the same coflow and at the same 48 near-field probes, with spectra averaging in the azimuthal direction. Figure 9 presents the near-field sound spectra for the LES case A3 chevron55M and the blind comparison to experimental measurements (B122 ODC) at nine different probe stations. Overall, the agreement between both predictions and the experimental data is excellent over the whole frequency range, from St = 0.05 up to the experimental cutoff frequency of St ≈ 3. Similar agreement is obtained for the other probes locations.
For probes closer the nozzle (e.g., probes D2P 2 to D2P 10 in figure 9 (a) to (f)), the LES results match exactly the FW-H predictions up to St ≈ 2, then drop-off more rapidly because of numerical dissipation. Compared to experiment, the under-prediction of the FW-H results at the higher frequencies could be due to the contributions from the quadrupole (i.e., volume terms) which are not negligible in the near-field but not computed with the current formulation. Overall, the agreement between the spectra computed within the LES solver and predicted with the FW-H solver provides further evidence that the different methods accurately capture the noise generation and propagation. For the probes farther downstream (e.g., probe D2P 12 at x/D = 12 to probe D2P 18 at x/D = 16 in figure 9(g) to (i)), the agreement with experiment extends up to St = 1. At higher frequencies, bumps are present in both the spectra directly measured in the LES and predicted with the FW-H solver. Higher spectra levels at high frequencies directly predicted by LES indicates lack of resolution at these regions. The computational grid cannot support the propagation of small structures at such high frequencies. As a result, the energy associated with these structures appears as numerical noise and contaminates the solution at high frequencies. For the FW-H predictions, these features are also numerical artifacts, likely due to grid transitions. Recall that the mesh refinement scheme has rapid resolution transitions outside of the zone of interest for the adapted mesh with chevrons. This spurious numerical noise is however limited to high frequencies (i.e., small wavelength related to the mesh resolution cutoff) with much lower levels than the peak noise, so that it is not expected to have significant effect on the far-field noise predictions. Figure 10 shows the blind comparisons of the far-field sound from the measurements B122 ODC and from the LES case A3 chevron55M for all the experimental microphone stations (see figure 1(b) ). The microphones span the range of dominant jet noise directivity angles in the aft quadrant: from the most downstream measurement angle φ = 155
B. Far-field noise
• corresponding to microphone D2M 12, to φ = 90
• at microphone D2M 1. For each microphone location, the FW-H calculation is performed at 72 stations equally-spaced in the azimuthal direction. Much like the near-field noise, the far-field spectra show little azimuthal variation and are averaged over the 72 stations.
The reported experimental data corresponds to the approximated "lossless" spectra, in which a correction is applied to compensate for the atmospheric attenuation. The correction is a function of the distance of propagation and frequency. Its main effect is to increase the high frequency levels, for St > 2. However, the experimental data has no shear-layer correction: the noise radiated from the primary supersonic jet propagates across the entire coflow jet and through its mixing region toward the far-field microphones in the ambient fluid at rest. This scenario cannot be reproduced easily with computations. Here, the FW-H predictions are performed both without coflow (M ∞ = 0) and with uniform coflow M ∞ = 0.1 assumed between the noise sources (i.e., the FW-H surface) and the microphones. Note that, in both cases, the input to the far-field noise solver is the transient flow-field on the FW-H surface recorded for the simulation with coflow M ∞ = 0.1 as free-stream flow condition.
Overall the agreement is good for most angles, in particular at the loudest microphones D2M 9 (φ = 140 • ), D2M 10 (φ = 145
• ), and D2M 11 (φ = 150 • ). Here, the presence of the shocks introduces specific features in the far-field noise. The bump in the spectra at 0.5 ≤ St ≤ 1 for microphone D2M 1 (φ = 90
• ) corresponds to the broadband shock-associated noise (BBSN). The theoretical value 28, 32, 33 of the center frequency of the broadband shock-associated noise is given by:
where U c is the convection velocity, taken to be 0.7U j , M c = U c /c ∞ , and φ is the angle of noise radiation measured from the nozzle inlet direction, i.e., the inlet jet angle. At φ = 90
• , the corresponding Strouhal number is 0.61 if the shock cell spacing L s computed with equation 4 is used, and 0.74 if the measured length of the first shock cell L 1 is used instead. These values are is good agreement with the LES and experimental results. The BBSN shifts to higher frequency and decreases in amplitude as function of the direction of radiation, with lowest value for higher inlet angle. This trend is clearly visible in the far-field noise prediction, though the decay of BBSN levels is slower in the simulation, leading to some over prediction around St ≈ 1 to 2 for microphones D2M 3 (φ = 110
• ), D2M 4 (φ = 115 • ) and D2M 5 (φ = 120 • ). At higher inlet angle in the aft quadrant (e.g., microphone D2M 11 at φ = 150
• ), the broad low-frequency turbulent mixing noise becomes dominant.
The far-field noise predictions in figure 10 suggest that the effect of the coflow is significant, strongly dependent on frequency and inlet angle. In the jet cases considered in the present studies, the "noise source" region (i.e., the FW-H surface, from x = 0 to 30D) is extended compare to the distance of propagation (i.e., approximately 60D). The effect of convection is complex and does not seem to be completely described by a single convective amplification factor, such as the one developed by Dowling 34 for simple sources. Additional analysis and comparison with shear-layer corrected far-field measurements are required to further investigate coflow effects and understand the causes of the remaining discrepancies.
Likewise, the fact that the "noise source" region is extended can potentially explain some of the discrepancies at high frequency levels, for St > 4. The correction for the atmospheric attenuation is a linear function of the distance of propagation and scales like frequency squared. As it assumes a point source at the nozzle exit, this approximation might lead to over-estimated "lossless" spectra for extended sources, since the actual distance of propagation might be smaller. This effect would be more pronounced for the high frequency levels. Much like the coflow effect, the atmospheric attenuation might have to be computed in the far-field noise propagation solver (rather than applied as a correction to the experimental results) to further improve the comparisons at the high frequencies. Investigating these issues more fully is a topic for future work.
C. Ongoing work
In complement to the blind comparison with the experimental noise measurement, additional analyses that leverage the large LES database recorded are ongoing. In particular, two additional FW-H surfaces have been extracted from the full 3D flow field. The surfaces are similar in shape to the one presented in figure 1 , but move outwards away from the jet and inward toward the jet, respectively. Preliminary results show that the near-field and far-field noise are very similar for all the surfaces considered, which is a good indication of the robustness of the methods. For the present mesh, the cut-off frequency can be estimated at St ≈ 8, as a change of slope in the spectra is present around that frequency for all the microphones in figure 10 . To remove some of the spurious highfrequency noise, phase-average of the far-field sound over several FW-H surfaces could be computed, as shown in Ref. 9 . This post-processing, as well as noise contribution analysis and band-filtered visualization of the transient flow field are currently underway and will be presented in future publications.
Ongoing work also includes grid refinement studies and scalability testing. While the round chevron nozzle has been simulated using 55M unstructured control volumes for the initial blind comparison with experiments, different levels of grid refinement can be efficiently added or removed, using the mesh adaptation tool. Grids of 9M, 118M and 386M cells are currently being investigated, keeping all the other parameters constant. Preliminary results for the LES case with the largest mesh A3 chevron386M are presented in figure 11 and show good qualitative agreement with the current simulation. The objective is to leverage the full mesh adaptation capabilities of the code, in order to optimize the grid refinement strategy and ultimately minimize the overall mesh size, while resolving the appropriate length scales in the regions of interest. 
VI. Conclusions
The study presented in this paper is part of a broader effort to develop understanding of the noise generation mechanisms in high-speed propulsive jets, through high-fidelity physics-based simulations and reduced-order modeling. 35 High-fidelity unstructured large eddy simulation (LES) is the first piece of this effort. The compressible flow solver "Charles" developed at Cascade Technologies is used to conduct LES of a heated supersonic, over-expanded jet issued from a converging-diverging round nozzle with chevrons. The geometry (i.e., 12 chevrons with 6
• penetration, appended to the round nozzle exit) and operating conditions match those of experiments performed at United Technologies Research Center. In the numerical study, the nozzle and chevron geometries are explicitly included in the computational domain, using unstructured bodyfitted mesh and adaptive grid refinement. The same approach has been used in the work of Nichols et al. 26 on rectangular jets with chevrons. Noise radiation from the jet is computed using an efficient frequency-domain implementation of the Ffowcs Williams-Hawkings equation, based on the LES data collected on a permeable surface located in the jet near-field.
For the heated supersonic over-expanded jet considered, the pressure mismatch generates a shock-cell system in the jet exhaust plume that interacts with the jet turbulence. These interactions generate additional jet noise components, namely broadband shock-associated noise (BBSN) and tonal screech noise. For such intense operating conditions, chevroned nozzles are a commonly used noise reduction concept, due to their robustness and limited performance penalty. Here, the high-fidelity LES provides access to complete flow fields, opening a new window on this problem. These main flow and noise features (shock cells, BBSN, turbulent mixing noise, etc..) are well captured by the present simulation. The initial comparisons between LES and laboratory experiment are very encouraging in terms of both near-field and far-field acoustic spectra. Note that all the simulations and postprocessing were performed without prior knowledge of the experimental data, such that the results presented in this paper correspond to "blind" comparisons. Guidance from the experimental results will be used in future work to further improve the comparisons and develop methodologies towards best practices for LES-based jet noise predictions. In particular, the simulations yield large transient flow field databases, between 10TB and 30TB each. These databases reside in archival storage at ERDC and are currently continuing to be used for post-processing and analysis, probing the physics of jet noise production and chevron effects.
