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駆現象としての構造変化 (2体相関)と cage-effect，集団運動 (3次及び高次相関)を明ら
かにする準備ができた。具体的には従来の2体理論から決別し、 M-bodydensity functionαl 
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M輔bodydensity functional theory and the generalized hypernetted-chain 
equation 
Toyonori Munakataa) and Kang Kim 
Department 01 Applied Mathematics and Physics， Kyoto Universiか，Kyoto 606， Japan 
(Received 12 October 1999; accepted 16 June 2000) 
百leI王NC(hypemetted-chain) theory for two-body correlation in fluids is generalized so出atup to 
M-body (M>2) co町elationfunctions can be obtained self網consistently.Our approach is based on 
the M-body densi句rfunctional theory and a generalized Percus idea where rnaxirnally M -1 
particles are held fixed in space， leading to M -1 HNC equations for the correlation functions. 
百lese訂esupplernented with M -1 Omstein-Zernike relations to give a closed set of equations. 
Due to the rather cornplicated structure of the coupled integral equations， we explicitly present the 
equations for the case M = 3， which are cornpared with the HNC2 equations by Verlet. The M 
=3血.eoryis numerically solved for the case of a one咽dirnensionalliquid. @ 20ωAmerican 
lnstitute of Physics. [S∞21附9606(00)51934-5]
1. INTRODUCTION 
官ledensity functional theory (DFf) of nonuniform ftu-
ids has been playing an irnportant role in classical rnany帽
body theory.l It has been successfully applied in quantitative 
studies on solid-liquid佐ansforrnations，including interfacial 
and nucleation phenornena， and so on.2 Recently the DFf 
has been extended in various ways， e.g.， toinvestigate mか
lecular systerns3 and dynamic aspects of various phenornena 
rnentioned previously.4 
It is rernarked here that the DFI' is closely related to the 
equilibriurn出eoryfor structure of uniform fluids.5 That is， if
one has a reliable expression or approxirnation for the企'e-
energy density functional F[n(r)]， with n(r) denoting a de距
sity field for a fluid， one can derive a good equation for the 
radial distribution function g2(r) = 1 +h2(r) which repre咽
sents two四bodycorrelations in a fluid. 
To illustrate this interconnection， we consider a sirnple 
d-dimensionalliquid with interpartic1e interaction φ(r). First 
let us hold， following Percus，6 a p訂ticlefixed at the origin of 
the coordinate systern. Then the (equilibrium) density n(r)， 
which obeys the variational Eq. (1)， just詑presentsnog2(r) 
with 120 being the uniform density， 
8FIδn(r)+φ(r)口 μ (1)
with μa chernical potential. The two-body approxirnation 




where A is the thennal wavelength and 8n(r)翠 n(r)-no・
Fid and F~~) denote the ideal gぉ p創出dthe two-body con-
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tribution to the excess p訂t，respectively. The two幽bodydi働
rect correlation function c2(r) rnultiplied by -kBT is seen to 
represent an effective interaction. The c2(r) is related to the 
two附bodytotal coπ'elation function h2(r)語 g2(r)-1 via an 
exact twかbodyOmstein-Zernike equation，5 
h2(竹山of dr h2(lrー パ附F
器 c2(r)+noh2*c2(r). (3) 
Inserting Eq. (2) into也.evariational equation (1) and taking 
into account the fact出atn(r) =nog2(r) is normalized to no 
at泊finityor g2(r→∞) = 1， we irnrnediately obtain the (two-
body) hypeme悦t胞.ed-cha辺in(HNC) equation 
ln g2(r)口一{φ(r)-nOkBTh2*c2(r) ]/(kBT). (4) 
Thus we have two equations， (3) and (4)， for the two un-
knowns c2(r)組 dg 2 (r). The terms in the square brackets on 
the right-hand side of Eq. (4) express the po胞ntialfield felt 
by a particle at r. The first term represents the direct field 
produced by a particle put at the origin and the second the 
indirect one produced by the surrounding partic1es. 
百leHNC equation has been applied to rnany kinds of 
ftuids to study their structures and加medout to be very 
useful for theoretical prediction of g2(r) up to the density 
slightly lower出anthat at the企'eezingpoint. 5 It is noted in 
passing that the HNC theory was first derived not based on 
the DFf theory but on sorne rnathernatical or diagrarnrnatical 
argurnent.J， However， the physical and concise DFI' ap-
proach just presented suggests that we can rather s住aighぜor-
wardly extend the two-body HNC theory to higher order 
ones and this is what we位ytodoin出ispaper. 
In Sec. I we develop a general M-body HNC theory 
based on the DFT. In Sec. II we investigate the case M 
= 3 by explicitly writing down the c10sed set of equations for 
twか andthree-body correlation functions. This is first corn剛
pared with another extension of the HNC theory， i.e.，出e
HNC2 by Verlet，8 and the virial coefficients are discussed. 
The M = 3 theory is then soIved numerically for a one-
@ 2000 American Institute of Physics 
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dimensionalliquid and some preliminary results for twか and
three-body correlations are presented. Finally in Sec. IV we 
conclude the paper with some remarks. 
1. M-BODY HNC THEORY 
Let us generalize the argument to derive白eHNC equa働
tion (4) and establish a theoryωdeal with (up ω) M-body 
(M>2) correlation functions self-consistently. For this pur-




where F~{}[ n] contains the i血orderdirect correlation func-
tion c;( 1，2，.，j) with 1 denoting rl・Thusexplicitly we have， 
e.g.，1，2 
ゆ]出-(kBTlj!)J dl... J dj仰 ，j)
x 8n(1)・ 8n(j). (6) 
The first step of our M-body HNC theory is to notice that 
for the M岨bodycorrelation function g M( 1 ，.M) ， which is 
normalized to unity at infinity， we have 
gM(I，... ，M)=gM-l(1，... ，M-l)gl(Mll，... ，M-1) 
= gt(211)gl (311，2)gl (411，2，3)・.
gl(Mllム..，M-l)， σ) 
where， for example， nog 1 ( 411ム3)represents a one-body 
dis位ibutionfunction at 4 when three particles are located at 
1，2， and 3. If M points {1，2，. . . ，M} are regarded as points 
on a time獄 is，Eq. (7) reminds us of a non・Markoviansto-
chastic process.9 Furthermore出isnon-Markovian property is 
similar in its origin to出atin the random-walk interpretation 
of polymer conformation (the excluded volume effect).lO 
Assuming由atc;(1，... ，j)(j = 2， . . . ，M)are known， 
we follow the idea of Percus6 (this time however， maximally 
M -1 particles are held fixed in space) to derive組 equation
for ln gl(jlム...，j-l)(j=2，... ，M)， based on Eqs. (1)， 
(5)， and (6) and the fact that the extemal field appearing on 
出ele品handside of the variational equation (1) is the sum of 
the field produced by particles located at 1， 2，… and j-1. 
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where f(1 ')器gl(1'1ム...，j-l)-1. Thus we have m 
-1 equations， Eq. (8) (j = 2， . . . ，M)for M -1 unknowns 
gl(jl，2，... ，j-1)(j=2，... ，M). 
As to the direct correlation functions， which were as帽
sumedωbe known previously， we know出atthey ~~ in a 
sense inverse functions of the correlation functions""-，J and 
cllム.• • ，j) can be expressed in terms of g k(1ム...，k) 
X(k=2ム...，j).官邸 relationmay be called the j -body 
Omstein-Zemike relation. Thus in principle we have M 
-1 relations between cll，... ，j)(j=2，... ，M) and 
gll，. . ，j)(j=2， ... ，M) and these complete the M-body 
HNC theory. 
III.THREE岨BODYHNC THEORY 
A. Structure of three-body HNC equation 
For concreteness and later convenience we write down 
explicitly the set of equations to determine g2(1，2) and 
g3(1幻)for the case M = 3. First， Eq. (7) takes血eform 
g3(l，2，3) = g 1 (211)gl (311，2)， (10) 
where g 1 (211) is nothing but the two綱初dyradial distribu-







X J dl'J d2'c(1' ，2' ，3) 
〉くh1 ( 1 '，2) h 1 (2' 1，2) 
= -(kBT)-l(φ(2，3)+φ(1，3)) + C(3) + B(3)， 
(12) 
where h1(211)謹 g1 (211) -1 and h 1 (¥2，3)謹 gl(112，3)-1. 
Comparing Eq. (11) with Eq. (4)， we see白紙 wehave an 
extra contribution B(2)， representing the potential field at 2 
produced by particlesほ 1・and2' through the (effective) 
three-body interaction c 3・Thiscorresponds to the bridge 
function， which is neglected in the usual (two働body)HNC 
approximation.5 
We now tum to the functions C2 and c3' which are re帽
lated to g2 and g3 through the Omstein-Zemike (OZ) rela-
tions. The two-and three欄bodyOmstein-Zern.ike relations 
are most concisely expressed in terms of Fourier transforma-
tlOn as 
ん(q)=e2(q)(l+noん(q))， (13) 
J. Chem. Phys.， Vol. 113， No. 10，8 September 2000 
Il(ql ，q2) =e3(ql ，q2)G(ql ，Q2)， (14) 
where G(Ql，q2))冨(1+nOhZ(ql))(l +nOん(q2))(1+n。ん
X (IQl +Q21)) andん(Ql，Q2)denotes the Fourier transfonn 
of c 3(1，2，3) with 3 taken ωbe the origin of the coordinate 
system. Similarly Il(Ql ，Q2) in Eq. (14) is de血ledas the Fou-
rier transfonn of 




with h3( 1，2，3)器 g3(1，2，3)-1.In summarywe have now 
four integral equations-(1)， (12)， (14)， and (15)-for four 
unknowns c2，c3，gz，組dg3 or g(311，2) supplemented by 
Eq. (10). 
Before proceeding to numerical analysis of the case M 
= 3， we briefly comment on the HNC2 equation8 by Verlet， 
who extended the (functional) expansion method due to 
Percus6 to explicitly inc1ude e百ectsof three-body correla-
tions. The HNC2 equation consists of Eq. (11) for the two-
body correlation function and Eq. (12) without the B(3) tenn 
for the three-body correlation function. As to出evirial coef-
ficients {Vn}5 it gives the exact result upωfourth order 
(HNC is exact upωthird order) and V 5 for白.ehard sph的
system from the HNC2 is 0.122 although the exact one is 
0.11 and the supe中ositionapproximation (SA) gives 0.16.8 
Later we comment on the SA from the viewpoint of the M 
= 3 HNC theory. The contribution of B(3) in Eq. (12) to the 
virial coefficients appears註rstat V 6， soour M = 3 theory and 
HNC2 give identical results as to V5・
B. Numerical study of the M= 3 HNC theory 
Looking at Eqs. (11) and (12) we immediately notice 
th叫 Eq.(12) has a sirnil紅 structureto that. of Eq. (11). The 
di狂的ncecomes from the fact that for Eq. (12) two partic1es 
are held fi.xed at 1 and 2， thus yielding two φtenns and h} 
function depending on two variables-l and 2-in contrast 
to oneφtenn and one variable 1 for Eq. (11). Setting the 
variable 1 inEqs. (11) and (12) equal to the zero vector (the 
origin of the coordinate)， we stil have one variable “2" for 
Eq. (12)， which is regarded as a阿 ameterof Eq. (12). Th剖
is， Eq. (12) has to be solved for each value of the variable 2. 
In view of the similarity in structure of the HNC equations 
(11) and (12) with the two-body HNC equation (4)， we em-
ploy the foIlowing procedure to solve the M = 3 theory: 
Starting from a trial (ぉtothe first step， the ideal gas) direct 
correlation functions c~ (m=2，3)， we caIculate new ones 
c;:W (m = 2，3). Then the new trial functions are taken ωbe a 
linear combination as 
c~ew= (1 -w;:W)c!+w;:Wc;:W (m=2，3)， (16) 
Generalized HNC equa'討on 3977 
with w;:w (m = 2，3) denoting the weight for the new ones.5 
This constitutes one iteration， which consists of three steps. 
First， we caIculate h 1 functions on the right・handside of Eqs. 
(11) and (12) based on the OZ equations (13) and (14)企om
cZ制 c~. Second， we make use of the HNC equations (11) 
and (12) to have new h 1 functions. Finally， we caIculate C~ew 
and C3ew functions企omthe new h 1 functions， which is the 
opposite of the first step， and use Eq. (16) for new trial func-
tions. 
Numerical caIculation was perfonned for a one-
dimensiona1 soft-rod system with φ(r)=ε(σIr).lZ A ther-
modynamic state of the sys旬mis characterized by one vari-
able， which we take to be出enondimensional temperature 
T*器 (kBTIε)(lIσ)12with 1語 lInO・Oneiteration mentioned 
previously took more than 10 min for our workstation but if 
we neglect配 B(3)term in Eq. (12)，出atis for HNC2， it
took about 5 min or less for one iteration. For a one-
dimensiona1 sys飴m the two-body correlation function 
h2 (x) = g 2 (x) -1 shows strong oscilIatory behavior at low 
(high) tempera制re(density). In this case the correlation be-
comes long-ranged and the memory required for numerical 
calculations becomes large. One reason for our studying a 
one咽dimensionaIsystem is the memory conservation and we 
consider the case T*=5000 only， where h2(x) is moderately 
oscillatory . 
Here it is worthwhile to comment briefly on the conver国
gence of iterative calculations. In the iteration step conver-
gence is judged b蹴 don how出enorm Nm=llc;:w-c!11 
(m = 2，3) changes as組 iterationnumber increases. For 
HNC2 a weight w;:w口 0.5(m=2，3) in Eq. (16) worked well 
to attain convergence and we obtained rather oscillatory 
h2(x) (severa1 peaks are discernible)， which corresponds to 
the structure with lower T*. For M = 3 HNC， this weight 
does not work and we chose tentatively w;:w=O.1 (m 
出 2，3)and the numerical results shown in the following訂e
obtained at about 100 iterations. (After this the norm N 3 
began to increase slowly.) In血isconnection we note出at
fine tuni略 whichuses di百erentvalues for w~ew and w3ew， 
may be necessary and this is left for fu知restudy. 
In Fig. 1 we comp訂eh2(x) from numerical experiments 
(x>O， a soIid curve) and M=3(xく0，a soIid curve) theory 
with that from the usual (M=2) HNC由eoη(adotted 
curve). As is well known5 and observed in Fig. 1， the M 
= 2 theory predicts a higher first peak and a more com鵬
pressed structure compared with the experimental one. Our 
nqmerical solution to M = 3 HNC equations is seen to be 
simi 
-9-
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FIG. 1.百letwo-body corelation白nctionh2(x) from the two-body 1削C
theory (a血shedc町ve)is compared wi白 theexperiments (x>O， a solid 
curve) and M諸 3HNC theory (xく0，a solid curve). x isin units of the 
average interparticle length 1 = 11110 with 110 denoting the density for the one-








zll汀諸吋o.(b)がめいIy，z)(a dashed curve)食omthe M = 3 HNC theory and 











=gl(311)gl(312)， we see from Eqs. (11) and (12) that 
and a similar equation holds for B(3). We have confinned 
numerically that.in case three coordinates x， y， and z are not 
clustered， the above“mentioned relation is satisfied. From 
Fig. 3 we notice considerable deviation 合omEq. (17) when 
x， y， and z are close to each other fon凶nga cluster. 
Summarizing this section， we仕iedto numerically solve 
the M = 3 theory and have shown some results for two-組 d
three-body correlations. In view of the fact that even the 
HNC2 theory has not been numerically solved heretofore 
and由atour scheme of calculations for M = 3血eoryis not 
(17) c(3)(xly，z) = C~~(xly ， z) ， 
conclusive from the standpoint of convergence， we hope this 
topic will gather attention and more will be done for numeri-
cal as well as analytic investigation. 2 
IV. SOME REMARKS 
h 出ispaper we developed a theory， which may be 
called an M-body HNC出eory，to study structure of fluids 
systematically. This is based on the DFT and the non-
Markovian expression σ) for higher帽ordercorrelation func-
tions. As a first step in this direction we solved the self-
consistent equations for the case M = 3 and compared the 
results for h2(x) with experiments and the M=2 HNC 
出eory.
The usual (M = 2) HNC theory consists in neglecting 
the bridge function B(2) in Eq. (11) entirely. To improve this， 
a bridge function of a suitable reference system was taken 
under the assumption that出ebridge function has common 
features shared by simple fluids in general (a RHNC 
出eoryll).Based on the three暢bodyDFT [M=3 in Eq. (9)]， a 
5 
FIG.2.官leC(2¥x) (a solid curve) and B(2)(X) (a dashed curve) from M 
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more systematic approximation Eq. (11) was presented by 
Percus6 and a1so by Verlet.8 As far as we know， however， 
Eq. (12)， which supplements Eq. (11) and two Omstein-
Zemike relations (13)， (14)， togive a closed set of equations 
for gz(1，2) and g3(1，2，3)， has not been given up to now. In 
passing it is noted that 0町出eoryis not limited to M = 3. As 
M becomes large however， numerical solutions for the 
M -body HNC theory seem to be more and more difficult and 
it is highly desirable to have some general insights into出e
solution of the 1¥ιbody (M=2ム.. • ) HNC theory.官邸is
seen also企omthe important roles played by the HNC theoII 
to study static structures in liquids5 and the glass transition.12 
ACKNOWLEDGMENTS 
官leauthor expresses his sincere gratitude to Professor F. 
Hirata (Institute for Molecular Science， Okazaki) and Profes制
sor M. Kinoshita (Kyoto University) for useful discussions 
and comments. He a1so thanks J. Yoshiwara (Hitachi Co中0・
Generalized HNC equation 3979 
ration) for help in numerical calculations at an early stage of 
this study. 
IFor reviews， se A. D. JHaymet Annu. Rev. Phys. Chern. 38， 89(1987); 
D. W. Oxtoby， inLiquid， Freezing， and the Glass Transition， edited by J. 
P. Hansen， D.Levesque，組dJ. Zinn・Justin(Elsevier， New York， 190). 
2y. Singh Phys. Rep. 207， 351 (191). 
3D. Chandler， J.D. McCoy， and S. J. Singer， J.Chern. Phys. 85， 5971 
(1986) T. Munakata， S.Yos脳血， and F. Hirata， Phys. Rev. E 54， 3687 
(196). 
4T. Munakata. Phys. Rev. E 50， 2347 (194); T. T政必1郎副 andT. Mu-
n誌ata， ibid. 56，4344 (197). 
5 J.P. Hansen and 1. R. McDona1d， Theory 01 Simple Liqu以s(Academic， 
New York， 1986). 
6 J.Percus， inThe Equilibrium Theory of Cl，ω'sical Fluids， edited by H. L. 
Frisch and J. L. Lebowitz (Benjamin， New York， 1964). 
7 J.M. J. van Leeuwen， J.Groeneveld， and J. de Boer， Physica (Amster-
dam) 25， 792 (1959); T. Morita and H. Hiroike， Prog.百leor.Phys. 23， 
1003 (1960). 
8L. Verlet. Physica (Amsterdam) 30， 95(1964); 31，959 (1965). 
9c. W. Gard出，er，Handbook of Stochastic Methods (Springer， Berlin， 
1982). 
IOp. J. Flory， Statistical Mechanics of Chain Molecules (Interscience， New 
York， 1969). 
Ip. Lado. Phys. Rev. A 8，2548 (1973). 
12M. Carden払 S.Pranz， and G. P釘isi，J. Phys. A 31， 163 (198). 
-11 -
PHYSICAL REVIEW E， VOLU忌1E64， 046127 
Temperature control for simulated annealing 
l ToyoEIod Mmakatal組 dYasuyuki Nakamura2 
Department of Applied Mathematics and Physics，めl0toUniversi，ちもめl0to606， Japan 
2Depαrtment of lnfornωtics， Nagoy，αUniversi，か"Nagoya 464， Japan 
(Received 17 January 2∞1; revised manuscript received 12 June 2'∞1; published 25 September 2001) 
官leop邑malcooling schedu1e for simulated annealing is formulated to derive a differentia1 equation for the 
time-dependent tempera細胞T(t).Based on血isequa註on，血.elong-term behavior of T(t)， entropy production， 
and也eKullback-Leibler entropy are studied. For some simple examples， such鎚 amany-Ievel system and the 
small scale釘avelingsalesman problem， the explic註timedependence of the temperature is obtained. Some 
commen包aregiven on simulated annealing based on Tsalis statistics. 
DOI: 1O.1103IPhysRevE.64.046127 
Simulated annea1ing is a stochastic technique for search幽
ing for the (energy) minima of complex discrete or continu-
ous systems [1]. Becau舘 ofits generality and simplicity， 
simulated annealing has been applied to various optimization 
problems， such as the ground-state energy of spin帽glasssys-
tems and protein folding in condensed-matter physics and 
the design of integrated circuits and the回 velingsalesman 
problem (TSP)' in engineering [2]. The key feature of the 
annea1ing algorithm is to utilize thermal noise to allow 
moves that may lead to an increase of the energy and drive 
the system out of a local minimum. The strength of the noise， 
which is measured by the time-dependent temperature T( t)， 
is reduced asymptoticaIly to zero， where the system ceases to 
change and takes usuaIly a local and occasionally the global 
minimum state. 
From bo也 practicaland theoretical standpoints， the optト
mal cooling schedule plays an important role in simulated 
annealing and there have been some studies on this issue 
[2-4]. Some related problems， such as the cooling schedule 
that ensures global optimization [5] and the residual energy 
as a function of the cooling rate [6]， have also gathered con-
siderable interest， reflecting the general popularity of simtト
lated担mealingas a tool for optimization. In this paper we 
derive a differential equation for the記mperatureT(t) based 
on optimal control theory [7] and discuss some aspects of 
simulated annealing ba鍔don this equation. 
We start from the master equation for the probability 
p(x，t) of the system to be found in the state x at time t. 
Denoting by W(x→ピ)the transition rate' from x to x'， we 
have 
dp(x，t)ldt=:L D(x，x')p(x' ，t)， (1) 
where D(x，x')=W(x'→x) for x手x' and D(x，x)口
-2:x"<内 )W(x→x").It is convenient to ex戸essEq. (1) as 
dP( t) I d t =D ( t) P( t) ， (2) 
where P(t) denotes the column vector with elements p(x，t). 
We will assume the detailed balance condition 
e -E(x)IT(t)W(玄→x')=e -E(x')IT(t)W(x'→x)， (3) 
PACS number(s): 05.10.-a， 02.50.Ey， 02.70.Uu 
where E(x) is the energy (or cost) of the system and the time 
dependence of D(t) comes from白紙of也etemperatu問.For 
later use the equilibrium dis凶.bution
Peq(xIT(t))担 exp[-E(x)IT(t) ]/Zc (4) 
祇旬mperatureT( t) is introduced here. 
We try to minimize the expectation value of the energy 
(E)( T)器 L:.E(x)p(x，T)低 somespecified time仇 Forthepuト
pose we consider the functional 
G[P， T，A]器 fTdt ヱ ~ E(x)玄D(x，x')p(x'，t) -A(x，t) JO x x 
x/ dp(x，t)/dt-:L D(x，x')p(玄，，t) / ~. (5) 
x' 1 
官lesecond term with the Lagrange multiplier A (x， t)repre-
sents the. constraint that p(x，t) satifies Eq. (1) and the first 
term is reduced to (E)(吟一(E)(0) which is to be mini-
mized. 官le variational conditions δ'GIδ~(x，t)=O， 
δGI8T(t)=0 lead to the following equations: 
dA(t)ldt= -DT[A(t)+ E]， (6) 
[配+A(t)]T[dD(t)/dT(t)]P(t)=0， (7) 
where A( t) and E ぽ'ethe column vectors with elements 
A(x，t) and E(x)， respectively， and DT denotes the transpose 
ofD.百lecondition 8G Iδ1¥.(x，t)詰 oleads ωEq. (1). Equa-
tion (6) for the Lagrange multiplier is solved iteratively to be 
A(t)= -I~ds MT(s，t)DT(s)E where we set A(t=O)=O 





which satisfies M(t，t)=M(s，s)=I (a unit matrix) and 
aM(s，t)/at= -M(s，t)D(t) andθM(s，t)/ds 
=D(s)M(s，t). Inserting the solution A(t) into Eq. (7)， we 
have 
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ET(t)[ aD(t)1 aT(t)]p(t) =0， (9) 
where the time-dependent energy is defined as E( t) 
詔 MT(O，t)Eor 
dE(t)ldt= -DT(t)E(t). (1め
官letime dependence of the tempera加reT(t) is more expIic-




where [A，B]器 AB-BA.百leclosed set of nonlinear equa-
tions (2)， (10)， and (11) is the main result of this paper. It is 
worthwhile noting that the dynamics described by Eq. (10) is 
conjugateωthat of P(t)， Eq. (2)，組dit is readily seen that 
d{ET(t)・P(t)}/dt思 O.τ'heconjugate dynamics Eq. (10) is 
characterized by its non-negative eigenvalues (if our system 
is stable). At large time whenp(XQ，t)田 1with XQ the state of 
minimum energy， itis expected from也econstancy of the 
inner product ET(t)・P(t)and confirmed numerically that 
E(x，t) becomes 1訂geexcept at x=:xo・
As an appIication of 0町 theorywe first consider加
N-level system wi血 energyEi= E(i-l) (i= 1，2，.. . ，N). 
Transitions are only between neighboring levels and the ac-
tivation energy ωgo down (up) is a.(ε+a). For N=2， 
W(1→2)出 exp[一(ε+a)IT(t)]，
W(2→1)出exp[-aIT(t)]. (12) 
In this simple model (12) we can calculate the right hand 
side of Eq. (11) expIicitly and， when T(t) becomes small 
enough so that T(t)~å ， we have 
dT(t)/dt口 εT(t)2exp{一(ε+a)IT(t)}/{a 2p2(t) 
一(E+ム)2p1 (t)exp[ -EIT(t)]). (13) 
If we further assume白atan~eaIing is successful， that is， 
P2(t)=exp[ -E!T(t)] and Pl (t)= 1， we have 
dT(t)/dt= -T2(t)exp[ -a/T(t).]!(ε+2ム)， (14) 
which is solved exact1y to give 
T(t)=ム/ln(tl[2+ε/ム]). (15) 
Thus for a twかlevelsystem one has to cool the system ex-
tremely slowly， inaccordance with the classical result [5J. 
The residual energy， the expeetation of the energy at time 7"， 
is simply given by {E)(吟tεP2(7") = E[ 7"/(2 + E/ a)]-e/a 
町一石1a. This power law was derived heuristically before [6]. 
In view of the important role played by Tsallis statistics in 
optimization and simulated annealing [8]， we study how the 
slow decay of temperature T(t) is modified if one employs 
Tsallis instead of Gibbs statistics. According to Tsallis sta-
tistics [9]， the equilibrium distribution is given by 











10 20 30 40 50 
timet 
FIG. 1. Temperature T(t) andpl(t)， 由.eprobability to be in血e
ground state 1， for the Gibbs (ful cぽves)and Tsallis (dot胞d
curves) statistics. T(O) =0.3， Pl(O)=O.5 and A詔 0.25，E= 1.0. 
with c a normalization constant. We consider the two醐level
system as before. To satisfy the detailed balance condition， 
we tentatively consider an additional level 3 with energy E 
= E+ a and choose the following位制sitionrate: 
W(1→2) = ppq(3)lpぷ1)=1/[1 +(q-l)(什 A)/T]lf(q-o，
(17) 
W(2→1)= Peq(3)IPeq(2)={[1 +(q-l)EIT]/[1 +(q-l) 
X( e+ a)IT]}lベq-l) (18) 
If we take the linit q→1 we recover the Gibbsian result Eq. 
(12). The right hand side of Eq. (11) is calculated easilyぉ h
the Gibbsian case and after lengthy calculations we have， 
corresponding to Eq. (14)， 
dT(t)ldt= -αT(t)， (19) 
with α=[ε/(ε+ム)]1I(q-l)(q-l)/(2-q).Thus for 1くq
く2we have an exponential decay of the optimal tempera-
加re.This rapid decay of T( t)， compared with the logarith-
mic decay in也eGibbsi組 case，can be profitably used in 
simulated annealing [8]. In Fig. 1 we show the optimal T(t) 
and the ground制stateprobability P 1 (t) for the Gibbsian case 
(12) and the Tsallis case (17) and (18).官letemperature 
Vぽiationis found to precisely follow the theoretical predicω 
tions (15) and (19) for large time t~ 1. 
Here we note that the exponential asymptotic cooling (19) 
is different from the well-known power law asymptotic cool-
ing for generalized simulated annealing [8(a)] and we briefty 
touch upon this point. In Ref. [10] it is shown that the gen-
eralized simulated annealing with power law cooling [8(司]
satisfies the (weak) ergodicity prope均r.That is， the final 
state arrived at by the simulated annealing is independent of 
the initial distribution function. On the other hand，泊 our
paper we do not claim that we give a sufficient or ergodicity 
condition for successful simulated annealing. Instead， we 
046127-2 
-27 -
PHYSICAL REVIEW E 64 046127 





















FIG. 3. Kullback-Leibler entropy SKJ.Jt) from the optirial T(t) 
(制curve)and仕'om血e肱leぽ variationTL(t) = T(O) -at (dotted 
C町 'e).Inset:加 egratedentropy production f~ dt' 0・(t')from the 
optimal T( t) (:良1 curve) and from the linear variation T L (t) 
詰 T(O)-at(dotted curve). The system and the initial conditions 
町e血，es剖neas those in Fig. 2. 





FIG. 2. Average energy (E)(t) f旨omthe optimal怯mperature
T(t) (:釦1curve) and from也，eline拡胞mperatureTL(t) = T(O) 
-at (dotted curve) for a two幽levelsystem (6.宮0.25，E= 1.0). 
(21) SKL(t)ロヱp(x，t)ln[p(x，t)lp叫(玄:T(t))]. 
σ(t) and S紅 (t)are related to each other through 
弘SKL(tο山
×刈x(t')οσ仰ηFサ 4亨:ソ2/T2μ戸仇 σ2) 
where δ'(E)(t)謹 (E)(t)一(E)eq(t) with (E)eq(t) 
器 2:.E(x)Peix:T(t)).Since it is expected that dT(t)/dtくO
and 8( E) (t) > 0 in a general annealing proce民 wesee that 
the first and血，esecond tenns of Eq.ο2) are negative and 
positive， respectively. In simulated annealing， itis desirable 
that the actual distribution p(x，t) precisely follows the equi-
librium dis住ibution(4) and in this sense the optimal anneal-
ing process represented by Eq. (11) is expec飽dto keep 
SKL(t) small. We note that if p(x，t) =peq(x: T(t)) for any t， 
it is proved thatσ(t)=0 and also δ(E)(t) =0; thus 
dSKL(t)/dt=O (as it should). However， inacωal simulated 
annealing the cooling rate IdT(t)/dtl cannot be zero and the 
system has to go through an irreversible process in which 
σ(t) > O.The question we would like to address is how 
SKL(t) is kept small， whether the degree of irreversibility 
represented by σ(t) is made small or the positivity ofσ(t) is 
used in order to counteract the second tenn of Eq. (22). We 
compare in Fig. 3 SKL(t) for the two temperature variations 
represented in Fig. 2. Also shown (inset) is the integrated 
entropy production f~a・(t')dt'， from which we notice出at
entropy production a・(t)is larger for optimal control. For t 
く20，SKL(t) is definitely larger for the optimal case than the 
linear case. However， the linear S KL(t) begins to increase 
show白紙， if the initial distribution組 dother conditions for 
the system parameters happen to be properly chosen， and 
consequently if the calculation is successful in the sense白紙
T( t) becomes very small for large t，血enthe temperature 
variation should be inverse logarithmic and exponential for 
Gibbsian and genera1ized simulated annealing， respectively. 
In this sensethe exponential behavior of T(t) [Eq. (9)] is not 
contradictory wi白血，epowぽ law[8(a)，10]. 
We give here two comments: one is on how (E) (t) de醐
pends on the temperature variation and the other on how the 
optimal T( t) changes as N increases企om2. For the two-
level system considered above (E)(t) obtained from也eop-
也nalT(t) and from也，elinear v剖ationTL(t)=T(O)ー αt，
with T(O)=O.5 and a determined from TL(T=50)=T(T 
=50)，紅'ecompared in Fig. 2. Here we took Pl(O)=O.5 for 
both cases. We note出atthe optimal T(t) depends only on 
the initial probability dis凶butionp (x， t= 0) and temperature 
T(O)， and it is reasonable白紙(E)(t)台omthe optimal T(t) 
is always smaller白釦 thatfrom出，elinear one. For an 
N-level system (up to N = 103)， we found that由eoptimal 
T(t) behaves nearly the same as in the two-level system for 
long times t>50. However， inthe range 0くtく50cooling 
becomes slower as N becomes larger. A more complicated 
many働levelsystem， a small scale TSP， will be touched upon 
later. 
Next we consider the entropy production σ(t) and the 
Kullback-Leibler entropy SKL(t) in the process of simulated 
annealing. Introducing the statistica1 entropy S st(T) by S冨
-2:.p(x，t)lnp(x，t)， we know ttat the entropy production 
σ(t)dt in time dt， defined below， isnon-negative [1]: 
百leKullback-Leibler en佐opySKL(t) [12]， which is also 
non也negative，is defined here as a measure of the distance 
between the actua1 dis凶butionp(x，t) and the equilibrium 
dis凶butionat temperature T(t)， Eq. (4)， 
(20) dSは(t)口 d(E)(t)IT(t)+σ(t)dt. 
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FIG.5. The same as Fig. 4 except也atthe activation energy ~ 
= 0.3 is introduced組 d由e泊itia1tempera加reT(O) is slightly 
higher. 
o o 10 
間G.4.T(t) (ful curve) and (E)(t) (do伐edcurve) for the TSP 
wi也 M= 6 cities. Note出atactually [(E)(t) -E悶 ]110is plotted 
ins也adof (E)(t). 
o o 
A=O.3加出e佐ansitionto states with lower energy. The 
result is shown in Fig. 5 for T(O) =0.5， where T(t) and also 
(E)(t) change more slowly compared with Fig. 4 but are 
a位 'actedto the desirable stationary state of the coupled equa-
tions (2)， (10)， and (11).百lUSintroducing a nonzero A seems 
to extend the basin of the physica1 atをractorwith inevitable 
slow cooling. Here we comment on the utility of our ap-
proach in connection with realistic optimization problems. 
Usually， simulated annea1ing for optimization problems in-
volves many p訂'ameters，the values of which we can choose 
to achieve good performance. Before emb紅恰19on simu-
lated annealing for the large sca1e problem at hand， one can 
guess desirable ranges of each parameter by solving the dif-
ferential equation (11) for a small scale problem， aswe did 
for the case of the TSP. 
h白ispaper we studied temperature cos'住01for simulated 
annealing and derived a first order differential equation (11) 
supplemented by Eqs. (2) and (10)， whose properties were 
studied for some simple model systems such as an N雌level
system and a small sca1e TSP. Our concem here was directed 
to conceptual rather血anpractical aspects of the simulated 
annealing methods. It is hoped血atfurther studies of the set 
of equations (11)， (2)， and (10) wil1 shed more light on tech-
nical aspects of simulated annealing. 
One of the authors (σT 
Ikemotωo foruse 負向1discussions at an early stage of this study. 
around t= 30， signaling白紙 thefunction p (x，t) deviates 
合omthe equilibrium one， Eq. (4). In passing it is noted血at
for the N-level model this increase of SKI . <t)seems to be a 
genera1 tendency for cooling schemes other than the op白nal
one. 
Up to now we have been mainly concemed with a rather 
simple N (=2) -level system， which underlies many complex 
systems [13]. In order ωmake contact wi血 MonteCarlo 
simulations， we apply the optimal cooling schedule to a 
sma11 scale TSP with M = 6 cities put at (0，土0.5)，(1， j:0.5)， 
and (2，土0.5)with the minimum path length Emin詰 6.Forthe 
neighborhood structure of the paths we employ the Lin働
Kernighan [14] 2句 t位ansition.Then i of由eelements of 
出.etransition matrix W or D(t) in Eq. (2)， which is an N 
XNma凶xwi也N=(M-l)!/2出 60，tum out to be nonzero. 
In Fig. 4 we plot the optima1 T(t) and the average energy 
obtained from the initia1 condition T(0)=0.2 and p(i，t 
=0)αexp[ -Ei IT(O)].百leenergy (=pa也 length)is seen to 
be rapidly approaching Emin' 'a1though T(t) has a bump 
around t出 5.In this case we imposed no activation energy in 
the transitionωstates with lower energy (i.e.， we used the 
Metropolis algorithm) in contrast ω 白.eN-level system stud・
ied before. If we increase the initial temperature T(O)， we 
cannot get a physical solution， because the initial (equilib-
rium) dis凶butionbecomes more diffuse and goes out of the 
bぉinof the desirable attractor of Eqs. (2)， (10)， and (11). To 
cope with this situation we in'甘oducedthe activation energy 
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Dynamical aspects of an adiabatic piston 
Toyonori Munak.ata and Hideki Ogawa 
Department of Applied Mαthematics and Physics， Graduate School of lnformatics，め'otoUniversity，めoto606・8501，~αrpan 
(Received 23 February 2001; published 29 August 2001) 
Dynam.ical aspects of an adiabatic piston are investigated， based on the mass ratio expansion of the master 
equation for the piston veloci匂rdisなibutionfunction. S凶ple血.eoηrfor piston motion and relaxation of an 
idea1 gas in a cylinder turns out to reproduce our numerica1 experiments quantitatively. 
DOI: 1O.1103IPhysRevE.64.036119 
The adiabatic piston has gathered considerable attention 
recently， partly in connection with thennodynamics and ki刷
netics [1，2] to predict佐ansient(relaxational) processes and 
the final equilibrium state and p訂tlyits apparent relation to 
the ratchet dynamics [3]. ln short出.eproblem is how an 
adiabαtic piston， which separates a gas-filled cylinder into 
two parts with different pressure and/or temperature， moves 
and how the whole system relaxes towards its equilibrium 
state. Since we are interested in dynamicsof the whole 
piston綱gassystem， we study the problem based mainly on the 
master eqt凶 on[4] for the piston velocity distribution func-
tion p ( V， t)and also on thennodynamic considerations to 
deal with relaxation processes in the piston-gas system. 
Our system consists of a cylinder with length L and a 
piston with mass M， which separates the cylinder into the left 
and right p制 s(i=l，r)， each containing Ni(i=l，r) ideal gas 
partic1es with mass m. The density ni(i=l，r) is given by 
町宮N[/(XA)， nr=N，./[(L-X)A]， (1) 
where X is the length of the left cell and A denotes the cross 
sectional紅eaof the cylinder. To derive a master equation for 
the piston velocity distribution function p(V，t)， let us con-
sider the collision between the piston with velocity V and a 
partic1e with velocity v in the left cel. From the conserva-
tion of energy and momentum， the velocity after the collision 
V' of the piston is 
V' = V+2m(v -V)0(v -V)/(M +m)， (2) 
where the s記pfunction [0(x)= 1 (0) for x>O(xく0)]
shows that the collision is possible only for the case v > V. 
Assuming that the velocity distribution of the ideal gas in the 
left cell is Maxwellian with temperature T[， the transition 
rate WiCV→V') of the piston velocity from V to V' is given 
by 




fM(V~T)=(2 πT/nz) 一l/2exp[-mv2/(2 T)]. (4) 
PACS number(s): 02.50. -r， 05.40. -a， 05.20.-y 
Here and hereafter we set the Boltzmann constant equal to 1. 
Similarly the transition rate due to a collision with a p紅tic1e
in the cell r isgiven by 
Wr(V→V')=nrE(M +m)2/(2m)2](V-V')AfM 
X([{M+m}V'一{M-m}V]/{2m};T，.) 
X 0(V-V'). (5) 
Since the piston velocity V changes due to colIisions with 
partic1es in bo出 theright and left cells， the (total) transition 
rate W(V→V') is defined by W(V→V')器 W/(V→V')
+W，.(V→V')， and we obtain the following master equation 
for the probability density p( V，t) of the piston velocity: 
机仰=f dV'[W(V'→州γ，t)
-W(V→V')p( V，t)]. (6) 
Now we apply the mass ratio expansion [4，5] method de-
veloped by van Kampen to transform the complicated inte-
grodifferential equation (6) to a tractable Fokker-Planck 
equation. Referring the details of the derivation to the origi-
nal paper [5]， we only give an essential idea behind the mass 
ratio expansion. lntroducing the sma11ness parameterεby 
ε語 m/(m+M)， (7) 
we express velocity of the piston V as the sum of its deter-
ministic part V D and ftuctuation E1I2u as 
V=VD+ε1I2U. (8) 
Next from Eqs. (2)， (3)， and (5)， we notice that the transition 
rate W(V→V') can be expressed as E-1W(V;[V'....V]/E) 
with W(V，α)量 (Aa/4)[nJM( {V +α/2};Tj)0(σ)-n，.fM({V 
+α/2};T，.)0(一α)]and也isallows immediately a fOl'τnal 
Taylor expansion of the master equation (6) [5]. For V D we 
have the following evolution equation: 
dV D(t)/dt= Eα1 ( V D : Tj ，T pX)， (9) 
where the 1 th jump momentαぷ12= 1.2， . . . ) isdefined as 
内 (V:T"T，..X)=f daal+刷 M(川日川)
-n，j M(V十α/2:T，.)8(一α)]/4. (10) 
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官leX dependence ofα11 comes from the X dependence of 
the density， see Eq. (1). For the fluctuation u in Eq. (8) we 
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Dynamics of X(t) is naturally described by dXldt巴 VD
+εl/2U. We employ a simplifying approximation in which 
the stochastic variable X is replaced by its average over the 
distribution function p(u，t)， that is， 
~ 
d 
FIG. 1. Driving force α1 (V) for the cases P z > P r (dotted curve， 
Tz=3，l'z=2，Tr= l，nr= 1) and PZ=Pr (ful curve， Tz=3，nz= 1，Tr 
= 1 ，n r = 3). The ful curve goes throu抽出.epoint (0，0) since 
al(O)=O. It is noted出atal the physica1 quantitiesωappe紅 in
this and subsequent figures are nondimensional， with units m (the 







イ(V=O)= -4A[nzl JTl+nrl jT.ぷm/21T)12 
The method of mass ratio expansion h邸 beenmainly used 
for the case Tl詰 Tr to study relaxation of the piston velocity 
to its Maxwellian equilibrium dis凶bution[5]. We wil1 use it 
to study the relaxation of the whole system (piston and gas) 
towards the equilibrium state. 
From Eqs. (9) and (11) we see偽atthe dynamics is deterω 
mined byα1l' Eq. (10). Although it is not difficult to calcu嚇
late these coefficients numerically， we calculate some lowest 
order coefficients analytically for later convenience. Omit幽
ting T and X dependences we have 
(12) dXldt立 VD+ε1/2(u(t)). 
Furthermore we note th低 α;(V=O)
= 12j2A(m約一l/2[Pl1 ffl + P2 1.Jf2] is a positive quan-
tity.σdefined by Eq. (20) may be considered ωbe symme-
try breaking in the sense that even if the mechanical force 
balances， i.e.， p， = Pr ，σdoes not necessarily vanish and can 
give rise to directional (toward the region of higher tempera-
ture) piston motion as shown below. 
First we consider an infinite system N[ ，Nr=∞. In this 
case piston movement does not a妊ectthe thermodynamic 
conditions such as temperature and pressure and the problem 
is to obtain the stationary piston velocity. Hereafter in our 
numerical presentation we put m = 1 and A = 1 and al the 
quantities are nondimensiona1. In Fig. 1 we plotαl(V) for 
the case p，=6(T[=3.11，=2)， and Pr= I(Tr= 1，lr= 1) (dot欄
也dcurve). The force on the piston due to the unbalance of 
the pressure p z and P r is represented by the ordinate of the 
point [see Eq. (15)] where the curve crosses the y axis and 
the stationary velocity V D is given by the abscissa of the 
point where the curve crosses the x axis in Fig. 1. The physi-
cal origin of V D becomes c1ear if we explicit1y write down 












As for the derivatives of α1/ (V) with respect to V similar 
calculations yield 




From this we find， after some calculation， that 
α1 (V=O) =A(n[T，-nrT，.)/m =A(pz-Pr)/m， 
α守(V=0)=8A(21T)一1/2[l1Z(Tz1m )3/2十1l，.(T ，.11 )3/2] 
=Do(>O)， 
Pi= liTj(i = l，r). 
(22) 
Thus the statiomuγ(or terminal) velocity V D is determined 
by the balance of the driving force and the frictional force. 
When p， = Pr the macroscopic velocity vanishes， V D = 0 (see 
Fig. 1 ful curve) since αI(V=O)口 O.In this situation， dy-
namics should be discussed based on Eq. (11). Taking the 
(M +m)dVDldt=A(PI-Pr)-m~V D・
αi< V=O)= -4A[n/T]l2+叫T~/2]1(21r11l) 112= -~(く0) ，
(18) 
(19) α~(V=0)=6A[ -Pl 十P2]/m
(20) α'{( V=O) =2A[p，IT，-PrlTr]器ぴ‘
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FIG. 2. Stationary dis出butionof由episton velocity for an in-
finite sys陪mfrom experime臨 (dottedcurve) and theory (ful 
curve). 
donunant terms into consideration， we reduce Eq. (11) to the 
following Fokker-Planck equation 
。Ip(u，t)1dt= -dlθU[一{dφ(u)ldu}p]+ε(Do/2)( dl au f"p， 
(23) 
where we have defined the effective potential by 
φ(u)= e{，u2/2一(σ/6)ε3/2U3+ε2μ2u4/24. (24) 
Since thermodynamic parameters do not change in time for 
an infinite system we have a stationary distribution p st(U ) 
from Eq. (23) 
Pst(U)αexp[一φ(u)/( eDO/2)]. (25) 
When T[学Tr' the symmetry breaking parameter σdoes not 
vanish and the average (u) calculated by the distribution 
function (25) is not zero. More explicitly we can calculate 
perturbationally the average velocity ωobtain [2] 
[;(u) = e(J"Do /( 4r，2) =占石8m)[託-fil]e. (26) 
Equation (26) shows that the piston moves in the direction of 
a hotter region in agreement with numerical experiments for 
a hard rod system [6] and an ideal gas as shown below. 
Now we tum to a system with finite size， where piston 
movement results in variation of various thermodynamic pa-
rameters and the problem is to determine the piston position 
X ( t) as a function of time. For this purpose we examine the 
time evolution of the system with the main concem put on 
the piston motion dX(t)ldt. Since the piston is heavy and 
moves slowly we can regard the two cels to be homoge-
neous、characterizedby Ti(t) (i = 1， r)and lZ j(t) (i = l， r)and 
we have the equation of motion for the piston from Eq. (26) 
dX(t)/dt=布石8m)[fi，.-fil]E. (27) 
Since the piston energy in the conservation law 
L 
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FIG. 3. Piston position X(t) relaxing toward X(t=∞)=L/2. 
百lecurve with jags is the result of averages over 50 experiments 
and the ful1 curve is from theory. 
(Ntf2)dT[ldt十(N/2)Trldt+d[M(u
2)12]ldt=O 
is negligible from Eq. (25) and under the condition Ni(i 
=l， r)~ 1， we have 
N[dT[/dt十NrdTr/dt=O. (28) 
Finally assuming that mechanical balance P[=Pr holds， we 
have 
(29) N[T[IX=NrTr/(L-X). 
From Eqs. (27)， (28)， and (29)it follows that 
dXldt口ーゾ(1TKo/8mL)[JX-~(L-X)/c]ι (30) 
where c=.N，.INl and Ko謹 T[+cT，・ Instead of showing the 
rather complicated analytic solution to Eq. (30)， we consider 
the dynamics at the late stage when X (t) approaches the 
equilibrium point LI(l +c) and we easily obtain simple ex-
ponential behavior exp( -t/吟 ofX (t) with the relaxation 
time T given by 
T=(4Lc/e)ゾ2ml1TKo{l十C)3. (31) 
Simple exponential behavior， which was first observed in [6]， 
is quantitatively verified below. 
Finally in this theoretical part， we consider the thennody-
namics of the system. First， from Eqs. (28) and (29) it is seen 
that the pressure Eq. (17) is a constant， which is in accord 
with our experimental observation (except for tluctuations). 
Since the entropy of a oneべlimensionalideal gas is given by 
S=Nln[♂/1] to an addi tive constant， we ha ve 
d(Sf+S ，.)/dt= (312)NAT，1 dTf/dt+ cT; 1 dT，./dt]， 
(32) 




TOYONORI MUNAKATA AND I-sDEKI OGAWA 
d(S[+Sr)ldt= (3/2)NATi1-T;l]dT[ldt. (33) 
From the second law we know that the right hand side is 
non-negative and heat is confirmed to ftow from a high to a 
low胞mpera知reregion.百lesame equation is derived if we 
apply the second law to， e.g.， the left cell and study dS[ 
~dQITr= (dEl+ pSdX)ITr. 
Numerical experiments are rather simple for a system 
with finite size and a minor modification of a molecular dy-
namics method for a hard rod sy蜘叫7]is enough， since we 
only need to consider elastic collisions of particles with a 
piston and a wall. ln experiments for an infi凶tesystem， we 
take a Monte Carlo (MC) approach. First we choose a time 
increment .a and calculate zl=.aI dV' W[( V→V') and Zr 
器 .aIdV'Wr(V→V')[see Eqs. (3) and (5)]. Zj， and Zr de-
note the probabilities of the piston with velocity V to collide 
with出.eleft cell and right cell particles， respectively and 1 
-Z[-Zr is the probability of no col1ision. In order to avoid 
more than one collision in time .a we choose .a small enough 
so that Z[+ Z，.く0.03.If a collision with say， the left cell pa子
ticle occurs， the new velocity V' is chosen according to出e
probability W[(V→V')I I dV勺V[(V→V").In Fig. 2 we plot 
the stationary velocity distribution P siv) (dotted curve) ， 
which is based on 8 X 106 MC steps for an infi凶tesystem 
together with the theoretical one(full curve) (E'=0.01) for 
T[= 1，n[=0.I，Tr=3， and n，.= 1130. The average velocity is 
0.0059 from numerical experiments and 0.0046 from出.eory.
It is noted由atnot only the mass ratio E' but the difference in 
the thermodynamic p;町ametersof the two cells have e百ects
[1] J. Piasecki and Ch. Gruber， Physica A 265，463 (1999). 
[2] Ch. Gruber and J. Piasecki， Physica A 268，412 (1999). 
[3] F. Juelicher， A.Ajdari. and J. Prost， Rev. Mod. Phys. 69， 1269 
(1997); R. D. Astumian， Science 276， 917 (1997). 
[4] C. W. Gardiner， Handbook of Stochastic Methods (Springer， 
Berlin， 1983). 
PHYSICAL REVIEW E ω036119 
on the validity of the theoretical prediction for P st( V). Gen-
erally the smaller the εand the di妊erencesin the thermody-
namic pぽameters.the discrepancy in the stationary velocity 
dis凶butionfunction between experiments and theory be-
comes small. For example， when T[ and T r differ consider-
ably，自uctuationin press町ebecomes large and we have to 
take ftuctuation e百ectsinto account. For the finite system we 
紅bi仕組lyset N[=Nr=500(c= 1)，組 dL = 20000. Experi-
mental piston positions Gagged curve)， which are averages 
over 50 experiments， and theoretical ones (smooth ful 
curve) X(t)紅'eplotted in Fig. 3.百leinitial condition is 
X(0)IL=0.25， T[(O) = 1， and Tr=3. If we use Eq. (31) we 
have 'T= 1.1 X 106 and the best fit to experiments is achieved 
by a single exponential with 'T宮 0.94X106， 
Note added in proof. In the molecular dynamics simula刷
tion for a system with finite size， the velocity distribution of 
particles in an ideal gas is not necessarily Maxwellian and 
this seems to be one of the reasons for the discrepancies 
between our theory and experiments. 
In this paper we studied the adiabatic piston problem 
based on the mass ratio expansion method. In spite of our 
neglection of some fluc加ationand inhomogeneity e荘ects，
our theory tums out to reproduce the experimental results 
quantitatively. Equations (33) and (31) show that energy 
flows through the piston so long as the mass of the piston is 
finite. Thus from our treatment presented above we may say 
that the piston treated in this paper had better be called the 
Brownian piston. 
[5] N. G. van Krunpen， Can. J. Phys. 39， 551 (1961). 
[6] E. Kestemo肌 C.van den Broeck， and M. M. Mansour， Eur，か
phys. Le札 49，143 (2000). 
[7] M. P. Allen and D. J. 1ildsle)ん ComputerSim以ltiol1S of 



















9α =d(A-α) = II~lð(Âi 一向 (2)
必仏αバa(tο附
(1り)K 次元空関での和?例えば 2と了は II~lJ dαa~ となる.














山]= J drg[n]九q(町三 (g[n])= exp(sFN -川]) 向
ag[n， t]/θt=-Jかα刷 Tα)J[n] (7) 





N四粒子系に 1つのblueparticleを加え (N+ 1)粒子系を考えると， blue particleの密度
場の分布関数の時間発展は以下のようになる.
go[no] = 11α8(合0(1'α)-no(1'α). (9) 
θ勾制紳仙g仇削仰附'o[巾伽n何町川川O仏μ，t]必ψ!ν/δ説t=一fρ介μd伽仇T九α川
Jゐo=Dマαη向o(ケTαρ)[付vα6匂go[n凶向0]ν/8η向o(ケγ九αρ)+g.仇o[n例吋]sマαa8凡[n同吋iν/バ8n向0(1'九α)] (11り) 
geq[no]三位。[no])= exp(sFo -s九[no]) (12) 
同様に N四粒子運動については以下のように与えられる.
g[nぅno]= 11α8(合(1'α)-n(1'α))8(乱。(1'α)-no(1'α)) (13) 
θg[n， no， t]/θt = -J dr"，{ojon(rα)川]吋川α)ゐ同]} 仏
J[n， no] = D¥Iαn(1'α)[マα8g[n，nol/ 8n( l'α) + g[n， no]s¥Iα8FN+l[nヲnol/8n(1'α)] (15) 
Jo[no川]=Dマαno(1'α)[¥1α8g[n， nol/8no(1'α) 

















物を用いた [3].粒子数N= 1000，全数密度p口 0.8を一定として?液体から過冷却液体ま
で様々な温度 (0.306:; T :; 0.772)の状態を用意する.各状態においてシミュレーション
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Fig. 1: T = 0.306(a)， 0.473(b)における Fig.2: 成分Aに関する中間散乱関数
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求め，T = 0.306， 0.473の結果を Fig.2に示した.液体状態から過冷却状態になるにつれ
画定された粒子を含む体系の構造緩和が遅くなる様子を見ることができる.緩和時間を
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Statistical mechanics of two hard disks in a 
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Abstract 
A system of two hard disks in a rectangular box is studied based on 
the exact partition function and equilibrium distribution functions of 
particles. Box軸sizedependence of some quantities of interestヲsuch出
pressure and the particle dis凶butionfunctions， isinvestigated and in 
particular the negative compressibility of the van der Waals type and 
the corresponding phase transition are analysed in detail. This system 
turns out to have rich structures which are related to the ergodゃ
nonergode transitions in this system. 
As is well known， chaos and ergodicity[1，2] serve as a bridge linking mか
chanics and statistics. This bridge is not limited to many司bodysystems， a 
main field for application of statistical mechanics. Currently some few四body
systems gather considerable attention in this regard and for few田bodyhard 
1 
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core( or disk) systems， entropy[3] ， the thermodynamic second law[4] ， and a 
phase transition[5] are discussed to mention a few. 
We consider a system composed of two identical hard disks put in a rect由
angular box， which was st吋iedby Awazu[5] with a molecular dynamics(MD) 
method and a liql泌晴solidlike transitio叫6]with negative compressibility was 
observed to exist. It is noted however that without explicit analysis the 
understanding ofぬemechanism underlying七heinteresting behavior is not 
complete and the purpose of this paper is to study the system by entirely 
analytical computation and understand the van der Waals features in the 
large density case statistical mechanically. 
We denote the diameter of a hard disk by d and a horizontal(vertical) 
length of the rec七angularbox -by lx + d(ら+d). It is remarked that as lx is 
decreased from above d to below d， the system naturally shows an ergodか
nonergode transion， inwhich a particle occupying the upper part of the 
box is kept from going into the lower part when lx becomes smaller than 
d. In order to take into account the particle四wallinteraction， we introduce 
the coordinate system (x， y)， inwhich x and Y can take values in the range 
o :;x :;lx and 0 :; Y :;ly， respectively. With use of (x， y)， the distri四
bution function of the position coordinates {Xi，Yi(i = 1，2)} is simply given 
by P(Xl' Yl; X2， Y2) = l/Zc for R 三 [(Xl-X2)2 + (Yl -Y2)2P/2三dand 
p(Xl， Yl; X2， Y2)ロ ofor Rく d.Here the con長gurationalpartition function 
Zc(lx， ly)normalizes the probability c;listribution function by f dXldx2dYldY2 
p(Xl， Yl; X2， Y2)= 1. 
Let us consider the probability distribution fUI以 ionsf(x) and g(y) for 
2 
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the relative coordinates x =X2 -X1 and Y =Y2 -Y1， which were numerically 
obtained before.[5] For example f(x) is de五回dby f(x) = fdX1dx2dY1dY2 
P(X1' Y1; X2， Y2)O(X -[X2 -X1]). It is convenient to divide the space (lx， ly)
into four regions， lxど d，らさ d(region1)うんど d，lyく d(region11)， 
lxく d，らと d(region111)， and lxく dヲlyく d(region1V). Simple sym-
me七ryconsideration reveals that in the region 1 and 1V， f(x) and g(y) are 
even and we have 
fI(xllx， ly)= gI(xlly， lx)， fIV(xllx， ly)= gIv(xlly， lx)， (1) 
where size田dependenceof the functions f and 9 isshown explicitly. In the 
regions 11， g(y) is even and f(x) is to be treated only for e.g. lx主ZとO
since two particles can not change their left-right relationship in the course 
of time. Symmetry consideration tels us that 
gIII(yllx， ly)ロ fII(ylly，lx)， gII(叫ん，ly)= fIII(ylly， lx). (2) 
We start from the region 1. When んど Z とd，the contribution to 
f (x) from f dY1 and J dY2 is l; and from the relation 0三X1:; lx -x， the 
contribution from X1 integration is (lx -x). Thus we have 
f(x) = l~ (lx -x)/Zc. (d :; x :;lx) (3) 
When 0 :;x :;d and if we confine the contribution to f (x)from the region 
y1 :; y2， we have the factor ly -[Y1 + (~~X2)1/2] from Y2 integration and this 
is first integrated from 0 to ly -(~ -x2) 1/2 over Y1 and then multiplied by 
lx -x as the contribution from X1 integration. Finally this is to be multiplied 
3 
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by 2 since the region Y1主的 givesprecisely the same contribution as above 
to f(x). Thus immediately we have 
f(x) = (lx -x)(ly一(d2-X2) 1/2)2/ Zc・ (0:; x三d) (4) 
Noting that f(x) is even in x， we obtain Zc from the condition f~i;z: f(x) = 1 
to be 
Zc(lx， Zy) = な~(いdめ)2十2イt(lらトy一 (μd♂ι2仁一の刊y2)1/ν刊 x帽帽一一寸-
一 Jz:lz;一吋2lらxlらy+ (μ仰4ν/3め)(lらx+lらν)d3一d4/2. (5) 
In the region 11 f (x)is considered only in the region 0三zさん asnoted 
before. N ew aspect is that x can not be smaller than Xmin = (d2なー)1/2.In 
the region d :;x :;lx， f(x) is given as before by Eq. (3). When Xmin :; X :;dヲ
f(x) is given by Eq. (4)， that is 
f(x) = (lx -x)(ly -(d2 -X2)1/2)2/Zc・ (Xmin:; X三d) (6) 
f(x)ヱo(0 :; x :;Xmin) 
From the normalization condition必;z:f(x)dx = 1， we have 
Zc(lx， ly) = l~ (lx -d)2/2 + 2 rd~(ら一 (d2 -y2)1/2?(lx -y)dy 
Jy'dて17M
とーな/2ーな/12+ 2lxd3/3 + l~d2 /2 -lxlyd2B 
(7) 
ーら(l~+ 2d2)( d2 -l;) 1/2/3， (8) 
where sinB = ly/d. As Zy approaches d from below d in Eq. (8) and from 
above d in Eq. (5)， we notice that Zc(lx， ly↑d) = Zc(lx，ら↓d)/2ヲreflecting
4 
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the nonergodゃergodetransition at ly = d.As to the probability distribution 
function of y主的 -y1， itis easily obtained that 
g(y) = (ly -Iyl)(lx -(d2 -y2)1/2)2/(2ZC)' (0:; Iyl三ly) (9) 
The results for the region 111 is easily obtained from Eq. (2). 
Finally let us consider the region IV. If l; + l~ 三~， the box can contain 
only one particle. For l;+な>~， we have four ergodic components(if 
we regard two par七iclesdisti時uishable)，in each of which two particles are 
distributed along one of two diagonal lines of the box. The distribution 
function f(x) of the relative coordinate X2 - X1(> 0) is given by 







? ? 、 、
f(x) = (lx -x)(ら一 (d2_ x2) 1/2)2/ (2Zc)・ ((d2なー)1/2:; X 三lx)・ (10) 
Zc is calculated from J:z f(x) = 1 to have 
附仏(ら一(山d2人川一寸Uめ刊Wげ川2竹叩市叩)1戸内ν収/ρ2
Jz: lGU;シ/4一(lと;+ l号ゆ~)/24+ (l;+ l;φ)d2/4 + Zんxlらνd♂2代(π /2 一6角1… 9仇ω2ρ)/2
Zc(lx， Zy)
一 (d2 なー)咋d2lx/3+んな/6]
一 (d2とー)1/2[d2Zy/3+らな/6]+ d4/8ヲ (12) 
where sin 81 = lx/ d and sin 82 = ly/ d.It is easily con五rmedthat as lx goes 
to"d in Eq.(8)， the Zc is twice the Zc obta泊edfrom Eq. (12) in the same 
limit. This is due to the ergode-nonergode transition additional to the one 
already mentioned just below Eq. (8). It is noted however that there is no 
discontinuity in pressure， defined below by Eq. (14)， asreadily seen from Zc 
5 
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expressed by integral forms in Eqs. (5)， (8)， and (12). 
N ow we turn to the equation of state of our system. The con宣gurational
part of the entropy Sc is given by 
Sc(lx， ly)= kB ln Zc(lx， ly)， (13) 
where kB denotes the Boltzmann constant. Pressure on the wall is expressed 
by 
Px(lx， ly)= T8Sc/θlx， py(lx， ly)= TθSc/θly， (14) 
with T temperature of the system. For hard四disksystems T determines only 
a time scale and hereafter we put kB = 1， and T = 1 for simplicity. It is 
remarked that our system is tl悶 modynamicallycharacterized by (lx， ly)and 
from symmetry Px(lx， ly)= py(ly， lx). 
The unisotropic pressure obtained by MD experiments[5] in some part 
of (lx， ly)region(ら> d) was confirmed to be consistent with our analytic 
results Eq. (14). As examples， some Px for ly > d are shown in Fig.1 as a 
function of lx. We notice that the pressure Px on the side( left or right) walls 
shows the van der Waals characteristics for dくらく ly，cwhere ly，c( = 2.106d) 
denotes the (upper) critical value of ly to be discussed later. In contrast， py
only monotonously decreases with lx for ly > d.
Usually the van der Waals behavior is ascribed to an interplay between 
七heshort由rangerepulsion and the long-range attraction in the interatomic 
pote凶 al.[7] The 10 
wal1 by means of a slight densi抗tyincrease inside the c∞onta凶.inerof the gas. The 
hard四disksystem shown in Fig.1 is highly compressed and inhomogeneous. 
6 
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In Fig.2 we plot， for ly/ d = 1.2， the probability distribution function of x 
coordinate of a particle nx(x)， defined by nx(x) = Jdx1dy1dY2P(Xl， Yl; XぅY2).
In this compact packing generally， particles are located near the wall and the 
central part of the box is les populated. As lx/ d decreases from 1.2七o1.0， 
the nx(x = lx)， that is，七hedensity at the side wall， first increases and then 
decreases， showing a (local) maximum around lx/d ~ 1.1. This property of 
local density variation is in accord with the variation of pressure Px shown 
in Fig.1(ら/d= 1斗 Thuswe consider that the density at a wall， which is 
determined through complicated packing of hard disks in a small rectangular 
box， isthe main factor for the van der Waals behavior of Px in Fig.1. In 
contrast to nx(x = lx)， ny(Y = ly) turned out to increase monotonously as 
lx/ d isdecreased from 1.2 to 1 for ら/d= 1.2. It is noted that whenever we 
observed the van der Waals behavior we simultaneously observed the similar 
nonmonotonous behavior of par七icledensity at the wall. 
Qualitatively we may understand this van der Waals behavior as follows: 
First let us express Px as 
Px = (1-W)Pn一con+ Wpcon， (15) 
where W denotes the probability of two particles being contact each 0七her
along the x axis， i.e.， IX2-xl is around d， and Pcon the pressure in this 
situation which is larger than Pn一confor the noncontact case. As lx becomes 
small from lx > > dうPxincreases d ue to七heincrease of both Pn-∞πand Pcon. 
Under further compression， Px decreases first due to drastic decrease of W 
and WPcon and then increases due to increase of Pn-con(W ~ 0)， resulting in 
the van der Waals behavior. Similar argument， ifapplied to the lx deperト
7 
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dence of PY' can explain the monotonous behavior mentioned above. 
We now proceed to the region lyく d，which was not investigated be-
fore. J ust as for七hecase ly > d， we observed the van der Waals behavior 
for Px(lx， ly)as shown in Fig. 3. This is also qualitatively explained bぉed
on Eq. (15). That is， under a c10sely packed situation， the van der Waals 
behabior may result from the change in packing mechanism， which accom-
panies the ergode-nonergode transition. This is in sharp contras七withthe 
many申bodyhard四coresystem for w hich there is no distinc七ionbetween a gas 
and a liquid. In the region lyく d，there is an unstable region， inwhich 
the compressibility from Px becomes negative.(see Fig.3) As for Py we only 
observed an monotonous gas四likebehavior for variation in lx. 
Collecting the results presented above for Px(lx， ly)， we show in Fig. 4 the 
phase diagram in the (lx， ly)plane. The two curves C1， C2 from (d，ly，c) to 
(d，O) determine the unstable region， inwhich the compressibility becomes 
negative. One may cal the region A， which is either to the right of C1 
or above the line ly = ly，c， a gas phase and the region Bヲwhichis left to 
C2， below the line ly = ly，c and above S， a liquid phase. Inside the curve 
S = (lx， ly): l;+与口♂， the system can contain only one partic1e. However 
in the region B， ifwe distinguish a fully constrained region B' : lxく d，らく d
from the remaining half田constrainedregion ly > d in B， one may cal the 
system in B' a solid phase and七hetransition below the line lyく dbecomes 
the gas聞solidone. We note that this phase diagram comes from the system 
response， more explicitly， the response of Px to lx variation. Py does not 
show any instabi1ity. If we study the response to ly variation， then py shows 
8 
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instability and we only need to change the coordinates from the symmetry 
mentioned just below Eq. (14). 
Finally we comment on the probability distribution functions f(x) and 
g(y) for the relative positions. As a situation interesting from the viewpoint 
of app1ication of the analytic expression for these functions， we consider ら/d
is larger than 1 and lx / d becomes gradually small and approaches 1. In order 
for the particle locatecl in the upper part to exchange position with the one 
in the lower part， the transition state， y = Y2-Yl = 0 must be crossed. If 
we put lx/ d = 1 +εwith 0く εくく 1，it is readily obtained from Eqs.(l) 
and (4) that g(y = 0) approaches ε2， showing that it takes a long time of the 
order ε-2 for two particles to exchange their relative(叩 per-lower)position 
and this results in the slow relaxation observed in Ref. [5]. 
In this paper we considered a system composed of two hard disks based 
on analytic expressions for the partition function and some probability distri-
bution functions. A system of two particles， which shows ideal or low-density 
gas properties if put in a box with large volume or under the periodic bound時
ary condition， bahaves quite differently in a compressed situation and shows 
a g泊四liquidor a liquid-solid like transition. Packing is one of the most 
important factors controlling properties of dense liquids[8] and amorphous 
substances(glass).[9，10] Thus we.believe that investigation of properties of 
a few四bodysystem packed in a small box might give important insights on 
condensed matter physics. Along this line some properties of a three-disk 
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Fig.1 Pressure on the vertical wall Px(lx， ly)for various ly values as functions 
of lx. From the upper curve，らjd =1.2， 1.4， 1.6， 1.8， 2.0 and 2.2. 
Temperature T and the Boltzmann constant are both set equal to one 
and the pressure is non四dimensional.
Fig.2 Density profile nx(x) for らjd= 1.2 and lx in the range between 1.0 and 
1.2 with the incrementムlx= 0.02. It is noted that x isin the range 
Oく Zくら.
Fig.3 lx dependence of Px for らjd= 0.75(full curve) and lyjd = 0.85 (dashed 
curve). 
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Abstract 
T恥 HNC(hypernetted-chain)叩 ationis generalized批 athree-body level 
based on the three-body density functional theory and the Percuぜ idea.
Supplementing with the generalized Ornstein-Zernike relations， we derive 
the three岨bodyHNC theoηfor twcト andthree-body correlation functions. 
We solved the three帽bodyHNC theory numerically for the case of a Ofiiか
dimensional fluid and obtained the solution self-consistent1y. Our results are 
compared with the (two-body) HNC theory and molecular dynamics simula-
tions. It is found that the three圃bodyHNC theory improves the HNC one 






The pair distribution function， which is usually called the radial distribution function 
以内 playsa central role in characterizing structures of simple liquids [1]. The g2 (r) has 
been obtained by neutron scattering experiments [1] or computer simulations [2]. Theoreti-
callJらtherehave been developed some equations for g2 (r )ヲsuchas hypernetted-chain (HNC) 
equation or Percl砕 Yevick(PY) equation to mention a few [1，3]， based on the density func田
tional theory (DFT) and diagram methods [1]. It is noted that these equations are usually 
of the form of integral equations and rather heavy numerical calculations are required to 
solve them， except for the PY equation for a hard圃coresystem [1] which allows an analytic 
solution. 
As an exact theoretical framework and also as a practical and convenient tool to study 
structure of 1iquids， the DFT has been playing an important role [4] in studies of the freezing 
[5]， glass transition [6]， molecular liquids [7]， and so on. It is worth mentioning that the 
HNC equation for g2(r) can be derived from the DFT. 
Let us consider a d四dimensionalfluid system with an interaction potentialゆか).If one 
particle is located at the origin r = 0 of the system， the onかpartic1edensity can be related， 
with the aid of the Percぱ ideaヲtothe pair帽correlationfunction [8]. That is， the equilibrium 
density n(r) represents nog2(r) with the normalization condition g2(r)→1 as r→∞. 
According to the variational principle of the D FTヲweobtain an equation to determine the 







where F[n] is the free energy functional of a fluid and μrepresents a chemical potential. 
The free energy functional F[n] is divided into the ideal gas part Fid and the interaction 
part凡x.Fid is given exactly as the first term on the right hand side of Eq. (2)， and Fex is 




F[n] :吉Fid+ Fex 
z吋k勾ばBTJ 州 T付川){州T吋川)川Aμ件d
X {CM(ケrlγ"，rM)}{η(ケrl川)一no}'"{n(ケrM)一no}， (2) 
where A and C M denote the thermal wavelength and the M -th order direct correlation 
functionヲrespectively.
If Fex is truncated after M = 2 as is usually done， we have the free energy functional 
F同2 ば f州 r){ln[n(r)Aい}
一年Jdr J dr'[n(r)一州(Ir-r'l)[n(r') -no]， (3) 
which was employed by Ramakrishnan and Yussouff to investigate a liquid醐crystaltransition 
[5J. The C2(r) is related to the two圃bodytotal correlation function h2 ( r )さの(r)-1 by the 
Ornstein-Zernike (OZ) relation [1]， 
ん(r)=α(川 oJ dr'C2(1r一例 (4) 
We note that the second帽orderdirect correlation function C2(r) mu1tiplied by -kBT can be 
interpreted as the two帽bodyeffective interaction. 
Inserting the free energy functional form (3) into the variational equation (1)ラweimme田
diately obtain from n( r) = nog2 (r ) 
lng2(γ)口サ(r仇 (5) 
which is equivalent to the HNC equation [1]. The equation set (4) and (5) can be solved 
numerically to yield the theoretical expression for g2 (r). 
In our previous paper we approximated Fex by including up to the M-th order terms in 
Eq. (2) (1l1(> 2)-body DFT) and derived the generalized HNC equation， which was to be 
supplemented with the up to 1lιth order Ornstein-Zernike relations to obtain a closed set of 
integral equations [10]. For the case of M = 3， we tried to solve the HNC theory and could 
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calculations [10]. In similar efforts to understand and to take into account effects of higher 
order correlations in liquids， Verlet introduced the PY2 or HNC2 equation by extending the 
systematic functional expansion method due to Percus [9]. Similarly there have been several 
attempts to understand the three岨bodycorrelation in a flu耐1
As is anticipated， it is a demanding task to obtain numerical solutions of integral equa-
tions including the three帽bodycorrelation function. The purpose of this paper is to try 
again numerical solutions of the three-body HNC theory and present more reliable numer-
ical solution to enable evaluation of our three酬bodyHN C theory. The organization of this 
paper is as follows. In Sec. I， we summarize the three-body HNC theory and in Sec. II， 
after explaining our method of numerical solutions， we present numerical results of two圃 and
three曲bodycorrelation functions. Finally in . Sec. IV we conclude this paper. 
1. FORMALISM OF THREE幽BODYHNC THEORY 
In order to make this paper self-containedヲherewe briefly summarize M = 3 HNC 
(HNC3) theory and write down equations necessary for explanation of our numerical al田
gorithm. For the case of M = 3， we have a set of equations to determine the twか組d
three-body correlation functions g2(1， 2)and g3(1， 2，3) with 1 denoting the position vector 
T1. As to g3(1， 2，3)， we can express it as g3(1， 2，3) = gl (211)gl (311，2)， where gl (311ヲ2)
represents the onゃbodydistribution function at 3 when two particles are located at 1 and 
えandgl (211) is identical with the radial distribution function g2(1， 2).According to our 
previous paper， the HNC3 theory consists of the following equations: 
ln gl (211) =一山)j(kBT)+ no J dl'C2(川 1(1'11)
+ 刷 Jd 中2γ払Fロ矧α似(川l






詰一(ゆ(ρ1，3め)+ゆ(ρ2う，3め)ν/(伏kBT)+ o(例3幻)(伶311，2幻)+B(例め町(伶311，2め) (7) 
where h1 (211) = 91 (211) -1 and h1 (31，2) = 91 (311，2) -1. Here o(m) and B(m) (m = 2，3)紅 e
called a昨 bodyconvolution and bridge function， respectively [10]. Neglecting the B(2) in 
Eq. (何6)，weimme 
the potential field at 2 produced by particles at l'組 d2' through the 03(1'，2'，2). Similarly 
to the O2， the third幽orderdirect correlation function 03 multiplied -kBT can be regarded 
as the effective three幽bodyinteraction. 
We next turn to the generalized OZ relations between the functions 92，93 and O2，03・It
is useful to express the two圃 a且dthree-body OZ relations in Fourier space because of their 
convolution structures: 
h2(q) = C2(q)(1 + nOh2(q))ヲ (8) 
H(ql' q2) = C3(ql， q2)G(ql， Q2)， (9) 
where 
G(ql， Q2)三 (1+ nOh2(q1))(1 + noh2(q2))(1 + noh2(IQl + Q21)， (10) 
and 03(Q1，の)represents the Fourier transform of 03(1， 2， 3)with 3 taken to be the origin of 
the coordinate system. Similarly， H(Q1， Q2)represents the Fourier transform of the function 
H(l， 2， 3)defined by， 
H(1，2，3)さね(1ヲ2，3)-h2(1， 2)-h2(2， 3)-h2(1ヲ3)
一[h2(1，2)h2(2， 3)+ h2(1， 3)h2(3， 2)+ h2(2ぅ1)h2(1，3)] 
-no f紬 2(1，4)h
where h3(1ヲ2，3)= 93(1ぅ2，3)-1. In summary， we now have the self-consistent set of HNC3 
equations， Eqs. (6)う (7)ベ8)and (9) to determine four unknown functions 92ぅCゎC3and 93 
or 91 (311，2). 
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色111. NUMERICAL STUDY OF THREEトBODYHNC THEORY 
A. numerical calculation details 
The solution ofthe integral equation such as the HNC equation has been usually obtained 
numerically. To this end， the iterative scheme， which is generally called the Picard methodヲ
is introduced [1]. This method can be applied to our HNC3 theory because of its simi1ar 
structure to the HNC theory. The procedure used here is the following: (i)take as the initial 
direct correlation functions Cm，in (m = 2，3) the ideal gas ones; (ii)calculate the functiorrs 
h2 and h3 through the OZ relations (8) and (9); (iii)obtain the new functions h1(21) and 
h1 (31，2) by calculating the right幅handside of Eqs. (6) and (7); (iv)calculate the new direct 
correlation functions Cm，out from the h1 functions obtained in the step (ii) through the OZ 
relations; (v )take the next input direct correlation functionsぉ
CZZ=(l-αm)Cm，in +αmCm，out (m = 2，3)， (12) 
where αm isthe parameter denoting a mixing weight; (vi)iterate (i)四(v) unti1 convergence 
is achieved. In order to judge the convergence， we define the norms Nm (m = 2，3) as 
町一 iICm，側 t-Cm，in " 
~'m - 1 Cm，in 1 (13) 
and monitor their changes at each iteration. 
The system considerd here is a one-dimensional (lD) liquid with the pairwise interac-
tionゆ(γ)=ε(σ/r)12. The units of length and temperature are taken as 1 = l/no and 
T* = (kBT/ε)(1/σ)12ヲ respectively.Then the thermodynamic state of the system can be 
characterized by one variable T*. We considered two thermodynamic states T* = 10000 and 
50000， where the radial distribution function is modelately oscillatory. Since we obtained 
similar results in both casesヲwewill show the resu1t of only T* = 10000 in this paper. 
N umerical ca1culation was carried out with α2 = 0.01 and α3 = 0.1 in Eq. (12)ヲwhich
were chosen empirically. We fixed the variable 1 at the origin of the coodinate from the 
invariance of Eqs. (6) and (7) under space translation. For convenience， the variables 2 and 
6 
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3 are expressed by x and y so that the functio邸ヲ forexample， g2(1， 2)and C3(1ヲ2ヲ3)will be 
expressed simply by g2(X) and C3(x， y)， respectively. The variables x and y are considerd in 
the range Ixl， Iyl:; 10 with 512 mesh帽points，convenient for use of the fast Fourier transform 
(FFT) method. 
In our previous approach， we could not achieve convergence in the calculation of cぁ
whose norm N3 was observed to increase after about 100 iterations [10]. The problem was 
that the C3 could not keep its smooth structure in the course of iteration due to accumulation 
of numerical errors. The errors turn out to come mainly from the use of the two-dimention 
discrete Fourier transform. To eliminate this di伍cultyrelated to FFT， we here introduce 
the filter function f (x， y)= exp ( -x2 /α2) exp(-y2/α2) with a constantα. We multiply the 
C3(x， y)by the f(x， y)with α= 6 at each iteration in order to make C3 (x， y)a smooth 
function. Since the C3(x， y)is a localized function of x and y around the origin (0，0) in the 
range Ixl， I計三 1ヲthisprocedure does not in血lencethe shape of the C3(x， y).
In Fig. 1ヲweshow the norm changes Nm for T* = 10000 as an iteration step increases. It 
is seen in Fig. 1 that both N2 and N3 become the order of 10-6 after about 15000 iterations 
and the convergence is fulfiled. In Fig. 2 we compare C2 (x) of the ideal gas with the one 
from the HNC3 theory. In Fig. 3， we also plotted C3(x， y)of the ideal gas (a) and from the 
HNC3 theory (b). For C2 and C3ヲthedirect correlation functions of an ideal gas are seen 
to considerably 'grow up' in a similar way due to the pairwise interaction， leading to rather 
strong effective repulsion for small separation of particles. 
B. results 
We performed molecular dynamics (MD) simulations of a 1D liquid with 4000 particles 
and obtained g2(X) at T* = 10000 [2]. In Fig. 4， we show g2(X) at T* = 10000. It is well 
known and also shown here that the g2(X) from the HNC equation has a higher 日rstpeak 
and a more compressed structure than the experimental one. On the other hand， itis noted 
that the HN C3 theory gives better g2 (x) with respect to the height of the first peak and the 
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phase of the oscillation. 
This improvement of the 92(X) is attributed to the three-body e定ectヲwhichis explicitly 
taken into account through the B(2)(X) in Eq. (6). In order to quantify the three帽body
effect， letus turn to the brigde function B(2)(X) and the convolution function C(2)(X) in Eq. 
(6). In Fig. 5ヲweplot the combination C(2) (x) + B(勾(x)in Eq. (6) and C(2)(X) from the 
HN C theory and the potential termゆ(x)jT*for the purpose of comparison. From Fig. 5， 
we notice that the C(2) (x) + B(2) (x )企omthe HNC3 thory is smaller than the C(2)(X) from 
the HNC theory at x ~ 0.5 where a particle contacts with a core. This change induces the 
improvement of the 92(X) with respect to the height of the first peak. In addition to this， 
Fig. 5 shows that there is a moderate improvement as to the oscillation phase between the 
HNC3 and the HNC theories. 
Finally we comment on the Kirkwood superposition approximation (SA) [14]. Kirkwood 
approximated the three岨bodycorrelation function as the product of the tW1かbodycorrelation 
functions as 
93(1，2， 3)~ 92(1，2)92(2，3)92(3， 1). (14) 
One obtains the Born司Greenequation for 92(X) by applying this approximation to the YVOIト
Born帽Greenhierarchy [1]. Once this factorized approximation is employedヲwecan obtain 
the third圃orderdirect correlation function by inserting the SA 93 to the three-body OZ 
relation (9). We thereby have another selιconsistent closure (HN C3+SA) consisting of Eqs. 
(6)， (8)ヲ (9)and (14) without recourse to Eq. (7). It should be noted that the bridge 
function B(2) in Eq. (6) is calculated by the C3 approximated with the SA. We carried out 
the numerical calculation of the HNC3+SA with the iterative method explained before. In 
Fig.6ヲweshow the 92(X) at T*立 10000for the HNC3+SA， HNC， and MD， which indicate 
that the HNC3+SA theory improves the HNC theory similarly but slightly to les extent as 




In this paper， we discussed the HNC3 theory derived before based on the three軸body
DFT and the Percus' idea. We solved rather complicated set of equationsヲwhich consists 
of Eqs. (6)， (7)， (8) and (9)， todetermine the twか andthree-body correlation functions 
selιconsistently. For the lD soft-rod system the HNC3 theory was shown to improve the 
HNC theory with respect to the height of the first peak and the phase relations of 92(X). 
Effects on the radial distribution function of the third醐orderdirect correlation function C3 
were discussed through the convolution and bridge functions. 
It should be noted that the system considered in the present work is at rather high 
(1ow) temperature (density). Furthermore， we studied only a lD system in our numerical 
ca1culations. Numerical studies of the HNC theory for a 3D system seems to be a real 
challenge， which is worthwhile because three圃bodycorrelations play important roles in a 
dense fiuid like a supercooled liquid or a glass. We hope that the M-body DFT wil also 




[1] J. P. Hansen and I. R. McDonaldヲTheo旬。1Simple Liquids (Academic Press， 1986). 
[2] M. P. Allen and D. J. Tildsley， Computer Simulations of Liquids (Clarendon Press， 
Oxford， 1987). 
[3] J. M. J. van Leeuwen， J.GroeneveldフandJ. de BoerヲPhysica25ヲ792(1959);T. Morita， 
and H. HiroikeうProgr.Theor. Phys. 23， 1003 (1960). 
[4] For reviews， see A. D. J. Haymet Annu. Rev. Phys. Chem. 38， 89(1987); D. W. Oztoby.ヲ
in Liquid， Freezing，αnd the GlαSS T1iαnsition， edited by J. P. Hansen， D.Levesque， and 
J. Zimm-
[5] A. D. Haymet and D. W. Oxtoby， J.Chem. Phys. 74， 2559 (1981); D. W. Oxtobyand 
A. D. Haymet， ibid. 76， 6262 (1982). 
[6] Y. Singh， J.P. Stoessel， and P. G. Wolynes， Phys. Rev. Lett. 54， 1059 (1985). 
[7] D. Chandleer， J.D. Mccoy.ぅ andS. J. Singer， J.Chem. Phys. 85， 5971 (1986); T. 
MunakataヲS.YoshidaヲandF.日irataヲPhys.Rev. E 54， 3687 (1996). 
[8] J. Perc瓜 inThe Equilibrium TJ閥均 ofClassical Fluidsヲeditedby H. L. Frisch and J. 
L. Lebowitzヲ(BenjyaminヲNewYork 1964). 
[9] L. Verlet， Physica 30， 95(1964); ibid. 31 959 (1965). 
[10] T. Munakata and K. Kim， J.Chem. Phys. 113ラ3975(2000). 
[1] J. L. Barrat， J.P. Hansen， and G. Pastore， Phys. Rev. Lett. 58， 2075 (1987) 
[12] P. AttardヲJ.Chem. Phys. 93ぅ7301(1990). 
[13] E. Lomba， S.Jorge， and M. AlvarezヲPhys.Rev. E 63， 011203 (2000). 




FIG. 1. The norm variation as a function of iteration steps for C2 (solid curve) and C3 (dashed 
curve). 
FIG. 2. The second帽orderdirect correlation function C2(X) at T* = 10000 from the HNC3 
theory (solid curve) and for an ideal gas (dashed curve). 
FIG. 3. The third-order d民ctcorrelation function C3(X， y)at T* = 10000仕omthe HNC3 
theoη( a) and for an ideal gas (b). 
FIG. 4. The radial distribution function g2(X) at T* = 10000 from the HNC3 theory (solid 
curve)， the HNC theory (dashed cun叫， and MD simulation (closed circles). 
FIG.5. C(2)(x) + B(2)(x) (solid curve)企omthe HNC3 theoη， C(2)(x) (dashed curve) for the 
HNC theory， and the potential termゆ(x)/T*(dotted curve). 
FI G. 6. The radial distribution function g2 (x) at T* = 10000合omthe HNC3+SA theoη(solid 
line)， the HNC theory (dashed line) ， and MD simulation (closed circles). 
11 
-64-



















K. Kim FIG.2 
一66-
C3(x，y) 






















K. Kim FIG.4 
一68叩
2 




- <I>(x) / T* 
x 
.ー.a阻圃邑』ー
???? ? ? 、 ?
?










K. Kim FIG.6 
-70-
