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Asymptotics of the order statistics for a process
with a regenerative structure
Natalia Soja-Kukieła ∗
Abstract
In the paper, a regenerative process {Xn : n ∈ N} with finite mean cycle length is
considered. For M (q)n denoting the q-th largest value in {Xk : 1 6 k 6 n}, we prove
that
sup
x∈R
∣∣∣∣∣P (M (q)n 6 x)−G(x)n
q−1∑
k=0
(− logG(x)n)k
k!
γq,k(x)
∣∣∣∣∣→ 0, as n→∞,
for G and γq,k expressed in terms of maxima over the cycle. The result is illustrated
with examples.
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1 Introduction
Let {Xn : n ∈ N} be a sequence of random variables. For j < n, we denote by M (q)j,n
the q-th largest value of Xj+1, Xj+2, . . . , Xn if q 6 n − j and put M (q)j,n := −∞ otherwise.
For convenience, we write M (q)n for M
(q)
0,n, Mj,n for M
(1)
j,n and Mn for M
(1)
0,n.
In the paper we investigate the asymptotic behaviour of M (q)n , as n → ∞, for {Xn}
with a regenerative structure. The general theory of regenerative processes can be found
in Asmussen [3]. Here, a minimal formalism corresponding to limit theorems for first r
order statistics is adopted. We say that {Xn} has an r-max-regenerative structure with
r ∈ N+, if there exist integer-valued random variables 0 < S0 < S1 < . . . (we put S−1 := 0),
representing regeneration times, such that for cycles Cn := {Xk : Sn−1 6 k < Sn} of
the length Yn := Sn − Sn−1 and for ζ(1)n > ζ(2)n > . . . > ζ(r)n denoting first r maxima in Cn
(we often write ζn for ζ
(1)
n and put ζ
(q)
n := −∞ if q > Yn), both of the following conditions
hold:
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1. Yn are independent for n > 0 and identically distributed for n > 1;
2.
(
ζn, ζ
(2)
n , . . . , ζ
(r)
n
)
are independent for n > 0 and identically distributed for n > 1.
The process {Xn} with an r-max-regenerative structure is called nondelayed whenever Y0
and (ζ0, ζ
(2)
0 , . . . , ζ
(r)
0 ) have the same distributions as Y1 and (ζ1, ζ
(2)
1 , . . . , ζ
(r)
1 ), respectively,
and delayed otherwise. We denote by µ the mean length of the cycle, i.e., µ := EY1. In our
considerations µ is always finite.
It is natural to look for examples of regenerative processes in a class of Markov processes.
Suppose that {Xn} is a Markov process. We say that a Borel set R ∈ B(R) is recurrent if
for every x ∈ R condition P(inf{n > 0 : Xn ∈ R} <∞|X0 = x) = 1 holds. A set R ∈ B(R)
is called a regeneration set if it is recurrent and, moreover, for some j0 > 1, some ε ∈ (0, 1)
and some probability measure λ on (R,B(R)), for all x ∈ R and A ∈ B(R), the inequality
P(Xj0 ∈ A |X0 = x) > ε · λ(A) is true. If {Xn} has a regeneration set, we say that it is
Harris recurrent. It is shown [3, Section VII.3], that if {Xn} is Harris recurrent with j0 = 1,
then one can construct this process simultaneously with a renewal process {Sn} which makes
{Xn} regenerative and then {Xn} has an r-max-regenerative structure for all r ∈ N+. In the
case R = {x0}, one can put Sn := inf{k > Sn−1 : Xk = x0} for n ∈ N, with S−1 = 0.
Rootzén [9, Theorem 3.1] describes the asymptotics of first maxima for regenerative
processes satisfying condition
P
(
ζ0 > max
16k6n
ζk
)
→ 0, as n→∞, (1)
in the following way.
Theorem 1. Suppose that {Xn} has a 1-max-regenerative structure with µ <∞ and, more-
over, (1) holds. Let G(x) := P(ζ1 6 x)1/µ for x ∈ R. Then
sup
x∈R
|P(Mn 6 x)−G(x)n| → 0 as n→∞. (2)
If (2) holds with a distribution function G, then we call G a phantom distribution function
for {Xn}, following O’Brien [8]. We will write G∗ for the right endpoint of G, i.e., G∗ :=
sup{x ∈ R : G(x) < 1}.
We note that assumption (1) ensures that ζ0, with an arbitrary distribution in general,
is negligible. Some examples of processes satisfying this condition are given in Remark 5.
Our goal is to describe the asymptotic behaviour of q-th maxima for regenerative pro-
cesses. In order to do this, we combine the proof of Theorem 1 by Rootzén and the methods
applied for stationary sequences by Hsing [5] (see also: Alpuim [1], Jakubowski [6]). In Sec-
tion 2 we establish Theorem 2 and Corollary 3 describing the asymptotics ofM (q)n . Examples
illustrating these results can be found in Section 3. We note that in the case, when the limit-
ing cluster size distribution exists (i.e., for βi(x) defined in Section 2, βi(x)→ βi, as x↗ G∗,
and
∑∞
i=1 βi = 1 hold), Corollary 3 is a straightforward consequence of well known results on
the exceedance point process; see, e.g., Lindvall [7, Theorem 2], Rootzén [9, Theorem 3.3],
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Asmussen [2, Theorem 3.2]. In our approach, we do not involve the theory of point processes
and do not assume that the size of the cluster of high threshold exceedances converges in
distribution.
2 Results
We investigate {Xn} with an r-max-regenerative structure and satisfying (1). The main
result is the following theorem giving an asymptotic representation for M (q)n .
Theorem 2. Suppose that {Xn} has an r-max-regenerative structure with µ < ∞ and
satisfies (1). Let G(x) := P(ζ1 6 x)1/µ and βi(x) := P(ζ(i+1)1 6 x < ζ
(i)
1 | ζ1 > x) for x ∈ R
and i ∈ {1, 2, . . . , r − 1}. Then, for every q ∈ {2, 3, . . . , r},
sup
x∈R
∣∣∣∣∣P(M (q)n 6 x)−G(x)n
q−1∑
k=0
(− logG(x)n)k
k!
γq,k(x)
∣∣∣∣∣→ 0, as n→∞,
holds with γq,k(x) ∈ [0, 1] given by
γq,k(x) :=
∑
(j1,j2,...,jq−1)∈Jq,k
k!
j1!j2! · · · jq−1!β1(x)
j1β2(x)
j2 · · ·βq−1(x)jq−1 ,
where Jq,k := {(j1, . . . , jq−1) ∈ Nq−1 :
∑q−1
i=1 ji = k,
∑q−1
i=1 iji 6 q − 1}.
Proof. Observe that it is sufficient to show that
P
(
M (q)n 6 xn
)
−G(xn)n
q−1∑
k=0
(− logG(xn)n)k
k!
γq,k(xn)→ 0, as n→∞,
for an arbitrary {xn} ⊂ R satisfying G(xn)n → α with some α ∈ [0, 1]. Let {xn} be such
a sequence.
We present a detailed proof for r = 2. In this case we shall prove that
P
(
M (2)n 6 xn
)
−G(xn)n(1− β1(xn) logG(xn)n)→ 0, as n→∞. (3)
Using arguments similar to those of [9], for νn defined as νn := inf{k ∈ N : Sk > n} and for
an arbitrary δ ∈ (0, 1/µ), we obtain
P
(
M
(2)
Sbn/µ+nδc 6 xn
)
− P
(∣∣∣∣νn + 1n − 1µ
∣∣∣∣ > δ)
6 P
(
M
(2)
Sνn
6 xn
)
6 P
(
M (2)n 6 xn
)
6 P
(
M
(2)
Sνn−1
6 xn, νn > 0
)
+ P(νn = 0)
6 P
(
M
(2)
Sbn/µ−nδc 6 xn
)
+ P
(∣∣∣∣νn − 1n − 1µ
∣∣∣∣ > δ)+ P(νn = 0), (4)
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where P(νn = 0) → 0 and P(|νn/n − 1/µ| > δ) → 0 due to the law of large numbers.
Obviously, we also have
P
(
M
(2)
Sbn/µ+nδc 6 xn
)
6 P
(
M
(2)
Sbn/µc 6 xn
)
6 P
(
M
(2)
Sbn/µ−nδc 6 xn
)
and, moreover,∣∣∣P(M (2)Sbn/µ−nδc 6 xn)− P(M (2)Sbn/µ+nδc 6 xn)∣∣∣
6 P (ζk > xn for some bn/µ− nδc < k 6 bn/µ+ nδc+ 1)
= 1− P(ζ1 6 xn)2nδ + o(1) = 1−G(xn)2nµδ + o(1) = 1− α2µδ + o(1).
First, we prove (3) for α ∈ (0, 1]. From the above considerations and the fact that
1− α2µδ → 0, as δ → 0, we conclude:
P
(
M (2)n 6 xn
)
= P
(
M
(2)
Sbn/µc 6 xn
)
+ o(1).
Observe that we also have∣∣∣P(M (2)Sbn/µc 6 xn)− P(M (2)S0−1,Sbn/µc−1 6 xn)∣∣∣
6 P
(
ζ0 > max
16k6bn/µc
ζ
(2)
k
)
+ P
(
XSbn/µc > xn
)
6 P
(
ζ0 > max
162k6bn/µc
ζ2k
)
+ P
(
ζ0 > max
162k+16bn/µc
ζ2k+1
)
+ P
(
XSbn/µc > xn
)
,
which combined with condition (1) and the convergence P(XSbn/µc > xn)→ 0, implies
P
(
M
(2)
Sbn/µc 6 xn
)
= P
(
M
(2)
S0−1,Sbn/µc−1 6 xn
)
+ o(1). (5)
Next, note that
P
(
M
(2)
S0−1,Sbn/µc−1 6 xn
)
= P
(
MS0−1,Sbn/µc−1 6 xn
)
+ P
(
M
(2)
S0−1,Sbn/µc−1 6 xn < MS0−1,Sbn/µc−1
)
.
We can approximate the first summand of the right-hand side of the above equality as
follows:
P
(
MS0−1,Sbn/µc−1 6 xn
)
= P(ζ1 6 xn)bn/µc = G(xn)n + o(1).
For the second one we obtain that
P
(
M
(2)
S0−1,Sbn/µc−1 6 xn < MS0−1,Sbn/µc−1
)
=
bn/µc∑
k=1
P
(
ζ
(2)
k 6 xn < ζk, ζi 6 xn for i ∈ {1, 2, . . . , bn/µc}\{k}
)
= bn/µcP(ζ1 > xn) P
(
ζ
(2)
1 6 xn
∣∣∣ ζ1 > xn)P(ζ1 6 xn)bn/µc−1
= n/µ · (1−G(xn)µ)β1(xn)G(xn)n + o(1) = −G(xn)nβ1(xn) logG(xn)n + o(1).
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The convergence (3) for α ∈ (0, 1] follows.
To finish the proof in the case r = 2, we need to show that (3) holds when α = 0. Since
β1(xn) ∈ [0, 1], we easily get that G(xn)n(1 − β1(xn) logG(xn)n) → 0. It is sufficient to
prove that also P(M (2)n 6 xn)→ 0. Applying (4) with δ := (2µ)−1, we obtain
P
(
M (2)n 6 xn
)
6 P
(
M
(2)
Sbn/(2µ)c 6 xn
)
+ P
(∣∣∣∣νn − 1n − 1µ
∣∣∣∣ > 12µ
)
+ P(νn = 0).
Since both the second and the third summand of the right-hand side tend to zero, we
conclude that
P
(
M (2)n 6 xn
)
6 P
(
M
(2)
Sbn/(2µ)c 6 xn
)
+ o(1)
6 P(ζk 6 xn for all odd k ∈ {1, 2, . . . , bn/(2µ)c})
+P(ζk 6 xn for all even k ∈ {1, 2, . . . , bn/(2µ)c}) + o(1)
= 2G(xn)
n/4 + o(1) = o(1),
which completes the proof for r = 2.
In the case r > 2, using arguments similar to the ones presented above, we show that
P
(
M (q)n 6 xn
)
= P
(
M
(q)
Sbn/µc 6 xn
)
+ o(1) = P
(
M
(q)
S0−1,Sbn/µc−1 6 xn
)
+ o(1)
holds for each q ∈ {2, 3, . . . , r}. Then, following, e.g., Hsing [5, Corollary 3.2], we get that
P
(
M
(q)
S0−1,Sbn/µc−1 6 xn
)
=
q−1∑
k=0
P
(
M
(q)
S0−1,Sbn/µc−1 6 xn,#{l ∈ {1, 2, . . . , bn/µc} : ζl > xn} = k
)
,
with k denoting the number of cycles with maxima exceeding xn, and, furthermore,
P
(
M
(q)
S0−1,Sbn/µc−1 6 xn,#{l ∈ {1, 2, . . . , bn/µc} : ζl > xn} = k
)
=
∑
(j1,j2,...,jq−1)∈Jq,k
bn/µc!
j1!j2! · · · jq−1!(bn/µc−k)! P(ζ1 6 xn)
bn/µc−k
q−1∏
i=1
P
(
ζ
(i+1)
1 6 xn < ζ
(i)
1
)ji
,
with ji denoting the number of cycles with exactly i exceedances. To complete the proof of
the theorem, it is sufficient to notice that
bn/µc!
j1! · · · jq−1!(bn/µc−k)! P(ζ16xn)
bn/µc−k P
(
ζ
(2)
1 6xn<ζ1
)j1 · · ·P(ζ(q)1 6xn<ζ(q−1)1 )jq−1
=
1
j1! · · · jq−1!bn/µc
k P(ζ16xn)bn/µc(1− P(ζ16xn))kβ1(xn)j1 · · ·βq−1(xn)jq−1+o(1)
=
1
j1! · · · jq−1!G(xn)
n(− logG(xn)n)kβ1(xn)j1 · · ·βq−1(xn)jq−1+o(1)
holds.
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Corollary 3. Let the assumptions of Theorem 2 be satisfied and let
βi(x)→ βi as x↗ G∗, for some βi ∈ [0, 1], for all i ∈ {1, 2, . . . , r − 1}.
Then
sup
x∈R
∣∣∣∣∣P(M (q)n 6 x)−G(x)n
q−1∑
k=0
(− logG(x)n)k
k!
γq,k
∣∣∣∣∣→ 0, as n→∞, (6)
holds with γq,k :=
∑
(j1,j2,...,jq−1)∈Jq,k
k!
j1!j2!···jq−1!β
j1
1 β
j2
2 · · ·βjq−1q−1 .
Remark 4. It is quite easy to define a regenerative process {Xn} with βi(·) convergent only
for i ∈ I, where I ⊂ N+ is fixed in advance.
a) Let p(m, i) > 0 satisfy
∑
i∈N+ p(m, i) = 1 for every m ∈ N+. Let {(Vk, Yk) : k ∈ N}
be an i.i.d. sequence with the distribution of (V1, Y1) given by P(V1 = m) = 2−m
and P(Y1 = i |V1 = m) = p(m, i) for all m, i ∈ N+. Define Xn := Vk(n) with
k(n) such that
∑k(n)−1
j=0 Yj 6 n <
∑k(n)
j=0 Yj. Then {Xn} is regenerative and we have
βi(m) = 2
m
∑∞
v=m+1 2
−vp(v, i). It is clear that p(m, i) → βi implies βi(m) → βi,
as m→∞. Since βi(m) = (βi(m+1)+ p(m+1, i))/2, we conclude that p(m, i)→ βi
follows from βi(m)→ βi.
b) Let p(x, i) > 0 be such that
∑
i∈N+ p(x, i) = 1 holds for every x > 0 and let the function
φi(x) := p(x, i) be uniformly continuous for every i ∈ N+. Let {(Vk, Yk) : k ∈ N} be
an i.i.d. sequence with the distribution of (V1, Y1) given by P(V1 > x) = e−x and
P(Y1 = i |V1 = x) = p(x, i) for all x > 0 and i ∈ N+. Consider {Xn} defined
as above. Then {Xn} is regenerative and βi(x) = ex
∫∞
x e
−vφi(v)dv. It is easy to
show that φi(x) → βi implies βi(x) → βi, as x → ∞. Moreover, since βi(x) =
e−εβi(x+ ε) +
∫ x+ε
x e
−(v−x)φi(v)dv, for all ε > 0, and φi is uniformly continuous, we
obtain that φi(x)→ βi is a consequence of βi(x)→ βi.
Remark 5. Condition (1) guarantees that the cycle C0 does not affect the asymptotic be-
haviour ofM (q)n , for any q ∈ N; see, e.g., the argumentation for (5) in the proof of Theorem 2.
a) If {Xn} with a 1-max-regenerative structure is nondelayed, then it satisfies (1).
b) The process {Xn}, which is stationary and regenerative in the sense of Asmussen [3],
with µ <∞, fulfills (1); it follows from [3, Corollary VI.1.5].
c) {Xn} with a 1-max-regenerative structure satisfies (1) if and only if xζ0∗ 6 xζ1∗ holds
and P(ζ0 = x
ζ1∗ ) > 0 implies P(ζ1 = x
ζ1∗ ) > 0, where x
ζi∗ := sup{x ∈ R : P(ζi 6 x) < 1}
for i ∈ {0, 1}.
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3 Examples
In this section we give a few examples of nondelayed regenerative Markov processes and
apply Theorem 1 and Corollary 3 to describe their phantom distribution functions G and
to calculate the constants β1, β2, . . . such that condition (6) holds.
In our considerations, we make use of the stopping moments:
τa := inf{k > 0 : Xk = a},
τa+ := inf{k > 0 : Xk > a},
τa,b := inf{k > 0 : Xl = a and Xk = b for some 0 < l < k},
defined for a, b ∈ R.
In some of the presented examples, a long-tailed distribution function F , i.e., satisfying
condition
lim
x→∞
1− F (x+ y)
1− F (x) = 1, for all y > 0, (7)
plays a crucial role. We recall that every distribution function F which is subexponential is
also long-tailed [4, Lemma 1.3.5].
Sometimes, it is convenient to describe the phantom distribution function G giving a dis-
tribution function G˜ such that the following convergence
sup
x∈R
∣∣∣G(x)n − G˜(x)n∣∣∣→ 0, as n→∞,
holds. If G and G˜ satisfy the above condition, we call them strictly tail-equivalent.
In two examples, we investigate the Lindley process defined recursively as
Xn :=
{
0 for n = 0;
max{Xn−1 + Zn−1, 0} for n ∈ N+, (8)
for {Zn : n ∈ N} a sequence of i.i.d. random variables with EZ0 < 0. Note that such a
process is a nondelayed regenerative Markov process with the regeneration set R = {0}.
3.1 Geometric jump
Let {Xn} be a Markov chain with the state space N such that X0 = 0 and the transition
probabilities are given by P(0, k) = p(1 − p)k for k ∈ N and P(k, k − 1) = 1 for k ∈ N+,
for some p ∈ (0, 1). Then {Xn} is regenerative and nondelayed with the regeneration set
R = {0} and µ = p−1. The phantom distribution function G is given by
G(x) = P(ζ0 6 x)1/µ = P(X1 6 bxc)p =
(
1− (1− p)bxc+1
)p
, for x > 0,
and we calculate βi for any i > 1 as follows:
βi = lim
x→∞P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ ζ0 > x) = lim
x→∞P
(
X1 = bxc+ i
∣∣X1 > bxc) = p(1− p)i−1.
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3.2 Reflected simple random walk
Let {Zn} be an i.i.d. sequence such that P(Z0 = 1) = p and P(Z0 = −1) = q with q := 1−p,
for some p < 1/2. Let {Xn} be the process defined by (8). Then
µ = E τ01{X1=0} + E τ01{X1=1} = q + p(1 + (q − p)−1) = q/(q − p),
where E(τ0 − 1 |X1 = 1) = (q − p)−1 follows from Wald’s identity. Applying the optional
stopping theorem to the classical gambler’s ruin problem, we get
P(τ0 < τa+b |X0 = a) = (q/p)
a+b − (q/p)a
(q/p)a+b − 1 , for all a, b ∈ N+.
Hence, the phantom distribution function G is given by
G(x) = P(ζ0 6 x)1/µ
=
(
P(X1 = 0 |X0 = 0) + P
(
X1 = 1, τ0 < τbxc+1 |X0 = 0
))1/µ
=
(
q + p
(q/p)bxc+1 − (q/p)
(q/p)bxc+1 − 1
)1−p/q
,
for x > 0, and we can calculate the constant β1 as follows:
β1 = lim
x→∞P
(
ζ
(2)
0 6 x
∣∣∣ ζ0 > x)
= lim
x→∞P
(
τbxc+1,0 < τbxc+1,bxc+1, Xτbxc+1+1 = bxc
∣∣∣ τbxc+1 < τ0)
= lim
x→∞ q
(q/p)bxc+1 − (q/p)bxc
(q/p)bxc+1 − 1 = q − p.
One can obtain βi for i > 2 in a similar (but more complicated) way. An interesting analysis
of the reflected simple random walk has been done by Lindvall [7, Section 3.B].
3.3 Lindley process with long-tailed steps
Let {Zn} be a sequence of i.i.d. random variables with a distribution function F satisfying
condition (7) and such that EZ1 < 0. Let {Xn} be the process defined by (8) and suppose
that µ <∞ holds. It is known [2, Theorem 2.1] that then
P(ζ0 > x)
µ(1− F (x)) → 1 as x→∞. (9)
Thus the distribution functions G(x) = P(ζ0 6 x)1/µ and F (x) are strictly tail-equivalent.
We will show that βi = 0 for every i ∈ N+. For a fixed i ∈ N+ and an arbitrary ε > 0, let
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y > 0 be chosen so that F (−y/i) < ε/i. Then
βi(x) 6 P
(
ζ
(i+1)
0 6 x
∣∣∣ ζ0 > x) = P
(
ζ
(i+1)
0 6 x, ζ0 > x
)
P(ζ0 > x+ y)
· P(ζ0 > x+ y)
P(ζ0 > x)
=
P
(
ζ
(i+1)
0 6 x, ζ0 > x+ y
)
+ P
(
ζ
(i+1)
0 6 x, ζ0 ∈ (x, x+ y]
)
P(ζ0 > x+ y)
· P(ζ0 > x+ y)
P(ζ0 > x)
6
(
P
(
ζ
(i+1)
0 6 x
∣∣∣ ζ0 > x+ y)+ P(ζ0 ∈ (x, x+ y])
P(ζ0 > x+ y)
)
· P(ζ0 > x+ y)
P(ζ0 > x)
.
Combining (7) and (9), we conclude that
P(ζ0 ∈ (x, x+ y])
P(ζ0 > x+ y)
→ 0 and P(ζ0 > x+ y)
P(ζ0 > x)
→ 1, as x→∞.
Moreover, we have
P
(
ζ
(i+1)
0 6 x
∣∣∣∣ ζ0 > x+ y) 6 P(min16j6iXj+τ(x+y)+ 6 x
∣∣∣∣ τ(x+y)+ < τ0)
6 P
(
min
06j6i−1
Zj+τ(x+y)+ 6 −
y
i
∣∣∣∣ τ(x+y)+ < τ0)
6 iF
(
−y
i
)
< ε.
Since ε > 0 is arbitrarily small, βi(x)→ 0 follows and hence βi = 0.
3.4 Regenerative Markov chain with β1, β2, . . . given in advance
Let {βi : i ∈ N+} ⊂ [0, 1] be a sequence satisfying the following assumptions:
∞∑
i=1
βi = 1 and
∞∑
i=1
iβi <∞.
For such {βi}, it is easy to find a regenerative (non-Markovian) process with µ <∞, so that
(6) holds (see, e.g., Remark 4 above or Remark 3.3 in [1]). Below, we construct a regenerative
Markov chain satisfying condition (6) with β1, β2, . . . as above, given in advance.
Let F be an arbitrary long-tailed distribution function (see (7)). Put i0 := min{i ∈ N+ :
βi > 0} and choose a sequence {mn} ⊂ {i0, i0 + 1, . . .} to be nondecreasing and such that
1− F (n+mn)
1− F (n) → 1 as n→∞. (10)
We define recursively an increasing sequence {vn} ⊂ N+ as
vn :=
{
1 , for n = 1;
vn−1 +mvn−1 , for n > 2,
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0 vn vn+1 vn+i−1 vn+mvn−1F (1)
F (vn+1)−F (vn)
1
1
1
β1,n
βi,n
βmνn ,n
βi−1,n
β3,n
β2,n
vn+i−2vn+2
Figure 1: The dynamics of the Markov chain from Example 3.4. Here, n ∈ N+ is arbitrary
and βi,n := βi/
∑mvn
j=1 βj for any i ∈ {1, 2, . . . ,mvn}.
and put n(x) := min{n ∈ N+ : vn > x} for x ∈ R. Note that vn(x)−1 6 x < vn(x) for all
x > 1.
Let {Xn} be a Markov chain with the state space N, such that X0 = 0 and the transition
probabilities are given by:
• P(0, 0) = F (1) and P(0, vn) = F (vn+1)− F (vn), for n ∈ N+,
• P(vn, 0) = β1/
∑mvn
j=1 βj and P(vn, vn + i − 1) = βi/
∑mvn
j=1 βj , for n ∈ N+ and
i ∈ {2, 3, . . . ,mvn},
• P(vn + 1, 0) = P(vn + i− 1, vn + i− 2) = 1, for n ∈ N+ and i ∈ {3, 4, . . . ,mvn}.
Figure 1 illustrates the dynamics of this process. Note that {Xn} is a nondelayed regenerative
process with the regeneration set R = {0}. Moreover, since E(Y0 |X1 = vn) 6 mvn + 1, for
every n ∈ N+, and
E(Y0 |X1 = vn) =
mvn∑
i=1
(i+ 1)
βi∑mvn
j=1 βj
=
1∑mvn
j=1 βj
·
∞∑
i=1
(i+ 1)βi 6 4 ·
∞∑
i=1
iβi <∞,
for all sufficiently large n ∈ N+, the condition µ = EY0 <∞ holds.
In order to describe the phantom distribution function G(x) = P(ζ0 6 x)1/µ, observe
that
1− F (vn(x)+1) = P
(
X1 > vn(x)
)
6 P (ζ0 > x) 6 P
(
X1 > vn(x)−1
)
= 1− F (vn(x)) .
Thus we have
1− F (vn(x)+1)
1− F (vn(x)−1)
6 P(ζ0 > x)
1− F (x) 6
1− F (vn(x))
1− F (vn(x))
= 1,
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which, combined with (10), implies that
P (ζ0 > x)
1− F (x) → 1 as x→∞.
The strictly tail-equivalence of G and F 1/µ follows.
We will show that {Xn} satisfies (6) with the sequence {βi}. Note that
βi(x) = P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ ζ0 > x)
= P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ ζ0 > vn(x)) · P (ζ0 > vn(x) ∣∣ ζ0 > x)
+P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ vn(x) > ζ0 > x) · P (vn(x) > ζ0 ∣∣ ζ0 > x) .
Since ζ0 > vn(x) if, and only if, X1 > vn(x), for all x > v2 we obtain
P
(
ζ0 > vn(x)
∣∣ ζ0 > x) > P (ζ0 > vn(x) ∣∣ ζ0 > vn(x)−1)
= P
(
X1 > vn(x)
∣∣X1 > vn(x)−1) = 1− F (vn(x)−1)1− F (vn(x)−2) .
Combining this fact with the definition of {vn} and with condition (10), we conclude that
lim
x→∞P
(
ζ0 > vn(x)
∣∣ ζ0 > x) = 1 and thus lim
x→∞P
(
vn(x) > ζ0
∣∣ ζ0 > x) = 0.
Observe that we also have
P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ ζ0 > vn(x))
=
∞∑
k=n(x)
P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ vk 6 ζ0 < vk+1) · P(vk 6 ζ0 < vk+1 ∣∣∣ ζ0 > vn(x))
=
∞∑
k=n(x)
βi∑mvk
j=1 βj
· F (vk+1)− F (vk)
1− F (vn(x))
.
Combining the above equality with the inequality
1 6
mvk∑
j=1
βj
−1 6
mvn(x)∑
j=1
βj
−1 6 1 + ε,
true for all small ε > 0, large x and k > n(x), keeping in mind that
∞∑
k=n(x)
(F (vk+1)− F (vk)) = 1− F (vn(x)),
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we get
βi 6 lim
x→∞
∞∑
k=n(x)
βi∑mvk
j=1 βj
· F (vk+1)− F (vk)
1− F (vn(x))
6 βi(1 + ε).
Summarizing,
lim
x→∞βi(x) = limx→∞P
(
ζ
(i+1)
0 6 x < ζ
(i)
0
∣∣∣ ζ0 > vn(x))
= lim
x→∞
∞∑
k=n(x)
βi∑mvk
j=1 βj
· F (vk+1)− F (vk)
1− F (vn(x))
= βi.
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