The stability analysis of global asymptotic stability of neural networks of neutral type with both discrete interval delays and general activation functions is discussed. New delay-dependent conditions are obtained by using more general Lyapunov-Krasovskii functionals. Meanwhile, these conditions are expressed in terms of a linear matrix inequality LMI and can be verified using the MATLAB LMI toolbox. Numerical examples are used to illustrate the effectiveness of the proposed approach.
Introduction
During the past decades, artificial neural networks have received considerable attention due to their applicability in solving signal processing, pattern recognition, associative memories, parallel computation, image processing, and optimization problems 1-6 . Research problems on dynamic behavior such as Chaos control, Hopf bifurcation analysis, and Stability analysis have arisen in such applications and received attention in recent years. In addition, time delays occur frequently in neural networks model 7, 8 , which reduce the rate of transmission, as well as cause instability and poor performance of neural networks. Thus, the study of stability of neural networks with time delays is practically required for an engineering system. In recent years, various methods have been proposed to deal with the problem of global stability analysis for neural networks with time delays 9-13 . For example, Singh, 2007 12 , proposed an LMI method for delayed neural networks. Liu et al. 2008 13 developed a delayed bidirectional associative memory neural network based on 2
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Young's inequality and Hölder's inequality techniques, and several new sufficient criteria are obtained by using a new Lyapunov functional and an-matrix.
In practice, in order to describe the dynamics of some complicated neural networks more precisely, the information about derivatives of the past state has been introduced in the state equations of a considered neural network model [14] [15] [16] . This new type of neural networks is often called neural networks of neutral type 17 . In particular, the problem of establishing stability for neural networks of neutral type with discrete time-varying delays has received research attention recently [18] [19] [20] Nevertheless, in their works, the activation functions of neural networks of neutral type with discrete and unbounded distributed delays have to be Lipschitz continuous to avoid computational complexity. However, in a real system, the activation functions are neither bounded nor monotonous; the functions are also discontinuous and nondifferentiable. Despite important progress made in studies on stability of neutral-type neural networks with discrete delays, due to the lack of the generality of the proposed neural networks model, how to solve the global stability of the proposed model is a challenging and critical issue.
The objective of this paper is to further reduce the conservatism of the stability conditions for neural networks of neutral type with mixed delays discrete interval delays and unbounded distributed delays and general activation functions. Based on the Lyapunov-Krasovskii stability theory and the LMI technique, a new sufficient condition is proposed in terms of an LMI. Finally, a numerical example is presented to illustrate the validity of the proposed approach. The rest of this paper is organized as follows. In Section 2, the problem formulation is stated and two assumptions are presented. The proof of the main result of stability analysis is given in Section 3. In Section 4, two numerical examples are provided to demonstrate the effectiveness of the proposed method. The paper is concluded in Section 5.
Throughout this paper, for real symmetric matrices X and Y , the notation X ≥ Y resp., X > Y means that X − Y is positive semidefinite respectively, positive definite ; n and n×n denote the n-dimensional Euclidean space and the set of all n × n real matrices, respectively. The superscripts "T " and "−1" stand for matrix transposition and matrix inverse, respectively. The shorthand diag{X 1 , . . . , X n } denotes a block diagonal matrix with diagonal blocks being the matrices X 1 , . . . , X n . The symmetric terms in a symmetric matrix are denoted by * . I is the identity matrix with appropriate dimensions.
Problem Description
Consider the following neural networks of neutral-type model: 
where
, and l i are some constants.
Assumption 2.2. The time-varying delays τ t and h t satisfy
, and h d are constants.
T is an equilibrium point of 2.1 . Through x i y i − y * i , system 2.1 can be transformed into the following system: 
Stability Analysis
In order to obtain the main results of stability analysis, the following lemma is introduced. To simplify the proofs, the following notations are adopted:
3.2
Then, the following theorem is proposed. 
, and E > 0, such that the following LMI holds: 
Proof. Construct a Lyapunov-Krasovskili functional for system 2.4 as follows: 
3.6
The time derivative of V x t , t along the trajectory of system 2.4 is calculateḋ
K t − s v x s ds Bẋ t − h t ,
T s Sẋ s ds.
3.8
By Lemma 3.1, the following inequalities are true:
T s Sẋ s ds
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3.9
From 2.5 , the following inequalities can be satisfied
3.10
Then, for any T j diag{t j1 , t j2 , . . . , t jn } ≥ 0, j 1, 2, . . . , 6, it follows that
3.12
Then, combining 3.7 -3.12 , it follows thaṫ
where Θ is given in 3.3 and
3.14
It is easy to see thatV x t , t < 0 if Θ < 0 for any ξ t / 0. Thus if the LMI given in 3.3 holds, the system 2.4 is globally asymptotically stable; the proof is completed.
Remark 3.3.
To the best of the authors' knowledge, the problem of global stability for the neural networks of neutral type with both mixed delays discrete interval and unbounded distributed delays and general activation functions has not been investigated in the existing literature.
Remark 3.4. In this paper, it is assumed that the resulting activation functions are nonmonotonic and more general than the usual Lipschitz functions. Thus, the advantage of the proposed work lies in the less conservative assumptions of activation functions.
Remark 3.5. It should be noted that when f x t g x t v x t , the system 2.4 is described aṡ
which has been intensively investigated in the literatures 21, 22 . Since the discrete delay are time varying and various in an interval, our work extends and improves the results of 21, 22 .
Then the following corollary can be proved directly. 
3.17
Proof. The proof is similar to that of Theorem 3.2. 
Numerical Examples
4.1
Then, let 
Conclusions
The problem of stability for neural networks of neutral type with discrete interval delays and general activation functions is investigated in this paper. An integrated approach based on a Lyapunov-Krasovskii functional and linear matrix inequality is proposed. In the proposed approach, a corresponding Lyapunov-Krasovskii functional is constructed for neural networks of neutral-type model. Then, by using inequality analysis technique, a reasonably general sufficient condition is obtained in terms of LMI, which can be tested easily using the MATLB LMI toolbox. Moreover, the proposed stability conditions extend and improve the exiting results. Two numerical examples show that the proposed stability result is effective, which can be used to guide engineering design. In many real world systems, stochastic perturbations often affect the stability of neural networks. Therefore, considering the presence of stochastic perturbations is critical to the stability analysis of networks systems, and some recent progress has been made. In this paper, the proposed neural network of natural type with discrete model was studied by an integrated approach. For future researches, more theoretical analysis should be performed on stochastic neural networks of natural type with mixed delays.
