Introduction
Model selection is a central task in computer vision: given data obtained from images and given a number of models, which model is most strongly supported by the data? Is it better to have i) a simple model tting the data approximately; or ii) a complicated model tting the data very closely 3], 4], 9], 11]? In many cases the models vary widely in complexity and exibility, and there is little prior knowledge about the best choice of model. The Minimum Description Length (MDL) method links model selection to data compression: the best model is the one which yields the largest compression of the data. The general theoretical framework for compression is Kolmogorov complexity: let x, y be bit strings, ie. elements of = f0; 1g . The Kolmogorov complexity K(xjy) of x conditional on y is the length in bits of the shortest program p which outputs x, given y as the input. The Kolmogorov complexity of x, K(x), is K(x) = K(xj ), where is the empty string. Kolmogorov complexity extends to functions. Let f be a computable function de ned on . Then the complexity, K(f), of f is the length in bits of the shortest program which computes f. Let the models be M 1 ; M 2 ; : : :, coded by elements of and let s be the code for the data. The best model is de ned to be the one with the least value of K(M i ) + K(sjM i ) for i 1. The Kolmogorov complexity is not computable, so in practice K(M i ) and K(sjM i ) are replaced by computable approximations.
MDL di ers from Bayesian model selection (BMS) in that it is biased against complex probability density functions. Let M 7 ! Q(M) be a prior probability density de ned on the models, suppose that each model de nes a probability density s 7 ! P(sjM) on the data and let (Q; P; M) be de ned by (Q; P; M) = K(Q) + K(P(:jM)). The connection between MDL and BMS is given by the equation 4] K(M) + K(sjM) = (Q; P; M) ? log 2 (Q(M)) ? log 2 (P (sjM)) + O(1) (1) which holds with a high probability provided s, M are both chosen randomly with respect to the distributions Q and P(:jM). If (Q; P; M) is small, then MDL agrees with BMS, at least to a good approximation, because the model M which minimises the left-hand side of (1) also minimises ?log 2 (Q(M)P (sjM)) which is proportional to ?log 2 (P (Mjs))
The major problem with BMS is the selection or estimation of the prior probability Q for the models. Without Q there is no way of comparing models with di erent numbers of parameters or with radically di erent structures. MDL provides a default density for Q, namely M 7 ! c2 ?K(M) , where c is a normalising constant. Radically di erent models are compared by reducing the data to a bit string and using the length of the string as a measure of the e ectiveness of the model.
MDL is applied to a model selection problem in computer vision. Two images of the same scene are taken from di erent viewpoints and corresponding points q $ q 0 are obtained. Points q, q 0 in di erent images correspond if they are projections of the same scene point 1]. Algorithms for nding corresponding points usually return only points associated scene structures for which the grey level gradients are high and rapidly varying, for example the corner of an object seen against a contrasting background.
Suppose that the data are the pixel coordinates of a list of corresponding points q i $ q 0 i , 1 i n. is a minimum. In practice there are too many quadruples, so a random selection of N quadruples is made and (3) is minimised over the chosen quadruples.
An advantage of RANSAC is that the precision of ! is appropriate for the data; in addition, the code for ! is redundant because it includes the points q ij , 1 j 4 already coded in c(x):c(y). The redundancy is removed and compression achieved by omitting the q ij from code(!), and instead coding the index of the four-tuple = (i 1 ; i 2 ; i 3 ; i 4 ), i 1 < i 2 < i 3 < i 4 in the list of all ordered four-tuples with distinct entries drawn from n. The code length for is at most dlog(b(n; 4))e + 1 bits where b(n; 4) is the binomial coe cient.
Further compression of t in (2) is achieved by omitting from , the eight entries known to be zero, yielding the code U C (s).
A ne fundamental matrix A
Let A be an a ne fundamental matrix, and let l be the line l 0 = q > A. The geometrical interpretation of the equation q > Aq 0 = 0 is that q 0 lies on l 0 . If q, A are given, then q 0 can be coded by giving its position on l 0 . Compression is achieved because only one coordinate is needed rather than two.
As with C, RANSAC is used to nd a suitable matrix A compatible with the q i $ q 0 i , 1 i n. Let u i $ v i , 1 i 4 be pairs of corresponding points. In general, there is a unique a ne fundamental matrix A such that u > i Av i = 0, 1 i 4.
The point q 0 i is speci ed relative to an origin which depends on i, the q j and A. In detail, there is a three dimensional family of collineations which preserve the epipolar lines associated with A in that if is any one of the collineations and l is an epipolar line of A in the rst image, then (l) is the corresponding epipolar line in the second image 6]. The three dimensional family is spanned the collineations associated with any four linearly independent matrices H for which AH + H > A > = 0
Let q ij $ q 0 ij , 1 j 4 be the pairs of corresponding points which de ne A. From the q ij select the three points q ij , q i k , q i l which de ne a triangle with the greatest area. A unique collineation is speci ed by the matrix H for which Hq ij = q 0 ij , Hq i k = q 0 i k , Hq i l = q 0 i l and (4) 
The factor 2 on the right hand side of (5) is needed to avoid quantisation errors. 
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The matrix A is speci ed by giving the index of = (i 1 ; i 2 ; i 3 ; i 4 ) in the list of ordered four-tuples of distinct elements drawn from n. When coding , the four entries known to be zero are omitted. A random selection of N quadruples is made and the length of the code (6) minimised over the quadruples. The code with the minimum length is U A (s).
Fundamental matrix F
The coding of s as U F (s) is similar to the coding as U A (s), with one signi cant change, due to the fact that four pairs of image correspondences are not su cient to specify a unique fundamental matrix. Let q ij $ q 0 ij , 1 j 7 be seven pairs of corresponding points. There are in general at most three linearly independent rank two matricesF such that q > ijF q 0 ij = 0, 1 j 7. The matrixF is speci ed by the seven pairs of corresponding points and a two bit code specifying one of the three possible matrices.
The matrixF is replaced by a rational approximation F, retaining the constraint det(F ) = 0. Letũ be the eigenvector ofF >F with the least eigenvalue, let u be a rational approximation toũ and let G be a rational approximation toF . The matrix F is de ned by F = G ? (u:u) ?1 Gu u. It is apparent from the graphs that C is always the preferred model even when the`true' model is F. The models A, F show a similar performance, and B is always the worst model.
Discussion
The experiments show that the collineation model C is a good choice even for sets of image correspondences for which the`true' model is a fundamental matrix. Why does the model F perform so badly under MDL? The reason can be seen in Figure 1 . In the usual methods for assessing the t of the model F to the data, the error measure is the sum of the squares of the s i , and the numbers r i , measuring distance along the epipolar lines, are ignored. In MDL the numbers r i must be included, in order to obtain a loss free coding of the data. The extra code length needed for the r i reduces the preference for F, so much so that in these experiments C is almost always preferred.
In practice it is necessary to make a boundary between the models C and F. If the scene points are close to a plane, then C is chosen. As the scene points diverge from a coplanar con guration, C becomes less likely and the model F becomes more likely. These experiments indicate that the boundary favours C much more than has been previously supposed and that a very large deviation from coplanarity is needed before F becomes the best choice.
