This paper introduces a formalism named SINC aimed at the design and verification of synchronous concurrent systems. The components of this formalism are a transition system and a first-order linear-time temporal logic. The SINC transition system adopts a synchronous computation model, includes a method to solve write-conflicts, and represents transitions as possibly non-terminating imperative commands. The SINC logic allows for formal reasoning about SINC transition systems using compositional and modular proofs. Such features are important to the verification of a large class of systems, but they are missing in other formalisms based on transition systems and temporal logics. This paper also discusses some of the pragmatics in specifying and verifying systems using SINC, and presents extensions to deal with generic parameters and regular structures. SINC is based on the Hoare logic and the UNITY formalism.
Introduction
The class of formalisms composed of a transition system and a first-order linear-time temporal logic includes the Manna and Pnueli logic [17, 18] , TLA [16] , UNITY [8, 20] , ST [29] , and other formalisms [25, 28] . Due to their expressiveness and flexibility, they have been successfully employed in the description and verification of concurrent or reactive systems in several application fields. However, these formalisms deal with asynchronous systems mostly. A distinct class of computational systems is that of synchronous systems. It includes programming languages such as Esterel [2] , hardware description languages such as VHDL [22] , and specification formalisms such as evolving algebras [12, 13, 14] . Works on the verification of such systems either explore restricted techniques such as finite model-checkers, or depend on idiosyncrasies of a particular notation, or are not mature yet.
This paper introduces a formalism named SINC aimed at the description and verification of synchronous systems using a transition system and a first-order linear-time temporal logic. Besides the synchronous computation model, other salient features of SINC are a representation for transitions as (possibly non-terminating) imperative commands, a method to solve write-conflicts, a modular and compositional approach to proof development, a treatment for generic parameters and regular structures, and a good catalog of elementary verification techniques. These distinguishing features of SINC are essential to the verification of a class of systems that includes VHDL and evolving algebras. However, they are not appropriately addressed in the formalisms listed earlier. Therefore, we believe that SINC contributes to the research on linear-time temporal logics.
Most works on formal verification concentrate on finite model-checkers [9] . This technique is quite effective, but it does not handle some important situations. It does not allow for modular proofs, where properties of a system are derived from properties of its components only, without any knowledge on the actual definition of components. It is not appropriate to parametric and regular systems too, because such systems may generate large or infinite sets of states. Other works employ more general formalisms, but most of these works deal with restricted systems or result in complex formalisms which are hard to apply on the verification of actual systems [7, 27] . SINC is quite general, yet easy to use. Therefore, we may also see this formalism as a contribution to the work on the verification of synchronous systems. * Partially supported by QaP-For/FAPERGS. 
Transition System
The components of a transition system are a set of variables and a set of transitions. They represent the (possibly infinite) set of system states and the permitted state changes. According to the asynchronous computation model adopted by UNITY, TLA, and most transitions systems, each computation step non-deterministically selects and runs exactly one elementary transition. Let t a and t b be the transitions a := a + 1 and b := b + 1. The left-half of figure 1 shows a computation of the asynchronous combination t a []t b . Distinctly from these formalisms, SINC follows a synchronous computation model, where each computation step runs each elementary transition once. The right-half of figure 1 shows a computation of the synchronous combination t a t b . Figure 2 presents the SINC transition system. A program is a pair b|t , where the program body t is a synchronous combination of a finite set of elementary transitions, and the initial condition b is a boolean expression describing the initial value of variables. When the initial condition is irrelevant, we annotate program b|t as t only. Standard imperative commands represent elementary transitions. For simplicity, we assume variables and expressions are defined as usual, expressions are total, and programs are well-typed. We also assume some syntactical restriction on initial conditions to ensure they are consistent.
A state σ is a mapping of variable names to values, and σ(e) denotes the value in σ of an expression e (or condition, or assertion). Notation f : X → Y indicates f is a partial function mapping elements of X to elements of Y , and {x 1 → y 1 , . . . , x n → y n } represents a finite mapping of x i to y i . When f is undefined on x, we write f (x) = ⊥. Notation f ↓ Z denotes f with its domain restricted to a set Z of variables names, and f ⊕ g denotes f updated with function g:
The rules in figure 2 present an operational semantics for the SINC transition system. The ternary relations s £ σ cmd σ and t £ σ trn σ indicate that the execution of command s or transition t in a state σ produces a state σ .
As rules S1 to S3 indicate, we define the command semantics as usual [1] . To shorten the presentation, we omit the rules for conditional and iterative commands. Rule S4 executes elementary transitions, and rules S5 and S6 define the synchronous combination of transitions. These two rules include a method to solve write-conflicts. Two transitions generate a write-conflict when they try to assign to the same variable at the same time. To account for this situation, we define the semantics for synchronous combinations as follows. distinct copy of the initial state to each transition, execute them independently, and then update the initial state with the contribution of each transition. The contribution of a transition is the set of variables the transition writes while executing. The order we apply the contributions to the final state is not determined. Therefore, the last transition to apply its contribution will define the final value of conflicting variables, and the computation of a synchronous combination generating write-conflicts is non-deterministic. For instance, let t 1 and t 2 be (b := 1; c := 2) and (c := 3; d := 4). Figure 3 shows the two possible computations of t 1 t 2 , where s and s are the final states. Rules S5 and S6 describe the behavior above. Let write(t), the write-set of t, be the set of variables names that occur on the left of some assignment in t. These are the variables that t may change when it executes. In S5 and S6, (σ i ↓ write(t i )) is the contribution of transition t i . These rules differ in the order they apply the contributions, accounting for the non-deterministic conflict resolution method. This method is static because write(t) results from a static analysis of programs. Under some conditions, it may restore conflicting variables to their initial value. Usually, this is not a problem, and this condition never happens in VHDL or evolving algebras. Nevertheless, in [23] , we explore a dynamic version of SINC where this situation does not occur. Due to write conflicts, the synchronous combination shows up some surprising behavior. It is idempotent, commutative, and skip is its neutral element, but it is not associative. For instance, let t 1 be (x := 0; y := 0), and let t 2 and t 3 be (x := 1) and (y := 1). In this case, t 1 (t 2 t 3 ) = (t 1 t 2 ) t 3 . However, if all pairs of transitions write to the same set of variables, i.e., write(t 1 ) ∩ write(t 2 ) = write(t 2 ) ∩ write(t 3 ) = write(t 1 ) ∩ write(t 3 ), then the synchronous combination is associative, i.e., t 1 (t 2 t 3 ) = (t 1 t 2 ) t 3 . As a special case, it is associative when transitions are conflict-free.
The last rules in figure 2 define a binary relation F £ Σ indicating that program F generates the computation Σ = σ 0 σ 1 σ 2 . . .. In essence, what programs add to transitions is a description of the initial states. According to S7, a computation is a (usually infinite) sequence of states generated through the repeated execution of the program body that starts in a state satisfying the initial program condition. To define the synchronous combination of programs, S8 just unfolds the program combination.
Logic
We use the SINC logic to verify statements about a SINC transition system. It is derived from the Hoare logic [1] and the UNITY [8, 20] logic. The triples {p} s {q} and {|p|} t {|q|} represent the following statement: if the execution of command s or transition t begins in state where p holds, then it terminates, and q holds in the resulting state. Assertions p and q are formulas from standard predicate logic over state variables. We employ distinct notations for triples over commands and transitions to emphasize that the computation of a transition does not include the intermediate states generated during the computation of commands. Figure 4 lists the rules comprising the SINC logic. It is organized in three layers, reflecting the transition system organization. The bottom layer is the standard Hoare logic for total correctness of commands [1] . It allows the verification of statements about the computation of elementary transitions. Rules A1 to A4 are a sample of this layer. We omit other rules to shorten the presentation.
Rules B1 to B4 constitute the middle layer, allowing the verification of statements about transitions and their combinations. These rules define triples over transitions. B1 is an adaptation (strengthening and weakening) rule, B2 describes elementary transitions, and rules B3 and B4 describe the synchronous combinator. To simplify the modular development of systems, rules for combinations need to be compositional. It means {|p|} t 1 t 2 {|q|} must be derived from triples over t 1 and t 2 alone. However, the synchronous combination t 1 t 2 does not preserve all triples over t 1 and t 2 . For instance, let t a and t b be a := a + 1 and b := b + 1. In this case, {|a=b|} t a {|a =b|} holds, but {|a=b|} t a t b {|a =b|} does not. Actually, as figure 1 shows, what holds is {|a=b|} t a t b {|a=b|}.
To describe the synchronous combination, there are two cases to consider. First, t 1 t 2 preserves a triple {|p|} t 1 {|q|} over the component transition t 1 if the other component t 2 does not change any variables occurring in q. Informally, it means t 2 does not undo the effect of t 1 . Let var(q) be the set of variables occurring in q. Rule B3 describes this case. The proviso in this rule ensures the condition above for both component transitions. Informally, this rule deals with statements about variables outside a write conflict. Second, t 1 t 2 also preserves a triple {|p|} t 1 {|q|} if both component transitions change the same variables in q, and the triple holds for both component transitions separately. Informally, it means there is a write conflict, but both transitions have the same affect on the conflicting variables. Rule B4 describes this case.
The top layer in the SINC logic is a temporal logic dealing with statements about complete program computations. Formulas in this layer are called properties. They are built from a temporal connective applied to assertions, they are always attached to programs, and they cannot be nested. Figure 5 lists the properties and their meaning. The left column shows a property over F , and the right column shows a condition on the computations Σ = σ 0 σ 1 σ 2 . . . generated by F . A property holds if all computations of F satisfy the corresponding condition. In the right column, Informally, properties may be read as follows: init p in F means "p holds in the first state", p co q in F means "if p holds, then q holds in the next state", inv p in F means "p holds in all states", and p leads q in F means "if p holds, then q will hold in some future state". Properties stated with the co, init and inv connectives describe safety properties indicating that "nothing bad ever happens in a computation". The leads connective introduces progress properties
m is well-founded with respect to Rules C1 to C12 define the temporal connectives. C1, C3, and C8 are adaptation rules, C2 describes the initial states, C4 is the base case for co properties, and C5 define temporal invariants. The substitution rules C6 and C7 allow for the introduction and elimination of temporal invariants in assertions. These two rules are the device that restricts properties to the set of reachable states. Rules C8 to C11 define the leads connective, and C12 describes program combinations.
The SINC temporal logic is derived from the UNITY logic. The link between these logics follows from the fact that a synchronous transition program corresponds to a UNITY program with a single (non-deterministic) transition. Since we consider these restricted UNITY programs only, some UNITY rules become simpler in SINC. Furthermore, as all SINC programs are finite, the SINC logic also omits an infinitary UNITY rule for leads properties, and the transitivity of this connective becomes a derived rule. Additionally, the move to SINC demands for a review of all property definitions to account for non-determinism and non-termination.
As a design decision, SINC omits the skip steps (stuttering steps [16] ) in the definition of co. We believe they are not necessary in a synchronous transition system because the synchronous combination does not interleave states in a computation. As a consequence, co properties are enough to define progress properties (see rule C10), and we may drop the concept of transient predicates [20] and existentially quantified triples [8] . However, to preserve the semantics of leads, we add rule C9.
To make the SINC logic useful in practice, the basic set of rules of figure 4 needs to be extended with several derived rules. Figure 6 shows some of these rules. Derived rules include adaptation rules for command triples which are lifted to properties and transition triples. For instance, rule D1 for command triples originates rule D2 for co properties. Rules D3 and D4 are similarly derived from rules for command triples. Other derived inference rules are inherited (with little changes possibly) from UNITY. For instance, D5 is an induction rule for leads properties coming from UNITY.
Finally, there is a group of derived rules which are specific to synchronous transitions. For instance, D6 is derived from B3, and it describes the synchronous combination of conflict-free co properties. A similar rule for properties with write conflicts is derived from B4. This group of derived rules is essential because they reflect basic aspects of synchronous transitions, and allow for compositional and modular verification of properties. We must observe that there is no rule analogous to D6 for leads properties. It means we cannot derive a leads property of a composite program from leads properties over its components. The same situation happens in UNITY. To overcome this problem, we use conditional properties, and rule D7 and its particular case D8. These rules are derived from UNITY, and they describe the combination of progress and safety properties. Next section illustrates their use.
To prove a derived rule where the premises and the conclusion are formulas of the same kind, we frequently need induction on the proof length. This is the case in rules D2, D3, and D4, where both the premises and the conclusion are co properties. To derive a rule for transition triples from a rule for command triples, the basic rule B2 gives the base case, and the basic rules B1, B3, and B4 give the induction steps.
Likewise, to derive a rule for co properties from a rule for transition properties, the basic rule C4 gives the base case, and the basic rules C3, C6, and C7 give the induction steps. Before this proof, we need to expand the second premise in rules C6 and C7 by the definition of inv given by C5, exposing a hidden premise on co. We deal with leads properties in a similar way. It must be observed that the basic adaptation rules B1, C1, C3, and C8 in figure 4 cannot be derived from A1 using this technique; they must be basic rules.
In [23] , we demonstrate that the SINC logic is sound, i.e., rules in figure 4 only generate true formulas. Each layer is considered separately, greatly simplifying the soundness proof. The soundness of the bottom layer comes from the Hoare logic [1] , and the soundness of the middle and top layers follows from the semantics of the SINC transition system, and from the definitions of triples and properties.
To illustrate the soundness proof for the middle layer, we sketch a proof that rule B4 is sound. Let σ be a state where σ(p) = true. Assume the premises of B4 are true. From this assumption, it follows that the component transitions t 1 and t 2 terminate when their computations start in σ, and the resulting states satisfy q. Rule B4 is sound if all computations of t 1 t 2 starting in σ also terminate, and the resulting states also satisfy q. We demonstrate this statement next. Figure 2 defines the semantics of t 1 t 2 using rules S5 and S6. We analyze rule S5 first. From the assumption above, it follows that t i £ σ trn σ i , and σ i (q) = true. Therefore, according to S5, the execution of t 1 t 2 beginning in σ terminates, and produces σ given by σ ⊕ (σ 1 ↓ write(t 1 )) ⊕ (σ 2 ↓ write(t 2 )). When two states agree on the value of all variables of an expression, this expression has the same value in both states. We claim that q holds in σ because it holds in σ 1 , and σ and σ 1 agree on the value of all variables of q. Let x be a variable in var(q). From the proviso of S5, we get that either x ∈ write(t 1 ) and x ∈ write(t 2 ), or x ∈ write(t 1 ) and x ∈ write(t 2 ).
Let ϕ and ϕ be two states, and y be a variable. The definitions of ⊕ and ↓ entail the propositions bellow:
First, assume x ∈ write(t 1 ). From P1 and the definition of σ , it follows that σ (x) = σ 1 (x). Alternatively, assume x ∈ write(t 1 ). In this case, we also have that x ∈ write(t 2 ). From P2 and the definition of σ , we get that σ (x) = σ(x). But P3 and the definition of σ 1 ensure that σ 1 (x) = σ(x) too. So, we also get that σ (x) = σ 1 (x).
Since there are no other cases to consider, we get that σ and σ 1 agree on the value of all variables in var(q), and q holds in σ . A symmetric argument shows that the resulting state of t 1 t 2 according to S6 also satisfies q. Therefore, rule B4 is sound. Similar arguments show that all rules in figure 4 are sound.
It is worth observe that the soundness proof of the top layer is independent and simpler than the soundness proof of UNITY, and avoids some foundation problems on the UNITY logic [21] . This is a consequence of some differences between SINC and UNITY, such as the synchronous combinator, and the absence of infinitary rules and stuttering steps. We still have no completeness results for the SINC logic. However, the many examples verified in SINC suggest that it is complete. We are working on this.
The layered organization of this logic is an important design decision because it allows for a separation of concerns. Results about the bottom layer are inherited from the standard Hoare logic. In the middle layer, we analyze the synchronous combinator without concerns on the notation for elementary transitions, or on the temporal logic. The top layer deals with reachable states and complete program computations. Although this layer is based on the UNITY logic, there are strong evidences that it would be easy to switch to other similar logic such as TLA or the Manna and Pnueli logic. Such change does not affect the previous layers, and the new temporal logic could equally inherit the results from other layers.
Specification and Verification Techniques
SINC inherits many specification and verification techniques from its base formalisms (UNITY and the Hoare logic), but we need to develop new techniques to cope with the specificities of SINC. To prove a property or triple, we usually begin at the conclusion and proceed backwards to the given premises, using the proof rules to break formulas into subformulas. The overall proof organization reflects the program structure, and the organization of its computations. As the synchronous combinator is the main control structure in SINC, the rules for this construction strongly influence the organization of proofs in this formalism.
Rules B3 and B4 break a triple over a synchronous combination into sub-triples over its component transitions, but the proviso in these rules impose restrictions on the sub-triples. To satisfy these restrictions, we usually formulate sub-triples that indicate the contribution of each transition to the desired result. For instance, let t a and t b be a := a+1 and b := b + 1. Bellow, we list a proof for property a = b co a = b in t a t b :
Upper-case variables stand for rigid variables. These variables are not modified through assignment, preserving their value between states. We use these variables in properties to state relations between the initial and final values of program variables. Using these variables, the properties in lines 1 and 2 describe the effect (contribution) of the elementary transitions on the final value of variables in their write-sets.
Next, line 3 describes the synchronous combination of these transitions. However, this property is too general. To reach the desired conclusion, we need to restrict attention to states where a = b. In lines 4 and 5, D3 adds this restriction through an assertion over rigid variables, allowing C3 to produce the necessary assertions. Finally, in lines 6 and 7, D4 eliminates unnecessary rigid variables.
The vast majority of proofs in the SINC logic are organized like the proof above. They begin with a set of elementary properties that completely describe the contribution of each elementary transition, so later proofs steps do not need to recourse to the program text. We prefer to work with properties because the many rules for them simplify proof development. They are derived from the program text using standard techniques from Hoare logic.
In a elementary property p i co q i in t i , the right-hand assertion q i must describe the effect of t i over all variables in the corresponding write-set, and must not refer to any other program variable. These restrictions ensure that elementary properties completely describes transitions, and help to satisfy the proviso of many rules.
The core of a proof is the derivation of the goal property from the elementary properties. For conflict free transitions, rule D6 does this task. The proviso in this rule holds due to the restriction above over the variables on the right-hand of elementary properties. However, the resulting property usually is more general than the goal property. Using D3, we introduce an assertion specializing this property to the states of interest to the goal conclusion, and employ C3 and D4 to get the this conclusion. After some training with SINC, it becomes easy to build proofs like this, where we need to find the contribution of transitions, to combine properties and then specialize them.
The proof technique above is the most elementary one, and the most widely applied. As we proceed to more complex systems and specifications, we need other techniques. In [23] , we present an comprehensive catalog of basic specification and verification techniques for SINC which may be applied in many situations. Like the technique above, Program saving x to buf they depend on the program structure, on the organization of its computations, and on the kind of property that must be proved. Broadly, these techniques reflect the programmer knowledge on the system it is designing, and they are easy to select and apply. Therefore (except for some hard cases), usually it is quite easy to find a proof in SINC.
As a more complex example, consider program Save in figure 7 . Constant nil is the empty list, and cons(x, l) appends element x to the beginning of list l. Whenever variable req indicates a request, program Save pushes the value of x in the list buf, and indicates through done that the operation is finished. When the request is removed, done is reset. This is an elementary example of open system, a system that interacts with an environment which is not described along the system. The proper operation of an open system usually depends on some assumptions on the environment.
To deal with environment assumptions, we use conditional properties. A conditional property is an "if-then" rule, where the premises and the conclusion are ordinary properties. A statement about an open system F is represented as a conditional property where the conclusion refers to F G and the premises describe G. The program G is an undefined program representing the environment, and its properties are assumptions on the environment. The property in the conclusion describes the open system F through a description of the interaction between F and G.
As an example, consider the conditional property bellow:
The property in the premise indicates that the environment does not change the value of variables x and req when there is an unattended request, and the property in the conclusion indicates that x eventually will be stored in buf , and done eventually will be turned on. Therefore, this conditional property indicates that Save will store x in buf under the assumption that the environment keeps the value of x stable.
We chose to employ a leads property in the conclusion above to give some freedom to program Save. A co property would forbid implementations which take more than one computation step to save x, and we do not want to restrict the program Save that much. We now list a proof for the conditional property above:
In the beginning, we take the conditional property premise as an assumption. Line 2 is an elementary property derived from the program text using the techniques previously introduced. It describes the computation step when the program saves x to buf. Line 3 combines the program and the environment properties, and the last line announces the result as a leads property. We observe that the order in the last to steps is crucial. If we rephrase lines 1 and 2 as leads properties, we cannot combine them because these properties are not compositional. Conditional properties are essential to state progress (leads) properties because these properties are not compositional. As the previous section discussed, there is no rule similar to D6 for the leads connective. Let P be the property p leads q in F . Without conditional properties, there is no way to use P in the proof of some property over F F . The weakest way to state P is the following conditional property:
The premise of this rule only requires that the environment computation terminate in the states where F performs its computation. Termination requirements do not appear in UNITY and most other formalisms because they do not handle non-termination.
To fully specify program Save, we need two additional properties:
The first property describes what happens after a request is granted. In this case, the value of buf does not change. The second property deals with the situation where there is no request. In this case, the value of buf also does not change and additionally done remains off. These properties cannot be stated with the leads because these these connective would allow for unspecified states between the assertions in each property. These properties are not conditional because they are not progress properties, and they do not depend on any assumptions on the environment behavior.
The three properties listed above for program Save illustrate a common specification pattern in SINC, which describes a system module as an open system that should attend to operation requests. There is a set of associated set proof techniques similar to the one described earlier in this section, which aid in the verification of these properties. In [23] , we analyze other common specification patterns and proof techniques. Although proofs in the SINC logic cannot be fully automated, we can use these specification and verification techniques to offer a quite extensive partially automated support for proof development. To realize this goal, we plan to embed SINC in a programmable theorem prover such as HOL.
Open systems are fundamental to modular system development. Each component in a library may be regarded as an open system to be plugged to a complete system latter. Conditional properties allow for the verification of properties of a component based on properties of other components. It also allows for the derivation of system properties from component properties. These tasks do not depend on any knowledge on the actual components. It means a component may be replaced by other, as long as both present the same properties. Since any property may be a premise, we may place arbitrary restrictions on the environment. Other approaches (e.g., model-checkers [9] ) impose severe limits on environment restrictions, what limits their applicability.
The connectives in the SINC logic are not enough to specify all properties of computations. This situation is inherited from the UNITY logic [20] . To overcome this deficiency, we employ auxiliary variables (also known as history variables). An auxiliary variable is a program variable defined through properties. Let x be a variable in the write-set of F . The auxiliary variable x-event only is true in the states where x assumes a new value, and the auxiliary variable x-last holds the previous value of x. We define these variables through the following properties:
Properties and programs may read auxiliary variables as ordinary program variables. The property schemes above apply to any variable x and program F , so they are always available. For instance, assume the computation of a function f is resource-intensive. The program bellow keeps in y the value of f (x), and uses an auxiliary variable to recompute f only when its input value changes:
After x changes, this program takes one computation step to update y. The property bellow uses the same auxiliary variables to indicate that the value of x and y agree, except when x has just changed:
We present a proof for this property bellow:
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Lines 2, 10, 15, and 18 employ rules not previously introduced. Lines 5 and 9 are elementary properties describing the program text. Since the environment writes to x, lines 2 and 3 associate to it the definition of x-event. This proof comprises two cases, reflecting the branches of the conditional command in F f . Lines 5 to 8 are the first case, where we consider the situation when x changes and y is recomputed. Lines 9 to 14 are the second case, when x does not change and y retains its previous value. In both cases, we use the definition of x-event in line 4 to handle this auxiliary variable. Admittedly, this proof looks trick, but after one gets used to SINC, it becomes easy to build a proof like this. We may introduce other auxiliary variables in programs and specification to simplify system development and verification. To ensure they also do not introduce inconsistencies, the definition of an auxiliary variable x must be a property in the form
where f is any function, y stands for the variables in the write-set of F , and z stands for other program variables. This definition does not introduce any inconsistencies because it may be derived from the modified program F defined as (y := y; F ; x := f (x, y , z, y)). Therefore, auxiliary properties are shortcuts to program modifications.
Extensions
SINC may be extended in several directions. Simple but very useful additions are generic parameters and regular structures. Generic parameters are unspecified constants. They usually stand for the amount of some system resource (e.g., size of a vector, or number of available network connections). SINC represents a generic parameter as a rigid variable. A regular structure is a set of transitions following a common syntactical pattern parametrized on an argument I. To represent the regular structure t 0 t 1 . . . t E−2 t E−1 , SINC adopts the notation 0 ≤ I < E : t I . Together, generic parameters and regular structures allow for very compact system descriptions. For instance, assume N is a generic parameter. Let a be a vector, and let F a be the program 0 ≤ I <N : a[I] := 0 . This program sets the first N elements of a to zero.
Generic parameters and regular structures are not control structures, they have no representation in the semantic rules in figure 2 . Conceptually, we execute a SINC program only after binding a value to each generic parameter, and after expanding the regular structures to their component transitions. To ensure that the expansion of a regular structure 0 ≤ I < E : t I does not depend on run-time values, I and E should not refer to program variables, only to rigid variables. Therefore, programs with generic parameters or regular structures actually are program schemes standing for a (possibly infinite) collection of programs.
Nevertheless, we may prove properties of programs with generic parameters and regular structures without expanding them. Figure 8 lists some rules dealing with these constructs. Notation A v e is the result of replacing the occurrences of v in A by e. Rules E1 and E2 define the unfolding of regular structures. Rule E3 instantiates a generic write(t) = write cmd (t), for t ∈ Cmd write(t t ) = write(t) ∪ write(t ) write 0 ≤ I <E : t ) = E−1 i=0 write(t I i ) Figure 9 : Write-sets for indexed variables parameter I to some value E. Like D2, rule E3 is derived from a similar rule over command triples in the Hoare logic [25] . It holds because a rigid variable stands for an arbitrary value, and there is a universal quantifier implicit in these variables. Rule E4 is the ordinary induction principle cast to properties, where n a logic parameter. It performs induction on the program text, not on run-time values, and it is combined with E1 and E2 to prove properties over regular structures. (2) and (3) (4) (5) (6) With the introduction of regular structures, frequently we find programs where the components of a composed transition write to the same vector. As long as they write to distinct elements, we do not consider this situation as a write conflict. To account for this situation, we refine the concept of write-sets. For an indexed variable x, the write-set of a program F contains elements x [E] indicating that F assigns to element E of x. The index E is a constant or a rigid expression, allowing for dependencies on generic parameters. Figure 9 shows the rules to compute these refined write-sets. When an assignment writes to a vector element determined by constants or rigid variables only, the third rule adds to corresponding index expression to the write-set.
Otherwise, the fourth rule assumes the assignment may change any position, and it adds all vector elements to the write-set. For instance, these rules associate the write-set {a[i] | 0 ≤ i < N} for program F a introduced earlier, and they associate the write-set {a [I] } to the component transition a[I] := 0 of the same program.
As suggested above, a regular structure 0 ≤ I < E : t I does not generate write conflicts if the component transitions write to distinct vector elements. Using the refined write-sets, we state this condition as follows:
The new variable J is a dummy variable. Assuming it holds a value distinct from I, there must be no conflict in the component transitions.
This refinement of write-sets is consistent with the concept of static conflict detection, since it does not depend on the value that program variables assume along the computation. Generic parameters and regular structures parameters are treated as constants because they are instantiated before the program computation starts.
Since a program F with generic parameters or regular structures stands for a collection of programs, a property of F corresponds to a collection of properties. Therefore, a single proof actually proves a large or even infinite set of properties. Standard finite model-checkers and similar proof techniques do not handle generic parameters and regular structures, they only can be applied to fully expanded programs. This is another situation where SINC is more general than these approaches, although it is not automated as they are. As observed earlier, we plan to explore the complementary nature of both approaches.
Related Work
The features of SINC discussed along this paper are essential to the verification of synchronous systems. However, they are not present in other formalisms based on a first-order liner-time temporal logic. UNITY [8, 20] is a typical formalism based on a transition system and a temporal logic. It is simple and flexible, and it was applied to a large set of examples. UNITY includes a synchronous combinator, but its logic does not include rules to prove properties about it. Therefore, this combinator becomes a syntactic sugar to describe complex transitions. The UNITY notation restricts transitions to conditional multiple assignments, so it syntacticly forbids non-terminating transitions. The multiple assignments must not generate write-conflicts, but UNITY does not specify when such conflicts happen, or how we check their absence.
Other formalisms based on a linear-time temporal logic present similar problems. To verify a system, the Manna and Pnueli logic [17, 18] and TLA [16] include methods to represent several programming constructions as logical formulas. However, these methods do not deal with synchronous systems. ST [29] is a special-purpose formalism that includes a method to handle synchronous transitions. However, its method only handles a restricted subset of properties and systems, and it is harder to apply because it generates an exponential number of proof subgoals.
Besides the transition systems and temporal logics, SINC is also related to research on the semantics and verification of VHDL [5, 10, 11] . The works on this field differ on the subset of VHDL they handle, and the formalism they use. Some works [3, 31] cover a large subset of this language, but the resulting semantics are too complex, and are not appropriate to the formal verification of actual designs. Other works are oriented towards the formal verification of VHDL [4, 7, 30] , but these works only cover restricted subsets of the language. SINC addresses a similarly restricted subset of VHDL [24] , but it deals with some features that other semantics usually ignore (e.g., generic parameters and regular structures). SINC also includes a clear analysis of the synchronous combinator, while most works mix such analysis with the study of other aspects of VHDL. This approach may lead to very subtle errors [6] .
We may employ SINC in other verification tasks beyond VHDL. Evolving algebras [12, 13, 14] are a specification formalism which is applied to the description of programming languages and computational systems. Since it adopts a synchronous computation model, we may verify properties of an evolving algebra using the SINC logic. We are developing a version of SINC tailored to evolving algebras, what amounts to adapting the SINC logic to the conflict detection and resolution method of evolving algebras. We know about only one other logic for evolving algebras [27] , and we believe the SINC logic is more expressive and easier to use than this logic.
SINC also may be applied to the verification of synchronous programming languages such as Esterel [2] . These languages adopt the same computation model of SINC, although usually they also include a notion of real time measured in some actual time unit. Through the introduction of some restrictions in these languages, programs are represented as a finite automata, which allows for efficient verification techniques [15] . SINC is a more general formalism, which does not impose restrictions on programs. We believe we may use the SINC logic as a complement to standard verification methods for synchronous programming languages, which we apply in systems or descriptions violating the restrictions above. To fulfill this goal, we began the exploration of a model of real time for SINC in [23] .
Nowadays, there is a lot of work on formal verification which employs finite model-checkers, automata, and similar techniques [19] . Such approaches have been successfully applied on many fields, including hardware description languages and synchronous programming languages [9, 15, 26] . They are fully automated and quite effective. However, despite advances in the field, these techniques are not appropriate to all situations. They do not deal with first-order (non-propositional) specifications, and they are not good at the verification of modular systems, regularly structured systems, parametric descriptions, or data-intensive designs. It seems that a linear-time temporal logic such as SINC is a nice complement to these techniques, since it easily handles those hard situations. Some works explore this complementarity nature among distinct formalisms [4] , and we plan to explore this path in some future developments of SINC.
Last Remarks
SINC is composed of a transition system and an associated linear-time temporal logic. The SINC transition system adopts the synchronous computation model, represents transitions as possibly non-terminating imperative commands, includes a method to solve write-conflicts, and handles generic parameters and regular structures. The SINC logic is designed to verify properties of such transition systems. Proofs in this logic are compositional, meaning properties of a system may be derived from properties of its components without recourse to the actual definition of components. Therefore, SINC allows for modular system development and verification. The SINC logic is organized in layers, allowing for a separation of concerns, and simplifying the formalism development and its soundness proof. These features are essential to the verification of synchronous system. However, as the previous section discussed, they are not present in other formalisms based on a first-order liner-time temporal logic. This work was motivated by a wish to apply a first-order linear-time temporal logic to the verification of VHDL designs. Such logics have been successfully applied to several application fields, but they deal with asynchronous systems mostly. SINC resulted from adapting UNITY, a well-known formalism based on a linear-time temporal logic, to the verification of synchronous systems. Besides VHDL, the resulting formalism may be applied to the verification of other hardware description language, to synchronous programming languages, and to specification formalisms.
Besides developing the formalism, we also study the pragmatics in its usage. As discussed in section 4, there is a catalog of elementary specification and verification techniques in SINC which covers several sorts of systems and properties. Some of these techniques were inherited (possibly with changes) from other formalisms, while some are specific to SINC. These catalog greatly simplifies the verification of actual systems. We plan to embed SINC into a theorem proving tool such as HOL. These verification techniques should be added as programmed proof tactics in this tool.
There are many aspects of SINC which need to be further developed. We would like to extend the SINC programming notation with named cells with formal parameters, and we need to show that the SINC logic is complete. We are adapting the SINC logic to evolving algebras, and we plan to develop some automated support to SINC. We also plan to further study the complementary link between SINC and some automated verification techniques such as model-checkers.
To summarize, SINC allows for the application of a first-order linear-time temporal logic to the verification of synchronous systems. It may be employed in several application fields, it is quite general and easy to use, and it is complementary to other more restricted and automated verification methods. Therefore, we believe SINC is a good formalism and we plan to continue its development.
