In this paper we obtain a multi-dimensional analogue of the Hardy-Littlewood theorem on Fourier coefficients.
Introduction
In this paper we consider double trigonometric series ✩ This paper is in final form and no version of it will be submitted for publication elsewhere. * Corresponding author. E-mail addresses: dyach@mail.ru (M. Dyachenko), s.tikhonov@sns.it (S. Tikhonov).
We denote 11 a m,n := 10 ( 01 a m,n ), where 10 a m,n = a m,n − a m+1,n and 01 a m,n = a m,n − a m,n+1 . Now we recall (see [3, 8] ) that if the sequence {a m,n } is monotone in the sense of Hardy, i.e., if 11 (x, y) are the rectangular partial sums of order M and N in x and y respectively of series (1.1)-(1.3). We are going to discuss the problem of the extension of one-dimensional Hardy-Littlewood theorem (see [6, 13] ) to higher dimensions. First, we recall the result for multiple series with monotone coefficients in the sense of Hardy. [8] .) Let 1 < p < ∞, and let a = {a m,n } m,n∈N satisfy 11 a m,n 0, then (i = 1, 2, 3)
Theorem 1. (See
(1.6)
We note that from the one-dimensional prototype of (1.6) we immediately have
where D n (x) is the Dirichlet kernel, i.e., D n (x) = |k| n e ikx . In the multi-dimensional situation the estimation of the L p -norm of
depends on the geometry of the set B (see [1, 2, 4, 7] ).
Since the condition 11 a m,n 0 is rather restrictive and Theorem 1 has many applications, it is important to extend this result for wider classes of coefficients. It is interesting that (1.6) does not hold anymore if we substitute the condition 11 a m,n 0 for a more general condition a m 1 ,n 1 a m,n for m 1 m and n 1 n.
(1.8) [3] .) Let 1 < p < ∞, and let a = {a m,n } m,n∈N satisfy (1.8).
Theorem 2. (See
(a) If . In this paper we study conditions on {a mn } under which (1.6) holds for all p ∈ (1, ∞). In Section 2 we prove the upper estimate f p CI . It turns out that the Littlewood-Paley technique allows us to avoid direct calculations and makes the proof much easier. Furthermore, we obtain the lower estimate f p CI . We mention here the paper [9] where the lower estimate was also investigated. The concept of general monotone sequence (GM-sequence) that we introduce in this paper allows us to write both the upper and lower estimates of f p .
The upper estimate
Let β = {β m,n } m,n∈N be a non-negative sequence. We say that a sequence a = {a m,n } m,n∈N satisfies the GM(β)-condition if condition (1.4) holds and
Naturally, a ∈ GM(β) implies (1.5) and therefore series (1.1)-(1.3) converge in the Pringsheim sense to f i , i = 1, 2, 3.
Theorem 3. Let 1 < p < ∞, and let a = {a m,n } m,n∈N ∈ GM(β), where the non-negative sequence β = {β m,n } m,n∈N satisfies
Remark. We note that under the conditions of Theorem 3, series (1.1)-(1.3) are the Fourier series of the corresponding functions.
Proof. By the Paley theorem, we have for 2 p < ∞
Therefore, it is sufficient to prove (2.3) only for 1 < p < 2. Using the Littlewood-Paley theorem (see [13] ) and the Jensen inequality, we write, for series (1.1) for example,
where
Applying the Abel transformation, we have 
Finally, by (2.2) and (2.4), we obtain
In a similar way we get the same inequalities for f 2 and f 3 . This completes the proof of Theorem 1. 2
Example. We will say that the sequence a = {a mn } m,n∈N satisfies the GM
Clearly, {a: 11 a m,n 0} GM * .
Furthermore, one can write the following generalization of GM * .
Definition. We say that the sequence a = {a m,n } m,n∈N satisfies the GM 2 -condition 2 if condition (1.4) holds and condition (2.1) holds with
This definition is a multivariate version of the one-dimensional general monotone sequences defined in [10] . We have GM * GM 2 . We also remark that for the class GM 2 the upper estimate in the Hardy-Littlewood theorem still holds.
Theorem 4. Let 1 < p < ∞, and let
a = {a m,n } m,n∈N ∈ GM 2 . Then (i = 1, 2, 3) f i (x, y) p C C * , p ∞ m=1 ∞ n=1 |a m,n | p (mn) p−2 1 p =: C C * , p I.
Indeed, we only have to check the accuracy of I (β) C(p)I (|a|) ≡ C(p)I . It follows immediately from the following Hardy type inequality (see for example [13, Chapter I])
Actually, in this case 3 
, I (β) I (|a|) because we obviously have |a
In the next section we will show that the GM 2 -condition guarantees that the inverse part in the Hardy-Littlewood criterion is also true.
The lower estimate Theorem 5. Let 1 < p < ∞, and let a non-negative sequence
Proof. First, we note that for all s l and t d we have
Therefore,
We divide the rest of the proof into three steps.
Step 1. Using the Hardy inequality [13, Chapter I]
we get
Step 2. We use
where we use inequality (2.5). In a similar way we obtain the following inequalities
Step 3. Thus, combining (3.3)-(3.5) with (3.7)-(3.8), we obtain Here f * denotes the decreasing rearrangement of f .
In particular, we obtain the Hardy-Littlewood criterion for the double Walsh series 
