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.Macromolecular solids, particularly organic compounds, have 
deeply interested and fascinated scientists and engineers from a wide 
variety of disciplines in the pc1,st two decades. This is largely-due to 
the fact that many of these solids, usually considered as high quality 
electrical insulators, have been made to conduct electrordcally, and 
to conduct quite well (up to 104 mho/cm}. In addition, many of these 
solids tend to exhibit a variety of other interesting properties such a. s: 
photoconduction, semiconduction, and therrnoelectric effects. Cer-
tain types of thern possess unusually large dielectric constants (up to 
50, 000); and it has even been suggested that organic rnacromolecules 
with particular structures may be superconducting at room tempera-
ture. 
In view of these many fascinating properties, this study was un-
dertaken to: ( 1) classify a grot;1,p of newly synthesized polymers as 
electronic semiconductors, and to study the effect on electronic con-
ductivity brought about by the systematic change of the monomeric 
acene and anhydrides from which the polymers are formed; (2» 
l 
z 
investigate the nature of the unusually high dielectric constant (hyper-
electronic polarization) exhibited by many of these macromolecular 
solids; and (3) e;xamine a number of these solids at low temperatu:i;-es 
in an effort to find a superconductor. The problems at hand will be 
discussed in more detail in what follows. 
Historical Background 
Investigations into the electronic behavior of organic compounds 
date back to the turn of the century when in 1906, Pocchetino ( 1) ob-
served photoconduction in anthracene. The subject essentially lci,y 
dormant until 1941, when Szent-Gyorgi (2) suggested that our under-
standing of certain biological processes could be enhanced by consid-
ering such structures &s having properties akin to semiconductors. 
In the late forties and early fifties, work was carried out by Eley and 
coworkers (3) and by Vartanyan (4) on phthalocynanines. 
Although there have been scattered studies of the electronic 
properties of organic compounds for some sixty years, it was not un-
til the late fifties that a serious effort to understand and develop or-
ganic semiconductors was underway. This sharp increase in research 
efforts in the area of organic materials was brought about lcp;-gely by 
an erroneous report from the Soviet Union in 1959, which indicated 
they had successfully developed a plastic transitor (5}. Although 
this report actually discussed a new organic semiconductor material, 
rather than a plastic transitor, the incorrect t:ra.nslation had a very 
3 
positive effect on the search for organic semiconductor materials. 
During the la~e fifties and early sixties, a group of researchers 
at the Princeton University Plastics Laboratory, headed by H. A'. 
Pohl, succeeded in synthesizing c1,nd characterizing over one hundred 
polymeric semiconductors. The types of polymers studied by Pohl 
and cowor~ers { 6 - 22) included: polyacene quinone ra,dical (PAQR) 
polymers, palyacetylenes, polybenzimidazoles, pyropolyrners, and 
Schiff's base polymers. The range of conductivities of these polymers 
varied fr om 1 o4 to I o- 12 rnho/crn. In brief, it was found that most of 
these organic macromolecular solids exhibited a number of st;riking 
features which included: { 1) photoconductivity; (2) extreme depen.,. 
dence of conductivity on applied pressure; (3) high thermoelectric 
powers (Seebec~ coefficients); and { 4) rectification properties. 
A study of the correlation between electronic conductivity and 
unpaired spin concentration was made by Pohl and Chartoff (21) and 
Pohl and Opp (17). Effects of pressure and temperature on conduc-
tivity have been investigated { 6-22 ), and a quantitative theory, re-
lating conductivity to pres surf;) and temperature was developed and 
;reported by Pohl, Rembaum, and Henry ( 16) based on absolt,1te reac-
tion rate theory. This model is applicable to the solids reported in 
this study. 
Concurrent with this work by the Princeton group, was a study 
of the electronic properties of charge exchange complexei,, ir:i. p~rti-
cular tetracyanoquinodimethane (TCNQ) complexes. These polymers 
4 
also exhibit very high c onducti vitie s. Particularly significant have 
been the contribut;ions made by Kepler c;3.nd coworkers (23 ... 25}, Inoku-
chi, et. al. (26-28}, Labes ,;1nd coworkers (29, 30}, and Kommandeur 
and others (31-33}, Most of these measurements were performed with 
very Uttle or no pressure on the sample. Drickamer and his group at 
Illinois ( 34, 35} studied TCNQ polymers at extreme pressures {t,1p to 
500 kbar) and found that the resistivity decreases with pressure (cor- · 
responding to earlier reports by Pohl for PAQR's) quite rapidly, then 
minimizes, and starts to increase as the pressure is increased ftir-
ther. This was attributed to qn irreversible chemical change which 
had been indµced in the sample. Eyring and coworkers (36, 37} have 
recently investigated the pressure behavior of several charge exchange 
complexes as well. 
Further :i,nvestigation by Pohl and coworkers on the :PAQR's has 
led to a very interesting result, in that these polymers tend to exhiqit 
unusually large dielectric constants. Pohl and Rosen (38, 39} first 
reported dielectric constants of up to 800 ,;1.t room temperature, and a 
freqq.ency of I KHz £or a P.AQR composed of anthraquinone and pyro .. 
mellitic dianhydride. Since that time, the aq.thor of this paper has re-
ported even higher dielectric consta:p.ts for similar polymers (40-43}. 
Rosen a11-d Pohl termed this high polarization effect "hypel;'electronic. 11 
In 1964, a rather striking prediction was made by W. A. Lit-
tle (44). He siuggested the possibility of synthesizing an organic su ... 
percond,uctor, which would be capable of exhibiting superconducting 
5 
properties at room temperatures. 
That the above findings and predictions are surprising should be 
evident from the fact that these macromolecular solids are, by and 
large, highly purified hydrocarbon derivatives, i.e., organic poly-
meric solids. One would certainly not expect most organic polymers 
to exhibit exhalted electronic behavior such as semiconduction, super-
conduction, and hyperelectronic polarization. On the contrary, organ-
ic polymers tend to be thought of as very high quality electrical insula-
tors. 
Consider a variety of organic compounds such as: rubbers, 
plastics, textiles, leathers, papers, and woods. There is not a good 
electrical conductor in the lot. Yet, when one synthesizes a particu-
lar type of organic polymer, one finds many of these exhalted elec-
tronic properties present. The possibility of achieving such proper-
ties is attributed to the enhanced fl" -electron transfer from molecule 
to molecule as suggested earlier by Szent-Gyorgi (2). 
The purpose of this study is to investigate the origin of the un-
usually high dielectric polarization as exhibited by certain macro-
molecular solids; and to perform a search for the existence of super-
conductivity in organic macromolecular solids. This brief historical 
background is not meant to be an extensive literature survey on organic 
semiconductors, since there are a number of adequate review articles 
in print [e.g. Pohl (20, 45), Rembaum, Moacanin, and Pohl (46), Aira-
petyants and Davydov {47), Becher and Mark (48), Hatano ( 49) and 
6 
;R.ozen!;lhtein (50, 51)), In 13,ddition, a relatively new re!erence book by 
Gutman:i:i and Lyons (5Z) capably and adequa,tely discusses all r-elated, 
phenomena associated with orga,nic semiconductors and the macromo ... 
lecular solid state, Th.e reader is referreq. to the reference wo:rks as 
listed abc;>ve for further stuclies. 
Staternent of the ·Problem. 
The problem, as investigated in th.is study, is divided into three 
parts, It co:i:isists of: 
I. Experimentally study~ng the _electronic properties of a 
group of newly synthesized organic polymers in an ef. 
fort to chc:1,racterize them as electronic polymeric semi .. 
conductors, and to investigate the effects on electronic 
conq.uctivity induced by a systematic change in the mo-
nomeric acene and anhydride system; 
. n. Inve1;Jtigating both theoretiqally and experimentally the 
effect of unusually high polarization exh;l.bited by m~ny 
of the rqac;:romolecular solids; and 
III.· Performing a sec!,rch for an organic superconductor 
from the likely c~ndidates characterized in part (I). 
:eroadly speaking, the three phases of the invE;lstigaUon are con-
cerned with th~ energetics . of carrier formation, the mobilities of 
<;:arrier s, and the effects on these parameters of morphology and im .. 
purity. These effec;ts may be enh~nced by applying externally produceq. 
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pressure and electric (E) fields to the specimen and studying their ef-
fects on the conductivity. 
This study is also concerned with the relative roles in the elec-
trical polarization mechanism of the variously excited electronic 
states such as (1) uncoupled spin states, (2) Frenkele;xcitons, (3) von 
Hippel polarons, and (4) free carrier electrons [cf. Pohl (45)] • By 
studying the effect of temperature and pressure variation on the elec-
tron spin resonance signal (ESR) and conductivity, one determines the 
activation energy for production of unpaired spins and for production 
of free charge carriers, respectively. This provides a means of es-
tablishing the energetics of carrier formation and transport, and of 
spin related processes. A. C. measurements provide further insight 
into the polarization mechanisms; and by examining the effect of tern-
perature and pres sure on the dielectric constant, one can obtain more 
information regarding the source of the hyperelectronic polarization. 
Characterization of Polymers 
For the purpose of this study, a semiconductor shall be defined 
as any material which conducts electronically as opposed to iop.ically, 
with the conduction (J" exhibiting a positive temperature dependence 
given by: 
(1) 
where Eg is the energy interval, measured in eV; k is the Boltzmann 
constant, in eV /°K; T is the absolute temperature (°K); and (To is 
8 
the reference conductivity at T = 0°K. For an "intrinsic" semi<;:on-
ductor, the activation energy, Ea = Eg/2. Further, we shall limit 
our definition of semiconductors to those materials possessing a con-
ductivity within the following range: 10- 12 ~ CT ~ 104 mho/cm. 
In order to characterize the sample as an electronic semicon -
ductor, one is required to establish the conductivity as being truly 
electronic in nature along with the validity of Eq ( I). To do this in -
volves the measurement of D. C. resistance of the material at various 
temperatures, while showing that there is no degradation in resistance 
as a function of time if the system is in thermodynamic equilibrium. 
Further, one must check for D. C. polarization. If the sample is truly 
an electronic semiconductor, there should be no change in resistance 
when the electrodes to the sample are interchanged. 
Generally speaking, the specimens are examined for the depen-
dence of O" on variations in externally produced pres sure, tempera-
.... 
ture, and electric (E) field. Where applicable, the theoretical model 
proposed by Pohl, et. al. (15, 39, 45) is applied to calculate the molec-.. 
ular lengths from E-field dependency of CT. Electron spin resonance 
(ESR) measurements are made, and the number of unpaired spins per 
gram are correlated with the conductivity. In this manner, one can 
study the effect on conductivity of changing the acene monomer and/or 
the anhydride. Where applicable, ESR temperature dependence is ex-
ai:nined, and molecular lengths are calculated for the respective sam-
ples, after a model developed by Pohl, et. al. (21, 45). A comparison 
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of these two methods for determining molecular lengths is made. This 
work is reported in Chapters III and IV. 
Hyperelectronic Polarization 
Several polymers, characterized as electronic semiconductors 
in Part I, art';! investigated for the dependence of A. C. polarization and 
A. C. conductivity on variations in externally applied pressure, tern-
~ 
perature, frequency, and E-field. Characteristics of the electrical 
properties of high dielectric constant polymeric semiconductors which 
have been observed include: the resistivity p (= 1/0") is strongly 
pressure and temperature dependent, and moderately sensitive to the 
magnitude of the applied E-field; the dielectric constant, € , is ob-
r 
served to be strongly pressure and temperature dependent, increasing 
with either or both parameters, but is inversely dependent upon the 
...... 
magnitude and frequency of the applied E-field (38-43). Regarding 
the large polarization effects, Rosen and Pohl (38, 39) first suggested 
a new type of polarization mechanism, namely, that of hyperelectronic 
polarization. Hyperelectronic polarization differs from ordinary po-
larization in the following ways. 
1. Normal electronic polarization is considered to be due to a 
slight shift of the centers of positive and negative charge in atoms 
when an external electric field is applied. This type of polarization 
usually results in a bulk polarizability which is linearly proportional 
to the applied electric field for a wide range of field strengths. With 
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respect to dispersion, this polarization mechanism exhibits relaxation 
at a frequency, Z,.le"" 1015/ sec; or a relaxation time, Te= 
-15 
10 sec. 
2. Hyperelectronic polarization may be considered as due to 
the pliant interaction of charge pairs of excitons, localized temporarily 
on long highly polarizable molecules, with an external electric field. 
These carriers, which are thermally produced by exciting intermo-
0 
lecular ionization levels of long conjugated molecules (L-:::::: 1000-4000A), 
are molecularly separated, and range over :molecularly limited do-
mains. When an external electric field is applied, these highly mo-
bile carriers, spending most of their time in extraordinarily long re-
gions of near-zero resistance, form a collection of highly polarizable 
monopoles, and therefore, exhibit a very high bulk polarizability. 
Hyperelectronic polarization is observed to be nonlinearly dependent 
upon the applied electric field, and exhibits dispersive relaxation at 
a frequency, Z,.lh ~ 103/sec; or a relaxation time, 'Th~ 10- 3 sec. 
Since polarization effects in this frequency region are generally 
attributed to Maxwell-Wagner surface polarization ( 53); and since, in 
fact, the polymers studied are not single crystalline, but are rather 
polycrystalline in nature; one must establish that, indeed, hyper-
electronic polarization, rather than surface polarization is what has 
been observed in these investigations. 
Many investigators (53-60) have reported high dielectric con -
stants in oxide semiconductors. Normally they contribute this effect 
to the existence of a two-phase material, that is, a bulk property, and 
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an oxide property due to the layer of oxide over the grains of the sam-
ple. In particular, Verwey (54), Volger (55), Koops (56), Hilborn(57), 
Huggins and Sharbaugh (58), Sillars (59), and Van Uitert (60) have ob-
served such effects. They treated the sample as above, and were able 
to describe the observed dispersion in resistivity and dielectric con-
stant by assuming multi-phase properties, and discussed the <lisper-
sion in terms of lumped parameters. In all cases, the relaxation time 
of the dispersion was in the region of T : 10- 3 sec. 
It is the purpose of this portion of the study to establish the 
mechanism of hyperelectronic polarization as being the principal con-
tributor to the high polarizabilities as observed in a number of macro-
molecular solids. This is accomplished by showing that E and (5": 
r 
(1) are independent of the electrode used (WC, Pt, Au); (2) are not ef-
fected significantly after subjecting the sample to extreme shearing 
stresses (which would tend to rupture the oxide or other insulating lay-
er around the grains); (3) are directly related to the number of spins 
and carriers in the sample; (4) are both activated parameters; and(5) 
exhibit a relaxation time ( T- 1 o- 3 to 1 o-4 sec) which can only be re-
solved with theoretical values by employing a model suggested by 
Pollak (61, 62). 
Pollak1 s model assumes that for long needle like molecules, the 
normally expected relaxation time of dispersion must be modified by the 
square of the ratio of the molecular length to the molecular diameter • 
From high frequency measurements, the bulk properties are inferred. 
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Using these values, one finds for the Maxwell-Wagner relaxation time 
for ordinary 
-10 -11 
surface polarization, TMw"' 10 to 10 sec, while 
the observed 
-3 -4 
time,Tobs ,,_, 10 to 10 sec. Using Pollak's model, 
and the molecular lengths determined in Part I, one finds, then, 
T• - (10-lO) x (L/d)z _, 10- 3 to 10-4 sec, which agrees with the 
MW 
observed value. These findings are discussed in Chapter V. 
Superconducting Organic Polymers 
It has been suggested by Little (44, 63, 64) that certain types of or-
ganic macromolecular solids might be expected to be superconductors 
if one applies the present theoretical model of the superconducting 
state to them. He also points out that if such a polymer were iso-
lated, it should exhibit superconduction properties at temperatures 
as high as 2000°K. The limit of presently known transition tempera-
tures, Tc' is about 18°K. If such a polymer could be found, it would 
certainly have a revolutionary effect on the world. 
This portion of the study is involved with performing a search 
for superconductivity in the most likely candidates of organic semi-
conductors which were available. A suitable criterion for the obser-
vation of superconductivity in semiconductors (as opposed to metallic 
systems) has been given by Cohen and others (65, 66). It had been 
predicted that if a semiconductor were to undergo a superconduction 
transition, it would be necessary that the semiconductor satisfy the 
following criteria: (1) Must possess a high carrier concentration; 
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(2) Must have a large effecti'VEI mass;. (3) Must possess :µiany valleys 
in the energy bands; and (4) · Must e~hibit a vtilry large dielectric con ... 
stant, Inc;leed, when supercon(luctiori. was observed in the oxide semi-
conductor, SrTi03 ((>7), it was found that the above criteria were suf.,. 
£icient. 
fa order 'to increase the number of ca;t"rie:rs for the organic .ma.-
terials under stt,1.dy above what orie would normally ex-peqt, a high 
p:;reseure technique was E;l:mployed. A Chester-JQnes Clamp (68) was 
constructed, and the samples; we:re studied at liquid He temperatqres 
under pressures of = 8 kbar. The results o~ this investigation c1,re 
discussed in Chapter VI. It is f1!u~gested that filam.entary supercon-
. . . 
. . 
duction hai; Qeen observed in several Qf the organic: macromolecules 
herein under study. 
CHAPTER II 
PREPARATION OF MATERIALS 
The materials reported in this study were for the most part syn-
thesized and purified in a manner similar to that described by Pohl 
and Engelhardt, and Pohl and other coworkers ( 12-15, 20, 69). The 
composition of each of the 31 polymers studied is contained in Table I. 
Those polymers listed with JM, DP, EHE, SK, and HAP preceding the 
sample numbers were prepared by J. W. Mason, D. G. Pohl, E. H. 
Engelhardt, S. Kanda, and H. A. Pohl, respectively. Only five of the 
polymers listed (DPIA, SKIA, SK2A, SK3A, and HAP!) were pre -
pared in our laboratory at Oklahoma State University. 
Experimental Synthesis and Purification 
Each of the JM polymers are polyacene quinone radical types 
(PAQR). The monomeric starting materials were repeatedly recrys-
tallized until each had a melting range of 2 °c or less. An intimate 
mixture of the desired reactants was prepared by grinding them to-
gether in a mortar and pestle. This mixture was then heated at 
29 5 ± 2 °c for a period of 24 hours under a nitrogen atmosphere. 
The hard, black polymeric products were ground to fine powder and 
triturated exhaustively with I% hydrochloric acid and water in order 
14 
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Reaction ( b) T (cl 
No. Temp (°C) Ratio (moles) 
ype 
(JOO o~ 1o JM39 o:p ZnCl2 295 1:1:2 PAQR o• ~o 
Thionthrene 
PMA 




JM41 ~ PMA ZnCl2 295 I: I : 2 PAQR 
Acri done 
H 
JM42 @ PMA ZnCl2 295 I: I: 2 PAQR 
Phenollazine 
JM43 o:;o PMA ZnCl2 295 1:1:2 PAQR 
Xanthone 
JM46 Or;O PMA ZnCl2 295 I: I: 2 PAQR 
dibenzothiophene 
JM48 ()(iO PMA ZnCl2 295 1:1:2 PAQR 
9-Thioxanthone 
JM49 O;l) PMA ZnCl2 295 1:1:2 PAQR 
H 
Carbazole 
JM50 (¢) PMA ZnCl2 295 1:1:2 PAQR 
Hz 
9-Thioxonthene 
JM77B (CO PMA ZnCl2 295 I: I: 2 PAQR 
Anthracene 
JM78B ct9 PMA ZnCl2 295 I: I: 2 PAQR 
Phenanthrene 
16 





Reaction ( b) 
Type 
(c) 
No. Temp (°C) Ratio (moles) 
H 




9~.o JM82 @ O•C C::0 ZnCl2 295 1:1:2 PAQR o=r c " Phenothiazene 0 
MTA 
JM83A ((;O PMA ZnCl2 295 I: 1:2 PAQR 
acridine 
JM838 ((;O MTA ZnCl2 295 I: 1:2 PAQR 
Acridine 
JM84A o:j) PMA 
N 
ZnCl2 295 1:1:2 PAQR 
Phenazine 
N 
JM848 (:)(~ MTA ZnCl2 295 I :1:2 PAQR 
Phenozine 
JM85A (t!l) PMA ZnCl2 295 1:1:2 PAQR 
H 
Phenothiozene 




PAQR JM89B "' ~-at, MTA ZnCl2 295 1:1:2 
.... , 
JM928 co:) MTA ZnCl2 295 1:1:2 PAQR 
onthrocene 
JM938 Qy MTA ZnCl2 295 1:1:2 PAQR 
Phenonthrene 
JM96A c,iPo PMA ZnCl2 295 1:1:2 PAQR 
CH2-
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N N~ di (,8 hydroxy ethyl)- d ithiooxomide-Cu ( U) 
C1H3 








N N - dimethyl- dithiooxomide - Cu(O) 
HAP1 Cellulose char 
Reaction ( bl T (cl 




100 I: I 
100 I: I 
100 2:1 

















(a) PMA = pyromellitic dianhydride; MTA = mellitic trianhydride; 
P-TODI = p-toluene diisocyanate. (b) acene:anhydride:catalyst. 
(c) PAQR = polyacene quinone radical. 
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to remove the ZnC12 catalyst. They were then extracted first with 
boiling ethyl alcohol followed by boiling benzene for periods of 24 hours 
each in a Soxhlet extraction apparatus to remove all traces of soluble 
material. Finally, the insoluble products were ground to a fine pow-
der once more and dried in a high vacuum over phosphorous pentoxide. 
The dry samples were kept in a desiccator until ready for use (70 ). 
Polymer DPlA, also a PAQR polymer, was prepared by mixing 
a one to one mole ratio of anthraquinone with PMA, using zinc chlo-
ride as a catalyst. The actual weights of the reactants were as fol-
lows: 21 O. 22 g anthraquincme; 118. 02 g pyromellitic dianhydride; and 
136. 29 g zinc chloride. The mixture was heated 24 hours at 300°C in 
a nitrogen atmosphere, after which the product was finely ground, 
leached with dilute H Cl, and then extracted in a Soxhlet apparatus 
with boiling H 20 for 12 hours. Subsequent to this treatment, the sam-
ple was then extracted with hot toluene, ethanol, and benzene, in that 
order, each for 24 hours. The insoluble residue was finely ground 
once again and the sample was dried 36 hours at so 0 c. After drying, 
it was stored in a desiccator until it was to be examined. DPlA is a 
resynthesis of polymer ISl reported by Pohl and Rosen {38, 39) in 1965 
and 1966. The newly synthesized polymer was in a more purified state 
than the original ISl. Investigations of the new polymer, DPlA, have 
been reported by Hartman and Pohl (40-43). 
The last PAQR polymer reported in the study is polymer EHE59. 
It was synthesized by mixing 1 to 1 to 2 mole ratios of fluoranthene, 
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to PMA to ZnC12, and heating at 306°C for 24 hours in air. At the 
completion of polymerization, it was ground to a fine powder, leached 
for 12 hours with dilute H Cl, and then extracted in a Soxhlet appara-
tus with water ( 12 hours), ethanol (24 hours), and benzene ( 12 hours) 
in that order. It was then dried for 12 hours at 50°C, was again fine-
ly ground, and was then stored in a desiccator ( 15, 69). 
Sample EHE 102, was formed by reacting 1-4 napthaquinone with 
p-toluene diisocyanate in the absence of air, at I00°C. It was ground 
and purified in a manner described in the above paragraph ( 15, 69). 
Attempts by Kanda and oth'ers (71-75) have been successful in 
synthesizing polymers through coordination with metallic ions. When 
bi-functional coordinating units enter into chemical combination with 
a metallic ion, it is possible to form linear polymers of the type 
••• A-M-A-M-A.... This system may be effected by arraying the me-
tallic ion (M) and the chelating agent (A) in an alternate fashion as in-
dicated. Polymers SKlA, SK2A, and SK3A are such types and were 
formed by mixing aqueous cupric salt solution with an alcoholic solu-
tion of rubeanic acid. They were prepared in our laboratory under a 
slightly different procedure from the original materials reported by 
Kanda {72, 74 ), in that the organic ligands were recrystallized from 
ethanol. 
Polymers SKIA and SK2A were prepared by mixing NN 1 -
dicyclohexyl-dithiooxamide in warm benzene solution and NN 1 - di 
(,6-hydroxyethyl)-dithiooxamide in warm ethanol-water solution, 
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respectively, with equi-molar copper acetate ethanol solution. A 
black precipitate was formed almost immediately upon mixing the two. 
The precipitate was so fine that it was necessary to centrifuge the mix-
ture to separate the polymer from the liquid. The gelatinious precipi-
tate was then extracted in a Soxhlet apparatus for 72 hours with hot ben-
zene followed by 24 hours with hot water. It was then dried at 50°C for 
24 hours and stored in a desiccator until needed (76, 77). 
The preparation of polymer SK3A was accomplished by mixing 
I 
one equivalent mole of the purified NN -dimethyl-dithiooxamide in hot 
50% ethanol-water mixed solvent and one equivalent mole of copper sul-
phate in hot water. After centrifugal separation, the precipitate was 
extracted in a Soxhlet apparatus for 120 hours with ethanol and for 36 
hours with water to remove the non-ionic and ionic impurities (42, 43, 
76, 77). 
Elemental Analysis 
Carbon, hydrogen, oxygen, nitrogen, and sulphur analyses have 
been made for several PAQR polymers prepared from equi-molar 
quantities of acene and PMA or MTA. Also, carbon, hydrogen, nitro-
gen, sulphur, and copper analyses have been obtained on the three Cu(II) 
coordination polymers. Experimentally observed atomic percents are 
compared with the calculated values in Table II. Calculated values 
are based on one to one mole ratios in all cases. Where data has been 
reported for similarly prepared polymers, the previous results are 
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TABLE II 
ELEMENTAL ANALYSIS OF POLYMERS 
Sample Percent by Weight 
No. c H 0 N s Cu 
DPIA (a)Calc. 73.80 I. 54 24.60 
Obs. 86.57 3.80 9.63 
JM77B Cale. 80.00 2.00 18.00 
Obs. 80.92 3.74 15.44 
JM83A Cale. 76.40 I. 90 17.80 3.90 
Obs. 68.34 3. 33 25.55 2.78 
JM83B Cale. 72.30 I. 21 23.10 3.40 
Obs. 69.97 3.42 23.56 3.05 
JM85A Cale. 69.30 I. 84 16.80 3.70 8.40 
Obs. 66.18 3.36 21.55 3.90 6.01 
SKlA Cale. 48.50 6.40 18.60 8.10 18. 40 
(b) Obs. 48. 70 6.74 18.29 7.67 18. 60 
Obs. 48.30 6.29 18.41 8.30 18. 7 0 
SK2A Cale. 26.70 3. 71 23.60 10.37 35.62 
Obs. 26.10 4.40 22.50 9.31 37.89 
SK3A Cale. 22.90 2.89 30.20 13.40 32.67 
(b)Obs. 22.80 3.35 28.60 12.20 33.05 
Obs. 21. 20 2.96 31.30 12.20 32.34 
(a) Calculated for I: 1 molar ratios. Activation analysis indicated less 
than 5 ppm ZnCI2 in the polymers catalyzed by zinc chloride. 
(b) Elemental analyses were performed on two separate syntheses of 
SKIA and SK3A. 
22 
compared with the current analysis. It can be seen that the agreement 
is quite satisfactory. 
Physical and Chemical Properties 
Color and Solubility 
The ZnC12 - catalyzed PAQR polymers, were in all cases, black, 
insoluble, infusible materials, with melting points well in excess of 
600°C. 
0 0 
Several of the polymers were heated to 600 to 800 C with 
the indication that considerable pyrolysis had occurred. 
It was possible to form a small pellet of most of the materials, 
by applying high pressure (up to 10 kbar) and slight heat (50° - 100°c). 
Occasionally, a material was found which would not fuse together. 
Polymer EHE102, which was a Schiff1s base polymer, deep brown in 
color, was one such polymer, along with JM84A. However, after sev-
eral hours under extreme pressure, a pellet resulted in all cases. As 
a whole, the degl"ee of incompressibility, insolubility, c;1.nd infusibility 
exhibited by these polymers indicates the occurrence of a high degree 
of cross linking in these polymers. 
Colors of the Cu-coordination polymers ranged from deep brown 
to black. In general, they appeared to be more fusible and compress-
ible than the PAQR 1s, indicating a much smaller degree of cross-
linking, if any. Polymer SKlA dissolves to some extent in CHC12, 
CC14 , and dioxane, at room temperature; however, the other coordi-
nation complexes are all quite insoluble in water and common organic 
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solvents (74). Evidence of decomposition above 90°C and hysteresis, 
due to long periods of application of high pressure to the specimen, 
have also been reported for these polymers (72, 76, 77). 
Density 
Densities of the materials studied varied at most by a factor of 
two; no direct density measurements were made, but from the physi-
cal dimensions and weights, densities were calculated to range from 
,-..J 1. 1 g/cc to,,.....,; 1. 9 g/cc. The density was found to be somewhat 
dependent on the premolding pressure, probably due to inaccurate 
thickness measurements of the !?ample. 
Structure and Molecular Weight 
Since the polymers tend to be insoluble, not much can be said 
about their structure nor molecular dimensions except by inference. 
In earlier work on Cu-coordination polymers, Kanda (71) succeeded 
in forming a colloidal suspension of CuC6H2o4 (formed from reacting 
2-5 dihydroxy-benzoquinone with Cu (II) salt) which exhibited stream-
ing birefringence. This work, together with electron micrographs, 
0 
indicated the molecules to be rod-like, approximately 1000 - 5000A 
in length, and 500 .R in diameter. Work on similar coordination com .. 
pounds exhibited similar results, with the molecular length calculated 
as 1000 - 2000 l (75). X-ray and electron micrographic measure-
ments indicated crystalline structure which was indicative of a linear 
one-dimensional solid in the earlier work. In fact, Kanda reports 
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some single crystals were grown approximately 1 mm in length. 
X-ray diffraction measurements on the currently studied Cu -
coordination polymers SKIA, SK2A, and SK3A indicate some degree 
of crystallinity in that rotation camera pictures show two diffuse haloes 
corresponding to short range ordering (diameter of pattern - 1 X. and 
10.K ). X-ray data on polymer DPIA, taken on a diffraction mono-
chromator, indicated a very strong reflection at 7.631, two rather 
strong reflections at 6. 11 X and 3. 83 X, and several weaker but de-
tectable reflections at 3. 77 X, 3. 51 Jl, 3. 35 R, 2. 64 X, 2. 60 R, 
2. 42 R, 2. 28 .R, 2. 06 R, and 2. 04 X. The background diffraction pat-
tern indicated amorphous material was also present to some degree 
(78). 
Pohl and coworkers (39, 21) have suggested two alternate ways 
in which one may obtain information regarding the molecular size and 
weights of these insoluble polymers. The first method makes use of 
the effective change of electrical conductivity with externally applied 
electrical field variations. Rosen and Pohl (39) have developed a model 
which assumes contribution to charge carrier formation from the ap-
plied electric field. Relating the average electric field appearing in-
ternally across an average molecular length to the conduction, a for-
mal expression is obtained from which one can infer the "average 
molecular length." Making use of this model (which will be discussed 
in more detail in Chapters III and V), the molecular lengths are esti-
mated to be from 1200 R to 5500 X. 
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An alternate method involves the measurement of the elei::tron 
spin res onp.nce (ESR) signal, as a fqnction of temperature. Pohl and, 
Chartoff ( 21) have suggested that the activation energy for creating 
free radicals can be related to the energy of a11- electron, tref;l.ted quan-
tum mechanically as a particle in a box of length ~qual to the average 
molecular dimension. From this treatment (to be elaborated on in 
Chapter IV), one arrives at molec;ular lengths from,_, aooX to 4400X.. 
That these molecula;r lengths as calcl,llated by the two methods 
are reasonable, is substantiat~d by observing the relaxation of 11hype:r-
electronic" polarization. This observed relaxation time can best be 
related to the theoretically expected relaxation time by applying the 
Pollak model (61, 62) which assumes the observed relaxation time must 
be modified by the square of the ratio of the molecular length to the 
0 
qiolecular width. Using molecular lengths of 1000 - 4000 A, and aver-
age chain diameters of = 4.X, one finds the anomaly between the ob-
served and expected rel13,xation times is resolved. 
The degree of polymerizMion of the polymers studied can b e es-
timated by using the aforementioned molecular lengths to determine 
an average polymerization number. For Sample .OPlA, from Table I, 
one may write the possible monomer unit as: 
The monomer unit length ;is then 12 x L, where L is the projected C .. C 
bond length. Using simple trigonometry, one fin.ds L : "3 /2 L0 , where 
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0 0 O 
L 0 : C-C bond length ( I. 4A). One then finds L ~ O. 8(1. 4A} !::! 12 A. 
0 
Since the estimated molecular length for DPlA is ':::! 1500A, one then 
obtains the polymerization number, x -:::: 125. By similar computations 
it may be shown that x varies from ,,...J 100 to ,..J 300 for the polymers 
studied. 
Rosen and Pohl (39) have suggested the structure of typical PAQR 






Three possible molec::ular structures for the Cu-complexed poly-
mers, two one-dimensional chain structures, and a two-dimensional 
structure, have been proposed. Jensen (79), and Evans and Gibson(80) 
proposed the one-dimensional chain structures shown below as (a} and 
(b), respectively. From elemental analysis of a precipitated sample 
(a) 
(b} 
of the Cu-polymer, a 1:1 molar ratio pf Cu:rubeanic radical is indi-
cated. Thus, either of the proposed one-dimensional structures could 
be possible. Kanda, et. al. (81} state the five membered ring is more 
probable. 
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A two-dimensional moqel, of the copper acetate-type, was pro ... 
pe>sed oy Kishita, and Kubo (82) in order to account for the anomalously 
small magnetic susceptibility at toom temperatures. 'Thii;; str1,1ctu:re, · 
as shown, meets the anal,ytical requirements for a crystall~ne form of 
the polymer. Kanda, et. al. (81) have suggested from X-ray data, and 
magnetic susceptibility measurements that the crystalline structul,"e 
and the precipitate structure may be recog11ized as one and the same if 
one terminates the two-.dimensional chain after one C-C pond length 
Kanqa 1s proposed model is shown below. This mo~el limits the 
cross-linking, and tends to support earlier menti~ned results regard-
ing the fusibility and soluqility of these materials. 
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All of the materials examined in this study, were found to be 
electronic type semiconductors with specific resistivities at 1. 8 kbar 
and room temperatures ranging from 300 ohm-cm for polymer JM85B 
to > 1010 ohm-cm for polymer SK2A. For those polymers examined, 
it was found that they exhibit: (1) electrical field dependency on the 
conductivity; (2) strong pressure dependency on the conductivity; (3) 
frequency dependency on the polarization and conductivity with a 
characteristic relaxation time of Th~ 10- 3 to 10-4 sec; (4) strong neg-
ative temperature dependency on the resistivity; (5) strong ESR sig-
nals at g ~ 2. O, with the number of spins/g ':::! 1019 to 1020; (6) strong 
pressure dependency on the ESR signal; (7) strong affinity for o2 as 
indicated by ESR signal; (8) correlation from polymer to polymer be-
tween conductivity and the number of spins per gram; (9) unusually 
high dielectric constants (hyper electronic polarization); ( 10) evidence 
that the dielectric constant is a function of free carriers, bound elec-
trons, permanent dipoles, and unpaired spins in the specimen; and (11) 
evidence of filamentary superconduction near 77°K. 





The amount of electrical current passed through a given materi-
..... 
al for a given E-field is found to depend upon: (1) the number of avail-
able charge carriers, (2) the net charge of each carrier, and (3) the 
rate at which they are transported through the material bulk. The con-
ductivity, (]", is defined as the amount of charge transported across a 
-unit cross-sectional area per second per unit applied E-field. For a 
material which has n carriers per unit volume with each carrier hav-
ing a charge q, we may write from Ohm's law: 
j = a-l - .. - nqv; (1) 
or: (2) 
where °;f is the drift velocity of the carriers, and µ: fvl/ tEI is the 
mobility of the carrier. 
If there are several different types of charge carriers avail -
able, then 
(]" : !. ~ qi/Li : !.zi !el niJ."1 ' (3) 
i i 
where qi = zi jej , lei being the absolute electronic charge; and zi 
is an integer representing varying degrees of ionic charge carriers. 
29 
30 
For the present, the discussion is limited to electro'nic type 
semiconductors only (zi = 1). Further, it will be assumed that im-
purities are not dominant. In such case, the conductivity becomes: 
(Y = n lel µ.. • ( 4) 
Insulators, Semiconductors, and Metals 
The phenomenon of semiconduction was observed some 130 years 
ago by Michael Faraday (11) when he noted that under a given electric 
field, silver sulfide does not conduct as well as metals, but certainly 
more than insulators. It was some one hundred years later before a 
practical application of this effect was made. Prior to Faraday's ob-
servation, materials were, by and large, thought of as insulators, or 
conductors. Since most metals are good electrical conductors, the 
words 11metal11 and 11conductor 11 came to be synonymous. 
When a normal conductor (metal) is heated, it is observed that 
its resistance increases; while for a semiconductor and insulator, an 
inverse effect is found, i.e., the resistance drops. These effects can 
best be understood in terms of the band model. Using this model 
(cf. diagram below), one considers electrons in the·conduction band, 
or else the holes in the 
valence band as charge car- E 
-r-------------------:F 
v 
riers. The gap between the 
bands is conveniently known 
as the forbidden gap. Most solids may be characterized by their 
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Fermi level (EF). 
A simple example of this band gap model is seen by considering 
covalent bonding. When two 11covalent11 atoms (e.g., hydrogen) are 
brought close together, their electronic wave functions overlap, pro-
ducing a new wave function given by: 
l/1= V{ 1 t/{2 ± ,l,2 ,I, 1 _ fA_ B ~ 'f'B - "'A ! VJ B (5) 
where the symmetrical function t. + t and the antisymmetric function 
t. -\JIB correspond to the ground state and excited state of the mole-
cule formed by the two atoms respectively. The separation in the 
ground state and the excited state is inversely dependent on the dis-
tance between the two atomic centers, A and B. The two atoms are 
thus joined together through their valence electrons which are shared 
mutually by each atom in molecular orbitals. 
As one allows more and more atoms to interact, such as is the 
case for a large number of atoms which are held in close proximity by 
the crystalline lattice of a solid, then more and more of the covalent 
bondings occur, and many such energy levels are formed. Thus, con-
duction bands and valence bands may result due to the many levels in 
the excited and ground states respectively, and are separated by a 
forbidden energy gap, E • 
g 
The population of the excited levels, or the conduction band, for 
an insulator or semiconductor is usually small at, and below, normal 
room temperature. The Fermi energy, EF, a measure of the thermo-
dyanmic potential per unit charge carrier, is the energy at which the 
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probability of a given energy level being occupied is exactly 1 /2. Pop-
ulation of the conduction levels is normally achieved via thermal ex-
citations. Quantum mechanically, Fermi-Dirac statistics must be 
used to discuss the occupation density of energy states, since the elec-
tron is subject to the Pauli exclusion principle; however, for tempera -
tures such that T » EF/k (where k is the Boltzmann constant), the 
Fermi-Dirac distribution goes over to its classical limit, the Maxwell-
Boltzmann distribution function (84, 52). 
If the semiconductor is intrinsic (i.e., the conductivity is due to 
inherent properties of the material rather than to impurities) as the 
temperature is increased above absolute zero, electrons thermally ex-
cited from the valence band to the conduction band leave behind vacan-
cies, or holes in the valence band. Both the electrons and holes may 
act as carriers. The number density of electrons and holes acting as 
carriers is given by: 
n • 2(2ffmekT/h2)312 exp [(EF - Eg)/kT] 
2 3/2 
p: 2(2-rrmhkT/h ) exp (-EF/kT) 
(6) 
(7) 
where me and mh are the electron and hole mass respectively, and h 
is the Planck constant. (Cf., for example, Kittel (84) for a derivation 
of the above.) 
On multiplying Eqs (6) and (7), one obtains: 
np : 4(2"Tr kT /h2 ) 3 (m mh) 312 exp (-E /kT). 
e g 
For the intrinsic semiconductor, n = p, and: 





or n : A exp (-E /ZkT) g 
(10) 
where A 2 i.a the factor preceding the exponential in Eq (8). Jience, the 
excitation of carrier11 depends on the exponential factor, exp (-E1 /2kT). 
The activation ener1y Ea ii defined a,: Ea • E1/z. If the ma11e1 are 
equal (i. e,, me : mh)' then EF : E1/2 : Ea• i. e,, the Fermi level 
lle1 in the center of the forbidden ·l•P• 
Over the intrin1ic temperature ran1e, the population of carrier• 
may be approximated by the Boltzmann dhtribLitlon function a11 
n • n0 exp (·Ea/kT), 
Sub1tltutlon of Eq ( 11) into Eq ( 4) yield 1: 
<r: n0 lelµexp(·Ea/kT), 
But, n0 1•1 µ., h, by definition, O'o• Hence, 
CT: ~ exp(·Ea/kT), 





Metals, insulators, and semiconductors may be characterized in 
terms of the band model as follows. Metallic behavior is exhibited if 
the bands are partially filled, or if overlapping of a filled and empty 
band occurs. In an intrinsic semiconductor, a filled valence band lies 
closely below an empty conduction band, such that thermal excitations 
may populate the empty band to some degree, leaving partially filled 
and partially empty bands as in the case of a metal. Insulators are 
characterized by completely filled bands. 
Materials may be characterized by their conductivities, which ln 
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turn are dependent on the numbez: of charge carriers and the mobility 
of the material. They may be somewhat arbitrarily classified accord-
ing to their conductivities as follows;, metals for 10'\;0-1'108 mho/cm; 
-12- ..,,, 4 I · 
semico~ductors for 10 "'li;.(J'" "=:110 mho cm; and insulators for 
10·22~ o-~10·lZ mho/cm. In addition, metals usually possess-' 1022 to 
1023 carriers/cc, and exhibit mobilities from 10 to 106 cm2 /volt-sec; 
11 zo -4 5 
. while for semiconductors, n rJ 10 to 10 /cc, and fL ,v 10 to 10 
cm2 /volt-sec (10, 52). Fo:r a more thorough discussion of solids and 
semiconductors, the reader is referred to standard references and 
texts (83-87)_. · 
Organic Crystals and Polymers 
That semiconduction would be eJt;hibited by organic substances 
was, until quite recently, completely overlooked. It is now known, 
however, that many such materials do exhibit semiconduction. That 
they are semiconductors is often due to the ff-orbital overlap and to an 
extended degree of conjugation (45). 
One of the main difficulties in treating organic solids (molecular 
and macromolecular) both experimentally and theoretically is their 
lack of order. In some instances, it has been possible to grow sin-
gle crystals of organic monomers large enough to experimentally 
examine their electrical properties. Examples of such are naphtha -
lene, anthracene, tetracene, pentacene, quaterrylene, perylene• and 
others. Even in the case of these single crystals, the symmetry of 
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the organic crystal is much lower than that of inorganic crystals. 
On the other hand, large single crystals of polymeric solids are 
not commercially available. Efforts to grow them have not as yet suc-
ceeded. Pohl (45) in a recent review discusses the handicaps associ-
ated with the molecular {both monomeric and polymeric) solids. It ap-
pears very unlikely that polymeric single crystals will ever be achieved 
to any degree of size due to the fact that the net free energy of crystal-
lization per orderable unit is much smaller for a polymer than for most 
crystalline inorganic solids. 
Hence, polymers at best are available as polycrystalline, aperi-
odic solids with low short-range order. Since the theoretical model of 
conduction assumes single crystalline material, it is seen that poly -
mers must either be treated in an approximate, or at best semiempir-
ical fashion. If one is to experimentally study polymeric solids, it ap-
pears that it will be necessary to increaee the long range order in the 
polycrystalline solid. 
High Pressure Technique 
One way to increase the degree of order in a polycrystalline ma-
terial is by the application of extreme pressure to the sample. Mole-
cules or complexes which have a tendency to crystallize in a layered 
structure either in a series of planes or in a herringbone structure, 
may be greatly influenced through pressure application. In each case, 
the ff-orbital overlap increases rapidly with pressure. Hence, by 
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applying high pressure technique, a very dense highly compacted and 
sintered pellet, a "pseudo single crystal, u with longer range ordering 
present is achieved. 
High pressure techniques were pioneered by P. W. Bridgman. 
(A collection of Bridgman's published works may be found in refer -
ence 88.) Drickamer and the Illinois Group ( 34, 35, 89-9 3), using 
Bridgman's technique have advanced pressure studied on materials up 
to ,_., 600 kbar. In general, they find the resistivity of organic mate-
rials to decrease rapidly with pressure up to r-.1 150 kbar, where the 
tendency reverses. As the pressure is released, the resistivity curve 
does not exhibit the initial behavior. They attribute this phenomena 
to the occurrence of irreversible chemical changes at the higher pres-
sure. Recently, they found (93) these irreversible changes could be 
overcome if the sample were kept at liquid N 2 temperatures. 
Akamatsu and Inokuchi (94), Eley and coworkers (95, 96), and 
Pohl and the Princeton group ( 10-22) were the first to examine or-
ganic semiconductors at high pressures. Prior to the Princeton 
group's efforts, it had been thought that pres sure application to a poly-
crystalline organic solid would, at best, reduce the number of voids 
via compaction. However, Pohl and coworkers found the conductivity 
of polymeric semiconductors to be highly dependent in a reversible 
manner upon the pressure applied. In fact, certain polymers (PAQR 1s) 
exhibited an increase of more than 100 fold in conductivity in a pres-
sure range where metals exhibit only a two fold change. Pohl, 
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Rembaum, and Henry (16) developed a semiempirical modelto explain, 
the pres sure effect, based on absolute rate reaction theory. It will be 
discussed shortly. 
Other investigators who are studying high pressure effects on 
organic solids include Eyring and coworkers {36, 37), Labes and co-
workers {29, 30), and Bradley, et. al. (97). In all cases, the conduc-
tivity of organic solids is reported to radically change with the appli-
cation of high pressure. Gutmann and Lyons adequately review these 
effects ( 52). 
Hopping Model 
Since we have seen that polymeric solids are polycrystalline, 
and as such mu.st be treated in an approximate method as far as the 
theory is concerned, the question arises as to how carriers are trans-
ported intermolecularly. 
As a rule, the band theory of solids is not applicable, since the 
potential is non periodic. If the solid were periodic throughout the 
bulk of the material, the band theory could be applied. In some cases 
however, polymeric semiconductors are treated as band type solids 
(98), and often the band theory is applied to molecular crystals to 
make order-of-magnitude calculations and predictions of the mobility 
of charge carriers in such crystals. 
Ordinarily, the charge carriers in organic solids must over-
come a very high energy barrier between the molecule to molecule gap. 
38 
Hence, the carrier is normally assumed to quantum mechanically 
"tunnel" or 11hop 11 the barrier. Tunneling has been invoked by several 
investigators to explain how carriers are transported in a typical mo-
lecular crystal (96, 99, 100). To apply the tunneling model, one usual-
ly requires at least a high degree of local order, such that a region of 
periodicity in the potential may be achieved. As such, several mole-
cules interacting split the energy level of the associated TJ'-orbital 
into bands rather than definite energy levels. This can result in a 
lowering of the expected quantum mechanical barrier and increase the 
probability of transition of the carrier. 
When one treats the interaction between adjacent molecules only, 
such that the interaction is essentially a 2 body type, the transfer of 
carriers is usually called hopping. However, quite frequently, hop-
ping and tunneling are equated. 
Pohl, Rembaum, and Henry (16) and Pohl and Opp (17), in a 
study of pressure effects on the conductivity and mobility of PAQR 
polymers developed a hopping model, to account for the observations, 
which is based on the transition rate theory. They postulated that hop-
ping or tunneling depends upon the 'IT-orbital overalp as seen in terms 
of an effective "area of contact" for the activated state. The pressure 
increment required to produce a given increment in effective area of 
contact was assumed proportional to the effective area of contact, i.e., 
dP /dA cc A. This led to the development of a semiempirical relation 
for the dependency of the conductivity upon pressure and temperature: 
where: 
0-(P, T) : ~ exp (-Ea' /kT) exp (b 11P 1 / 2 /k) 
EI = E - b pl /2 




with b 0 and b 11 being appropriate constants. For zero pressure, 
Eq (15) becomes: 
0-(0, T): 0c,exp(-Ea/kT) 
as expected [cf. Eq (13), this chapter] • Hence: 
[ 1/2 J 0- {P, T) = 0-(0, T) exp T {b 11 + b 0 /T) • 
Taking the log of Eq ( 17) results in: 
l [atP, T)J : 
n CT(O, T) 
1/2 
-P {b 11 b I ) k + o T • 
(17) 
{ 18) 
At constant temperature, a log plot of CT versus P 1 / 2 then yields a 
straight line. As T is varied, a family of straight lines results. 
Rosen and Pohl {39) further related the dependency of conduc-
tivity to variations in applied electrical fields. Assuming a random 
distribution of highly conjugated segments of polymers in a macro-
molecular solid, they obtained a relation for the carrier density which .. 
was dependent upon the "molecular lengthu and the applied E-field • 
... 
By comparing the carrier density n, at a given E-field with the den-
sity at Cf zero field, they obtained: 
.... 
n{E, T) : 
n (0, T) 
2kT 
lel8 L ~xp ( lel e L/2kT) - 1] ' (19) 
-where L is the average molecular length, and t is the average E-field 
across the molecule. 
Now Eq (19) may be introduced into Eq (15) to give: 
[ J [pl/2 CT(E, P, T) : 0-0 exp -Ea /kT exp -W 
j 2kT [ee Ll 
~ el Lt ( exp ["z'ffj 
If one holds pressure and temperature constant, then 




where C is a constant, V is the potential applied across a sample of 
thickness x, and a (= 2kTx I lel L) is a constant for a given sample. 
Thus by comparing the conductivity at different fields to the conduc -




i (exp [:] - 1). 
.. 
(22) 
Hence, by examining the E-field dependence of the conductivity, then, 
one may obtain an idea of the average molecular length of the polymer. 
Carrier Sources 
Pohl (45) has recently reviewed the energetics associated with 
the production of carriers, as to their origin, mobility, the effects of 
impurity and morphology upon the conductivity, and the interactions 
of the various electronic ground and excited states with electric fields. 
(This was briefly discussed in Chapter I.) He also discusses the ef -
feet of conjugation on the electrical properties. The reader is refer-
red to this review and to Gutmann and Lyons (52), Chapter 6 for fur-
ther discussion of the electronic behavior of macromolecular solids. 
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Statement of the Problem 
The first phase of this investigation deals with a study of new• 
ly snythesized organic polymers. The polymers are examined for 
electronic semiconducting behavior, and the effects of pressure and 
electric fields on the conductivity as well as the effect of varying the 
acene and anhydride system is studied. The polymers are classified 
as organic semiconductors if they satisfy the criterion listed in Chap-
ter I. 
Experimental Apparatus and Procedure 
In order to study the electrical properties of polycrystalline 
samples, it is necessary to either resort to high pressure techniques, 
and thus, eliminate voids in the sample, or to high frequency A. C. 
measurements. This section discusses D. C. measurements under 
high pressures, while A. C. measurements are discussed in Chap-
ter V. 
Piezoresistance measurements were made on 25 samples in a 
Bridgman opposed-anvil high pressure cell. The specific cell resis-
14 
tance was on the order of 10 ohm. It is shown in cross section in 
Figure 1. Pressures up to 32 kbar were employed with this system 
with the aid of a 50 ton Model SB230 C and a 12-1 /2 ton Model SB 240 
Pasadena Hydraulic Inc. press. The presses were calibrated with the 






Cu Shim--.. _ ___. Steel 
~=-iiiiiii.iii.==~~-r-Tef Ion Insulation Tungsten 
Carbide ----1~--N---
Pyrophy!l i te --L~E=S 
Gask.et 
Cu Shim---+--lt3 
Stee I __ __.,__.....,. 
-..t!t---+------ St eel 
~~i55iiiiii='-~ Thermocouple 




Sample Retaining Ring (Pyrophyl lite) 
WAI W4I ...!.. · 0. 38 mm 
I- 13.171..'!'J .... 
6mm 
Figure 1. High Pressure Resistivity Cell 
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steel bar, such that two of the gages were under compression and two 
under tension. The calibration curves for the presses (calibrated to 
the highest pressure in each case) are shown in Figures 2 and 3. 
Before starting a high pressure high temperature study, the 
sample is premolded in a one-eighth inch or a one-fourth inch diame-
ter die under a pressure of up to 8 kbar. The resulting compacted 
pellet (whose thickness should be ,..._, O. 010 inch to O. 015 inch) is first 
weighed, is inserted into the pyrophyllite retaining ring (0. 015 inch 
thick), and is then placed in the high pres sure cell as shown in Fig -
ure I. 
The samples are first subjected to the highest pressure and 
temperature of each experiment. The pressure is then released and 
measurements are made as the pressure is increasing. Then the 
procedure is repeated at the next lower temperature. The sample 
temperature is determined by a copper-constantan thermocouple in 
close proximity to the sample. 
Since organic solids exhibit electric field dependence [Eq (15); 
also cf. reference (39)] it is necessary that the field be held constant 
during the experimentation. To achieve this, a Heathkit l P-32 .O. C. 
power supply is used as a constant voltage source of 5 volts together 
with a Keithley 610 B electrometer as an ammeter and a Simpson 260 
meter as a voltmeter. Knowing the voltage drop across the Keithley 
and the sample, as well as the current through the sample, the resis-
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conclusion of each experiment, from which the resistivity can then be 
determined, according to the relation: 
P-~ - ' x (23) 
where R is the resistance in ohms, A is the sample cross section in 
cm2, and xis the thickness in cm. A and x are measured directly on 
the sample after compression. 
Polymer DPlA, a highly purified resynthesis of an earlier poly-
mer studied by Pohl and coworkers (39) is used as a reference ma-
terial since it has been extensively studied in our laboratory. 
Plots of the resistivity versus the square root of pressure at 
fixed temperatures are then made [after Pohl (16)] according to Eq 
(18). A typical result for Polymer DPIA is shown in Figure 4. 
By plotting the resistivity obtained against reciprocal tempera-
ture at various fixed pressures, a second family of curves result. 
Again, a typical result for polymer DPIA is given in Figure 5. These 
lines are plots of the equation given earlier in this chapter, 
The slope of these lines is thus a measure of the activation energy. It 
is seen in Figure 5 that the activation energy is pressure dependent as 
expected (21). 
Although the actual energy dependence on pressure for Sample 
DPIA is not plotted, it will be seen in Table V that it exhibits the ex -
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Results and Discussion 
PAQR'S 
Experiment I. The initial study was performed on 10 PAQR 
polymers (JM78B, 93B, 77B, 92B, 83A, 83B, 84A, 84B, 85A, and 
85B) for med from heterocyclic aromatic acenes (phenanthrene, an -
thracene, acridene, phenazine, and phenothiazene) and anhydrides 
(PMA and MTA) to examine the effect on conductivity of the addition 
of groups which stabilize radical electrons. It has previously been 
reported by Pohl and coworkers ( 15-19) that a correlation between 
conductivity and such factors as unpaired spin concentration and 
structure of the monomeric acenes and anhydrides exists. This in-
vestigation was directed toward the development of materials with as 
high a conductivity as possible, by (1) adding groups which stabilize 
radical electrons, and by (2) studying the effect of MTA as opposed to 
PMA. MTA derivatives of PAQR polymers have not been reported 
previously. 
These polymers, prepared as discussed in Chapter II, were sub-
jected to pressures up to 12 kbar as was outlined in the previous sec-
tion. The results of the study are summarized in Table III. The value 
of resistivity at I. 820 kbar ( Po) has previously been taken as a stan-
dard; thus, for comparison purposes, it is used here. 
It is evident from Table III that this approach to increased con-
ductivity in the PAQR 1s has been successful. The addition to the poly-
mer structure of heterocyclic atoms which can stabilize unpaired 
TABLE III 
. RESISTIVITY AND ACTIVATION ENERGY F-OR 10 PAQR POLYMERS (AFTER BEING 
SUBJECTED TO 12 KBAR AND 400°K) AT 1. 820 KBAR AND 300°K 
MTA PMA 
Acene Sample Po E a Sample Po 
No. .(Ohm-cm) (eV) No. (Ohrn-:Cm) 
--
Phenanthr ene JM93B 
. 7 
8. 65 x 10 0.337 JM78B l 0 72xl0 6 
Anthracene · JM92B 1. 6 x 106 ·0.242 .JM77B 5. 78 x 10 5 
Acridine .JM83B 
. 4 
4.20 x 10 0.196 JM83A 4.25xlG 5 
Phenazine JM84B 6.65xl0 
4 0.312 JM84A 2. 2{) x 10 5 
Phenothiazine JM85B l.O x 103 0.197 JM85A 
- 4 











electrons leads to enhanced conductivity; and the use of comonomers 
with multiple anhydride groupings (MTA as opposed to PMA) appears 
to enhance conductivity still further. This work has been reported by 
Mason, Pohl, and the author (70). 
Experiment II. The same 10 PAQR polymers were re-examined 
in the same fashion as before, over an extended pressure (to 32 kbar) 
and temperature (to 450°K) range. Again, the activation energies and 
resistivities were determined. Standard values of Ea and R, (taken 
at 1. 820 kbar) are shown in Table IV. By comparing Table IV and 
Table III, it can be seen that the PMA polymers behave as expected; 
but the MTA polymers tend to exhibit anomalous behavior. It still is 
evident that addition of heterocyclic atoms which can stabilize the un-
paired spins leads to enhanced conductivity. Also, it is evident that 
the activation energy has been effected by the extreme pressure. In 
general, it has been lowered according to Pohl, et.al. (16). [Cf.Eq(16) 
this chapter.] The activation energy for these polymers at various 
pressures is shown in Table V. 
Experiment III. Due to the anomalous behavior of the MTA 
polymers, additional work was limited to the PMA series. Nine new 
PAQR polymers (JM39, 40, 41, 42, 43, 46, 48, 49, and 50) formed 
from heterocyclic aromatic acenes (thianthrene, xanthene, acridone, 
phenoxazine, xanthone, dibenzothiophene, 9-thioxanthone, carbazole, 
and 9-thioxanthene) and PMA were recently synthesized as new mem-
bers in the series reported in Experiments I and II. In addition, 
TABLE lV 
RESISTIVITY AND ACTIVATION ENERGY FOR 10 PAQR POLYMERS (AFTER BEING 
SUBJECTED TO 32 KBAR AND 450°K) AT 1.820 KBAR AND 300°K 
MTA PMA 
Acene Sample Po a ·.Sample Po 
· No. (Ohm-cm) (eV) No. {Ohm-cm) 
Phenanthrene J"M93B 1.7 x 10 
6 o. 211 JM78B 1. I x 10 5 
Anthracene JM92B 2.2 x 10 
7 
0.215 6.9 x 10 
4 
JM77B 
Acri dine .JM83B 3.4 x 10 
4 ·0.269 JM83A 4.2 x 10 
4. 
.Phenazine JM84B 1.1 x 10 
5 
0.145 JM84A 3.2 x 10 
4 
Phenothiazine JM85B x 102 0.15 JM85A 
2 













ACTIVATlON ENERGIES FOR SEVERAL POLYMERS AT VARIOUS 
:PRESSURES AS MEASURED ,FR.OM 300°K TO 450°K 
Ea (eV) 
Sample ,P(kbar) P(kbar) · P(kbar) P(kbar) P( kbar) 
;No. 1.82 7.85 15.7 23.5 31. 4 
DPlA 0 .• 105 0.09? 0.085 0.079 0.060 
JM85l3 0.155 0.142 0.122 
JM85A 0.150 0.115 0.125 
JM84B 0.145 0.137 0.167 0.158 0,170 
· JM77B 0.263 0.252 0.252 0,241 0.267 
JM83B 0.269 0.130 0.143 0.120 0.101 
JM84A 0.245 0.229 0,258 
JM83A 0.235 0.227 0.187 
JM93B o. 211 0.177 0.185 0.190 0.189 
JM78B 0.225 0.314 0.285 0.265 
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polymers JM80 and JM82, resyntheses of polymers JM85A and JM85B 
respectively have been made. They have all been examined at room 
temperature only, up to 12 kbar. The respective p0 •s have been de-
termined, but no activation energies have been obtained. 
The resistivity dependency on pressure is shown in Figure 6 for 
the above eleven polymers together with the data from Experiment I 
(each polymer being subjected to a maximum of 12 kbar pressure). 
Data from Experiment II is shown in Figure 7 (each polymer being sub-
jected to a maximum of 32 kbar). 
From Figure 6, it appears that the new syntheses of polymers 
JM85B (now JM82) and JM85A {now JM80) have produced materials 
with somewhat different resistivities. 
It is apparent by now that the conductivity of polymers may be 
affected by either adding heterocyclic atoms or groups which stabilize 
the unpaired spins, or by varying the multiple anhydride groupings 
of the comonomers. Figure 6 shows evidence of some six orders of 
magnitude change in resistivity by such variations. 
There has been speculation that polymers such as the polyacene-
quinones are, in fact, good conductors within the individual molecules, 
and that the resistance observed on the macroscopic scale is the re-
sult of the many barriers to conductivity between the molecular chains. 
If this is the case, improvements in macroscopic conductivity must 
be the result of improvements in intermolecular interactions which 
lower the conduction barriers, rather than improvements in the 
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conductivity of the molecular structure itself. The results with the 
heterocyclic polymers tend to support this hypothesis. The polymers 
appear to have high concentrations of unpaired spins, as discussed in 
the next chapter, and the spin concentrations correlate well with con-
ductivity. A high number of unpaired electrons, which reside mainly 
on specific centers in the polymer structure--exactly the situation 
which seems to pertain in the heterocyclic polymers--would be ex-
pected to enhance the interactions between molecules, and lead to re-
duction of the intermolecular conduction barriers. 
Before definite conclusions can be put forth as to the mechanism 
responsible for the increased macroscopic conductivity in the series 
studied, .it will be necessary to investigate the last 9 polymers at ele-
vated temperature and pressure; and to relate the change in conducti-
vity to the microscopic molecular system in some way (such as to an 
increase in 11'-orbital overlap). 
Cu-Coordination Polymers 
Piezoresistance measurements of three Cu-coordination poly-
mers (SKlA, SKZA, and SK3A) were made according to the method 
discussed earlier, at pressures up to 14 kbar. The resistivity was 
observed to increase upon either recycling the pressure, or allowing 
the sample to r~main at a fixed temperature and pressure for extended 
time. 
Hysteresis Effects. Initial evidence of this hysteresis effect 
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in the Cu-coordination polymers was reported by Hartman and Kanda 
in 1965 {122). Further investigations have been reported by Hartman, 
Kanda, and Pohl {76). Figure 8 shows a typical resistivity versus tern-
perature curve for SK3A; curve {a) corresponding to the initial set of 
data with maximum temperature 75°C. The pressure was maiT.ttaiaed 
constant at 14 kbar. From curve {a), the activation energy is £0 1 .::1.d t::i 
be O. 35 eV. 
After cooling back to room temperature, the specimen was 
heated to 100°C with curve {b) resulting. Since curves (a) and {b) di£-
fer only slightly in slope, the activation energies appear to be nea:rly 
the same. However, the absolute values of resistivity has approxi-
mately doubled. Typical resistivity-pressure curves for SK3A are 
shown in Figures 9 and 10. It can be seen that the pressure dependence 
is quite different for the 75°C maximum temperature sample and the 
0 
100 C one. 
Data on SKlA is shown in Figure 11. The sample is kept trnd8:r-
a constant pressure of 14 kbar. At about so 0 c, the resistivity begins 
to increase {as indicated by arrows t in Figure 11), and as th~ sam-
ple is left at l00°C for one week, the resistivity increases by about a 
factor of 7. As the sample is allowed to cool, a considerable differ -
ence in slope is noted. This would be measured as a change in activ:c,-
tion energy. It is significant, however, that as the sample approaches 
room temperature again, the slope begins to match the initi:?.l slop,e. 
Sample SKZA exhibited similar behavior, but in ge:c".!.~ral its 
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resistance was too high to obtain conclusive results. It exhibited re-
sistance values in excess of 1011 ohms. 
In view of the change in resistivity exhibited by Figures 8 through 
11, it was decided to look at the behavior of the polymers over an ex-
tended period of time. This resulted in a "quasi-closed11 hysteresis 
loop being obtained. 
A typical hysteresis curve for polymer SK3A is shown in Fig-
ure 12. This curve is an idealization of the actual data taken, but no 
loss of generality has been introduced since the actual data portrayed 
the same type of behavior. 
In obtaining a curve such as that shown in Figure 12, the resis-
tance of the sample was first measured at room temperature (T 1) and 
a pressure of 14 kbar. This value of resistivity is represented by p1• 
The pressure was then released and the sample was heated to higher 
temperature (T 2 ). Again the sample pressure was increased to 14 kbar, 
and the resistance was measured ( p2). Two different procedures were 
then followed. 
First, the pressure was held at 14 kbar and the sample was 
quickly cooled back to room temperature, where the resistance was 
again measured ( Pz 1). The pres sure was then released and the sam-
ple was allowed to relax. The resistance which was periodically 
measured (always at 14 kbar while the temperature was held constant) 
slowly increased back to its original value ( p1 ). 












Figure 12. Hysteresis of Piezoresistivity for Polymer SK3A 
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and point (2) was reproduced. This time, however, the sample was 
held at 14 kbar and the resistance was periodically measured over a 
period of several hours. In this manner, point (3) was obtained. Up-
on cooling to room temperature, the resistivity was measured at 14 
kbar as P4 • 
In order to convert p4 back to p1, it was necessary to anneal 
the sample under zero pressure for several hours. Otherwise, the 
resistivity tended to creep upward to a value P5, quite similar to the 
transition from P2 to A. . 
In this manner, a "quasi-closed" hysteresis loop resulted for 
the resistivities of the Cu-coordination polymers. 
In view of the complex behavior of these polymers, it appears 
that the conductivity, as measured, is some complicated function of 
pressure, temperature, and time. Investigations of macromolecular 
solids frequently yield anomalous results, such as a functional depen-
dence of resistance on pressure recycling (36, 37, 76, 122, 123) and 
functional dependence of resistance on time as pressure and tempera-
ture are held constant (34-37, 72, 76, 77, 124, 125). 
There are many processes which may account for such behavior 
of resistivity. Among them are electrolytic, thermal, and chemical 
decomposition; phase change; and molecular orientation. Electrolytic 
decomposition was ruled out as the sample resistance remained con-
stant upon the passing of large amounts of current through the sample 
for long periods of time. Thermal and chemical decomposition were 
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also ruled out as it was possible to return the sample to its original 
resistivity by heating at atmospheric pressure. This then leaves mo-
lecular orientation and phase change as prime suspects. 
A semiempirical model, such as a coexistence of two phases, 
with the two phases being reversibly changed back and forth may be 
invoked to qualitatively explain hysteresis. Since these 11 phases 11 may 
be "true" phases, or "pseudo" phases (i.e., orientation could be con-
sidered as a "pseudo" phase), the model may account for either mo-
lecular orientation or phase changes. 
Consider the solid to be composed of two coexisting forms, these 
forms may represent different phases or different bonding of the cop-
per ions with the complexes. On the basis of this "two form" solid, 
the net conductivity will also be dependent upon the concentration of 
each, since each form may have different conductivities. Functional-
ly writing this dependence of conductivity upon the parameters, one 
obtains: 
0-: 0-(T, P, t, f) , (24) 
where T is temperature; P is pressure; t is time; and f represents 
the relative concentration of the form of the material present. 
For a well behaved intrinsic semiconductor, the conductivity was 
given in Eq (4) as: 
0- = lel n fl,· 
With reference to the proposed "two-form" solid, we must choose 
one of several available empirical forms for the conductivity. The 
67 
simplest one is perhaps that of direc;;t additivity, i.e., 
CT e:: Oi_ f 1 + cr2 f 2 (25) 
where: Oj_ = lel n 1 µ 1 ; (26) 
and Oz = lel n 2µ 2 (27) 
Hence, CT may be written as: 
(28) 
Now according to Eq (24), Eq (28) must show the proper depen-
dence upon the variables P, T, and t. 
The normal temperature d,ependence is due to the carder concen-
tration depehdence which was given in Eq (11) as: 
n = n exp (-E /kT). o a 
This dependence is of course observed; he>wever, there may be another 
type of T dependenc;;e, perhaps through the specific rates of formation 
of the twq forms, f 1 and £2, i.e., £1 = f 1(T,t) and f 2 = f 2(T,t). 
The time dependence may be introduced through the rates of for-
mation qf f 1 and f 2• At any inetant of time, we assume the rate of for.,. 
mation is given by: 
(29) 
where kf and kb represent the forward and backward ratl;l constirnts. 
The subscripts, T and P, indicate that temperature and pressµre are 
being held constant, since the rate of formation :i.s mo:re than likely 
temperature and pressure dependent. Eq (29) may be integrated to 
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obtain a time dependence by recalling that the fractional amount of 
concentration must sum to I, i.e., 
It should be noted however, that Eq (29) is not rigorously true 
if the two forms of the solid are represented by different bondings. 
In that case, the linear dependence upon f 1 and f 2 must be replaced 
by a higher order dependence. 
The inclusion of the pressure dependence may be realized from 
a thermodynamic consideration of the ac;tivity coefficients of the two 
forms of the solid. This dependence appears to indicate an exponen-
tial pressure dependence upon the rate constants in Eq (29). 
In addition to the above mentioned pressure dependence, it is 
possible that the mobilities, µ, are also pressure dependent. Pohl, 
et. al. { 16) have seen such a dependence in several polyacene quinone 
radical polymers. 
It can be seen, at least qualitatively, that the semiempiricalfor-
mulation of the conductivity given by Eq (25) will have the necessary 
dependence upon the variables involved. 
Shearing Effects. To further study the anomalous piezoresis -
tivity of the Cu-coordination polymers, the effect of shearing stress 
on the conductivity was investigated. It was compared to the behavior 
of PAQR polymer DPIA, which normally exhibits negligible hysteresis. 
Effects of shear on the sample's resistivity were determined as 
follows. The premolded sample pellet was inserted in a pyrophyllite 
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retaining ring as previously described. The specimen was placed on 
a 10 mm diameter Bridgman steel anvil, and a 40 cm long rectangu-
lar bar was inserted between the sample and the upper anvil. Lubri -
cation was used between the shearing bar and the upper anvil (126, 
127). 
Each polymer was sheared through several cycles, each cycle 
corresponding to 7° of arc, with samples DPlA and SK3A being under 
14 kbar uniaxial pres sure, and polymer SKlA under 11 kbar uniaxial 
pressure. The results of shearing stress on the resistivity of each is 
shown in Figures 13 through 15. 
X-ray data on the sheared specimen DPlA (which in the poly -
crystalline form indicated a high degree of structure as mentioned in 
Chapter II) indicated no detectable reflections when examined with an 
X-ray monochromator. The sheared sample was also examined in a 
rotation camera. There tended to be a diffuse innermost halo indi -
eating some long-range ordering had occurred. 
Monochromator data was not obtained on the Cu-coordination 
polymers; however, rotational camera pictures indicated a slight 
broadening of the inne:rmost halo upon shearing, as was observed for 
DPlA. 
Thus, X-ray data tends to suggest that after shearing, polymer 
DPlA is amorphous, with long short-range ordering, and likewise for 
polymers SKlA and SK3A. However, the shearing effect on resistivi-
ty indicates a decrease in p for DPIA, while it tends to increase p 
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in the two Cu-coordination polymers. 
The behavior of the Cu-coordination polymers is not at all clear. 
If shearing were primarily causing molecular orientation, one would 
normally expect the resistivity to increase with shearing, due to the 
reasoning that shearing would tend to align the molecules in a plane 
perpendicular to the anvil axis. This corresponds to producing an ani-
sotropic specimen which should have lower resistance along the molec-
ular length and high resistance across the molecular layers. Longi -
tudinal and transverse resistivities which were measured agreed with 
this viewpoint. On the other hand, if shearing primarily causes com-
paction of the sample, the resistance would probably continue to de -
crease with shearing. 
This would at first, tend to suggest that polymers SKIA and 
SK3A are being oriented, while sample DPlA is being compacted. The 
Cu-coordination polymers are quite soft, and it would probably be easy 
to either orient the molecules or change the bonding with pressure. At 
this point, it does not appear conclusive that either a change of phase 
or orientation of the molecules occur when pressure is applied. Addi-
tional data on the ESR signal of polymer SK3A (as mentioned in the fol-
lowing chapter) when exposed to pres sure, tends to support the "two 
phase" or change in bonding, however. 
Electric Field - Molecular Lengths 
As was discussed earlier, a measure of the effective chain 
length or average molecular length in a macromolecular solid may be 
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obtained by examining the dependence of conductivity upon the applied 
... 
E-field. [ Cf. Eq (22) and reference ( 39)] • 
.... 
The D. C. conductivity E-field dependence was measured on 
several polymers. The normalized plot of GI G 0 for these poly -
mers is shown in Figure 16. The theoretical curves are plots of 
Eq (22) as calculated with the various molecular lengths as indicated. 
From Figure 16, it is seen that the average molecular length for the 
polymers examined varies from 1000 X to 4000 R. These values 
will be seen to compare with the molecular lengths as obtained from 
temperature ESR data to be discussed in Chapter IV. 
In measuring the it-field dependence on conductivity, extreme 
care should be taken to have the anvils flat, and the sample should 
not be exposed to very high pressure at long time intervals during 
field measurements. This will tend to cause cupping of the anvils, 
and the sample thickness, x , then is no longer uniform. This re-.. 
sults in anomalous behavior for () versus E-field studies, since 
there is a mixing of several sample thicknesses, which in turn will 
cause a distribution of potentials to appear across the molecules. 
One then has, in effect, a weighted distribution of several equivalent 
molecular lengths, which gives an invalid result. 
Summary 
Twenty two newly synthesized organic polymers have been ex -
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Figure 16. Variation of the Normalized Conductivity vs. E-Field 
Strength for Various' Average Molecular Lengths L 
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effect on conductivity of systematically changing the acene by the addi-
tion of heterocyclic atoms which stabilize unpaired electrons, resulted 
in producing a change of six order Qf magnitude in (J". The activation 
energies were found to be pressure dependent, and the conductivities 
• .. 
were found to be pressure and E-field dependent as expected [Pohl, 
et.al. (16)]. 
Three Cu-coordination semiconductors, which were studied, ex-
hibited an anomalous dependence of conductivity upon pressure, tern -
perature, and time of compression. Shearing stress effects on their 
conductivities were made, and X-ray data was also obtained. It is 
suggested that these polymers are capable of coexisting in two separate 
phases or forms, the two being mixed and reversibly transforming 
from one form into the other. This effect could quite possibly be due 
to a change in bonding or molecular orientation. It is suggested that a 
change in bonding occurs; therefore, semi-permanently effecting the 
structure. By annealing the sample at low pressures, the initial struc-
ture is obtained. 
Suggestions for Future Studies 
With regard to the decrease in conductivity of a given polymeric 
series by the addition of heterocyclic atoms or groups, it would be well 
to relate this effect to the speculated lowering of intermolecular con-
duction barriers by a theoretical molecular orbital approach. 
As to the hysteresis effect observed in the Cu-coordination 
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polymers, it will be very difficult to assign the proper mechanism to 
this complex l;>ehavior. Perhaps by examining optical, X-ray, and 
ESR spectra, as well as elec;trical conq.uctivity while the sample is 
actually e~posed to high pr es sure, one coul<;l unsc:ramble the ariorna-
lous behavior. 
CHAPTER lV 
ELE;CTRON SPIN RESONANCE 
The existence of electron spin resonance (ESR) depends upon the 
fact tha,t electrons possess charge, mass, angulc;tr momentum, mag-
netic moments; and hence, mutually interact with their sµrroundi;ngs. 
When a sc;1mple containing unpaired electrrcms, exhibiting gyromagne .. 
· tism, is placed in an appropriate D. C. magnetic field, and is i;;imul-
taneously irradi&ted by a p;roper, much weaker, rotating R. F. mag-
netic field, the sample responds t:ransmitting vital information as to 
its constituency such as: impurities, electrons in unfilled conduction 
ba:r,i.ds, odd molecules a:p.d free radicals, triplet electronic states, and 
so on. If one is to observe such effects, it is necessary only that the 
sample have a resultant electronic m&gnetic moment such that the 
material is paramagnetic (101-103). 
Deteotion of ESR 
One may conveniep.tly describe a spinning charge in terms of a 
current loop, which may be repre)sented by an equivalent magnetic 
moment~ Thus, a spinning electron may be described as a tiny gyro .. 
scope having a magnetic moment along the axis of angular momentum. 
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Sands (103) has used the gyroscopic analog of the electron to discuss 
ESR. For the simple gyroscope, if one applies a force normal to the 
axis of rotation, a torque results which causes the gyroscope to pre -
cess. Likewise, if one could. exert a torque on the spin axis of the 
electron, precession should result. One may effect this situation via 
... 
a strong external magnetic field H 0 interacting with the magnetic mo-
ment of the electron. A torque results, which causes precession of 
... 
the spin axis of the electron about the magnetic field H 0 • The fre-
quency of precession, known as the Larmor precession, is proportional 
to the electronic magnetic moment and to the magnitude of the applied 
_. 
H -field. It is given by 
0 
(l) 
where )' is the gyromagnetic ratio, i.e., the ratio of the electronic 
magnetic moment to angular momentum, and W is the angular fre-
quency of precession. Eq (1) may be seen from considering the energy 
necessary to reorient the magnetic moment. Since electrons are sub-
ject to the rules of quantum mechanics, we may equate the work done 
by the external magnetic field to the Planck energy, i.e., 
i'i.W = (2) 
where µ. is the magnetic moment of the electron. Then 
but electronic angular momentum is 1 /2 -ti. Thus, from the definition 
of- )' , we have the Larmor equation: 
W = )' l~0 I 
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For a free electron W is given by: 
W : 2f1'2.8026H 0 MHz/gauss. (4) 
In order to obtain resonance, one must correlate the unpaired 
electrons. If a sample containing many such electrons were placed in .. 
a strong D. C. magnetic field, H 0 , one would not observe resonance, 
since each electron would be precessing at a random phase with re-
spect it its neighbors. Hence, no bulk precessing magnetic moment 
would result. One must then correlate the precessions such that they 
are in phase. This is accomplished by applying a rotating magnetic 
field ti1 perpendicular to 1i0 , having a rotational frequency equal to 
the Larmor frequency. The precessions are thus made coherent, and 
a torque is exerted on each of the electrons tending to tip its magnetic 
-+ 
moment relative to the strong D. C. field, H 0 • This small torque per-
turbs the electron, thus altering its energy. This excess energy, 
which is absorbed by the electron, is furnished from that stored in 
.... 
the rotating field H 1• Hence, a multitude of electrons absorbing en.-
ergy in phase constitutes a strong resonance. 
+ 
When a strong magnetic field H is applied to a paramagnetic 
material having S total unpaired spins, which have been correlated 
+ 
by an additional field, H 1 , the degenerate spin states will be split 
such that s I of the spins are aligned parallel, and s 2 are aligned 
antiparallel to the direction of the field. This first order interaction 
is known as the Zeeman interaction and is given by: 
( .5) 
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where 'ot is the Hamiltonian; g is the Lande factor as observed in 
normal Zeeman effects; f3 is the Bohr magneton; and ¢ is the in-
trinsic electronic spin. This effect is pictorially indicated below. 
[For free electrons, g : 2. 0023. In most free radicals g lies very 
close to this value, i.e., 2.002 ~ g ~ 2.004 (104)). 
:n : + I /2 
m : - I /2 
Ho 
it-Field 
On examining Eqs ( 1) and ( 5), and the figure above, it is seen .. 
that one may choose any frequency for the rotating field H 1 , as long 
..;. 
as the magnitude of the strong field H is correspondingly changed. 
0 
From a phenomenological approach, the resultant microscopic 
electronic magnetic moments in the sample tend to produce an over-
all observable bulk magnet moment per unit volume proportional to 
-the applied field, H 0 , i.e., 
Mo= X H 0 0 ' ( 6) 
where Xo is the static paramagnetic susceptibility of the sample 
given by: 
Xo = sµ 2J (iS + 1)/3kT; (7) 
where S represents the total number of unpaired electron spins in the 
sample, J is the intrinsic spin, fL is the magnetic moment of an 
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individual electron, k; is the Boltzmann constant, and T is the absolute 
temperature. Equation (7) may be rewritten as: 
Xo: Sg2 ,{3 2 /4kT = C/T; {8) 
where ,tS is the Bohr magneton { yS : f.L I fl') and C is the Curie con-
stant. Equation (8) is known as the Curie law, due to the I /T depen-
dence of the magnetic susceptibility. See for example, Sands (103) 
or Kittel (84) for a more thorough treatment of the phenomological ap-
proach. In the event one is dealing with a ferromagnetic or ferro-
electric material, Eq (8) is replaced by the Curie-Weiss form, i.e., 
Xo = c <9> T - e , 
where @ is the paramagnetic Curie point. 
Determination of Spin Densities 
With modern technology, the present limit of detecting free radi-
cals or triplet states has been extended to ~ 1010 total spins {105). 
Since the sensitivity of detection depends upon the width of the reso-
nance line {the wider the line, the poorer the sensitivity) it is neces-
sary to see how line shapes effect the computed spin densities. It will 
be assumed that a standard free radical sample {such as DPPH) whose 
spin density is known can be obtained for comparison with the unknown 
density signal. Since most detecting systems actually measure a dif-
ference in energy absorbed per unit change in frequency, the standard 
ESR output signal is a differential plot of the resonance absorption line. 
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Hence, . it will be necessary to consider the differential of the assumed 
line shape, and relate the area under the curve· of the "absorption line" 
to the peak half width ( 6H112 = 2x0 ) and the amplitude (h 0 ) of the dif-
ferential signal. 
Gaussian Curve 
Consider an absorption line as repre-
sented by .a Gaussian curve as shown, and 
given by: 
f(x) : A exp (-a 2x2 / 2). (10) 
Gaussian Curve Taking the derivative results in: 
f 1 (x) : -a 2x f (x). (11) 
When x =•x0 , f'(x) • h 0 , and is a maxi-
' . 
~;x I I Q 
mum. Hence, equating the second deriva-
 . 0 tive to zero gives: 
Derivative Curve (12) 




Now, substitution of Eq (12) and (14) into Eq (10) gives: 
1 f(x): h 0 x 0 exp(l/2) exp(- 2 x). 
2x0 
( 15) 
Since the area under the curve represents the total energy absorbed 
84 
during r~sonanc~, which is in turn a measure c;>f the total number of 
un.paired spins in the sample, we have: 
S ce Area 
(X) 




where B is a proportionality constant. lnt~g;rc1,tion of Eq.(16) yields: 
or 
S : 2 \/2 rr' B exp ( l /2) h 0 x 02 , 
S : 8. 28 B h 0 x/ . 
~orentzian Curve 
(17) 
Next, we shall consider the absorptio:n. lin(;:l to have a Lorentzian 
shape given by: 
f(x) : A (19} 
x2 + a2 
Differentiating Eq (19), one obtains: 
f' (x) . = 2Ax (20) 
Using the same notation as before, and maximizing Eq (20) gives: 
(21) 
Since. £1 (x) is maxirp.um at x 0 2 = a 2 / d, then 





Substituting this value for A into Eq ( 19) and integrating gives: 
Cl) 
S : czf 8 h 3 dx ' -9 oxo· Z 2 ' 




where G is the proportionality constant between the number of spins 
and the integrated area under the resonance curve. Evaluating S, one 
obtains: 
(26) 
Upon comparing Eq (26) and Eq ( 18), one sees that if the pro-
portionality constants, B for the Gaussian curve, and G for the Lor-
entzian curve, are not significantly different, then there is a factor of 
5 difference in the results. Since it is not known how B and G agree, 
it is best to compare the product of the height with the square of the 
peak half width 6H112 ( = 2x 0 ) of the unknown sample to the same 
quantity for a known sample whose spin concentration has been pre vi-
ously determined, assuming the Lorentzian shape for both samples. 
The proportionality of spins per unit weight, or per unit volume of the 
unknown sample is determined from: 
Sunk (spin/ gm) = unk 
std 
x S std 
wunk 
(27) 
where unk and std represent the unknown sample and the known stan-
dard respectively, and W unk is the weight of the specimen whose spin 
concentration is desired. 
Power Determination 
The number of spins per gram may be determined more pre -




.. H2Wg2 .,S2_3 (l>+l)1T'W0 g(W-W0 )' 
(28) 
where P is the power absorbed, W O is the frequency at which reso-
nance occurs, and g(W-w0 ) is the line shape function. (The rest of 
the factors appearing in Eq (28) have previously been defined. In prac-
tice, one normally measures the integrated intensity, I, under the line 
traced on the recorder chart and calculates the spin concentrati0:r1 
from: (Cf. reference 52.) 
bIT 




where b is evaluated by comparison with the curve obtained from a 
reference source (e.g., DPPH). 
Fir st Moments 
Estimation of free-radical concentrations are often based on 
first moment calculations (involving second integrals) from the differ-
ential ESR signal versus magnetic field. This may be accomplished 
either by performing a numeric;:al integration of the differential curve 
(i.e., a reconstruction of the resonance absorption line from the dif-
ferential curve by applying Simpson's rule of calculus); or by experi-
mental means. Experimentally, one can, for example, carefully cut 
the ESR signal out of the strip chart paper, and place it in a 11moment 
balance, 11 a very sensitive balance, which is calibrated in terms of a 
reference source. 
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Direct Conversion of ESR Signal 
Recently. a method for determining spin concentrations was pre-
sented which was based on a direct conversion of the differential ESR 
signal to the area under the absorption curve. Randolph ( 106) performed 
error calculations for both Lorentzian and Gaussian line shapes as de-
pendent upon the finite scan width of the experimental apparatus. rnis-
centering of the scan with respect to the absorption spectrum. linear 
drift of the base line. and the bias in estimating the base line. Errors 
were determined for both second integral and first moment calcula -
tions. A simple analytical method was suggested which tends to mini-
mize errors associated with spin concentration determinations. He 
described a simple feedback circuit which reduces the dependence of 
the second integral method on baseline bias and drift. and allows one 
to double integrate the signal electronically. and thus obtain the area 
with a minimum or error. 
Literature Review 
This portion of the investigation deals primarily with spin con -
centration determination of the polymers characterized in Chapter III. 
and with the temperature, pressure, and ambient dependence of the 
ESR signal, along with the correlation of spin densities with conduc-
tivities. As such, this literature review is not meant to be complete, 
but will rather be limited to those specific topics as relate to this 
study. Norberg (111), in a recent literature review, points out that 
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more than 500 papers on magnetic resonance were published in 1962, 
alone. With regard to ESR studies on organic solids, Gutmann and 
Lyons { 52) should be consulted. They review the literature quite well 
in Chapter 2, and list some 60 recent references. For a general over-
all understanding of magnetic resonance, the reader is referred to the 
works listed in the bibliography (52, 105, 101, 111-116). 
As was mentioned in Chapter I, the overall concern of this study 
is related to the energetics of carrier and unpaired spin formations, 
and how they are interrelated. A knowledge of the spin population in a 
sample is most important for the understanding of the electrical 
properties, but it is quite often difficult to correlate with the charge 
carrier population. Quite often, the number of spins in a molecular 
crystal does not equal the number of carriers. 
Pohl and Opp (17) reported for a group of PAQR polymers a spin 
concentration of ,-.J 1019 /cc, while the charge carrier density was 
---10 17 /cc. It was also found that 6H112 r-J 6 to 7.5 gauss. Pohl 
and Engelhardt (15) found the spin densities to vary from 5 x 1016 /g to 
2 x 1020 /g while the charge carrier densities, as deduced from Hall 
measurements were on the order of 1016 /cc to 1018 /cc. They also 
observed that the higher the resistivity, the smaller the spin density. 
In a study of polybenzimidazoles1 polyacetylenes, and PAQR 1s, Pohl and 
Chartoff(2l)found the respective spin densities tobe less than 10 17 /g 
for the polybenzimidazoles; 1017 /g to 1018 /g for the polyacetylenes; 
and ,,..._, 1018 /g to 1020/g for the PAQR 1s. Again, a positive correlation 
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between conductivity and spin density was observed. 
In such cases where the carrier density is different from the spin 
density., a study of each with the variation of temperature may provide 
significant information. One may not, in general., expect a simple 
temperature dependence of the spin population., however~ For exam-
ple., amine-quinone complexes show a temperature dependence which 
follows the Curie law., Eq (8), that is, the spin density is found to be 
proportional to l /T. (Cf. reference 52.) On the other hand., aromatic 
hydrocarbon-halogen complexes tend to show an exponential tempera-
ture dependence., indicating an activation process. The spin activation 
energy is found to agree with the carrier activation energy (52, 30). 
Pohl and Chartoff (21) found exponential temperature dependence of 
spins for several PAQR polymers, and computed the activation ener-
gies as ......., O. 01 to O. 025 eV. Besides considering the normal 1 IT 
Curie dependence, and the activated dependence on carriers and spins., 
one must also consider temperature effects on the mobility. In the 
work reported in the previous paragraph, the temperature dependence 
on the mobility is negligible; however, in other materials, if a change 
in mobility with temperature occurs it will greatly complicate matters. 
Other types of temperature dependence of the spin density has 
also been observed. Chestnut and Phillips ( 117) observed anomalous 
temperature effects of ESR signals in ion radical salts. In such cases., 
an increase in temperature tended to increase the spin density. This 
was attributed to a transition from a singlet spin state to a triplet 
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spin state. Coupling between paii,s of unpaired spins situated on 
different molecules was forming both singlet and triplet states, with 
the triplet lying at higher energies ( 118, 119). Recent work by Rem-
baum and Hermann (120, 121) on the temperature dependence of the spin 
density of poly (N-vinyl carbazole) iodine complex also indicates a sim-
ilar transition is occurring in this polymer, since the spin concentra-
tion tends to increase with temperature. 
In some cases, there is a very close correlation between carrier 
density and spin density as a function of temperature. This led Singer 
and Kommandeur {33} to deduce that the observed radicals are charged 
(e.g. perylene-iodine). In other cases, one finds the spin density to 
be completely temperature independent. In general, one expects the 
correlation to be greater when the spins are associated with ionic rad-
icals than when they are associatE:d with uncharged radicals. 
Gutmann and Lyons (52) point out the lack of correlation between 
the spin density with such properties as activation energy and thermo-
power in a comparison of 3, 10-diaminopyrene-chloranil (3:1) and 3, 8-
diaminopyrene-iodanil (1:1). These two charge transfer complexes 
have identical conductivity ( O"': 1 o- 6 mho/cm at room temperature), 
a similar temperature dependence of conductivity (Ea : O. 82 eV and 
O. 80 eV, respectively) and similar Seebeck coefficients (Q: 4 x 10-4 
volt/degree and 7 x 10-4 volt/degree). Yet the former has a spin den-
sity of 1. l x 1023 /mole, while the latter had no detectable spin signal. 
In order to resolve the various anomalies in the temperature 
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dependence of the spin concentration for organic materials in general, 
it is necessary that one be able to assign the proper mechanism to the 
population of the various spin states. The nature of paramagnetic cen-
ters which gives rise to an ESR signal in conjugated polymers is not 
completely understood. In some cases, the source of spins may be 
the conduction electrons transferred into the conduction band by ther-
mal excitation; in other cases, perhaps it is a transition from the sing-
let to the triplet spin state, or the production of new radicals, either 
charged or uncharged. Until the various mechanisms are completely 
understood, the anomalous results will be observed. 
A review of the literature reveals only a few scattered references 
to pressure effects on ESR. In general, the investigations are being 
carried out on crystals, and the effect on spin signal is of interest 
rather than the correlation between spins and carriers. Here, one 
can observe effects on the line shape due to the change in the symme-
try of the crystalline lattice, and hence, the crystal field. 
Statement of the Problem 
The purpose of this phase of the study is to investigate the en-
ergetics of unpaired spin production, and to seek to correlate it with 
the conductivity measurements reported in Chapter III. ESR measure-
ments on samples were made at room temperature and at liquid N 2 
temperature, from which spin activation energies were estimated. 
The ESR signal for several samples is examined as a function of 
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pressure, and is further investigated as a function of various ambient 
gases. 
Experimental Apparatus and Procedure 
The principal piece of apparatus used in this part of the investi-
gation was an Alpha Scientific Laboratory Model AL 340 SY Electron 
Spin Resonance Spectrometer. It consists of the following: electro-
magnet with 6 in. diameter x I. 87 5 in. gap pole faces and magnetic 
power supply; 60 cycle sweep unit, for use with visual display; master 
oscillator power supply; phase detector; I 00 KHz modulator unit, in-
eluding a regulated power supply for the modulator and the phase de-
tector; master oscillator detector amplifier (MODA) with integral probe 
assembly; and strip chart recorder with a full scale sensitivity of 
loo V Th · · · f h · 1015 · I m . e sens1tiv1ty o t e spectrometer 1s'"" spins gauss 
line width (i.e., it can detect as little as 1 µg of DPPH). A block dia-
gram of the spectrometer is shown in Figure 17. 
The spectrometer was calibrated against seven DPPH standards 
of spin concentration varying from 5.842 x 1018 spins to 1.528 x 1015 
spins. The standards were prepared by S. Kanda from purified DPPH 
crystals in solution using micro-chemistry techniques. Table VI 
gives the spin concentration of each of the standards. A log-log plot 
of 11 spins 11 as given in Table VI versus weight of the sample should 
yield a straight line for proper calibration, after normalizing the read-
ings at some one ccmcentration. Such a graph is shown in Figure 18. 
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SJ?IN CONCENTRATION OF SEVEN DPPH E,SR STANDARDS 
Sample Weight S (spins) 
No. (µg) (Calculated) 
D·:PPH 1 3820 5.842 :x 1018 
D·PPH 2 J270 I. 941 x 1018 
DPPH 3 140 2. 138 x 1017 
DPPH 4 74 1. 132 x 1017 
DPPH 5 24 3.762 x 1016 
DPPH 6 10 1. 528 x 1016 
DPPH 7 1 I. 528 ;x 1015 
A typical :resonance line for P:PPH-1 (with O. 025 gauss, 100 KHz mod-
ulation field, gai:p. : 3,. phase bal;:mce : 1, :p.ormal phase rever sa.l, at-
tenuation. x 16, fast magneti~ sweep, time constant = 1 sec, and slow 
writing speed) is shown, in F:1.gure 19. The width 6H112 is determined 
to be 2. 5 gauss from knowing the rate of sw~ep of the H-field. Since 
· DPPH has a 6i H 112 ~ 2. 7 gauss, the speed was c;:ompensated so the 
measured· A :tt1 /Z = 2. 7 gauss, in agreement with the theo:ret~cal 
value. 
Results and Discussion 
Initi~lly ESR dat;a was ta.~en on specimen which had been exposed 
to high p;ressures cirid lem~eratu,res in the Bridgman high pressure 
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Figure 19. Typical Resonance Line for DPPH Standard 
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disc.ussed' in Chapter III). lt was noted, when the spin density of a 
given sample was rechecked a f~w days later, the intensity of the dif-
fe:rent:i,al signal wc:1,s much smaUer and wider. That the effect was real 
was indicated by the ability of the spE;i<;trometer to repll'oduce the DPPH 
standard resop.ance line. Renee, t;he spe~tro!lleter calibrati1:m had not 
! 
changed, but rather the spin signal of the polymeric semiconductor 
· under study hac;i changed d:rastically, 
A systematic study of this effect followed. After considerable 
examinat:i,on, it was attributed to a pressure indq.ced o2 effect. 
ESR Pressure and o2 Effects 
Briefly, it was found that a narrowing of the resonance absorp-
tion line together with an increase in amplitude of the line resulted 
after pressing the samples at <;1.bout 30 kilobar when this line is com-
pared to tri.at observed in the unpressed sample. The ESR signal from 
th.e pressed sample was observed to return to its former width and 
amplitude after some time. It was further determined that pressure 
cycling !ro;rn 7 to 30 kilobar of the sample enhances the ESR signal to 
a greater extent than does the· application of steady high pressure, 
while shearing it while. under pressure reduces its signal to a value 
similar to that o£ the unstressed powder sample. 
The pres sure and time effects on the amplitude and line width 
~re shown in Figure 20. (a) The sample is .first we;ighed anq. ESR data 
is taken on th.e polycrystalline' powder. The amplitude i;tnd width are 
25~ 
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Figure 20. Ensuing Decay of ESR Signal of Polymer DPIA 
Following Pressure Treatments '° 00 
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shown at the extreme left of the graph as (9). (b) Next, this specimen 
was premolded into a pellet at IO. 7 kbar and at 300°K. The pellet sig-
nal exhibited a slight increase in amplitude over the powder signal, and 
a considerable degree of sharpness. Data on the pellet is shown as 
(([)) slightly displaced to the right of the powder data. (c) Following 
this, the pellet was returned to the press and was left under 31. 7 kbar 
overnight (6 1/2 hrs at 300°K). The signal was increased considerably 
in amplitude and sharpness, but tended to decay in time (t1) as shown. 
(d) After I hr., the sample was again returned to the press and was 
quickly recycled 5 times from 7 to 31. 4 kbar. The resulting change in 
the signal is plotted against time (t2 ). (e) After considerable time, 
the specimen was put in a shearing apparatus and was sheared through 
6° of arc, while a uniaxial pressure of 2 kbar was maintained on the 
sample. The results of the shearing effect on the sample are shown 
at the extreme right side of the graph (©). After shearing, the ampli-
tude and width of the line are quite similar to the initial powder values. 
Actual strip chart recordings of the signal for cases (a), {b), (c), 
and (d) above, together with the time change of the signal in case (d), 
are shown in Figure 21. 
The narrowing of the width and.increase in amplitude of the res-
onance line after pressing the sample was considered to be due to 
either: 
(I) molecular orientation and thus spin alignment; 















t= 100 min 
Figure 21. Strip Chart Recordings of ,ES:R Sig:q.al of Sa:rnple 
DPlA after Pressure Treatme:p.t 
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providing more spins, which are slowly removed by 
o2 adsorption from the atmosphere; or 
(3) the removal of o2 which was initially adsorbed on 
the sample, either by chemically combining it with 
molecules of the sample, or by forcing it out of the 
bulk of the sample by the application of high pressure. 
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In cases (2) and (3), the time decay of the signal would be due to 
the adsorption of o2 from the atmosphere, while in case ( 1 ), it would 
be due to the relaxation of the orientation. It will now be discussed 
how this was resolved. 
The spin signal of a typical polymer (DPlA) has been examined 
under various ambients. For a powdered specimen, after it has been 
outgassed sufficiently, the following results were observed: 
(1) o2 will completely remove the signal of a dry outgassed 
sample at partial pressure of 0 2 greater than about 300 mm. 
(Cf. Figure 22.) 
(2) H20 vapor does not effect the signal, except that its pres-
sence on the sample partially excludes the o2 effect. When 
the· sample possesses H2o vapor, and is then exposed to 
o2, the o2 is not adsorbed in the same extent that it is on 
a clean sample. (Cf. Figure 22.) 
(3) N2 does not effect the sample. Actual strip chart record-
ings of the above effects are shown in Figures 23 and 24. 
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powdered specimen sharpens the signal much the same as does the 
high pressure effect. Table VII displays data supporting this. 
TABLE VII 
PRESSURE EFFECTS ON ESR SIGNAL 
Powder Outgassed High :Pressure 
Sample 6Hl/2 S(I02 0 6Hl/2 8(1020 4Hl/2 5(1020 
No. (gauss) sp/gm) (gauss) sp/gm) (gauss) sp/gm) 
DPlA 8.1-10.9 1.8-2.6 2.7 1.3-2.0 2.7 1-2.5 
JM77B 8.8- 9.5 o. 8-1. 2 5 0.9-1.8 4.0 
JM85B 10. 5 1. 23 5 1.6 3.9 l"J 2 
SK3A co co 9 0.44 
EHE102 co IX) IX) 
Case 1. In order to see if the o2 were effecting the D. C. re sis-
tance measurements, a specimen was premolded at 10. 7 ~bar pressure, 
and was then outgassed at 120°c in a vacuum of 10- 6 torr for 20 hours. 
It was then enclosed in a N2 ambient, and resistance measurements were 
taken at 31, 4 kbar. The D. C. resistivity and the ESR signal were not 
appreciably changed from that obtained under normal atmosphere am-
bient, except that the ESR signal did not exhibit a time depe~dence as 
long as it was kept under N2 atmosphere. When air atmosp~,re was 
introduced, the signal was quickly reduced in amplitude and broadened 
in width, exhibiting the same sort of time behavior as shown in Fig-
ures 20 and 21. Since no appreciable time dependence was exhibited 
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as long as the sample was under N 2 ambient, molecular orientation 
(case 1) was not thought to have been observed. However, the ESR 
+ 
signal amplitude and width did exhibit H-field orientation effects, as 
shown in Figure 20. This amplitude orientation effect is probably due 
to the field inhomogeneity i:q. the cavity. (Also, on a couple of occasions 
after several hours with the sample in N2, the ESR signal had dropped 
__, 10 %. However, this was attribut~d to fluctuations in the spectrome-
ter.) 
Case 2. To within limitations of experimental measurement, it 
presently appears that the number of spins is not increased with pres-
sure, although it is difficult to be definite about '!:his. This would ex-
elude case (2) mentioned above. However, in the case of SK3A, a def-
inite effect was produced by the high pressure treatment (cf. Table VII), 
while the outgas sing did not produce a detectable signal. 
An extremely broad signal was observed for SK3A powder, if 
enough of the material were used ("" 50 mg, as opposed to ,-; 2 mg 
normally needed for most of the samples studied). However, no spin 
density calculation was possible, since the width was several hundred 
gaµss wide, and the amplitude was extremely small. Kanda, et. al. 
(81) have reported ESR measurements on a similar Cu-coordination 
complex. They found a symmetrical broad ESR line at g = 2. 075; the 
half width of the signal being 292 gauss (T : 300°K), 228 gauss 
(T : 213°K), and 268 gauss (T : 138°K), and calculated the spin con-
6 22, . 0 centration to be 9. x 10 mole at 300 K. This spin concentration 
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was used to calculate the magnetic susceptibility, which agreed quite 
well with the susceptibility as measured directly. 
Kanda, et. al. further state that the ESR absorption did not ap-
pear to be clepel}dent upon the degree of crystallinity of the sample. 
For instance, they measured essentially the same absorption inten-
sity for a crystal, polycrystalline powder, and a colloid. Since the 
current study of the ESR signal of SK3A indicates a line width of 9 
gauss after premolding while it was several hundred prior to stress-
ing the sample, it would appear that either orientation or a phase 
change has occurred. Other effects observed on SK3A (e.g. hystere-
sia) lead us to conclude a phase change has occurred. 
Case 3. In chemical terms, one may describe the events for 
case (3) as follows: 
1. There is a normal, reversible uncoupling of electron 
pairs of the host polymer molecules at room tempera-
ture as indicated by the equilibrium, R ~ • R • 
2. Water can be reversibly bound at the spin sites with 
little effect on the total ESR signal, 
·R· + 2Hz0 ~ HzO ·R • HzO. 
3. Molecular oxygen can be reversibly sorbed at the spin 
sites, in this case masking the ESR signal. (Oxygen 
is itself a diradical.) 
•R· + · 0 2 • ~ ROz (essentially spinless). 
4. High pres~mre (or high temperature) can bring about 
an irreversible oxidation of the host polymer, 
R02 + R ~ 2RO. 
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Thus, following a high temperature or high pressure experi -
ment, the apparent ESR signal is increased because the spinless 
polymer-oxygen complex is destroyed leaving nc;>rmal dissociation of 
the polymer to spin active entities to be displayed as if oxygen were 
absent. When this polymer is exposed to atmosphere, after high pres-
sure treatment, the o2 gradually makes its way back onto the sp~n 
sites, and the signal broadens correspondingly in time. If sufficient 
H20 has been adsorbed on the sample before its being exposed to air, 
the o2 will not be adsorbed to equilibrium, i.e., H 2 0 on the sites par-
tially interferes with 0 2 adsorption and interaction. 
It now appears that case ( 3) is the cause of the signal changing 
with pres sure and time. However, if orientation is occurring, it is 
not possible to detect it under the present arrangement. Hence, if 0:0.e 
is to completely resolve the problem of pressure effects, it will be 
necessary to develop a new method of examining ESR signals while the 
sample is actually under stress, rather than exposing it to atmosphere 
to make measurements. The latter way of performing the measure-
ments allows o2 from the air to be ads orbed, which tends to effect the 
signal in the same way that orientation relaxation would. 
It is interesting to note that Piette (128), in discussing the appli-
cation of ESR to the study of surface chemistry, mentions an effect 
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very similar to the one which has been discussed in the previous para-
graphs. Normal carbo'n black, when measured in air, has a rather 
broad ESR line, with 6H112 _, 15 gauss. When the sample is out-
gassed sufficiently, it displays a very sharp ESR signal, with 
6H112 ,",../ 7 gauss. Following the evacuation process, if oxygen is 
introduced onto the sample, the line immediately broadens to r.1 twice 
the half-width initially observed (6H112 - 30 gauss). In each of these 
cases, the line intensity (and hence the number of spins) does !mt 
change. The shape of the line changes, but it does so in such a man-
ner as to keep the product, h 0 (6H112)
2, constant. 
If the carbon is again evacuated and nitrogen is admitted on the 
sample, fallowed by pure oxygen exposure, the line shape remains the 
same as it did under vacuum conditions; i.e., N 2 adsorption on the 
surface excludes the o2 effect. 
Piette suggests that initially in air, the partial pressure of o2 
on the surface traps unpaired electrons. Evacuating the sample frees 
these trapped electrons and allows them to resonate in phase with their 
neighbors. When an atmosphere of pure o2 is put onto the freshly 
evacuated sample, it can adsorb to completion, as indicated by a se-
vere broadening of the line. The subsequent outgassing and exposure 
to N2 results in the trapped sights being covered with N2, which is 
inert to the trapping of the spins. 
Up to this point, the observations on the polymeric semiconduc-
tor and on the carbon black are in correspondence. However, the 
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next step does not agree, i.e., when 0 2 is introduced onto the carbon 
covered with N 2, the signal is unchanged; while for the polymeric 
semiconductor, the o2 quickly replaces the N 2 on the sample and the 
line is broadened. Hence, water vapor on the polymer plays the role 
that N 2 plays on carbon black. 
ESR Temperature Effects 
ESR temperature measurements can indicate the concentration 
and type of unpaired electron spins in a material. This can give use-
ful insight into the nature and source of the carriers in organic semi-
conductors. The polymers examined here are of highly extended con-
jugation type, (as opposed to those using donor-acceptor charge trans-
fer sturctures). 
The samples were carefully weighed and outgassed extensively 
0 
to 150 C, after which they were sealed in a tiny quartz finger, approx-
imately 1 mm in diameter by 20 mm in length. They were then placed 
in a larger quartz container('"" 6 mm diameter by 7 5 mm length), which 
sat in the spectrometer cavity between the magnet pole faces and 
served as a dewar. After taking room temperature spectrum, the 
samples were individually cooled to 77°K by slowly pouring liquid N 
2 
over the sample into the quartz dewar, and another spectrum was 
taken. Likewise, spectra for the DPPH standard was obtained at the 
two reference temperatures in the same manner. 
Following the discussion in the last section, if one is to obtain 
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reasonable ESR data, the measurements must be done in vacuum. 
Hence, all of the data reported in this section was obtained on highly 
outgassed powdered specimen, having been heated to .,,...,, 150°C for 20 
hours or more. 
The spin concentrations as calculated from Eq (27), were de-
termined at room temperature (300°K) and at liquid N2 temperature 
(77°K). This data is shown in Table VIII. 
Spin Lifetimes. The data obtained, as tabulated in Table VIII, 
shows the ESR peak width to be greater for those semiconducting poly-
mers with lower spin concentrations. Assuming, for example, a Lor-
entzian distriQution in the response signal, the mean relaxation time, 
T, obtained from ESR measurements of the peak width at half peak 
power, D. W, is a measure of the mean lifetime during which a parti-
' 
cular molecular electronic configuration exists. Writing the thermal 
relaxation time T 2 for a Lorentzian distribution (21, 104, 105), one 
has: 
T 2 : O. 577 / 6W T 
6.W : l. 8 x 10-7 (6.H1 / 2 ) sec- 1; (if AI\ 12 is in gauss) 
',-% 3.1 x 10-8 / (D.H I ). 
I 2 
For example, for the range of t:::.H 112 values observed here of 3 to 
11 gauas, 
T: 0.3tol.Oxl0- 8 sec. 
In terms of this mean spin lifetime then, it is seen that the spin life -
112 
TABLE VIII 
ESR DATA AND RESISTIVITIES FOR SEVERAL POLYMERS 
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T : 77°K(b) 
AHl /2 S 




5.1 1.8 x 10 18 o. 021 
6.4 1.9 x 10 19 0.009 
2.7 3.9 x 10 18 0.033 
7.9 l.4xlo20 ~o 
3.7 2.6 x 1020 0.003 
10.7 2.4xl0l9 .-,o 
6.9 4. Ox 1018 o. 024 
9.3 8.8 x 10 18 0.012 
5.3 1.5xl02 0 
5.6 3.9 x 1019 0.007 
9.3 3.2xlo20 0.01 
6.4 2.8 x 10 18 0.003 
8.8 4.2 x 1018 0.005 
5.6 6.8 x 10 19 0.001 
broad I 0 15 
(a) Measured at 1. 820 kbar and 300°K after high pressure compaction 
to 31. 7 kbar at elevated temperatures (410-450°K). 
{b} Measured on polycrystalline powdered specimen after outgassing 
at 10-6 torr and 450<?K for 40 hours. 
(c} JM49 exhibited broad signal, but no qualitative results could be ob-
tained at room temperature. SK3A exhibited an extremely broad 
signal, while EHE102 did not appear to be detectable. The data 
for SK3A was obtained after high pres sure treatment. 
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time is directly proportional to the spin concentrations as we proceed 
among the polymers. Since the more stable of the free radicals are 
expected to have a smaller specific rate of return to the ground state, 
the observed trend in Table VIII and shown in Figure 25 may be under-
stood, A few of the samples (JM43, JM82, JM83A, JM85, and 
JM92B), do not follow this treno, however. It is probably due to in -
accuracy in spin determination, There are two alternate, but close-
ly analogous explanations as pointed out earlier by Pohl and Chartoff 
(21 ), i. e, involving nuclear spins via exchange narrowing or delocali-
zation narrowing as well as the above mentioned radical lifetime mech-
anism, 
Spins and Carriers. Since the polymer molecules are the source 
or precursors of both unpaired electrons observable in ESR measure-
ments, and of the carriers as observable in conduction measurements, 
and both unpaired spins and carriers are expected to be produced by 
(separate) thermal activation processes (21, 30), we then expect to find 
some direct correlation between the observed spin concentration and 
the observed conduction on comparing these for conjugated polymers. 
Indeed, just such a correlation is seen among the polymers studied 
here, as is indicated by Table VIII and Figure 26. The empirical 
equation fitted to the graph agrees well with the one postulated by Pohl 
and Chartoff ( 21}. 
Energetics of Spin Formation. From the temperature dependence 
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behavior, one can obtairi an activfl.tion ep.ergy for t4e fo;rm&tion, of un-
paired spins. 1'he observed sus<;:eptibility of the present polyacen~ 
quinone ra~Hcal polymers al;lpears to vc3iry with temperature in a man-
ner interpretable for most polymers !:limply as that obeying a Boltz -
mann distribution (21, 22), bpth as to birth of unpa~red spins and af:! to 
their alignment with the field, e.g. 
( 30) 
where Sis the number of spins per gram and Es ts tl\e spin activa-
tion, energy. 
We have seen earlier :j.n this chapter th.at the number of spins c;le .. 
tected is proportional to the area 1,1:p.der the at.bsorption curve. In par-
ticular, for, a Lorentzian shape, w~ saw LEq (26)] : 
Now, it ii;; actually the magnetic susceptibHity which is being de-
tected and plotted by the spectrometer. In reality, then, the abpve 
should be writtep. as: 
X = Const h 0 (6H~ 12)2 ; ( 31) 
where ~ H 1 /Z : 2. x 0 • Cal~ing (h0 6H112/' an area, A, then: 
X= Const A • (32) 
Since X is assumed temperature dependent according to thE) Curie 
law [Eq (8}] , we h&ve, upon substitution of Eq { 30) into ~q (8) and 
using E:q (32): 
X (T) exp ( ~Es /l<.T) : Const A (T) ( 33) 
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Thus: 
X Ix ·• I [ Es 1 l ~ 2u lu - (T 1 T zl exp ·- <- - -..) 
. . . k T 2 Tl 
(34) 
wheITe the s1.,1bscript, u, designates the signal of the unknown. Later 
the subscript s · will be used to refer to the standard sia;mple •. 
For nonactivated spin processes, Ecq (34) becol'rtes 
{35) 
Henc,e, Eq (35) gives the theoretical limit for the cha;nge in susceptibil-
ity with temperature. :r or the case at haJ'd, T z :; · 7 7 °~, and. T 1 : 
300°K. Thus, X2u/Xlu : 3.89 is the Curi~ limit. 
A DPPH sta:o.dard was examined at 300°K and 77°K, with- the cal-
culi;tted susceptibility ratio being found as: 
or about So/o greater than. the theoretical value~ This is well within th(;! 
experimental expectations for this pc;trticula,r rnethod of determining 
spin concentrations (i.e., by comparing area13). 
Returning to the disc:u,ss:j.on of i:l,Ctivat~d spin states, frorqE;q (34) 
one finds th~ activation energy to be: 
J;; 6 : B.9 x rn- 3 loge~~:;] ( 36) 
Since ,)(1 I ,)(2 = A.1 /A2 and 'l' 1 /T 2 :" 300/77 = 3. 89, we then have:._ 
. J 
E .::; 8. 9 ;x: 10-:3 log [ 3. 89 A 1 /A 2 J. (eV) ~ (37) s e u u . ,, 
where. A Ju= Au ( T 1} :;: [ A Hilz h0 ] u, Tl • After ol;>tair;iing Es, 
... 
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the spin density at T 2 may be Cqlcu1ated with the aid of J::;q (30), i.e., 
S2 /S1 : . exp [ - Es (-.
1 -....L. )] (38) 
u .. u . k T 1 Tz 
or for the pa11ticular temperatures Jnvolved in this study: 
S = S exp [-1.12~xl02 Es·J 
2u lu 
where E: is in eV. s 
(39) 
An alternate method for obtaining spin activation energies is from 
a com-parison of the 1.,mknown signal to the DPPH standard signal at each 
temperature. From Eq (27), using the same notation !or area as above, 
we see: 
s1 . = {A1 I A 1 ) S • u· u s S (40) 
The spin signal of the standard source does not appear to be tempera -
ture dependent, so the temper;:1ture subscript is left off of S • Like -. s 
wise for the second temperature, 
(4l) 
Now to obtain the activation energy, we again may ~mploy Eq (30) 
a.t the two respective teml?eratu:res and take a ratio of the spins s1u to 
S2u. This .results in: 
-3 E : 8. 9 x 10 · log (S 1 /s2 ) s u u (eV) • (42) 
The spin concentrations and a<;tivation energies as calculated 
from both pf the above metho~s, were found to agree to within experi -
mental error. 
Upon examining the q.at~ i~ Ta;ble VIU, it is apparent .that a couple 
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of the samples (JM42 and JM80) are not properly described by a spin 
activation process, since the spin concentration is greater at 77°K than 
0 at 300 K. However, the actual susceptibility ratios for these samples 
were 4. 62 and 4. 36, respectively. This is not too far removed from 
the theoretical value predicted by the Curie law (3. 89). Possibly the 
anomalous behavior of these two polymers is due to errors in deter .. 
mining the areas. (Recall that the ratio for DPPH was 4.1). 
On the other hand, it may be that the Curie law is inadequate, i.e., 
perhaps the Curie-Weiss law [Eq (9)] should be applied. For the case 
of the Curie-Weiss law, Eq (37) becomes: 
E s 
= 8.9 x 10- 3 1og [A1u.( 3oo -®> J 
e Azu ( 77 -®) 
(eV). (43) 
It is seen that for (9 < 77°K, Es remains defined, and positive, and 
as (9 increases from O to 77°K, Es likewise increases. Hence, Eq (43) 
could also explain the anomalous 'behavior. Since values for G) (as-
suming the existence of such for these materials) have not been deter-
mined, this discussion cannot be carried further. 
It will be seen in Chapter V that examination of the dielectric con-
stant at low temperatures indicates an anomalous behavior for several 
polymers in the temperature range of rv 150°K to ""200°K. Hence, it 
may be that a. modified form of Eq (43), allowing (9 to be larger than 
77°K could be used. 
Although no mobility measurements were made in this study, pre-
vious measurements of mobility and ESR spectra on PAQR polymers 
120 
tend to indicate that the spin densities exceed the carrier density by 
some few hundred. This is also expected from a comparison of the ac-
tivation energies for the two phenomena. 
Molecular Length. Since macromolecules showing appreciable 
inherent conduction are generally insoluble, it is not easy to make de-
terminations of the chain length by the various usual osmotic, viscosi-
metric, light-scattering, or related means in solution. Pohl, et. al. 
(21, 39, 45), have suggested one method, making use of the temperature 
variation of ESR response, which gives an approximate value for the 
effective molecular lengths of the conjugated regions giving birth to the 
unpaired spins. If one assumes that the activation energy of unpaired 
spins, Es' is equal to the energy 1E to promote an electron from the 
highest occupied molecular orbital (HOMO) to the lowest empty molecu-
lar orbital (LEMO), and that in turn the unpairing energy is small so 
that 1E ~ 3E, then one can use the free-electron model approxima-
tion (which should be a good approximation here) to estimate the orbi-
tal domain length, i.e., the effective linear segment length of eka -
conjugation. Then: 
(44) 
where h is Planck's constant, m is the electron mass, L is the 
0 
C-C bond length, and z is the number of successively ekaconjugated 
C-C bonds in the linear segment. Putting the proper values into Eq (44) 
yields E in eV as: 
s 
Es =" 38. 4/z (eV). (45) 
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Hence, after determining Es, one calculates z from Eq {45) and, the 
effective linear segment length L by: 
L = l.4z{R), {46) 
0 
where L 0 = 1. 4 A is the C-C bond length. Eq {46) assumes a linear chain. 
If the molecule were a string of fused benzenoid rings, each carbon bond 
0 0 
would have a linear projected length of L 0 Cos 60 = 1. 21 A, and thus: 
0 
L : 1.21 z {A). {47) 
Using the spin activation energies determined, the overall maximum 
chain lengths are calculated fr om Eq { 4 7), since it is more appropriate 
for polymers than the linear form of Eq (46). The "molecular lengths" 
range from 1400 R to 46, 000 ){ for the polymers examined. This is in 
rather good agreement with the chain lengths calculated fr om the field-
dependence of the conductivities in these polymers as discussed in Chap-
ter III. The lengths, as determined by the two methods, are compared 
in Table IX. 
Summary 
ESR measurements as a function of temperature, pressure, pre-
heating, and ambient gas have been made on several PAQR polymers, 
a Cu-coordination complex, and a Schiff1 s base polymer. Specifically, 
24 polymers were examined in vacuo at room temperature after con-
siderable outgassing, and 14 were examined at liquid N 2 temperature. 
The observed spin concentrations correlate with the observed con-
ductivity as reported in Chapter III, indicating the conjugated molecules 
are a common source for unpaired spins and carriers. Judging from the 
differing activation energies for the two phenomena, the unpaired spin den-
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TABLE IX 
A VE RACE MOL~C ULAR L~NO'l'H OF SEVERAL POLYM~~S 
Sample 
SpinActi vation Mea1;1ur~ments(a) E-field-Cf" Measq.rements(b) 
No. 
E 8 (eV) z cX> L 8 (A) Lf (R) 
DPlA 3. 3 x 10- 2 1165 1410 1200 - 1500 
JM77l3 2. 4 x; 10 .. 2 1600 1935 1300 - 1800 
JM85B 2 1 x 10-2 .. 1826 2215 1600 .,. 2000 
·JM39 1. 2 x 10-2 3200 · 3840 
JM43 1. o x 10-2 3840 4640 
JM82 9.0;xlo- 3 4280 5190 
JM46 7. Ox 10 -3 5490 6630 
JM40 5.0xl0- 3 7670 9250 
JM48 3. 0 x 10- 3 12800 15480 
JM50 3.0xlO -3 12800 15480 
JM41 l.Oxlo- 3 38400 46100 
SK3A 2000 - 3000 
EHE102 100 - 200 
(a) ~ and L 8 ari;:, determined from Eqs ( 15) and ( 47), Chapter IV, r(;l-
spectively. 
(b) Interpolated va.lu«;,s from Figure 16, Cha-pter IIl, 
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sity is several hundred times the carrier density. The ESR spectra half-
widths, 6 H 1 ; 2 , were correlated with the spin densities, indicating a mean 
lifetime, T , for free radicals ,-....JO. 3 to 1 x 10-8 sec. The mean spin 
lifetime is seen to be directly proportional to spin concentration from poly-
mer to polymer. Towithinexperimentalerror, the magnetic behavior 
could be fitted to the Curie form. 
From the spinactivation energy, E , one can determine an av-s 
erage molecular length for the pi-conjugated chain. The range of mo-
lecular lengths determined were from 1400 A to 46, 000 R, which is in 
agreement with independently d,etermined molecular lengths from E-
field effects, for the same samples reported in Chapter III. 
Other investigations include the effects of various gasses sorbed 
onto the samples. It was found that: o2 will completely quench the 
spectra of a dry outgassed sample at a partial pressure of o2 in ex-
cess of 300 cm; H 2 0 vapor does not effect the signal, except that its 
presence on the sample partially excludes the o2 effect, i.e., the o2 
is not abs orbed to the same extent on a wet sample as it is on a dry 
sample; and N 2 does not effect the signal, either directly, or indirectly. 
High pressure effects on the ESR signal were also examined. It 
was found that a narrowing of the resonance absorption line together 
with an increase in amplitude of the line resulted, upon pressing the 
specimen at ,..__, 30 kbar when this line is compared to that observed in the 
unstressed sample. The ESR signal from the pressed sample was observed 
to return to its former width and amplitude after some time. It was further 
determined that pres sure cycling between two fixed points enhances this ef-
feet to a greater extent, while shearing it under a uniaxial pressure reduces 
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its signal to a value similar to that of the initially unstressed powder sample. 
This effect has been attributed to a slowly rever sible.,induced oxygen effect, 
although molecular orientation is a possibility. 
Suggestions for Further Studies 
In order to more closely correlate the spin density and carrier den-
sity of organic polymers, it would seem that an experimental investigation 
of spin population and shape of the ESR line under pres sure would be in or-
der. This particularly suggests itself after the present brief investigation 
of pr es sure effects. Sine e the conductivity is also a function of applied 
pressure, one could develop a cell which would allow both the ESR spectra 
and the conductivity to be measured simultaneously while varying the pres-
sure on the sample. In this way, one could observe direct pressure effects 
ona clean specimen, freefrom0 2 effects as experienced in this study. 
Also, since the conductivity has been shown to be related to the spin 
concentration, together with the polarization measurements (to be dis -
cussed in the next chapter), it would seem in order to carefully examine the 
spin signal as a function of temperature in some continuous or nearly con-
tinuous manner. At least, in view of the anomalous behavior of several 
samples reported in this chapter, it would be well to monitor the spins at 
as many fixed temperature points as possible, If one is to use the pressure 
cell mentioned in the first paragraph, then one could observe continuous 
pressure and temperature effects on the ESR signal and on the conductivity 
directly and simultaneously. These experiments should aid considerably 




Fr om a phenomenological a ppr 0;3.ch,. polarization i.s a macro -
,.. 
scopic term gener~lly associatt':ld with a dielectric material, i.e., a. 
material which increi;ises the charge storage capability of a capacitor 
when inserted between the metallic ~lectrodes. This increase of stor-
age capacity is accomplished by the neutralization of charges at the 
electrode surfaces which would normally contribute to the extern;3.lfielc;l • 
... 
The application of an external E-field to a dielectric separates the posi .. 
tive and negative chwr·ge centers and results in elec:;:tricaland mechani-
cal distortion of the material. Under the influence of the E-field, i;Hpole 
chains are formed which. tend to bind c;ounter c;harges with their free 
ends at the metallic electrodes. 
The electric polarfa;ation vector, t, is defined in term~ of the 
bound charge density of a mater:i,a,1 as (MKS units): 
p = D- E"f, 
0 
(l) 
where IJ is the dielectric displac~ment vector\associated witl:]. the true, 
or total charge concentrated on the ~od:Y (l~ou.nd charge plus the free 
charge); E is the electric field intensity vector associated with the 
l25 
1Z6 
free charge; and E 0 is the dielectric oonst~nt or permittivity of 
foee spac(il. 
We dE;lfine the electric susceptibility~ Xe, as the ratio of th~ 
bound cha+ge density to the free charge d~nsity, i.e., 
. ~· 
;( _ 1 d . 
e - ·~ d! , ca> 
or: ···fS=X ~t. e o ( 3) 
Comparing Eq (3) with Eq ( 1), it is seen that: 
x : e .. l . (4) 
Now, for isotropic bodies, 
D = E f', ( 5) 
where E. is the permittivity of the diele«;:tric. Hence, 
X : ~ - 1 ·= E - ~ , e E r · . a . . . (6) 
where Er is the relative dielectri.c constant or relative peJ;"mittivity 
of the dielectric media. In terms of E , Eq (3) becomes: 
r 
· ~ : ( E - 1) E E. r · o (7) 
From a molecular approach, the polarization vector, ft, i~ de-
fined as the <Upole moment per u,;1it volume by: 
P :.Nr7. ' · ra ( ij) 
where. N is the number of elementary· particle dipoles interacting with - . - ·. . . . 
the E-field, and /J-a is the average dipole moment. The d;i.'pote moment 
is proportional ta the localized E-field acting o;n the particle, i.e., 
(9) 
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where ct is the polarizability, and t is the average local E-field. 
Thus, Eq (9) substituted into Eq (8) yields: 
--1>' : Nc!t, • (10) 
--Comparing Eq (IO) to the macroscopic form for P, as given by Eq (3), 
it is seen that the two approaches are linked together, in terms of the 
macroscopic electric susceptibility and the externally applied l'-field, 
and the molecular quantities N, ct, and£ • In general,£ f:. E due 
to polarization of the surrounding media. 
In 1850, Mosotti (53) developed a relation between the molecular 
quantities and the macroscopic quantities by assuming the dielectric 
media to be continuous outside a spherical region of finite domain in the 
immediate proximity of a test molecule. He further assumed the system 
to be dilute, and as such, the contribution of other molecules within the 
domain of the test molecule could be neglected. The Masotti equation 




Substitution of Eq (11) into Eq (10) and equating to Eq (7) yields: 
-- € - 1 r 
For very dilute systems, E ~ r 
Eq (12) becomes: 
NCI ~ Er - 1 
Eo 
( 12) 
I, and thus, Er+ 2 Qr:! 3. Hence, 
- Xe ( 13) - . 
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The Mosotti equation was modified by Clausius in 1879 to account 
for the dependence of polarization on the density of the media. The 
number of molecules per mole is the Avogadro number, 
N : NM/d, 
0 
( 14) 
where M is the molecular mass, and d is the density. Substituting 
Eq (14) into Eq (12) gives: 
:~r-l]M 
E + 2 d r 
( 15) 
Eq (15), known as the Clausius-Mosotti equation, gives the polariza-
bility per mole, rather than per unit volume. 
Polarization Mechanisms 
The previous discussion on polarization has been limited to D. C. 
E-fields only. When A. C. E-fields are applied to dielectric materials, 
it is found, in general, that the polarization, and hence, the dielectric 
constant, decreases with increasing frequency. Furthermore, the po-
larization does not decrease smoothly, but rather in a stepwise fashion 
as shown in Figure 27. There are, in general, four regions of polari-
zation: interfacial .polarization, di polar or orientation polarization, 
,! 
atomic polarization, and el~t::tronic polarization (labeled in Figure 27 as 
...,. 
A, B, C, and D, respectively). Each of these polarization mechanisms, 
dominant in a particular frequency region, are characterized by a re-
laxation time 'T , as indicated. 
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Figure 27. Schematic Diagram of Electrical Polarization Mecha-
nisms: (A) Maxwell-Wagner; (B) Dipolar; (C) Atomic; 





a new type has been suggested, that of "hyperelectronictt polarization 
(labeled in Figure 27 as E). As was mentioned in Chapter I, Rosen and 
Pohl (38, 39) first suggested this model to account for the unusually high 
dielectric constants observed in polymeric semiconductors. These po-
larization mechanisms will be Qriefly idscussed in what follows (Cf. 
Figure 27). 
Electronic Polarization 
Electrica Uy speaking, matter consists pf positively charged nu-
clei surrounded by negatively charged electron clouds. When anE-field 
is applied, the electronic cloud is shifted, resulting in an elongated 
electronic orbit. This type of polarization usually results in a bulk po-
larizability which is linearly proportional to the applied E-field and ex-
hibits dispersion at ~ l 0 15 Hz (or a relaxation time T ~ 1 o- l S sec). 
Atomic Polarization 
Atoms which form molecules or crystals normally do not share 
their electrons symmetrically if atoms of several different kinds are in-
valved. This assymetrical charge distribution causes some atoms to 
be positively charged, while others are left negatively charged. When 
an E-field is applied, a displacement of these charged atoms within the 
molecule results, and is known as atomic polarization. It exhibits dis-
-13 -13 persion at ~ 10 Hz or T~ 10 sec. 
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Dipolar Polarization 
In addition to the above effects of asymmetrical charge distribu-
tion, it also gives rise to the existence of permanent dipole moments, 
which are present in the absence of an t-field. Hence, application of 
-an E-field results in the alignment of these dipoles, and is known as 
7 
dipolar or orientation polarization. Dispersion occurs at ~ 10 Hz or 
T ~ 10-7 sec. 
Interfacial Polarization 
Interfacial polarization (Maxwell-Wagner) involves the storage of 
ions at the interfaces between crystals or grain boundaries, or between 
substances of different compositions. It is a 11 long range 11 effect, where 
the other types mentioned above are microscopic effects. When such 
charge is stored at an interface, a macroscopic distortion in the local 
E-field results, and to an outside observer, it appears as an increase 
in polarization. 3 o-3 It relaxes at ~ 10 Hz or T ~ 1 sec. 
Hyperelectronic Polarization 
Hyperelectronic polarization (38-43, 129), pictorially displayed 
in Figure 28, is considered as due to the interaction of charge pairs lo-
o 
calized temporarily on long highly polarizable molecules (....., 4000 A) with 
an external l-field. These highly mobile carriers, thermally produced 
(at points A and B in Figure 28 a) by exciting intermolecular ionization 
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Figure 28. Schematic Diagram of Exciton and Ion Monopole Fo:rma -
tion in Long Ekaconjugated Polymers: (a) in the Absence 
of; and (b) in the Presence of an External E-field 
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levels of long highly conjugated molecules, lie individually in extended 
regions of near zero resistance {i.e., extraordinarily long sequences 
of associated 1'( -orbitals), which limit the domain of the carrier to the 
molecular boundary. 
In the absence of an external ~-field, these carriers will mu -
tually interact to form domains of spiralled and cyciized links of polar-
ization. There is, of course, a certain amount of delocalization of the 
carriers (indicated in Figure 28 a by brackets), but the overall collec -
tion exhibits a near-zero dipole moment. When an external ~-field is 
applied, these highly mobile carriers, spending most of their time in 
extraordinarily long regions of near-zero resistance, form a collection 
of highly polarizable monopoles, and therefore, exhibit a very higli bulk 
polarizability. Hyper electronic polarization is observed to be directly 
dependent upon temperature and pressure, and is inversely dependent 
• upon the frequency and magnitude of the applied A. C. E-field. Fur -
3 -3 ther, it exhibits dispersion near a frequency of 10 Hz, or 7" ~ 10 sec 
(Cf. Figure 27). It is particularly pronounced in molecular solids com-
posed of long polymeric molecules having extensive regions of electron-
ic orbital delocalization. Hence, hyperelectronic polarization is a "long 
range" effect as is interfacial polarization. 
Assuming each of the polarization mechanisms as discussed to 
act independently of the others, the total polarizability of a dielectric 
material may be written as the sum of each of the terms, i.e., 
ex = er + a; + a;d + er + ah , < 16 > e a s 
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where the subscripts e, a, d, s, and h represent electronic, atomic, 
dipolar, surface, and hyperelectronic polarization, respectively. 
Up to this time, it has been assumed that E is a real quantity. 
This is true for D. C. measurements, but for A. C. studies, in a lossy 
dielectric, a phase shift results between the external driving r;_field 
and the resulting polarization. In order to account for such effects, 
one normally treats the dielectric constant, and hence cf. , as com -
plex, i.e., 
E = E' 
r r 
. E'' - 1 • 
r ' 
{17) 
and thus Eq { 17) and { 10) become: 
..... ,.., .. ...., ;ft"' 
P : ( E - 1) € E : Nat . r o 
(18) 
The imaginary part of Eq ( 17) is related to the loss current in the media 




Concerning materials which exhibit unusually large polarizabili-
ties, or dielectric constants, a search of pertinent literature reveals 
they may be generally classified into two groups. On the one hand are 
the ferroelectric materials which exhibit high bulk polarizabilityr while 
on the other hand are the artificial dielectrics, composed of two or more 
different "phases" of materials, which exhibit high polarizability due 
to grain boundaries (interfacial polari.zation). Exceptions to this rule 
are the organic macromolecular solids which have been reported to 
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possess large bulk dielectric constants, due to 11hyperelectronic 11 po -
larization ( 38-43, 129). 
Ferroelectrics 
Ferroelectricity is the spontaneous electric polarization or align-
ment of electric dipoles within a material by mutual interaction. Char-
acteristic ferroelectric materials which have been identified include 
Rochelle salt; potassium sodium tartrate, found to be ferroelectric by 
Valasek in 1921 (130); potassium dihydrogen phosphate and potassium 
dihydrogen arsenate, by Busch and Scherrer (131) in 1935; and bari-
um titanate by Wainer and Salomon in 1942 ( 132) and by von Hippel and 
coworkers at M. I. T. in 1943 (133); additional titanates have beenfound 
by Matthias ( 134-138). There are now ca.100 known ferroelectrics (52). 
A ferroelectric material exhibits both spontaneous electric polar-
ization and hysteresis effects of the polarization with respect to the ap-
plied E-field, within specific temperature ranges. The upper tempera-
ture limit of these observations is called the Curie temperature, above 
which the ferroelectric obeys the Curie-Weiss law (discussed in Chap-
ter IV), i.e., 
f - E + 
0 
c (19) 
T - 9 
In the vicinity of the Curie temperature, the dielectric constant becomes 
very large. 
Since the dielectric constant exhibits an anomaly at the transition 
temperature and is 1-field dependent due to the observed hysteresis 
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effects, investigators normally study Er as a function of T or E. How-
ever, recent investigations have been made as to the frequency depen-
dence of E r for many ferroelectrics. In general, an anomalous dis -
per sion is observed at the Curie temperature. In polycrystalline media, 
E r is observed to decrease with frequency systematically. 
Multiphase Materials 
For almost 100 years, it has been recognized that the anomalous 
dispersion in the conductivity and dielectric constant exhibited by cer ... 
tain polycrystalline or amorphous materials is due to the presence of 
impurities, grain boundaries, or voids which exhibit considerably dif-
ferent 0-'s and Er's than the bulk material. 
Theoretical Models. Maxwell ( 139), employing a simple inhomo-
geneous two layered dielectric model consisting of plane sheets of ma-
terials possessing differing (; 1s and E 1s, was able to qualitatively 
r 
explain the anomalous behavior actually observed in real dielectrics • 
Of course, this is a purely phenomenological approach, and in many 
cases, Maxwell's simple model does not do much more than indicate a 
trend in the dispersion. One can, however, extend the two layered mod-
el to an n-layered model, and greatly improve the agreement of the 
theory with observed results. 
Following Maxwell's two layered model, Wagner ( 140) assumed 
an inhomogeneous dielectric to be composed of an insulating matrix with 
spherical conducting particles dispersed throughout the matrix. In such 
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a manner, an improvement was made on the agreement between the 
theoretical model and the observed dispersion. 
In 1937, Sillars (59), in an attempt to explain the lack of agree-
ment of the 11 Maxwell-Wagner 11 model with observed results on a water-
wax suspension, extended the model to include spheroidal particles 
(from flat dish types to elongated needle types) dispersed in an insulqt-
ing matrix. 
Equivalent Circuit Characterization. On the basis of the success 
of the Maxwell- Wagner, or the Maxwell-Wagner-Sillars phenomenolog-
ical models, it has become quite customary for investigators to auto -
matically treat the dispersion observed in multiphase systems in terms 
of such. 
Consider, for example, a capacitor consisting of a set of parallel 
plate electrodes, filled with an inhomogeneous dielectric as shown in 
Figure 29 a. Here, the inhomogeneity could be due to either the grain 
boundaries, the voids or ,;iir gaps, or a thin insulating oxide layer sur-
rounding the bulk particles. An enlarged view of a section of the dielec-
tric is shown in Figure 29 b, where Rb' Cb and Rg' Cg represent the 
bulk and gap resistance and capacitance, respectively. 
If one assumes an idealized case of cubic particles (Figure 29 c) 
and neglects sidewise admittance, the material may be characterized 
as a number of different electrical equivalent circuits as shown in Fig-
ure 29 d-f. These few cases are certainly not exhaustive. One may 
imagine any number of combinations of electrical parameters as long 
I 
- ,.,.. ....... ~-Rb, Cb 
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Figure 29. Equivalent Lumped Parameter Representations 
of a Multiphase Dielectric 
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as the circuits are 11 equivalent. 11 Case (e) corresponds to the two layer 
model of Ma~well. 
The equivalent circuit shown in Figure 29 d is the normal char-
acterization of a material which exhibits dispersion, i.e., for lossy di-
electrics, one normally measures the parallel resistance and capaci-
tance. Since R and C are frequency dependent, a network transfor-
p p 
mation may be made on the circuit to relate it to the "bulk" and 11 sur-
face" R and C, i.e., the surface or gap parameters may be lumped as 
one parallel network and the bulk parameters are similarly lumped as 
a second parallel network in series with the first (Figure 29 e). It 
can be shown that at high frequencies, for a material such that Cg>> Cb 
and Rg > Rb' Cp(W)-+Cb and Rp(W)~Rb as w ... o. [See, for exam-
ple Gutmann and Lyons (52), p. 51.] A typical plot of the dispersive 
behavior of RP (W) and C (W) is shown in Figur~ 30. p . 
Ferrites and Oxides. A number of investigators at the N. V. 
Philips• Gloeilampenfabrieken in Eindhoven, Netherlands, have found 
unusually high dielectric constants in sintered metal oxides and ferrites. 
Verwey (54) found € •s up to 2000 at room temperature and 100 Hz for 
r 
a sintered disk of Ni 0. 4 Zr o. 6 Fe2 0 4 + O. 1 % Fe3 0 4 • :J3oth € r and p 
indicated a dispersion similar to that shown in Figure 30. A two-phase 
oxide-bulk system (as in Figure 29 e} was employed to match the ob -
served dispersion curves. The relaxation time for the dispersion was 
observed to be - 1 o- 3sec. Verwey mentioned that for certain ceramic 




Figur(;l 30. . Theoretical Dispersiol'I. of RP. and C fpr ·~ 
Multiphase Diele~t:de. . P 
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electric constant was found to reach values as high as 106• 
Similar dispersive results on another ferrite, La 0. 9sr O. 1 MnO 3 
were observed by Volger (55). He reported dielectric constants as high 
as 3 x 1 o5 at liquid air temperatures (91 °K). A three component equiv-
alent circuit was employed to fit the experimental dispersion curves 
(i.e., the capacitance of the barrier layer, Cg, was set equal to zero, 
leaving Rg in series with the parallel Rb+ Cb). 'fhe oxide layer around 
0 
the grains was estimated to be 20 to 30 A. Volger also found the con-
ductivity was dependent on the t-field strength applied. 
Ko ops ( 56, 141) also reported high dielectric constants (up to 2000) 
and anomalous dispersion for a nickel zinc ferrite similar to the ma-
terial studied by Verwey. He treated the dispersion in terms of the 
equivalent circuit of Figure 29 e, but further developed a qualitative 
model based on a linear inhomogeneous solid consisting of alternate 
layers of bulk material and insulating layers. 
Other investigators which have observed similar effects in sin-
tered ferrites and oxides include Van Uitert (60), Blechschmidt (142), 
Brockman, et. al. ( 143), Mentgen ( 144), and Hilborn (57). Van Uitert 
employed the model proposed by Koops to explain the dispersion in a 
number of ferrites (with E up to 1 o5), while Hilborn used a multilayer 
r 
model (n-layered), and derived a relaxation distribution function for the 
"n" parallel combinations of R and C. 5 Brockman, et. al., found ~ ,...., 10 r 
in a manganese zinc ferrite; and Moltgen found similar values for Er 1 s 
in copper zinc ferrites, and employed a model very similar to that of 
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Koop to fit the dispersion curves. 
Further discussions of multiple-phase materials are given by von 
Hippel (53, 145). He discusses the effect of dispersing conducting par-
ticles in an insulating matrix and presents data on 11thiokol, 11 an organic 
polysulphide insulating matrix with zinc oxide and carbon black dis -
persed throughout. Dielectric constants up to 18, 000 at room t~mpera-
ture and 1 KHz have been observed. The relaxation time for the disper-
. b b -6 -7 s1on was o served to e IO. to 10 sec • 
. Hence, in view of the above, it is seen that macroscopic scale 
Maxwell- Wagner (interfacial) polarization which depends sensitively 
upon the morphology of the materials present, can account for the 
anomalously high dielectric constants and for the unexpected <lisper -
sion as observed in multiphase materials. Furthermore, the materials 
can be simulated 11 theoretically11 by curve fitting using lumped circuit 
equivalents with a complex of virtual resistors and capacitors in vari-
ous series and parallel arrays. 
Organic Materials 
That organic materials, in particular highly purified polymeric 
semiconductors, should exhibit unusually high dielectric constants is 
quite surprising. Typical values for Er •s of most types of pure poly-
mers lie in the range of 2 to 10 (53, 146). 
A review of the literature fails to yield evidence of such, with the 
exception of that reported by Pohl and coworkers {38-43, 129). As was 
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mentioned in Chapter I, and earlier in this chapter, dielectric constants 
up to 50, 000 have been observed on certain PAQR type polymers, with 
-3 the polymers exhibiting anomalous dispersion, relaxing at ,-.J 10 to 
sec. This effect has been attributed to hyperelectronic polariza-
tion, i. e. , a Maxwell-Wagner polarization on the molecular scale. 
Statement of the Problem 
In view of the foregoing discussion on multiphase materials, and 
the similarities between interfacial polarization and hyperelectronic 
polarization; and in view of the fact that the polymers to be studied are 
not single crystalline, but are rather polycrystalline in nature, one 
must establish in some way that hyperelectronic polarization indeed is 
the mechanism observed. 
The purpose of this phase of the study, then, is to examine the 
polarizability of a number of highly purified organic polymeric semi-
conductors at extreme pressures and temperatures, in order to pro-
vide homogeneous, void free materials. In addition, the polarizability 
is examined after severe shearing of the sample under uniaxial pres -
sure. If there is a thin oxide or other poorly conducting layer surround-
' 
ing the conducting region, violent shearing of the sample should rup-
ture this layer, and hence, change the dielectric constant and conduc-
tivity accordingly. 
Also, polarization effects are observed as a function of various 
electrode materials, and as a function of various thicknesses and ge-
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ometries for a given polymer. Dispersion of Er and p for the vari-
ous polymers at frequencies up to 100 KHz are obtained. The effect of 
A. C. E-field on Er and p are examined, as well as the dependency 
of E upon the unpaired spin concentration. 
r 
With regard to the relaxation time of hyperelectronic polariza -
tion, the model proposed by M. Pollak (61, 62), as discussed in Chap-
ter I, is applied to resolve the anomaly, in the expected and observed 
relaxation times. 
Experimental Apparatus and Procedure 
An imperfect dielectric maybe characterized in terms of a num-
ber of equivalent circuit configurations as was discussed in the last 
section (Cf. Figure 29). If one is to measure the A. C. conductivity 
and polarizability of such a material, it is necessary to assume either 
a parallel RC or a series RC equivalent circuit, i.e., one can measure 
either the equivalent series capacitance and resistance, Cs and Rs, or 
the equivalent parallel capacitance and resistance, C and R of the p p 
sample. The usual procedure is to measure Cs and Rs if the dielectric 
is of high quality (i.e., non-lossy) and to measure C and R if the 
p p 
material exhibits a significant degree of lossiness. 
In making A. C. measurements on a dielectric, one must keep in 
mind that the impedance of the unknown is a complex quantity, and 
hence, the impressed voltage and current are out of phase. The im-
pedance may be written as: 
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,v 
z u = z exp ( i e ) ' (20) 
where z (: I/ R 2 + c 2 ) is the magnitude of the complex impedance, 
and 9 is the phase angle. Eq (20) may also be written as: 
,-.J 
Z : R -iX, u u u (21) 
where Ru and X (= l /WC ) represent the resistance and capacitive 
u u 
reactance of the unknown, respectively. 
To determine Ru and Cu, the usual procedure is to employ an im-
pedance bridge which compares the unknown impedance with a standard 
impedance. A simple A. C. impedance bridge is shown below. When 
proper balance is obtained (both the phase and amplitude of the unknown 
and standard impedances must be balanced), one has: 
(22) 
,..., ,..., 
11 Zs : I2Zu • (23) 
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Since the real and imaginary parts of the left and right hand side of 
Eq (26) must be separately equal, one has for the series mode: 
(27) 
(28) 
Now for a lossy dielectric, which is to be characterized by the 
parallel mode, one may either employ the same bridge described for 
the series mode, or one may replace the standard series circuit by a 
standard parallel combination. In case the former is used, the unknown 
parallel components a.re found to be frequency dependent, and require 
several steps of calculation to yield C and R • However, the latter 
u u 
method would directly compare the unknown to a parallel mode stan -





The inversion in the ratio multiplier comes about from considering the 
,-.J 
admittances, Y, for parallel circuits rather than impedances, Z, as 
for series circuits (Y: Y1 + Y2, where Y1 = l/Z1, and Y2 = l/Z2). 
The parallel mode bridge as described above is often called a 
comparison bridge, or a Koops (56, 141) bridge, since Koops developed 
and used it in his studies of ferrites as discussed earlier. For a 
detailed discussion of bridges, the reader is referred to Malmstadt, 
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Enke, and Toren ( 147). 
The actual bridge employed in this study on A. C. electrical prop-
erties of organic semiconductors was a General Radio 716 C capacitance 
bridge, modified into a comparison bridge of the Koop 1s type. A S!Che-
matic diagram of the bridge circuit is shown below. Other bridges used 
as auxillary apparatus were a General Radio 1650 impedance bridge, 
and a General Radio 716 B capacitance bridge. 
Key: 
RA' RB, CAP CB, CN = Internal (GR 716-C Bridge) components. 
Rstd = GR 1434-G precision decade (0. 1 fl - I. 1111110 Mf1). 
Cstd : GR 1434 precision decade (50J..LJ..Lf - 1. llllllOJ.:1-f). 
Z = Unknown impedance (parallel mode). 
Ou 
'CJ = Hewlett-Packard Model 200 CD audio oscillator (0-22V RMS). 
@ : Hewlett-Packard Model 200 B oscilloscope. 
Figure 31. Bridge Circuit for the Determination of the AC Resistivity 
and Dielectric Constant of Polymeric Semiconductors 
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To provide high pressure on the specimen while determining RP 
and Cp, three different high pres sure cells were employed. For low 
pressures (< 5 kbar), a mycalex cell similar to one employed by Rosen 
and Pohl (39} was used. It is shown in Figure 32. The inside bore of 
the mycalex container is O. 25 inch. Tungsten carbide pistons, ground 
flat on each end, are used to transmit the pressure onto the sample. 
The pressure was obtained by means of the Pasadena Hydraulic presses 
in our laboratory. They have been discussed in Chapter III. 
The second high pressure cell used, which provides a much high-
er pressure on the sample has been described in Chapter III (Cf. Fig-
ure 1). Pressures of up to 20 kbar were applied to the sample while 
measuring the dielectric constant and the A. C. conductivity. 
The third high pressure chamber used in this study was designed 
especially for low temperature measurements. It provides a means of 
locking the sample in place while maintaining a fixed pressure (up to 
r...J 10 kbar) on the specimen. It is then immersed in liquid N 2 or He to 
study the behavior of the dielectric constant at very low temperatures. 
Since the design and construction of this cell [Chester-Jones (68) 
clamp] is more pertinent to the low temperature studies reported in 
the next chapter (Chapter VI), it is discussed in detail there (Cf. Fig -
ure 54 ). 
The background capacitances of the test cells employed were 
carefully checked by substituting blanks of mica, teflon, polyethylene, 
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Figure 32. High Pressure Dielectric; Cell 
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capacitance, a bridge balance was determined first with the unknown 
sample and then with a standard mica capacitor in series with the un-
known i;ample. This produced two balances, from which the actual ca-
pacitance contribution of the sample could be computed free from back-
ground. 
Equivalent capacitance circuits of the systems are shown below. 
To 
Bridge 
The initial bridge balance C 1 is given by: 
Cm 
( 31) 
where CBgis the background capacitance due to the leads and stray ca .. 
pacitance; and Cu is the parallel capacitance of the sample in the cell. 
The second bridge balance with the mica in series yields a new value, 
c 2 , given by: 
c 
2 
(C C )/(C + Cm), u m u 
where Cm is the capacitance of the mica standard. 
(32) 
By subtracting Eq ( 32) from Eq ( 31) and solving for Cu, one ob-
ta ins: 
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cu = 1/2 { c,c + [<C>c) 2 + 4c,ccmJ 112}, (33) 
where D. C = c 1 - c 2• The negative sign is to be avoided as it is not 
physically permissible. This can be seen by choosing ~ C >> C • In m 
the limit as cm:- 0, from Eq (32) c 2 : CB and then D. C = Cu• For 
Eq {33) to give the correct value, one must take the plus sign only. 
Since in some cases the 11in place" resistance of the sample may 
be quite low(< 100 ohm), one must exert extreme care that the effective 
capacitance is being measured correctly. To make certain that such 
was the case, standard resistors (1 %) mounted in parallel with standard 
mica capacitors whose nominal R and C values corresponded to the 
p p 
respective values as measured for the sample, were frequently substi-
tuted into the unknown arm of the bridge. The balance obtained agreed 
with the standard values to within 5% at 1 KHz. Below 1 KHz, the re-
liability drops, while it is improved at frequencies above 1 KHz. 
Prior to making electrical measurements, eaGh thoroughly dried 
sample, initially polycrystalline inform is premolded under high pres-
sures (up to 20 kbar) at moderate temperatures to form a compact pel-
let of the specimen. The resulting dense pellet is then inserted in the 
respective high pressure cell, andR and C are measured with the aid 
p p 
of the Koop 1s bridge as a function of pressure, temperature, frequen~y~ 
and E"-field strength. The dielectric constant and resistivity of the 
specimen are then determined by the relations: 
{34) 
where Cp is the parallel equivalent capacitance of the unknown as 
152 
obtained from Eq (33), A is the area, xis the thickness, and Er and 
E O have been previously defined; and 
(35) 
The thickness of the sample is determined after completion of the ex-
periment. 
Results and Discussion 
The observed variations in resistivity ( or conductivity) and per -
mittivity of the samples studied appear to be consistent in all respects 
with the proposed model of hyperelectronic polarization(38, 39). These 
observed effects include the electrical response of the polymers totem-
perature, pressure, electric field strength, and frequency of applied 
field. In what follows, these observed effects, which show the con -
sistency of the data with the proposed model, shall be enlarged upon. 
The theory and behavior of conventional non-polar and dipolar polymers 
with dielectric constants ranging from 2 to 10 has been presented else-
where (53, 145, 146, 148-151). 
The model of the phenomenon of hyper electronic polarization pre-
sented earlier in this chapter is reviewed in the following paragraphs 
(Cf. Figure 28). In this type of electrical polarization, one observes 
the response to an external electric field of an assembly of highly mo-
bile charges lying individually in extended regions of near zero resis-
tance (i.e., in extraordinarily long sequences of associated 1T-orbitals) 
but limited in path ultimately by the molecular boundary. The initial 
153 
charge separation is that due to normal and easily thermally excited in"'. 
termolecular exciton and ion formation of long conjugated molecules. 
This dissociation of charge pairs creates what is in effect an assembly 
of highly field-sensitive monopoles. 
In the absence of an external field, the monopoles will mutually 
interact to form domains of spiralled and cyclized links of polarization. 
The collection of domains will exhibit a near-zero overall moment which 
is easily perturbed by external fields. The field response will be non-
linear for it is to be expected from the model of nearly free charges 
each situated on a very long domain, that small fields will already pro-
duce a large displacement of the charge and a large net dipole per 
charge pair. B eca use of the kinetic and transitory nature of the indi-
vidual monopoles, a finite rate of domain reorganization is expected 
leading to noticeable field dependence, with low frequencies being the 
most effective. Furthermore, the formation, recombination, and in-
termolecular transfer rate of the excitons and ions, and hence the 
monopoles are obviously temperature and pressure dependent, as is 
known from conduction studies of the ekaconjugated (16, 45, 52, 152) 
polymers. Accordingly, one expects the degree of hyperelectronic po-
larization to be both temperature and pressure dependent. 
The postulated hyperelectronic polarization fits the observed be-
havior in five respects as was shown earlier (39). The model correctly 
fits (1) the unusually high dielectric constants now observed for hydro-
carbon derivatives ( E = 50 to 50, 000 compared to E : 2 to 7 normally 
r r 
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observed for hydrocarbon derivatives); (2) the observed field dependence 
both as to sign and magnitude; (3) the observed temperature dependence; 
(4) the observed pressure dependence; and (5) the observed frequency 
dependence of the dielectric constant. The present discussion will em-
phasize the above five aspects of fit based on further observations; and 
then develop a strong further argument for tq.e concept of hyper~lec .. 
tronic polarization, based upon the relaxation times of polarization and 
conduction, and upon sample morphology. 
To begin with, it is postulated that the A. C. conductivity and po-
larizability are functionally dependent upon the pressure, temperature, 
and the frequency and magnitude of the e~ternally applied E-field, i.e., 
(TAC : O'"(P,T,f':W); (36) 
and E : E (P, T, ~ W ). 
r 
{37) 
We discussed the dependence of (Y DC on P, T, and E in Chap-
ter III, and presented there the theoretical model developed by Pohl and 
coworkers (16, 17, -39) [Cf. Eq (20), Chapter III] •. There is no reason 
to suspect this model is not applicable to the case of A. C. measure-
ments. Furthermore, if the sample is properly behaved, one may em-
r.J 
ploy the dispersion relationship linking the real part of E r(W), i.e., 
Er (W), to the imaginary part, E1~ (W), and hence to the conductivity 
( rr -- W E 11 ) • • • v r or res1stiv1ty. By observing the effects of one variable 
at a time on a- and <::: r' while holding the others constant, one may 
determine analytical expressions for Eqs (36) and (37). 
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<T(P, W) and E ( P, W) 
Initial studies were performed on several polymers to investi-
gate the effect of premolding pressure and the effect of pressure vari-
ation on 0- and Er as a function of W • These measurements were 
made at room temperature (T : 300°K) and under E-field strengths 
of r-J 10 to 50 VI cm. From previous (J versus D. C. ~ .. field deter-
minations (Chapter III), it is seen that no appreciable change in con -
ductivity occurs for such small field variations even if the molecular 
length were > 1 O, 000 .X. Hence, the l°-field is assumed constant. 
Sample JM96A, a very resistive polymer ( p "'v 108 ohm cm), 
was examined under two extreme conditions of premolding. The poly .. 
mer was first examined without any premolding treatment, i.e., the 
powdered specimen was simply loaded in the mycalex cell (hereafter 
called Cell I), as· shown in Figure 32, and the pressure was increased 
to I. 38 kbar. Dielectric measurements were then made at that pres-
sure. Following this, the pressure was increased to 4.15 kbar, and 
the procedure was repeated. Again, at 6. 92 kbar, dielectric data was 
taken. This data is shown in Figure 33. 
A second specimen of polymer JM96A was premolded at 10. 4 
kbar, and was then measured at rJO, O. 7, and I. 38 kbar (Cf. Figure 
34). It can be seen by comparing Figures 33 and 34 that premolding 
at high pressures tends to eliminate the particle to particle voids of 
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Figure 33. Pressure and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer JM96A 
(No Premold Pressure Treatment} 
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Figure 34, Pressure and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer JM96A 
(Premolded at 10. 4 Kbar) 
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Further studies of premolding effects on Er and p are shown 
for polymer JM77B ( p ,-.J 106 ohm cm) in Figure 35. The samplE; 
was first premolded at room temperature and 9. 5 kbar, after which 
data was taken in Cell I at room temperature and 1. 4 kbar. A second 
specimen was then premolded at 8. 12 kbar, and the above procedure 
was repeated at 1. 4 kbar. This was again repeated on a third speci-
men which had been premolded at 3. 4 kbar. Thus, a marked change 
is observed in both p and Er' p decreasing ~ by a factor of 2, 
with Er increasing by a like factor as the premolding pressure is in-
creased ~ by a factor of 2. 5. The density was also observed to in-
crease with premolding pressure. 
Pohl and Engelhardt ( 15) observed similar effects on PAQll poly-
mers; however, the density approached a constant value at a pressure 
of "-' 3 kbar. In view of the behavior exhibited by these polymers, 
the samples were normally premolded under a pressure of 8 to 10 
kbar before data was taken. 
The dependence of the dielectric consta.nt and A. C. resistivity 
on pressure and frequency, as measured at room temperature after 
exposing the sample to high pressure premolding treatment, was de-
termined for several polymers. Figures 36 through 40 display such 
results. In all cases, E r is seen to increase with externally applied 
pressure, while p is seen to decrease accordingly. 
This observed pressure dependence on Er may be understood 
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Figure 35. Premolding Pressure and Frequency Dependence of 
the Dielectric Constant and Resistivity for Poly .. 
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Figure 36. Pressure and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer JM97A 
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Figure 37. Pressure and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer JM89B 
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Figure 38. Pressure and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer DPIA 
(Premolded at 3. 4 Kbar) 
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Figure 40. Pressure and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer JM85B 
{Premolded at 10. 9 Kbar} 
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this chapter, is dependent upon the number of elementary dipoles avail-
able to interact with the applied E-field. 
We have seen in Chapter III, that the D. C. conductivity (or re -
sistivity) for polymeric semiconductors behave according to [Cf. Eq( 12i 
Chapter III] : 
• 1 /2 CJ oc exp ( b P ) ; (38) 
or p oc exp (~b' P 112) ; (39) 
as suggested by Pohl, et.al. (16,17). Now since CF= nretµ, [Eq(4), 
Chapter III] , then: 
nµ oe exp (b 1 P 1 / 2) • (40) 
The mobility, µ , has been seen to be somewhat pressure sen-
sitive in many organic molecular solids (15, 16, 153-158); however it 
is not strongly dependent on pressure. For example, for anthracene, 
Kepler (153-154) reports that fl for electrons and holes increa1:1es at 
most by forty percent, while the pressure is increased from 1 bar to 
3 kbar (i.e., 3 x 105 percent). Inokuchi, et. al. (28, 156), found the 
mobility at P > 100 kbar to be only 10 to 100 times the value at at -
mospheric pressure, while the conductivity had increased some 105 to 
107 fold. Bradley, Grace, and Munro (155) concluded the mobility in 
pathalocyanines was only weakly pressure dependent up to 5 kbar. 
Assuming, then, the mobility to be only slightly pressure sensi-
tive, we can approximate Eq (40) by: 
n ~ A exp (b I P 1 I 2) , (41) 
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where A is an appropriate constant. Thus, we see the number of 
carriers is pres sure dependent. 
Invoking the hyperelectronic polarization model at this point sug-
gests that the degree of polarizability of a macromolecular solid is di-
rectly dependent upon the number of exciton or ion monopoles produced; 
and hence, to the number of charge carriers present on the molecular 
domains. Thus, if hyperelectronic polarization is to be observed, the 
polarizability, and hence the dielectric constant, should be observed to 
be dependent on pres sure according to: 
or 
E ~ A' exp (b' pl/2) , 
r 




1/2 Typical plots of log Er as determined at 1 KHz versus P are 
shown in Figure 41. It can be seen that the agreement with Eq (43) is 
quite good. 
For normal inorganic and organic dielectric materials, which 
exhibit electronic, atomic, and dipolar polarization, Whalley ( 159) re-
ports that 'the bulk dielectric constant is expected to vary with pres -
sure according to: 
log Er ex:. P , (44) 
rather than pl /2 as is observed for the macromolecular solids report-
ed in this study. 
With regards to the dependence of 0-AC or PAC on pressures, 
the 1 KHz values of 0- are plotted for several polymers in Figure 41. 
It is seen that for constant W (= 1 KHz), the A. C. conductivity reacts 
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Figure 41. Pressure Dependence of the Dielectric Constant and A.G. Conductivity 




as does the D. C. conductivity, i.e., 
(. , pl/2) (TAC OC exp .. b . · • (45) 
The frequency dependence pn the dielectric constant and A. C. re-
sistivity is quite pronounced in most cases, with the pararneters ex -
hibiting a sharp relaxationin the fr(;':)quency range of 1 o3 to 104 Hz. 
This correisponds to a relaxation time T '-"'-'·· 10"'3 to 10-4 sec. This re. 
laxation phenomenon will be discussed in detail in a later section. 
Regarding the conduction mechanism involved in rpacromolect+lar 
organic semiconductors, it was pointed out in Chapter Ill that the band 
model is not applicable, but r.ather the tunneling or hopping model 
could best be invoked in the. case of these polycrystalline solids. 
It seems most probable in highly purified polymers that the charge 
carriers are. not molecularly diffusing ions, but are, rather, mobile 
electrons (or holes) which drift, hop, or tunnel along the molecular 
sites (45). This is so for at least two reasons: first, there is no sign 
of electrolytic deposition or polarization upon: the passage of large 
amounts of current (either A. C. or D. C. ). Second, the conductivity 
increases rather than decrease$ with the application of external pres-
sure. If the carriers were ions, requiring cooperative action of mole-
cules to form large passageways to allow the diffusion of the massive. 
carrier, the application of pressure would tend to diminish this form-
ing of large "holes, 11 and hence, the conductivity would decrease. 
Rather, the co;nductivity is seen to increase, as i$ expected from in-
creased tunneling and hopping made available to mobile electrons as 
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pressure decreases the average intermolecular distanc;::e. 
Further support for this electronic hopping model is seen by ex-
aminirig the behavior of 0- or p with ;respect to the frequency ofthe 
applied ~-field. Pollak (160) has pointed out that it is difficult to dis-
tinguish between band.type conduction and hopping-type conduGtion by 
the use of D. C. fields; however, he. showed the frequency response of 
the A. C. conduction to vary according to; 
0-(W).· c£.. 1 for band; (46) 
and 0-(W) oc 
l + W 2 T 2 
for hopping; (47) 
where T is the average lifetime of an excit.ed state. · It can be seen 
that Eq (46) decreases with W while Eq (47) increases w:i.th W • 
Hence 0- (W) for band-type conduction .decreases while CT (W) for 
q.opping-type conduction increases with W • 
For the macromolecular solids reported in this study, it is seen 
that p decreases with W , and hence CF increases. This cor:r.e-
sponds to the expected behavior for a hopping-type mechanism. 
It can be argued on the one hand, that any multiphase solid (poly-
crystalline, amorphous, ceramic, etc.) can be characterized by a two 
phase model such as shown .in Figure 29 e, resulting in dispersion 
curves as shown in Figure 30. Thus, for most any multiphase solid, 
p should decrease with W • 
On the other hand, if the :material is homogeneous, and . p is 
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observed to decrease with W , it can be safely assumed that the hop-· 
ping mechanism gives the proper description of the observed <lisper -
sion. There are reasons to believe that although the materials exam-
ined in this study are polycrystalline, they tend toward homogeneous 
materials at high pressures. This will be discussed forther in a later 
section. 
A further word about the hopping conduction mechanism may be 
said regarding the pressure effect on p at high and low frequendes. 
If, indeed, thE) material is homogeneous throughout, then p woulq 
tend to decrease with W according to Pollak (160}, and p would 
further tend to decrease with the application of high pressure accord-
ing to Pohl, et. al. (16, 17). However, if the sample is a multiphase 
material, application of pressure should produce no added significant 
decrease in p at different frequencies. 
Stated another way, in terms of Pohl's model [Eqs (13} and (11}, 
Chapter III] : 
log 




k (b" + b /T) = 0 
pl/2 -k b* ' 
we see that b 0 represents the rate of change of the D. C. activation 
energy with applied pressure, and M• = b 11 + b 0 K represents the 
rate of change of D. ~· conductivity with applied pressure. If the sam-
ple is inhomogeneous, and the resulting dispersion is due to such in-
homogeneities rather than to hyper electronic polarization, then the ap-
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plication of pres sure should decrease . PAC in like manner to that of 
. Poe' i.e., b* should not show a frequency dependence. 
This is not the case, however. Figure 42 displays typical· data 
for Polymer JM96A at D. C., lKHz and 10 KHz. It is seen that the 
slope of the curves and hence b* is increasing with frequency. Now 
b* = b 11 + b 0 / T where b 11 represents the entropy term and b 0 the 
energy term. If b* is to increase with W , (at constant temperatur~ 
then either one or both b 0 and/or b 11 must likewise increase. Since 
b 11 is already large with :respect to b 0 for most polymers examined ( 16) 
it would seem reasonable to assume a change in b 0 with frequency to 
account for the change in b~~. 
Thus, according to the foregoing discussion, the activation en .. 
ergy should exhibit a frequency dependence. This is actually the case 
as observed. It will be discussed in the next section. 
It appears that substantial evidence for the hopping conduction 
mechanism has been observed, since .for an inhomogeneous solid the 
activation energy should not depend on frequency. It is plausible, how .. 
ever, that it could depend on uJ in the case of electron hopping. 
In concluding this section, it should be mention.ed that in genera~ 
the dielectric constant is low {5-25) for polymers with high resistivi -
ties (,..._,108 ohm-cm); is intermediate (40-100) for polymers with inter-
mediate resistivities 005 - 106 ohm .. cm}; and is quite large (300 -
50, 000} for polymers with low resistivities (102 - 104 ohm-cm). We 
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Figure 42. Pressure Dependence of the·Resistivity for Polymer: 
· JM96A at Various Frequencies . 
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O-(T, W) and E (T, W} 
The effect of temperature on the conductivity and dielectric con-
stant of the organic semiconductors was studied in two ranges. The 
first temperature range was above room temperature, while the sec -
ond temperature range was down to liquid N 2 and in some cases to liq-
uid He temperature. 
Before inserting the samples into the high pressure dielectric 
cell, they are premolded at IO. 4 kbar in a one.eighth inch die with 
tungsten carbide anvils. The dense pellet is then inserted into a pyro-
phyllite retaining ring, and the assembly is placed in the proper high 
pressure cell. 
In order to study pressure effects above 5 kbar as well as tem-
perature effects on Er and p, the high pressure resistivity cell (Fig-
ure I} was employed in the high temperature range. For the low tem-
perature range, the Chester-Jones clamp ( Cf. Figure 54, Chapter 6} 
was employed. A steady pressure of,"-/ 8 kbar was maintained on the 
specimen by the clamp, while it was examined at very low tempera -
tures. 
Typical high temperature behavior of the polymers studied is dis-
played in Figure 43. There it is seen that for Polymer DPlA, as the 
temperature is increased, Er likewise increases while the A.C. re-
sistivity decreases accordingly. These results are in agreement with 
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Figure 43. Temperature and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer DPlA 
(High Temperature) 
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The pressure effect is very pronounced when one compares the 
25°C curve for Er and p of Figure 43 to that of Figure 38. Here, 
both materials are DPlA, but the former specimen was measured at 
15 kbar, while the latter was measured at I. 1 kbar. 
Low temperature frequency dependencies of Er and (J" (or p ) 
are shown in Figures 44 through 48, as obtained with the aid of Cell III 
(Chester-Jones Clamp). In many cases, the 11 in place11 resistance of 
the sample was greater than 11 meg ohms which was the limit of the 
parallel mode for the bridge used. For such cases, the resistivity was 
not determined; however, the bridge was used in the 11 se:ries 11 mode to 
determine the capacitance alone. 
It is interesting to note the behavior of the dispersion in the poly-
mers studied at low temperatures. Figure 48, in particular, shows the 
effect. At high temperatures, E indicates a very large dispersion, r 
while p is practically constant. But as the temperature is lowered 
such that p gets large, then it exhibits a very large dispersion while 
Er is practically constant. 
Concerning the temperature effect on the dielectric constant, it 
can be seen from the data displayed in Figures 43 through 48 that the 
dielectric constant systematically increases with temperature, with 
the exception of polymers JM85B and JM77B, when there is an inter-
mixing of the 77°K curve with those of higher temperatures. Rosen 
and Pohl (39) also observed a similar crossing of curves at about 330°.K 
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Figµre 44. Temperature and ,Freq\lency Depe;ndence of the Dielectric· 
Con$tant and Reshtivity for ·Polymer JM82 
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Figure 45. Temperature and Frequency Dependence of the Dielectric 
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Figure 46. Temperature and Frequency Dependence of the Dielectric 
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Figure 47. Temperature and Frequency Dependence of the Dielectric 
Constant and Resistivity for Polymer DPIA 
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Figure 48. Temperature andFrequencyDependence of the Dielectric 
Constant and Resistivity for Polymer JM85B 
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The question then is how should one expect E to vary with tem-
r 
perature? Recalling the discussion in the last section on the pressure 
dependency, we saw that the hyperelectronic polarization would be de-
pendent upon the number of charge carriers present on the molecular 
domains. This should still hold true in this case, although the pres -
sure is now being held constant. Since the materials being studied are 
semiconductors, and thus rely on thermal activations to excite carriers 
into the conduction state, it would seem plausible to expect the polari-
zatio11,, and thus the dielectric constant, to be dependent exponentially 
on the temperature, i. e,: 
n cC. exp (-Ea/kT); (48) 
and Er cc n = A exp (-E /kT); a (49) 
or log E cl:. - Ea (50) - . r kT 
The dielectric constants for polymers DPlA, JM85B, and JM77B 
are shown plotted against 1 /T in FigtJres 49, 50, and 51 respectively. 
It is seen that Eq (50) describes their behavior quite well. 
According to Whalley, a normal dielectric solid should exhibit 
the following temperature dependence ( 159): 
log E a: T, 
r 
( 51) 
rather than the inverse T dependence as given by Eq (50) which fits 
the observed behavior of the rpac;:romolecular organ.ic semiconductors. 
Upon examining the curves for JM85B and JM77B, it appears 
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Figure 49. Tempei-ature Pepenc;lence of the Dielectric Cpnstant 
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Figure 50, Temperature Dependence of the Dielectric Constant for 
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Figure 51. Temperature Dependence of the Dielectric Constant fir 
Polymer JM77B at Various Frequencies 
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and at -.1 200°K for JM77B (Cf. Figure 51). Since only limited 9ata 
points were taken in the region fr om 200°K to 77°K, it is difficult to be 
entirely conclusive, but it appears that there are two regions for each 
of these polymers. In the region above the anomalous point, the acti-
vation energies for Er are quite similar to that for the A. C. conduc-
tivity, while below the anomalous point, the activation energies for E 
r 
are very similar to that for producing unpaired spins as determined in 
Chapter IV. 
It would appear that at temperatures in excess of 200°K to 250°K, 
both unpaired spins and carriers localized on molecular domains are 
contributing to the polarization. But below this temperature, only 
spins are contributing. This seems reasonable since the unpaired 
spins may be lying in a shallow trap r-J O. 02 to 0 .• 04 eV below the con-
duction band. As the sample is cooled, the charge carriers are de -
pleted, but the spins become activated into the;! conduction band, since 
the spin activation energy is ~ 5 to 10 times smaller than the charge 
carrier activation energy. 
A comparison of the various activation energies is given in Ta-
ble X. It is seen that the A. C. conduction activation energy is frequen-
cy dependent as was suggested in the last section on pressure effects. 
This further supports the hopping model of conduction. 
In ord~r to further examine the anaomalous temperature depen-
dence of E , more data points were obtained for sample JM77B and 
r 
JM85B. The result of the additional data together with the data shown 
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TA6LE X 
A COMPARISON OF ACTIVATION ENERGIES 
Pres- Temper-
Ea{eV) E (eV) s 
Sample sure ature D.C. A.C. 
No. (kbars) Range 100 Hz 100 KHz 
(Ko) (J" (J" Er (J" Er 
JM85B 1. 8 300-450 0.15 
31. 4 300-450 o. 12 
7.9 250-300 o. 15 0.14 0.14 0.08 0.06 
7.9 77-250 o. 12 0.03 0.03 0.021 
JM77B 1. 8 300-450 0.26 
31. 4 300-450 0.26 
7.9 200-300 o. 15 0.15 0.14 0.14 0.12 
7.9 77-200 0.08 0.03 0.03 0.024 
DPlA I. 8 300-450 o. 11 
31. 4 300-450 0.06 
7.9 150-300 0.10 0.05 0.04 0.04 0.03 
7.9 77-150 0.04 0.03 0,02 0.033 
in Figures 50 and 51 is plotted directly against Tin Figure 52. From 
this result, it appears there is a good possibility that these polymers 
are ferroelectric. If this were so, one would have a very strong case 
in favor of the hyperelectronic polarization model. Unfortunately, the 
expel"imental arrangement would not permit one to obtain adequate data 
in the mid temperature range, which is the range of interest. It is pos-
sible, then, that the anomalies are due to experimental error. 
It is an interesting point, however, to consider that these organ-
ic materials may be ferroelectric. If they are, this could explain the 
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Figure 52. Temperature Dependence of the Dielectric Constant 
for Polymers JM85B and JM77B at 1 KHz (Pos-
sible Ferroelectric Effect) 
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and crossing of the Er dispersion curves at various temperatures. 
It is not totally infeasible to expect organic macromolecular solids to 
exhibit ferroelectricity, since a number of organics are known to form 
macroscopic electric dipoles, i.e., electrets. Gutman and Lyons (52) 
list some 25 organic electrets. Also, many organic solids exhibit ex-
treme piezoresistive effects, and piezoelectric effects, and a few or -
ganic complexes have been identified as ferroelectric;s. Thus, it ap-
pears plausible that macromolecular solids which exhibit hyperelec-
tronic polarization could be ferroelectrics. 
Thus far, we have seen that conventional dielectric theory will 
not account for the observed pressure and temperature dependence of 
the dielectric constant. However, the hyperelectronic polarization 
model agrees with both effects. We now turn to a discussion of the 
~-field dependence of (j' and Er• 
0-(E, W) and E (E, W) 
The effect of both D. C. and A. C. E-field variations on the di-
electric constant and conductivity has been examined at room temper-
ature and a variety of pressures. For those polymers examined, it is 
observed that Er decreases with increasing E-field strength ( either 
A. C. or D. C. ), while (j" increases accordingly. Since the dependence 
of (]" on f°-field strength has been discussed in Chapter III, this dis-
cussion will be limited to the effects on Er • 









DEPENDENCE OF E: (I KHz) UPON A.C. ~-FIELD STRENGTH(a) 
r 
p Er 
(kbar) 57-0 v7cm 340 v7cm 65 v7cm 10 v7cm 6 v7cm 
0.7 206 345 708 1188 1675 
' 
31. 4 3700 4216 482-0 485-0 4900 
31.4 1148 1345 2180 2310 2440 
1.89 60400 61050 61450 61900 6330-0 
12.6 772 1020 1306 1507 1647 










DEPENDENCE OF E: (1 KHz) UPON D.C. ~-FIELD STRENGTH(a) 
r 
Sample P Er 
No. 4 (kbar) 800 V7cm tiOO V7cm 20-0 V7cm 160 V /cm 120 V7-em 80 V/cm 4-0 V /cm 
DPlA I. 89 198 208 322 354 39{, 492 634 
DPIA 12.6 824 1206 1790 2020 2270 2670 3280 
JM85B l. 89 50700 56800 59000 59400 
SK3A 12.6 1179 1230 1350 1350 1367 1398 1430 
JM77B 12.6 597 790 1006 1068 1159 1312 1608 











and XII for several polymers. Regarding this nearly l / IEJ depen -
dence of € r• it is to be expected if one employs hyperelectronic polar-
ization model. 
It was postulated earlier that the thermally excited charge car-
riers are highly delocalized on extremely long molecular domains, in 
such a manner as to exhibit a near zero polarization in the absence of 
an E-field. Upon the application of an l!-field, the monopoles are 
shifted through very long paths, thus creating an unusually large po -
larization. 
Since the monopoles are delocalized in a region of near-zero re-
sistance, it should take only a small amount of energy (and hence a 
-small E-field) to completely displace the highly mobile charge to the 
far end of the molecular domain. As the field strength is increased 
, 
· further, hopping of the carrier from one molecule to another, rather 
than the oscillation of the carrier within its respective domain, will 
predominate. This is readily seen since the carrier will be given 
enough energy from the field change over the long length of the molec-
ular domain (,..... 4000 .R) to hop the energy barrier at the end of the do-
main. After hopping, the motion of the carriers will no longer be in 
phase with the oscillations of carriers still localized on di~tant molec-
ular domains, and thus the hyper electronic polarization effect even -
tually disappears as the field is increased without limit. 
A simple mathematical model which accounts for this l / l"fl de-
pendence of Er has been suggested by Pohl and Pollak ( 161 ). Consider 
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the solid to be composed of highly elongated needle like molecules, of 
0 
average length ,-.J 4000 A, and average diameter corresponding to the 
0 
diameter of a benzene ring ( "'4 A). Further, assume that the solid 
possesses localized regions of high order, where the molecules are 
stacked parallel. Consider at random a unit cube of dimension equal 
to the average molecular length L to be such a localized region. 
The number of charge carriers within the cube is given by the 
Boltzmann distribution as: 
n = n exp (- D. E/2kT) • 
0 
(52) 
The entire cube may be treated as a plasma, since it is in electrical 
equilibrium; and further, since we are interested in the distortion of 
the cube when an E-field is applied along one of its axes, we shall treat 
the system as a one dimensional solid only. 
Thus, along the line of action of the E-field, we treat the system 
as having a linear charge density Ah for holes and A~ for electrons 
with Ah : /\ e• (Cf. below.) When an E-field is applied, a shift or 





Now the linear charge density is given by: 
A : n x L 2 fel : Ah , 
e 
-< E~O 
+ + .j.. + ++ 
t::: 
(53) 
where n : number of carriers /volume, Lis the molecular length, and 
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jej is. the electronic charge • 
. ·· . . . ... - .····· ..... · ... ··. ,,' · .. · ..... . 
The work done by the external E-field in ·redi~~ributing ~he charge 
is: 
·- - - ·-w : µ. • E : Q E • D. L .; (54) 
while the increase in internalenergy. is: given hy: .· 
. . . . . . ' . . . . . ' 
...... · qi qz < Ah AL) (Ae 6-t>· 
·. V; E- :• ... ·.· X ( L . 
• (55). 
Now th,e dipole moment is: 
µ = QL : ( Ae AL) L. : . {Ah 6.1.,)J.;, · (.56) 
($7) 
Equating the work done ·op, the system. to· the i,icrease in internal energy·· 
. . . . . . . . . . . . 
yields: 
or: 
. . . . . : 
µ..2 - ' .... · .. - ' . · E.1.?° 
E :._µ_ 
flj L 3 
,' ;.'> 
. U1;1ing Eq (53), Eq (59} becomes: 
. ( A.6L)L . E: .. 
. lfl L 3 . 
- '!lL2 1el.6·LL • 
-- . IE'I L3 •. . • . 
. .. . 








Hence, it is seen from this :very simplified mo_c;iel that E r (s inversely 
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.. 
dependent on the E-field. It is further seen that it has the proper tern .. 
perature dependence as discussed in the last section. 
Eq (62) may be modified according to Eq (43) to include the pres-
sure dependence, giving: 
exp {-4E/2kT) exp (b1Pl/Z). (63) 
It should be noted that Eq {63) does not have a time or frequency Ci.epen-
dence, i.e., it yields a steady state solution only. To include transient 
behavior, Eq (63) can be amended to: 
exp {-AE/2kT) exp{b1P 1/ 2) [1- exp(-t/7")], 
(64) 
where 7" is the relaxation time, or the time for a carrier to diffuse a 
set distance along the edge of the unit cube. 
Eq (64) is seen to satisfactorily agree with the effects observed 
on the macromolecular solids investigated in this study as can be shown 
by an example calculation. Choosing typical values for the parameters 
of a sample to be: 
AL L/2 ,.._, 4000 X12 - 2 x 10·7 M - -
n ':::::! 
0 
1021 /cc : 1026 /M3 
e - I. 6 x 1 o-I 9 c oul -
lfl - 25 V /cm - 3 - ... 2.5xl0 V/M 
E - 2Ea = O. 5 eV 
p - 0 -
T = 300°K 
t = co • 
Then one finds: E : 1450 • 
r 
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As the ~-field increases to 250 V /cm, the calculated E drops 
r 
to 145. On examining the data in Tables XI and XII, it is seen that none 
-of the polymers exhibits a drop in E by a factor of 10 when the E-field r 
is correspondingly increased by a factor of IO. However, it is seen 
-that in all cases E drops with E-field. Consider, e.g., polymer 
r -JM77B at 40 V / cm {Table XII). When the E-field is increased by a fac-
tor of ,......, 10, it is seen that E drops to ,..J I /2 of its original value. 
r 
Again, this same effect is observed for sample DPlA at pressures of 
-I. 89 and 12. 6 kbar in Table XII when the E-field is increased from 
..,......40 V /cm to ,,...., 400 V /cm. 
Possibly a better choice would be a model that is dependent upon 
the inverse square root of E, or at least E to some power smaller 
than -1. At any rate, the simplified model qualitatively fits the obser-
vations. 
Tables XI and XII bear out something further. At high pressures, 
~ 
the D. C. E-field effect is much more pronounced on Er than the A. C. 
-E-field dependence (e.g., polymer DPIA), while at lower pressures 
they each have about the same effect on E • 
r 
With regard to the dispersion and the relaxation times observed 
in these macromolecular solids, considering T ~ 10- 3 sec and t e:t l /W, 
one finds for the example calculation of E r the expected frequency de-
pendence as shown on the following page. 
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T t w -t!T 1 -t/T Er e - e 
10- 3 CX) 0 0 1 1450 
10"' 3 10-2 102 e -10 1 1440 
10- 3 10- 3 103 e -1 o. 63 925 
10- 3 10-4 104 -0.1 0.095 138 e 
Thus, it is seen that in all respects regarding the dependence of 
~ 
€ r upon E, P, T, and W , Eq ( 64) qualitatively accounts for the be ... 
havior observed. Hence, the hyperelectronic polarization model seems 
to fit the observed effects, whereas the normal dielectric theories of 
polarization do not predict the proper dependencies of € upon E, P, 
r 
T, and W • 
Relaxation Times and Dispersion 
Convincing evidence for the observance of hyperelectronic polar-
ization in macromolecules can be seen from an examination of the fre-
quency response of the dielectric constant and resistivity. It has al-
ready been mentioned that for the samples studied, we saw a strong 
dispersion in the dielectric constant near a frequency of 1-10 KHz. 
The question is raised as to whether this dispersion frequency, 
· d. · 1 · · h d f 1 o- 3 t 1 o-4 · · 1n 1cating a re axat1on time on t e or er o o sec, 1s cons1s-
tent with what one would expect from a simple treatment of a polycrys-
talline sample, in which one observes Maxwell-Wagner type polariza-
tion (53-60, 145, 146). 
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In dealing with ceramic or other polyphase materials, one may 
choose a method of characterizing the sample's electrical behavior 
from a number of equivalent circuit configurations as was discussed 
earlier. Considering the simplest circuit (Figure 29 f) as the equiva-
lent configuration for the macromolecular solids, the order of magni-
tude of the relaxation times will now be estimated. 
To arrive at an order of magnitude estimate of the relaxation 
time, temporarily consider the sample as composed of a one dimen -
sional array of cubic bulk grains of dimension d, separated by air gaps 
of dimension t. For such a case, the Maxwell-Wagner relaxation time 
is given by: 
where A is the cross section of the grain and gap; Eg and Pb are the 
relative dielectric constant of the gap and resistivity of the bulk grain, 
respectively; and E0 is the permittivity of free space. The order of 
magnitude of TMW for such a system are now estimated by assigning 
reasonable values to the above parameters. 
Consider, for example, Sample DPlA. A bulk resistivity and di-
electric constant of R = 102 ohm cm and E b ::.. 10 ; a gap resis-
20 
tivity and dielectric constant of O = 10 ohm cm and E = l; a lg g 
grain size of d = 10 micron; and a gap of t = 1000 X are estimated 
to be reasonable parameters for the sample. From t~ese values, one 
calculates the relaxation time from Eq (65) to be: 
(10 x 10- 6,M) 
T.MW::; (I ohm-M) (1) (8.85 x 10- 12 Fd/M) 
100 x 10-IOM 
T ,-..J l o-9 s e c. 
MW-
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This value of T is far removed from the value c;>bsel;'ved ( T b. ~ 10·3 
O S 
sec). 
One may choose to use a more elegant. MaxweU-Wc1,gner model 
. . . 
for computing the relaxation times in hopes of obtaining better agree.,.. 
ment with the observed T b • For example, Takashima (162) has de-
o s . . 
veloped an expression for T · for dielectric particles dispersed in a 
continuous medium given by: 
(66) 
where E 1 and o-1 are the dielectric constant and conductivity of the 
particles;. and E 2 and cr2 are the dielectric constant a:n.d conductivi-
ty of the medium. (Note: Here E is not the relative dielectric con-
stant as befo.re used. We therefore, must multiply· Eq (66) by E .• ) 
' . . . . . 0 
Taking the same values for sample DPIA al'l used in the above 
calculation of TMW' we find: 
: L?(lO) + l] (8.85xlo-12Fd/M) 
4n' ~(l) + 10 .. 20] (ohm M) -I 
'T 10- 11 sec. 
This T does not agree as well with 'obs as does the simple 
model which was first chosen. Further examples of relaxation times 




Eo P1 Pz ( El + x z) 
x P1 + P2 
(67) 
where p1 and E 1 are the oxide layer parameters; P2 and E 2 are 
the bulk grain parameters; and x :::::: ratio of the thickne 9 s of the ox-. 
ide layers to the grains. 
Again using the data for Polymer DPIA (and taking Koop 1s value 
of x - o. 45 x l o- 2), we find: 
One could continq_e using various models such as those developed 
by Verwey (54), Hilborn (57}, and Sillars (59); however, it is apparent 
that the application of such models will not fit the observed behavior of 
the dispersion. The anomaly can be removed, however, if one uses 
the hyper electronic polarization model in which the molecule is con -
sidered to be quite elongated, and is treated as the bulk grain. 
Pollak {60 has pointed out in an analysis of Takashima 1 s (162) 
approach to calculating relaxation times for DJ\lA that Eq (66) is not ap-
pl:i.cable to the cases of highly elonga,ted molecules. He developed an 
expression for T which is appropriate to the case of Maxwell-Wagner, 
mechanism for highly elongated molecules. For such a case of elon -
gated molecules, of length Land diameter b, with b << L, Pollak1s 
relaxation time, T p, is given by two forms; one representing polari -
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zation along the long dimension, the other along the short o.imension: 
(68a) 
(68b) 
where. C : 2 ln (4L 2 /b2); E is an average dielectric constant of the 
medium and the molecules; and CT L and Eb are the conductivitiesi:n 
the respective directions within the molecule. 
Since the large domain is dominant for observing hyperelectro1+ic .· 
polarization, we are concerned with only Eq (68a) above. Further, 
since we are interested in an order of magnitude calculation only, Pol-
lak (62) has suggested replacing Eq (68a) with: 
(69) 
Again, using the parameters chosen for sample DPlA, and in ad-
. 0 . . . . . . . 
dition using for L the values of~ 1500 A as determined by the spin ac-
.... . 
tivation measurement and the E-field roeasurement as discussed in 
Chapter III and IV, and for b, the average chain diameter distance of - . 
0 
4 A, one computes T p to be: 
TP :::: 10 (8. 85 x 10- 12 ) Fd/M (l ohm M) 




This calculated T p agrees well with the observed T obs' and lends 
strong support to the interpretation of the high dielectric constants ob-
served as due to hyperelectronicjwlarization so postulated ecr,:lier. 
Table XIII Usts estimated parameters for 11 polymers examined 
, TABLE XIII 
ESTIMATED PARAMETERS FOR POLYMERS 
Bulk Properties Gap Properties 
Polym~_r Eb -Pb (ohm· cm) d (microns) L (X){a) b (X). Eg p (oh:tn cm) t (A) g 
-
EHE102 10 106 1000 100 4 1 1020 104 
EHE59 10 103 100 2500 4 1 1020 103 
JM77B 10 103 10 1900 4 1 1020 103 
.DPlA 10 102 10 1500 4 1 1.020 103 
·SK3A 10 103 10 2500 4 1 1020 . 103 
JM85B 10 102 10 2000 4 l 1020 103 
.JM82 10 102 10 . 5200 4 I 
.· 1020 
103 
JM50 10 103 10 15500 4· I io20 103 
JM96A 10 104 10 ·. 25-00 4 1 1020 · 103 
JM97A. 10 104 10 ·250-0 4. I 1020 103 
,JM89B 10 104 10 2500 4 1 1020 103 
N 
(a)· Obtained from ESR measurements and. E-field measu:rerrients. · 0 ..... 
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in this study, while Table XIV lists the relaxation times as computed 
by the formulae used for sample DPIA. It is seen that in all cases, the 
Pollak relaxation time closely agrees with the observed relaxation time. 
Hence, from an analysis of the relaxation times, we see that the 
results indicate normal macroscopic Maxwell-Wagner polarization can-
not account for the observed results; however, hyperelectronic polari-
zation or Maxwell-Wagner polarization on the molecular scale can rec-
oncile the anomaly in relaxation times. 
Electrode Studies and Sample Morphology 
It is well known that macroscopic scale Maxwell-Wagner (inter -
facial) polarization depends sensitively upon the morphology of the ma-
terials present. Typical assemblies of materials exhibiting such Max-
well-Wagner polarization are alternant sheets of metal and insulator or 
dispersions of metallic spheres in an insulator matrix (145) or com -
pactions of conducting oxide grains surrounded by a thin layer or pelli-
cle of less conductive materials or by voids (54-60). The observedfre-
quency response of the effective dielectric constant and 11 in-place11 re-
sistance of these macroscopically inhomogeneous materials can be sim-
ulated "theoretically" by curve fitting, using lumped circuit equivalents 
with a complex of virtual resistors and capacitors in various series and 
parallel arrays as has been discussed earlier (54-60, 145, 163). The 
method of lumped circuit equivalents is a powerful means for giving an 
"engineering" description of practically any dielectric, even, .as von 
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TABLE XIV 
RELAXATION TIMES OF MACROMOLECULAR SOLIDS 
(a) 
Relaxation Time {sec) 
Polymer (5) (c) 'r (d) T, (e) 
Tobs 'MW 'TT K p 
EHE102 -10-2 10-4 10-1 10-S 10""2 
EHE59 -10-4 10-7 10-10 10-8 10-4 
JM77B 10- 3 - 10-4 10""8 10-10 10·8 10-4 
DPlA 10- 3 - 10- 5 10-9 10"" 11 10-9 10- 5 
SK3A 10- 3 .. 10-4 10-8 10-10 10""8 10-4 
JM85B 10- 3 .. 10-4 10-9 10-ll 10-9 10-4 
JM82 10- 3 10-9 10"' 11 10-9 10-4 
JM50 10-2 - 10- 3 10""8 10-10 10-8 10- 3 
JM96A 10-3 10-7 10-9 10-7 10- 3 
JM97A 10-2 - 10- 3 10""7 10-9 10-1 10"" 3 
JM89B 10-2 - 10- 3 10-7 10-9 10-1 10- 3 
(a) 
'obs = observed relaxation time. 
{b) 1MW: relaxation time as calculated from Maxwell-Wagner 
methods [Eq (65)] • 
(c) 
'T = relaxation time as calculated by Takashima 1s method 
~q (66)] • 
(d) 'K - relaxation time as calculated by Koop 1s method (Eq (67)]. -
(e) 'p - relaxation time as calculated by Pollak1s method -
{j;q (69)] • 
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Hippe! (145} showed, for water or chlorinated hydrocarbons which are 
certainly single phase systems. The fact that a given dielectric's be -
havior can practically always be expressed in terms of lumped circuit 
equivalents has led some to the rrroneous belief that a successful de-· 
scription of the dielectric characteristics by lumped circuit equivalents 
then implies that the material is displaying macroscopic scale Maxwell-
Wagner or interfacial polarization. Such a conclusion is unwarranted, 
as von Hippe! showed in the cases of water and the chlorinated hydro-
carbons. In the present case of the study of macromolecular solids 
which exhibit very high dielectric constants, one could construct a 
lumped circuit equivalent made of virtual capacitors and resistors in 
some array which would give an excellent engineering description of a 
given polymer; but that type of analysis would present no evidence, pro 
or con, as to the fundamental nature of the polarization processes ac-
tually present. An analysis by lumped circuit equivalents cannot in it ... 
self distinguish between macroscopic scale Maxwell-Wagner (interfa-
cial} polarization and molecular scale Maxwell .. Wagner (hyper electronic) 
polarization. 
How then can one distinguish between interfacial polarization on 
the one hand which always involves at least two phases of materials; 
and on the other, those polarizations which are molecular in their scale 
of origin? In particular what evidence can be adduced to say that in the 
polymers under discussion here, the polarization is hyperelectronic 
plus other molecular scale polarizattons rather than macroscopic and 
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interfacial polarization? 
To begin with, it is pointed out that these polymers are single, 
highly purified materials. Under the conditions of measurement [tem-
peratures up to 150°C, pressures up to 20 kbar (300, 000 psi)] , the 
samples must be void-free, for these pressures are a factor of about 
ten higher than the compressive or tensile strengths for known organic 
polymers ( 164). These polymers cannot therefore be giving rise to an 
interfacial polarization of a particle-void-particle type, for the dielec .. 
tric properties vary smoothly with pressure and temperature over all 
ranges. The dielectric constant, for example, increases steadily with 
pressure even at the extreme pressures and shows no sign of collapse 
at the extreme pressures as might be expected for voids in soft mate-
rials. 
It might be argued that the polymers, here found to have high di-
electric constants, have some special gross morphology capable of 
showing interfacial polarization, such as consisting of conductive par-
ticles surrounded by thin pellicles of poorly conductive polymer. Such 
an argument is very hard to refute for its proponent can always retreat 
to supposing "insulating monolayers" and the like for which no techni-
ques known to the author would suffice to show as being positively ab-
sent. However, the following evidences are considered as constituting 
considerable grounds for the basence of two such polymeric phases 
causing the observed high polarization. 
First, the pure polymer SK3A, which is Cu(II)-NN 1 - dimethyl 
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rubeanate polymer, is very soft and flows like butter under these pres-
sures. Under high magnification, molded samples show no evidence of 
physical inhomogeneity. It is furthermore very difficult to conceive 
that this single substance of high dielectric constant ( r..J 1600) can main-
tain a two phase nature, like, for example, in the ceramic or oxide 
compacts (54-60, 163) with a thin poorly conducting layer always sur -
rounding a conducting region throughout the pressure range and tern -
perature range of the experiment. If conducting regions gain contact 
across the sample, they "shunt out11 the interfacial polarization. Thus, 
it is concluded that the Cu(II)-NN1 dimethyl rubeanate polymer is a 
macroscopically homogeneous polymer displaying hyperelectronic po-
larization. 
Second, if a polymer sample is indeed an assembly of conductive 
grains each wrapped in a layer of poorly conductive substance, one 
would expect that harsh physical treatment as by intense and long con-
tinued shearing would bring about notable changes in the grain-to-layer 
distribution and therefore in the interfacial polarization. But exposure 
of the polymer even to drastic shear produces no particularly signifi-
cant change, as one can see by inspection of the data of Table XV. The 
sheared sample, premolded at 20 kbar was subjected to 3° of shear 
ten times while under 2. 5 kbar of unaxial pressure and in a layer O. 25 
mm thick. The dielectric constants for the sheared and unsheared 
samples agree to within ± 10%, the precision of measurement. 













ELECTRODE, THICK:NESS, AND SHEAR EFFE<;::TS ON 
DIELECTRIC CONSTANT OFPQLYMER PPlA(a)· 
Sample fr 
Mechanical Electrode Thickness 
Treatment Material t {mrn) lOOHz lKHz lOKHz 
Unsheared WC 0.33 590 451 336 
Unsheared we 0.25 600 470 342. 
Unsheared WC 0.24 750 490 260 
Unsheared · WC 0.16 732 485 303 
Unsheared WC o • .13 565 425 336 
Unsheared Pt 0.33 680 480 305 
· Unsheared Al;l 0.24 666 520 280 
Sheared WC o. 14 680 · 445 300 
(60°at 2.5 kbar) 












of conducting grains surrounded by a high resistive layer, a study of 
polarization on grain particle size was performed. Polymer EHE102, 
s somewhat more dense and physically harder sample, which forms 
much larger polycrystalline particles than the other polymers, was 
chosen for this investigation, since it did not exhibit a significant de-
gree of hyperelectronic polarization. At 100 Hz, the dielectric con-
stant of EHE102 varied from ,-...J 15 to 50 at room temperature under 
pressures from 1. 4 kbar to 20 kbar, respectively. It exhibited only a 
very slight E-field dependency of E and a-. (Note, however, that the 
r 
field measurements indicate a very short molecular length for polymer 
EHE102, which, when used in the Pollak relaxation equation yields 
Tp : 10-2 which is in agreement with the observed T obs•) Thus, 
if the polarization as observed in these macromolecular solids is ac-
tually due to the grain size, perhaps EHE102 could be made to exhibit 
a higher polarizability by diminishing the particle size. 
Polymer EHE102 was gound in a stainless steel micro-mill, and 
the resulting powder was sorted through several sieves, resulting in 
particle sizes ranging from >> 125 J-1., to << 1500fL. Microscopic in-
vestigation of the smallest particle size of polymer EHE102 indicated 
that they were on the order of the size of the particles of those poly -
mers which exhibit high polarizability. 
Measurements of the electrical properties of the smallest parti-
cles of EHE102 indicated no significant change in Er nor p as com-
pared to those for the largest particles, when each was measured under 
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similar conditions. This lack of change in E with particle size, to-r 
gether with the agreement of relaxation times, would indicate that the 
absence of high polarizability in polymer EHE102 is due to the small 
molecular domains. Thus, the polarizability as observed is somewhat 
smaller but is consistent with the hyperelectronic polarization picture. 
It is concluded, then, from the knowledge that these polymers are 
single substances and from the evidence of microscopic examination, 
from the observance of high ( 1600) dielectric constant on a polymer 
which is physically weak and waxy, and from the unchanging dielectric 
behavior despite drastic shear and change in particle size, that the ob-
served high polarizability here is not due to the presence of two phases 
(i.e., interfacial polarization). There remains the possibility that the 
observed effective high dielectric constants on these polymers is due 
perhaps to a surface layer effect between the sample and the contacting 
electrodes of the measuring cell. If this were the case, it should show 
up on changing sample thickness or on changing electrode materials. 
As can be seen from the data of Table XV, the experimentally meas -
ured dielectric constant is not a function of sample thickness. From 
the data of Table XV and further from Figure 53, it is seen that the 
electrode material has no visible effect. It is concluded, therefore, 
that surface polarization effects are absent or so small as to be within 
experimental error. They certainly cannot account for the observed 
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0 WC Sheared 
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Frequency (Hz) 
Figure 53. Frequency Dependence of the Dielectric Constant for 
Polymer DPIA Using Various Electrodes and 
Mechanical Shearing Stress 
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Unpaired Spins and o2 Effects 
• 
As mentioned in an earlier section of this chapter, there is an in-
dication that ( r is related to the unpaired spin concentration in the 
sample by way of a similarity in low temperature activation energies 
for E and S. Since we have seen in Chapter IV that (T is a direct 
r 
function of the spin density, we would likewise expect Er to be such, 
since Er is found to be larger in materials with high CT 1s. 
A study of the dependence of Er on changing the spin concentra-
tion was performed on polymer DPlA. After first determining Er and 
p in air, the specimen was outgassed and quenched with o2• The 
electrical properties were once again measured in air. It was found 
that p had slightly decreased, while Er had decreased considerably. 
Outgassing of the specimen again, with Er being determined in an N2 
atmosphere (sample is free from 0 2) resulted in an increase in Er to 
a value slightly larger than the initial value. In each case, p is only 
slightly effected. 
Another DPlA specimen was measured in air, after which it was 
heated in vacuum to 700°C. Er and p were again determined, with 
the resistivity being lowered by more than an order of magnitude, while 
E being decreased by "-' a factor of 2-1 /2. Outgassing and remeas-
r 
urement of Er and p in an N2 atmosphere did not result in a signifi-
cant change from the heat-treated values. 
In each case above, the spin density was determined. The result 
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indicates that o2 quenching depletes the spins by a factor of "'-JI 0, while 
heating the sample completely quenched the signal. The o2 effect is 
reversible (Cf. Chapter IV) while the heat treatment was irreversible. 
Apparently pyrolysis of the specimen had occurred at the high tempera ... 
ture, thus accounting for the drop in resistivity. (Pyropolymers are 
much more conductive than PAQR polymers.) 
Hence, it is seen that a o.irect relation between spins and Er 
exists. Although a model has not been worked out to give the qualita-
tive dependence, it is seen that E is directly proportional to S in 
r 
some fashion. This observation is in agreement with the low tempera-
ture measurements of Er' where it was seen that the activation energy 
for Er was approximately equal to the spin activation energy below 
r0 200°K. 
A further oxygen effect was observed on E • After initial meas-
r 
urements of Er and p with various electrode materials, the speci-
men was left in air for some time. Further measurements of E and 
r 
p indicated that E was somewhat larger, and indicated an increased 
r 
dispersion in fr when checked with the various electrodes. This ef-
feet was shown to be due to the build up of an oxide layer on the surface 
since outgassing of the specimen and remeasuring Er in an N 2 atmos-
phere gave the initial results. 
The effect of an 0 2 layer was simulated also by using Al elec -
trodes (which were highly oxidized). These measurements indicated a 
very large dispersion in E r. In all cases, the oxide layer effect on 
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p was not too pronounced, excepting for the case of the Al electrodes. 
At all times, when measurements were made on a dry freshly premold-
ed specimen with clean electrodes, there was no difference in the re -




A. C, polarization and conduction measurements have been made 
on eleven macromolecular solids which have been previously classified 
as organic semiconductors. An unusually large polarization was ob-
served in these solids, with dielectric constants ranging as high as 
70, 000. This unusual and normally unexpected result has been attri-
buted to hyperelectronic polarization, 
Hyperelectronic polarization, first suggested by Rosen and Pohl 
+--
(38, 39), is due to the interaction of an externally applied E-field with 
thermally produced ion or exciton charge pairs which are temporarily 
localized on extremely long molecular domains of near-zero resistance 
as are present in highly conjugated macromolecular organic solids. 
The observed variations in the dielectric constant, E , and con-
r 
ductivity, CT, (or resistivity, p) for the materials studied were found 
to be consistent in all respects with the proposed model of hyperelec -
'" tronic polarization. In particular, the dielectric constant was observed 
to be exponentially dependent on P 112 , inversely dependent on the ap-
-plied E-field, and exponentially dependent on - l /T; while the resis-
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tivity was seen to vary exponentially with -Pl/2, directly with the f_ 
field, and exponentially with 1 /T. Both € and 
r 
p exhibited disper-
sion, relaxing at a frequency W "'"'1 o3 to 1 o4 Hz, or a relaxation time 
T rJ 10- 3 to 10-4 , w1'th p · 1 h · 1 'ld d' · 1n genera s owing on y m1 1spers1on, 
while Er exhibited pronounced dispersion. A mathematical model was 
developed which accounts for the observed dependences of Er and p , 
and which is consistent with the model of hyperelectronic polarization. 
By applying Pollak1 s {160) criteria for detecting band type condu~ 
tion as opposed to the hopping type conduction, the dispersion of p and 
Er gives evidence of the hopping model, and hence lends additional sup-
port to the model of hyperelectronic polarization. Further support of 
hyperelectronic polarization was obtained by the resolution of the anom-
alies in the expected and observed relaxation times of these dispersions 
which was accomplished by applying Pollak1s relaxation model (61, 62). 
Low temperature studies of several polymers indicated a connec-
tion between E and the unpaired spin concentration, S, in the mate -
r 
rial by way of a similarity in the activation energies £or Er and for S 
below ,,...__, 200°K. Further direct studies supported this as E was seen 
r 
to vary directly with S, as the spin concentration for a given polymer 
was changed by various heating and outgassing treatments. 
Also, in a couple of polymers, anomalous behavior of E in the 
r 
regions of T ,-.....j 250°K to 200°K, and again at T ~ 90°K to 77°K in -
dicated the possibility that these macromolecular organic solids may 
be ferroelectric in nature. Poor experimental arrangements would not 
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allow adequate data to be obtained in the mid-temperature range. It is 
possible that the effects were due to experimental error. However, if 
these materials were found to be ferroelectric, it would lend more sup-
port to the hyper electronic polarization model, and would further clari .. 
fy other anomalies in E - T studies reported by Rosen and Pohl ( 38, 
r 
39) earlier. 
Since hyperelectronic polarization is observed to exhibit <lisper-
sion in the region normally attributed to Maxwell-Wagner surface po-
larization, it was necessary to establish that the observations were in-
deed due to hyper electronic polarization and not to Maxwell- Wagner 
polarization. This was accomplished by showing: 
I. The observed dependence of Er upon pressure is not what is 
expected fron, conventional polarization theories. 
2. The observed dependence of Er upon temperature is not what 
is expected from conventional polarization theories. 
-3. The observed dependence of E upon E-field strength is non-. r 
linear and not what is to be expected from conventional po -
larization theories. For cases reported in the literature for 
... 
Er being E-field dependent, it is normally attributed to sur-
face polarization and blocking layer capacitance effects. 
These effects would be dependent upon the type of electrode 
used, and upon the sample thickness. Studies performed in 
this investigation showed that E is independent of the elec-
r 




The dependence of E upon particle size in a polycrystalline r 
sample and hence upon grain-boundary effects was negligible. 
For Maxwell- Wagner pola:dzation, grain boundaries and sur-
phase-bulk effects, etc. play the leading role. 
The dependence of E upon exposure of the sample to severe 
r 
pressure and temperature treatment and shearing stress was 
found to be negligible. If the sample were composed of two 
or more phases, or of voids in the bulk, severe pressure 
treatment should result in a sharp discontinuity of Er; or 
shearing should rupture the insulating layer and give rise to 
a drastic change in Er. These effects were not observed. 
Further, microscopic examination of the specimen indicated 
it was a single material and showed no evidence of physical 
inhomogeneity. 
6. The observed dispersion relaxation times (T ./'J 10- 3 to 10-4 
sec) did not agree with the calculated Maxwell-Wagner model 
relaxation times ( T ,.._, I o-9 to Io-I l sec), but the anomaly 
between these relaxation times was resolved by applying Pol-
lak1s (61, 62) model which assumes extremely long molecules, 
a basic postulate of the hyperelectronic model. 
Hence, it is concluded on the grounds of the lack of expected ob-
servable Maxwell-Wagner effects, together with the lack of convention-
al polarization theories to explain the phenomenon of unusually large 
dielectric constants in materials normally classed as insulators and 
217 
plastics; that the observed effects are not due to normal surface-grain 
boundary polarization of the Maxwell-Wagner type. However, if one 
assumes the hyperelectronic model to be applicable, whereby: (1) the 
grain boundary is replaced by the molecule itself; and (2) the relaxation 
time is modified by the product of the square of the ratio of the molecu-
_lar length to molecular diameter as suggested by Pollak (61, 62); one 
then finds the calculated relaxation time is in agreement with the ob -
served relaxation time. Thus, hyperelectronic polarization may be 
looked upon as Maxwell- Wagner polarization occurring on a molecular 
scale, and it is concluded that hyperelectronic polarization is the prin-
cipal contribution to the high polarizabilities of long polymeric ekacon-
jugated (15, 39, 45) macromolecular solids. 
Suggestions for Future Studies 
Hyperelectronic polarization has been based upon the concept that 
highly mobile charges located on highly elongated molecules can exhibit 
a very large polarization when a weak E-field is applied, due to the 
large dipole moment arm. It has been suggested that these molecules, 
and hence, the moment arms, are on the order of 4000 R in length. 
Unfortunately, the polymers in which hyperelectronic polariza-
tion has been observed are insoluble, so that the usual osmotic or vis-
cosimetric methods of molecular weight determination are upavailable. 
Thus, one can not make direct determinations of molecular weights or 
lengths. As has been discus~ed in this thesis (Chapter III and IV) there 
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are two alternate methods, the E-field dependence of conductivity, and 
the spin activation energy, which may be employed to infer the approx-
imate molecular length. Both of these methods are approximate only; 
but tend to give satisfactory agreement when compared. 
In view of the inference that hyperelectronic polarization is mo-
lecular in scale, it would be well to study semiconducting polymers 
which are soluble, such that actual molecular lengths and molecular 
weights could be obtained, and thus one could investigate the polariza-
tion as a function of molecular weight and molecular length. In this 
fashion, if hyperelectronic polarization is observed, one could accept 
or reject the hypothesis of its being molecular in origin. 
With regard to the possibility of those polymers which exhibit hy-
perelectronic polarization being ferroelectric, it would be worth while 
to study those polymers very carefully to determine the E dependence 
r 
on temperature over a very large temperature range. 
Further investigation into the morphology of the polymers would 
also appear in order. It would be well to study the surface of the ma-
terials before and after shearing with aid of electron microscopy. In 
addition, one could utilize a D. C. conductivity noise fluctuation tech-
nique to obtain information as to whether the sample is amorphous or 
polycrystalline. Brophy (165) has shown that plastic deformation of 
single crystals leads to a considerable increase in the current noise 
(i.e. fluctuations in 0-). Kornfel'd and Sochava (166, 167) further ob -
served that a polycrystalline material is very noisy, with the noise 
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falling off exponentially with temperature of the sample, while an amor-
.phous material is much less noisy. Further, a liquid polycrystalline 
melt has almost no noise, i.e., it is below the limit of the detective 
system. A.n alternate way o~ studying $ample morphology has been pro-
· posed by Stegavik (168) making use of statistical. fluctuations in x·ray 
reflections and x~ray diffractions •. 
In addition, since it has been established that the·dielectric con .. 
stant is depenclerit on both the charge carrier and spin densities, op.e 
could re-exi:l-mine the polymers reported in this study to determine 
qualitatively how Er varies With spins. ln this fashion, one coqld pos-
sibly learn how tQ modify the polymer chemically (sµch as was don~ in 
the study of the .effects of the variation of the acene-anhydride system 
on conductivity in Chapter UI) to produce materials with Vf;iry high Er's 
. . . 
hut low 0- 1 s. Such a material wo1Jlcl be of interest to a host of scien-
tis ts and engineers. 
CHAPTER VI 
A SEARCH FOR ORGANIC SUPERCONDUCTORS 
Introductic;m 
Superconductivity was discpvere¢l in 1911 when Kamerlingh 
1 ' . . 
.· . . . 
. Onnes ( 169) observed that the electrical resista.nc~ of a mercury wire 
. . . . . 
. . . : . 
va11,ished c0mpletely as it was cooled below a certain temperature •. 
This temperature is now Cq.Ued the critical temperature (Tc>, and as 
the material is Cooled below. this temperature, it is said to be trans-
formed from its normal state of hig4 reSistal;l.ce into the supercon -
ducting state of zero :resistance. 
Following his initial discovery of superconductivity, Onnes soon 
found that lead and tin were also superconducting. Be further found 
.that· the metal could be transformed from the superconducting state 
back to its noljmal state even though it was below the critic;3.l teµipera-
ture, .if a current larger than some critical value (Ic) were passed· 
t]i.rough the wire ( 170)~ . Later this effect was linked to the magnetic 
field produced by the current; thus, a magnetic field la:r;ger ~han some 
criticaJ value (H ) forces the superconducting metal to return to its c . 
normc1,i' state of high resistance. 
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Superconductivity has been. discovered in many metallic elements 
of the periodic system, and also in many alloys, intermetallic com-
pounds, and semiconductors. The range of transition temperatures 
(Tc) known at the present extends from 18. os°K for the alloy Nb 3Sn 
to O. 01 °K for the semiconductor SrTi03• In 1963, Matthias, Geballe, 
and Compton ( 171) listed 26 metallic elements as superconductors. 
Prior to the increased activity in the area of organic semicon .. 
ducting materials in the late fifties (as was mentioned in Chapter I) a 
suggestion was made by F. London (172) to the effect that some of the 
more complicated organic macromolecules which play an important 
role in biochemical processes, might possibly exist in a superfluid 
state, and hence, might exhibit superconductivity. 
In 1964, Little (44) discussed the possibility of synthesizing an 
organic macromolecule which would exhibit superconductivity. This 
was followed by another suggestion (63), in which he proposed certain 
types of organic materials might exhibit superconductivity at room 
temperature (300°K) and, in fact, at temperatures as high as 2, 000°K. 
This is, indeed, a startling p:rediction, since the highest transi-
tion temperature known for any material to become superconducting 
is 18°K, well below the predicted 300°K. 
As was pointed out in Chapter I, it can be expected from theoret-
ical arguments that solids having a high charge carrier concentration, 
a high dielectric constant, carriers of large effective mass, and a many 
valleyed potential surface can be expected to exhibit superconductivity. 
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From the survey of polymers presented in Chapter III, together with 
the data presented in Chapter V, it is evident that many of these con-
ductive polymers passes s these qualifications, and are, the ref ore, 
likely candidates for exhibiting superconductive transitions. 
Because of the important need for superconducting materials 
which could operate in the superconducting state at temperatures 
above the present limit of 18°K, a study was conducted to survey sev-
eral of the more conducting polymers characterized in Chapter III, in 
the hopes of finding one or more which would exhibit superconductivity. 
Experimenta 1 Background 
Following the discovery of superconductivity by Onnes in 1911, 
many materials were examined for the possible existence of super. 
conducting state. Also, the influences of external agents on super -
conductivity were studied. 
With regard to a material which undergoes a superconducting 
transition, it has now been established that there is no change in the 
X-ray diffraction pattern nor in the intensity above and below the 
transition temperature. Neither is there an appreciable change in 
the reflectivity in the visible or infra-red range. The photoelectric 
properties are unchanged, as well as the electron absorption proper-
ties. Likewise, the elastic properties and the thermal expansion are 
not observed to change in the transition. In the absence of magnetic 
fields, there is no change in volume, and no associated latent heat (17q. 
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Regarding those. properties which do change during the transi-
tion, the magnetic properties undergo a remarkable change in that the 
superconducting state excludes magnetic flux; thus, the material be-
haves as though it were diamagnetic (Meissner Effect). ( 173) The 
specific heat is found to change discontinuously at the transition tem-
perature, and in the presence of a magnetic field, there is an associ-
ated latent heat of transition. This brings on a small change in vol-
ume. The thermoelectric effects, as present in the normal state, dis-
appear in the superconducting state. Also, one finds a discontinuous 
change in thermal conductivity when a magnetic field is present (170). 
If a magnetic field of a certain critical value is applied along the 
axis of a long superconducting body, a transition occurs, restoring 
the normal state resistance. This critical field, He, is given for many 
materials by: 
(I) 
It was also observed that if an excess current is passed through the 
superconductor, the material transforms to its normal state. Sils-
bee (174) suggested that this effect was probably due to the fact that the 
current had produced the necessary critical field to restore the nor-
mal resistance state. This was later verified by Tuyn and Onnes in 
1926 (175), and by Scott in 1948 (176). 
The critical temperature may be changed by applying stress to 
the specimen. In general, a compressional stress lowers Tc while a 
tensile force raises it. Chemical impurities tend to modify Tc also. 
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It has been found that at microwave frequencies, the superconducting 
state has a finite resistance. 
Another interesting effect observed in superconduction is the 
"isotope effect, 11 that is, the critical temperature is found to vary with 
the isotopic mass. Onnes and Tuyn (175) first studied this effect; 
however it was observed in the form of an empirical law in,dependently 
by Maxwell (177) and by Reynolds and coworkers (178) in 1951. Within 
each series of isotopes, it is observed: 
M°' T = Constant , 
c 
(2) 
where ~,::: O. 5. Since the Debye temperature, ®, is proportional 
to M-l/; we have: 
T I 9 : Constant , c ( 3) 
thus linking superconductivity to the interaction of electrons with the 
lattice vibrations. 
Regarding pres sure effects on the superconductivity transition 
temperature, Chester and Jones (68,179) developed a high pressure 
Bridgman opposed anvil cell which they refer to as a "clamp, 11 capa-
ble of exeTting up to 44 kba:r on the sample while it is immersed in 
liquid He. With this system, they were able to observe a supercon-
ducting transition in bismuth for the first time. They used mutual 
inductance techniques, made possible by the Meissner effect to ob-
serve the transition, (the fact that a superconductor becomes diamag-
netic) rather than measuring resistance directly. The transition oc-
0 curred in Bi at P :.:is 20 kbar, with T <:e 7 K. The onset of supercon-
c 
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ductivity was associated with changes to a more close-packed crystal-
line form. They also investigated tin, lead, and thallium at high pres-
sures. Tc for Sn was lowered fr om 3. 7 °K to 3. 0°K at a pressure of 
16 kbar; Tc for Pb was lowered somewhat; while Tc for Tl was low-
0 0 
ered from 2. 39 K to below 2. 35 Kat a pressure of 13. 4 kbar. Hence, 
in all cases, dTc/dP was observed to be negative. 
A modification of the Chester-Jones clamp was designed and 
used by Bowen and Jones (180) to study lead, thallium, and tin. This 
clamp was designed to produce a very accurate uniform pressure on 
the specimen, and measurements were made only up to 10 kbar. 
Transition temperatures were obtained much more accurately as a re-
sult of the uniform pressure. As pointed out by Bowen and Jones, and 
independently by Jennings and Swenson ( 181), the sharp discontinuity in 
resistance as the critical temperature is approached offers almost the 
only possibility of judging directly the uniformity in the pressure dis-
tribution on the sample. 
Of particular interest is the effect of pressure on Tc for thal-
lium. Early work by Kan and coworkers, ( 182) and by Fiske ( 183) re-
ported dT c I dP as positive for Tl. For all other known superconduc-
tors, dTc/dP was found to be negative, and was predicted to be so by 
theory. Contrary to this finding, Chester and Jones (68)found dTc/dP 
to be negative when measured at high pressure. Further work by Hat-
ton (184 ), Jennings and Swenson (181 ), and Bowen and Jones ( 180) re-
vealed an anomalous behavior, in that T first starts to increase with c 
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pressure up to ~ 2 kbar, maximizes, and then decreases monoton -
ically. Bowen and Jones explained this effect using the BCS mo4el 
(185) and the Frohlich (186) matrix ~lement for electron-phonon inter-
action. They attributed the change in slope of transition temperature 
with pres$ure to a permanent shift in Tc brought about by the compres-. 
sion. 
Othe.r workers who have investigated the anomalous behavior of 
thallium include a group of Soviet Scientists (187-190). T.heir approach 
was to alloy Tl with dilute Bi, Sb, or Hg. Their conclusion was that 
the T c(P) behavior could be expressed as a surn of a linearly decreas-
ing term due to the decrease in volume, and a nonline.ar term for 
which changes in the topology of the Fermi surface are responsible. 
Gey and coworkers (191- 193)have investigated high pressure ef-
fects (up to 32 kbar) on the superconducting transition temperature of 
niobium and thallium under hydrostatic pressure condition a. In the 
case of Nb, they obaerved that the application of p:res sure tends to de-
crease Tc' up to about 5 kbar, after which Tc minimizes and begins to 
increase with increasing pressure. The rate of increase of T with c 
pressure is quite large and is positive above 10 kbar. 
Thallium exhibited inverse behavior to that of Nb, in that T c 
rose to a maximum at about 2. 5 kbar ':nd then began to drop as pres ... 
sure c6ntinued to increase. Gey studied lattice defects in .Tl,· and 
was able to change the behavior of Tc with lattice defects syatemati-
cally. He concluded that the anomalous behavior in Tl was due to an 
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anisotropy in the energy gap of the material [a la Markowitz and 
Kadanoff ( 194) J. As pressure is applied, the anisotropy changes, 
due to the smoothing out of the energy gap and the electronic mean 
free path is reduced, thus causing T to increase as pressure is ap-e 
plied. As the anisotropy disappears, at higher pressures, the ma-
terial tends to behave as most superconductors, exhibiting a nega -
Luders (195) has studied Nb wires under uniaxial stress (up to 
28 kbar), and has found the same behavior as Gey (191 ). 
The Soviet Union Scientists have been keenly interested in the 
behavior of Tc in materials at extreme pressures, as is evidenced by 
the published works in the late fifties and the sixties. Brandt and 
Ginzburg (196) developed a pressure system capable of exerting very 
homogeneous pressures up to 40 kbar on samples while in a liquid He 
cryostat. Using this system, they studied the high pressure phases of 
bismuth. The pressure cell was calibrated using a Sn-II manometer. 
By observing the superconducting transition for Sn-II, the exact pres-
sure was determined, since 6 Tc for Sn-II is linear with 6 P in the 
range from 1. 5 to 45 kbar. For Bi-II, Tc: 3.916°K at 25 kbar, with 
dTc/dP,::::::: -3.2 x 10- 2 °K/kbar, and Bi-III, Tc: 7*25°K at 27 kbar, 
with a very small dTc/dP (~O). Hysteresis between the phase tran-
sitions of bismuth was observed to occur. 
Further work regarding high pressure effects has been carried 
out by Brandt and Ginzburg 097-203). They succeeded in modifying 
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Tc for cadmiumby80o/oat26.4kbars, from Tc: 0.5°K at P: 0 
to T = 0, 08°K at 26. 4 kbar. They further found that the critical field c 
H necessary to destroy superconductivity was lowered almost linearly, c 
with the application of pres sure, They also investigated the effects of 
hydrostatic pressure (up to 26 kbar) and plastic deformation on single 
crystalline and polycrystalline titanium iodide. It was found that plas-
tic deformation and surface states strongly affect Tc and He, while hy ... 
drostatic pressures up to 14 kbar had no, or at best little, effect on 
T and H for either the single crystalline or polycrystalline forms. c c 
Above 14 kbar, it was observed that T increases slightly with pres -
c 
sure, i, e,, dT /dP ,;:::- + O. 7 x 10-2 °K/kbar, c 
Brandt and Ginzburg have also studied the effect of pressure on 
T of zinc, aluminum, thallium, and molybdenum. They :report that 
c 
T for Zn is decreased by a factor of 2.7 at 26 kbar from T for an c c 
unstressed sample. In addition, they report T : 0, 91 °K for Mo 
c 
with a slightly positive dT c / dP. 
At the First International Conference on the Physics of Solids at 
High Pressures, held at Tucson, Arizona in 1965, B. T. Matthias (204) 
suggested since high pressure had induced a superconducting state in 
such "non superconductors" as Bi, Sb, and Te, it seemed li):{.ely that 
Ge, Si, As, Be, and possibly Ce could also be transformed to super-
conductors at elevated pressures. 
Shortly thereafter, Wittig (205-206) reported Si and Ge to be su-
perconductor s. He investigated the behavior of the electrical 
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resistance of the Group IV elements, silicon, germanium, tin, and 
lead, at low temperatures and extreme pressures (up to 160 kbar) in 
an opposed Bridgman anvil system, i.e., a modified Chester-Jones 
clamp. Using pyrophyllite to contain the sample, he was able to make 
four point probe measurements under hydrostatic pressure conditions. 
For normal Sn (T : 3. 72°K) and normal Pb (Tc : 7. 19°K), he found c . 
that higher pressures caused a monotonic decrease in Tc at zero mag-
netic field, i.e., dT c /dP is a negative value, until a particular pres-
sure was reached. At this pressure, corresponding to a phase change 
in the structure of the material, a sharp discontinuity in Tc was ob-
served, after which it was found that T .: 5. 30 * · O. 10°K at 113 kbar c . 
and zero field for Sn-III, and T = 3. 55 ± O. I0°K at 160 kbar and zero c 
field for Ph-II. As the pressure was increased beyond the respective 
phase transition points, again it was observed that dT c /dP was nega-
tive. 
For the normal state semi-metals, Ge and Si, he found that they 
became superconducting as high pressure was applied. This was in-
terpreted as the transition of the semi-metal into a true metallic struc-
ture. It was observed that T : 5. 35 ± O. 10°K at 115 kbar and zero 
c 
field for Ge, and Tc : 6. 70 ± O. I0°K at 120 kbar and zero field for 
Si. He further found that as the pressure was increased above the 
phase transition point, that negative values for dT c /dP resulted. 
An interesting observation concerning the Debye temperature 
of the lattice, G), and the critical temperature Tc was made. It 
was found for the materials examined that ® /T c:: 52. c 
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Gardner and Smith (207-212) have studied pressure effects on T c 
for vanadium, niobium, uranium, lanthanum, and in all cases found 
that T tends to increase with pressure contrary to most sup~rconduc-
c 
tors. Specifically, they reported an increase from: Tc: 5. s°K (P= 0) 
to 6.9°K(P: 10 kbar) for La; Tc: 1.0°K(P: 0) to Tc: Z.3°K 
(P: 10 kbar) for U; T : 9.42°K(P: 0) to T : 9.44°K (P: 10 kbar) 
c c 
for Nb; and T : 5. OS°K(P : 0) to T : 5. r°K{P: 10 kbar) for V. c c 
They conclude the effect is primarily associated with the "isotope ef-
feet" mentioned earlier. 
It is apparent by now that of the host of materials known to be 
superconductors, virtually all are elemental types, or alloys. Molec-
ular solids have been studied, but only Te (204), Se (213 ), and potas-
sium graphite (214) have been reported as undergoing a transition to 
the superconducting state. Hannay, Geballe, and Matthias (214) sue-
0 0 ceeded in measuring Tc 1s from O. 02 K to O. 55 K for golden colored 
compounds approximating C 8A, where A = K, Rb, Cs. The blue com-
pounds (C 16A) did not exhibit superconductivity; neither did the indi-
vidual components, pyrolytic graphite, nor the alkali metals, at tern-
0 peratur es down to O. 011 K. 
Selenium, tellurium, and iodine form crystals which are mo-
lecular solids, in that long atom-to-atom distances distinctive of van 
der Waals forces as well as short interatomic distances characteris-
tic of covalent bonds are present. Se and Te form macromolecular 
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solids with long chains of atoms linked together. In this simpler type 
of macromolecular solid, superconduction has been observed. Wit-
tig (213) has reported that under high pressure, Se became supercon-
ducting. 
Although no organic polymer has been. reported to be a super -
conductor, the enhancement of superconductivity in thin metal films 
was recently demonstrated by McConnell and coworkers ( 215), · by 
their depositing organic materials on the film. 
In summary, it must be concluded that there are several ma-
terials which possess a positive dTc /dP contrary to the .behavior ex-
pected for superconductors. To date, it has been observed that Zr 
{200), La(207), U(210), V(208), Ti(l99), and Mo(ZOO) have positive 
coefficients. In addition, at least two more elements, Nb ( 91 - 193, 
195) and Tl (68, 180,181 ,184 ,193) have been observed to exhibit posi-
tive coefficients in a certain range of pressure. That pressure has 
been influential in achieving superconductivity in normal state mate -
rials is evidenced by the fact that at least Bi ( 68), Sb (204), Te (204), 
Ge (205), Si (205), Se (213), and Sn (206) have exhibited such behavior. 
Thus, in the light of such evidence, it appears that high pres-
sure, as applied to certain organic macromolecular solids may be 
the most promising way of increasing the probable occurrence of a 
superconducting state, if such transition can be induced. 
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Theoretical BackgrQund 
From the time of the discovery of superconductivity in 1911 un .. 
til the early fifties, the mechanism of the formation of the supercon-
ducting state was virtually a mystery. The Bloch theory of metallic 
conduction could not account for the fact of superconductivity, mainly 
because it is essentially a "one-electron" theory. As such, it con-
siders only the periodic lattice effect on a single electron, and neglects 
interactions between electrons themselves. Since electron-electron 
interactions are at the heart of the present day model of superconduc-
tion, it is now apparent why Bloch's theory proved inadequate. 
In 1950, both Bardeen(216) and Frohlich(l86) independently pro-
duced theories in which interactions between the conduction electrons 
and the lattice modes (phonons) are considered to give rise to the su .. 
perconducting state. 
Since that time, Bardeen, Cooper, and Schrieffer (185) have de-
veloped a very plausible theory (BCS Theory) which will be discussed 
shortly. It has been successful not only in explaining practically all 
the experimental data that has accumulated over the past half century, 
but also in predicting a number of new superconducting phenomena. 
are: 
The main facts which a superconduction theory must account for 
(1) Second-order phase transition at Tc• 
(2) A reciprocal exponential dependence of the electronic spe-
cific heat on temperature near T • 0°K. [cv oc:. exp ( .. T 0 /T)]. 
(3) Evidence for an energy gap for thermal excitations. 
(4) The diamagnetic behavior in the superconducting state 
(Meissner effect). (B : 0) 
(5) Infinite conductivity (E : O). 
(6) Isotope effect (T \JM': Constant). c 
BCS Theory 
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When one considers the electrical properties of metals in the 
normal state, one deals with a dense and highly degenerate interact-
ing electron gas, i.e., the valence electrons in a metal. Upon enter-
ing the metallic state, atoms give up electrons to the Fermi sea, and 
the positive ions form a more or less regular periodic lattice struc -
ture. The electrons in the sea are free to roam about, and conse -
quently interact with the lattice. and with each other by scattering and 
by screened Coulombic interactions. 
At normal temperatures, the behavior of metals appears to be 
well understood. Solution of the Schrodinger wave equation for the 
periodic potential of the lattice gives the band structure and the 
Bloch single particle wave functions. These wave functions are plane 
waves, and propagate freely through the lattice unless scattered by 
phonons or impurities. In the Bloch approach, they are treated as 
noninteracting waves. 
At low temperatures, where a transition to the superconducting 
state occurs, the above picture breaks down. At, and below the crit:i.-
cal temperature, T , the one particle Bloch functions no longer give c 
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an adequate description, since all observations lead to the fact that 
the electronic wave functions are now highly correlated through an in-
teraction with the lattice. 
In order to account for superconductivity, it appears that two 
conditions must be satisfied. First, there must be some kind of 
electron-electron attraction, large enough that in spite of the Coulom-
bic repulsion, two electrons can be drawn together to form a stable 
pair. Second, these "bound pairsu are not free to move about at ran-
dom in the superconducting state, but must be correlated in some way, 
i.e., they must all be in the same eigen state (64). 
Consider an electron as it moves through the positively charged 
lattice of a metal. As it approaches one of the lattice centers, an at-
tractive interaction occurs. Since the electron is under the influence 
of a rather large force due to the application of an external E-field, 
it will be moving at a rather high velocity. Hence, it will not be di .. 
verted significantly from its course, but rather the positively charged 
ion will be drawn toward the electron. Due to the rate at which the 
electron is traveling, and to its large ionic mass, the ion will not 
reach the point of maximum excursion before the electron is some 
distance away. Some distance behind the first electron is a second 
electron. As it approaches the same point, it will find the lattice 
somewhat distorted, with a higher concentration of positive charge than 
normal. This provides an added attractive force, and hence "couples" 
the second electron to the first. These electron pairs have come to be 
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known as "Cooper" pairs after L. N. Cooper (217), and the mechanism 
which produces the attraction is known as the phonon-induced electron-
electron interaction, since the distortion of the lattice is related to the 
phonon coordinate. Thus, the first criterion for the existence of su-
perconductivity is established. 
The next step is to coordinate the motion of the "Cooper" pairs. 
Since the distance between the first electron and the excess charge re-
gion which it created is on the order of hundreds of angstroms (64), 
many other electrons will be moving through this region before the 
second electron gets there. If they are uncoordinated with respect to 
electron Number one, then they will produce a random fluctuation in 
the charge density throughout the lattice, and hence will tend to de-
stroy the correlation between electron one and electron two. It is nec-
essary, then, to pair up a large number of electrons and organize their 
motion such that they do not interfere with one another. At low tem-
peratures, this would be the case, since the forming of pairs greatly 
reduces the overall energy of the carriers (due to the binding energy 
necessary to form the pairs). Thus, the system could spontaneously 
enter the high correlation state if the temperature were low enough. 
This correlation of "Cooper" pairs may be realized if one can 
provide a strong two particle interaction between electron pairs. An 
attractive interaction is considered via the exchange of virtual phonons 
with the lattice, while the sho:rt-ra:nge Coulomb interaction provides 
repulsion. (The long-range Coulomb forces are screened out.) 
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The nature of this two body correlation will be such that if the 
electronic state designated by the wave vector, k + is occup:i.ed in any 
. . 
configuration, then the state . -k t must also be occupied. In a nor-
mal metal, the probability of f;i.nding an electron with spin down a dis-
tance 1 fron;i another electron with spin up is given by (217}: 
P f ~ (!} = l / 4 n 2 n ., (4) 
where n is the electron density. The probability of finding electron 
2 1 a distance r from electron l i without considering where 3, 4, 
•••• N are located, is just the density of electrons of spin + , i.e., 
there is no correlation at all between electrons of opposite spin in 
the nQrmal metal. In a superconductor, however, correlation is re-
quired between the + and i spin states.. This c0rrelation function 
may be written as (217): 
P f f = 1/4 n2 s ( 5) 
where the· additive term is the extra correlation produced by the in-
teraction between electron, t is the relative coordinate between the 
-two electrons involved, and k is the total momentum of the electron 
pair. 
The BCS theory is based on a rather idealized model in which 
anisotropic effects are neglected. It assumes that the two .. body cor .. 
relations are primarily responsible fo:r the qualitative features of 
:iiuperconductivity, and of the two .. body correlations a strong prefer .. 
ence exists for singlet zero momentum pairs. It contains three pa ... 
rameters, one dependent on the density of ene:i:gy E1tates at the Fermi 
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surface, N{EF); a second, which is a measure of the average velocity 
of the electron at the Fermi surface, tF; and a third, y , which is 
dependent on the electron-phonon interaction. The third parameter is 
determined from the specific heat data, while the first is found from 
the critical temperature. The second parameter is needed to predict 
the penetration depth of the field. 
The normal state is described by Bloch1s individual particle 
model. The ground state wave function of the superconducting state is 
formed by taking linear combinations of many low-lying normal state 
wave functions in which the Bloch states are virtually occupied in 
pairs, possessing opposite spins and momentum. The average exci-
tation energy of the virtual pairs above the Fermi level is approximate-
Excited states of the superconducting state are formed by first 
specifying that certain of the Bloch states are occupied, and then us-
ing all the rest to form a linear combination of virtual pair configura-
tions. There is a one to one correspondence between excited states 
of the normal and of the superconducting states. 
Within the approximations mentioned, the extra energy which 
must be included in the Hamiltonian of the system, due to the pair 
correlation function, is given by (217 ): 
2 -2N{O) ('ti.W) exp {-2/N{O)V), { 6) 
where W S' W n' and W c indicate the energy of the superconducting 
state, the normal state, and the correlation energy, respectively; 
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N(O) is the number energy density of electrons with a given spin at the 
Fermi surface; and V is the interaction matrix (taken to be a constant) 
... .. 
between the state k and k 1, i.e., 
-V: (7) 
The criterion for superconductivity to occur is for V > O. The de-
pendence of W c on (ti.w) 2 gives the isotope effect. 
From a consideration of the thermodynamics of the supercon -
ducting transition region, one finds: 
where 
and 










Hence, the three parameters, as were mentioned earlier, are 
related to the variables as defined above. 
It has been determined that the most important contribution to 
the interaction energy is due to the short wave length phonons. The 
wave functions were chosen for the superconducting state so as to 
take maximum advantage of this, by giving a large coherence for 
short wave length phonons extending over large distances in real 
space. The coherence length as calculated from the uncertainty prin-
ciple agrees quite well with that of Pippard (218). 
In summary, it may be stated that the BCS theory not only ac .. 
counts for the main features discussed earlier, i.e.: ( 1) occurrence 
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of a second-order phase transition at Tc; (2) an electronic specific 
heat cvoe exp ( ... T 0 /T); (3) an energy gap; (4) isotope effect; (5) Meiss--ner effect {B : O); and (6) infinite conductivity; but it also accounts 
for the penetration depth {AL); the coherence length ( f0); qualitative-
ly explains ring current persistence; and includes the law of corre-
sponding states. For further reference, the reader is referred to 
the literature (185,216,217). 
Little's Organic Superconductor 
Making use of the BCS theory, Little (44, 63, 64) has predicted 
that certain organic macromolecules could exhibit superconductivity, 
with T e's as high as 2, 000°K. He has proposed an organic molecule 
composed of alternate single and double bonded carbon forming a spine, 
with easily polarizable appendages periodically spaced along the spine, 
as being a likely candidate to exhibit superconductivity. 
In theory, the conjugated carbon system, 11the spine, 11 would 
provide a very low resistance to the conduction electron, and hence, 
when an electric field were applied, the electron can make its way down 
the spine with ease. Analogous to the heavy metallic ions, or the lat -
tice points discussed in the last section, are the side groups. As the 
electron passes close to one of the side chain molecules, it polarizes 
the molecule, leaving a positive charge at the base of the spine. Since 
the polarization involves only the displacement of an electron on the 
side molecule, as opposed to the displacement of a massive metallic 
ion in the normal metal type superconductor, one would expect a much 
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greater correlation of electron pairs traveling down the spine. 
Little has made calculatioJ1,s on a particular molecule, the spine, 
composed of a conjugated chain of carbon atoms, while the r;ide-chains 
are a part of diethylcyanine iodide dye. It appears from a detailed 
quantum mechanical treatment, and alao from a simple isotope effect 
calculation that Tc should be around 2000°K. 
Following Little's initial work (44), Ferrell (219) raised the 
question as to the validity of applying the BCS model to a one dimen -
sional material, such as Little's organic molecule, He pointed out that 
the compressional modes of vibration are much more dominant it). one 
dimensional solids than in three dimensional ones. For that reason, 
he felt that the compressional modes would prevent the long-range 
ordering required for superconductive phenomena. DeWames, et. al., 
(220) pointed out an error in Ferrell's work, and stated that at best, 
Little's figure of Tc : 2000°K should be "greatly reduced. 11 
McCubbin ( 221) has also criticized Little's predictions by show-
ing that for normally expected energy gaps in polyene type materials, 
it is very difficult to expect the interaction term to outweigh the Cou-
lombic repulsion between electrons. He did speculate, however, that 
other types of organics might be expected to exhibit superconductivity. 
Paulus ( 222) has raised the question about the attractive screen-
ing of the electrons in a substituted polyene chain. His calculations 
on five such molecules indicated that the repulsion was somewhat great-
er in each case. He states when the attractive interaction arises from 
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electronic virtual excitations, as opposed to vibrational excitations, 
the attractive interaction is not nearly large enough to make the total 
effective interaction matl;'ix positive. 
Kuper (223) again has refuted Little's calculations, by showing 
that electrons constrained to :i;nove along a one dimensional path are 
ineffective in screening the Coulombic field of the "test" charge; and 
thus, the attractive force is not sufficient to overcome the Coulomb re-
pulsion. 
With regard to the above attacks, Little still holds firm in his 
prediction. In later articles { 64, 224), he states that for a one dimen-
sional system, the effect of density fluctuations and thermodynamic 
fluctuations are such as to yield continuous decrease in resistance with 
temperature, rather than a discontinuous change as in the 11three-
dimensional" superconductor. Hence, the one-dimensional effect 
should only lower Tc rather than exclude the transition completely. 
In the light of the current debate on the existence of supercon-
ductivity existing in a one .. dimensional model, Ginzburg { 2,25) has made 
a suggestion that surface superconduction (two-dimensional) should be 
expected, just as surface ferromagnetism. It is suggested that the 
interaction energy needed to produce superconduction could be changed 
by applying dielectrics or monolayers on the surface. Mentio:p. has 
been made earlier in this Chapter of such work (215 ). 
The work of Hannay, et. al. (214) on potassium graphite indi-
cated that two dimensional superconductivity could be achieved; yet, a 
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recent paper by Salzano and Strongin (226) points out that no conclu -
sion can be made about two-dimensional superconductivity, as related 
to the potassium graphite work. 
Also of interest is the recent findings regarding semiconductors 
being superconductors. In addition, such molecular sqlids as SrTi03 
and other mixed titanates have been found to be superconducting (67). 
Cohen (65) and Gurevich and coworkers (66) had predicted a very 
strong intravalley electron-phonon coupling was needed to produce a 
transition into a superconducting state. Indeed, the results on SrTi03 
indicate the necessary criteria are: ( 1) high carrier concentration; 
(2) large effective mass; (3) many valleys in energy bands; and (4) 
large dielectric constant. 
Further comments on the possibility of superconductivity in or-
ganic macromolecules, semiconductors, and ferro~lectrics have also 
been made by Keldysh (227 ). He suggests the possibility of achieving 
high critical temperatures in organic systemei. 
Ladik and coworkers (228), have made simple model calcula -
tions on a polyene eystem, and have found that it is quite possible to 
expect a superconductive state if interband scattering processes are 
accounted for. Their calculation$ were based on the excitation of a 
localized O"'"-bond, rather than 7T-type orbitals. Further calculations 
by Lakik, et. al. (229) which have been performed on different periodic 
DNA models, indicate an unexpectedly large value for the conductivity 
of such molecular solids. 
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Regarding the pressure effect on Tc' as was discussed in Sec-
tion 2 of this Chapter, Ganguly and Sinha (230) have developed a theory 
to explain the anomalous behavior. They use pertuJ;"bations of the BCS 
theory, which can then lead to intraband or interband scattering of 
electrons near the Fermi surface. They derive expressions relating 
Tc to pressure, which accounts for positive and negative dTc/dP1s, 
depending upon the magnitude of the relative parameters involved. 
The agreement of experimental data with the theoretical prediction is 
very good. 
Statement of the Problem 
In view of the foregoing discussions, jn particular the calcula-
tions and predictions of Little (44, 63, 64,224), Ladik and coworkers 
(228,229), and Keldysh (227); together with the suggestions ofDeWames 
and coworkers (220) and McCubbin (221 ); along with the experimental 
results of McConnell and coworkers (215) and Hannay and coworkers 
(214); it would appear that it is certainly a worthy project to examine 
organic macromolecular solids at low temperatures. Also since Wit-
tig (213) has shown pressure induces a superconducting transition in 
Se, and since it is a known fact that pressure increases the conductivi-
ty of organic solids, it would appear a logical appr~ch to study the or-
ganic solids under high pressure, while at liquid He temperature. 
Hence, this portion of this thesis describes a study of the elec-
trical conductivity of thirteen organic macromolecular solids at 
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0 temperatures down to l. 5 K, and under pressures of up to 10 kbar. 
All of the materials studied tend to satisfy the four criteria which semi-
conductors should possess fo:r being potential superconductors, as dis-
cussed previously (65 ,:- 67). 
Experimental Apparatus and Procedure 
In order to achieve the high pressures desired, a miniature 
Bridgman opposed anvil cell, i.e., a Chester-Jones clamp (68) was 
constructed in our machine shop from one inch circular stock Be-Cu. 
The entire clamp was constructed from the same material to insure a 
minimum of pressure change on the sample when the clamp was im-
mersed in liquid He. 
The lower anvil was electrically insulated from the upper elec-
trode and the rest of the clamp housing. In this way, direct resistance 
measurements could be made. The clamp was designed for both mag-
netic and electrical measurements; however, this work was involved 
only with electrical measurements. The clamp assembly is shown in 
Figure 54. It is drawn approximately to scale. The anvils were 
hardened to '.:1 350-420 Brinell (231) in order to insure minimum dis-
tortion at the desired pressures. 
A liquid He cryostat was constructed in our glass shop. It con-
sists of two pyrex strip silvered dewars, the inner dewar being ap -
proximately three inches in diameter, and equipped with a pumping 
port for evacuating the jacket. The outer dewar, which holds liquid 
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N2, is appro;x;imately five inches in diameter. The dewar asseml;)ly 
is sho~ in.Figure 55 • It was designed to hold approximately i liters 
o~ liquid He. and 5 liters of liquid N 2 • 
To minimize heat losses, the sample holder and the electrical 
lead shielding tube was made from stainless steel. The stainless tube 
is silver soldered to the top plate, which is also made from stainless 
steel. Leveling screws were provided to allow one to line up the in-
ner dewar slit and outer dewar sl:i.t in order to determine the level of 
th~ He in the inner dewar. 
All of the electrical leads are insulated from the system by way 
of a Stupakoff seal. The leads are waxed in so that a vacuu.m could 
be achieved in the inner dewar. An Au.Co-Cu thermocouple is placed 
near the sample ip. the clamp, and a Keithley 160 A microvolt meter 
is used to re<:;ord the temperature of the sample. 
Initially, the polymer sample is premolded to lo. 4 kba.r at room 
tem,perature in a one-eighth inch diameter premold die. Carbide 
(General Electric Carbaloy 80) anvils are used for the. premolding 
treatment. The sample is then weighed, and placed in a pyrophyllite 
ring. This ring which has a room temperature reeistance in excess 
of 1011 ohms acts as a retaining gasket for the pellet. Care should be 
taken to keep the sample thickness slightly less { ~ O. OOl in.) th,an the 
pyrophyllite gasket •. The molded pellets have thicknesses which vari.ed 
from O~ 01011 to O. 014" and weights from 1. 2 mg to 3. 8 mg. Their <;len .. 
















Figure 55. View.of the Liquid Helium Cryostat 
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After the pellet, surrounded by the retaining ring, is placed in 
the clamp, the clamp assembly is inserted into a press. High pres-
sure is provided by a Pasadena Hydraulic Inc. Model SB230C, 50 ton 
press. Calibration curves for the press have been presented in Chap-
ter III. Pressure is transmitted to the sample via the plunger. Three 
complete cycles of pressure are performE:! d (from e:::: 15 kbar to '::::::! 2 kbar) 
while the resistance of the sample is read on a Simpson 269 ohmmeter. 
Following the third cycle of pressure, the clamp lock nut is 
tightened and the load is released. Some relaxing of pressure is in-
dicated by a slow increase in resistance in time, but the actual pres-
sure on the sample can be determined (since R versus P data has 
been recorded prior to locking the clamp nut) by extrapolating the R-P 
curve to the proper value of resistance. 
After the sample has been locked in place, the clamp is mounted 
in the Faraday cage and the necessary electrical connections are made. 
The thermocouple is also mounted in place. (N<;>te: Normally two sam-
ples were mounted in the Faraday cage in two separate damps. Thus, 
two samples could be studied simultaneously.) 
The clamp assembly is now mounted on the inner dewar, and all 
hose connections are made as shown in Figure 5.6. When the pump 
hoses are properly connected, the helium dewar is sealed to the top 
plate with an 0-ring and is evacuated by opening stopcocks 1, 5, and 
7 (cf. Figure 56 ). The helium dewar jacket is also evacuated by open-
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Figure 56. Schematic of the Complete Vacuum System and Exchange Gas 





is repeated several times. The helium dewar is then filled to a pres-
sure of one atmosphere with helium gas by opening stopcocks 2, 4, and 7. 
The outer dewar surrounding the helium dewar is now filled with 
liquid nitrog~n. Heat is now slowly withdrawn from the helium dewar 
,,mtil the temperature is lowered to 77°K. During this process, re-
sistance measurements can be taken as a function of temperature. 
The liquid helium is now transferred through the transfer port 9 
(cf. Figure 56 ). The level of the liquid helium can be observed in the 
unsilvered portion of the dewars. When the level is above the sam-
ple clamp, the transfer tube is removed and the port sealed. Vacuum 
pump number 2 is then used to reduce the helium vapor pressure. The 
temperature below the boiling point (4. 2°K) is determined by the vapor 
pressure observed on the :manometer and the use of vapor curves. 
Using this high volume pump, the vapor pressure can be reduced to 
0 
4.5 mmHg (1.7 K). 
By following this procedure, it takes from four to eight hours 
for the inner dewar to reach a temperature of 77°K. An alternate 
procedure is to put gaseous He in the inner dewar jacket. In this way, 
due to the high thermal conduction of gaseous He, the inner dewar is 
cooled to N2 temperature in about 30 minutes. Care must now be 
taken, however, to completely pump out the gaseous He from the in-
ner dewar wall before the transfer of liquid He is started. 
In a few cases, the alternate method was tried; however, due to 
the difficulty in pumping out the very cold gaseous helium {77°K) from 
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the tiny volume between the walls of the dewar, it was felt that the first 
method was superior. In addition, the slower cooling rate insured 
less thermal lag between the thermocouple recording and the sample 
temperature, and allowed one to take better data. 
Two methods were used to measure the resistivity of the sam-
ples using a Keithley 6IOB Electrometer. The first method consisted 
of a direct resistance measurement. The circuit for measurement of 
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The second method used, as indicated below, was the measurement of 
the current through the sample using a known fixed voltage. It is the 
more accurate of the two, since the samples exhibit it.field depen .. 







In a number of cases, l'esistance was measured both op the cool-
ing and on the heating cycle. The heating cycle tended to indicate a 
very large thermal lag between the sample and the thermocouple. 
Consequently, the data indicated a very large hysteresis. To avoid 
this effect, data was always recorded on the cooling cycle, and it is 
this data which is reported in the next section. 
Results and Discussion 
After reducing the data to resistance values, the resistivity of 




where R is the resistance in ohms, A is the cross sectional area of 
the sample in cm2, and x is the thickness of the sample in cm. 
The resistivity (pl is ·plotted for the 13 samples studied in Fig-
ures 57 through 69. Each of the polymers was premolded at 10. 4 
kbar and taken to - 8 kbar in the clamp before the clamp nut was 
locked in place. Actual pressures on each sample are shown on th,e 
corresponding graph. 
Virtually all of the samples (11 out of 13) exhibit some form of 
nonlinearity of log p vs l /T. (It should be emphasized that during 
some of the measurements, the switch used in the resistivity circuit 
limited the resistanc,;! measurements to ~ 3 x 1010 ohms. S1,1ch cases 
are indicated on the graphs, with wide error bars. Also, since the 
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limiting resistance of the circuit was ~ 3 x 1014 ohms, the data at 
liquid He temperatures for some samples may be only approximate.) 
Many exhibit two or three linear regions, indicating the presence of 
several donor or acceptor states in the materials studied. Activation 
energies for the linear regions are calculated from the equation: 
{13) 
where k is Boltzman;n1s constant; T is the temperature in absolute 
degrees, and E is the activation energy in eV. They are shown on a 
the graphs, and are compared with room temperature activation ener .. 
gies in Table XVI .. , 
Most of the resistivity versus temperature data shown in Fig-
ures 57 through 69 covers only the temperature range from room tern .. 
perature (1000/T : 3. 33°K'• 1) to liquid nitrogen temperature (1000/T: 
l3 9 K .. 1). Resistance measurements were made on all of the samples 
at liquid He temperature (4. z°K and below), but virtually no detailed 
data was taken in the range from 4. 2°K to 77°K, · since the cooling took 
place too rapidly to allow thermal equilibrium to be achieved within the 
sample. As was mentioned earlier, data taken on the warm-up cycle 
tended to indicate the existence of a considerable thermal lag between 
the thermocouple and the sample. Hence, pnly limited data was ob .. 
tained in this temperature range. 
In order to extend the data temperature range somewhat, data 
on sample DPIA, shown in Figure 70, was taken from room tempera-
ture to N2 temperature in the normal way, after which liquid N2 was 
TABLE XVI 





















































(a) and (b} Ea determined from data in Chester-Jones Clamp. 
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(c) Ea determined from data in high pressure cell. (Cf. Chapter III.) 
(d) Ea not known accurately, due to inaccurate determination of re -
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Figure 70. Resistivity-Temperature Curve {pumped Liquid N2 





placed in the inner dewar. By pumping on the Uquid Nz, a tempera-
ture of 64. s°K was achieved. This extended the data to 1000/T : 
15. s°K"' 1, and indicated a much lower activation energy in this re• 
gion than in the region from room temperatuJ:"e down to liquid N2 
temperature. 
MultUevel Semiconductors 
By examining the activation energies in Table XVI~ it can be 
seen that most of the samples which exhibit two or three activation en-
ergies also exhibit proper Boltzmann behavior in that the order of en-
ergy levels being populated are from the lowest level at room temper-
ature and above, as indicated by the highest activation energy being 
found at room temperature; to an intermediate level in the intermedi-
ate range temperatures, given by an intermediate value for the activa-
tion energy; to the highest level at liquid N2 temperature, correspond-
ing to the lowest activation energy. Two oft.he samples (JM84B and 
DPlA), however, do not follow this trend. There is an inversion in 
the order of decending activation levels, in that the lowest level tends 
to occur in the intermediate range. This is not understood in the light 
of the Boltzmann picture. 
One may see this anomaly easier by examining Figure 70 , for 
sample DPlA. Initially, the slope is less than it is in the intermedi-
ate temperature range, while in the N2 range., it again becomes small 
again. For a well-behaved multilevel type semiconductor., the resis-
tivity slope should be maximum at high temperature, and should 
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systematically decrf)ase to lower temperatures as each subsequent 
level becomes dominant. 
With regard to the activation energy data, it is further noted 
that sample JM77B, the most resistive of the lot at room temperature 
( p: 3. 5 x 106 ohm-cm) tended to exhibit one of the smaller activa-
tion energies (Ea = O. 08 eV). The attractive interaction between 
charge carriers must be supplied via the electron-phonon interaction 
in order to observe a superconduc;:ting transition. Since ordinary resis-
tance at room temperature is a measure of this interaction, one might 
expect a higher resistance material to be a more likely candidate for 
undergoing a superconducting transition. Indeed, this is the case for 
metals. The more resistive the metal at room temperature, the more 
apt it is to become superconduc::ting; and, also the higher the expected 
Tc (84,217 ). Of course, the materials being studied are not metals, 
and due to the large difference in charge carrier densities between the 
organic state and the metallic state, one probably should not expect 
this to hold. However, it is an interesting observation. 
A further word about the variou.s activation energies for the sam-
ple in different tempera tu.re regions is in order. One may explain the 
various linear regions of the resistivity plots by invoking a model 
which involves the existence of two or more groups of charge carriers 
in the sample. Using the usual notation, one may write the electrical 
conductivity (]" for the case of three sets of carriers as: 
(14) 
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where N 1, N2, and N 3 are the respective carrier densities of the re-
spective carriers; µ. 1, fL 2, and fL 3 are their respective mobilities; 
and I el is the electronic charge. The temperature dependence of each 
of the carrier concentrations may be written as: 
and 
N 1 = N 01 exp(-Eal/kT); 
N2 : N02 exp (-Ea2 /kT); 
N 3 = N 03 exp {-Ea 3 /kT). 
( 15) 








and the mobility fL is the sum of all mobilities: 
one then obtains for the conductivity: 
(j = rel [µ1 N01 exp(-Eal /kT) + µ 2N 02 exp(-E aZ /kT) + 




Hence, a conductivity of the form given by Eq (19) could account 
for the different activations, each becoming dominant in a particular 
temperature region. The various possible types of carriers which 
could be available for conduction modes have been discussed by Pohl 
(45), and were reviewed in Chapter III of this thesis. Pohl considers 
ionic (intermolecular) excitons, transitory ions (anions in particular); 
.1 von Hippel polarons; and free holes and electrons as the dominant 
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sources of conduction enhancement. Since enough data is not available 
(i.e., the carrier densities and mobilities are not known} to further 
characterize the sample by this model, it will not be discussed further. 
A second model, which also could explain the nonlinear behavior 
of the resistivity is that of polar scattering Frohlich • (232, 233) 
Here, there is a temperature dependence in the mobility, µ , given by: 
/J- = A exp[' . J J, (20) 
where A is an appropriate constant, and ® is the Debye temperature. 
Clearly, this kind of an analysis could also be used to explain the non-
linear and near-independent dependence of the resistance on the 
temperature. 
Filamentary Superconduction 
The liquid helium data, as displayed in Table XVII, merits fur-
ther comment. In several cases, as noted in the footnotes to the Ta-
ble, the resistivity measured represented an upper limit due to exper-
imental limitations. Excluding these cases, there are four samples 
that show approximately the same resistance or a slightly higher re-
sistance (which was well below the 1014 ohm limit of the open circuit) 
0 0 at 4. 2 K than at 77 K. The resistivities of these four samples, JM85A, 
JM83A, JM83B, and HAP! are plotted in Figure 71. This behavior 
is not the expected one for these semiconducting samples: one expects 
an exponential rise with a drop in temperature from 77 to 4. z°K to a 
value orders of magnitude above the one observed. For some samples 
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TABLE XVII 
n.c. RESISTIVITIES OF 13 POLYMERS MEASURED AT'""' 8 KBAR 
















T = 300°K 
2. 47 x 102 
2 





3 6. 24 x 10 
4 
5.28 x 10 
4 7.25xl0 
5 
1. 49 x 10 
5 
l.82xl0 
1.90 x 105 
4. 7 5 x 105 
5 7.72xl0 
6 
3. 48 x 10 
Resistivity (ohm-cm) 
T : 77°K 
7 4. 78 x 10 
1.6 x 1010 
2 x 106 
4. 2 x 1010 (a) 
1. 1 x 1013 
5 x 1010 (a) 
l.~xl011 
5.7xl012 
1 x 108 (a) 
8.5xlo10 
4 x 1010 (a) 
T: 4.2°K 
1. 26 x 10 10 
6.45 x 1013 
7.93 x 1010 (a) 
3. 98 x 1014 (b) 
l.95xlOlO 
5. 57 x 1010 (a) 
1.4 x 10 13 
6. 24 x 1010 (a) 
3. 2 x 1014 {b) 
6.4 x 10 13 
6. 23 x 10 10 
9. 21 x 1011 
4 x 1010 (a) 
(a) Indicates an upper limit on the measured resistivity due to experi-
mental limitations. 
{b) Indicates the equivalent open circuit resistance of the apparatus 
(,....., 1 o14ohms). 
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this may be the case as we end up measuring an open circuit resistance 
[see note {b) in Table XVII]. · The reason for the temperature inde .. 
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Figure 71. Anomalous Behavior of the Resistivity of Several 
• Polymers at Low Temperatures 
the range 4. 2 to 77°K is 'not to be sought 1,1sing the usual e;xplanation of 
a degeneracy of the charge carriers, for two reasons: 0) the density 
of these carriers is probably small, and {2} their effective mass is 
probably large. 
Two possible explanations for this were mentioned earlier (rrn:i.1-
tiple excitation levels · with differei+t types· of charge carriers; and 
Frohlich 1s polar scattering). 
A third possible e;xplanation for the unexpected behavior could be 
that the semiconductor has both an intrinsic region (above T ,_, 77~K) 
and an extrinsic region. In the irit~.insic regio:r:i, the carrier densities 
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of conduction band electrons and valence band holes depend only on the 
nature of the bands and the intrinsic energy gap (Eg) between them. 
Impurities play a negligible role in the intrinsic semiconductor. How-
ever, an intrinsic semiconductor is very sensitive to impurities at low 
temperatures, since carriers can often be excited from impurity lev-
els for a small expanditure of energy (86). Hence, at some tempera-
ture where kT rv E', E 1 being the impurity activation energy, the 
semiconductor could change from an intrinsic type (impurity indepen-
dent) to an extrinsic type (impurity dependent). This could account for 
the observed effect also. Inokuchi (233) has observed similar effects 
in quaterrylene in. that the intrinsic behavior _of the sample did not per-
sist below T l'V 370°:K,. when the resistivity was measured in dilute 
o2 atmospheres. He attributed the effect to the presence of two accep-
tor levels due to o2 impurity; thus quaterrylene, an intrinsic semicon-
ductor in vacuum, is an extrinsic semiconductor in air, or dilute o2 
atmospheres. 
Another possible explanation may be the existence of filamentary 
superconductipn. As is well known, the Meissner effect can operate 
to suppress superconduction. In some known superconductors, the 
magnetic fields required to convert the superconducting to the normal 
state need be quite small. Such superconductors are said to be mag-
netically "soft. 11 To account for the observed limiting of the resistance 
as low temperatures are approached in these four polymers, we need 
only assume that the filamentary regions are very "soft" and easily 
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destroyed singly and to some extent mutually by current pulses in them. 
The resultant "averaged" conduction as seen by a 1;1low response cur ... 
rent device would indicate lowered average resistance of the sample. 
Alternatively, filaments of superconducting phase could form interior 
to the surface, again producing a lowered average resistance at low 
temperatures. 
With regard to the above discussion of filamentary superconduc-
tion, although most of our data shows that the resistance of our sam ... 
ples at any temperature, there were several instances where a near -
zero resistance was observed. Several samples were involved, some 
exhibiting this effect more than once. A discussion of this effect fol-
lows. 
On several occasions the electrical resistance of several sam-
ples appeared to vanish at low temperatures. The zero resistance of 
the samples was intermittent, with normal behavior observed most of 
the time. In these measurements of electrical resistance, two instru-
ments of very different sensitivity were used, a Keithley 610B and a 
Simpson Model 269 meter. From a description of the following ob-
servations, it will be seen that the resistance measured depends on 
the instrument used as well as on the range selected on each instru-
ment. An interpretation of this is that the current that is passed 
through the sample in the resistance measurement will be different for 
each instrument and for each scale setting selected as these are bridge-
type instruments. Stated differently, we may conclude that the 
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sample resistance measured, whether finite or zen>, depends on the 
current passed through the sample. Another feature of these meas-
urements, not easily understood, is that the placement of the thermo .. 
couple in electrical, as well as thermal, contact with one of the anvils 
in the electrical conductivity apparatus influences the 9bservations of 
vanishing resistance. It is not clear why this placement of the thermo-
couple should alter the resistance measured, but it is a fact that it 
does, as will be seen in the description of the measurements which 
follows: 
RUN 1. 22 April 167 DPlA 
Observed resistance equal to zero at ,v 1S0°K using Simpson 
meter; the resistance later went to 103 ohm, When Keithley meter 
was used on O. l volt scale the resistance measured was finite. On 
this scale the current passed through the sample is 10-8 to 10- 5 am-
pere. In this run the thermocouple was electrically insulated from 
the anvils. 
RUN 2. 20 May 167 JM85B 
Observed R = 1. 7 x 107 ohm on Keithley at 77°K. A few min -
utes after changing scales to a higher current setting, the resistance 
went to zero. A measurement using the Simpson meter indicated 
7 
R = 1. 5 x 10 ohm. Checked Keithley, using an external resistor and 
found it to read properly. Keithley shows R c:! 0 for sample, consis-
tently. Simpson meter showed R ':::::! 3 ohm once. For this run, the 
thermocouple was in contact with the anvil. 
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RUN 3. 25 May 167 JM85A 
Observed resistance equal zero at 93°K using Keithley on 108 
scale, On the Simpson meter Rr.J 8 ohm, with a slow decrease to 
4 ohm. On reversing heads, Simpson read 16 ohm which decreased to 
9 ohm. The thermocouple which was in electrical contact with the an-
vil was observed reading off-scale at this point. On removing one 
thermocouple lead, the resistances observed on Simpson were: 
5 (1 k-ohm scale), 22 (100 ohm scale), 190 (IO ohm scale) and 1000 
(on 1 ohm scale). Reversing the leads did not cause a significant change 
in the resistance measured. On measuring with the Keithley with one 
arm of the thermocouple removed, we once again observed R"-" 108 ohm 
and on going to a lower scale R went to zero again. In this run there 
was considerably more data to show the resistance going to zero inter .. 
mittently. 
It is not entirely clear whether the observance of a zero resis-
tance was due to experimental difficulties or whether it was a real ef-
fect. However, a vanishing resistance has been observed in too many 
cases for it to be dismissed entirely as an experimental difficulty in-
herent in our type of electrical resistance measurernents. With regard 
to the observation that different bridge settings on the ohmmeters pro-
duced differing resistance values for a given sample, it is a well es-
tablished fact that E-field markedly effects the conductivity. This has 
been discussed in Chapter III, and a further word on this matter was 
given in Chapter V. Evidence of this effect on sample DPIA at 
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temperatures down to 65°K is displayed in Figure 70. Curve (A) cor-
responds to a lower ~-field(~~ 40V /cm) while curve (B) is for the 
higher (E oe SOOV /cm). It should be noted that although the effect is 
noticeable at room temperature, it becomes greatly enhanced as one 
approaches the liquid N2 range. 
Summary 
Electrical resistivities for thirteen macromolecular organic 
solids have been determined under 8 kbar uniaxial pressure down to 
pumped liquid He _temperatures (1. s°K). 
In general, a finite resistance was measured over the entire 
temperature range; however, during several runs, three samples 
tended to intermittently exhibit zero resistance in the liquid N 2 tem-
perature range. This effect was reproducible to some degree, and the 
onset of the effect was observed to be in some manner E-field depen-
dent. The zero resistance observation has been attributed to the pos-
sibility of the sample entering a superconducting state via filamentary 
conduction. 
Most of the samples exhibited some degree of nonlinearity in the 
resistivity temperature data. Activation energies were determined 
over the whole temperature region. In general the samples exhibited 
two or three linear regions, indicating the possibility of multiple car-
rier levels and sources, or a region of extrinsic behavior. 
Of particular interest was the fact that four samples did not 
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appreciably change their re·sistivities in dropping from 77~K to I. S~K. 
Although a finite resistance was measured fo.r each sample (109 to 
.1012 ohm .. cm), it is suspected that filamentary superconduction was 
occu.rl;'ing, . At the onset of the· superconductiQn state, since the sam ... 
ple is soft magr.i.etically, the large magnetic field produced acts via 
the ,Meissner effect to revert the sample back to the normal state. 
The detection system,. being somewhat slow in response time, rec.ords 
only the average resistance of the competing processes ·which continue 
as long as the sample :i,s below 77~1:{. 
Suggestions for Future Studies 
Since all of the work presented in this study involved only elec .. 
trical reijistance measurements, the pqssibility of filamentary super-
conduction having been observed suggests the following experiments to 
study thE:! matter further: 
{l) Use of a magnetic s.earch coil a.bout the sample to search 
for tran1;1itory superconducting current 11 spi:k,es. 11 
(t) Direct in-circuit examination by high speed oscilloscope 
· to search for current "spikes .• 11 
(3) . Stuq.y of the resistance-temperature curve in an external 
magnetic field varied at least to compensat.e for any re-
l 
sidual magnetism of the earth's field and higher ·(e.g., 
. 0 .... 200 gauss net). 
(4) · Study of the resistance"".temperature ·cqrve as a functionof 
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applied voltage to see if low voltage conditions particularly 
would allow the 11 spikes 11 to persist. 
(5) Measure the specific heat near the anomalous "transition" 
-region in a weak H-field. Detection of a discontinuity would 
indicate superconduction. 
In addition, since pressure has both positive and negative effects 
on the superconducting transition, one could study a given sample ex-
tensively to determine the pressure effects at low temperatures. The 
present clamp is limited to a pressure of about 40 kbar~ and this pres-
sure is extremely nonuniform. Recent work by Drickamer (93) has 
been carried out on 3 organic solids--pentacene, anthracene, and tet-
racene at liquid N2 temperatures under uniform pressures up to 400 
kbar. It would be interesting to study these samples in such a con-
figuration. On the other hand, Smith and Chu (235) have recently found 
that high pressures can tend to completely destroy the superconduct-
ing transition in a number of metallic superconductors. Thus, it 
would appear that an extensive study of the effect of varying pressure 
on the samples is in order. 
Regarding other organic systems, one very promising group is 
the metal-doped pyropolymers. Pohl and coworkers (6, 7, 8, 18) have 
studied these materials earlier, and from their properties, they ap-
pear to be very likely candidates for organic superconductors. 
CHAPTER VII 
SUMMARY AND CONCLUSIONS 
This study was conducted to investigate the nature of both the elec-
trical conductivity and the unusually large polarizability (hyperelectron-
ic polarization) as exhibited by certain macromolecular solids, and to 
examine a number of the specimens at low temperature in an effort to 
find an organic material which would exhibit superconductivity. 
The first phase of the investigation (Chapter III) was concerned 
with the characterization of twenty-two newly synthesized organic poly-
mers as electronic semiconductors. The conductivity was found to be 
electronic in nature, and was seen to be considerably increased by the 
addition of heterocyclic groups which tend to stabilize unpaired eled:rons. 
Part two of the study (Chapter IV) dealt with an investigation of 
pressure and temperature effects on the energetics of unpaired spin 
production, an~ with the electron spin resonance signal of the poly-
mers. A direct correlation between unpaired spins and electronic 
conduction was observed, indicating a common source for spins and 
carrier production. 
The third portion of the study involved an investigation of the 
A. C. polarizability and A. C. conductivity, and the effects of pressure 
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temperature, and ~-field strength (both magnitude and frequency) on 
such. An analytical expression relating the dielectric constant, Er' 
to variations of pressure, temperature, and E-field strength was de-
rived. 
Part four, the final phase of the investigation, was concerned 
with a search for the existence of superconductivity in organic mac-
romolecular solids. On the basis of several anomalous results, it 
was suggested that filamentary superconduction was observed. 
Since each part of this investigation was in itself a complete 
study, it was written as such, with a summary and conclusion, and 
with suggestions for further investigations being included in each 
chapter separately. No further summarization will be given here. The 
reader is referred to the summary in each respective chapter for fur-
ther details. 
In concluding this paper, suffice it to say that considerable evi-
dence has been presented for the hyperelectronic polarization case as 
being truly electronic in nature and molecular tn scale, rather than be .. 
ing due to surface or grain boundary effects. It is the author's thesis 
that hyperelectronic polarization is indeed such. 
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