The issue of forecasting key macroeconomic variables has been constantly on the debate over the past years. In general, methodologies can be divided in two broad categories characterised by the size of the set of explanatory variables taken into consideration. On the one hand, some researchers pursue an strategy where a small number of wisely selected predictors is used (variable selection method). Then, under the assumption of non cross-correlated errors the factor models are estimated by maximum likelihood using the Kalman filter. On the other hand, others suggest forecasting using a large set of predictors where information is summarised using principal components estimation (variable reduction method). The forecasting performance of other variable reduction methods, e.g. Bayesian shrinkage regression or partial least squares (PLS), have also been recently studied.
Introduction
The issue of forecasting key macroeconomic variables has been constantly on the debate over the past years. In general, methodologies can be divided in two broad categories characterised by the size of the set of explanatory variables taken into consideration. Stock and Watson (1991) , Camba-Mendez et al. (2001) , Aruoba et al.. (2009) , Aruoba and Diebold (2010) and Camacho and Perez-Quiros (2010) are some examples where a small number of wisely selected predictors is used. Then, under the assumption of non cross-correlated errors the factor models are estimated by maximum likelihood using the Kalman filter.
On the other hand, the seminal work by Stock and Watson (2002a) suggests forecasting using a large set of predictors where information is summarised using principal components estimation. The forecasting performance of other variable reduction methods have been recently studied by Del Mol et al. (2006) , Kapetanios, Marcellino and Papailias (2012a) among others and include the Bayesian shrinkage regression, partial least squares and others.
A difficult issue in both the above categories is the choice of the set of predictors and the actual variables. Boivin and Ng (2006) suggest that cross-correlation of regressors in large datasets might result in inaccurate forecasts and hence a smaller set is more likely to provide a smaller average forecast error. A key to this problem is the use of variable selection methods. Kapetanios (2007) and Kapetanios, Marcellino and Papailias (2012a) use non-standard optimisation of information criteria in order to identify the appropriate instruments and they forecast EU macroeconomic variables with encouraging results. A recent study by Alvarez et al. (2012) also addresses this issue and compares small and large scale dynamic factor models in the Stock and Watson dataset for the US. However, their approach is limited in that particular class of models.
The purpose of this paper is to evaluate and compare the forecasting ability of (i) variable reduction and (ii) variable selection methods using small and large datasets. We predict the growth rate of the industrial production of the Euro Area (16), France, Germany and Italy. The variable reduction methodologies include: the Bayesian shrinkage regression and the partial least squares. The variable selection methodology employs the following heuristic optimisations: the simulated annealing (SA), the genetic algorithm (GA) and the M C 3 algorithm. Each of these optimisations is used to identify the combination of variables that minimise an information criterion (e.g. BIC, HQ). The benchmark is the Automatic Leading Indicator (ALI) model in the spirit of Camba-Mendez et al. (2001) which belongs to the category of small scale dynamic factor models.
The rest of the paper is organised as follows: Section 2 briefly describes the methodologies, Section 3 is concerned with the forecasting algorithm, Section 4 discusses the results and Section 5 summarises the conclusions.
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2 Methodologies
Variable Selection Methods
We consider the following regression model,
where x 0 t is a k-dimensional vector of stationary predetermined variables. The superscript 0 denotes the true regression model. Let the set of all available variables at time t be represented by the N -dimensional vector x t = (x 1,t , . . . x N,t ) , where it is currently assumed that the set of variables in x 0 t is also contained in x t . The aim of the analysis is to determine x 0 t . Formally, let I = (I 1 , . . . , I N ) denote a vector of zeros and ones (which we will refer to as string). Let I 0 be the string for which I 0 i = 1, if x i,t is an element of x 0 t and zero otherwise. We wish to estimate I 0 . Note that in small samples I 0 may not represent the best fitting model for the data at hand.
To do this we consider the use of information criteria to select the variables that go in (1). The generic form of such criteria is usually,
where L(I) is the log-likelihood of the model associated with string I and C T (I) is the penalty term associated with the string I. The three most usual penalty terms are 2m(I), ln(T )m(I) and 2ln(ln(T ))m(I) associated with the Akaike (AIC), Bayesian (Schwarz (1978) ) (BIC) and Hannan-Quinn (Hanna and Quinn (1979) ) (HQ) information criteria.m(I) is the number of free parameters associated with the modelling of the dataset associated with I. Note that, in this case,m(I) = I I. It is straightforward under relatively weak conditions on x j,t and j,t , and using the results of say, Sin (1996) , to show that the string which minimises IC(.) will converge to I 0 with probability approaching one as T → ∞ as long as
More specifically, the assumptions needed for the results of Sin (1996) to hold are mild and can be summarised as follows, assuming estimation of the models is undertaken in the context of Gaussian or pseudo maximum likelihood (which in the simplest case, of spherical errors, is equivalent to OLS): (i) Assumption A of Sin (1996) requires measurability, continuity and twice differentiability of the log-likelihood function and a standard identifiability assumption; (ii) A uniform weak law of large numbers for the log-likelihood of each observation and its second derivative; (iii) A central limit theorem for the first derivative of the log-likelihood of each observation. (ii) and (iii) above can be obtained by assuming, e.g., that x j,t are weakly dependent, say, near epoch dependent, processes and j,t are martingale difference processes. Hence, it is clear that consistency of model selection as long as the penalty related conditions ECB Working Paper 1773, April 2015 5
hold is straightforwardly obtained. Note that unlike BIC and HQ which consistently estimate the true model in the sense of Sin (1996) , AIC is inconsistent, in this sense, since C T remains bounded, as T → ∞, contravening the first penalty related condition given in the preceding paragraph. This is the reason why AIC is not included in our calculations. Also, the empirical results in Kapetanios, Marcellino and Papailias (2012a) also suggest the use of BIC or HQ as objective functions. Further, note that in most work dealing with variable selection and information criteria, stationarity of x 0 t is usually assumed, as is in the preceding analysis, although the analysis may be extended to nonstationary variables.
The problem is of course how to minimise the information criterion. For small dimensional x t , evaluating the information criterion for all strings may be feasible, as, e.g., in lag order selection. In the case of lag selection the problem is made easier by the fact that there exists a natural ordering of the variables, although in many cases such an ordering may not be the optimal basis for a search algorithm. In the general variable selection case, as soon as N exceeds say 50 or 60 units, this strategy is bound to fail. Since I is a binary sequence there exist 2 N strings to be evaluated. For example, when N = 50 and optimistically assuming that 100000 strings can be evaluated per second, we still need about 357 years for an evaluation of all strings. Clearly this is infeasible. Although this is a minimisation problem, standard minimisation algorithms do not apply due to the discreteness of the domain over which the objective function (information criterion) needs to be optimised. To overcome this difficulty we use the following heuristic optimisation approaches that include: the simulated annealing, the genetic algorithm and the MC 3 .
Since in our case N is very large, N=195 (see Table 1 ), we should normally compute and compare 2195 IC according to eq.(2). This is clearly not feasible and the alternative approaches analysed below could help the researcher to reduce the computational burden.
Simulated Annealing (SA)
This algorithm provides a local search for the minimum (or maximum) of a function, in our case is eq.(2). The concept is originally based on the manner in which liquids freeze or metals recrystalize in the process of annealing. In an annealing process a melt, initially at high temperature and disordered, is slowly cooled so that the system at any time is approximately in thermodynamic equilibrium. As cooling proceeds, the system becomes more ordered and approaches a 'frozen' ground state. The analogy to an optimisation problem is as follows: the current state of the thermodynamic system is analogous to the current solution to the optimisation problem, the energy equation for the thermodynamic system is analogous to the objective function, and the ground state is analogous to the global optimum. An early application of simulated annealing in econometrics is the work of Goffe et al. (1994) who suggested that simulated annealing could be used to optimise the objective function of various econometric estimators.
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Below, we give a description of the algorithm together with the necessary arguments that illustrate its validity in our context. We describe the operation of the algorithm when the domain of the function (information criterion) is the set of binary strings i.e. {I = (I 1 , . . . , I N ) | I i ∈ {0, 1}}.
Each step of the algorithm works as follows starting from an initial string I 0 .
1. Using I i choose a neighboring string at random, denoted I * i+1 . We discuss the definition of a neighborhood below.
If IC(I
Heuristically, the term T i gets smaller making it more difficult, as the algorithm proceeds, to choose a point that does not decrease IC(.). The issue of the neighborhood is extremely relevant. What is the neighborhood? Intuitively, the neighborhood could be the set of strings that differ from the current string by one element of the string. But this may be too restrictive. We can allow the algorithm to choose at random, up to some maximum integer (say h), the number of string elements at which the string at steps i and i + 1 will differ. So the neighborhood is all strings with up to h different bits from the current string. Another issue is when to stop the algorithm. There are a number of alternatives in the literature. We have chosen to stop the algorithm if it has not visited a string with lower IC(.) than the current minimum for a prespecified number of steps (B υ ) (Steps which stay at the same string do not count) or if the number of overall steps exceeds some other prespecified number (B s ). All strings visited by the algorithm are stored and the best is chosen at the end rather than the final one.
The simulated annealing algorithm has been proven by Hajek (1998) to converge asymptotically, i.e. as i → ∞, to the maximum of the function as long as T i = T 0 /ln(i+1) for some T 0 for sufficiently large T 0 . In particular, for almost sure convergence to the minimum it is required that T 0 > d * . d * denotes the maximum depth of all local minima of the function IC(.). Heuristically, the depth of a local minimum, I 1 , is defined as the smallest number E > 0 such that the function exceeds IC(I 1 ) + E during its trajectory from * this minimum to any other local minimum, I 2 , for which IC(I 1 ) > IC(I 2 ). This condition needs to be made specific for the problem at hand. We thus need to discuss possible strategies for determining d * for model searches using information criteria. It is reasonable to assume that the space of models searched via information criteria includes only models with a prespecified maximum number of variables; otherwise problems caused by the lack of degrees of freedom will arise. Then, a possible upper limit for d
where L(I A ) is the likelihood associated with a regression containing just a constant term * A trajectory from I 1 to I 2 is a set of strings, I 11 , I 12 , . . . , I 1p , such that (i) I 11 ∈ N (I 1 ), (ii) I 1p ∈ N (I 2 ) and (iii) I 1i+1 ∈ N (I 1i ) for all i = 1, . . . , p, where N (I) denotes the set of strings that make up the neighborhood of I.
and L(I B ) is the likelihood associated with a regression containing the maximum allowable number of variables. Of course, there are many possible sets of variables that contain the maximum allowable number of variables. For this reason we remove the penalty terms and focus on likelihoods. This makes it more likely that −2L(I B ), for some random I B that specifies use of the maximum allowable number of variables, is a lower bound for the optimum value taken by the information criterion.
Genetic Algorithm (GA)
The motivating idea of genetic algorithms is to start with a population of binary strings which then evolve and recombine to produce new populations with 'better' characteristics, i.e. lower values for the information criterion. We start with an initial population represented by a N × m matrix made up of 0's and 1's. Columns represent strings. m is the chosen size of the population. The theory of genetic algorithms suggests that the composition of the initial population does not matter. Hence, this is generated randomly. Denote this population matrix by P 0 . The genetic algorithm involves defining a transition from P i to P i+1 . Following Kapetanios (2007), the algorithm could be described in the following steps:
1. For P i create a m × 1 'fitness' vector, p i , by calculating for each column of P i its 'fitness'. The choice of the 'fitness' function is completely open and depends on the problem. For our purposes it is the opposite of the information criterion. Normalise p i , such that its elements lie in (0, 1) and add up to 1. Denote this vector by p * i . Treat p * i as a vector of probabilities and resample m times out of P i with replacement, using the vector p * i as the probabilities with which each string will be sampled. So 'fit' strings are more likely to be chosen. Denote the resampled population matrix by P 1 i+1 .
2. Perform "cross over" on P . This amounts to flipping the bits (0 or 1) of P 2 i+1 with probability p m . p m is usually set to a small number, say 0.01. After mutation the resulting population is P i+1 .
These steps are repeated a prespecified number of times (B g ). Each set of steps is referred to as generation in the genetic literature. If a string is to be chosen, this is the one with maximum fitness. For every generation we store the identity of the string with maximum ECB Working Paper 1773, April 2015'fitness'. Further, this string is allowed to remain intact for that generation. So it gets chosen with probability one in step 1 of the algorithm and does not undergo either cross-over or mutation. At the end of the algorithm the string with the lowest information criterion value over all members of the populations and all generations is chosen. One can think of the transition from one string of maximum fitness to another as a Markov Chain. So this is a Markov Chain algorithm. In fact, the Markov Chain defined over all possible strings is time invariant but not irreducible, as at least the m − 1 least fit strings will never be picked. To see this, note that in any population there will be a string with more fitness than that of the m−1 worst strings. There has been considerable work on the theoretical properties of genetic algorithms. Hartl and Belew (1990) have shown that with probability approaching one, the population at the n-th generation will contain the global maximum as n → ∞. Perhaps the most relevant result from that work is Theorem 4.1 of Hartl and Belew (1990) . This theorem states that as long as (i) the sequence of the maximum fitnesses in the population across generations is monotonically increasing, and (ii) any point in the model space can be reached from any other point by means of mutation and cross-over in a finite number of steps, then the global maximum will be attained as n → ∞. Both these conditions hold for the algorithm described above. The first condition holds by the requirement that the string with the maximum fitness is always kept intact in the population. The second condition holds, since any string of finite length can be obtained from another by cross-over and mutation with non-zero probability in a finite number of steps. For more details on the theory of genetic algorithms see also Morinaka et al. (2001) .
MC

3
This algorithm is constructed in a manner similar to simulated annealing. This similarity is, in fact, the main reason why we consider Bayesian methods here. The M C 3 algorithm defines a search path in the model space just like the simulated annealing algorithm we considered in the previous section. As a result we refer to the setup of the previous section to minimise duplication of the exposition. The difference between SA and M C 3 is the criterion used to move from one string to the other at step i. Here, the Bayes factor for string (model) i + 1 versus string (model) i is used. This is denoted by B i+1,i . The chain moves to the i + 1 string with probability min(1, B i+1,i ). This is again a Metropolis-Hastings type algorithm. The Bayes factor we use, following Fernandez et al. (2001), is given by,
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where RSS i is the sum of squared residuals of the i-th model, T SS is the sum of the squared deviations from the mean for the dependent variable, k i is the number of variables in model i and g 0i is a model specific constant relating to the prior relative precision. The results of Fernandez et al. (2001) suggest that, for consistent model selection, g 0i should be set to 1/T . This is associated with prior 'a' in the terminology of subsection 4.2 of Fernandez et al. (2001) . More details may be found in Fernandez et al. (2001) . Our chosen model is the model that minimises the information criterion among all models visited by the M C 3 algorithm. Given the results of Appendix A.3 of Fernandez et al. (2001) concerning the asymptotic equivalence between consistent information criteria and the Bayes factor in (3), we find our approach justified.
Variable Reduction Methods
Partial Least Squares (P LS)
Partial least squares (PLS) is a relatively new method for estimating regression equations, introduced in order to facilitate the estimation of multiple regressions when there is a large, but finite, amount of regressors.
† The basic idea is similar to principal component analysis in that factors or components, which are linear combinations of the original regression variables, are used, instead of the original variables, as regressors. A major difference between PC and PLS is that, whereas in PC regressions the factors are constructed taking into account only the values of the x t variables, in PLS, the relationship between y t and x t is considered as well in constructing the factors. PLS regression does not seem to have been explicitly considered for data sets with a very large number of series, i.e., when N is assumed in the limit to converge to infinity. There are a variety of definitions for PLS and accompanying specific PLS algorithms that inevitably have much in common. A conceptually powerful way of defining PLS is to note that the PLS factors are those linear combinations of x t , denoted by Υx t , that give maximum covariance between y t and Υx t while being orthogonal to each other. Of course, in analogy to PC factors, an identification assumption is needed, to construct PLS factors, in the usual form of a normalization.
A simple algorithm to construct k PLS factors is discussed among others, in detail, in Helland (1990) . Assuming for simplicity that y t and x t have been normalized to have zero mean and x t has been scaled to have unit variance, a simplified version of the algorithm is given below:
1. Set u t = y t and v i,t = x i,t , i = 1, ...N . Set j = 1.
Determine the
by computing individual covariances: w ij = Cov(u t , v it ), i = 1, ..., N . Construct the j-th PLS factor by taking the linear combination given by w j v t and denote this factor by f j,t .
3. Regress u t and v i,t , i = 1, ..., N on f j,t . Denote the residuals of these regressions byũ t andṽ i,t respectively.
4. If j = k stop, else set u t =ũ t , v i,t =ṽ i,t i = 1, .., N and j = j + 1 and go to step 2.
This algorithm makes clear that PLS is computationally tractable for very large data sets. Once PLS factors are constructed y t can be modelled or forecasted by regressing y t on f j,t j = 1, ..., k. Helland (1988) and Helland (1990) provide a general description of the partial least squares (PLS) regression problem. Helland (1988) shows that the estimates of the coefficients α in the regression of y t on x t , as in (1), obtained implicitly via PLS Algorithm and a regression of y t on f j,t j = 1, ..., k, are mathematically equivalent to,
with
Thus, (4) suggests that the PLS factors that result from the PLS Algorithm span the Krylov subspace generated by X X and X y, resulting in valid approximations of the covariance between y t and x t .
Bayesian Shrinkage Regression (BR)
Bayesian regression is a standard tool for providing inference for α in (1) and there exists a large variety of approaches for implementing Bayesian regression. We will provide a brief exposition of this method. A starting point is the specification of a prior distribution for α. Once this is in place standard Bayesian analysis proceeds by incorporating the likelihood from the observed data to obtain a posterior distribution for α which can then be used for a variety of inferential purposes, including, of course, forecasting. A popular and simple implementation of Bayesian regression results in a shrinkage estimator for α in (1) given by,α
where X = (x 1 , ..., x T ) , y = (y 1 , .., y T ) and v is a shrinkage scalar parameter. The shrinkage estimator (5) shrinks the OLS estimator, given by (X X) −1 X y towards zero, thus enabling a reduction in the variance of the resulting estimator. This is a major feature of Bayesian regression that makes it useful in forecasting when large data sets are available. This particular implementation of Bayesian regression implies that elements of α are small but different from zero ensuring that all variables in x t are used for forecasting. In this sense, Bayesian ECB Working Paper 1773, April 2015regression can be linked to other data-rich approaches. When a certain factor structure is assumed in the data, Bayesian regression through (5) will forecast y t by projecting it on a weighted sum of all N principal components of X, with decaying weights, instead of projecting it on a limited number of r principal components with equal weights as in PC regression; see Del Mol et al. (2006) .
Automatic Leading Indicator (ALI)
The last methodology is the automatic leading indicator (ALI) model as introduced by Camba-Mendez et al. (2001) . This is a small scale dynamic factor model and includes a two-step procedure where in the first step the factors are extracted and in the second stage a VAR model is estimated and used for forecasting. Consider the following model for the N vector of exogenous variables X,
where B is an (n,k) matrix of unknown parameters, s t is a k vector of factors that follows a stationary AR(p) process with disturbances η and u t is an N vector of disturbances. The estimation of the unknown parameters in (6) and the extraction of factors may be combined in the following step-wise fashion. Given knowledge of B, C(L) and the variance matrices of u t and η t , (6) can be written in state space form with the Kalman filter used to extract s t from observation on x t . Secondly, given the factors s t , the parameter matrices B, C(L) and the variance matrices of u t and η t may be estimated by quasi-maximum likelihood. This step-wise procedure may be iterated until convergence; see Harvey (1993) for further details.
The factors s t obtained above are then incorporated into a VAR model to forecast y t as follows,
where t is a zero-mean conditionally homoskedastic and serially uncorrelated error process with positive definite variance matrix uncorrelated with the error processes u t and η t . Then given the estimated factors and parameters the model in (7) is estimated via OLS (or maximum likelihood) and the parameter estimates are used in the forecasting exercise as described in the next section. The lags in the AR and VAR model and the choice of factors are determined by a series of tests that include serial correlation and Granger causality; see Camba-Mendez et al. (2001) for more details. It is important to notice here that the ALI is always used with the small set of predictors (see Table 3 ) as in Camba-Mendez et al. (2001) .
Parameters Setup and Normalisation
For the simulated annealing and genetic algorithms we use the same (default) values as in Kapetanios (2007), i.e. in the simulated annealing h = 1, B υ = 500, B s = 5000, T 0 = 10, in the genetic algorithm m = 200, B g = 200, p c = 0.6 and p m = 0.1. We allow a maximum of five hundred iterations. The objective functions to be minimised are the Bayesian and HQ information criteria. In PLS we examine cases with one and three factors and in BR we use v = 0.5N and v = 2N as shrinkages. In ALI we use 1 factor and the initial values are fixed to the unconditional moments.
In all heuristics we have used the data as is, however in ALI, PLS and BR we have normalised the regressors to zero mean and unit variance series.
Forecasting and Data Description
We perform a forecasting exercise using the projection method as described in Stock and Watson (2002a) . This method, also known as direct approach, is more robust in the presence of possible model mis-specification. The forecasts are given by,
where β h is obtained by regressing y t on z t−h and h denotes the forecast horizon. z t is a kdimensional vector of variables and can be equal to x t or to k-factors series depending on the choice of the estimation method. In the case of the ALI z t might include the autoregressive components of y t as well. At first, we set the max steps ahead, h. Then, we specify the evaluation period, Eval, and we omit h observations completely out of the sample. This allows us to end up with a number of Eval forecasts for any given step h. A summary of the pseudo out-of-sample forecasting algorithm follows.
Use an initial sample of T 1 observations (T
2. With any method described in this section obtain x t , t = 1, 2, ..., T 1 , 3. For j = 1, 2, ..., h steps regress y t on z t−h and obtain β h = β 1 , ..., β h , 4. Calculate the forecasts of y f t+h using z t and β h , hence y f = y f 1 , ..., y f h , 5. We repeat the whole procedure increasing the initial sample T 1 to T l = T l−1 + 1 until
At the end of this process we have gathered a number of Eval forecast values for any step h. We consider two looping procedures: (i) a recursive looping where the initial sample ECB Working Paper 1773, April 2015T 1 is augmented by one observation at each time and (ii) a rolling approach where a fixed sample of T 1 length moves across time.
The forecast error is then calculated as,
and the statistics of interest can be computed. We are particularly interested in the Mean Absolute Error defined as,
All results are presented with the corresponding Diebold and Mariano (1995) test of predictive accuracy where *, ** and *** star signs are used to indicate the predictive accuracy of the alternative model over the benchmark at 10%, 5% and 1% significance levels respectively.
The small dataset of predictors is described in Table 3 and consists of various government bond spreads, the real effective exchange rate, house lending rates, stock market return, money supply and the survey-based economic sentiment indicator for each economy. The dependent variable subject to forecasting is the growth rate of the industrial production of the Euro Area (16), France, Germany and Italy. The data was collected using Macrobond Financial and the dates span from Jan. 1996 to Jan. 2009.
The large dataset of predictors consists of 195 monthly variables (source: Eurostat, PEEIs, the Eurostat labels can be found in the Table 1 ) spanning from Jan. 1996 to Jan. 2009. The dataset is the same used in Foroni and Marcellino (2011) and it contains a large universe of variables that are potentially useful instruments in forecasting key macroeconomic variables in the Euro Area. Furthermore, in the spirit of Stock and Watson (2002a) we have transformed the series for stationarity using first differences or log differences appropriately (although notice in Table 2 some of the variables remained unchanged). Hence, the resulting data used in the forecast exercise contains growth rates from Feb. 1996 to Jan. 2009 .
It is important to notice here that both small and large datasets of predictors are correctly date-aligned and the forecasting exercise uses the same time period in all experiments. 
A Small Dataset of Predictors
Tables 4-7 present the MAE of the benchmark ALI model that uses the small set of predictors and the relative MAE of PLS and BR models using the same dataset.
In Table 4 we present the forecasting exercise for the growth rate of the industrial production for the Euro Area economy. We see that the average MAE of the ALI model across all forecast horizons is equal to 0.007. We see that none of the alternative models outperforms the ALI benchmark. PLS with three factors is slightly better with a relative MAE equal to 0.998 and the Bayesian regression with shrinkage parameter v = 0.5N presents the highest forecast error with relative MAE equal to 1.041. The same can be said for all subsequent steps up to h = 12 where the ALI benchmark is should be preferred.
The forecasting results for the growth rate of the industrial production for France can be found in Table 5 . As in the EA case, the ALI should be chosen compared to the other variable reduction models using a small dataset. In steps h = {1...3, 10} ALI is always better as the relative MAE is constantly above unity. For h = 4 to h = 8 we see that PLS (1) forecasts are slightly better compared to the benchmark's but not statistically significant. In steps 11 and 12 both BR models are slightly better. Table 6 describes the forecasting results for Germany's industrial production growth rate. In steps h = {1, 3} PLS(3) performs better with a MAE of 0.959 and 0.973 relative to the ALI benchmark. In steps h = {2, 4...6} ALI outperforms all other models with an actual MAE of 0.010 across all steps. However in steps h = {8, 9, 11, 12} other methods provide slightly better forecasts but not statistically significant. In step h = 12 the PLS(3) has a relative MAE of 0.987.
The last case is that of Italy in Table 7 . This is another example where ALI is shown to outperform all other methods when a small set of predictors is used. We see that only in step 3 the alternative models, BR(0.5N) and BR(2N) give a relative MAE of 0.981 and 0.973 respectively which, however, is not statistically significant.
A Large Dataset of Predictors
We continue our study using the variable selection and variable reduction methods as described in Section 2 of the paper with a large dataset of predictors. The benchmark model is still the ALI when using the small dataset.
For the case of the EA we see in Table 8 that in the first step PLS(1)and PLS(3) provide forecasts that are statistically more accurate at 5% and 10% level respectively. In particular, the actual MAE of the ALI is 0.007 and the relative MAE of the above models is 0.940 and 0.884 respectively. For 2, 4, 6, 7 and 8 steps ahead the ALI outperforms all other competing methods with an average MAE of 0.006. PLS(1) and PLS(3) seem to be the most robust alternatives to the benchmark as they are characterised with relative MAE smaller than unity in most of the forecast horizons. This result is statistically significant at least at 10%. ALI loses its forecasting power as we move further ahead. For step h = 12 ALI has an actual MAE of 0.08 and PLS(3) has a relative MAE of 0.924.
In Table 9 we see the results for France. Here, the variable reductions methods (using the large dataset) constantly outperform the ALI across all horizons. Better forecasts are provided by SA BIC and GA BIC however they are not statistically significant. PLS(1), PLS(3) and BR(2N) return an average relative MAE of 0.970, 0.965 and 0.983 respectively across all forecast horizons. Table 10 presents the forecasting exercise for the growth rate of the industrial production for Germany. The evidence here is in favour of the ALI as none of the competing models provides forecasts that are statistically more accurate. If we look at the table we can find cases where GA BIC , PLS(1), PLS(2) and BR(2N) are slightly better however the Diebold and Mariano (1995) test does not indicate any statistical significance.
Moving to last set of empirical results for the case of the industrial production growth for Italy we see again that the variable selection methods can provide better forecasts in some horizons, however these results are not statistically significant. However, the variable reduction methods and, PLS(1), PLS(2) and BR(2N) in particular, return more accurate forecasts at 5% and 1% levels. PLS(1) and PLS(3) provide an average relative MAE of 0.987 and 0.986 respectively.
Concluding Remarks
In this paper we approach the issue of forecasting macroeconomic variables using indicators from small and large datasets. The methods we employ include variable reduction and variable selection models. The variables in the latter are selected according to the minimisation of information criteria using some not so standard optimisation techniques that aim to reduce the computational burden. The benchmark model is the Automatic Leading Indicator model of Camba-Mendez et al. (2001) which belongs to the class of the small scale dynamic factor models.
Our overall work indicates that among the variable reduction methods using a small set of predictors, the ALI is more likely to provide better forecasts on average. However, the ALI performs well only in the "medium-term" forecasts (4-6 steps ahead) using a large dataset of predictors. The variable reduction methodologies, and especially the PLS model with 1 and 3 factors, are more likely to result in forecasts with smaller errors in the first and 8 to ECB Working Paper 1773, April 201512 steps ahead. Similarly, the variable selection methods can also be useful for "short-run" (one step ahead) and "long-run" (10-12 steps ahead) predictions. Our results suggest the use of SA and GA as the more robust optimisation methodologies and the BIC as the objective function in the minimisation.
To conclude with, our empirical approach suggests that the models described here should, at least, be considered by researchers interested in model averaging methodologies for forecasting key European macroeconomic variables. Cross-validation: 84 periods Table 6 : Forecasting the industrial production growth rate of Germany using a small set of predictors Cross-validation: 84 periods Table 7 : Forecasting the industrial production growth rate of Italy using a small set of predictors (1995) test. ** indicates the 5% significance of Diebold and Mariano (1995) test. *** indicates the 1% significance of Diebold and Mariano (1995) test.
