This paper is concerned with a predator-prey system with diffusion. The global asymptotic stability of the unique positive constant equilibrium is obtained under certain conditions. The method used here is the upper and lower solutions combined with the monotone iteration and constructing suitable Lyapunov functions.
Introduction
In mathematical biology, the dynamics of the growth of a population can be described if the functional behavior of the rate of growth is known. It is this functional behavior which is usually measured in the laboratory or in the field. Among the relationships between the species living in the same outer environment, the predator-prey theory plays an important and fundamental role. The dynamic relationship between predators and their prey has long been and will continue to be one of the dominant themes in both ecology and mathematical ecology due to its universal existence and importance [4] . These problems may appear to be simple mathematically at first sight, they are, in fact very challenging and complicated. There are many different kinds of predator-prey models in the literature, for more details we can refer to [4, 6] . In general, a predator-prey system takes the form
where (x) is the functional response function, which reflects the capture ability of the predator to prey. For more biological meaning, the reader may consult [6, 17] . Massive work has been done on this issue. We refer to the monographs [7, 14, 18, 23] for general delayed biological systems and to [16, 21, 22, 24, 25, 27, 28] for investigations on predator-prey systems. Until very recently, both ecologists and mathematicians chose to base their studies on this traditional prey-dependent functional response predator-prey system which is called prey-dependent model [12] . But there is a growing explicit biological and physiological evidence [3, 11, 13, 15] that in many situations, especially when predators have to search for food (and, therefore, have to share or compete for food), a more suitable general predator-prey theory should be based on the so-called ratio-dependent theory, which can be roughly stated as that the per capita predator growth rate should be a function of the ratio of prey to predator abundance, and so should be the so-called ratio-dependent functional response. This is strongly supported by numerous field and laboratory experiments and observations [1, 8] . A general form of a ratio-dependent model is
Here the predator-prey interactions are described by (x/y) instead of (x) in (1.1). This can be interpreted as: when the numbers of predators change slowly (relative to the change of their prey), there is often competition among the predators, and the per capita rate of predation depends on the numbers of both prey and predator, most likely and simply on their ratio. For system (1.2) with periodic coefficients, in [5] we explored the existence of periodic solutions with delays. In addition, most research works concentrate on the so-called Michaelis-Menten-type ratio-dependent predator-prey model (see [3, 11, 13, 15, 26] and references therein)
The functional response function (u)=cu/(m+u), u=x/y in the above model was used by Holling [10] as Holling type II functional response, they usually describe the uptake of substrate by the microorganisms in microbial dynamics or chemical kinetics [6] . In Kuang and Beretta [15] , through detailed qualitative analysis, they got the following result.
Theorem A. Consider the system However, there is another phenomenon which we should not neglect, that is the role of diffusion. Just as pointed out in [20] , the classical predator-prey model, reflects only population changes due to predation in a situation where predator and prey densities are not spatially dependent. It does not take into account either the fact that population is usually not homogeneously distributed, or the fact that predators and preys naturally develop strategies for survival. Both of these considerations involve diffusion process which can be quite intricate as different concentration levels of preys and predators cause different population movements. Such movements can be determined by the concentration of the same species (diffusion).
Pang and Wang [19] considered the local stability of system (1.3) with diffusion, i.e., We note that the above result only concerns with local stability. It is natural to ask if we can obtain sufficient conditions for global asymptotic stability of the positive equilibrium of system (1.4).
In the present paper, we consider the global asymptotic stability of the positive constant equilibrium of the following diffusion system:
We first give a certain priori bound of system (1.5) by using the upper and lower solutions technique, and then we construct two Lyapunov functions, which are different from those in [3] , to obtain sufficient conditions for the global asymptotic stability of the positive constant equilibrium of system (1.5). The tree of this paper is as follows. In Section 2, we obtain a sufficient condition for the global asymptotic stability of the positive constant equilibrium of system (1.5) without diffusion. In Section 3, we discuss the global asymptotic stability of the positive constant equilibrium of the diffusion system (1.5), the sufficient conditions for the global asymptotic stability (see Theorems 3.1 and 3.2) are given. In order to prove these two results, we first consider the local asymptotic stability of (1.5) and then we give the priori estimation of the solutions. Using the priori estimation, we complete the proof of the main conclusions by constructing Lyapunov function, the method of upper and lower solutions combined with the monotone iteration.
Global asymptotic stability without diffusion
In this section, we consider the global asymptotic stability of the constant equilibrium (u * , v * ) of system (1.5) without diffusion, i.e.,
where
For ODEs (2.1), we have the following result.
, then system (2.1) has a unique positive equilibrium. Furthermore, the unique positive equilibrium is globally asymptotically stable.
. However if we let 1 m > 5/8, then mf c, and so Theorem A cannot be used to determine the global asymptotic stability of the unique positive equilibrium of system (2.1). On the other hand, if we choose c
then Theorem 2.1 cannot be used to determine the global asymptotic stability of the unique positive equilibrium of system (2.1). Therefore, the conditions in Theorems A and 2.1 do not include each other.
To prove Theorem 2.1, we also need to establish a certain priori boundary for system (2.1) by utilizing Theorems 2.1 and 2.2 in [15] . 
The following lemma is an extension of Lemma 1 in [20] .
Lemma 2.2. Assume that a, b and c are positive constants,
Proof. Integrating both sides of (2.2) from a to t (t a), we have
and so ∈ L 1 [a, +∞). In view of | | K and Barbȃlat Lemma [2] , we reach the conclusion. The proof is complete.
Proof of Theorem 2.1. Define
where will be defined later. Then
If we choose
Combined with the boundedness of
This completes the proof.
Global asymptotic stability with diffusion
In this section, we consider the global asymptotic stability of (u * , v * ) of system (1.5). The main method we used here is Lyapunov function and the method of upper and lower solutions combined with the monotone iteration. 
. In order to prove the above theorem, we first give some preliminaries. In particular, if p = 2, L 2 ( ) becomes a Hilbert space with the usual inner product (·, ·). We write · instead of · 2 if there is no confusion. Assume that 0 = 1 < 2 < · · · are the eigenvalues of the operator − on with the homogeneous Neumann boundary condition and denote E( i ) the eigenspace corresponding to i in C 1 ( ). Let
be an orthonormal basis of E( i ), set X ij ={c ij ; c ∈ R 2} . Then
The following lemmas will be useful to establish our main results.
for any p > 2 and 2, especially, if = 2, then
Proof. If = 2, then (3.2) is a direct result of (3.1). In the following, we assume that < 2, it is easy to see that p > . From Holder Inequality, we have
If we choose q = 2/ > 1 and p = 2/(2 − ), then (3.1) follows. The proof is complete. which implies that (3.5) holds uniformly for x ∈ . This completes the proof.
Lemma 3.2. Assume that
u ∞ K, ∇u ∞ K (3.3)
Local asymptotic stability
Now we consider the local stability of the positive constant equilibrium of system (1.5). Proof. Set
Lemma 3.3 (Local stability). Under the assumptions of Theorem
The linearization of system (1.5) at w is
Obviously, if the assumptions of Theorem 3.1 or Theorem 3.2 hold, then i < 0 (i = 1, 2, 4) and 3 .
The characteristic polynomial of − i D + B is given by
where 2) . This implies that the two roots of i ( ) = 0 both have negative real parts.
It is obvious that
If we denote i , i as the two roots of i ( ) = 0, then we have
Note that lim i→∞ i = ∞ and (3.7) implies that
there exists some i 0 such that
Notice that < 0 is not dependent on i, the spectrum of L lies in {Re < }, by Theorem 5.1.1 in [9] , we complete the proof.
Priori estimation of solutions
We always assume that f > d and ma > c in this section. By maximal principle and comparison theorem, we can obtain 
From (3.8) and (3.9), we know that for any > 0 sufficiently small, there exists a T > 0 such that for t > T ,
From the first equation of system (1.5), we have
From comparison theorem, we have
Since is arbitrary, a(mv (2) 
Using the second equation of system (1.5), we can obtain
Again we use the comparison theorem,
Repeat the above process, we can obtain four sequences, namely, {u
n }, {v (1) n } and {v (2) n } such that (2) n−1 + u (1) n−1 ) − cv (2) n−1 b(mv (2) n−1 + u (1) n−1 ) , u (2) n = a(mv (1) n−1 + u (2) n−1 ) − cv (1) n−1 b(mv (1) n−1 + u (2) n−1 )
where n = 2, 3, 4, . . . . The four sequences defined in (3.10) have the following properties.
Property 3.1.
Property 3.2. (i) {u
(1) n } is nondecreasing, i.e.,
n } is nonincreasing, i.e.,
n } is nondecreasing, i.e.,
n , for any n = 1, 2, 3, . . . .
Proof of Property 3.1.
Since
1 , from (3.10), we have
.
Consider the function
it is easy to see that jp ju > 0 and
2 .
By induction, we complete the proof.
Proof of Property 3.2. Notice that
We have
k , by induction, we get
for n = 2, 3, 4, . . . . Therefore (i) holds. And (ii), (iii), (iv) can be proved similarly. The proof is complete.
Proof of Property 3.3. In view of the structures of the four sequences, the conclusion is obvious.
Properties 3.1-3.3 imply that all sequences
n }, {v
n } are convergent. Denote (2) .
Then (2) + u (1) ) − cv (2) b(mv (2) + u (1) ) , u (2) = a(mv (1) + u (2) ) − cv (1) b(mv (1) + u (2) ) ,
The following properties can be directly obtained from Properties 3.1-3.3.
Property 3.4.
Property 3.5. (2) .
Global asymptotic stability of the positive equilibrium
In this section, we give the proofs of Theorems 3.1 and 3.2. First, we give some lemmas.
Lemma 3.4. Ifd < f 2d and ma > c, then
Proof. From (3.11), we have (2) . (3.13)
Note that (2) + au (1) , (3.14) (2) . (3.15) (3.14) minus (3.15),
We prove the conclusion by contradiction. Assume that u (1) = u (2) , then
(3.14) plus (3.15),
From (3.17), we have (2) ). (3.19) Note that u (1) 
this contradicts with the condition f 2d, thus u (1) = u (2) . From (3.14), we obtain
Notice that if f > 2d, then (3.19) and the positivity of u (1) , u (2) imply
which is equivalent to
Then we have
Proof. From (3.17) and (3.19), we can get
u (1) u (2) = (ma − c)(f − d) mb(f − 2d) (u (1) + u (2) ).
Obviously, (u (1) + u (2) ) 2 − 4u (1) u (2) > 0.
In view of (3.20) we have (u (1) + u (2) ) 2 − 4u (1) u (2) 0, this implies u (1) = u (2) = u * , v (1) = v (2) = v * . Proof. For simplicity, we set
From, Lemmas 3.3-3.6 under the assumption u (1) = u (2) , u (1) and u (2) We claim that u (1) u * u (2) . In fact, note that 
