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THE NUMERICAL RANGE OF A CLASS OF PERIODIC TRIDIAGONAL
OPERATORS
BENJAMI´N A. ITZA´-ORTIZ AND RUBE´N A. MARTI´NEZ-AVENDAN˜O
Abstract. In this paper we compute the closure of the numerical range of certain
periodic tridiagonal operators. This is achieved by showing that the closure of the
numerical range of such operators can be expressed as the closure of the convex
hull of the uncountable union of numerical ranges of certain symbol matrices.
For a special case, this result can be improved so that it is the convex hull of the
union of the numerical ranges of only two matrices. A conjecture is stated for the
general case.
Introduction
Given b = (bi)i∈Z a biinfinite sequence in the total shift space AZ, where A is
a finite set of complex numbers, we associate a tridiagonal operator Ab : `2(Z)→
`2(Z) defined as
Ab =

. . . . . .
. . . 0 1
b−2 0 1
b−1 0 1
b0 0 1
b1 0
. . .
. . . . . .

where the rectangle marks the matrix entry at (0,0). When A is the set {−1,1},
the corresponding operator Ab is related to the so called “hopping sign model”
introduced in [7] and subsequently studied in many other works, such as [1,3–5,
9–11], just to name a few.
Except for particular cases, there are not general results to establish neither
the spectrum nor the numerical range of Ab. Recall that the numerical range of a
bounded operator T on a Hilbert space H is defined as the set
W (T ) := {〈T x,x〉 : x ∈ H, ‖x‖ = 1} .
This set turns out to have many nice properties and gives a lot of information
about the operator. We mention here some of the properties of the numerical
The second author’s research is partially supported by the Asociacio´n Mexicana de Cultura A.C..
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range that we will use in the sequel (most of the proofs are easy and they can be
found in, for example, [8, 12]). For a bounded operator T :H→H we have
• W (T ) is a bounded convex set.
• If H is finite dimensional, then W (T ) is a closed set.
• For every a,b ∈C, we have W (aT + b) = aW (T ) + b.
• Re(W (T )) =W (Re(T )) where Re(T ) = 12(T + T ∗).• If H is finite dimensional and T is a Hermitian matrix, then W (T ) =
[λ−,λ+], where λ− is the smallest eigenvalue of T and λ+ is the largest
eigenvalue of T .
• If H = C2 and T =
(
0 a
b 0
)
, then W (T ) is the ellipse with focii ±√ab and
major axis of length |a|+ |b|.
In this paper we advocate to investigate the numerical range of Ab when b is a
n-periodic sequence. Following work of Bebiano et al. [1], we find thatW (Ab) can
be expressed as the closure of the convex hull of uncountable union of numerical
ranges of certain symbol matrices in Mn(C). For the case A = {0,1} and b is a
2-periodic sequence with period word 01, we explicitly determine W (Ab) as the
convex hull of the union of numerical ranges of only two matrices in M2(C). We
then state a conjecture where we claim W (Ab) to be the convex hull of numerical
ranges of two matrices in Mn(C) when b is n-periodic with period word 0 · · ·01.
We divide this work in three sections. In Section 1, we introduce the necessary
concepts and notions used in the rest of the paper. In particular we justify that
we may restrict to operators on `2(N0) rather than `2(Z). In Section 2 we state
and prove the main results of the paper. Finally, in Section 3, we state a conjec-
ture which would greatly improve the computation the numerical range of our
tridiagonal operators and verify it for the case n = 2.
The authors gratefully acknowledge the referee’s comments and suggestions
which helped to improve the readability of this paper. Furthermore, the authors
are deeply indebted to the referee for proposing a proof of our conjecture stated
in Section 3, which we expect to be published at a later date.
1. Preliminaries
In this section we introduce the necessary notation and terminology needed
in the paper. Since one-sided infinite tridiagonal operators are far more used
than their biinfinite counterparts, we introduce notation for one-sided infinite
periodic tridiagonal operators and work with them for the rest of the paper. At
the end of this section, we prove that the closure of the numerical range of one-
sided periodic tridiagonal operators coincides with the closure of the numerical
range of their biinfinite counterparts.
Fix an alphabetA, that is to say, a finite subset of complex numbers. Form ∈Z,
denote the set Z≥m = {t ∈ Z : t ≥ m} so in particular we declare N0 = Z≥0. A
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sequence a inAZ (or inAN0) is said to be n-periodic if n is a positive integer such
that ak = ak+n for all k ∈ Z (respectively, for all k ∈N0). Therefore, if a ∈ AZ (or
in AN0) is n-periodic then we refer to the finite subsequence a0a1 · · ·an−1 as the
period word of a.
Recall that, given a bounded operator A on a Hilbert space H, and given a
subspace M of H, the compression of A to M is defined as the operator PA|M,
where P is the orthogonal projection ontoM.
For a given n ∈N, let a, b and c be (n + 1)-periodic infinite sequences in AN0 .
We will denote by T = T (a,b,c) the (n+1)-periodic tridiagonal operator on `2(N0)
given by
T =

b0 c0
a1 b1 c1
a2 b2 c2
. . . . . . . . .
an bn cn
a0 b0 c0
. . . . . . . . .
an−1 bn−1 cn−1
an bn cn
. . . . . . . . .

.
We should observe that T is a bounded operator since the sum of the moduli
of the entries in each column (and in each row) is uniformly bounded (see, e.g.,
[13, Example 2.3]). The same is true for the biinfinite matrix Ab, as long as the
biinfinite sequence arises from a finite alphabet.
Fix s ∈N, s > 1, and let m := s(n+ 1). We then define Cm to be a corresponding
circulant matrix of T , an m×m matrix, as:
Cm =

b0 c0 0 0 a0
a1 b1 c1 0 0
0 a2 b2 c2 0
. . . . . . . . . . . . . . .
0 an bn cn 0
0 a0 b0 c0 0
. . . . . . . . . . . . . . .
. . . . . . . . . . . .
0 0 an−1 bn−1 cn−1
cn 0 0 an bn

.
We observe that by removing the last column and the last row of Cm we obtain a
matrix which is a compression of T . This observation will be useful later.
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Finally, if n > 1, for each φ ∈ [0,2pi), we define the corresponding symbol of T ,
as the following (n+ 1)× (n+ 1) matrix
Tφ =

b0 c0 0 0 a0e−iφ
a1 b1 c1 0 0
0 a2 b2 c2 0
. . . . . . . . . . . . . . .
0 an−2 bn−2 cn−2 0
0 0 an−1 bn−1 cn−1
cne
iφ 0 0 an bn

;
while the symbol of T for n = 1 is the 2× 2 matrix
(1) Tφ =
(
b0 c0 + a0e−iφ
a1 + c1eiφ b1
)
.
To conclude this section, we will justify why the (closure of the) numerical
ranges of our tridiagonal operators on `2(Z) and their compressions to `2(N0)
are equal.
Proposition 1.1. Let b = (bi)i∈Z be an n-periodic biinfinite sequence and let Ab
be the corresponding biinfinite tridiagonal operator. Let P be the projection of
`2(Z) onto the subspace `2(N0). If T is the compression of Ab to `2(N0), i.e.
T = PAb|`2(N0), then
W (T ) ⊆W (Ab) ⊆W (T ).
In particular,
W (T ) =W (Ab).
Proof. The inclusion W (T ) ⊆W (Ab) is straightforward.
For the other inclusion, we need the following definitions. For each m ∈ Z let
Pm be the projection of `2(Z) onto the subspace `2(Z≥m). Define Tm : `2(Z≥m)→
`2(Z≥m) by Tm = PmAb|`2(Z≥m). Observe that T0 = T and P0 = P . It is clear that, for
each k ∈ Z, the operators Tkn and T are unitarily equivalent (just write out the
matrices for each operator) and hence W (Tkn) =W (T ).
Now, let λ ∈W (Ab). Then there is x ∈ `2(Z) with ‖x‖ = 1 such that λ = 〈Abx,x〉.
Fix m ∈ Z. Since Ab = PmAb + (I − Pm)Ab = PmAbPm + PmAb(I − Pm) + (I − Pm)Ab, we
have
λ = 〈PmAbPmx,x〉+ 〈PmAb(I − Pm)x,x〉+ 〈(I − Pm)Abx,x〉
= 〈AbPmx,Pmx〉+ 〈Ab(I − Pm)x,Pmx〉+ 〈Abx, (I − Pm)x〉.
Observe also that 〈
Tm
Pmx
‖Pmx‖ ,
Pmx
‖Pmx‖
〉
=
〈
Ab
Pmx
‖Pmx‖ ,
Pmx
‖Pmx‖
〉
.
The two previous equations then give
λ−
〈
Tm
Pmx
‖Pmx‖ ,
Pmx
‖Pmx‖
〉
= 〈AbPmx,Pmx〉 −
〈
Ab
Pmx
‖Pmx‖ ,
Pmx
‖Pmx‖
〉
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+ 〈Ab(I − Pm)x,Pmx〉+ 〈Abx, (I − Pm)x〉
=
(
1− 1‖Pmx‖2
)
〈AbPmx,Pmx〉
+ 〈Ab(I − Pm)x,Pmx〉+ 〈Abx, (I − Pm)x〉.
Hence, since ‖Pmx‖ ≤ ‖x‖ = 1, we obtain∣∣∣∣λ− 〈Tm Pmx‖Pmx‖ , Pmx‖Pmx‖〉∣∣∣∣ ≤ ∣∣∣∣1− 1‖Pmx‖2 ∣∣∣∣ |〈AbPmx,Pmx〉|
+ |〈Ab(I − Pm)x,Pmx〉|+ |〈Abx, (I − Pm)x〉|
≤
∣∣∣∣1− 1‖Pmx‖2 ∣∣∣∣ ‖Ab‖+ ‖Ab‖ ‖(I − Pm)x‖
+ ‖Ab‖ ‖(I − Pm)x‖
→ 0 as m→−∞,
since ‖Pmx‖ → 1 and ‖(I − Pm)x‖ → 0 as m→−∞.
Therefore, given any  > 0, there is a negative integer k and µ ∈W (Tkn) =W (T )
such that |λ−µ| < . Thus W (Ab) ⊆W (T ). 
2. Main results
In this section we state and prove the main results of this paper. Applications
to a specific alphabet will be given in the next section. Our goal is to realize the
closure of the numerical range of a periodic tridiagonal operator as the closure
of the convex hull of the union of numerical ranges of its symbol matrices. For
this we follow closely the work of Bebiano et al. [1]. First we will observe that
a circulant matrix associated to a periodic tridiagonal operator is similar to the
matrix resulting from the direct sum of its associated matrix symbols.
Recall that n ∈N and s > 1 are given integers andm = s(n+1). For each 0 ≤ k < s,
let φk =
2pik
s
and denote ρk = exp(iφk) Let us define, for each 0 ≤ j ≤ n, the m-
vector
(2) uj,k =
1√
s
(0, . . . ,0︸ ︷︷ ︸
j
,1,0, . . . ,0︸ ︷︷ ︸
n
,ρk ,0, . . . ,0︸ ︷︷ ︸
n
,ρ2k ,0, . . . ,0︸ ︷︷ ︸
n
, . . . ,ρs−1k ,0, . . . ,0︸ ︷︷ ︸
n−j
)T
The following lemma is straightforward computation. We will omit some of
the details in the proof.
Lemma 2.1. Let n ∈N, let s ∈N, s > 1, and definem = s(n+1). The set {uj,k ∈Cm :
0 ≤ j ≤ n, 0 ≤ k < s}, where uj,k is defined as in Equation (2), is an orthonormal
basis for Cm.
Proof. It is clear that ‖uj,k‖ = 1 and a computation shows that if k , l then
〈uj,k ,uj,l〉 = 1 + ρkρl + ρ2kρ2l + · · ·+ ρs−1k ρs−1l
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= 1 + ei
2pi
s (k−l) +
(
ei
2pi
s (k−l)
)2
+ · · ·+
(
ei
2pi
s (k−l)
)s−1
= 0.
Also, it is clear that 〈ui,k ,uj,l〉 = 0 if i , j. 
The following theorem shows that the matrix Cm, which will play an important
role in what follows, can be written as a direct sum of simpler parts.
Theorem 2.2. Let n,s ∈N and let s > 1. For m = s(n+ 1), let Cm be the circulant
matrix associated to a tridiagonal (n + 1)-periodic operator T . For 0 ≤ k < s, let
φk =
2pik
s . Then Cm is unitarily equivalent to a block diagonal matrix where the
main diagonal blocks are the symbols Tφk . More precisely, there exists a unitary
matrix U ∈Mm(C) such that
Cm =U
(
Tφ0 ⊕ Tφ1 ⊕ · · · ⊕ Tφs−1
)
U ∗.
Proof. Recall that ρk = exp(iφk). A computation shows that, for 0 ≤ k < s,
Cmu0,k = b0u0,k + a1u1,k + cnρkun,k ,
Cmun,k = ρ
s−1
k a0u0,k + cn−1un−1,k + bnun,k ,
and for 1 ≤ j ≤ n− 1
Cmuj,k = cj−1uj−1,k + bjuj,k + aj+1uj+1,k
These equations can be written succinctly as the matrix equation
Cmu0,k
Cmu1,k
Cmu2,k
...
...
Cmun−1,k
Cmun,k

=

b0 a1 0 0 cnρk
c0 b1 a2 0 0
0 c1 b2 a3 0
. . . . . . . . .
. . . . . . . . .
0 0 cn−2 bn−1 an
ρs−1k a0 0 0 cn−1 bn


u0,k
u1,k
u2,k
...
...
un−1,k
un,k

,
where the entries in each column vector are vectors in Cm.
We now define the unitary matrix U as the m ×m matrix with columns given
byu0,0 u1,0 . . . un,0 u0,1 u1,1 . . . un,1 . . . . . . u0,s−1 u1,s−1 . . . un,s−1
 .
A straightforward argument now shows that U ∗CmU is a block diagonal matrix,
with blocks the (n + 1) × (n + 1) matrices Tφk , for 0 ≤ k < s. That finishes the
proof. 
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The following proposition is probably well-known to the experts; however,
since we are unable to find a reference in the literature, we include a proof here
for completeness sake.
Proposition 2.3. Let T be an operator on `2(N0) and let Tk be the k × k matrix
which is the compression of T to the subspace formed by the first k ≥ 1 compo-
nents of `2(N0). Then
∞⋃
k=1
W (Tk) ⊆W (T ) ⊆
∞⋃
k=1
W (Tk).
and hence,
W (T ) =
∞⋃
k=1
W (Tk).
Proof. Since for each 1 ≤ k < ∞ we have that Tk is a compression of T , it then
follows that
W (T1) ⊆W (T2) ⊆W (T3) ⊆W (T4) ⊆ · · · ⊆W (T )
and so
⋃∞
k=1W (Tk) ⊆W (T ).
For the other inclusion, let λ belong to W (T ) so that λ = 〈T x,x〉 for some x ∈
`2(N0) with ‖x‖ = 1. Let us denote by ~xk the vector in Ck consisting of the first
k-components of x. Then we have∣∣∣∣∣∣λ−
〈
Tk
(
~xk
‖~xk‖
)
,
~xk
‖~xk‖
〉∣∣∣∣∣∣ ≤ ∣∣∣λ− 〈Tk~xk , ~xk〉∣∣∣+
∣∣∣∣∣∣〈Tk~xk , ~xk〉−
〈
Tk
(
~xk
‖~xk‖
)
,
~xk
‖~xk‖
〉∣∣∣∣∣∣
=
∣∣∣λ− 〈Tk~xk , ~xk〉∣∣∣+ ∣∣∣∣∣1− 1‖~xk‖2
∣∣∣∣∣ ∣∣∣〈T ~xk , ~xk〉∣∣∣
→ 0 as k→∞,
since ~xk→ x (if we allow ourselves to think of ~xk as a vector in `2(N0)) and hence〈
Tk~xk , ~xk
〉→ 〈T x,x〉 = λ.
Hence, for each  > 0, there exists K ∈ N and µ ∈ W (TK ) ⊆ ⋃∞k=1W (Tk) such
that |λ−µ| < . Thus λ ∈⋃∞k=1W (Tk), as was to proved. 
We now establish one of the inclusions in our main result as a consequence of
our previous work.
Corollary 2.4. Let n ∈N, let T be a (n+ 1)-periodic tridiagonal operator and let
Tφ be the symbol of T . Then
W (T ) ⊆ conv
 ⋃
φ∈[0,2pi)
W (Tφk )

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Proof. First of all, as was done in the previous proposition, we denote by Tk the
compression of the operator T to the subspace formed by the first k components
of `2(N0).
For every positive integer s > 1, letm = s(n+1). We notice that by removing the
last row and the last column in Cm we obtain the matrix Tm−1 and so W (Tm−1) ⊆
W (Cm). Applying Theorem 2.2 we getW (Cm) = conv
(⋃s−1
k=0W (Tφk )
)
and therefore
W (Tm−1) ⊆ conv
(⋃s−1
k=0W (Tφk )
)
.
Now, clearly
s−1⋃
k=0
W (Tφk ) ⊆
⋃
φ∈[0,2pi)
W (Tφ),
and thus it follows that W (Tm−1) ⊆ conv
(⋃
φ∈[0,2pi)W (Tφ)
)
. Hence, since
W (T1) ⊆W (T2) ⊆W (T3) ⊆ . . . ,
we obtain
∞⋃
k=1
W (Tk) ⊆ conv
 ⋃
φ∈[0,2pi)
W (Tφk )
 .
Applying now Proposition 2.3, we obtain the desired result. 
For the next theorem, we first establish the following lemma.
Lemma 2.5. Let n,s ∈N, s > 1, and letm = s(n+1). For each k = 0,1,2, . . . , s−1, if λ
is an eigenvalue of Tφk with eigenvector ~v = (v0,v1, . . . , vn), then λ is an eigenvalue
of the circulant matrix Cm with eigenvector
~vφk = (v0, . . . , vn,v0e
iφk , . . . , vne
iφk , . . . , v0e
i(s−1)φk , . . . , vnei(s−1)φk ).
Conversely, given an eigenvalue λ of Cm, there is some k = 0,1,2, . . . , s − 1, such
that λ has an eigenvector of the form ~vφk as above.
Proof. A straightforward computation shows that ~vφk is indeed an eigenvector for
the eigenvalue λ of Cm if ~v is eigenvector for the eigenvalue λ of Tφk .
For the last assertion, as a consequence of Theorem 2.2, we have that
σ (Cm) =
s−1⋃
k=0
σ (Tφk ).
Therefore, if λ ∈ σ (Cm) is given, there is k such that λ ∈ σ (Tφk ). Let ~v an eigenvec-
tor for Tφk corresponding to the eigenvalue λ. Then the corresponding vector ~vφk
does the job. 
Theorem 2.6. Let n ∈N and let T be a tridiagonal (n+1)-periodic selfadjoint op-
erator and let Tφ be the symbol of T (which is a Hermitian matrix). Let λ−(φ) and
THE NUMERICAL RANGE OF A CLASS OF PERIODIC TRIDIAGONAL OPERATORS 9
λ+(φ) denote the smallest and largest eigenvalues of Tφ and let a = minφ∈[0,2pi)λ−(φ)
and b = maxφ∈[0,2pi)λ+(φ). Then
W (T ) = [a,b].
Proof. We start by showing that [a,b] ⊆W (T ). Let s ∈N, s > 1. Let λs ∈ σ (Cs(n+1)).
Hence, by Theorem 2.2, there exists k = 0,1,2, . . . , s − 1 such that λs ∈ σ (Tφk ).
Choose an eigenvector ~v = (v0,v1, . . . , vn) of Tφk of norm
1√
s
. Then the vector ~vφk
is an eigenvector of norm 1 for the circulant matrix Cs(n+1), in the manner of
Lemma 2.5.
If Ts(n+1) denotes the compression of the operator T to the subspace of `2(N0)
consisting of the first s(n+ 1) coordinates, then〈
Ts(n+1)~vφk , ~vφk
〉
=
〈
Cs(n+1)~vφk , ~vφk
〉
+
〈(
Ts(n+1) −Cs(n+1)
)
~vφk , ~vφk
〉
= λs +
〈(
Ts(n+1) −Cs(n+1)
)
~vφk , ~vφk
〉
.
Since
〈
Ts(n+1)~vφk , ~vφk
〉
∈W (Ts(n+1)) ⊆W (T ), we have that
λs +
〈(
Ts(n+1) −Cs(n+1)
)
~vφk , ~vφk
〉
∈W (T ).
On the other hand we have∣∣∣∣〈(Ts(n+1) −Cs(n+1))~vφk , ~vφk〉∣∣∣∣ = ∣∣∣−a0vnv0ei(s−1)φk − cnv0vne−i(s−1)φk ∣∣∣
≤ (|a0|+ |cn|) |v0| |vn|
≤ 1
s
(|a0|+ |cn|) ,
since |vi | ≤ 1√s for each i = 0,1,2, . . . ,n.
Hence, if we can show that the sequence of eigenvalues (λs) converges to some
number as s→∞, then we will have
(3) lim
s→∞λs ∈W (T ).
To assure convergence, we will focus on a particular choice of eigenvalue λs. For
each s, let λ−s and λ+s denote the smallest and largest eigenvalues of Cs(n+1), re-
spectively. We will show that
(4) lim
s→∞λ
−
s = min
φ∈[0,2pi)
λ−(φ)
where λ−(φ) is the smallest eigenvalue of Tφ. Hence, by taking the limit as s→∞,
we will obtain from the computations above, that a = minφ∈[0,2pi)λ−(φ) ∈W (T ).
Since λ−s is the smallest eigenvalue of Cs(n+1) and since, by Theorem 2.2 we
have σ (Cs(n+1)) =
⋃s−1
k=0σ (Tφk ), then λ
−
s is not only an eigenvalue of Tφk for some
k but in fact it is the smallest eigenvalue among the eigenvalues of all symbols
Tφ0 ,Tφ1 , . . . ,Tφs−1 ; i.e., λ
−
s = λ
−(φk) for some k = 0,1,2, . . . , s − 1.
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Let
λ−(φ∗) = min
φ∈[0,2pi)
λ−(φ)
where φ∗ is the point where the minimum is reached (here we are using the con-
tinuity of λ−(φ); see, for example, [13, p. 108-109]). Therefore λ−(φ∗) ≤ λ−(φk) =
λ−s . Using continuity of λ−(·), for all  > 0 there is δ > 0 such that |φ − φ∗| < δ
implies |λ−(φ)−λ−(φ∗)| < . Then it follows that λ−(φ∗) ≤ λ−(φ) < λ−(φ∗)+. Now,
by the density of the rational multiples of 2pi in the interval [0,2pi), there exists
N ∈N such that for s ≥N we may choose 0 ≤ r ≤ s−1 such that 2pirs ∈ (φ∗−δ,φ∗+δ).
Thus for all s ≥N ,
λ−(φ∗) ≤ λ−s = λ−(φk) ≤ λ−(φr) < λ−(φ∗) + .
This proves Equation (4). Since it is analogous, we omit the proof of
lim
s→∞λ
+
s = max
φ∈[0,2pi)
λ+(φ),
where λ+s is the largest eigenvalue of Cs(n+1) and λ
+(φ) is the largest eigenvalue of
Tφ.
Therefore, by Expression (3), we have proved
a = min
φ∈[0,2pi)
λ−(φ) = lim
s→∞λ
−
s ∈W (T )
and
b = max
φ∈[0,2pi)
λ+(φ) = lim
s→∞λ
+
s ∈W (T ).
Thus [a,b] ⊆W (T ).
Now, to show that W (T ) ⊆ [a,b], we first observe that
W (Ts(n+1)−1) ⊆W (Cs(n+1))
= conv
s−1⋃
k=0
W (Tφk )

= conv
s−1⋃
k=0
[λ−(φk),λ+(φk)]

⊆
[
min
φ∈[0,2pi)
λ−(φ), max
φ∈[0,2pi)
λ+(φ)
]
.
Since we have
W (T1) ⊆W (T2) ⊆W (T3) ⊆ · · ·
we obtain, by Proposition 2.3, that
W (T ) =
∞⋃
r=1
W (Tr) ⊆ [a,b],
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as desired. 
The following lemma is well known, but since we have not been able to find a
reference, we include its proof here.
Lemma 2.7. Let A and B be operators on `2(N0). If for all θ ∈ [0,2pi) we have
W (Re(e−iθA)) ⊆W (Re((e−iθB) then W (A) ⊆W (B).
Proof. Let λ ∈W (A). Then for all θ ∈ [0,2pi) we have e−iθλ ∈W (e−iθA) and hence
Re(e−iθλ) ∈ Re(W (e−iθA)) =W (Re(e−iθA)) ⊆W (Re(e−iθB)).
We claim that λ ∈ W (B). If not, there is θ ∈ [0,2pi) such that the support-
ing line of W (B) perpendicular to the ray {reiθ : r > 0} separates λ from W (B).
Then λe−iθ is separated from e−iθW (B) = e−iθW (B) by a vertical line e−iθ` and so
Re(e−iθλ) < Re
(
e−iθW (B)
)
= Re(W (e−iθB)) =W (Re(e−iθB)), contradicting what we
just proved. 
For the next theorem, observe that if T is a tridiagonal periodic operator and
Tφ is its symbol, then Re(e−iθT ) is also a tridiagonal periodic operator and its
symbol is Re(e−iθTφ)
Theorem 2.8. Let n ∈N and let T be a tridiagonal (n+ 1)-periodic operator. If Tφ
is the symbol of T then
W (T ) = co
 ⋃
φ∈[0,2pi]
W (Tφ)
.
Proof. In view of Corollary 2.4, it will suffice to show that W (Tφ) is a subset of
W (T ) and for this purpose we will show that the conditions of Lemma 2.7 hold,
that is, for each θ ∈ [0,2pi), we will show that Re(W (e−iθTφ)) ⊆ Re(W (e−iθT )).
Fix θ ∈ [0,2pi). Notice that, for each φ ∈ [0,2pi), we have that Re(e−iθTφ) is a
Hermitian matrix and so we may denote by λ−(θ,φ) and λ+(θ,φ) its smallest and
largest eigenvalue, respectively. Then if a(θ) := minφ∈[0,2pi)λ−(θ,φ) and b(θ) :=
maxφ∈[0,2pi)λ+(θ,φ), we have
Re
(
W
(
e−iθTφ
))
= W
(
Re(e−iθTφ)
)
=
[
λ−(θ,φ),λ+(θ,φ)]
⊆ [a(θ),b(θ)]
= W (Re(e−iθT )
= Re(W (e−iθT ),
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where the next-to-last equality follows from Theorem 2.6, since Re(e−iθT ) is a
tridiagonal (n+1)-periodic selfadjoint operator with symbol Re(e−iθTφ). It follows
that Re
(
e−iθ W (Tφ)
)
⊆ Re
(
e−iθ W (T )
)
, as was to be proved. 
As mentioned in the introduction, the proof of Theorem 2.8 is based closely
in ideas contained in [1]. However, their main result [1, Theorem 3.2] applies to
banded biperiodic Toeplitz operators and therefore does not apply to our tridi-
agonal periodic operators. On the other hand, just as for [1, Theorem 3.2], Theo-
rem 2.8 is also a particular case of [2, Theorem 1], in spite of this, we presented
the proof above since we believe it leads to interesting results for tridiagonal op-
erators.
3. The 2-periodic case
In this section we specialize the theory above to the case of tridiagonal opera-
tors associated to infinite sequences with symbols in the alphabet A = {0,1}. In
particular, we focus on the (n + 1)-periodic tridiagonal operators T = T (a,0,1),
where 0 and 1 are the constant sequences of zeroes and ones, respectively. From
[11, Theorem 2.5], we already know that the numerical range of T is contained in
the set Γ equal to the convex hull of the union of the numerical ranges of the tri-
diagonal operators T (0,0,1) and T (1,0,1). In fact, by [11, Corollary 2.7], this set
Γ is the numerical range of some tridiagonal operator. When a is the 2-periodic
sequence of period word 01, we prove in this section a similar result: the closure
of the numerical range of T is the closure of the convex hull of the union of the
numerical ranges of two matrices inM2(C). We will conjecture the corresponding
general result when a is the (n+ 1)-periodic sequence with period word 0n1.
Definition 3.1. Let φ ∈ [0,2pi) and let w = 1 + eφi . Denote by γφ the ellipse with
focal points at ±√w and major axis of length 1 + |w|. The closed convex set with
boundary γφ will be denoted by Eφ.
Observe that Re(w) = 1 + cos(φ), Im(w) = sin(φ) and |w|2 = 2Re(w). We will use
these identities in what follows.
A characterization of the points of the ellipse γφ defined above will be useful
in the sequel. We present it next.
Lemma 3.2. Consider the ellipse γφ given in Definition 3.1. Suppose that θ =
arg
√
w and choose θ = 0 if w = 0. Then the set of all points in γφ can be
parametrized as {
z ∈C : z = eθi
( |w|
2
e−ti + 1
2
eti
)
, for t ∈ [0,2pi)
}
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Proof. An ellipse with foci at
(
±|√w|,0
)
and major axis length 1 + |w| has minor
axis length |1− |w||. Thus, the parametric equations such an ellipse satisfy are
x =
1 + |w|
2
cos t =
1 + |w|
4
(
eti + e−ti
)
,
y =
1− |w|
2
sin t =
1− |w|
4i
(
eti − e−ti
)
,
for t ∈ [0,2pi). It follows that the set of complex numbers of the form z = |w|2 e−ti +
i 12e
ti is precisely the mentioned ellipse with foci at (±|√w|,0) and major axis 1+|w|.
After rotating by eθi we obtain the ellipse γφ, as desired. 
For the next lemma, we need to make the following observation. If `ψ is the
tangent line to the circle
C =
{
z ∈C : |z − 1| = 1
2
}
at the point 1 + 12e
ψi , then a computation shows that it has equation xcosψ +
y sinψ = 12 + cosψ. Thus
`ψ =
{
z ∈C : Re(ze−ψi) = 1
2
+ cos(ψ)
}
.
Therefore, the line `ψ defines a partition of the complex plane into semiplanes.
For ψ ∈
[
0, 12pi
]
∪
[
3
2pi,2pi
)
, we define
Hψ :=
{
z ∈C : Re(ze−ψi) < 1
2
+ cos(ψ)
}
to be the semiplane that contains the origin. We have the following lemma.
Lemma 3.3. Consider the ellipse γφ given in Definition 3.1. Let ψ ∈
[
0, 12pi
]
∪[
3
2pi,2pi
)
and let `ψ and Hψ be as above. Then for every φ ∈ [0,2pi), we have
γφ ⊆Hψ. Furthermore,
• if ψ , 12pi and ψ , 32pi, then φ , ψ implies γφ ⊆ Hψ. If φ = ψ then `ψ is
tangent to γφ at the point 1 +
1
2e
ψi ∈ C;
• if ψ = 12pi, then `ψ is tangent to γφ at the point sinφ+ i 12pi; and
• if ψ = 32pi, then `ψ is tangent to γφ at the point −sinφ− i 12pi.
Proof. We claim that if z ∈ γφ, then Re(ze−ψi) ≤ 12 + cosψ.
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Indeed, given z ∈ γφ, using Lemma 3.2 we obtain z = eθi
( |w|
2 e
−ti + 12e
ti
)
for some
t ∈ [0,2pi). Then ze−ψi = |w|2 e(−t−ψ+θ)i + 12e(t−ψ+θ)i and hence
Re(ze−ψi) = |w|
2
cos(−t −ψ +θ) + 1
2
cos(t −ψ +θ)
=
|w|+ 1
2
cos(−ψ +θ)cos(t) + |w| − 1
2
sin(−ψ +θ)sin(t)
= Acos(t −B)
≤ A
(5)
where
A =
√( |w|+ 1
2
cos(−ψ +θ)
)2
+
( |w| − 1
2
sin(−ψ +θ)
)2
,
and 0 ≤ B < 2pi is the angle satisfying the equations
cosB =
|w|+ 1
2A
cos(−ψ +θ) sinB = |w| − 1
2A
sin(−ψ +θ).(6)
Notice that Re(ze−ψi) = Acos(t −B) ≤ A, with equality if and only if t = B. So to
prove the claim, we need to show that A ≤ 12 + cos(ψ), which we now proceed to
verify.
Observe that
A2 =
( |w|+ 1
2
cos(−ψ +θ)
)2
+
( |w| − 1
2
sin(−ψ +θ)
)2
=
1 + |w|2
4
+
|w|
2
(
cos2(−ψ +θ)− sin2(−ψ +θ)
)
=
1 + |w|2
4
+
|w|
2
cos(2ψ − 2θ)
=
1 + |w|2
4
+
|w|
2
(cos(2ψ)cos(2θ) + sin(2ψ)sin(2θ)) .
Also, observe that w = |w|e2θi = |w|cos(2θ) + i|w|sin(2θ) and hence
A2 =
1 + |w|2
4
+
1
2
cos(2ψ)Re(w) +
1
2
sin(2ψ)Im(w)
=
1 + |w|2
4
+
1
2
(2cos2(ψ)− 1)Re(w) + 1
2
(2sin(ψ)cos(ψ))Im(w)
=
1 + |w|2
4
− 1
2
Re(w) + cos2(ψ)Re(w) + sin(ψ)cos(ψ)Im(w).
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Substituting |w|2 = 2Re(w), Re(w) = 1 + cos(φ) and Im(w) = sin(φ) the above ex-
pression becomes
A2 =
1
4
+ cos2(ψ)(1 + cos(φ)) + sin(ψ)cos(ψ)sin(φ)
=
1
4
+ cos(ψ)
(
cos(ψ) + cos(ψ)cos(φ) + sin(ψ)sin(φ)
)
=
1
4
+ cos(ψ)
(
cos(ψ) + cos(ψ −φ)
)
=
1
4
+ cos2(ψ) + cos(ψ)cos(ψ −φ)
≤ 1
4
+ cos2(ψ) + cos(ψ) (since cos(ψ) ≥ 0, by the choice of ψ)
=
(1
2
+ cos(ψ)
)2
,
and thus, since, 12 + cos(ψ) > 0, we obtain
(7) A ≤ 1
2
+ cos(ψ),
with equality if and only if ψ = φ or ψ = 12pi or ψ =
3
2pi.
Therefore, combining inequalities (5) and (7), it completes the proof of our
claim Re(ze−ψi) ≤ 12 + cos(ψ), with equality if and only if t = B, and ψ = φ or
ψ = 12pi or ψ =
3
2pi. Thus, if z ∈ γφ then z ∈ Hψ. Hence γφ ⊆ Hψ, as was to be
proved.
To prove part (1), we assume ψ , 12pi and ψ ,
3
2pi, and so ψ ∈
[
0, 12pi
)
∪
(
3
2pi,2pi
)
.
Observe that then inequality (7) is a strict inequality if and only if φ , ψ. There-
fore, if φ , ψ then from inequalities (5) and (7) we obtain Re(ze−ψi) ≤ A < 12 +
cos(ψ) and so γφ ⊆Hψ as wanted.
On the other hand, if φ = ψ, we are going to show that for the angle t = B
in Equation (6), we obtain that z = eθi
( |w|
2 e
−Bi + 12e
Bi
)
, which is a point of γφ by
Lemma 3.2, is the tangent point of `φ to the circle C. Therefore, we must show
that eθi
( |w|
2 e
−Bi + 12e
Bi
)
= 1 + 12e
φi . Indeed, using Equation (6) we compute
eθi
( |w|
2
e−Bi + 1
2
eBi
)
=
eθi
4A
(
(1 + |w|)2 cos(−φ+θ)− i(1− |w|)2 sin(−φ+θ)
)
=
eθi
4A
((
1 + |w|2
)
e−(−φ+θ)i + 2|w|e(−φ+θ)i
)
=
1
4A
(
(1 + |w|2)eφi + 2|w|e(−φ+2θ)i
)
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=
1
4A
(
(2 + 2A)eφi + 2e−φiw
)
because |w|2 = 2Re(w) = 2+2cos(φ) = 1+2A andw = |w|e2θi . Now, sincew = 1+eiφ
we obtain
eθi
( |w|
2
e−Bi + 1
2
eBi
)
=
1
4A
(
(2 + 2A)eφi + 2e−φi + 2
)
=
1
2A
(
eφi +Aeφi + e−φi + 1
)
=
1
2A
(
Aeφi + 2cos(φ) + 1)
)
=
1
2A
(
Aeφi + 2A)
)
=
1
2
(
eφi + 2
)
= 1 +
1
2
eφi ,
as wanted.
To prove part (2), we assume ψ = 12pi. Observe that in this case `pi2 is the hori-
zontal line through 12 i.
We are going to show that for the angle t = B in Equation (6), we obtain
eθi
( |w|
2 e
−ti + 12e
ti
)
= sinφ+i pi2 , where the left hand side is a point of γφ by Lemma 3.2,
and the right hand side is the tangent point on `pi
2
. Observe that from Equation (7)
we have A = 12 and so from Equation (6) we deduce that cosB = (|w|+ 1)sinθ and
sinB = −(|w| − 1)cosθ. Thus
eθi
( |w|
2
e−Bi + 1
2
eBi
)
=
|w|
2
e(θ−B)i + 1
2
e(θ+B)i
=
|w|+ 1
2
cosθ cosB+
|w| − 1
2
sinθ sinB
+ i
( |w|+ 1
2
sinθ cosB− |w| − 1
2
cosθ sinB
)
=
(|w|+ 1)2
2
cosθ sinθ − (|w| − 1)
2
2
sinθ cosθ
+ i
(
(|w|+ 1)2
2
sin2θ +
(|w| − 1)2
2
cos2θ
)
= 2|w|sinθ cosθ + i
( |w|2 + 1
2
− |w|cos(2θ)
)
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= |w|sin(2θ) + i
( |w|2 + 1
2
−Re(w)
)
= Im(w) + i
(
3 + 2cosφ
2
− (1 + cosφ)
)
= sinφ+
1
2
i,
as was to be proved.
The proof that if ψ = 32pi, then `ψ (which is the horizontal line through −i 12 ) is
tangent to γφ at the point −sinφ− i 12pi is similar, so we omit it. 
Clearly, there is an analogous lemma for the tangent lines to the semicircle
−
(
1 + 12e
ψi
)
for ψ ∈
[
0, pi2
)
∪
[
3pi
2 ,2pi
)
: each ellipse γφ is contained in the semiplane
(containing the origin) defined by each tangent and is tangent to the horizontal
tangent line.
Using the previous lemma, we can see that the closure of the convex hull of the
union of the ellipses γφ has a simple form.
Proposition 3.4. Let φ ∈ [0,2pi) and let Eφ be the closed convex set with bound-
ary the ellipse γφ, as in Definition 3.1. Furthermore, let A and B denote the
closed convex sets with boundary the circles of radii 1/2 and centers at −1 and 1,
respectively. Then
conv
 ⋃
φ∈[0,2pi)
Eφ
 = conv(A∪B)
Proof. First observe that the boundary of conv(A∪B) consists of the union of the
segment between −1 + 12 i and 1 + 12 i, the segment between −1 − 12 i and 1 − 12 i,
the semicircle 1 + 12e
ψi for ψ ∈
[
0, pi2
]
∪
[
3pi
2 ,2pi
)
, and the semicircle −
(
1 + 12e
ψi
)
for
ψ ∈
[
0, pi2
]
∪
[
3pi
2 ,2pi
)
.
To prove the first inclusion, it suffices to show that for each φ ∈ [0,2pi), the
ellipse γφ is contained in conv(A∪B). But observe that, by Lemma 3.3 each el-
lipse is tangent to the segment between the points −1 + 12 i and 1 + 12 i, and hence
is below said segment. Also, each ellipse is tangent to the segment between the
points −1 − 12 i and 1 − 12 i and hence is above said segment. Also, by Lemma 3.3,
each ellipse is contained in Hψ for each ψ ∈
[
0, 12pi
]
∪
[
3
2pi,2pi
)
; i.e. each ellipse
γφ is contained in the semiplane (containing the origin) determined by each tan-
gent line to the semicircle 1+ 12e
ψi for ψ ∈
[
0, pi2
)
∪
(
3pi
2 ,2pi
)
, and hence each ellipse
is to the “left” (or “below”, in the cases ψ = 12pi or ψ =
3
2pi) of said semicircle.
Analogously, one can show that each ellipse is contained in the semiplane (con-
taining the origin) determined by each tangent line to the semicircle −
(
1 + 12e
ψi
)
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for ψ ∈
[
0, pi2
]
∪
[
3pi
2 ,2pi
)
, and hence each ellipse is to the “right” (or “above”) of
said semicircle. Hence each ellipse is contained in conv(A∪B).
For the other inclusion, by convexity, we only need to argue that the boundary
of the right-hand side is included in the left-hand side. In fact, we need to show
that each point in the boundary of conv(A∪B) is in at least one of the ellipses
γφ. But every point in each of these parts is the tangent point to an ellipse γφ,
as shown by Lemma 3.3, and hence it belongs to Eφ for some φ ∈ [0,2pi). That
concludes the proof. 
The following lemma is an easy observation but it will be useful in the sequel.
Compare with [6, Lemma 1] where a more general result for matrices is proved.
Lemma 3.5. Let T = T (a,0, c) be a tridiagonal operator where 0 is the sequence
of zeroes and a,c are sequences on some alphabet. Then W (T ) is symmetric with
respect to the origin.
Proof. Let λ = 〈T x,x〉 be an arbitrary element inW (T ), where x = (x0, x1, x2, x3, · · · )
is a unitary vector. Then y = (x0, −x1, x2, −x3, · · · ) is also a unitary vector. A
straightforward computation then shows that
〈
T y,y
〉
= −λ, and hence −λ ∈W (T ),
as was to be proved. 
We are now ready to say what the numerical range of the operator T (a,b,c) is
for a particular case. Although it is possible to deduce it from [1, Theorem 4.1],
we believe our elementary approach to be of independent interest.
Theorem 3.6. Let T = T (a,0,1) be the tridiagonal operator where 0 and 1 are
the constant sequences of zeroes and ones, respectively, and a is the periodic
sequence with period word 01. Let A and B denote the closed convex sets with
boundary the circles of radii 1/2 and centers at −1 and 1, respectively. Let C =(
1 1
0 1
)
and D =
(−1 1
0 −1
)
. Then
W (T ) = conv(A∪B) = conv(W (C)∪W (D)) .
Proof. We begin by noticing that the numerical rangesW (C) andW (D) are A and
B, respectively. Now, the result follows easily by combining Theorem 2.8 with
Proposition 3.4. Indeed, it will suffice to show that W (Tφ) is Eφ. Observe that by
equation (1),
Tφ =
(
0 1 + e−φi
eφi 0
)
.
Put w = 1 + eiφ. Then the numerical range W (Tφ) is the closed set with boundary
the ellipse with foci at ±√eφi(1 + e−φi) = ±√w and mayor axis equal to |eφi |+ |1 +
e−φi | = 1 + |w|, that is, Eφ, as wanted. 
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Figure 1. The convex hull of the blue points represents the closure
of W (T ) for n = 1. The circles are the numerical ranges of B1 + J1
and B1 − J1, respectively.
There is a simpler alternative proof of the contention conv(A∪B) ⊆W (T ). In-
deed, by Lemma 3.5, since A and B are symmetric with respect to the origin, it
will suffice to show that A ⊆W (T ) in order to obtain the inclusion conv(A∪B) ⊆
W (T ), by convexity of the numerical range. For this purpose, let 1 +λ/2 be an ar-
bitrary element in the interior of A, where λ is a complex number with modulus
less than one. Let x = (1,1,λ,λ,λ2,λ2, . . .) a vector in `2(N0) and let u = x/‖x‖ be
the normalization of x. A computation shows that 〈T u,u〉 = 1+λ/2, and so 1+λ/2
belongs to W (T ). Hence A is included in W (T ), as was to be proved.
Conjecture 3.7. Let T = T (b,0,1) be the tridiagonal operator where 0 and 1 are
the constant sequences of zeroes and ones, respectively, and b is the (n + 1)-
periodic sequence with period word 0n1. Let Jn denote the (n+ 1)× (n+ 1) matrix
with value 1 at the positions (1,1) and (n+ 1,n+ 1) and zero everywhere else, and
let Bn be the (n + 1) × (n + 1) matrix which has 1’s above the diagonal and is 0
everywhere else. Then
W (T ) = co
(
W (Bn + Jn) ∪ W (Bn − Jn)
)
.
The above conjecture is true for n = 1, as shown in Theorem 3.6, see Figure 1.
Cases n = 2 and n = 3 have been verified through computer simulations, see
Figures 2 and 3. However, we are unable to provide a proof yet.
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Figure 2. The convex hull of the blue points represents the closure
of W (T ) for n = 2. The ellipses are the numerical ranges of B2 + J2
and B2 − J2, respectively. They are the ellipses centered at (1/2,0)
and (−1/2,0), respectively, with major axis √3 and minor axis √2.
Figure 3. The convex hull of the blue points represents the closure
of W (T ) for n = 3. The red points represent the numerical range of
B3 + J3 and the green points that of B3 − J3, respectively.
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We conclude with an additional observation regarding the symmetry of the set
W (T ). First we prove the following.
Proposition 3.8. Let Jn denote the (n + 1) × (n + 1) matrix with value 1 at the
positions (1,1) and (n+ 1,n+ 1) and zero everywhere else, and let Bn be the (n+
1)×(n+1) matrix which has 1’s above the diagonal and is 0 everywhere else. Then
W (Bn + Jn) = −W (Bn − Jn).
Proof. Given ~x = (x1,x2, . . . ,xn+1) a vector in Cn+1 with ‖x‖ = 1, let us denote by
~y = (x1,−x2,x3, . . . , (−1)n−1xn, (−1)nxn+1)
the vector obtained from ~x by alternating a minus sign in its components. Then
~y also has norm one. Moreover〈
(Bn − Jn)~y,~y〉 = (−x1 − x2)x1 + x3(−x2)− x4x3 + · · ·
+ (−1)nxn+1(−1)n−1xn − (−1)nxn+1(−1)nxn+1
= − |x1|2 − x2x1 − x3x2 − x4x3 − · · · − xn+1xn − |xn+1|2
= − 〈(Bn + Jn)~x,~x〉 .
The statement then follows. 
Hence, the closure of the numerical range of T in Conjecture 3.7, can be further
reduced to depend on the numerical range of a single (n+ 1)× (n+ 1) matrix.
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