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E. Folke Bolinder
Abstract
An introductory investigation on the means by which modern (higher) geometry can
be used for solving microwave problems is presented. It is based on the use of an
elementary inversion method for the linear fractional transformation, called the "iso-
metric circle method," and on the use of models of non-Euclidean hyperbolic geometry.
After a description of the isometric circle method, the method is applied to numerous
examples of impedance and reflection-coefficient transformations through bilateral two-
port networks. The method is then transferred to, and generalized in, the Cayley-Klein
model of two-dimensional hyperbolic space, the "Cayley-Klein diagram," for impedance
transformations through lossless two-port networks. A similar transfer and general-
ization is performed in the Cayley-Klein model of three-dimensional hyperbolic space
for impedance transformations through lossy two-port networks.
In the Cayley-Klein models a bilateral two-port network is geometrically repre-
sented by a configuration consisting of an "inner axis" and two non-Euclidean perpen-
diculars to the inner axis. The position of the configuration in the models depends upon
the fixed points and the multiplier of the linear fractional transformation. By using this
geometric representation, an impedance transformation through a bilateral two-port net-
work is performed by consecutive non-Euclidean reflections in the two perpendiculars.
The Cayley-Klein model of three-dimensional hyperbolic space is used: (a) for
creating a general method of analyzing bilateral two-port networks from three arbitrary
impedance or reflection-coefficient measurements; (b) for creating a general method
of cascading bilateral two-port networks by "the Schilling figure"; (c) for determining
the efficiency of bilateral two-port networks; (d) for classifying two-port networks;
(e) for splitting a two-port network into resistive and reactive parts; and (f) for com-
paring the iterative impedance method and the image impedance method.
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I. INTRODUCTION
1. 1 SCOPE OF THE RESEARCH WORK
The purpose of the work that is presented in this report has been to perform an
introductory investigation on the means by which modern (higher) geometry can be used
for solving microwave problems and simplifying solutions that are already being applied
to these problems.
At the beginning of this investigation at the Research Laboratory of Electronics,
Massachusetts Institute of Technology, in September 1955, the writer decided to try to
follow a certain plan for performing the research work. Two rules were prescribed:
first, to start with simple problems and gradually extend the ideas and methods to more
complex problems, and, second, to divide the treatment of the problems into three
parts: a geometric part yielding a graphic picture of the problem, an analytic part con-
stituting an analytic interpretation of the geometric part, and a part consisting of simple
constructive examples to clarify the geometric and analytic treatments.
These rules have been strictly followed. This fact, and the fact that numerous
papers in mathematics, engineering, and physics, published in six languages (German,
English, French, Italian, Dutch, and Swedish), were studied led, naturally, to rather
slow progress in the research work. But the thoroughness of the study has resulted in
the construction of a firm foundation on which future research can be built.
Before a brief outline of the research work is given, two geometric works, which
provide the mathematical foundation of the present work, are discussed.
1.2 TWO BASIC GEOMETRIC WORKS
The branches of mathematics that are useful in dealing with impedance and power
transformation problems in electrical engineering are analysis, algebra, and geometry.
Of these, the first two have found extensive application. Although both engineers and
physicists favor graphic representation of the problems they are trying to solve, geom-
etry seems to have been applied to a limited extent. The reason seems to be that by the
nature of his training, a person who is able to use both analysis and modern algebra,
often considers elementary geometrical treatment difficult to understand. It is impor-
tant to stress that modern (higher) geometry has advanced beyond the graphical con-
structions that can be performed with ruler and compass. This will be understood by a
quick glance at the geometric portions of the collected works of Gauss, Riemann, Cayley,
Klein, Lie, Clifford, and Poincare. Two papers stand out as having been of fundamental
importance in the development of modern geometry. These are Riemann's "Uber die
Hypothesen, welche der Geometrie zu Grunde liegen," which was completed in 1854 and
published in 1868 (80-82), and Klein's "Vergleichende Betrachtungen uber neuere
geometrische Forschungen," published in 1872 (62).
In the first paper, which initiated the development of Differential Geometry,
Riemann discusses, among other things, manifolds of n dimensions of constant
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curvature. If this curvature is negative, and if n = 3, we have the non-Euclidean geom-
etry of Gauss, Bolyai, and Lobachevsky, to which Klein gave the name "hyperbolic
geometry" (63). If the curvature is zero, we have Euclidean geometry, which he called
"parabolic geometry." Finally, for a positive curvature, Riemann created another non-
Euclidean geometry, which Klein called "elliptic geometry." (We cannot be sure, how-
ever, whether Riemann thought of his geometry as spherical or elliptical.) In elliptic
geometry space is unbounded but finite.
In the second paper, Klein proposed a program, the well-known "Erlangen Program,"
for the unification of the principal geometries. He classified geometric properties and
assigned them to different geometries according to the invariant properties of corre-
sponding transformation groups. The program was partially initiated by Lie's theory of
transformation groups. For almost fifty years it remained unmodified, until the enunci-
ation of the theory of general relativity.
1.3 BRIEF OUTLINE OF THE RESEARCH WORK
The complex impedance (admittance) plane has been one of the most important tools
for analyzing and synthesizing networks under stationary conditions, ever since
Steinmetz, in the early days of network theory (1893), pointed out that the vectors which
Bedell and Crehore had introduced into electrical engineering (1892) could be interpreted
as points in a complex plane. For example, Feldtkeller (54) studied symmetric networks
by using this tool and, likewise, Schulz (97) studied unsymmetric networks. With the
advent of television, radar, and pulse-communication systems, the complex-frequency
plane, in which transient conditions can be studied by means of the theory of the Laplace
transform, took over the role of main tool. The complex impedance plane did not lose
its entire significance; in fact, it had a revival of importance at higher frequencies, in
the microwave region. A consistent microwave theory in the form of a circular geom-
etric theory was created by Weissfloch (110) in 1942-43.
In the complex impedance plane and the complex reflection-coefficient plane trans-
formations are usually performed by the linear fractional transformation. The fact that
it transforms configurations conformally suggests the use of graphical methods. The
"isometric circle method" (55, 5) is a method of this kind. The method, an elementary
inversion method, is thoroughly described and applied to some simple problems in
Section II. Its name is derived from its utilization of two circles called the "isometric
circles."
One of the operations prescribed by the isometric circle method consists of an
inversion in one of the isometric circles. But it is not practical to use this method with
circles of large radii. In order to compress the complex impedance plane, the writer
began the study of models of non-Euclidean hyperbolic geometry. Some of the two- and
three-dimensional models are briefly described in Appendix 1, their interconnections
are discussed in Appendix 2, and a short historical note on the evolution of non-
Euclidean geometry is given in Appendix 3. A survey of the use of non-Euclidean
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geometry in electrical engineering is presented in Appendix 4.
The Cayley-Klein model of two-dimensional hyperbolic space turned out be be very
suitable for transfer of the isometric circle method in cases of impedance transforma-
tions through bilateral lossless two-port networks (9). The procedure is outlined in
Section III. Similarly, the three-dimensional Cayley-Klein model was found to be
equally suited to impedance transformations through bilateral lossy two-port
networks (11). The extension of the isometric circle method to the three-dimensional
hyperbolic space is presented in Section IV.
From a geometrical point of view, a lossless impedance transformation can be
performed by using real angles and distances, whereas a lossy transformation actually
requires "complex angles" (or "complex distances"). Since it has been shown by
Schilling (88, 89) that a geometric representation of a complex angle (distance) requires
three dimensions, we may therefore state that the Cayley-Klein model of three-
dimensional hyperbolic space is the natural tool for treating impedance transformations
through lossy two-port networks.
Contrary to de Buhr, who in a recent work (38) has discussed the three-dimensional
representation of impedance transformations through lossy two-port networks by the
three-dimensional Cayley-Klein model, although he insists on performing the trans-
formations geometrically in two dimensions, the writer has used the three-dimensional
Cayley-Klein model itself, performing the transformations geometrically and analytically
in three dimensions. Thus, the model has been used in a simple study of the exponen-
tially tapered transmission line (7), outlined in Section II. It has also been used in
creating a general method of analyzing two-port networks from three arbitrary imped-
ance or reflection-coefficient measurements (15), and in creating a general method of
cascading two-port networks by "the Schilling figure" (11). These methods are pre-
sented in Sections V and VI. The Schilling figure consists of six straight lines all of
which cut the surface of the Riemann unit sphere and all of which are consecutively
non-Euclidean perpendicular (88, 89, 96, 67). Furthermore, the three-dimensional
Cayley-Klein model has been used in determining the efficiency of two-port networks (10),
as outlined in Section VII, and for classifying such networks. The latter application is
presented in Section VIII, which also contains a discussion on the splitting of a two-port
network into resistive and reactive parts, and a comparison of the iterative impedance
method and the image impedance method.
During the course of the research work some of the results were published as con-
tributions to the Quarterly Progress Report, Research Laboratory of Electronics,
Massachusetts Institute of Technology (see references 16-27).
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II. IMPEDANCE TRANSFORMATIONS BY THE ISOMETRIC CIRCLE METHOD
2. 1 INTRODUCTION
In the solution of transmission problems in electrical engineering, impedance
transformations are usually carried out either in the complex impedance (admittance)
plane or in the complex reflection-coefficient plane (the Smith chart). If notations
1.1~ I
Va b Fig. 1.
are introduced in accordance with Fig. 1, the
are expressed in the output voltage V and the
equations:
Two-port network notations.
input voltage V' and the input current I'
output current I by the transformation
V' = aV+ bI
I' = cV + dIJ
or in matrix notation by
I' (c d) I
(1)
(2)
The complex constants a, b, c, and d characterize completely, for a fixed frequency,
a two-port network. If the network is bilateral, the determinant of the transformation
matrix is identically equal to unity (57), so that we obtain the following reciprocity
condition:
ad - bc = 1 (3)
If we let:
VI= Z'
V = Z
I 
Eq. 1 yields
= aZ + b
cZ + d
(4)
(5)
This is a linear fractional transformation (also called a homographic, a bilinear, or a
Mobius transformation) that transforms the complex impedance Z = R + jX into the
impedance Z' = R' + jX', with the R's denoting resistances and the X's denoting react-
ances.
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2. 2 THE LINEAR FRACTIONAL TRANSFORMATION
The mathematical properties of Eq. 5 are well known (see, for example, references
70 and 55). The properties that characterize transformations and lead to their classi-
fication are usually the invariant properties. Equation 5, which is the most general
transformaiion that transforms the whole complex plane conformally into itself, is
characterized by the invariance of a cross ratio, by the fixed points, and by the iso-
metric circles.
If we denote four points in the Z-plane by Z 1, Z 2, Z 3, and Z4 , and their image
points in the Z'-plane by Z', Z' Z and Z', a simple calculation yields (55)
(Z1 - Z )(Z3 - Z) (z 1 - Z 2 )(z 3 - Z4 ) (6)
(Z -Z3)(z - ) (Z1 - z3)(Z - Z 4 )
Thus the linear fractional transformation leaves the cross ratio of four points invariant.
In performing Eq. 5, two points, which may coalesce, remain invariant and there-
fore they are called "fixed points." These points are found by setting Z' = Z in Eq. 5.
Thus we obtain
Zfl = a -d ±V(a+d) - ad -bc = 1 (7)
Zf 2zj Zc
By using the fixed points, Eq. 5 can be expressed in the following normal (canonic)
form (70, 55):
Z' - Zfl Z Zfl
=-- q (8)
Z' - Zf Z - Zf2
where q, called the multiplier (multiplicator) of the transformation, can be expressed
as
ZX 2(+j") a + d d(a+d) - 4()q =e e = (9)
or
q a+d[a + d 4a+d 4] - 1 (10)
or
a - c Zfl
q = -- (11)
a - c Zf 2
Here, the expressions
5
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v~~ 2~V1 a + d :(a+d - 4
are the eigenvalues of the matrix in Eq. 2: They are reciprocal, i.e., vlV2 = 1. In
Eqs. 9 and 10 the minus sign is used in transforming impedances from the output of the
network to the input, Z - Z'. The inverse transformation of Eq. 5, Z' - Z,
dZ' - b
Z = ; ad -bc = 1 (13)
-cZ' + a
which has the same fixed points as the direct transformation (Eq. 5) is used with the
plus sign in Eqs. 9 and 10.
It is important to distinguish between an inverse transformation and a reverse
transformation in connection with impedance transformations through two-port networks.
At this last transformation the signs of the input and output currents are reversed (30).
2.3 THE ISOMETRIC CIRCLES
The isometric circle is defined as the circle that is the complete locus of points in
the neighborhood of which lengths are unaltered in magnitude by the linear fractional
transformation (55). From Eq. 5, we obtain
dZ' 1 (dZ= ad - bc = 1 (14)
dZ (cZ + d) '
so that the isometric circle is
fcZ + d = ; c 0 (15)
Similarly, the inverse transformation (Eq. 13) has the isometric circle
IcZ' -a = 1; c 0 (16)
Thus the isometric circle of the direct transformation, C d, has its center at O d = -d/c
and the radius Rc = 1/ Ic ; the isometric circle of the inverse transformation, C i , has
its center at O i = a/c and the same radius.
Equation 5 transforms the circle Cd into a circle C with the same radius. An
inverse transformation transforms C back to Cd again. Hence, C coincides with Ci ,
so that a linear fractional transformation transforms the isometric circle of the direct
transformation into the isometric circle of the inverse transformation (55).
2.4 THE ISOMETRIC CIRCLE METHOD
In the theory of a complex variable Eq. 5 is usually divided in the following way:
1
2
Z'= c ad - bc = 1 (17)
Z+
c
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Fig. 2. Graphical interpretation of -the linear fractional transformation.
The following operations, suggested by Eq. 17, are then usually performed in the com-
plex Z-plane (see Fig. 2):
1. a translation, Z 1 = Z + (d/c);
2. a complex inversion, Z 1 Z2 = 1/ c12;
3. a rotation around the origin through the angle -2 4 c, which yields Z 3
(c = Ic I exp jic);
4. a projection through the origin (a rotation around the origin through the angle r),
which yields Z4; and
5. a translation, Z' = (a/c) + Z4 .
If we now draw the two isometric circles Cd and C i that have the same radius
Rc = 1/Ic and their centers at 0 d = -d/c and Oi = a/c (see Fig. 2), the graphical
method can be simplified by the performance of the following operations: An inversion
in Cd, yielding ZI; a reflection in the symmetry line L of the two isometric circles,
yielding ZII; and a rotation around the center 0 i through an angle -2Z.
With the notations of Fig. 2, we obtain
'4+~ fc (18)
= *P + 4'c (18)
But L = arg[(a+d)/c], and c = arg c. Therefore,
( = arg(a+d) (19)
Thus the following constructions, performed in the complex Z-plane, yield a graphical
method, which we shall call the "isometric circle method" (see Fig. 3):
1. an inversion in the isometric circle of the direct transformation, Cd, Z - Z1;
2. a reflection in the symmetry line L of the two circles, Z 1 - Z 2 ; and
3. a rotation around the center 0. of the isometric circle of the inverse1
7
'Z -2 c)
jx
R
Fig. 3. The isometric circle method.
(b)
(C)
Fig. 4. Examples of nonloxodromic transformations.
(a) Hyperbolic transformation. ( a = 60°, c = 30°, = cosh-/);
(b) Parabolic transformation. ( = 60 ° , c = 30° , L = cosh - 1 2);
(c) Elliptic transformation. ( a = 60 ° , c = 30 °, = cosh-l /).
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transformation through an angle -2 arg(a+d), Z 2 - Z'. The isometric circle method
was used by Ford (55) in a study of automorphic functions.
2.5 CLASSIFICATION OF IMPEDANCE TRANSFORMATIONS THROUGH
BILATERAL TWO-PORT NETWORKS
Mathematically, Eq. 5 is divided into two classes of transformation: the loxodromic
transformation, characterized by a + d = complex; and the nonloxodromic transformation,
characterized by a + d = real. The second transformation is further divided into hyper-
bolic, parabolic, and elliptic transformations, specified by a +d > 2.
If a loxodromic transformation (Greek: loxo-, oblique + -dromos, a running course),
centered, for simplicity, around the origin and infinity in the complex plane, is stereo-
graphically mapped on a sphere, a curve is obtained (by varying a parameter of the
network or the frequency) that, in this case, cuts the meridians under a constant angle.
The curve, that uniformly turns around both poles an infinite number of times, is called
a "loxodrome."
If we set the multiplier in Eq. 9,
q = e = e(X +jX) = A ejl (20)
the impedance transformations through all bilateral two-port networks can be classified
(68, 70, 55) as follows:
1. If q = A, A 1, transformation 8 is hyperbolic; a pure (non-Euclidean) stretching
is obtained from one fixed point to the other.
2. If q = ej , 4 # nrr, with n = 0, 1,2 ... , transformation 8 is elliptic; a pure
(non-Euclidean) rotation is obtained around the fixed points.
3. If q = A ej , A 1, . nTr, with n = 0, 1, 2, ... , transformation 8 is loxodromic;
it can be considered as a hyperbolic transformation followed by an elliptic transforma-
tion, or vice versa.
4. In the special case of Zfl = Zf2 = Zf q = 1, transformation 8 can be written
1 1 (21)
Z' - Zf Z Zf
in which, from Eq. 7,
z a -d (22)
f 2c
A transformation with a single fixed point (two coalescing fixed points), a + d = +2, is
parabolic. In Eq. 21 we use +c, if a + d = +2, and -c, if a + d = -2.
The aforementioned classifications have been used in network theory by
Le Corbeiller and Lange (42), Feldtkeller (54), Konig (71), Guillemin (57), Schulz (97),
Weissfloch (109, 110), Van Slooten (98, 99), Rybner (84, 85), and others.
In accordance with the results of Section 2.4, the distance between the centers of
the two isometric circles is (a+d)/c |, while the sum of the two radii is 2/I c .
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Therefore, if we follow the classification given above, we have the hyperbolic case, if
the two circles are external; the parabolic case, if they are tangent; and the elliptic
case, if they intersect. See Fig. 4. In the loxodromic case each circle may have any
position with relation to the other. The positions of the fixed points in relation to the
isometric circles can now be obtained easily from Eq. 7. The fixed points are marked
as crosses in Fig. 4.
2. 6 IMPEDANCE TRANSFORMATIONS THROUGH LOSSLESS TWO-PORT
NETWORKS
In order to study the linear fractional transformation, Eq. 5, when it corresponds
to impedance transformations through lossless two-port networks (8), we shall first
transform it into the complex reflection-coefficient plane (Smith chart). Using the
well-known formula,
Z 1
Zr- = Z a Z- 4(23)
where r is the complex reflection coefficient, and Z is the (normalized) complex
impedance, we obtain, from Eq. 5
r(a -b -c +d)/2 + (a+b -c -d)/2
r = (24)
r(a-b+c-d)/2 + (a+b+c+d)/2
In the lossless case the imaginary axis in the impedance plane, which corresponds to
the unit circle in the reflection-coefficient plane, is transformed into itself, i.e., a
reactance is transformed into a reactance. The most general linear fractional trans-
formation that transforms the unit circle into itself, so that the interior of the unit circle
is transformed into the interior of the new unit circle, can be written
r +ArC* A 2 - C 2 = 1 (25)
Cr + A
A star indicates a complex conjugate quantity. If the coefficients a, b, c, and d are
split into their real and imaginary parts,
a = a' + ja"
b = b' + jb"
(26)
c = c' + jC"
d = d' + jd"
then Eqs. 24 and 25 yield
a" = b' = c' = d" = 0 (27)
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Thus Eqs. 5 and 24 can be written
a'Z + jb"
Z' = ; a'd' + b"c" = 1 (28)
jc"Z + d'
and
r[(a' + d')/2 - j(b" + c")/2] + [(a' - d')/Z + j(b" - c")/2]
r = (29)
r[(a' - d')/2 - j(b" - c")/2] + [(a' + d')/2 + j(b" + c")/2 ]
In Eq. 28, a + d = a' + d' = real, so that impedance transformations through lossless
two-port networks correspond to nonloxodromic transformations. These form a group,
the transformations of which have a common fixed circle (fixed straight line), each
transformation carrying the interior of the fixed circle into itself. It can easily be
shown that the isometric circles of the transformations of such a group are orthogonal
to the fixed circle (55).
We can write Eq. 25 in the form
r cosh e + sinh q e
r' = (30)
r sinh % e + cosh % e
where , qa, and Bc can be expressed in a', b", c", and d' by a comparison of Eqs. 29
and 30. The isometric circles of Eq. 30 are given by
-j (a+ )
d = -coth e
j(a-4bc)Oi = coth e (31)
1
R =
c sinh hI
The hyperbolic, parabolic, and elliptic cases are obtained from the condition
cosh cos a 1 (32)
See Fig. 4.
For nonloxodromic transformations, the fixed points play a fundamental rle.
Setting r' = r in Eq. 30, we obtain
'f}I= e - jc (j - coth 4 sina oth  a) (33)
fzJ
Some of the equations given above were derived by Lueg (73), who extended some
work of Weissfloch (109, 110), but in a slightly different form. For example, Lueg
11
(in our notation) uses:
ja"Z + b'
Z' =
c'Z + jd"
instead of Eq. 28, and
r' =
Fe -roe 0 
rro
-j4ze -j i-e
instead of Eq. 30.
e
r
j 1 - rF20
r,=
Equation 35 in normalized form is
r e
0 -
i -0 0
(36)
r 0 e
r
j i - rO
Here r = r' forr
,rr
~Z= -cp
F 0 =tanh I
=0, <r < 1.
= 0 =
2.7 THE ISOMETRIC CIRCLE METHOD IN ANALYTIC FORM
The three operations of the isometric circle method can be written in the following
form:
d dd -1
cc+
c cc
Z +-
c
- inversion in Cd
a + d + aa - dd
c 1 *
cc
* *
a +d
c
- reflection in L
_a a -j 2 arg (a+d) Z' c= (Z 2 a) e a+d) rotation around CiC~~~~~~~~~~~~~~~~~~~~~~
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(34)
(35)
e
j l - FzO
We obtain
(37)
Z -1
Z =2
(38a)
(38b)
(38c)
If the network is lossless, Eqs. 38 simplify to
d'2 -1
* d'Z - j ,,
jc"Z = d' inversion in Cd (39a)1 jc"Z + d'
Z' = Z1 -j _ reflection in L (39b)
In the lossless case, the corresponding transformations in the complex reflection-
coefficient plane are
*A *
r -1
r - A = inversion in C d (40a)1 F* + A d
* c
r'- 1= reflection in L (40b)C T
Equations 38a, 38b, 39a, 39b, 40a, and 40b are all of the form:
= aZ + b = Ar + B (41)
cZ + d cr + D
Following Cartan (39), we call Eq. 5 a homography and Eq. 41 an antihomography.
The antihomographies are of two kinds: the anti-involutions of the first kind, which
are characterized by having at least one fixed point (Examples: Z' = 1/Z*, Z' = Z*),
and the anti-involutions of the second kind, which have no fixed point (Example:
Z' = -1/Z*). In the complex plane every anti-involution of the first kind is represented
by an inversion with positive power or by a symmetry in relation to a straight line. The
following theorems are valid (39):
1. Every homography can be considered as a product of two involutions.
2. Every involution is the product of two exchangeable anti-involutions of the first
kind.
Thus, every homography can be considered as a product of four anti-involutions of the
first kind. An involution is a loxodromic transformation with a multiplier q = -1. Since
a rotation may be considered as a product of two reflections, the isometric circle
method is basically composed of four anti-involutions of the first kind. In the non-
loxodromic case when the third operation, the rotation, is eliminated, the number is
reduced to two.
2.8 COMPARISON OF THE "TRIANGULAR METHOD" AND THE ISOMETRIC
CIRCLE METHOD
In an unpublished paper, Mason (75) describes a simple graphical method for the
linear fractional transformation. Because he bases this method on the similitude of two
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triangles, the method may be called "the triangular method" (13).
Mason presupposes that one pair of corresponding quantities Za - Z' is known for
a a
the linear fractional transformation, Eq. 5, together with Z' = 0. = a/c for Z = oo, and1
Z' = oo for Z = = -d/c. For an arbitrary Z, he then constructs the image point Z'
by drawing the similar triangles Od ZaZ and O.Z'Z' (see Fig. 5). The connection
between the triangular method and the isometric circle method is immediately obtained
from Fig. 5. The transformation shown in the figure is loxodromic and the angle
-2 arg (a+d) is denoted by . The different operations of the isometric circle method
(marked by arrows in Fig. 5) are indicated by the points Z, Z 1, Z 2, and Z'.
2.9 SOME APPLICATIONS OF THE ISOMETRIC CIRCLE METHOD TO IMPEDANCE
TRANSFORMATIONS THROUGH BILATERAL TWO- PORT NETWORKS
a. Example of a Loxodromic Transformation
An example of the use of the isometric circle method for a loxodromic transforma-
tion is shown in Fig. 6. This is the same example that was used by Storer, Sheingold,
and Stein (101). The transformation formula for the reflection coefficient is expressed
in the components of the scattering matrix:
2
S12 - 11S22 Sll
=r,2 12 (42)
s 22 1
-- r+
s12 sl 2
where
s = 0.331 ej 135.0
sl2 = 0.808 ej 70 6
s22 = 0.328 ej 13Z .8
Hence
d = 1/s2 2 = 3. 05 e-j 13Z.80
0. = sz s1s22) /s2 = 2. 20 e - j 17 8' 5
Rc = Is12/s22 = 2.47
-2 arg (a+d) = 49. 0°
In their example Storer, Sheingold, and Stein use r = 0. 70 exp(j 60° ). Following the
procedure of the isometric circle method in reverse order, we rotate r' around 0. 1
through the angle -49.00, reflect in L, and invert in C d. The value obtained
14
Fig. 5. Connection between the triangular method
and the isometric circle method.
Fig. 6. Example of a loxodromic transformation.
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Fig. 7. Transformation of the right half-plane of the Z-plane
into the unit circle (Smith chart).
approximates nicely the value r = 0. 787 exp(-j 115. 8° ) obtained by Storer et al.
b. Transformation of the Right Half-Plane of the Z-Plane into the Unit Circle
(Smith Chart)
The well-known transformation formula expressing the complex reflection coefficient
r in the complex impedance Z was given in section 2.6. It is
Z 1
r z 1 (z3)
Thus, referring to Fig. 7, we find that
Od = -d/c = -1
O. = a/c = 11
R = l/c =Y
a + d =v/z = real
The transformation is clearly nonloxodromic and elliptic, since a + d is real and the
isometric circles intersect. The fixed points are ±j. Thus r is simply obtained from
an arbitrary Z by inverting in Cd and reflecting in L, the imaginary axis. The imagi-
nary axis is mapped on the unit circle; the right half-plane of the Z-plane falls inside
the circle. The constant-R and constant-X lines are transformed into two sets of
orthogonal circles through the point +1. The diagram inside the unit circle is the famil-
iar Smith chart. An inverse transformation r - Z is simply obtained by inverting in
Ci and reflecting in L.
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Fig. 8. The Riemann unit sphere. Fig. 9. Stereographic mapping of Fig. 7
on the unit sphere.
The transformation between the Z-plane and the r-plane was recently treated by
de Buhr (32). He used the C. circle as the inversion circle, but he did not realize that1
this circle is one of the isometric circles; nor did he recognize that his graphical con-
struction is a special case of a more general method.
A graphic picture of the Z - r transformation is obtained by a stereographic map-
ping of Fig. 7 on the Riemann unit sphere. In Fig. 8 the impedance ZA is projected on
the unit sphere with the top of the sphere as the projection center. The point A on the
surface of the sphere is obtained. Now, the Z - r transformation corresponds to a
90 ° rotation of the sphere around an axis through the fixed points ±j. Another stereo-
graphic projection from the top of the sphere, after the rotation, yields the r-plane
as the xy-plane. However, instead of rotating the sphere and having a fixed pro-
jection center, we can just as well keep the sphere fixed and turn the projection
center from the point (0, 0, 1) by a 90 ° rotation to (-1, 0, 0) (100, 104, 99, 46). The
r-plane is now obtained as the yz-plane, so that r = rz + jry. In Fig. 8 the
point rA is obtained.
Figure 9 shows the isometric circles of Fig. 7 mapped on the unit sphere. Cd and
C i transform into great circles tilted 45 ° and 135 °, and the symmetry line L trans-
forms into a great circle in the yz-plane. It is interesting to observe that it is possible
to extend the operations of the isometric circle method directly to the surface of
the sphere. They consist of two reflections in the planes through Cd and L. Thus,
for example, the top of the sphere, (0, 0, 1), is transformed into (1, 0, 0) by a reflec-
tion in the plane through Cd, and into (-1, 0, 0) by a second reflection in the plane
through L.
At this point, it is important to stress that the isometric circles of Eq. 5 in the
Z-plane do, of course, not transform into the isometric circles of the transformed
linear fractional transformation, Eq. 24, in the r-plane. However, for the sake of
simplicity, the writer will sometimes use the same notations in the Z-plane and on the
surface of the sphere.
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c. Uniform Lossless Transmission Line
The impedance transformation through a piece of uniform lossless transmission line
can be written
Z
Zcos q + j sin 
Z ' o
I ZZo Zj sin + cos 
(43)
where Z is the characteristic impedance; q4 = 2rr/X, with the length of the line, and
X the wavelength, Here
0 d = -d/c = j cot 
0.i = a/c = -j cot 
R c = 1/Isin I
The fixed points are 1. The transformation is elliptic, since a + d = 2 cos 4) < 2.
Figure 10 shows a simple example, in which Z/Zo = 2 is transformed graphically by
R/Z
o
Fig. 10. Uniform lossless transmission line example.
the isometric circle method into Z'/Z = 0. 615 - j 0.4 by using a transmission line
with = 60 ° . The two operations, inversion in Cd and reflection in L, are marked by
arrows in Fig. 10.
In the F-plane, using Eq. 29, we obtain
r, = r e- j
ejF
(44)
Thus, in Eq. 30, a = - ', c = 0, and = 0. The quantities Od, Oi, and Rc of Eq. 44
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are all infinite (c=0), so that the isometric circles are indefinite. Figure 11 shows
Fig. 10 stereographically mapped on the unit sphere. The image circles of C d , C i ,
and L are all great circles through the fixed points ±1. Therefore, they appear as
straight lines through the origin in the r-plane (see Fig. 12). Using the same example
as in Fig. 10, Ir' = I r = 1/3, = 60 ° , we find that the resultant transformation is
a rotation around the origin of the r-plane through an angle 2Z = 2. 60 = 120 ° in the
negative direction, which checks with Eq. 44.
d. Lossless Transformers
A lossless transformer, composed of the inductances L 1 and L2 with the mutual
inductance M, can be represented by the transformation
Z' (45)
nz -jtoM (1--)
Z 1
joM kn
where the transformation ratio
M/ /LLz < 1. See, for example,
Transforming Eq. 45 into the
is n = /L 1 /L, and
reference 99.
I - plane, with the use
the coupling factor is k =
of Eq. 29, we obtain
- + jiZM + m2 (2 -)}
- n)- M WM 
(46)
__' M -)]}
Thus, from Eq. 30, we have
1 oM 11 ZWM Zk2
a = tan 2k +
1 M 
-1 m( + 2 -- 1
c = -tan 1 1
2k n
sinh = 1 (n n) 2 + 2_wM 
Obviously, the transformation is hyperbolic, since
k< 1
In Fig. 13 the isometric circles of Eq. 46 are shown, with k = 1/2, wM = 1, and n = 2.
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a+d = n + > 2,
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- --- -'--~c- x~~~~~~~~~~~~~~~~_ 
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r 
- i 1)-2 W o + n + 1
I
ri (n + 1 + I WM
n T M -Z 
-II
Fig. 
11. 
The isometric circl s of Fig. 10
Fig. 11. The isometric circles of Fig. 10
mapped on the unit sphere.
1T'
rz
Fig. 13. Lossless transformer example.
(k = 0.5, M= 1, n -; =21.8°,
c=-53.1°, 4i=1.647). a
r
Fr
Fig. 12. Uniform lossless transmission
line example in the F-plane.
Fig. 14. Lossless transformer example.
(k = 1, M=1, n=2; = 21.8 ° ,
c =-337°', =0.80 8 ).a
Fig. 15. Lossless transformer example. (k=l1, wM=oo, n=Z; a= , =0, c = 0. 693).
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If we make k = 1 in Eq. 46, we obtain
r (nn + 2) M + (n
r =M
r (nn)- z-Mj + (n
)- 2 MI
n 2iMj
and
-1 2M
cpa =tan 1 / 1
1
-1 2M
c = -tan 1 nWi(n - 1 )Z n
+ 1
4w 2 M 2
With the use of Eq. 7 we obtain the fixed points
1 (n -1) + j
2 (n n 2WM om
Thus one fixed point is always at (-1, 0) in the r-plane (36).
metric circles of Eq. 48, with oM = 1 and n = 2.
If we make k - 1, wM = oo in Eq. 46, we have
Figure 14 shows the iso-
(51)
which is the transformation performed by an ideal transformer. In the Z-plane Eq. 51
corresponds to
Z' = n Z
n
Equation 51 yields
21
(52)
(48)
(49)
(50)
r -1n+1 n-1
r 1 (n- +In+I)
n 2 n
- II I · C- -- -- ------- I-
r 
· i-~v=~tc·~-1
4a =0 
sinh = (n - 1)
In Fig. 15 the isometric circles of Eq. 51 are shown, with n = 2. Here we have
2
n +1
0d = 2 - -- coth 
n - 1
2
O. = n +1 coth1 2
n -1
R = Zn
c n -1 1/jsinh ij
For n
plane.
(53)
(54)
> 1, the isometric circle of the direct transformation, C d, falls in the left half-
When n approaches unity, the radii of the isometric circles increase until, at
ry
x,R
Fig. 16. The isometric circles of Fig. 15
mapped on the unit sphere.
Fig. 17. The isometric circles of Fig. 15
in the Z-plane.
n = 1, they coincide with the symmetry line L. The identity r' = r is obtained. For
n < 1, Cd appears in the right half-plane.
In Fig. 16 the isometric circles in Fig. 15 are mapped on the unit sphere.
Another mapping yields in the Z-plane the image circles shown in Fig. 17. As
is shown in Fig. 17, in this case, the symmetry line L transforms into the
unit circle of the Z-plane. Z' is obtained from Z by two inversions in Cd and L
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(or L and Ci). A simple example, n = 2, Z = 0. 375, is indicated by arrows in
Figs. 15 and 17.
e. A New Proof of the Weissfloch Transformer Theorem for Lossless
Two- Port Networks
Weissfloch's transformer theorem states that for a given frequency any bilateral
lossless two-port network can be converted into an ideal transformer by coupling cer-
tain lengths of uniform lossless transmission line to each side of the network. The
theorem was originally proved by Weissfloch (107) by means of the complex impedance
plane. A proof in which the complex reflection-coefficient plane was utilized was given
later by Weissfloch (109), and by Lueg (73, 74). An elegant graphical method for proving
the theorem was given by Van Slooten (99). He used non-Euclidean geometry construc-
tions. Such constructions, which have also been used by Deschamps (49), will be dis-
cussed in Section III.
A new simple proof of Weissfloch's transformer theorem will now be given by means
of the isometric circle method. We know, from section 2. 6, that for a lossless two-
port network the isometric circles are orthogonal to the imaginary axis in the Z-plane
and to the unit circle in the r-plane. Let us assume that an arbitrary lossless two-port
network is represented by the isometric circles Cd and C i in Fig. 18. The network that
is chosen is elliptic, since the isometric circles intersect. The fixed points are marked
as crosses. If the circles are separated, the fixed points will coalesce in the tangential
case and then continue along the unit circle. These are the parabolic and the hyperbolic
cases. Since the ideal transformer has its fixed points at ±1 in the F-plane, we shall
Fig. 18. The isometric circles of an arbitrary lossless two-port network.
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Fig. 19. An arbitrary lossless two-port
network between uniform loss-
less transmission lines.
I I
r, r
try to move the fixed points in Fig. 18 to these positions by connecting uniform lossless
transmission lines to the input and output. With the notations of Fig. 19 we obtain (see
Eqs. 44 and 30):
-jZ 1
re
r cosh i e
Jpc
r sinh e
-j2+2
r' = r2 e
2 r 1
+ sinh e
(55)
-j a
+ cosh e
27 2
2 Xz
These equations yield
cosh a- e + sinh r cosh e + sinh e
r I =
r sinh e
(56)
+ cosh e
The equation for an ideal transformer is, however, according to Eqs. 51 and 53,
r cosh + sinh 
-it _ '7\
r sinh + cosh 
Therefore, by comparing Eqs. 56 and 57, we obtain
1
q4) 2 (a +
1z a¢z =~¢ 
¢c)J
fc)
(58)
Thus, by choosing the lengths of the uniform transmission lines in accordance with
Eq. 58, the isometric circle of the direct transformation, C d, in Fig. 18 is rotated
counterclockwise through an angle 2Z1, and the isometric circle of the inverse trans-
formation, C i, is rotated clockwise through an angle 22. An ideal transformer, with
the isometric circles Cd tr and Ci tr' fixed points at ±1, and a transformation ratio
, trtr'
n given by
Z' = n2 Z = e2 Z (59)
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r, F,
rl =1
jq a
r 2
* =
.L -\_ 
is obtained. This proves the Weissfloch transformer theorem. It can easily be shown
that the connection between the radius R of the isometric circles and the transformation
c
ratio n is
Rc 1 (60)
n -n
To illustrate this proof geometrically, a transformation of an arbitrary reflection
coefficient r on the unit circle in the r-plane through an ideal transformer is shown in
Fig. 20. It is seen that the transformations performed by the uniform lossless trans-
mission line of length kX 1/4Tr, the arbitrary lossless two-port network, and the uniform
transmission line of length k4 2 /4w give the same reflection coefficient r' as that obtained
directly by a transformation through the ideal transformer.
f. Cascading of a Set of Equal Lossless Two-Port Networks
In Fig. 21 an arbitrary lossless two-port network is represented by the isometric
circles Cd and C i in the r-plane. An arbitrary reactance corresponding to the point r
on the unit circle is transformed into rl by inverting in Cd and reflecting in L. If
another network that is exactly equal to the first one is coupled in series, the reflection
coefficient r 2 at its input is obtained by the same operations that have just been per-
formed. For a set of equal networks, the reflection coefficients rl, r2, r3, ... are
obtained. It is seen in Fig. 21 that because the transformation is elliptic, a (non-
Euclidean) rotation is obtained around the inner fixed point. Similar constructions can
easily be performed in the parabolic and the hyperbolic cases.
g. Lossless Exponentially Tapered Transmission Lines
The fact that the exponentially tapered transmission line is one of the few examples
of nonuniform transmission lines that can be calculated exactly has led to a thorough
study of lines of that kind. In this section, lossless exponentially tapered transmission
lines will be studied by means of the isometric circle method (7).
By expressing the ratio of the input impedance Z i and the input characteristic
impedance Z in the ratio of the output impedance Z and the output character-0
istic impedance Z0 , Ruhrmann (86, 87) obtains the following linear fractional trans-
formation for the impedance transformation through a lossless exponential line:
o
- cos(P' + ) + j sin 'l
i zo
(61)i 0
o i sin P'Q + cos(g 1 - )o
0
where
sin 4 = - (62)
zP
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Fig. 20. A circular geometric proof of the Weissfloch transformer theorem.
c.
Fig. 21. Reflection-coefficient transformation through a set of equal
lossless two-port networks.
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Here EL is the (logarithmic) taper constant; f' = 1 -q ; q = sin = /kc; is the
wavelength; kc is the cutoff wavelength; = 2/X; and I is the length of the exponential
line.
The characteristic impedance varies along the tapered line in accordance with the
expression
Z° = Z e (63)o 0
If , = 0, then 4 = 0, and Eq. 61 reduces to the well-known expression for a lossless
uniform transmission line.
In order to study Eq. 61 by the isometric circle method, we begin by "normalizing"
the expression, so that the reciprocity condition, Eq. 3, is valid. We obtain
zo-cos( ' + ) sin '2
Zi Z ° cos 4 cos t
Zi Zo sin '+ cos(p'2 - c) (64)io 
Z cos 4 cos
o
which is a nonloxodromic transformation, since a + d = Z cos '2 is real.
From Eq. 64 we obtain
cos(P'2 - 4)
0 d = 
sin 'Q
cos(P' + )
oi = j (65)
sin 'Q
cos 4
R =
c sin p'Q
The fixed points of Eq. 64, with the use of Eq. 7, are
Zfl ej
Zf2 J {eJ(1Tl0) (66)
Zf2e(_
An example of the use of the isometric circle method in the Z/Zo-plane is shown
in Fig. 22. The chosen values correspond to one of a series of examples calculated by
Ruhrmann (86). The values are: , = 1.074, = 1.5, X = 8, = 0.785, sin = -0. 685,
4 = -43.Z 5 ° , P' = 0. 571, and ' = 49. 1. The isometric circles are given by
Od = -j 0. 0543
0. = -j 1.3161
Rc = 0.963
c
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Fig. 22. Example of impedance transforma- Fig. 23. Elliptic transformation in
tion through a lossless exponential the r-plane.
line by the isometric circle method.
Figure 22 shows that, by an inversion in C d and a reflection in L, the impedance ratio
Z°/Z ° = 0. 95 - j 0. 71 is transformed into Zi/Z = 0. 67 - j 0. 86, which checks with the0 0
values obtained by Ruhrmann.
It is interesting to compare this simple graphical method with the method described
by Ruhrmann (86). Ruhrmann sets
= s + jt
zo
Zi
= u + jv
Z i
0
t = t' + sin 
(67)
After substituting Eq. 67 in Eq. 61, the equation that is obtained is split into its real
and imaginary constituents u and v. Ruhrmann then lets t' = 0 and eliminates 'L
between the constituents. After some calculations, he achieves a set of circles for
different s-values around the fixed points in the uv-plane. Similarly, by eliminating s
between the u- and v-expressions, he obtains a set of circles for different P'-values,
with all circles passing through the fixed points. With an arbitrary output impedance he
is able to read off the input impedance by means of the two calibrated sets of circles,
provided that the coordinate system for the output impedance has been properly adjusted.
By using Eq. 24, Eq. 64 transforms into
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r (os p'Q
q
-r
1 - q2
j
- -- sin
J- qZ
sin p'l + (cos
q
2- /1 sin P'
- qZ
i
p'Q +
1
Equation 68 has the fixed points
1
q
If q < 1, we have the above-cutoff, or elliptic, case (see Fig. 23).
If q = 1, we have the cutoff, or parabolic, case.
be written (87)
zo
- ( - Q) + jpi
zi ZOZi o
i Z
Zo - jp + (1 + )
zo
By a limiting process Eq. 64 can
(70)
so that
r(i - j) - pt
-rpi + (1 + jpR)
(71)
See Fig. 24.
If q > 1, we have the below-cutoff, or hyperbolic, case.
Eq. 64 transforms into
If we let ' = ja 1 , then
(cosh a 1
Z
o
z0 J
z0 /__
o /qZ - 1
q
- q- sinh
AfE_,
sinh a + cosh
j
a1 + sinh a l
/q 1
q
al1 + /q 1/q - 1
sinh a 11
which, by Eq. 24, transforms into
r osh a 1 - sinh
/q -1
q
-r
q2 _ 1
,q - 1
sinh al + (cosh
al)
q
- -- sinh a f
/qZ 1/q - 1
i j
al + sinh a 
1 lq 2-1
The fixed points of Eq. 73 are
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sin 'I;
rfl 
rf2J
(68)
(69)
ZiZ
z i
o
(72)
(73)
P'1f
r =
r =
r =
rf 2 4 q i i (74)
See Fig. 25.
It is interesting to study the elliptic-parabolic-hyperbolic transformation transition
by projecting the r-plane stereographically on the Riemann unit sphere. See Fig. 26.
In the elliptic case the fixed points are situated on the unit circle in the xy-plane. In
Fig. 26 a straight line Lie is drawn through the fixed points. The line Lle has a polar
L 2 e external to the sphere. If we increase the value of q, the two lines Lie and L 2 e
approach each other until, at q = 1, they cut each other perpendicularly at the point
Fig. 24. Parabolic transformation in the
r- plane.
Fig. 25. Hyperbolic transformation in the
r-plane.
Fig. 26. Positions of the fixed points for an exponential line on the
Riemann unit sphere.
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(x, y, z) = (0, 1, 0): this is the parabolic case, and the lines are denoted Llp and L2p in
Fig. 26. If q is increased more, Lip and L2p, now called Llh and LZh, separate, and
L2h cuts the sphere in the fixed points of the hyperbolic case, while Lip is external.
Theoretically, if q is varied between the limits 0 q < o, we obtain uniform trans-
mission line - exponential line - ideal transformer, in the limits.
h. Lossless Waveguides
Impedance transformations through pieces of lossless waveguide can be treated by
the isometric circle method in the same way as the exponential line (8) in section 2. 8g.
Both a lossless waveguide and a lossless exponentially tapered transmission line act
as highpass filters. However, in the parabolic case, the exponential line has its fixed
point at (z, 1y) = (0, 1); the TE mode in a rectangular waveguide has its fixed point at
(1, 0); and the TM mode has its fixed point at (-1, 0).
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III. IMPEDANCE TRANSFORMATIONS BY THE CAYLEY-KLEIN MODEL OF
TWO-DIMENSIONAL HYPERBOLIC SPACE
3. 1 INTRODUCTION
Besides the disadvantage of not transforming the isometric circles in the impedance
plane into the isometric circles in the reflection-coefficient plane, the isometric circle
method often requires a considerable amount of space when the radii of the isometric
circles are large. In order to compress the complex plane, the writer began a study
of non-Euclidean hyperbolic geometry. Of the two applicable existing models of two-
dimensional hyperbolic space, the Poincare model and the Cayley-Klein model (see
Appendix 1), the latter proved to be quite useful for impedance transformations through
bilateral lossless two-port networks.
3.2 THE CAYLEY-KLEIN DIAGRAM
The Cayley-Klein model of two-dimensional hyperbolic space has been used in
engineering since 1946 (see Appendix 4). The model is called "the hyperbolic plane"
by Klein (66), "the Cayley diagram" (C-diagram) by Van Slooten (99), and "the projec-
tive chart" by Deschamps (48). In honor of the two mathematicians, A. Cayley and
F. Klein, whose papers,"A Sixth Memoir upon Quantics" (41) and "ber die Sogenannte
Nicht-Euklidische Geometrie" (63), form the basis for the creation of the diagram, the
writer has chosen to call the model "the Cayley-Klein diagram" (CK-diagram).
The Cayley-Klein model of two-dimensional hyperbolic space, or the Cayley-Klein
diagram, is obtained by stereographically mapping a complex plane on the Riemann
unit sphere and then projecting the sphere orthographically on an arbitrary plane (see
Appendix 2). Thus the whole complex plane is mapped into a circle, every point inside
the circle corresponding to two points of the complex plane. In network theory the
Cayley-Klein diagram is usually situated in the reflection-coefficient plane. The trans-
formation of the Smith chart into the Cayley-Klein diagram, and vice versa, can easily
be performed by means of the transformation R (- 1) introduced by Deschamps (48).
In the Cayley-Klein diagram the geometry of Gauss, Bolyai, and Lobachevsky is
valid (66). This geometry was called "hyperbolic" by Klein. In the diagram, distance
is defined as one-half of the natural logarithm of the cross ratio between the given
points and the two points on the unit circle
which are cut out by a line through the given
points. The distance, called "hyperbolic,"
can be measured directly by means of the
ingenious hyperbolic protractor invented by
Deschamps (49). A hyperbolic distance is
invariant for projective transformations
that transform the fundamental or absolute
Fig. 27. Equal hyperbolic distances. curve (in this case, the unit circle) into
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Fig. 28. Definition of pole and polar.
L
L3 L,
Fig. 29. Construction of a line L , non-Euclidean perpendicular
to two lines, L 1 and L 2 .
itself. A definition similar to the one for distance is valid for the angle in the Cayley-
Klein diagram.
In Fig. 27, the distances P1P2 and P 3 P 4 on the same straight line are equal hyper-
bolic distances. If we slide the "vector" P 1 Pz along the line (99), it grows smaller and
smaller from the Euclidean point of view, as we approach the unit circle. Thus the
circle corresponds to infinity, which is the reason why it is called the "fundamental"
or "absolute" curve of the two-dimensional hyperbolic space.
In Fig. 28a, b, and c the point P is called the "pole" of the line L, and L is the
"polar" of the point P. A line L 1, through the pole P of a line L, cuts L perpendicularly
inside the unit circle from the point of view of non-Euclidean hyperbolic geometry (see
Fig. 28c). Figure 29 shows the constructions for finding the common perpendicular L 3
to two given lines L 1 and L which do not intersect within or on the absolute curve. At
the center of the sphere, the non-Euclidean (elliptic) angle and the ordinary Euclidean
angle are equal. Therefore, if we want to find the value of a non-Euclidean angle
between two straight lines, both of which cut the unit circle, then the simplest procedure
is to perform projective transformations so that the crossover point of the two lines
is moved to the center of the unit circle. Such a transformation was introduced by
Deschamps (48, 49). Deschamps' construction is shown in Fig. 30. The elliptic angle
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Fig. 30. Deschamps' construction for measuring an elliptic angle.
Fig. 31. Elliptic angle evaluation.
at O" is, by a projection through the "iconocenter" O', moved to the center O of
the circle. Figure 31 shows the construction in more detail. The straight lines L 1 and
L 2 are transformed by a stretching along the line through 0" and 0 to the positions L'
and LI (the stretching is indicated by arrows). Figure 31 is also helpful in convincing
us that a line through an arbitrary point P 1 cuts its polar L1 perpendicularly, from a
non-Euclidean point of view.
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3.3 VAN SLOOTEN'S METHOD
Van Slooten uses the Cayley-Klein diagram for the purpose of transforming react-
ances through lossless two-port networks. Since the unit circle of the diagram corre-
sponds to the imaginary axis of the complex impedance plane, the three measurements
that are needed to characterize the network yield six points on the circle. If two points,
for instance A and B, are connected crosswise with their image points A' and B', and
this operation is repeated for B, C, B', and C', and for A, C, A', and C', three cross-
over points, P1, P 2 and P3, are obtained. These points are, according to the Pascal
theorem (56), situated on a straight line, the "Pascal line" (see Fig. 32). The Pascal
theorem states: If a hexalateral, a configuration with six sides, is inscribed in a non-
degenerate conic, the points of intersection of the pairs of opposite sides are collinear.
In Fig. 32, the conic is a circle and the hexalateral is AB'CA'BC'A. Depending upon
whether or not the Pascal line cuts the circle in two real, two coalescing, or two
imaginary points, which are the fixed points of the transformation, the hyperbolic,
parabolic, or elliptic case is obtained.
In the hyperbolic case, Fig. 33, all points are stretched from one fixed point to the
other. Points on the Pascal line remain on this line. The amount of stretching is
obtained graphically by Van Slooten by the performance of two perspectivities, the
centers of which are situated on the line. These perspectivities transform an arbitrary
point on the unit circle into its image point that is also on the unit circle. In Fig. 33,
the points C and C' furnish an example. Any two points on the Pascal line with the
same hyperbolic distance can be selected. A sliding vector is obtained along the line
by Van Slooten. In Fig. 34 all marked lengths on the Pascal line have the same non-
Euclidean distance.
Outside the circle hyperbolic geometry is not valid. Here the geometry is "elliptic,"
which means that a straight line has to be considered closed, and to have the finite
length jr. Also, the length of a distance, the end points of which are absolute conjugate
poles (i.e., one end point is situated on the polar of the other) is jr/2 (cf. references 91
and 94). The centers of perspectivity can, however, be constructed in exactly
the same way as before, as shown in Fig. 34. The only difference is that the
sliding vector outside the circle is directed in the opposite direction to the one
inside the circle.
In performing one of the perspectivities, for instance, C to C 1 in Fig. 33, we
actually rotate C 180 ° around the center of perspectivity P 1 . The same operation can
be thought of when the center of perspectivity is outside the circle. The distance C'PZ
in Fig. 35 is equal to the distance P2C' which is determined along the line C'P 2 that
passes through the point corresponding to infinity in Euclidean space. This property
can easily be proved by constructing the polar of the point P 2 (see Fig. 35), and taking
into consideration the second property of elliptic space which was mentioned above.
From Fig. 35, we obtain
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Fig. 32. Pascal's theorem. Fig. 33. Example of a hyperbolic trans-
formation in the Cayley-Klein
diagram.
Fig. 34. Construction of equal non-
Euclidean distances along
the Pascal line.
Fig. 36. Example of a parabolic trans-
formation in the Cayley-Klein
diagram.
Fig. 35. A perspectivity with its center
outside the circle.
Fig. 37. Example of an elliptic trans-
formation in the Cayley-Klein
diagram.
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C'Q = QC 2
QC 2 + C2 P 2 = PzC' + C'Q = jTr/
C'P z = C'Q + QC2 + C 2 P 2 = C'Q + P 2 C' + C'Q
= QC 2 + PC' + C'Q = Pz2 C C' + QC2 = PC
Q. E. D.
In the parabolic case, the Pascal line is tangent to the unit circle of the Cayley-
Klein diagram (see Fig. 36). All graphical constructions are the same as in the pre-
vious case.
In the elliptic case, the Pascal line is completely outside the circle. The construc-
tions are the same as in the former cases (see Fig. 37).
3.4 EXTENSION OF VAN SLOOTEN'S METHOD
The principle of transforming arbitrary impedances through lossless two-port net-
works is very simple. Instead of a point on the circle, we now have a point inside the
circle to transform by two 180 ° rotations around the two centers of perspectivity. The
method is thus a direct extension of Van Slooten's method of transforming reactances
through lossless two-port networks.
In the hyperbolic case, we use the construction in Fig. 34 to obtain equal hyperbolic
distances. In Fig. 38, the point P 1 represents the given impedance value. We select
an arbitrary point A on the circle, draw the butterfly-shaped figure shown in Fig. 27,
and thus obtain the image point P 2 to the given point P 1 . The operation is then repeated
at the other center of perspectivity so that we obtain the final image point P 3 which
represents the transformed impedance value. All points: P1, P2 P3' and the
two fixed points are situated on a non-
Euclidean circle that has its center M
outside the circle. The Pascal line is
the polar to the point M. A circle like
this is called an ideal circle or a hypo-
cycle.
If, instead of the two centers of per-
spectivity inside the circle, we select
two points outside the circle; for
instance, the poles of the two lines
(non-Euclidean) perpendicular to the
Po~n~l l'in- nol +h.anrh +h- +.n nnc4,+_M .ri- _ Q1L LII LL V I .. L V 'J Ll-
inside the circle, the impedance trans-
Fig. 38. Transformation of an arbitrary formation will be composed of two non-impedance through a hyperbolic
network. Euclidean reflections, P 1 to PI, and
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Fig. 39. Transformation of an arbitrary Fig. 40. Transformation of an arbitrary
impedance through a parabolic impedance through an elliptic
network. network.
PI to P 3 , in the two lines (see Fig. 38).
In the parabolic and elliptic cases, Figs. 39 and 40, the second method of
graphical construction that was mentioned for the hyperbolic case is performed,
since, in these cases, we do not have any centers of perspectivity inside the
circle. In the parabolic case, the points P1, PZ, P3, and the fixed point (coa-
lescing fixed points) are situated on a non-Euclidean circle with its center M in
the fixed point. This circle is called a limit curve or a horicycle. In the elliptic
case, the points P1, P, and P 3 are situated on a "proper" non-Euclidean circle with
the fixed point M as center.
The method of using the butterfly-shaped figure for the transformation of arbitrary
impedances through lossless two-port networks was found independently by de Buhr (37)
and by the author. If a hyperbolic protractor is available it may, of course, be used
directly.
3.5 TRANSFER OF THE ISOMETRIC CIRCLE METHOD TO THE
CAYLEY-KLEIN DIAGRAM
We have seen in previous sections that the isometric circles of a lossless two-port
network are orthogonal to the unit circle of the complex reflection-coefficient plane.
Examples of the three different nonloxodromic transformations are shown in Figs. 23-25.
If these examples are transformed into the Cayley-Klein diagram, the isometric circles
are transformed into straight lines indicated by dashed lines in Figs. 23-25. Thus, the
operations prescribed by the isometric circle method, in which an inversion is made in
the isometric circle for the direct transformation, followed by a reflection in the sym-
metry line L of the two isometric circles, correspond to the two non-Euclidean reflec-
tions performed in the two polars, as has been described. Therefore, the isometric
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circle method, transferred to the Cayley-Klein diagram, is seen to be a special case
of the extended Van Slooten method. In the transferred isometric circle method, one
of the centers of perspectivity is situated at the point that corresponds to infinity in
Euclidean space.
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IV. IMPEDANCE TRANSFORMATIONS BY THE CAYLEY-KLEIN MODEL OF
THREE-DIMENSIONAL HYPERBOLIC SPACE
4. 1 INTRODUCTION
It was shown in Section III how the isometric circle method can be transferred to
the Cayley-Klein model of two-dimensional hyperbolic space, called the Cayley-Klein
diagram. In a generalized form, the method proved to be useful for impedance trans-
formations through bilateral lossless two-port networks. In this section we shall show
that a transfer of the isometric circle method to the Cayley-Klein model of three-
dimensional hyperbolic space is, after a similar generalization, of equal value for
impedance transformations through bilateral lossy two-port networks.
4.2 STEREOGRAPHIC MAPPING OF THE Z-PLANE ON THE RIEMANN
UNIT SPHERE
A point Z = R + jX in the complex impedance plane is transformed into a point
(x, y, z) on the surface of the Riemann unit sphere by the following stereographic mapping
with the top of the sphere (0, 0, 1) as the projection center (see Fig. 8):
2R
x 2 2
R +X + 1
Y 2 2X (75)
R 2 +X 2 + 1
R +X -l
z _ Z 2
R2 +X2 + 1
The inverse transformation is
R = 1 - 2 7
~~~~~~~~~1-24i~~~~~~~ (76)
X= Y
or
x + jy 1 + z (77)
Z -1- z x -jy
4.3 IMPEDANCE AND POWER TRANSFORMATIONS IN THREE- AND
FOUR- DIMENSIONAL SPACES
If we write
(78)
X Z -ZZj
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then Eqs. 75 transform into
Z+Z 
ZZ + 1
.z-Z
Y = J *
ZZ + 1
ZZ - 1
z = +
ZZ*+ 1
An additional substitution,
z V
I
yields
VI* + V*I
X= * *
VV + II
.VI - V I
Y = -j *
VV + II
VV - II
z =-
VV + II
If we set
P1 = (VI* + V I)
P2 = J (VI* - V*I)
= Re(VI*)
= Im(VI*)
P3 = (VV* - II*) = 1 (IV 2 - 11I2) =
P = 2 (VV* + II*) = V + I) =4 2(VV+I*) =[(IV] + [11) =
we obtain
P1x p
P 4
P 2
P4
P 3z = P
4
= -2 (Q2
2 (Q
+ Q3)
-Q 3)
- Q4 )
+ Q4 )
Thus, in homogeneous coordinates the equation for the unit sphere is
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(4)
(80)
(81)
(8z)
1
2 2&
1
I (Q
2 2 2 2P +P +P -P =0P1 P2 3 4 (83)
If we insert Eq. 1 in Eq. 81, we obtain a linear equation system expressing the
power quantities P, i = 1, 2, 3, and 4, at the input of the two-port network into the
power quantities Pi, i = 1, 2, 3, and 4, at the output:
P 1 = alP 1 + a2 P2 + a3 P3 + a4 P4
Pi = b1 P 1 + b2 P 2 + b3 P 3 + b4 P 4
(84),
P3 = C1 P 1 + c2 P 2 + c 3 P 3 + c 4P 4
P d1P 1 + d 2P 2 + d3P 3 + d4P4
in which, by using Eq. 26, we have
a1 = a'd' + a"d" + b'c' + b"c"
a2 = a'd" - a"d' + b"c' - b'c"
a3 = a'c' + a"c" - b'd' - b"d"
a4 = a'c' + a"c" + b'd' + b"d"
b1 = a"d' - a'd" + b"c' - b'c"
b 2 = a'd' + a"d" - b'c' - b"c"
b3 = a"c' - ac" - b"d' + b'd"
b4 = a"c'- a'c" + b"d' - b'd"
c 1 = a'b' + a"b" - c'd' - c"d" (85)
c 2 = a'b"-a"b' - c'd" + c"d'
1 (a,2 + al2 2 _ b 2 _ c , d,2 + 2d 2
3 =
c= 2(a'2 + a, 2 + b 2 + b 2 _ c, 2 _ c,, 2 _ d 2 _d 2)
4
2
d1= a'b' + a"b" + c'd' + c"d"
d2 = ab" - a"b' + c'd" - c"d'
d3 ( += a 2 - b'2 - b11 + ac + c"2_ d'2 d"12)
d4 1 (a2 +" 2 + a2 b 2 + b2 + + c,2 ,, + d2 + d 2 )
4 2
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We write Eq. 84 in matrix form as
P' =MP (86)
where M is a real 4 X 4 matrix. The fact that Eq. 83 is invariant under the transforma-
tion makes the matrix M belong to the G+ subgroup of the proper Lorentz group (78).
This implies the following conditions:
a. + b + c. - = 1, i = 1,2, 3
1 1 1 1
2 2 2 2
-a 4 - b 4- 4 + d 4 = 1
ala2 + blb 2 + 1c 2 - dld2 = a 1 a3 + b b 3 + c 1C3 - dd 3 (87)
a= 4a4+ blb 4 + c4 - dld4 = a 2 a 3 + b b 3+ CzC 3 -d2d 3
= 4 + b2 b 4 + cZc 4 -d 2 d 4 = a3 a 4 + b 3b 4 + c 3c 4 - d3d 4 = 0
Thus we have 16 - 10 = 6 independent conditions that are valid for the coefficients in
the matrix M, which checks with Eqs. 1, 3, and 26. Equation 86 can be considered as
a transformation in a four-dimensional pseudo-Euclidean space with Lorentz metric.
It can also be considered to represent oo6 different collineations that transform the sur-
face of the unit sphere, expressed in homogeneous coordinates in Eq. 82, into itself.
This surface can be considered the absolute surface of a Cayley-Klein model of three-
dimensional hyperbolic space. In homogeneous coordinates, Eq. 86 is, then, a pro-
jective transformation and it is geometrically represented by a non-Euclidean movement
in the Cayley-Kiein model.
There are two possible series of correspondences in connection with the Riemann
sphere. The first is the point-to-point relation between the complex plane, the surface
of the Riemann sphere, and the complex projective line. The second series is the
point-to-point relation between the interior of the Riemann sphere and the Gauss-Bolyai-
Lobachevsky non-Euclidean hyperbolic geometry. The important rle of the Riemann
sphere, that of being the link between the two series of correspondences, is evident.
In the study of different geometries and their invariant properties, we are irresistibly
drawn back to the famous Erlangen program imparted by Klein in 1872, in which he
unified the principal geometries (62). See section 1. 2.
A simple calculation yields an interesting transformation for the quantities Q 1, Q2'
Q3' and Q4 in Eq. 81. If we form the quantities into a four-vector, we obtain
/V 'V'\ /aa ab ba bb\ /Q1
Q1 V'I' * ac ad bc bd Q(88)
= C =( e= LQ (88)Q3 \V' I' j c b da db Q3
Q I'I / cc cd dc dd Q
4 4
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The 4 X 4 matrix L in Eq. 88 is composed of the elements of the 2 X 2 matrix in Eq. 2
in a regular and simple manner. The matrix is called a Kronecker product (78).
4.4 TRANSFER OF THE ISOMETRIC CIRCLE METHOD TO THE CAYLEY-KLEIN
MODEL OF THREE-DIMENSIONAL HYPERBOLIC SPACE
In order to study how the isometric circle method can be transferred to the three-
dimensional Cayley-Klein model, let us select a simple example of a loxodromic trans-
formation. The impedance transformation through a lossy uniform transmission line
can be written
Z cosh 4 + sinh 4'
Z' = (89)
Z sinh 4 + cosh 4
where the load impedance Z and the input impedance Z' are both normalized to the
characteristic impedance, and = ' + j" = y, where y is the complex propagation
constant, and is the length of the line. In Eq. 89 it is assumed that the losses are
small; the characteristic impedance is considered real. This assumption simply corre-
sponds to a rotation of the complex impedance plane and the Riemann sphere through an
angle equal to the phase angle of the complex characteristic impedance, so that the fixed
points move to the points (±1, 0, 0).
The loxodromic transformation, Eq. 89, can be split into a hyperbolic transforma-
tion that represents a pure stretching of the surface of the sphere along the x-axis and
an elliptic transformation that represents a pure rotation of the sphere around the
x-axis. Thus
Z cosh "' + sinh 4'
Z = .
Z sinh 4' + cosh' 4"
(90)
Z 1 cos " + j sin 4"Z' Z j sin " + cos "
If we select, for example, the values 4' = 0. 7125 and 4" = 0. 686, then the isometric
circles of the three different transformations are given by
cosh 13 4
d, lox 1.095 e, lox
sinh 4'
R 1
c, lox
cosh 4'
0 d, hyp - sinh ' -1.634 , hyp
R h =1.291
c, hyp-
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Rdel = sin = j 1. = -i ell
R =1 577
c, ell
In Fig. 41 the isometric circles are shown, together with their symmetry lines
Llox , Lhyp , and Lell. According to the isometric circle method Z' is obtained graphi-
cally from Z in the complex plane by: (a) an inversion in the isometric circle of direct
transformation, Cd; (b) a reflection in the symmetry line L; and (c) a rotation around
the center 0 i of the circle of the inverse transformation through an angle -Z arg (a+d).
These transformations, (1, 0) - P 1 - PZ - (1, 0), are indicated by arrows in Fig. 41,
in which it is shown that the fixed point (1, 0) transforms into itself. The rotation angle
is -2 arg (a+d) = -53. 2 °.
If we split the loxodromic transformation, 2 X 2 = 4 graphical constructions
are obtained in Fig. 41, both sets transforming the fixed point (1, 0) into itself,
Fig. 41. Impedance transformation through a lossy transmission line.
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Fig. 42. The isometric circles and symmetry
lines of the hyperbolic and elliptic
constituents of a loxodromic trans-
formation mapped on the unit sphere.
(1, 0) - (-1, 0) - (1, 0) and (1, 0) - (1, 0) - (1, 0). We now project Fig. 41 stereographically
on the Riemann sphere. Both the isometric circles and the symmetry lines transform
into circles on the sphere, which are great circles through the top of the sphere. On the
sphere, the inversions and reflections in the complex plane correspond to non-Euclidean
reflections in planes through the image circles on the sphere (66, 89). Figure 42 shows
the isometric circles and symmetry lines belonging to the hyperbolic and elliptic trans-
formations mapped on the sphere. It is evident that the four consecutive reflections in
planes through Cd,hypI Lhyp, Cd, ell' and Lell can be exchanged for two reflections in the
straight lines Ld and L s , which are the cut lines between the planes through Cd hyp and
Cd, ell' and Lhyp and Lel l , respectively. The loxodromic transformation can, of course,
also be performed by two non-Euclidean reflections in the straight lines L s and L i, where
L s is the same as before, and L i is the cut line between planes through Ci hyp and Ci ell
The two non-Euclidean reflections in Ls and Li correspond to the three operations
prescribed by the isometric circle method. This can be shown by splitting the third
operation of this method, the rotation, into two reflections in two straight lines La and
Lb, as indicated by double-headed arrows in Fig. 41. The loxodromic transformation
can now be performed by two reflections in the straight lines Llox and La, an inversion
in Ci, lox' and a reflection in Lb ((1, 0) P1 -(-1, 0) P3 - (1, 0) in Fig. 41). If we map
Llox' La' Ci, lox' and Lb on the sphere, we find that planes through Llox and La cut
perpendicularly through the straight line Ls, and that planes through Ci, lox and Lb cut
non-Euclidean perpendicularly through the line Li . (The plane through Lb passes through
the top of the sphere.) These properties are evident from the facts that the stereographic
mapping is conformal and that planes through two orthogonal circles on the surface of
the sphere are non-Euclidean perpendicular (66).
Thus we have found that for a loxodromic transformation, the three operations of the
isometric circle method correspond to two non-Euclidean reflections in the straight
lines Ld and Ls, or L s and L i in the three-dimensional Cayley-Klein model. The
straight lines obtained by the isometric circle method constitute, however, only a
special case, analogously to the two-dimensional case treated in section 3. 3. Therefore,
any two non-Euclidean lines perpendicular to the line through the fixed points, which
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have the right non-Euclidean distance and angle, will do the job.
We can write the canonic form of the linear fractional transformation in the following
form:
Z' Zf Z - Zf2
q= (91)
Z, Zf2 Z Zf 1
Therefore, from Eq. 9, we obtain
Z' - Zf Z - Zf2
1 f· f\' + jX" = 2 In (92)
Z' -Zf 2 Z - Zf
By using Schilling's geometrical representation (88, 89) of a "complex angle" (or "com-
plex distance"), we find that X' constitutes the non-Euclidean distance between Ld and
Ls along Lpl, the straight line connecting the fixed points on the unit sphere, and that
X" constitutes the non-Euclidean angle between planes through Ld and Lpl, and Ls and
Lp1 . In the loxodromic case, corresponding to impedance transformations through lossy
two-port networks, the multiplier q is complex and we obtain a spiral movement around
the line Lpl that transforms into itself. The line Lpl and its polar Lp2 that is situated
outside the sphere are the only lines that are transformed into themselves under the
transformation. We therefore denote Lp 'rthe inner axis," and Lp2 "the outer axis" of
the transformation. A spiral movement around Lpl carries with it a spiral movement
around Lp2 .
The nonloxodromic transformations, which correspond to impedance transformations
through lossless two-port networks, and which were treated in Section III, are special
cases of the loxodromic transformation. If X" = 0, the hyperbolic case, corresponding
to a stretching along the inner axis, is obtained. If X' = 0, the elliptic case, corre-
sponding to a non-Euclidean rotation around the inner axis, is obtained. In the limiting
parabolic case the inner and outer axes are perpendicular and both tangent to the sphere.
The three-dimensional geometric representation of a bilateral two-port network
that is obtained, i.e., the configuration consisting of the inner axis and its two non-
Euclidean perpendiculars, provides us with a tool to study, not only simple examples
(such as those presented in section 2. 9) in which the inner axis of the transformation
passed through the center of the sphere, but also examples in which the inner axis has
an arbitrary position. Some applications of the geometric configuration will be studied
in Sections V-VIII.
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V. GENERAL METHOD OF ANALYZING BILATERAL TWO-PORT NETWORKS
FROM THREE ARBITRARY IMPEDANCE OR REFLECTION-COEFFICIENT
MEASURE MENTS
5.1 INTRODUCTION
In dealing with microwave transmission systems we often run into the problem of
representing, at a fixed frequency, a linear two-port by an equivalent graph in the form,
for example, of a T- or a v-network. A common procedure for finding the equivalent
network is to connect known impedances at the output of the two-port and then to measure
the input impedance (admittance) or reflection coefficient. In the linear fractional trans-
formation (Eq. 5) we have 4 - 1 = 3 complex constants to determine, which means that
three different measurements are sufficient. Therefore the problem is: Find the equiv-
alent network (T or r) for a bilateral two-port from three arbitrary impedance or
reflection-coefficient measurements.
If the series impedances of an equivalent T-network are denoted Z 1 and Z 3, and the
shunt admittance by Y2, Eq. 5 can be written (54) as
(1 + Z1 Y) Z + (Z + Z1 YZZ 3 + Z 3)
-Z Y2 Z + (1 + 1 Y2 Z 3)
From Eq. 8 we obtain
zf' Zf z (/4 ')fIZ +g Zf2 + ZflZ 1/ f(- /)
Z YfT ZfZf2 / + Zfl (Zf z
Comparing Eqs. 5, 93, and 94, and using q = e we obtainompari     s   , t
Zf2 (e 1) -Zfl(e -1) a- 1Z = - c1 eX - X c
e -e
X -X
Y= e - = c
2 = Zf2 - Zfl
Zf2 (e - - 1) - Zf(eX- 1) d- 1
3 eX -X _ c
e ee
(95)
Similarly, if we denote the shunt impedances of an equivalent -network by Y4 and
Y6' and the series impedance by Z 5, Eq. 5 can be written as
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(1 + Z5 Y 6 ) Z + Z 5
(Y4 + Y4 Z 5Y 6 ) Z + (1 + Y4 Z 5 )
A comparison of Eqs. 5, 92, and 94 yields
Zfl(e - 1) - Zf2(e - 1) d-l
Y4 X -X b
ZflZf(e - e )
Z Z (e X -e e
ZZ flz 2 (e e- )5 Zf l - Zf2
Zfl(e- - 1)- Zf(e - 1) a-
6 Z Z x(e -X) b
ZflZf(e - e
(97)
It is clear that, if the six given and measured quantities are all impedances, the equiv-
alent network can be directly determined analytically by inserting these values in Eq. 5
and by solving the resultant equation system. The values obtained for the complex con-
stants a, b, c, and d immediately yield the equivalent network from Eqs. 95 and 97.
However, we shall present a more powerful method based on modern (higher) geom-
etry. The presentation is divided into three parts. The first part (section 5.2) is purely
geometric; the second (section 5. 3) is purely analytic; and the third (section 5.4) consists
of working some simple numerical examples. A comparison between the new method and
the analytic method outlined above is presented in section 5.5.
The relations between the complex constants a, b, c, and d, the fixed points Zfl and
Zf2 and the multiplier q, and the components of the equivalent T- and r-networks were
derived in Eqs. 93, 94, 95, 96, and 97. We shall therefore consider the problem solved
when the complex constants or the fixed points and the multiplier have been determined
from the six given and measured impedances or reflection coefficients.
Let us denote the three different given load impedances by ZA, ZB, and ZC, and the
corresponding measured input impedances by Zk, Z , and Z. By stereographically
mapping the six points on the unit sphere, the points A, B, C, A', B', and C' are obtained
on the surface of the sphere. The last six points, of course, could have been obtained
also by a stereographic projection of six given reflection coefficients rA, FB, r, r,
rB, and r, from (-1, 0, O) or by projection of six mixed values, for example, ZA ZB'
and Z C from the top of the sphere (0, 0, 1), and r, rI, and r, from the point (-1, 0, 0).
5.2 GEOMETRIC PART OF THE GENERAL METHOD
a. Klein's Generalization of the Pascal Theorem
In order to find the fixed points of Eqs. 5 and 8 from the six points A, B,
C, A', B', and C' on the surface of the sphere, we use a generalized form of
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the Pascal theorem in the plane, which has already been stated in section 3. 3.
(See Fig. 32.)
In 1866, Hesse (58) showed that in a plane a line cutting a conic in two real points can
be represented by two points on a fixed line. The principle that has been called "Hesse's
transfer principle" ("Ubertragungsprincip") consists of a mapping of the two crossover
points between the line and the conic stereographically mapped on the fixed line from an
arbitrary point on the conic.
The transfer principle was generalized by Klein (69). He represented variables,
whose original real parts were set in correspondence with the points on the fixed
line, on the Riemann unit sphere (or an arbitrary second-degree surface). Thus
the real or complex lines in the original plane correspond to two points on the sur-
face of the sphere. Klein then replaces this point pair by its connecting line, so
that every real or complex line in the plane is set in correspondence with one, and
usually only one, real line in the three-dimensional space. This line necessarily
has to cut the Riemann sphere. Now, two lines in the plane which form a real
cross ratio with the two tangents through the crossover point of the two lines to
the fixed conic correspond in three dimensions to two lines that cut and form the
same cross ratio with the two tangents through the crossover point to the fixed
sphere. This property yields the result that if the fixed conic in the plane and the
Riemann sphere are considered to be an absolute curve and an absolute surface of
Cayley-Klein models of non-Euclidean hyperbolic spaces, then two non-Euclidean
perpendicular lines in the plane correspond to two non-Euclidean perpendicular lines
that cut in three dimensions.
By using the property of the perpendicular lines Klein generalized the Pascal
theorem to three dimensions. The generalized formulation states: The non-Euclidean
perpendiculars to opposite sides of a space hexalateral inscribed in a second-degree
surface (for simplicity, the unit sphere) have a common non-Euclidean perpendicular.
In Fig. 32 the perpendiculars to opposite sides are lines through the points P1, P2,
and P3, and they are all perpendicular to the plane of the figure. In the general
case, with the points A, B, C, A', B', and C' arbitrarily located on the surface of
the sphere, these perpendiculars are, of course, no longer parallel. Then the
common perpendicular through P1, P2, and P 3 (see Fig. 32) will be changed into a
line in three-dimensional space. Let us call this line "the Pascal line," or better
still, "the inner axis."
In projection geometry the "dual" of a configuration, composed of straight lines and
crossover points, is obtained, in two dimensions, by exchanging lines for points, and
points for lines (56). The "dual" of the Pascal theorem is called the "Brianchon theorem."
This theorem states that if a hexagon is circumscribed about a nondegenerate conic, the
lines joining the pairs of opposite vertices are concurrent. A generalization of the
Brianchon theorem to three dimensions yields a line that is the polar of the Pascal space
line or the inner axis. Let us call this line "the outer axis."
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b. Geometric Construction of the Inner Axis
According to the generalized Pascal theorem, the inner axis can be constructed as
follows: Assume that the space hexalateral inscribed in the Riemann unit sphere is
AB'CA'BC'A. Construct the opposite sides AB' and BA' and the non-Euclidean perpen-
dicular to the two sides. Repeat the procedure for AC' and CA' (or BC' and CB'). Con-
struct the common perpendicular to the two perpendiculars that are obtained. This is
the inner axis.
The geometric construction of a common non-Euclidean perpendicular to two lines
in space that cut the sphere can be carried out in the following way, according to a
method of Klein published by Wedekind (103). Through the line AB' two planes are laid,
one of which passes through A' and the other through B. The non-Euclidean (elliptic)
angle between these planes is then bisected so that the plane H l , passing through AB'
and cutting BA', is obtained. The procedure is repeated for the planes BA'A and BA'B',
which yields a plane H 2 . The line that is cut out by the planes H1 and H2 is the desired
perpendicular.
c. Determination of the Fixed Points and the Multiplier
The fixed points of the linear fractional transformation, Eq. 5, are obtained by
stereographically mapping the crossover points between the inner axis and the surface
of the unit sphere.
The multiplier of the transformation is obtained by first selecting an arbitrary point
E on the surface of the sphere. We then connect, for example, A and its image point,
A' with E, and construct the non-Euclidean perpendiculars to AE and the inner axis,
and to A'E and the inner axis. The hyperbolic distance between the two crossover points
between the perpendiculars and the inner axis is ', and the two planes through the per-
pendiculars and the inner axis form the non-Euclidean (elliptic) angle ". The multiplier
is obtained from Eq. 9. Since the fixed points and the multiplier are known, the equiv-
alent network is obtained from Eqs. 93-97.
The geometric constructions that have been described for finding the fixed points and
the multiplier of the impedance transformation can be performed by ruler and compass.
Since most of the constructions are performed in three dimensions, the amount of work
is extensive. However, the basic aim of the geometric part of the general method is not
to create a constructive geometric method, but to give a graphic picture of how it is pos-
sible to generalize the simple two-dimensional constructions corresponding to impedance
transformations through bilateral lossless two-port networks to three-dimensional con-
structions for impedance transformations through bilateral lossy two-port networks. In
section 5.3 the geometric constructions will be put into analytic form. Thus a geometric-
analytic method is created for finding the fixed points and the multiplier of the transfor-
mation from three arbitrary impedance or reflection-coefficient measurements.
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5.3 ANALYTIC PART OF THE GENERAL METHOD
In the analytic part of the general method we shall put the geometric constructions
of section 5.2 into analytic form. We shall apply a theory of Klein, which was described
in his lectures on the hypergeometric function (67).
a. Representation by Quadratic Equations of Lines That Cut the Sphere
Following Klein (67), if we reverse the signs of the coordinates of the point (x, y, z)
in Eq. 77, then Z transforms into -1/Z , with the star, as before, indicating a complex
conjugate quantity. Therefore, two points on a diameter are represented by R + jX and
-1/(R - jX) in the Z-plane. These points are the roots of the following quadratic equa-
tions:
[r - (R + jX)][(R - jX) r + 1] = 0 (98)
or
(R -jX) n2 + (1 - R _ X) - (R + jX)= 0 (99)
Klein introduces homogeneous coordinates, r = i1 /Ti 2 , and calls the expression of the
form
F: (u - jv) 2 + (1u - 2 + jv) (u j v 2 (100)
11 1 2 '1 2
a "diameter form." Thus, by equating a diameter form with zero, a specific diameter
on the sphere is obtained.
Klein then allows u and v in Eq. 100 to take any arbitrary complex values, so that
2 2 2 2(U -jV) ql + ( - - V) 1,2 - (u + jv) 2 = O (101)
represents any arbitrary, nonsingular quadratic equation. This is the analytic formula-
tion of Klein's generalization of Hesse's transfer principle described in section 5.2.
b. Analytic Representation of a Line That is Non-Euclidean Perpendicular
to Two Given Lines
In the geometric part we often had to construct a space line non-Euclidean perpen-
dicular to two given space lines. This perpendicular can be found analytically by using
the following method (67): Let us represent two arbitrary diameters of the sphere by
the diameter forms,
2 2 )
F1 (U1 - iv 1 ) 11 + (1 - U1 v 1 ) 1 2 (U1 + jv 1 ) (10)
F2: (u -iv ) 1 + ( - U2 -v 2 ) tln2 - (u2 + jv2) 2 (103)2 (According 2 jto) the theory of invariants, the functional determinant,
According to the theory of invariants, the functional determinant,
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aF1 1 aF
al 1 a 2
G = (104)
aF2 aF 2
3al a'1 2
represents a diameter form that is perpendicular to both diameters, F 1 = 0 and F = 0.
If, then, we allow ul, v1 , u 2 , and v2 to take any arbitrary complex values, G = 0 will
represent the non-Euclidean perpendicular to the two lines F 1 = 0 and F 2 = 0.
c. Analytic Expression for the Complex Angle between Two Lines
That Cut the Unit Sphere
Besides the analytic expression for a line in space and a non-Euclidean perpendicular
to two given lines, we also need an analytic expression for the complex angle between any
two space lines that cut the unit sphere, in order to formulate analytically the geometric
part of the general method. If one end point of the first diameter is denoted (x 1, Y 1' Zl)
and one end point of the other diameter is denoted (x2 , Y2 ,' 2 )' then the angle between
the diameters can be written
= cos 1 x2 + Y1 y2 + (105)
/x2 2 2 2 2 2
1 + 1 + Y2 2
By using Eq. 75, and the u-, v-notations of Eq. 100, we obtain
4u u + 4lVv + 1 - u 2 - v21 u - v (
= cos 1 1 1 1 1 (106)
(1 +u + V 1 + u+v 2
If, for the sake of simplicity, we write the forms of Eqs. 102 and 103 as
2 Z
F 1' alt1 + 2l 11 2 + Y 112 (107)
2 2 (108)F2 a2rT 1 + 2P 1Zrl 2 + Y2n2 (108)
then the invariants (discriminants) and the simultaneous invariant of these forms can be
written
D 1 = 4 (I - aly 1)
D22= 4(P2 - a2 2 ) (109)
D12 = 2(2P1 2 - alyZ - aY1)
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These invariants yield
Dll = + + u1  v11 \ 1 i)2
DZ 2 = (+ u 2+ v 2 (110)
D 1 2 =4ulu2 + 4v 1 v2 + (1 - l - v) (-u - v)
If we compare Eqs. 106 and 110, we obtain
D
-1 12
= cos (111)
1 1 2 2
If, then, we allow u 1 , vl, u2 , and v2 to take any arbitrary values, Eq. 111 will repre-
sent the complex angle between two arbitrary lines that cut the unit sphere. The real
part of the angle is the non-Euclidean (elliptic) angle between two planes, one plane
passing through the first line and the common non-Euclidean perpendicular to the two
lines, and the other plane passing through the second line and the common non-Euclidean
perpendicular. The imaginary part of Eq. 111 is the hyperbolic distance that is cut out
on the common perpendicular by the two lines.
d. Determination of the Fixed Points of the Transformation
Following the procedure outlined in the geometric part of the method, we find that
the two space lines, one of which cuts the sphere in the points A and B', and the other
in the points B and A', correspond to the following quadratic equations:
2 2AB': '1 - (ZA + Z) 1l2 + ZAZB 12 = 0 (112)
2 2BA': l _ (ZB + ZA) r11 2 + ZBZA r = 0 (113)
The functional determinant is
Z11 - (ZA + Z) 12 -(ZA + Z) 1 + ZZAZB '2
(114)
21l - (ZB + Z) 2 (ZB + Z) X1 + 2 ZBZA 
Equating the determinant with zero, we obtain
2 2k 1 - 2k 2 1 l 1 2 + k 3 1 2 = 0 (115)
where
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I
kl = (ZA 
-
ZA) - (ZB- Z)
k = ZAZ' - ZZB (116)
k3 (ZA - ZA) ZBZB -(ZB - Z) ZAZA 
Repeating the procedure for A and C', and for C and A', we also obtain
2 25I1 Z (117)kql1 - 2k5Tll1 2 +k 6r12 = (117)
where
k = (ZA - ZA) - (ZC - Zb)
k5 =Z A -Z Z (118)
k6 = (ZA - ZX) ZCZC (ZC- Zb) ZAZA)
The common perpendicular to Eqs. 115 and 117 is given by equating the following func-
tional determinant with zero.
Zk I - k2z1 -2k 2rl 1 + 2k 3 r 2
(119)
2k 4 11 - 2k 5 r2 -2k 5 1 1 + 2k6 12
Then, we obtain
=7 (lZO)
t
Zf24
where
k lk6 kk4
17 k5 -k 2 k 4 (121)
k 2 k6 - k3 k5
k8 k lk5 -kk 4
Here Zfl and Zf2 are the fixed points of the linear fractional transformation. We denote
the corresponding points on the sphere Pfl and PfZ.
e. Determination of the Multiplier of the Transformation
Following the procedure outlined in the geometric part (section 5. Z2), we select an
arbitrary point E, determine the two non-Euclidean perpendiculars to CE and PflPfz,
and EC' and PflPf2. We obtain
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k9ql - 2k 10 q1 2 + k11 12 =
(122)
2 2k + 2
k12 1 - 2k13 111 2 k14'12 = 
where
k9 = (ZC + ZE) - (Zfl + Zf2)
k10 =lo ZCZ E - ZflZf2
kll (Zfl + Zf2 ) ZCZE - (Z C + ZE) ZflZf 2
(123)
klZ= (ZC + ZE) - (Zfl + Zf2)
k13 = ZZE Zf Zf2
k14 = (Zfl + Zf2 ) ZZE - (Z + ZE) ZflZf2
From Eqs. 109 and 122, we obtain
Dll = 4(k k)111 14~: 0 11
D22= 4(k 3 - kkl2 k 4 ) (124)
D12 = 2(2k 1 0 k 13 - k9 k 1 4 - kllk2)
so that
-1 12
X = X + j" = (+) cosh (125)
and
2Xq =e (126)
Equation 125 is slightly different from Eq. 111 in that the real and imaginary parts of
Eq. 111 have been interchanged to comply with the notations used in previous sections.
The minus sign in Eq. 125 corresponds to the minus sign of Eq. 9. The quantity q in
Eq. 126 is the multiplier of the transformation.
5.4 CALCULATION OF SEVERAL NUMERICAL EXAMPLES
In order to show the usefulness and the constructive features of the geometric-
analytic method, three numerical examples have been worked out. In all examples the
load impedances ZA, ZB and ZC and the corresponding measured input impedances
Z, Z, and Z are assumed to be known, and the fixed points and the multiplier of
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the canonic form of the linear fractional transformation are determined. The first
example treats of a pure resistive two-port network; the second, of a lossless lowpass
network; and the third, of a cascading of the two networks in examples 1 and 2. The
network in the third example, therefore, necessarily contains both resistances and
reactances.
a. Example 1. Attenuator
The given values are
ZA= 0 ZB = 1/2 ZC= 1C-
Z = 35/18 = 1.944 Z = 2. 300 ZL = 57/22 = 2.590
All six impedances are real so that a simple figure, Fig. 43, can be drawn, showing
the stereographic mapping of the given points on the unit circle in the xz-plane. The
Fig. 43. Example 1. Attenuator.
non-Euclidean perpendiculars to AB' and BA', and to AC' and CA' in Fig. 43 are
expressed in analytic form by using Eqs. 115-118. Thus
13 161 2
5 -1 - 351l12 +4 z =0
and
2 57 2
il 111112 + T lZ = 0
The first perpendicular, L 1 , cuts the unit circle in points corresponding to the roots
Z 1= 12.2 and Z2 = 1.27 in the Z-plane. The second perpendicular, L 2 , has the corre-
sponding values Z 1 = 9.5 and Z = 1.5. From Eqs. 119-12 1, the common non-Euclidean
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perpendicular to these perpendiculars is
~ 2 64 - 2
5 1 -5 rl2 - 11212 = 0
which has the roots Z 1 = 3. 5 and Z = -2. 5. These impedance values constitute the
fixed points of the transformation, and hence Zfl = 3.5 and Zf2 = -. 5.
In order to find the multiplier, an arbitrary point, here ZE = 10, is selected. From
Fig. 43, we find that the non-Euclidean perpendicular to BE and PflPf2 is a line through
P 1 perpendicular to the plane of the figure. Similarly, the perpendicular to B'E and
PflPf2 is a line through P 2 perpendicular also to the plane of the figure. Thus both per-
pendiculars are situated in the same plane through PflPf2 , indicating that the transfor-
mation is hyperbolic, since k" = 0. The multiplier is real. The hyperbolic distance
P1PZ is k'. From Eqs. 122-126, we obtain the perpendiculars through P 1 and P 2 . Thus
113 2 1045 2
5 1 - 171112 2 = 0
and
2 775 2
1911 - 5512 + 2 = 0
We also have
Dll = - (24/3) 2
D22 = - (30V-3) 2
D12 =- 36 · 25 13
so that
X = X' = -cosh 1.25 = -0. 692
Finally, we obtain
2X'q=c =0.25
This is the desired multiplier. From Eq. 94, we obtain the linear fractional trans-
formation
11 35
Z= 8 16
Z + 
4 8
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The components of the equivalent T-network are obtained from Eq. 95:
Z 1 = 3/2, Y2 = 1/4, and Z 3 = 1/2
b. Example Z. Lossless Lowpass Network
The given values are
ZA = -j
z k = j/2
ZB = 
ZB = 1.4j
Z c =j
ZC= 5j
All six impedances are imaginary (or zero) so that a simple figure, Fig. 44, can be
drawn, showing the stereographic mapping of the given points on the unit circle in the
yz-plane. The non-Euclidean perpendiculars, L 1 and L 2 , to AB' and BA', and to AC'
and CA' are expressed in analytic form by using Eqs. 115-118. Thus
j 2 14 7j 2
lO n - 5 'l2 + 10 12 = 0
and
5j Z 19j 2
211 - 111l1 + - 1 = 0
with the Z-plane roots Z 1 = 27.75j, Z 2 = 0.25j, and Z 1 = 0.74j, Z 2 = -5. 14j. From
Eqs. 119-121, the common non-Euclidean perpendicular to these perpendiculars is
B'
Fig. 44. Example 2. Lossless two-port network.
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2 2 7 2
ll -3 rl12 -- 3-2 =0
The Z-roots are Z1 = Zfl = j/3 + 2/5/3, and Z z = j/3 - 2/5/3.
In order to find the multiplier, an arbitrary point, here ZE = j, is selected. From
Fig. 44, we find that the non-Euclidean perpendicular to AE and PflPfz (the latter being
a line perpendicular to the plane of the figure through P) is a line through P. Similarly,
the perpendicular to EA' and PflPfz is a line through P. Thus both perpendiculars are
situated in a plane non-Euclidean perpendicular to PflPfz, indicating that the transfor-
mation is elliptic, since X' = 0. The multiplier has an absolute value of unity. The trans-
formation is a non-Euclidean rotation around P. The non-Euclidean (elliptic) angle
between the two perpendiculars through P is X". From Eqs. 122-126, we obtain the
equations for the perpendiculars:
2 2
l1l- 10jl11 2 -2 = 0
and
2 22. 19 2
-1 - 5Jln2 12 n = 0
We also obtain
D =-96
Dz = -(12v/6/5)
64D -3* -12 5
so that
-1 2
X = =- cos -=-48.2°3
Finally, we obtain
q= ( ._ )2 1 .4
q=e = -J - 9 j 9
This is the multiplier. From Eq. 93 we obtain the linear fractional transformation
1 +7j
¥ 6
Z +
The components of the equivalent T-network are obtained from Eq. 94:
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Z = j, Y = j/2,
c. Example 3. RLC Network
In order to apply the geometric-analytic method to an RLC network, the networks of
examples 1 and 2 are cascaded. The resultant transformation is
Z' =
(11 +j 35 \7 (176 + j 77)
(16 +i "6) + -+\36 32/) · 96 48
16) ( + 4
It has the following fixed points and multiplier:
Zfl = 2.615 - j 0. 1479
Zf2 = -1.3508 + j 0.8734
X = -0.7904 -j 0.9130
q = -0.0520 -j 0. 1991
The resultant T-network (see Fig. 45), from Eq. 94, has the following components:
59 16
z = 59 + j = 1.735 + j 0. 941
1 9
Y2 =8 + j 1- = 0.125 + j 0. 562
8 11Z3 = 1 7 + j = 0. 4 7 0 + j0.21 6
Now let us attempt to find the fixed points and the multiplier from the given values.
We obtain
3 
2 2
i
i 3
2
_ t 4 T 2}j
R. L, L3 R3
- C2T G2
R, = 1.735 G2 0.125 R3 = 0.470
.L, = 0.941 C2 = 0.562 . L3 =0.216
Fig. 45. Example 3. RLC network.
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and Z 3=j/3
ZA = 1 + 2j
ZB = 2 - 3j
ZC = 4 + j
311 + 83j
Z' =
B 1 <0 | e_167 + 3D0j
167 + 320j
Z =C- 42 + 128j
With the notations of section 5.3 (a desk calculator was used) we obtain:
k1 = (ZA - Z) - (ZB - ZB)
k2 = ZAZ - ZXZB
k3 (A ZA) ZBZB (ZB Z ) ZAZA
k4 = (Z A - Z) - (ZC - ZC)
k5 ZAZC A C
=-2.476 +j5.310
=-3.257 +j 16.16
= -11.079 + j 42.30
=-4.017 +j 1.0624
= -11.623 + j 8.188
k6 = (Z A - ZA ) ZCZC - (ZC - ZC) ZAZX =-28.05 + j 9. 195
klk6 k3k4
klk5 - k 2k 4
k2 k 6 - k3k 5
8 klk -kk 41 5 2 4
= 1.265 +j0.725
=-3.404 +j2.484
7 A k7 4k 8
2.615 -j0.1480
-1. 3510 + j 0.8735
These values check with the values that were calculated directly from the linear frac-
tional transformation.
With the notations of section 5. 3, we select
ZE = 9 + 7j
C = 4 + j;
167 + 320j
42 + 128j
and obtain
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31 + 391j
-6 + 106j
Zfl =
Zf2
zf
k 9 = (ZC + ZE) - (Zfl + ZfZ) =11.735+j 7.275
k10 ZCZE Zfl f2 = 32.40 + j34.52
kl= (Zfl + Zf2 ) ZCZE - (Z C + ZE) Zf1 Zf2 = 73.96 +j62.77
klz = (Z + ZE)- (Zfl + Zfz) = 10.379 + j5.837
k13 =ZZE ZfIZf2 = 30.26 + j 12.085
k 14 = (Zfl + Zf ) ZCZE- (Z + ZE) ZflZfz = 7 9.33 + j 31.32
We also obtain
Dl = 4 (k 0o - k9 k 1 )
D22 = 4(k3 - k 12 k 1 4 )
D12 = (2k 1 0 k 1 3 - kk 14 - k 1 lk 1 2 )
=-2211 + j 3849
= 515.6 - j 227.4
= 44.65 + j 1688
X = X' + j" = -0.7905 - j 0.9130
Finally, we obtain
2Xq = e = -0.0519 - j 0. 1991
These values also check with the values that were calculated directly from the linear
fractional transformation.
5.5 COMPARISON OF THE GEOMETRIC-ANALYTIC METHOD WITH
A PURE ANALYTIC METHOD
In section 5. 1 a pure analytic method for determining the equivalent T- or w-network
from three arbitrary impedance measurements was outlined. It consists of inserting the
three terminating impedances ZA ZB and ZC, and the corresponding measured imped-
ances Zk, Z, and Z into the linear fractional transformation (Eq. 5) and solving for
the complex constants a, b, c, and d. Equation 5 can be written
(127)
aZ + b - cZZ' = dZ'
so that
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aZA + b - cZAZk = dZX
aZ B + b - cZ BZ = dZB (128)
aZ C + b - cZCZt = dZj
The complex constants a, b, c, and d are- obtained by Cramer's rule and by the use of
the reciprocity condition ad - bc = 1. The positive values of the constants are used.
This method was applied to example 3 in section 5.4, in which the values of the
constants a, b, c, and d are
11 35
a =-16 + j 3 = 0.6875 + j 1.09375
b= 96 + j 77 = 1.82292 + j 1.60417
c = + j 6 = 0 12500 + j 0.5625
d= 16 + j 24 = 0. 9375 + j 0.291667
The values obtained (a desk calculator was used) by using the pure analytic method are
a = 0.687516 + j1.093728
b = 1.82286 + j 1.60416
c = 0. 1250071 + j 0. 562487
d = 0.937485 +j 0.291647
A comparison of the two sets of values shows excellent agreement.
The amount of work involved in calculating a numerical example by the pure analytic
method is roughly the same as calculation of the same example by the geometric-analytic
method presented in Section V would entail. The new method, however, has the advan-
tage of giving a visual geometric picture of the different operations of the method.
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VI. GENERAL METHOD OF CASCADING BILATERAL TWO-PORT NETWORKS BY
MEANS OF THE SCHILLING FIGURE
6.1 INTRODUCTION: THE SCHILLING FIGURE
It was shown in Section V how the Klein generalization of the well-known Pascal
theorem to three dimensions can be used for analyzing a bilateral two-port network
from three arbitrary impedance or reflection-coefficient measurements. Another
important problem in network theory, that of cascading bilateral two-port networks, can
be studied by using the Schilling generalization of the Hamilton theorem, a well-known
theorem in spherical trigonometry (67). Hamilton's theorem states:
"If, on a sphere, we denote the fixed diameters passing through the corners of
a spherical triangle A 1A 2A 3 by OA 1, OA2 , and OA 3 , and if we rotate the sphere
consecutively around each of the diameters through angles equal to twice the
(inner) angles of the triangle, then the sphere and the entire space return to
their original positions."
Instead of the three diameters we may assume that we have three arbitrary straight
lines L1, L2, and L3, cutting the sphere. We denote the three non-Euclidean perpen-
diculars to the lines by L 1 2 , L 3 1 , and L 2 3. The non-Euclidean distance that is cut out
on L1 by L 1 2 and L3 1 is 1; the non-Euclidean angle between planes through L12 and
L 1 , and L1 3 and L1 is X". Similar notations are introduced for L2 and L 3 . By using
these notations, Schilling generalized the Hamilton theorem to the following form:
"If the three straight lines L 1 , L 2 , and L3 are used as axes of three consecutive
spiral movements, specified by the three quantities 2(Xk + j), 2(X + jX ) and
Z(Xk + jX\), then the sphere and the entire space return to their original posi-
tions."
The geometric configuration of the lines L 1 , L 2, and L 3 and their non-Euclidean
perpendiculars L 1 2 , L3, and L 3 1 was found by Schilling (88), a pupil of Klein, in 1891,
and it was, therefore, called the "Schilling figure" by Klein (67, 96). It has found exten-
sive application in the theories of the hypergeometric function (67) and of the Schwarzian
s-function (89). The lines L 1 , L 2 , and L 3 form a "core" (German: "Kern") and the
perpendiculars L12, LZ3, and L31 form a "polar core."
6.2 GEOMETRIC TREATMENT
The Schilling figure can be used directly for finding the resultant network of two
cascaded twor-port networks. The procedure is as follows: Map the fixed points of the
given networks stereographically on the surface of the Riemann unit sphere. Draw the
inner axes L1 and L 2 connecting the fixed point pairs. Find the non-Euclidean perpen-
dicular L1 2 to L1 and L 2. Construct two lines L 2 3 and L 3 1 that are non-Euclidean
perpendicular to L 2 and L1 so that L 2 3 and L 1 2 , and L 3 1 and L 1 2 are separated non-
Euclidean distances and form non-Euclidean angles given by half of the real and imagi-
nary parts of the exponents of the two multipliers of the two given networks. Find the
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(b)
(c) (d)
Fig. 46. Use of the Schilling figure for cascading lossless two-port networks:
(a) elliptic -elliptic- elliptic transformations;
(b) elliptic - elliptic-parabolic transformations;
(c) elliptic -elliptic -hyperbolic transformations;
(d) hyperbolic-parabolic-hyperbolic transformations.
perpendicular L 3 to LZ3 and L 3 1 . This line cuts the absolute surface of the three-
dimensional Cayley-Klein model in points that correspond to the fixed points of the
resultant network. The distance between L23 and L31 along L3, and the angle between
planes through L 3 and L 2 3 , and through L 3 and L 3 1 , yield the multiplier of the result-
ant network.
In the special case of lossless two-port networks, the inner axes are all perpendicu-
lar to or immersed in the yz-plane that contains the r-plane (see Fig. 8). Therefore,
all sides of the Schilling figure are also perpendicular to or immersed in the yz-plane.
Figure 46 shows some illustrative examples of the use of the Schilling figure for cas-
cading lossless two-port networks. (In the figures L 1 , L 2 , L 3 , L 1 2 , L 2 3 , and L 3 1 are
denoted I, II, III, 1, 2, and 3.)
Works by Van Slooten, Deschamps, and de Buhr on cascading lossless two-port net-
works by means of the Cayley-Klein diagram are discussed in Appendix 4. Recently,
a purely geometric work on the cascading of lossy two-port networks was published by
de Buhr (38). He utilizes the unit sphere for tutorial purposes and performs all geo-
metric constructions in the plane - a rather complicated method.
6.3 ANALYTIC TREATMENT
The geometric constructions for finding the fixed points and the multiplier of a result-
ant network of two cascaded two-port networks by using the Schilling figure can be
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(a)
performed analytically by means of the formulas of section 5. 3 that were derived by
means of the theory of invariance of quadratic forms and complex spherical trigonometry.
A detailed investigation of the use of the Schilling figure in network theory will be
published elsewhere.
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VII. GRAPHICAL METHODS OF DETERMINING THE EFFICIENCY OF TWO-PORT
NETWORKS BY MEANS OF NON-EUCLIDEAN HYPERBOLIC GEOMETRY
7.1 USE OF MODELS OF TWO-DIMENSIONAL HYPERBOLIC SPACE
In an early work Weissfloch (106) showed that it is possible to represent the real
power transfer from a generator with constant emf, E, and constant generator imped-
ance, ZG = RG + jXG, to an arbitrary load, Z 2 = R 2 + jX 2, by a simple geometric con-
struction in the complex load impedance
plane. He found that the loci of constant
ix,
P2/P2 max were circles with their centers
R.R R on a line parallel to the real axis through
iR, A the point (O, -jXG). (See Fig. 47.)
The circles all have the property that
_IxG_ 1 CJ j RaRb = RG2 where Ra, Rb, and R G are
nZ,/ G · ZI indicated in Fig. 47.
When a bilateral lossy two-port net-
work is inserted between the generator
R2 and the load, Weissfloch (108) found a
Fig. 47. Curves for constant P2P2 max' similar set of circles within a circle
called the "image circle" in the complex
input impedance plane. The image circle
represents the input impedance locus of the network terminated in pure reactances, so
that the circle is the image of the imaginary axis (see Fig. 48). The circles inside the
image circle were calibrated in 1 - by Weissfloch ( is the efficiency of the network).
The image circle corresponds to = 0,
any Sher +~Lr noC +he ;1,f no ;1 no
aLLu Lilt=cILtIc U. Ltic ptaLLu. UI Cu±luCti
corresponds to 1 - lmax' (See also ref-
cle,,7=0 erences 84, 110, and 12.) A similar
circle diagram for the circuit efficiency
is described by Altar (1).
Wheeler and Dettinger (105) found
R that if the image circle is transferred to
the Smith chart in such a way that it is
centered around the center of the chart
Fig. 48. The image circle and efficiency by some lossless transformations, then
circles in the Z-plane. the radius of the new image circle equals
the efficiency of the lossy network. A
simple geometrical construction made by Mathis (76) yields the reflection coefficient
r a that corresponds to the input impedance of a bilateral lossy two-port network ter-
minated in its conjugate image impedance match. See Fig. 49. (In this figure the circle
r. is the image circle.) A similar construction by Altschuler (2) for finding the maximum
68
efficiency lmax is also shown in Fig. 49.
We shall now give simple geometric
explanations for these constructions (6).
Let us assume that the r-circle in
Fig. 49 is the absolute curve of a
Poincare model of hyperbolic geometry
(see Appendix 1). In this model the pencil
--f -ir;.l - c rf rhih- +h- ir - P rl
r' in Fig. 49 are members, is composed
Fig. 49. The constructions of Mathis and
Altschuler for determining r of coaxial circles that have ra as common
and lmax. center. To find ra, we have to divide
the distance ab into two equal hyperbolic
distances. This can be done by means of
the butterfly-shaped figure (introduced in Section III) which is shown in Fig. 50a.
Two lines of the butterfly figure are non-Euclidean perpendicular to the line through a
and b. The hyperbolic distances ac and cb are equal, because the cross ratios (uacv)
and (ucbv) are equal and the hyperbolic distance is, by definition, proportional to the
logarithm of the cross ratio of the end
points and the two points cut out on the
Adds s ,\ .,t amp - .. |- if a.. a 
ausouiu- e curvt. -e uuLerIly lgure,
which was introduced into network theory
by Van Slooten (99), can be thought of as
forming part of a complete quadrangle.
The division of ab in Fig. 50a can be
performed completely inside the circle r
if the butterfly figure is centered around a
diameter, as shown in Fig. 50b. A hyper-
bolic distance P 1P can be displaced along
a straight line to P 3 P 4 by the construc-
tinn shnwn in Ficr 27 whic-h i nln nr-
formed by means of a butterfly figure.
Figures 50 and 27 give simple geo-
metric explanations of the constructions
by Mathis and Altschuler (see Fig. 51a).
From Fig. 51a it is evident why Altschuler
starts out from the point a' at the same
distance as a from the center of r and
opposite point a. Figure 51b, finally,
(b) shows a more symmetric construction
for moving the image circle r. to theFig. 50. Division of a hyperbolic distance
into two equal parts. center of the circle r.
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(b)
Fig. 51. Use of the butterfly figure for determining ra and T1max
If a copy of the ingenious hyperbolic protractor invented by Deschamps (48, 49) is
available, it can, of course, be used directly for determining ra and max'
7.2 USE OF THE CAYLEY-KLEIN MODEL OF THREE-DIMENSIONAL HYPERBOLIC
SPACE
It was shown in section 7. 1 how a method, introduced by Altschuler (2), for finding
the maximum efficiency of an arbitrary bilateral two-port network that is terminated in
its conjugate image impedance match could be given a simple geometric explanation. We
shall now show how the efficiency of a two-port network, terminated in an arbitrary load,
can be obtained by similar graphical constructions by means of the Cayley-Klein model
of three-dimensional hyperbolic space (10).
If we map the complex impedance plane stereographically on the Riemann unit sphere
(see Fig. 8), the image circle transforms into a circle on the right hemisphere. This
circle is moved until it is symmetric with both the xz-plane and xy-plane. This can
be done in two steps, each of which corresponds to a lossless network. In the first step,
the image circle is transformed so that it is symmetric with the xz-plane. Several
methods are possible, the simplest being those of Weissfloch (108) and of Wheeler and
Dettinger (105). Weissfloch extracts a series reactance, corresponding to a parabolic
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P-C r'
Fig. 52. Graphical construction C -C', Fig. 53. Graphical determination of the
which corresponds to an ideal efficiency .
transformer.
Fig. 54. Graphical determination of the Fig. 55. Graphical determination of the
efficiency . maximum efficiency max'
transformation that has its fixed point at the top of the sphere. Wheeler and Dettinger
extract a piece of uniform lossless transmission line, which corresponds to an elliptic
transformation that has its axis of rotation coalescing with the x-axis. In Fig. 52 the
transformed image circle is shown in the xz-plane as a straight line C. The symmetry
to the xy-plane is now easily obtained by a hyperbolic transformation along the z-axis;
this corresponds to an ideal transformer. The projection C is transformed into C'
(see Fig. 52).
The total power generated and the power at the output of a two-port network were
computed by Altar (1) by means of relations that connected them with the geometric con-
cept of "power" of a point P with respect to a circle. If a and b are the segments of a
chord that is divided at P, the product ab is called the "power" of point P relative to the
circle. The power is only a function of the position of P and the circle but not the chord
chosen. Altar showed that the efficiency of the network could be expressed as the ratio
of two powers. The idea was acted upon by Deschamps (46), who introduced the concept
of "pseudo distance." On a flat map the pseudo distance C(W) between a circle C with a
radius R and a point W at a distance d from the center of the circle is
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Now, the ratio of two pseudo distances from a point P to two circles C 1 and C2 is
invariant by inversion; therefore it is not influenced by transformations like those that
we have already performed. In Fig. 53 we interpret the circle C 1 as C' and C2 as the
great circle in the yz-plane. An arbitrary load will, after transformation through the
network, correspond to a point on the sphere to the right of C'. For the sake of simpli-
city, let us select the point P shown in Fig. 53. Using the notations of this figure, we
can write the efficiency il of the two-port network:
hi d2
1 dl h2 (130)
where d = 1, because it is the radius of the unit circle. The use of similar triangles
immediately yields a distance OP 1 = 1/ on the z-axis. The polar to P1 cuts the z-axis
at P, so that OP Z = rl. In Fig. 54 a simple construction is shown for obtaining P2 with-
out any constructions outside the unit circle.
It is interesting to check the fact that if the point P is situated in (1, 0) in the xz-plane,
' = max; this is evident from Fig. 55. The point P 2 is simply the crossover point
between the z-axis and a line joining (-1, 0) and the upper point of C'. Therefore,
h1
' = max - d (131)
The yz-plane contains the complex reflection-coefficient plane. Figure 55 reveals that
71max is the radius of a circle which is C' stereographically mapped on the yz-plane
from the point (-1, 0). This checks nicely with the method of Wheeler and Dettinger (105).
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VIII. ELEMENTARY NETWORK THEORY FROM AN ADVANCED GEOMETRIC
STANDPOINT
8.1 CLASSIFICATION OF BILATERAL TWO-PORT NETWORKS
It has been shown in previous sections how impedance transformation through bilat-
eral two-port networks can be performed in the three-dimensional Cayley-Klein model
by means of a geometric configuration consisting of the inner axis and two non-Euclidean
perpendiculars to that axis. The position of the configuration in the model can be taken
as a means of classifying two-port networks. The following theorems are valid:
1. If the inner axis is imbedded in the yz-plane (see Fig. 8) and the transformation
is hyperbolic (i. e., the two perpendiculars are in a plane through the inner axis), or if
the inner axis is perpendicular to the yz-plane and the transformation is elliptic (i. e.,
the two perpendiculars are in a plane non-Euclidean perpendicular to the inner axis),
then the network is reactive. In the transitional case between the two cases that have
been mentioned, a parabolic transformation, the inner axis is tangent to the unit sphere.
2. If the inner axis is imbedded in the xz-plane and the transformation is hyperbolic,
or if the inner axis is perpendicular to the xz-plane and the transformation is elliptic,
then the network is resistive (composed of positive and negative resistances).
3. If the inner axis is perpendicular to the z-axis, then the network is symmetric.
8.2 SPLITTING OF A TWO-PORT NETWORK INTO RESISTIVE AND REACTIVE
PARTS
The common method in splitting a bilateral two-port network into resistive and reac-
tive parts is to perform three measurements of the input impedance, with the output ter-
minated in reactances. Three points on the great circle in the yz-plane (see Fig. 8),
corresponding to the imaginary axis in the complex impedance plane, are then trans-
formed into three points on the right hemisphere. Through these three points the image
circle of the great circle can be drawn.
The first operation is to find a transformation by which the image circle is moved
until it is symmetric with the xz-plane. This can be done in several ways, the simplest
being the methods of Weissfloch (108) and of Wheeler-Dettinger (105), which were
described in section 7.1. In Figs. 56, 57, and 58 the transformed image circle is shown
in the xz-plane as a straight line, C.
The second operation is to extract an attenuator so that C is transformed into the
projection in the xz-plane of the great circle in the yz-plane. The transformation is
hyperbolic. Once more, several methods are possible. Weissfloch (108) utilizes an
L-network composed of the series resistance R s and the shunt resistance Rp. In Fig. 56
the inner axes, denoted 1. t. t. i. i. (line that transforms into itself), projections of the
isometric circles in the impedance plane, and the points that yield Rs and Rp are graph-
ically constructed. If the attenuator is composed of a symmetric T-network, the corre-
sponding constructions will be those shown in Fig. 57. In Fig. 58 a procedure discussed
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Fig. 56. Transformation through attenuator (L-network).
Cd
R. p'
I. t t i. i.
Fig. 57. Transformation through.attenuator (symmetric T-network).
(a) (b)
Fig. 58. Transformation through ideal transformer and
ideal reflection-coefficient transformer.
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by Altschuler (3) is shown. He divides the operation into two steps (Figs. 58a and b), a
hyperbolic transformation along the z-axis, corresponding to an ideal transformer, and
a hyperbolic transformation along the x-axis, corresponding to an ideal reflection-
coefficient transformer.
These two operations have moved the three points on the original image circle to the
great circle in the yz-plane. In the third operation these points are transformed into the
original points on the same circle by a nonloxodromic transformation, corresponding to
a lossless two-port network. This part of the problem is a special case of the general
problem of analyzing a two-port network from three arbitrary impedance measurements,
treated in Section V. Thus the lossless network can be obtained by using Van Slooten's
method of utilizing the two-dimensional Pascal theorem (99).
8.3 COMPARISON OF THE ITERATIVE IMPEDANCE AND THE IMAGE
IMPEDANCE METHODS
In the early days of network theory two different methods of transforming impedances
by the linear fractional transformation,
Z' cZ d' ad - b = 1 (132)cZ+d'a
were developed. These methods were called the "iterative impedance method" and the
"image impedance method" (53, 54, 57).
In the first method the input impedance Z' is expressed in the output impedance Z
by the linear fractional transformation
Zfl e Zf2 e + Zfl f (e eX)Z f+ f (e -e
Zfl -Zf2 Zfl -Zf2
Z' = (133)
e - e e Zf e
Zfl - Z f f f2Z
in which the iterative impedances Zfl and ZfZ, the fixed points of the transformation, are
expressed in the complex constants a, b, c, and d of Eq. 132 by Eq. 7 and the multiplier,
q = e , is obtained from Eq. 9. Equation 133 is the same as Eq. 94, derived in
Section V. In the Cayley-Klein model of three-dimensional hyperbolic space, Eq. 132
can be interpreted as a spiral (loxodromic) movement of the surface of the unit Riemann
sphere around an inner axis through the fixed points Zfl and Zf2. The movement can be
split into a stretching and a rotation, given by the real part X' and the imaginary part X"
of X, respectively.
A similar geometric interpretation is valid for the image impedance method. For
that case, Eq. 132 can be written
Z cosh 0 + ZZsinh 0
z. 1
z' 1 (134)
Z - sinh + cosh 
/z.z! ZI1 1
with
Z. i= (135)1 o s
j= = ZS (136)
and
tanh= 0 s (137)Z z'
o o
where Z. and z! are the image impedances at the output and the input, Z and Z' are1 1 0 0
open-circuit impedances, Z s and Z' are short-circuit impedances, and 0 is the images
propagation function, also called the "image transfer constant." A comparison of
Eqs. 134 and 132 yields
Z _ Ibd ab bc 138i ' i = - , tanh0 = - (138)
Let us study a simple example consisting of the unsymmetric resistive network
shown in Fig. 59. The six impedances Zfl = 2, Zf 2 = -1, Z' = 3, Z' = 1, Z =-2, and0 O 0 O
Z s = -2/3 are stereographically mapped on
the unit sphere (unit circle), as shown in
Fig. 60. The sphere (circle) is considered
as the absolute surface (curve) of a three-
Z' 2 z (two-) dimensional Cayley-Klein model.
Equations 135 and 136 yield simple
Fig. 59. Simple example of resistive constructions for the image impedances
network. Z i = 2//3 and Z! =/3. See Fig. 60. Equa-
tion 137 is essentially the equation for an
ideal transformer. Therefore, the hyperbolic
distances OS and O'S' in Fig. 60 are equal; here tanh =./3. From Eqs. 136, 137,
138, 7, and 132 we obtain
-ZsZo =/- Z 'Z /.Z! =Zf/Zf (=vZ) (139)Z Z fl Z
Therefore, the straight lines ZsZo, Z Zo, (-Zi)Z'i, and ZfZfz must all pass throughS 0 s 01 1 1 Z 1
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Z0
z.
z's z' Zfl
Fig. 60. Iterative impedance method.
the point f in Fig. 60. This yieldsfor example, a simple construction for finding ZO,
when Zs, ZO, and Z s are known.
Equation 134 can be split as follows.
Z'
Z - Z (140a)a Z
1i
Z cosh 0 + Z sinh 0
i
Z = 1 (141b)sinh 0 +cosh0
a Z.1
Zb = Z~ (141a)
Z cosh + sinh 80
Zc Z sinh 0 + cosh (142a)b
Z + cosh 
ZZ
Z' = Z (142b)Z d1
Equations 140a, 141a, 141c, and 142b represent ideal transformers that correspond to
hyperbolic transformations (stretchings) along the vertical axis through the fixed points
zero and infinity. Equations 140b, 141b, and 142a represent symmetric two-port networks
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z IJ ZO(a)
(a)
Fig. 61. Image impedance method.
Zo 0
Z
Example 1 
a
Z
k 
Zb
0
(a)
Fig. 62. Image impedance method.
(b)
Example 2,
2 2
( a/-3') (,/-' )
d 2 Z -I
(a)
Fig. 63. Image impedance method. Example 3.
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(a=d) that, in our case, correspond to hyperbolic transformations (a + d > 2) along hori-
zontal axes through the fixed points ±Z, ±1, and ±Zi . The equivalent networks corre-
sponding to Eqs. 140, 141, and 142 are shown in Figs. 61a, 62a, and 63a.
Finally, let us perform a transformation of the impedance Z = 0. 5 to Z' = 1.4 by the
iterative impedance method and the image impedance method. We know that the point
Z = 0 is transformed into Z' = Z' so that, according to the first method, f is transformed
5S ~ - 1
into g in Fig. 60. The hyperbolic distance fg is X' = n 2. Therefore, Z' is obtained
from Z by two perspectivities with f and g as centers (see Section III). Transformations
by the image impedance method are shown in Figs. 61b, 62b, and 63b. According to
Fig. 61a and b, Z -Z' by two perspectivities through f and i', corresponding to the
ideal transformer, followed by two perspectivities through i' and g, corresponding to
the symmetric network. From Fig. 62a and b, we obtain six perspectivities through
m and s' (first ideal transformer), s' and k (symmetric network = ideal reflection-
coefficient transformer), and s' and n (second ideal transformer). From Fig. 63a and b,
finally, we obtain four perspectivities through i and CQ (symmetric network), and i and
f (ideal transformer). Obviously, if the two-port network is symmetric, Zfl = Z i = Z
and Zf 2 = -Z i = -Z', and the two methods coalesce.
If the network is composed of both lossy and lossless components, the geometric
constructions have to be performed in three dimensions.
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IX. CONCLUSION
Impedance transformations through bilateral lossy two-port networks, composed of
positive and negative resistances and positive and negative reactances, form a group,
since a transformation through a cascade of such networks and the inverse transformation
belong to the group. The transformation group is characterized by the property that by
a transformation belonging to it, an entire complex plane is transformed into itself, or,
which is the same thing, the surface of the Riemann unit sphere is transformed into itself.
We may obtain a subgroup of this group by specifying that in performing the transforma-
tion a circle (straight line) be transformed into itself. Examples of such subgroups are:
impedance transformations through bilateral lossless two-port networks composed of
positive and negative reactances, in the performance of which the imaginary axis of the
Z-plane, or the unit circle of the r-plane, is transformed into itself (see section 2. 6);
or impedance transformations through resistive two-port networks composed of positive
and negative resistances, in the performance of which the real axis of the Z-plane is
transformed into itself.
It is possible to find transformation groups which have all groups that are mentioned
above as subgroups. Such a transformation is, for example, the conformal three-
dimensional transformation which has recently been used by the writer as the basis of
a geometric-analytic theory of noisy two-port networks. This theory will be published
in a report entitled, "Theory of Noisy Two-Port Networks," Technical Report 344,
Research Laboratory of Electronics, M.I.T., June 14, 1958.
This group description of impedance and power transformations checks well with the
famous "Erlangen Program" of Klein (62). In the present work various models of non-
Euclidean hyperbolic geometry have been used. In discussing non-Euclidean geometry
we may base our treatment on the following alternatives:
1. a set of postulates;
2. the differential geometry method (Riemann);
3. the theory of groups (Lie); or
4. the projective measure of length and angle.
The author selected the fourth alternative in this research work as being the most appro-
priate for an introductory investigation of the use of modern (higher) geometry in elec-
trical engineering.
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APPENDIX 1
MODELS OF TWO- AND THREE-DIMENSIONAL NON-EUCLIDEAN
HYPERBOLIC AND ELLIPTIC SPACES
It was stated in section 1.2 that Klein divided non-Euclidean geometry into hyperbolic,
or Gauss-Bolyai-Lobachevsky, geometry, and elliptic, or Riemann, geometry. Hyper-
bolic geometry is characterized by the properties that through a point outside a straight
line two parallel lines can be drawn, that the sum of the angles of a triangle is less than
Ir, and that this geometry is valid on a surface of constant negative curvature. Elliptic
geometry is characterized by the properties that through a point outside a straight line
no parallel line can be drawn, that the sum of the angles of a triangle is greater than r,
and that this geometry is valid on a surface of constant positive curvature.
1. HYPERBOLIC GEOMETRY MODELS
a. Two-Dimensional Models
i. The pseudosphere
The pseudosphere, which originates if a tractrix is rotated around its asymptote (see
Fig. A-1) is the simplest surface with constant negative curvature. This important
adjunct was combined with hyperbolic geometry by Beltrami (4), in 1868. The pseudo-
sphere has recently been thoroughly discussed by Schilling
(92, 93), who also transforms the surface into the complex
plane. The pseudosphere has a singular line. It has been
shown by Hilbert (59) that in Euclidean space there is no
analytic surface of constant negative curvature that does not
have a singular line.
ii. The hyperboloid
Another surface of constant negative curvature which is
imbedded in three-dimensional space is the hyperboloid,
which has been discussed by Schilling (93) and M. Riesz (83).
Besides studying the hyperbolic geometry model and the
Cayley-Klein and the Poincare models, Riesz devotes a con-
siderable part of his presentation to a thorough investigation of the properties and move-
ments of the three-dimensional space with Lorentz metric, in which space the hyperboloid
is imbedded. For further information on the hyperboloid, see the references in the work
of M. Riesz (83).
iii. The Cayley-Klein diagram
This model was introduced by Beltrami (4) in 1868. However, it did not come into
practical use until 1871, when Klein (63) introduced it as a projective model with a conic
as the absolute or fundamental curve. Klein based his work, to a large extent, on the
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Fig. A-2. Two-dimensional Cayley-Klein model.
P
P2
Fig. A-3. Two-dimensional Fig. A-4. Two-dimensional
Poincare model. Poincar'e model.
works of Cayley (41); therefore the model is usually called the "Cayley-Klein diagram."
An example of this model is shown in Fig. A-2. The unit circle in the figure corresponds
to the absolute curve (infinity). A straight line is a chord. The hyperbolic distance
between two points P 1 and P 2 is defined as half of the logarithm of the cross ratio
between P1, P, and the two points, Pa and Pb' cut out of the absolute curve by a straight
line through P 1 and P 2 .
iv. The Poincare model
Although it was known to Beltrami (4), this model has been named after Poincar/e
because he used it extensively in his investigations on automorphic functions (79).
Examples of this model are shown in Figs. A-3 and A-4. In Fig. A-3 the unit circle is
the absolute curve (infinity), and in Fig. A-4 the absolute curve is a straight line. In
both figures a straight line is represented by an arc of a circle which cuts the absolute
curve orthogonally.
b. Three-Dimensional Models
i. The hyperhyperboloid
The hyperhyperboloid is imbedded in four-dimensional space; thus it is of little
interest from the engineer's point of view. However, in many cases the calculations
and constructions can be made in three dimensions and formally extended to four
dimensions (83).
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ii. The Cayley-Klein model
This model is a direct generalization of the Cayley-Klein diagram to three dimensions.
It has been thoroughly studied by Schilling (96) who, for the sake of simplicity, uses the
unit sphere as the absolute surface.
iii. The Poincare model
This model is a direct generalization of the two-dimensional Poincar6 model to three
dimensions.
2. ELLIPTIC GEOMETRY MODELS
a. Two-Dimensional Models
i. The sphere
The sphere is the simplest surface of constant positive curvature. However, an
assumption that two points on a diameter of the sphere together form a single "point"
has to be made in order for the sphere (hemisphere) to constitute an ideal model of two-
dimensional elliptic geometry. A similar assumption, incidentally, has to be made in
connection with the hyperboloid discussed above.
ii. The projective plane
A central projection of the hemisphere on a plane parallel to the plane that limits the
hemisphere and is tangent to it yields a model of elliptic geometry in the form of a one-
sided projective plane.
iii. Closed surfaces
Two closed surfaces without singularities were found by Boy (29) and by Schilling (90).
These surfaces possess all the properties of the projective plane.
b. Three-Dimensional Models
i. The hypersphere
The hypersphere is imbedded in four dimensions.
ii. Three-dimensional elliptic space
This space has been thoroughly discussed by Schilling (95).
iii. Two Riemann spheres
An interesting model of three-dimensional elliptic space consists of two Riemann
spheres imbedded in Euclidean space. The natural analytic tool to be used is the theory
of quaternions. See the works of Study (102) and others (64).
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M. Riesz (83) makes the interesting observation that parabolic geometry is valid on
a paraboloid. Thus elliptic geometry is valid on the sphere, parabolic geometry on the
paraboloid, and hyperbolic geometry on the hyperboloid.
For additional expository references concerning non-Euclidean models, see refer-
ences 65, 66, 60, 43, 28.
In order to show the interconnections of the three-dimensional models, we have to
use a four-dimensional space. Some of the projections performed, however, result in
three-dimensional models. These models, which are direct generalizations of the two-
dimensional models that have been described, can be used for geometric constructions.
3. ANALYTIC TREATMENT
An attempt to show how the models of two- and three-dimensional hyperbolic and
elliptic spaces are interconnected analytically has lately been made by the writer in
a recent research work (14). The treatment consists basically of an analytic interpreta-
tion of the geometric constructions described in the geometric treatment that has been
given in this report.
APPENDIX 2
INTERCONNECTIONS OF THE NON-EUCLIDEAN GEOMETRY MODELS
1. GEOMETRIC TREATMENT
In order to study the interconnections of some of the two-dimensional non-Euclidean
geometry models, let us select a simple example.
Z' = k 2 Z = e 2 Z , k = 2 (A-1)
If the Z's in Eq. A-1 represent complex impedances, the transformation is performed
by an ideal transformer. If we use the well-known transformation,
Z' - Z-1
r' Z' + , r = Z +l (A-2)
where r' and r are complex reflection coefficients, Eq. A-1 transforms into
5 3r cosh Iq + sinh q r+J (A 3)
r,=3 5 (A-3)
r sinh + cosh 3 r + 
If the complex impedance plane, Z = R+ jX, is stereographically mapped on the Riemann
unit sphere, the reflection-coefficient plane, r = rZ+jry, falls in the yz-plane. It is
shown in section 2. 2 that Eq. A-2 corresponds on the sphere to a rotation of the projec-
tion center from (0, 0, 1) to (-1, 0, 0). In Fig. A-5 the point Z = 1 corresponds to r = 0,
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Fig. A-5. Connections between different non-Euclidean geometry models.
and Z' = 4, obtained from Eq. A-1i, corresponds to r, = 0.6. The ideal transformer per-
forms a stretching (hyperbolic transformation) of the surface of the sphere directed from
the fixed point (0, 0, -1) toward the fixed point (0, 0, 1), so that (1, 0, 0) is transformed into
(0.47, 0, 0.833).
We now consider a unit hyperboloid with the x-axis used as the symmetry axis. Thus,
in Fig. A-5 we obtain a unit hyperbola. M. Riesz (83) has shown that if in Fig. A-5 the
point, r' = Pp, which may be considered as lying in a two-dimensional Poincare model
z
in the yz-plane, with the unit circle as the absolute curve, is stereographically mapped
on the hyperboloid from (-1, 0, 0), so that the point Ph' is obtained, then a central line
OP' cuts the vertical plane parallel to the yz-plane through the point (1, 0, 0) in a pointh
PCK' which may be considered to be a point of a two-dimensional Cayley-Klein model.
The Cayley-Klein diagram may also be obtained by an orthographic projection of the
sphere on this vertical plane through (1, 0, 0). An orthographic projection of P on the
same plane yields a point Pe, which may also be obtained by a central projection of the
point P' on the surface of the sphere. Therefore P' lies in an elliptic projective plane.
s e
Thus the hyperbolic Cayley-Klein diagram (point P K), the ordinary parabolic (Euclidean)
plane (point P'p), and the elliptic projective plane (point P' ) are represented in the same
vertical plane. By varying Z' (rF), we immediately obtain a geometric picture of how the
points Ps' PCK' P2' P' and P vary. The example selected, Z = 1 -Z' = 4, is indi-
cated by arrows in Fig. A-5.
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APPENDIX 3
HISTORICAL NOTE ON NON-EUCLIDEAN GEOMETRY
The evolution of non-Euclidean geometry followed two different lines of development.
The oldest started with Euclid's fifth postulate ("parallel postulate") which states: "That,
if a straight line falling on two straight lines makes the interior angles on the same side
less than two right angles, the two straight lines, if produced indefinitely, meet on that
side on which are the angles that are less than the two right angles."
For approximately 2000 years, attempts were made to derive the fifth postulate from
the first four postulates of Euclid, but without success. C. F. Gauss (1777-1855) was
the first to invent a geometry that substituted for Euclid's fifth postulate another hypo-
thesis but retained all the others. Some of this geometry, which Gauss called "non-
Euclidean," was formulated as early as 1792, but he resolved not to publish it during his
lifetime. In this geometry the sum of the angles of a triangle is always less than rr, and
through a point outside a straight line two parallel lines can be drawn. This new geometry
was invented independently in 1823 by J. Bolyai (1802-1860) and published in 1832, and
by N. I. Lobachevsky (1793-1856), who presented his researches to the Kasan Scientific
Society in 1826 but did not secure publication until 1829.
In both the Euclidean and the Gauss-Bolyai-Lobachevsky geometries the assumption
is made that the straight line is of infinite extent. B. Riemann (1826-1866) recognized
another possibility. In his famous trial lecture, read before the philosophical faculty of
the University of G6ttingen, on June 10, 1854, he described a geometry in which a straight
line is finite and closed. In this geometry the sum of the angles of a triangle is always
greater than r, and through a point outside a straight line no parallel line can be drawn.
Riemann's lecture (80) was not published until 1868, after his death. It has been trans-
lated into English by Clifford (81), and it has been republished and commented upon by
Weyl (82).
The second line of development of non-Euclidean geometry grew out of the "projective
geometry" of Desargues, and others which was brought to fruition in 1822 by J. V. Poncelet
(1788-1867). He showed that in Euclidean geometry the formula for distance is closely
related to a degenerate quadratic form that corresponds to the imaginary circular points.
This "absolute," or "fundamental," expression serves as a basis for all Euclidean meas-
ure. In 1859, in the sixth of a series of papers (41), entitled "Memoirs upon Quantics,"
A. Cayley (1821-1895) selected as a basis, instead of the imaginary circular points, an
arbitrary quadratic form, and defined, in correspondence with it, distance and angle in
such a way that the Euclidean quantities were obtained when the quadratic form degener-
ated into the imaginary circular points. As Cayley was not aware of the works on non-
Euclidean geometry that have been mentioned, it became the important contribution of
F. Klein (1849-1925) to show that non-Euclidean geometry could be treated in a simple
way by using projective geometry. Klein (63) published his results in 1871.
For excellent surveys of non-Euclidean geometry, see references 65, 66, 28, and 77.
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APPENDIX 4
SURVEY OF THE USE OF NON-EUCLIDEAN GEOMETRY
IN ELECTRICAL ENGINEERING
In 1931, K6nig (71) mapped the complex impedance plane stereographically on a
sphere. In order to be able to use a transmission-line equivalent network for a given
network, he restricts himself to the study of symmetric networks. He considers an
impedance transformation through a bilateral, lossy, symmetric two-port network as
corresponding to a spiral movement of the surface of the sphere. By selecting the radius
of the sphere equal to the absolute value of the image impedance of the network, the axis
of the spiral movement is made to pass through the center of the sphere. Knig splits
the transformation, which is called a "loxodromic" transformation, into a pure rotation
around the axis, corresponding to an elliptic transformation, and a pure stretching along
the axis, corresponding to a hyperbolic transformation. The amount of rotation and
stretching is given by the multiplier of the canonic form of the linear fractional trans-
formation representing the network. If the sphere is used as the absolute surface of a
three-dimensional Cayley-Klein model, the transformation can easily be performed by
using non-Euclidean geometry methods. Apparently, KBnig was not aware of this con-
venient tool. In the special case which he used, the rotation was easily performed, since
the axis of the transformation passes through the center of the sphere, so that it merely
consists of a rotation through a given Euclidean. angle. But the stretching, which consists
basically of a translation of a point on the axis through a given hyperbolic distance, was
more difficult to perform. Knig had to use a calibration curve that enabled him to con-
vert a hyperbolic distance into a Euclidean distance. After adding two Euclidean distances,
he then had to reconvert. Although he did not make any use of non-Euclidean geometry
in his treatment of lossy two-port networks, K5nig's paper is mentioned here because of
his use of the sphere and his splitting of the transformation, which entitle him to be called
a forerunner of the application of non-Euclidean geometry to electrical engineering.
Among the forerunners we may also count Weissfloch, who during 1942-43 created a
powerful circle geometric theory for impedance and reflection-coefficient transformations
by the linear fractional transformation (110).
In a study of the synthesis of finite one-port networks Brune (31, 40), in 1931, momen-
tarily considered the right half of a complex plane to be a Poincare model of two-
dimensional hyperbolic space. Brune used the model for a transfer and an interpretation
of a generalized form of the Schwarzian lemma for the case of positive functions.
1. IMPEDANCE TRANSFORMATIONS BY MODELS OF TWO-DIMENSIONAL
HYPERBOLIC SPACE
Van Slooten, who published a thesis in 1946 on "Geometric Considerations in Con-
nection with the Theory of Four-Terminal Networks" (99), seems to have been the first
to introduce non-Euclidean geometry constructively into electrical engineering. This
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work is written in Dutch, but it is accompanied by an extensive summary in English with
references to figures in the text. Van Slooten sets the impedance transformations through
bilateral lossless two-port networks in correspondence with movements in models of two-
dimensional hyperbolic space. One of Van Slooten's research objectives is to find the
resultant network of two cascaded lossless networks. This corresponds to finding the
resultant movement to two known movements in the hyperbolic plane. Van Slooten begins
with a study of the Poincare model but does not succeed in finding the resultant movement.
He therefore converts the Poincare model into the Cayley-Klein model. In this model he
succeeds in finding the desired construction.
In order to compress the complex impedance plane into a practical area, Steiner (100),
also in 1946, mapped the plane stereographically on the Riemann unit sphere and per-
formed an orthographic projection on the yz-plane (the x- and y-axes are assumed to
coincide with the real and imaginary axes of the complex impedance plane, see Fig. A-5).
By the two projections the impedance plane is transformed into the two-dimensional
Cayley-Klein model in the reflection-coefficient plane (see Section III and Appendix A-2).
Steiner applies the diagram to network problems, but nowhere does he mention non-
Euclidean geometry.
Not knowing of the work of Van Slooten and Steiner, Deschamps introduced the two-
dimensional Cayley-Klein model, in 1951, in order to facilitate polarization-ratio trans-
formations (44). The model was obtained by an orthographic projection of the Poincare
sphere. It was used in a geometrical method of analyzing the effects of site reflections
on direction-finding systems (45). Later he developed some powerful tools for working
with hyperbolic geometry, in that he showed how a hyperbolic distance can be measured
by means of an ingenious hyperbolic protractor of his own design (48), and how a non-
Euclidean (elliptic) angle can be measured by transforming it to the center of the Cayley-
Klein model (where the non-Euclidean angle equals the Euclidean angle). Deschamps (49)
worked a series of examples showing the usefulness of these tools; he also gave a thor-
ough discussion of the Poincare models. Using two-dimensional hyperbolic models, he
showed simple graphical constructions for finding the scattering matrix of a two-port net-
work (50, 51). The same problem was solved by Storer, Sheingold, and Stein (101) in a
paper that was based on an URSI address and some Federal Telecommunications Labora-
tories reports by Deschamps. However, Storer, Sheingold, and Stein carefully avoided the
use of non-Euclidean geometry and based their proofs on inversion methods. With the use
of inversion they developed a graphical method for transforming a reflection coefficient
through a bilateral lossy two-port network. The method consists basically of a geometric
interpretation of an analytic formula. Their method was criticized by Deschamps (47),
who pointed out that the simpler method, with the use of the hyperbolic protractor and
the elliptic angle construction, can be performed inside the unit circle, and, therefore,
there is no need for an alternative construction such as theirs. Despite this criticism,
the inversion method has gained a thorough hearing in a recent textbook (61).
The Poincare models of two-dimensional hyperbolic space were used by Rybner (84)
88
___ __
in some circle geometric constructions. Dukes (52) used the Deschamps methods in
transforming an impedance through a two-port network. Recently, the Poincare model
with the unit sphere as the absolute curve was used by Kyhl (72) in a study of periodically
loaded transmission lines.
In a series of six papers (the first one is in two parts) de Buhr (32-37) made a thor-
ough study of performing impedance transformations through two-port networks geome-
trically by straightedge and compass. In his treatment he frequently makes use of both
the two-dimensional Poincare models and the Cayley-Klein model. Evidently, de Buhr
is not familiar with Van Slooten's work and only partially familiar with Deschamps' (he
refers to two of Deschamps' papers in his first paper). Some of de Buhr's constructions
are very interesting. As an example, an elegant method for finding the resultant trans-
former of two cascaded lossless transformers can be mentioned (36). In his sixth paper
(37) de Buhr describes a graphical method for transforming complex impedances through
lossless two-port networks. The author (9) found this method independently by a simple
extension of a method of Van Slooten.
2. IMPEDANCE TRANSFORMATIONS BY MODELS OF THREE-DIMENSIONAL
HYPERBOLIC SPACE
In his thesis Van Slooten (99) states that just as the Cayley-Klein model of two-
dimensional hyperbolic space is suitable for impedance transformations through bilateral
lossless two-port networks, so should the Cayley-Klein model of three-dimensional
hyperbolic space be applicable for impedance transformations through lossy two-port
networks. He adds, however, that the use of the three-dimensional model seems to be
too complicated to be of any use in technique.
Steiner (100) makes a similar statement, saying that, in practice, one cannot work
with the Riemann sphere itself.
Deschamps, in a basic paper (46), extends the circular transformations on the sphere
to the surrounding space E 3 . Points of this space are set in correspondence with
Hermitian forms of a wave vector. In the space E 3 Deschamps introduces a metric
which is related to a metric in a four-dimensional Minkowski space. After mentioning
the three-dimensional Cayley-Klein model, Deschamps discusses the conventional spher-
ical geometry and the two-dimensional Cayley-Klein model briefly.
Some constructive applications of the three-dimensional Cayley-Klein model for
impedance and power transformations through bilateral lossy two-port networks are
presented in the present research work.
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