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The ﬁeld of stochastic scheduling is motivated by the design and operational problems
arising in systems where scarce service resources must be allocated over time to jobs with
random features vying for their attention. Important examples include manufacturing and
computer-communication systems. Consider, e.g., the case of a manufacturing worksta-
tion processing different part types, where part arrival and processing times are subject to
random variability.
The performance of such systems, as measured by a criterion such as the average time
jobs stay in the system (ﬂowtime), may be signiﬁcantly affected by the policy employed
to prioritize over time jobs awaiting service (scheduling policy). The impact of schedul-
ing policies, together with the high degree of discretionality in the decisions they involve,
explain the importance and difﬁculty of the fundamental problem of stochastic schedul-
ing: to design relatively simple scheduling policies that (nearly) achieve given performance
objectives.
The theory of stochastic scheduling addresses this problem in a variety of stochastic
service system models. Random features such as job processing times are thus modeled
by specifying their probability distributions, which are assumed to be known by the sys-
tem manager. Model assumptions vary across several dimensions, including the class of
scheduling policies considered admissible, job arrival and processing time distributions,
type and arrangement of service resources and performance objective to be optimized.
Regarding methods and techniques, it seems fair to say that no uniﬁed and practical ap-
proach has been developed to design and analyze (nearly) optimal policies across the range
of stochastic scheduling models. Although many such models can be cast in the framework
of dynamic programming, straightforward application of this technique has not proven very
effective, due to the large (or inﬁnite) size of the resulting formulations (curse of dimen-
sionality). Most results have been instead obtained through problem-speciﬁc arguments,
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1which often do not extend to seemingly related models. However, a few techniques, such
as interchange arguments [26], and some general principles, such as conservation laws [4],
have been successfully applied to wider model classes.
Stochastic scheduling models can be classiﬁed into three broad categories, which have
evolved with a substantial degree of autonomy: models for scheduling a batch of stochastic
jobs, multi-armed bandit models, and models for scheduling queueing systems. The devel-
opment of each of these areas has followed a similar three-stage pattern. The ﬁrst results
elucidated the structure of easily computable policies that solved optimally relatively sim-
ple models. An important class of such policies is that of priority-index rules: an index is
computed for each job type (possibly depending on its current state, but not on that of other
jobs), and at each decision epoch jobs of higher index are assigned higher service priority.
A second group of results has sought to identify optimal policies with a simple structure
in more general models, often at the expense of introducing additional technical assump-
tions.
More recent research efforts have addressed harder models, for which the goal of fully
characterizing an optimal policy appears out of reach. For these problems researchers aim
to design easily implementable heuristic policies with a relatively close to optimal perfor-
mance. Their degree of suboptimality may be investigated empirically (through simulation)
or analytically.
1 Models for scheduling a batch of stochastic jobs
In this class of models a ﬁxed batch of n jobs with random processing times, whose dis-
tributions are known, have to be completed by a set of m machines to optimize a given
performance objective.
The simplest model in the class represents the problem of sequencing a set of n stochas-
tic jobs on a single machine to minimize the expected weighted ﬂowtime. Job processing
times are independent random variables, having a general distribution Gi(·) with mean pi
for job i. Admissible policies must be nonanticipative (scheduling decisions are based on
the system’s history up to and including the present time: they cannot depend on future
information, such as the actual processing times of unﬁnished jobs) and nonpreemptive
(processing of a job, once started, must proceed uninterruptedly to completion). Let wi ≥ 0
denote the cost rate incurred per unit time in the system (waiting or in service) for job i, and
let ˜ Ci denote its random completion time (time at which the job is ﬁnished). Let Π denote
the class of all admissible policies, and let Eπ[·] denote expectation under policy π ∈ Π.
The problem can be stated as
min
π∈Π
w1Eπ[ ˜ C1] + ··· + wnEπ[ ˜ Cn].
The optimal solution in the special deterministic case is given by the Shortest Weighted
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index wipi. It was shown in [34] that the natural extension of Smith’s rule to the above
stochastic model (Shortest Weighted Expected Processing Time rule), based on the same
index wipi, is optimal for it.
The model extension where policies are allowed to be preemptive (processing of a job
may be interrupted at any time, and resumed later), was solved in [35]. The optimal policy
is again characterized by priority indices (a job with higher index is processed at each time),
which in this case depend on the cumulative amount of processing each job has received.
The optimality of priority-index policies has been extended to restricted classes of mod-
els for scheduling a batch of jobs on identical parallel machines. The main performance
objectives investigated in this setting are: (1) total expected ﬂowtime minimization,
min
π∈Π
Eπ


n X
j=1
˜ Cj

;
and (2) expected makespan (ﬁnishing time of the last job) minimization,
min
π∈Π
Eπ
￿
max
1≤j≤n
˜ Cj
￿
.
The rule that assigns higher priority to jobs with shorter expected processing time
(SEPT) has been shown to be optimal for the ﬂowtime objective under the following as-
sumptions: when all the job processing time distributions are exponential [20]; when all
the jobs have a common general processing time distribution (having possibly received dif-
ferent amounts of processing prior to start) with a nondecreasing hazard rate function [41];
and, more generally, when job processing time distributions are stochastically ordered [43].
For the expected makespan objective, the rule that assigns higher priority to jobs with
longer expected processing times (LEPT) has been shown to be optimal in the following
cases: under exponential processing time distributions [10]; and when jobs have a common
processing time distribution (with possibly different amounts of processing prior to start)
with a nonincreasing hazard rate function [41].
Other models incorporate more general features, such as uniform parallel machines,
which differ in speed rates. Under relatively strong assumptions, researchers have charac-
terized optimal policies, which exhibit a threshold structure: see [1], [33] for the problem
of expected ﬂowtime minimization, and [12] for the problem of expected makespan mini-
mization. An optimal policy for the problem of scheduling a batch of stochastic jobs in a
ﬂow shop (with m machines in series) is studied in [49].
The optimality of the simple policies mentioned above typically fails to extend to mod-
els that violate the required assumptions [13]. Characterizing an optimal policy in such
cases appears to be a computationally intractable goal (see [30] for a study on the complex-
ity of decision-making problems under uncertainty, such as stochastic scheduling). This
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simple rules mentioned above.
For example, it has been shown in [46] that, under mild assumptions, the suboptimal-
ity gap for using Smith’s rule as a heuristic for parallel machines stochastic scheduling is
bounded above by a quantity that is independent of the number of jobs. Therefore, as the
latter grows to inﬁnity, the heuristic’s relative suboptimality gap vanishes, which repre-
sents a desirable kind of asymptotic optimality. A similar asymptotic optimality result, in a
model of parallel machines stochastic scheduling with in-tree precedence constraints, was
presented previously in [31].
2 Multi-armed bandit models
Models in this class are concerned with the problem of optimally allocating effort over time
to a collection of projects, which change state in a random fashion depending on whether
they are engaged or not. A classic example is the multi-armed bandit problem which, in
its discrete-time version, can be described as follows: there is a collection of N projects,
exactly one of which must be engaged at each discrete time epoch t = 0,1,.... Project n
can be in a ﬁnite number of states j ∈ Jn. If at time t project n, with current state i ∈ Jn,
is engaged, two effects result: ﬁrst, a reward Ri is received, discounted in time by a factor
0 < β < 1; second, the project state changes in a Markovian fashion to j with probability
pij, for j ∈ Jn. States of projects not engaged remain unchanged. The problem consists in
ﬁnding a nonanticipative scheduling policy, for selecting projects over time, that maximizes
the total expected discounted reward over an inﬁnite horizon. Letting Π denote the class of
all nonanticipative policies, and letting j(t) denote the state of the project engaged at time
t, the problem can be stated as
max
π∈Π
Eπ
" ∞ X
t=0
βt Rj(t)
#
.
After being considered intractable for a long time, the problem was solved in a landmark
result by Gittins and Jones [19]. The optimal policy is given by Gittins priority-index rule:
an index γj is computed (in a ﬁnite number of steps) for each project state j; then, the rule
selects at each timea project with larger current index. Theoptimality of Gittins rule, for the
original model and extensions, has a rich history of proofs, based on different techniques,
including interchange arguments [19, 18, 40, 45], dynamic programming [47], intuitive
arguments [42], induction arguments [39], and conservation laws/linear programming [4].
For more complex model extensions, the Gittins rule is no longer optimal. The incor-
poration of costs/delays for switching between projects is studied in [2], where a partial
characterization of an optimal policy is given. This reduces the computational burden for
4calculating an optimal policy, which however remains impractical for large problems (as it
grows exponentially with the model size).
The model extension where projects not engaged continue to evolve, possibly with dif-
ferent transition probabilities, and a ﬁxed number m ≥ 1 of projects must be engaged at
each time, was addressed by Whittle in [48]. In the setting of a time-average version of such
restless bandit problem, he proposed a heuristic priority-index rule based on the optimal so-
lution to a relaxed linear programming formulation of the problem: the requirement that
exactly m projects be selected at each time is relaxed by requiring instead that m projects
be selected only on average. Whittle’s rule reduces to that of Gittins when specialized to the
classical model. His conjecture regarding the asymptotic optimality of the index rule was
established, under appropriate conditions, in [44]. A different priority-index heuristic, ob-
tained from Whittle’s linear programming relaxation, together with improved performance
bounds, has been developed and tested computationally in [7]. A polyhedral framework
for analysis and computation of the Whittle index and extensions, based on the notion of
partial conservation laws, has been recently developed in [28, 29, 27].
3 Queueing scheduling control models
Models in this class are concerned with the problem of designing optimal service disciplines
in queueing systems, where the set of jobs to be completed, instead of being given at the
start, arrives over time at random epochs. The main class of models in this setting is that
of multiclass queueing networks (MQNs), widely applied as versatile models of computer-
communications and manufacturing systems.
The simplest types of MQNs involve scheduling a number of job classes in a single
server. Similarly as in the two model categories discussed previously, simple priority-index
rules have been shown to be optimal for a variety of such models. Consider the case of
a multiclass M/G/1 queue, where N job classes vie for the attention of a single server:
Jobs of class j arrive at the system at epochs given by a Poisson process with rate αj, and
their service times are drawn independently from a common distribution Gj(·) with mean
1/µj. Class j jobs incur linear holding costs at a rate cj ≥ 0 per unit time in the system
(waiting or in service). The goal is to ﬁnd a nonanticipative and nonpreemptive scheduling
policy, for deciding which job to serve at each decision epoch, that minimizes the expected
steady-state holding cost rate. Let Π denote the class of all such admissible policies, and let
Eπ[Lj] denote the steady-state expected number of class j jobs in the system under policy
π ∈ Π. The problem can be stated as
min
π∈Π
c1Eπ[L1] + ··· + cNEπ[LN].
Its solution is given by the classical cµ-rule [15]: select for service at each decision epoch a
job with larger priority-index cjµj. The cµ-rule is also optimal among preemptive policies
5when service times are exponential.
Theoptimality ofpriority-index policies forthemodel extension that incorporates Markov-
ian job feedback (when a class i job completes service it changes class to j with probability
pij, 1 ≤ j ≤ N, and leaves the system with probability 1 −
PN
j=1 pij) was established by
Klimov in [24]. The optimal priority indices are efﬁciently computed by N-step Klimov’s
algorithm. The result was shown to extend to a time-discounted objective in [38].
An account of these results based on the achievable region method, which seeks to
characterize the region of achievable system performance (e.g., mean queue lengths) by
means of linear (or convex) programming constraints, has been given in[14,17,36, 4](in an
increasing level of generality). The performance of Klimov’s rule, when used as a heuristic
for the model extension that incorporates identical parallel servers, has been analyzed using
this approach in [22]: a relaxed linear programming formulation of the performance region
is shown to yield closed-form suboptimality bounds, which imply asymptotic optimality in
the heavy-trafﬁc limit.
More general MQN models involve features such as changeover times for changing
service from one job class to another [25], or multiple processing stations, which provide
service to corresponding nonoverlapping subsets of job classes. Due to the intractabil-
ity of such models, researchers have aimed to design relatively simple heuristic policies
which achieve a performance close to optimal. This goal has been hindered by formidable
technical challenges, including the stability problem for multiclass queueing networks with
multiple stations [9]: in general it is not known what conditions on model parameters ensure
that a given policy is stable (the time-average number of jobs in the system is ﬁnite). As a
result, computer simulation remains the most widely used tool in applications of these mod-
els. Theoretical approaches currently under active development include: study of heuristic
scheduling policies based on diffusion approximations of the original system under heavy-
trafﬁc conditions [23], [32]); study of policies based on ﬂuid approximations [11, 3] and
development of performance bounds and policies by means of the achievable region method
[8, 5, 6, 21, 22, 16, 29, 27].
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