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Abstract

In this dissertation, I provide a robust, efficient inverse mapping algorithm for use in immersed
simulation methods, specifically in the Flex Representation Method. I also explore a structural
theory that unifies the theories of solids, shells, beams, and rigid bodies. As part of this, I preform
a preliminary exploration of applying the Flex Representation Method to shells. Finally, I explore
why higher order elements suffer from small critical time steps in explicit dynamics. I then propose
a simple method of remedying this issue by exploiting the properties of U-splines.
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Introduction

In this dissertation, I present on three different subjects: a robust, efficient inverse mapping
algorithm for use in immersed methods, a unified structural element theory for curved geometry,
and a method of improving the critical time step for explicit dynamics. I build this work on two
pieces of technology: the Flex Representation Method (FRM) and U-splines.
FRM is a yet-to-be published generalization of traditional immersed finite element methods.
As such, I give a short overview of FRM in Chapter 2. Like traditional immersed methods, FRM
immerses a CAD geometry within a simpler geometry on which finite element analysis can be
performed. In traditional immersed methods a simple rectilinear grid of elements is used. However,
FRM removes this constraint, allowing for curved geometry.
U-splines are a recent development in unstructured spline technology. As part of the overview
of FRM, a very high level introduction to U-splines is given. If a more in depth explanation of
U-splines is desired, the reader is refered to the recent paper [48].
My first contribution is a robust, efficient method of inverting the geometric map of the
enveloping domain in FRM. Since traditional immersed methods use simple rectilinear grids of
elements, this inversion is simple for them. However, FRM removes that constraint and thus a much
more sophisticated inverse map using a nonlinear Newton-Raphson loop is required. Nonlinear
inversions often search through the elements for the best point. For efficiency, we only want to
search an element if it happens to be near the solution. I developed a robust method of searching for
the elements near the solution and then quickly searching through them. I also greatly improving
the speed of the algorithm through exploiting structure. U-splines were developed to represent
unstructured geometries, however they are still capable of representing structured geometries.
As such, I exploit structure whenever possible to improve the efficiency of the inverse mapping
algorithm. This contribution is in Section 2.6.
I also present a unified structural element theory for curved geometry in Chapter 3. My
contributions here are: show that solids, shells, beams, and rigid bodies can be represented by the
same partial differential equations without throwing away terms like many traditional elements;
incorporate general rate-independent material models into shell and beam theories; incorporate
shell drilling stiffness as a simple modification of the material model; and implement an initial
application of FRM to shells.
Finally, I present a method of improving the critical time step for explicit dynamics in Chapter 4.
Higher order basis functions typically produce smaller critical time steps, greatly increasing the
computational cost of an explicit dynamics simulation. I show that the critical time step can be
increased by employing the properties of U-splines.
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2
2.1

The Flex Representation Method

Summary

Simulations are a ubiquitous and necessary part of modern design and manufacturing. Simulations
produce information that predicts the expected performance of a natural or engineered part
or system. For example, simulations in the automotive industry may predict failure of welded
connections, forces felt by an occupant during a vehicle crash, or noise levels experienced by an
occupant during normal operation of a vehicle.
Simulations are important because they provide predictions of system performance that can be
used to enable engineers, analysts, and business decision-makers to improve the quality, cost, and
efficiency of a natural or engineered system or part. Simulations are used, for instance, to predict
and determine the necessary strength of structural parts in myriad diverse applications such as
buildings, bridges, automobiles, aircraft, bicycles, and countless others.
Prevailing computer aided design (CAD) representations, such as boundary representations,
i.e., BREPs, must first be modified to admit a valid mesh and then meshed before a finite element
simulation, also called finite element analysis or FEA, can be performed. These CAD preparation
steps account for the majority of time spent in the overall simulation pipeline.
This is because BREP CAD models composed of multiple trimmed surfaces suffer from a very
serious mathematical limitation: they are rarely watertight due to the mathematical properties
of the surface intersection problem. Exact representation of intersection curves, when possible,
requires unreasonably high degree polynomials and is limited by floating point implementations.
Instead, low degree approximate intersection curves are used, resulting in BREPs that appear
watertight, but upon closer inspection, suffer from gaps, overlaps, and sliver surfaces. These
artifacts of the trimming process are often called dirty geometry, since they negatively impact
all downstream applications of the BREP geometry. In a traditional simulation pipeline, dirty
geometry must be repaired and meshed before the simulation is executed.
The Flex Representation Method (FRM), introduced in this work, leverages the unique computational advantages of smooth splines to address these existing limitations and bottlenecks in the
process of building CAE simulation models from CAD geometric models. In particular, the process
of fixing the CAD representation and building a suitable mesh that closely represents the CAD
geometry is overcome in a fundamental way. A particular benefit of this work is simplifying the
process of building simulation models from solid CAD parts, although the approach can also be
applied equally well to surfaces. While several approaches to this problem have been proposed, the
FRM approach, as described herein, is novel and unique in the unprecedented and improved control
over the properties of the simulation model that are available to the analyst. In summary, presented
herein is a method capable of shortening the development cycle of a simulation model and produces
simulation results that are accurate and tailored to the particular engineering application at hand.

2

The Flex Representation Method

2.2

3

Previous Work

Most modern CAD software represent the shape of parts, and assemblies of parts, using BREPs.
Many CAD objects are comprised of simple shapes that are amenable to current manufacturing
techniques. These simple or analytical shapes include planar, conical, spherical, and toroidal
surfaces and straight, arc, and elliptical curves. However, in many, if not most geometries of
practical interest there are some surfaces and curves that cannot be described by analytic geometry.
In these cases, splines, typically B-splines and NURBS (non-uniform rational B-splines) are used.
Examples of CAD geometry that include spline entities are shown in Fig. 2.1. Figure 2.1a is
composed of analytic surfaces, analytic curves, and spline curves. Figure 2.1b is composed of
analytic surfaces, analytic curves, spline surfaces, and spline curves. To form complex shapes like
those shown in Fig. 2.1, multiple disconnected surfaces are trimmed and sewn together along
curves of intersection.

(a) CAD geometry with analytic surfaces,
analytic curves, and spline curves.
(b) CAD geometry with analytic surfaces,
analytic curves, spline surfaces, and spline
curves.

Figure 2.1: CAD geometry that includes spline geometry.

The trimming process results in gaps and overlaps in the BREP model that must be repaired
before it can be used in many downstream applications. Since the gaps and overlaps in a BREP
result from rigid theoretical deficiencies in the representation, the entire BREP model is usually
replaced with a mesh, which represents a faceted approximation to the original BREP geometry
that can then be used during simulation. The process of generating a mesh from a BREP geometry
is very often tedious, manual, time-consuming, expensive, and error-prone.
The mesh generation process also suffers from its own set of challenges that prevent automation,
accuracy, and robustness in downstream processes like simulation. Because smooth splines, and
in particular U-splines [48] a technology developed by the authors to enable the FRM, require
predominantly quadrilateral or hexahedral mesh layouts, we will focus on describing the challenges
associated with hexahedral mesh generation.
There is no known algorithm that can produce a high-quality hexahedral mesh to fill any
conceivable BREP input. This is demonstrated in Fig. 2.2 where each BREP surface has been meshed
with a valid, but arbitrary, quadrilateral mesh. It is not possible to produce a quality hexahedral
mesh on the interior of the BREP from the specified quadrilateral surface meshes.

The Flex Representation Method
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Figure 2.2: Producing a high-quality hexahdral mesh on the interior of this BREP solid given the bounding quadrilateral
surface mesh remains an unsolved problem.

(a) The pin boss feature complicates the
meshing process.

(b) A coarse conforming hexahedral mesh
of a piston BREP geometry.

Figure 2.3: This seemingly simple example required twelve hours for an experienced FEA analyst to mesh.

Seemingly innocuous design features in a CAD model often complicate the meshing process, as
shown on the quarter piston geometry in Fig. 2.3a and Fig. 2.3b. In this example, a standard fillet
feature on the piston pin boss creates complex spline surfaces, as shown in Fig. 2.4a. Such trimmed
splines often are geometrically imprecise, as shown in Fig. 2.4b, and have boundaries that are not
conducive to decomposition, as shown in Fig. 2.4c. When decomposed into simpler subdomains
that can be hex meshed, these geometries may result in fragile meshes. By fragile it is meant that the
subdomain admits a coarse hexahedral mesh, as shown in Fig. 2.3b, that degrades in quality as it is
refined, as shown in Fig. 2.4d and Fig. 2.5. As a result, when used in a computation, these poorly
shaped segments negatively impact the convergence characteristics of the solver by increasing the
time to convergence or impeding convergence altogether.
Another less appreciated challenge is that the application of simulation attributes to the BREP
in traditional simulation workflows, like constraints or loads, must be respected by the layout of the
hexahedral mesh. This means that if those attributes change, an entirely new hexahedral mesh
must often be produced, typically requiring substantial additional time and/or cost. An example
of this is shown in Fig. 2.6. In Fig. 2.6a, Fig. 2.6c, Fig. 2.6e, and Fig. 2.6g, the circular surface over
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(b) Sliver surface from the BREP topology,
which is valid but can lead to meshing issues.
(a) Non-analytic (i.e., spline) curves and surfaces.

(c) Complex fillets, which make accurate
decomposition difficult, resulting in extraneous mesh topology.

(d) A region that is
fragile under mesh refinement (see more details in Fig. 2.5).

Figure 2.4: Common challenges that must be overcome to produce high-quality hexahedral meshes. Each of these
images is a close-up of sections of the model in Fig. 2.3.

which a boundary condition will be applied gradually grows in size. The resulting decompositions
grow in complexity, as seen in figures Fig. 2.6b, Fig. 2.6d, Fig. 2.6f, Fig. 2.6h which correspond to
Fig. 2.6a, Fig. 2.6c, Fig. 2.6e, Fig. 2.6g, respectively.
Many solutions have been proposed to overcome the bottleneck of building analysis models
from the original geometric CAD model. One prominent field of study, called Isogeometric Analysis
(IGA) [23], attempts to unify the analysis model with the original geometric model by using the
CAD blending functions for analysis. This work pioneered much of the modern vision behind
advancements in finite element technology with simulation on the original CAD geometry being
the holy grail for simulation.
However, methods that directly apply IGA to BREP models often struggle due to inexact
trimming operations on the NURBS surfaces and a lack of a parameterization in the interior of
solid models. Despite these challenges, there have been efforts to use BREP surfaces directly for
shell modeling. In this case, a trimmed BREP open surface model (e.g., a sheet metal part with
well-defined boundaries for automotive application) is used [8, 25, 26].
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(b) Volume from Fig. 2.5a, meshed with
a single, well-behaved element.

(a) Section of volume shown in
Fig. 2.4d.

(c) One refinement. The mesh qualify
of the the upper right element is starting to degrade.

(d) Two refinements.

(e) After several refinements, there are
now inverted elements.

Figure 2.5: Illustration of the region in Fig. 2.4d that is fragile under mesh refinement. The colorbars are the scaled
Jacobians of the elements.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 2.6: Applying simulation attributes, like boundary conditions, often changes the underlying BREP requiring an
entirely new mesh.
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Another approach is to immerse the CAD in a background mesh or grid that is simple to create.
The literature on immersed finite element methods is vast. However, common to all approaches is
the use of background grids that are created through simple affine mappings with rigid modeling
limitations. In most cases, the background grid is a cube-like shape. Consequently, the salient
geometric features of the underlying CAD model are lost and, while these approaches may simplify
the simulation model building process, steep accuracy and robustness limitations are incurred.
The finite cell method (FCM) [18, 28] is an immersed technique that uses higher order
polynomials (usually called 𝑝-elements) set in a rectilinear grid with adaptive hierarchical quadrature
to resolve quantities of interest. This approach has been extended to use B-splines [37, 39] where
it was shown that the smooth spline basis can lead to robust and accurate simulation results. A
comprehensive overview of current advancements in FCM can be found in [38]. Unfortunately, the
FCM approach still uses cube-like background grids and the hierarchical quadrature approach
requires an enormous amount of quadrature points for even moderate levels of accuracy. Recently,
more accurate quadrature schemes have been proposed to attempt to reduce the number of
quadrature points required in an immersed simulation [2]. Common to immersed techniques is
the weak imposition of boundary condition through the use of penalties, Lagrange multipliers, or
Nitsche’s method [9, 10, 19, 36].
Of particular importance is that all these immersed approaches prescribe exactly one way to
build the background grid. Very little modeling flexibility is available in these approaches, making
it impossible to tailor the background grid to the problem at hand. This all or nothing approach
has severely hampered the industrial adoption of immersed techniques for challenging industrial
problems and applications where quantities of interest, like stress, must be accurate in prescribed
areas of the model and convergence of nonlinear phenomena must be robust and reliable. Without
these core attributes, an immersed finite element model is not reliable as a tool for engineering
decision making.

2.3

Current Work and Key Contributions

Central to the FRM is the notion of an envelope CAD domain that encapsulates a CAD part. An
envelope CAD domain can be of arbitrary topological and geometric complexity. Envelope domains
are constructed from spline representations that are mathematically formulated to be used as the
basis for design and simulation. The envelope domain is in direct contrast to the use of simple, cubelike background grids in traditional immersed finite element methods. In particular, U-splines are
used as an exemplary envelope CAD technology as it has the prerequisite mathematical properties
to ensure accurate and robust computed solutions in one-, two-, and three-dimensions and can be
deployed over envelope CAD domains of arbitrary geometric and topological complexity.
The practical advantage of the envelope CAD domain is that it can be used to approximate none,
some, or all of the features in the original CAD domain. This gives the analyst additional options
that relax the geometric fit of the envelope domain to the CAD thus simplifying the process of
producing a simulation model. In each case, the smooth, adaptive, higher-order U-spline basis
recovers accurate simulation results. This continuum of simulation modeling possibilities is called
the flex spectrum and the underlying modeling paradigm is called flex modeling or flex simulation.
Key contributions of the FRM include the following:
• The introduction of an analysis-suitable CAD representation, called the envelope domain,
that is based on spline technology. U-spline technology is used to build the CAD envelope
domain although this is not a requirement of the method.
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• A simple geometric modeling procedure, called flex modeling, for building complex envelope
CAD domains that is based entirely on traditional CAD design paradigms and finite element
meshing technology. As a consequence, the FRM approach should be familiar to users of finite
element technology. Of particular importance is the introduction of virtual CAD topology as
a means to guide the spline creation process, resulting in high-fidelity spline models that
both fit the selected features of the underlying CAD to high precision and are suitable for the
simulation at hand.
• To build the envelope CAD domain, a generic spline to CAD fitting procedure is presented
that is based on Bézier projection, is iterative, and is equally applicable to curves, surfaces,
and volumes.
• The designer or analyst can leverage the flex modeling spectrum to tailor the envelope
CAD domain to capture only geometric features of interest, thus greatly simplifying the
simulation model preparation process. By building an envelope domain that captures only
the macroscopic features of a CAD model, it is shown that much more accurate simulation
results can be achieved than is possible with both traditional immersed and finite element
approaches, while still dramatically reducing both model preparation time and degree of
freedom count.
• Central to the FRM is the use of highly nonlinear spline-based geometric mappings to define
the CAD envelope domain. Since quantities like tractions and boundary conditions are
applied directly to the immersed CAD model, to accommodate them in the FRM simulation
framework requires that these geometric mappings be inverted frequently and efficiently. To
accomplish this, a robust and performant point inversion algorithm for unstructured spline
representations like U-splines is described.
• Although the focus is on volumetric envelope domains, the FRM approach can also be applied
to constructing surface envelope domains as well.

2.4

U-splines

The present work is primarily based on the use of a U-spline basis, a volumetric unstructured spline
representation. However, any volumetric spline in extracted form could be used. For a more in
depth treatment of U-spline basis construction, we refer the reader to [48].

2.4.1 Manifolds
We associate a closed subset of R𝑛 , called a 𝑘-manifold m 𝑘 or m, for short, to every 𝑘-cell c in
a U-spline mesh U. A 𝑘-dimensional manifold is constructed through an invertible mapping
m[Ω̂c ] : Ω̂c → m[c]. The 𝑘-dimensional manifold corresponding to U is denoted by m[U] and is
defined as
Ø
m[U] =
m[c]
(2.1)
=

c∈U
Ø

m[Ω̂c ].

(2.2)

c∈U

Each geometric mapping m[Ω̂c ] is defined as
m[Ω̂c ](𝒔 c ) =

Õ
𝑁𝐴 ∈UF(c)

𝑿 [U]𝐴 𝑁𝐴 (𝒔 c ),

𝒔 c ∈ Ω̂c

(2.3)
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Table 2.1: The geometric terms used for manifolds of different dimensions.

𝑑-manifold
(𝑑 − 1)-manifold
(𝑑 − 2)-manifold

𝑑=1
Curve c
Point p
-

𝑑=2
Surface s
Curve c
Point p

𝑑=3
Volume v
Surface s
Curve c

where UF(c) is the set of U-spline basis functions that are non-zero over Ω̂c and 𝑿 [U]𝐴 is an
𝑛-dimensional manifold coefficient.
We use the following common geometric terms for 𝑘-manifolds, 𝑘 ≤ 𝑑 ≤ 𝑛:
We also use, for notational simplicity, Ω̂ and Γ̂ to indicate 𝑑- and 𝑑 − 1-dimensional parametric
domains, respectively. We call a point 𝒙 ∈ R𝑛 a spatial point.
We call an arbitrary subdomain 𝜖 ⊆ m a segment or, if more specificity is required, we use 𝜖 m . A
set of segments is denoted by 𝑬. The parametric domain of a segment is denoted by Ω̂[𝜖]. A set
consisting of all segments generated by some generic partitioning of a manifold m is given by △(m).
A bounding volume of 𝜖 m is a superset of 𝜖 m and is denoted by bv(𝜖 m ) while a set of bounding
volumes associated with a given manifold m is denoted by BV(m). The power set of an arbitrary set
S, denoted by P(S), is defined as the collection of all the subsets of S including the empty set and
the set S itself.

2.4.2 Bézier Projection
A U-spline manifold can be constructed by specifying the manifold coefficients directly or, more
commonly, by computing the manifold coefficients through a geometric projection procedure. We
use Bézier projection [47]. In the case of Bézier projection, a Bézier manifold representation of a
given geometry is first computed, followed by a smoothing step to determine the final U-spline
manifold representation.

Figure 2.7: Bézier projection is used to determine the U-spline control points for the second cell of a cubic B-spline with
𝒞 2 continuity.

We first create a Bézier manifold m[B] by constructing a Bézier mesh B from the cell topology in
some partition △ and then projecting a given geometry into the Bernstein space assigned to each
cell in B. This projection, denoted by Π[c] : m[⊛] → ℬ c , is computed for each cell c ∈ B as
X[cB ] = Π[c](⊛ △[Ω̂△ ]).

(2.4)

This local projection operation over each cell results in a piecewise discontinuous approximation to
m[⊛] in Bernstein form. In other words, the map m[Ω̂B ] : Ω̂B → m is generated such that
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m[B](𝒔 ) = m[Ω̂B ](𝒔 )

=

Õ

𝒙[B]i 𝐵i (𝒔 ) ∀𝒔 ∈ Ω̂B

(2.5)
(2.6)

i ∈ID(B)

where 𝒙[B]i ∈ R𝑛 is the Bernstein control point associated with the ith Bernstein basis function.
The local projector Π[c] can be chosen from a variety of options such as a least-squares projection
or a local polynomial interpolation problem. The Newton-Bernstein interpolation scheme [1] is
particularly efficient and robust.
To determine m̃[U] we apply Bézier projection to m[B]. This projection operation, denoted by
Π[U] : ℬ B → 𝒰 U , can be written as
X[U] = Π[U](m[Ω̂B ]).

(2.7)

First, additional modifications may be made to B to produce the U-spline mesh U. The U-spline
basis UF(U) is constructed over U in extracted form. Now, for a given cell extraction operator,
defined over U, the corresponding cell reconstruction operator is defined as
𝑹 c = (𝑪 c )−1 .

(2.8)

Using the cell reconstruction operator we can compute U-spline control points from Bernstein
control points for a given cell as
𝑿 [cU ] = (𝑹 c )𝑇 𝑿 [cB ].
(2.9)
Note that in most cases m[B] will be less smooth than the U-spline basis. This means the
computed U-spline control points may differ from cell to cell. In this case, the global set of U-spline
control points, denoted by X[U], may be calculated from the cell-level U-spline control points X[cU ]
using a weighted averaging scheme as described in [47]. Importantly, Bézier projection never solves
a global linear system to determine the U-spline control points.
In Fig. 2.7, Bézier projection is used to determine the U-spline control points for the second
cell of a cubic B-spline with 𝒞 2 continuity. The cell-local U-spline control points (center) are
calculated as a linear combination of the Bernstein control points (right) through the application
of the reconstruction operator 𝑹 c . Cell-local spline control points are then mapped to the global
U-spline control points (left) through an appropriate cell-to-global index map.

2.5

Flex Modeling

The FRM approach overcomes the bottlenecks associated with building simulation models by
leveraging the beneficial properties of U-splines to create a more general mesh generation and
simulation modeling approach ideally suited to splines. This approach minimizes the time required
to produce a hexahedral mesh and associated U-spline for a particular problem, while maximizing
the accuracy and robustness in computed solutions made possible by a smooth spline basis. Note
that we only discuss flex modeling in the context of U-spline solids but remind the reader the
techniques described here can also be applied to curves and surfaces.
As shown in Fig. 2.8, the primary geometric ingredients to this approach are:
¯
• A CAD manifold (usually a BREP) that represents the physical domain, denoted by m[⊛],
¯ ⊆ ★v,
• A U-spline manifold that represents the envelope domain, denoted by ★v, where m[⊛]
• Immersed U-spline boundary manifolds, denoted for simplicity by s, where s ⊆ ★v.
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Figure 2.8: Geometric modeling concepts for U-spline flex modeling. In particular, we illustrate the geometric mappings
★v[★Ω̂] : ★Ω̂ → ★v and s[Γ̂] : Γ̂ → s for the U-spline envelope domain and immersed boundaries, respectively.

2.5.1 Envelope CAD Fitting
We present a dimension-agnostic approach to fitting a 𝑑-dimensional U-spline manifold to a
𝑑-dimensional envelope CAD manifold m[⊛]. Given an appropriate U-spline mesh U, the core
procedure consists of a local projection operation onto the corresponding Bézier mesh B followed
by the creation of a set of U-spline manifold control points through Bézier projection. The fitting
operation is progressive, meaning the fitting workflow applies a manifold fitting sequentially for
volumes, surfaces, curves, and points, overwriting manifold control point values from previous
steps. The 𝑑-manifold is first fit to m[⊛], and submanifolds are defined over submeshes K ⊂ B of
dimension 𝑑 − 𝑛 and fit to m[⊛] for each of the subsequent steps. These submeshes must be chosen
such that the U-spline basis is linearly independent over the submesh. To accomplish this, the
U-spline 𝑑-manifold m[U] or m for short is designed through the following process:
¯ is created.
• Step 1: A CAD model of the desired envelope shape, denoted by m[⊛],
¯ to create m[⊛]. The CAD
• Step 2: CAD modification is performed as needed on m[⊛]
¯ and to produce a
modification process is used both to eliminate dirty geometry in m[⊛]
topological layout that guides the mesh generation algorithm toward an optimal mesh for the
U-spline basis construction and CAD fitting steps.
• Step 3: A mesh generation algorithm is used to create a piecewise 𝑑-linear approximation
to m[⊛], denoted by m[△], where △ denotes the underlying mesh. The mesh provides the
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topology and a parametric domain for the construction of the U-spline basis and initial
approximate CAD mapping m[Ω̂△ ] : Ω̂△ → m. Numerous techniques are available for
constructing m[△]. We focus on leveraging techniques widely available in mesh generation
software, with a particular focus on Coreform Cubit.
• Step 4: We assume that m[⊛] is sufficiently well-defined that a closest point mapping can
be constructed efficiently. This closest point mapping, denoted by 𝜿 ⊛ : R𝑛 → m[⊛], maps a
given spatial point in R𝑛 to the closest point in m[⊛]. Given the mesh and the closest point
mapping, we can define the following map
⊛ △[Ω̂△ ](𝒔 ) = 𝜿 ⊛ ◦ m[Ω̂△ ](𝒔 ),

𝒔 ∈ Ω̂△ .

(2.10)

This map provides an initial approximation to m[⊛] and a parameterization for U-spline
fitting.
• Step 5: A Bézier mesh B is created from the mesh topology in m[△]. Cell domains, parameterizations, degrees, continuities, and Bernstein-like spaces are assigned to B.
• Step 6: The Bézier mesh B is modified to create an admissible U-spline mesh U and ensure
that the resulting space 𝒰 is appropriate for the problem at hand.
• Step 7: A U-spline manifold m[U] is created by fitting to the envelope CAD m[⊛] ⊂ R𝑛 . A
set of U-spline manifold coefficients (also called control points) X[U] is determined such
that the resulting U-spline manifold mapping m[Ω̂U ] : Ω̂U → m closely approximates m[⊛],
i.e., m[U] ≈ m[⊛]. The overall U-spline to CAD fitting workflow is dimension agnostic and
includes a progressive approach, with sequential volume, surface, curve, and point fitting.
We demonstrate the effectiveness of the U-spline to CAD fitting process on several surface and
volume examples. Figure 2.9 shows a U-spline that captures the sharp corners in a CAD surface
geometry. Figure 2.10 shows a U-spline fit to a planar surface that includes circular features. To
resolve the circular features, a curve fitting is applied to the manifold edges of the circular features
after the surface projection is applied. Figure 2.11a, 11b, 12a, and 12b illustrate the behavior of the
U-spline to CAD fitting algorithm for U-spline volumes. As expected, high-quality approximations
to the original CAD models is achieved in both cases.

2.5.2 Embedding
¯ is embedded into the
To overcome the issues associated with BREPs, the physical domain m[⊛]
envelope domain ★v, as shown in Fig. 2.8. The envelope manifold is a watertight U-spline, i.e.,
¯ is embedded into ★v we can replace the BREP, in the simplest setting, by
★v = m[Ω̂U ]. Once m[⊛]
an implicit indicator function
(
¯
1 if 𝒙 ∈ m[⊛],
𝜒(𝒙) =
(2.11)
0 otherwise,
possibly complemented by some level of spline approximation of the original BREP surfaces.
Since the envelope geometry is watertight and the implicit indicator function is robust against
defects in the underlying BREP, we have successfully sidestepped the issues associated with dirty
geometry that complicate the simulation model preparation process. For generality, we will focus
¯ represented by an implicit indicator function. We often integrate quantities over s that
on a m[⊛]
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(a) The original U-spline mesh.

(b) Addmissible U-spline surface.

Figure 2.9: Fitting a quadratic U-spline to a gasket cover.

(a) The original U-spline mesh.

(b) The quadratic spline fit with surface and curve fitting.
Figure 2.10: Applying surface and curve fitting to a planar surface with circular features.
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(b) Admissible U-spline volume.

Figure 2.11: Fitting a quadratic U-spline volume to a spinal implant model.

(a) The original mesh

(b) Admissible U-spline volume.

Figure 2.12: Fitting a quadratic U-spline volume to a knuckle geometry.

are defined over ★Ω̂. To accomplish this, we construct inverse manifold mappings of the form



s[★Ω̂]

 −1

: s → ★Ω̂ as described in Section 2.6.

The U-spline manifold mapping associated with s is given by s[Γ̂] and is illustrated in Fig. 2.8. In
contrast to prevailing immersed methods, geometry representation in the flex modeling approach
provides the flexibility to create an envelope geometry that selectively captures important geometric
¯ Geometric features may include fillets, sharp creases, small holes, highly curved
features of m[⊛].
surfaces, etc. The process of removing or changing the geometric features of a CAD model is often
called defeaturing. For example, consider the geometry in Fig. 2.8. Since the stress near the curved
surface may be of interest, the boundary of the envelope manifold is fitted to this surface, as shown
in Fig. 2.8—whereas other geometric features are embedded in ★v to simplify the modeling process.
¯ then this method behaves like a traditional
Note that if ★v is chosen such that ★v ≈ m[⊛]
¯ and ★v[★Ω̂] is an affine
isoparametric finite element method. If ★v is a bounding box of m[⊛]
mapping, this method behaves like existing immersed methods that use rectilinear envelope
domains.
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Even though the shape of ★v can be arbitrary, it should simplify the construction of the U-spline
¯ as dictated by the needs of the
while maintaining the critical geometric characteristics of m[⊛]
problem. In this way we overcome the most critical issues associated with hexahedral mesh
generation for BREP models while still achieving accurate solutions.

2.5.3 The Flex Spectrum
U-spline flex modeling allows the analyst to choose the optimal level of effort to generate a mesh for
a given problem. In all cases, the approximation power of the higher-order, smooth, locally-adaptive
U-spline basis will continue to produce accurate solutions. We call the set of all potential flex
←
→
modeling approaches for a given problem the flex spectrum and denote it by ℱ and refer to a
unique instance within the spectrum as ℱ𝑖 . By convention, we use ℱ0¯ to represent the fully-featured,
body-fitted approach (shown in Fig. 2.13a), ℱ0 to represent the partially defeatured, body-fitted
approach (shown in Fig. 2.13b), and ℱ∞ to represent a traditional fully-immersed approach where
all geometric features are retained but immersed in a background mesh. These symbols represent
←
→
the extrema of ℱ . Positive integers are then used to communicate the ordering of instances or
←
→
indexing along the interior of ℱ , with larger indices suggesting higher levels of immersion. A
←
→
single flex model in the interior of ℱ will simply be denoted by ℱ .
An Illustrative Example

In the example shown in Fig. 2.13, 14, 15, and 16, an experienced
←
→
analyst has devised five potential simulations within ℱ . In Fig. 2.13, the features that the analyst
has selected for defeaturing (light highlight), immersion (medium highlight), or body-fitting (dark
highlight) are shown. Note that in none of these examples is the model both defeatured (thus
modifying the physical domain) and immersed. This combination is possible within the flex
spectrum, but omitted here for simplicity.
• ℱ0¯ : In ℱ0¯ , shown in Fig. 2.13a, Fig. 2.14a, and Fig. 2.15a, no surfaces have been selected for
defeaturing or immersion. In other words, the envelope domain, shown in Fig. 2.14a, is
¯ For an experienced analyst, producing the mesh for
equivalent to the physical domain m[⊛].
ℱ0¯ , shown in Fig. 2.15a, requires approximately twelve labor hours. This estimate includes
significant time spent correcting inconspicuous geometry errors in the native CAD definition
that nevertheless complicate or even prevent the successful generation of a mesh.
• ℱ0 : A more sensible approach is taken in ℱ0 , shown in Fig. 2.13b, Fig. 2.14b, and Fig. 2.15b,
where the analyst recognizes that the CAD features shown in Fig. 2.13b will complicate the
meshing process and can be safely removed, resulting in the defeatured CAD model m[⊛]
shown in Fig. 2.14b. The mesh generation process is much simpler for ℱ0 than for ℱ0¯ , requiring
only a few minutes of analyst time to produce, as shown in Fig. 2.15b.
• ℱ1 : Wishing to retain the computational efficiency of ℱ0 , but hoping to avoid potential errors
caused by CAD defeaturing, the analyst instead immerses the complex CAD features, as
shown in Fig. 2.13c, Fig. 2.14c, and Fig. 2.15c. The resulting envelope domain, shown in
Fig. 2.14c, is similar to ℱ0 , shown in Fig. 2.14b, and can be meshed using a similar strategy, as
shown in Fig. 2.15c, although this will not generally be the case. In fact, the envelope domain
mesh generation process should become more simple as the spectrum index increases and
more of the model is immersed.
• ℱ2 : In ℱ2 , the analyst seeks to eliminate the meshing problem entirely by immersing all but
the outermost features, as shown in Fig. 2.13d, Fig. 2.14d, and Fig. 2.15d. As a result, the
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analyst produces the envelope domain shown in Fig. 2.14d. In this case, no decomposition
step is required to produce the envelope mesh shown in Fig. 2.15d. By fitting the envelope
domain to major features of the physical domain, significant accuracy gains are realized in
comparison to ℱ∞ .
• ℱ∞ : In ℱ∞ , all features of the CAD geometry, shown in Fig. 2.13e, Fig. 2.14e, and Fig. 2.15e,
are immersed within the rectilinear envelope domain, shown in Fig. 2.14e. As shown in
Fig. 2.15e, this rectilinear envelope domain is trivial to mesh. In this case, the analyst has in
fact eliminated all manual labor associated with mesh generation. While all the previous
approaches can utilize adaptivity to boost accuracy, ℱ∞ will in most cases require local
adaptivity to produce useful results.
The U-spline envelope domains associated with each flex model are shown in Fig. 2.16a,
Fig. 2.16b, Fig. 2.16c, Fig. 2.16d, and Fig. 2.16e. We again note that both ℱ0¯ and ℱ0 have envelope
domains that are equivalent to their respective physical domains, while ℱ>0 have at least part of
the physical domain immersed within the envelope domain. As expected, ℱ0¯ the highest element
count of the alternatives shown, due to the requirement that the mesh both fit all small features in
the CAD model and be a conforming hexahedral mesh. A closeup of a partially-immersed CAD
feature is shown in Fig. 2.17.

2.6

Envelope Inverse Mapping

FRM requires advanced inverse mapping algorithms to map physical points onto the parametric
envelope domain as seen in Fig. 2.8. These algorithms are used to construct quadrature rules,
boundary conditions, contact detection, tied interfaces, and output. For example, consider the
geometry boundary embedded in a grid of elements in Fig. 2.18.
For output, we wish to know how the boundary deforms under the simple deformation 𝝋. For this,
we need to invert the reference configuration geometric map. If we could guarantee that the points
we wish to invert always lay within the range of the geometric map, it would be a simple matter to
invert. However, under real world circumstances, the embedded geometry can leave the envelope.
Similarly, contact surfaces will not exactly match each other. As such, we preform point inversion
with a closest-point projection algorithm. Defining a distance cost function to minimize,

𝑑 (𝒑, 𝒒) =

def

1
(𝑝 𝑖 − 𝑞 𝑖 ) (𝑝 𝑖 − 𝑞 𝑖 ) ,
2

(2.12)

the general inverse mapping problem is defined by the following minimization problem
min

𝑑 (m (𝒔 ) , 𝒑) ,

(2.13)

𝒔 ∈Ω̂[m]

where 𝒑 is the point we are inverting and m is the manifold onto which we are inverting.

2.6.1 Bounding Volume Hierarchy
In practice, geometries are partitioned into elements, requiring us to search through the elements
for the one that contains the closest point. Bounding volume hierarchies (BVH) allow us to eliminate
most of the elements as candidates for the element containing the closest point.
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(a) Fully-featured, body-fitted hexahedral mesh.

(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with a difficult-to-mesh region
immersed.

(d) Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.13: An example flex spectrum. The CAD surfaces that will be defeatured (light highlight), immersed (medium
highlight), and body-fitted (dark highlight) are highlighted.
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(a) Fully-featured, body-fitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with difficult to mesh region
immersed.

(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(d) ℱ2 Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.14: The CAD envelope domains for each approach.
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(a) Fully-featured, body-fitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with difficult to mesh region
immersed.

(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(d) Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.15: A comparison of the decompositions and resulting hexahedral meshes for each approach.
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(a) Fully-featured, body-fitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with difficult to mesh region
immersed.

(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(d) Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.16: The U-spline envelope domains for each approach. The associated physical domain, when different than the
envelope domain, is also shown.
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Figure 2.17: Detail of the immersed region for the ℱ1 approach.

Figure 2.18: A simple boundary embedded in a grid of elements and its deformation to the current configuration.
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Given a partition △(m) of a manifold m, a BVH tree is constructed using a bottom-up approach
through the following steps:
• Step 1: Each element in m is first wrapped into a basic bounding volume.
• Step 2: Every two bounding volumes are grouped into a larger bounding volume.
• Step 3: Step 2 proceeds in a recursive manner, eventually resulting in a binary tree structure
with a single bounding volume at the top.
Figure 2.19a and Fig. 2.19b illustrate a BVH tree built on a nine element domain for the envelope
geometry given in Fig. 2.8.

(b) BVH tree built from segments in Fig. 2.19a.
(a) Envelope manifold partitioned into nine Bézier
segments.

Figure 2.19: A BVH tree built from a partition of the envelope geometry into nine Bézier segments as shown in Fig. 2.8.
Note that the bounding volume type has not yet been specified.

The choice of bounding volume type plays an important role in the efficiency of the search
algorithm provided by the BVH tree structure. Generally, the bounding volume should have a
simple shape so that less storage is required for the BVH tree structure and calculating upper and
lower bounds on the distance between a point and an element is simple and fast. Additionally, the
bounding volumes are expected to fit the elements tightly so that we search through fewer bounding
volumes. Various bounding volume types are used for collision detection in the animation industry
and for ray tracing in computational geometry, including spheres, axis aligned bounding boxes
(AABB), oriented bounding boxes (OBB), 𝑘-direction discrete oriented polytopes (KDOP), and
convex hulls. Among these, AABB is the most widely used bounding volume type as it is easy to
construct, requires little memory, and intersection or containment tests are easy to implement and
extremely fast. In this work, we use AABB as our bounding volume type. However, we note that
the proposed point inversion algorithm is general and independent of the bounding volume type.
An AABB in R𝑛 can be represented by two vectors 𝒄 𝑙 , 𝒄 𝑢 ∈ R𝑛 such that 𝑐 𝑖𝑙 ≤ 𝑐 𝑖𝑢 as seen in Fig. 2.20.
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Figure 2.20: The representation of a simple AABB.

Searching for the Cells Nearest a Point In order to find the set of cells that contains the nearest
point, it is insufficient to only find the set of cells whose bounding volumes contain the point.
For example consider Fig. 2.21. The bounding volume of the line segment on the right contains
the point, but the closest point is actually found on the line segment on the left even though the
corresponding bounding volume does not contain the point.

Figure 2.21: A simple example where the point lies outside of the bounding volume of the nearest cell, while lying
within the bounding volume of another cell.

By constructing an upper bound on the distance to the nearest point, we can overcome this issue.
As such, we define the upper and lower bounds of the distance from a point 𝒑 to any point in a set
of points E, respectively, as
𝐵𝑢 (𝒑, E) = sup ∥𝒑 − 𝒒∥
def

(2.14)

𝒒∈E

𝐵 𝑙 (𝒑, E) = inf ∥𝒑 − 𝒒∥ .
def

𝒒∈E

(2.15)
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Thus the distance to the nearest point is 𝐵 𝑙 (𝒑, m). For an AABB, these bounds are simply
𝑢

𝐵 (𝒑, AABB(E)) =

sÕ


max

𝑝 𝑖 − 𝑐 𝑖𝑙

2

, 𝑝 𝑖 − 𝑐 𝑖𝑢

2

(2.16)

𝑖

𝐵 𝑙 (𝒑, AABB(E)) =

sÕ

min max 𝑝 𝑖 , 𝑐 𝑖𝑙 , 𝑐 𝑖𝑢 − 𝑝 𝑖 ,





2

(2.17)

𝑖

where 𝒄 𝑙 and 𝒄 𝑢 are the two vectors representing the AABB around the set E. For generality, in the
following we will consider bounding volumes rather than just the special case of AABBs. Given an
upper bound 𝑈 on the distance, the set of the nearest cells is defined as
C (𝒑, 𝑈) =

def



𝜖 m : 𝜖 m ∈ △(m), 𝐵 𝑙 (𝒑, bv(𝜖m )) ≤ min (𝑈 , 𝜀gap )

(2.18)

where 𝜀gap > 0 is the gap tolerance. The gap tolerance is used in contact to filter out the cells that
are too far away to be in contact.
We consider two different upper bounds, both of which can be represented in the same form.
Let G denote a set of geometries such that ∀g ∈ G, ∃𝒒 ∈ g such that 𝒒 ∈ m. The nearest geometry to
𝒑 from this set is defined as
𝑐 (𝒑, G) = g s.t.
def

g minimizes 𝐵𝑢 (𝒑, g) over G.

(2.19)

Thus, a valid upper bound on 𝐵 𝑙 (𝒑, m)
𝑈 = 𝐵𝑢 (𝒑, 𝑐 (𝒑, G)) .

(2.20)

The different upper bounds come from using different sets in place of G.
A simple option to use for G is a set of points P such that ∀𝒒 ∈ P, 𝒒 ∈ m. Eq. (2.20) simplifies to
𝑈 point (𝒑) = 𝐵𝑢 (𝒑, 𝑐 (𝒑, P))
= min ∥𝒑 − 𝒒∥ .

(2.21)
(2.22)

𝒒∈P

P might come from the vertices of the cells, a tessellation, or some other source. Returning to the
example in Fig. 2.21, Fig. 2.22 shows an example of this upper bound. Note that P just consists of

the end points of the line segments in this example.
Another option for G is
L = {bv(𝜖 m ) : 𝜖 m ∈ △(m)} .
def

(2.23)

Rather than having to construct a set P, this uses the BVH directly as L is just the set of leaf nodes in
the BVH. Eq. (2.20) becomes
𝑈 BV (𝒑) = 𝐵𝑢 (𝒑, 𝑐 (𝒑, L))
𝑢

(2.24)

= min 𝐵 (𝒑, bv(𝜖 )) .
m

(2.25)

𝜖 m ∈△(m)

This bound can be understood as finding the radius of a ball such that only one of the bounding
volumes is completely contained within it. Again returning to the example in Fig. 2.21, Fig. 2.23
shows an example of this upper bound.
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Figure 2.22: A simple example of the upper bound 𝑈 point .

Figure 2.23: A simple example of the upper bound 𝑈 BV .
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This bound is more conservative than 𝑈 point as reflected in the larger ball in Fig. 2.23 when compared
to Fig. 2.22. Note that if ∀𝜖 m ∈ △(m), ∃𝒒 ∈ P such that 𝒒 ∈ 𝜖 m , then 𝑈 point ≤ 𝑈 BV . It is only under
rare circumstances that they are equal. Thus 𝑈 point will produce fewer cells to check. However,
𝑈 BV was constructed directly from the BVH without requiring a set of points P.
Additionally, we sort the cells first by their lower bounds 𝐵 𝑙 (𝒑, bv(𝜖 m )) and then by their upper
bounds 𝐵𝑢 (𝒑, bv(𝜖 m )). This has the effect that regardless of which upper bound we use, not only
will we will find the nearest point quickly, but we will also search the same cells in the same order.
This mitigates the fact that 𝑈 BV produces more cells than 𝑈 point .
Searching for the Cells Nearest a Cell FRM also requires the set of cells in △(m) near another
cell. Similar to finding the cells near a point, it is insufficient to only find the cells whose bounding
volumes overlap the bounding volume of the cell. For example, consider the line segment in
Fig. 2.24. The bounding box of the line segment is completely contained within the bounding box
of the right line segment. However, the nearest point to the left endpoint is on the left line segment.

Figure 2.24: A simple example where the bounding box of a cell does not overlap the bounding box of all the nearest cells.

In order to overcome this issue we use the following
 𝑛 theorem (proven in Section 2.6.1):
Given any polytope whose set of vertices is 𝒑 𝑖 𝑖=1 and a point 𝒎 ∈ m the set of points in m
Ð 
closest to the polytope is contained in 𝑛𝑖=1 𝒒 : 𝒑 𝑖 − 𝒒 ≤ 𝒑 𝑖 − 𝒎 .
From this result, we can build the following algorithm to find the cells in △(m) near a cell:



𝑛

• Step 1: Given a cell, find the vertices of its control net, denoted by 𝒑 𝑖 𝑖=1 . We assume that
the set of basis functions corresponding to the control net is positive and forms a partition of
unity. Thus, a subset of the vertices form the convex hull of the cell.
• Step 2: Find a point near the cell, preferably within its convex hull. Taking the mean of the
vertices is a simple option:
𝑛
1Õ
𝒑𝑚 =
𝒑𝑖
𝑛
𝑖=1

(2.26)
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(a) When G = P.

(b) When G = L.

Figure 2.25: The nearest geometry in G to 𝒑 𝑚 .

• Step 3: Find 𝑐 𝒑 𝑚 , G as seen in Fig. 2.25.



• Step 4: Use the theorem proven in Section 2.6.1 to construct balls about each vertex of the
control net such that their union contains
the set of closest points on
 m as seen in Fig. 2.26. This
Ð 
set is concretely defined as 𝑛𝑖=1 𝒒 : 𝒑 𝑖 − 𝒒 ≤ 𝐵𝑢 𝒑 𝑖 , 𝑐 𝒑 𝑚 , G . Note that the theorem

does not directly apply when G = L. However, since ∃𝒎 ∈ 𝑐 𝒑 𝑚 , G such that 𝒎 ∈ m, this is
not an issue. It produces a more conservative result than if 𝒎 was known and used. Similar
to the previous section, G = L also produces a more conservative result than G = P.

• Step 5: Construct an AABB about all of the balls. The components of the vectors that represent
the AABB are
𝑐 𝑖𝑙 = min 𝑝 𝑖𝑗 − min 𝐵𝑢 𝒑 𝑖 , 𝑐 𝒑 𝑚 , G



𝑗

𝑐 𝑖𝑢 = max 𝑝 𝑖𝑗 + min 𝐵𝑢 𝒑 𝑖 , 𝑐 𝒑 𝑚 , G
𝑗



, 𝜀gap



, 𝜀gap



(2.27)
.

(2.28)

Note that the gap tolerance was used to shrink the AABB. The gap tolerance is often small
enough that it will always dominate the sizing of the AABB. In such cases it is simpler and
faster to just skip Steps 2 - 4 and use the gap tolerance on its own when constructing the
AABB.
• Step 6: Finally, use the BVH to find all cells in △(m) whose bounding volumes overlap the
AABB.
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(a) When G = P.
(b) When G = L.
Figure 2.26: The balls constructed about each vertex of the control net.

Proof of Cells Nearest a Cell Theorem To prove the result used to develop the algorithm
described in Section 2.6.1, first consider the simple polytope of a line segment whose end points are
the points 𝒑1 and 𝒑2 . The line segment is then



(1 − 𝜉) 𝒑1 + 𝜉𝒑2 : 0 ≤ 𝜉 ≤ 1 .

(2.29)

Since 𝒎 ∈ m, the point (1 − 𝜉) 𝒑1 + 𝜉𝒑2 satisfies
𝐵 𝑙 (1 − 𝜉) 𝒑1 + 𝜉𝒑2 , m ≤ (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 .



(2.30)

Letting 𝒒 be any point such that
(1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒒 ≤ (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 ,

(2.31)

including the closest point, then
(1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒒 · (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒒 ≤ (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 · (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 .
(2.32)









Rearranging leads to
𝒒 · 𝒒 − 2𝒑1 · (𝒒 − 𝒎) − 𝒎 · 𝒎 ≤ 2𝜉 𝒑2 − 𝒑1 · (𝒒 − 𝒎) .



(2.33)

If 𝒑2 − 𝒑1 · (𝒒 − 𝒎) ≤ 0, then 𝜉 𝒑2 − 𝒑1 · (𝒒 − 𝒎) ≤ 0 and





0 ≥ 𝒒 · 𝒒 − 2𝒑1 · (𝒒 − 𝒎) − 𝒎 · 𝒎 = 𝒑1 − 𝒒 · 𝒑1 − 𝒒 − 𝒑1 − 𝒎 · 𝒑1 − 𝒎 .











(2.34)

Thus 𝒑1 − 𝒒 ≤ 𝒑1 − 𝒎 . Similarly, if 𝒑2 − 𝒑1 · (𝒒 − 𝒎) ≥ 0, then 𝒑2 − 𝒒 ≤ 𝒑2 − 𝒎 . Thus

Ð
𝒒 : 𝒑1 − 𝒒 ≤ 𝒑1 − 𝒎
𝒒 : 𝒑2 − 𝒒 ≤ 𝒑2 − 𝒎 contains the closest point to (1 − 𝜉) 𝒑1 +
𝜉𝒑2 , ∀𝜉 ∈ [0, 1] and the result is proved for the simple case of a line segment.
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The result can be proved for a convex polytope with induction by repeated application of the
line segment result. Let c be a convex polytope and 𝜕c denote its boundary. Note that the boundary,
interior, and exterior are defined by the subspace topology of the minimal affine space containing
the polytope. Let us assume that the result holds over the boundary 𝜕c, i.e. let us assume that
{𝒓 : ∥𝒃 − 𝒓 ∥ ≤ ∥𝒃 − 𝒎 ∥ } ⊂

𝑛
Ø


𝒒 : 𝒑𝑖 − 𝒒 ≤ 𝒑𝑖 − 𝒎

,

∀𝒃 ∈ 𝜕c.

(2.35)

𝑖=1

Given a point 𝒊 on the interior of c, there exists an infinite number of pairs of points 𝒃1 , 𝒃2 ∈ 𝜕c
such that 𝒊 ∈ {(1 − 𝜉) 𝒃1 + 𝜉𝒃2 : 0 ≤ 𝜉 ≤ 1}. Thus, by the line segment result,
{𝒓 : ∥𝒊 − 𝒓 ∥ ≤ ∥𝒊 − 𝒎∥ } ⊂ {𝒒 : ∥𝒃 1 − 1∥ ≤ ∥𝒃1 − 𝒎∥ }

Ø

{𝒒 : ∥𝒃2 − 1∥ ≤ ∥𝒃 2 − 𝒎∥ }

(2.36)

and by Eq. (2.35),
{𝒓 : ∥𝒊 − 𝒓 ∥ ≤ ∥𝒊 − 𝒎 ∥ } ⊂

𝑛
Ø


𝒒 : 𝒑𝑖 − 𝒒 ≤ 𝒑𝑖 − 𝒎

.

(2.37)

𝑖=1

Thus the result holds on the interior of the c. This can be repeated again and again by recognizing
that the boundary of a convex polytope is just the finite union of lower dimensional convex polytopes.
The base case consists of the edges of the polytope. In this case, the assumption in Eq. (2.35) is
trivially true as the boundaries of the edges are just the vertices themselves. Thus the result is
proved for a convex polytope.
Finally, the result can be proved for a general polytope by recognizing that a subset of the
vertices will create a convex polytope enveloping the entire polytope. The rest of the vertices are
just interior points of this convex polytope. Thus the result is proved for a general polytope.

2.6.2 Point Inversion
After finding the nearest cells using Section 2.6.1, we can find the nearest point on a cell using
𝑑 (m (𝜖m , 𝒔 ) , 𝒑) .

min

(2.38)

𝒔 ∈Ω̂[𝜖m ]

In the following, 𝜖 m is often omitted from the inputs to the manifold m except when clarity is
required. Note that since 𝒔 must stay on the cell, it is subject to linear inequality constraints:
0 ≤ 𝑠 𝛼 ≤ 1.

(2.39)

For simplicity, both inequality constraints on 𝑠 𝛼 are combined into the single inquality constraint
𝐶 𝛼 = 𝑠 𝛼 (𝑠 𝛼 − 1) ≤ 0

no sum over 𝛼.

(2.40)

Thus, the solution will be a stationary point of the following Lagrangian:



ℒ(𝒔 , 𝝀, 𝝈) = 𝑑 (m (𝒔 ) , 𝒑) − 𝜆 𝛼 𝐶 𝛼 + 𝜎𝛼2


(2.41)

where 𝜎𝛼 is a slack variable on the inequality constraint 𝐶 𝛼 . A stationary point satisfies the following
equations also known as the KKT conditions:
𝜕𝑑 (m (𝒔 ) , 𝒑)
m𝐼,𝛼 − 𝜆𝛽 𝐶𝛽,𝛼
𝜕m 𝐼
= (m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼 − 𝜆𝛽 𝐶𝛽,𝛼

𝛿𝑠 𝛼 : 0 =

𝛿𝜆 𝛼 : 0 = 𝐶 𝛼 +
𝛿𝜎𝛼 : 0 = 𝜆 𝛼 𝜎𝛼

𝜎𝛼2

(2.42)
(2.43)
(2.44)

no sum over 𝛼.

(2.45)
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We solve this system of equations with a simple active constraint method. This eliminates the need
to solve for the slack variables. Additionally, due to the simple structure of the constraints, i.e.
𝐶 𝛼,𝛽 = 0 when 𝛼 ≠ 𝛽, the indices of the components of 𝒔 decouple into sets of active indices and
inactive indices. Over the active indices, we need to satisfy the residual
0 = (m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼

(2.46)

while over the inactive indices, the Lagrange multipliers are given by
𝜆𝛼 =

(m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼
2𝑠 𝛼 − 1

no sum over 𝛼.

(2.47)

We can solve this system using a Newton-Raphson loop, for which the tangent is
𝑇𝛼𝛽 = m𝐼,𝛼 m𝐼,𝛽 + (m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼𝛽 .

(2.48)

Note that the indices are only over the active indices. Due to the second term, this tangent is not
necessarily positive definite, meaning that the resulting search direction might not be a descent
direction. If this is the case, we fall back to the gradient descent method.
Point inversion can be solved with Algorithm 2.1 which calls Algorithm 2.2 on many different
cells. The sorting of the set of cells in Algorithm 2.1 is important as it eliminates many calls to
Algorithm 2.2 as opposed to blindly searching through the set of cells.
Optimizations In the previous sections, we greatly sped up the algorithm by sorting the cells
from the BVH as we can truncate the search once they were too far away from the point. In this
section we make three additional optimizations to this algorithm and show numerical results for
Algorithm 2.1 Pseudocode for the nonlinear inverse mapping algorithm.
1: procedure invertPoint( 𝒑)
2:

𝑈 = 𝐵𝑢 (𝒑, 𝑐 (𝒑, G))

⊲ Get an upper bound on distance to nearest point

4:

cells = C (𝒑, 𝑈)
𝑑 = 𝜀gap

5:

𝜖m

6:

𝒔 = NULL

7:

for each 𝜖m
𝑐 in cells do
if 𝑑 ≤ 𝐵 𝑙 (𝒑, bv(𝜖m
𝑐 )) then

3:

8:
9:

⊲ Get the sorted set of cells nearest to 𝒑 using a BVH
⊲ Initialize the distance to the gap tolerance
⊲ Leave the solution cell unitialized

= NULL

⊲ Leave the solution parametric location unitialized

⊲ Truncate the search as there is no better solution in the rest of the cells

break loop

10:

end if

11:

𝒔 𝑐 = nearestPointOnCell(𝒑, 𝜖m
𝑐 )

12:

𝑑 𝑐 = ∥𝒑 − m (𝜖m
𝑐 , 𝒔 𝑐 )∥
if 𝑑𝑐 < 𝑑 then

13:
14:

𝑑 = 𝑑𝑐

15:

𝜖m

16:

𝒔 = 𝒔𝑐

𝜖m

= 𝑐

18:

end if
end for each

19:

return [𝜖m , 𝒔 ]

20:

end procedure

17:

⊲ Search the cell for the nearest point
⊲ Compute the distance to the candidate point
⊲ Check if the candidate solution is a better solution
⊲ Update the distance with the candidate distance
⊲ Update the solution cell with the candidate cell
⊲ Update the solution parametric location with the candidate parametric location

⊲ If the current 𝜖m and 𝒔 are still uninitialized, there is no solution closer than the gap tolerance
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Algorithm 2.2 Pseudocode for finding the nearest point on a cell algorithm.
1: procedure nearestPointOnCell( 𝒑, 𝜖 m )
2:

𝒔 = {0.5, 0.5, ..., 0.5}

3:

𝒊𝑎

5:

= {1, 2, ..., 𝑛}
𝒊 𝑖 = {}
𝑹 = residual(𝒑, 𝜖 m , 𝒔 )

6:

if ∥𝑹∥ 2 < tol then

4:

7:
8:
9:

⊲ Initialize the result to the middle of the cell
⊲ Initialize the active indices to all index values where 𝑛 is the dimension of the domain of m
⊲ Initialize the inactive indices as empty
⊲ Compute the initial residual
⊲ Terminate if it is converged at the initial point

return 𝒔

end if
loop

10:

Δ𝒔 = getIncrement(𝒑, 𝜖 m , 𝒔 , 𝒊 𝑎 )

11:

𝒔 𝑐 = 𝒔 + Δ𝒔

12:

𝑆=1

⊲ Compute a candidate solution
⊲ Initialize the scale factor to 1

13:

𝑐 = −1

14:

for each 𝛼 ∈ 𝒊 𝑎 do

⊲ Initialize the new constraint index to -1
min(max(𝑠 𝛼𝑐 ,0),1)
Δ𝑠 𝛼

15:

𝑆𝑐 =

16:

if 𝑆𝑐 < 𝑆 then

17:

𝑆 = 𝑆𝑐
𝑐=𝛼

18:

21:

end if
end for each
if 𝑐 < 0 then

22:

𝒔 = 𝒔𝑐

19:
20:

23:

⊲ Update the constraint index with the corresponding index

⊲ Update the solution when there are no new constraints

else
𝒔 = 𝒔 + 𝑆Δ𝒔

25:

remove 𝑐 from 𝒊 𝑎
add 𝑐 to

⊲ Update the solution when there is a new constraint

𝒊𝑖

end if

28:

𝑹 = residual(𝒑, 𝜖m , 𝒔 )

30:

𝑟 = ∥𝑹 [𝒊 𝑎 ]∥ 2
if 𝑟 < tol then

32:
33:

converged = true

34:

for each [𝜆, 𝑐] ∈ 𝐿 do

35:



remove 𝑐 from 𝒊 𝑖
𝒊𝑎

36:

add 𝑐 to

37:

𝑟 = 𝑟 + 𝜆2

38:

if 𝑟 ≥ tol then

39:

converged = false

40:

break loop

41:

end if
end for each
if converged then

42:
43:
44:
45:
46:
47:
48:

return 𝒔

end if
end if
end loop
end procedure

⊲ Update the residual
⊲ Compute the norm squared of the active portion of the residual

𝐿 = [𝜆 𝛼 , 𝛼] : 𝛼 ∈ 𝒊 𝑖 , 𝜆 𝛼 > 0
sort 𝐿 by the Lagrange multipliers

31:

⊲ Remove the new constraint from the active indices
⊲ Add the new constraint to the inactive indices

27:

29:

⊲ Find a candidate scale factor
⊲ Update the scale factor if the candidate is smaller

24:

26:

⊲ Compute the increment to the solution

⊲ Find the Lagrange multipliers

⊲ Remove the constraint from the inactive indices
⊲ Add the constraint to the active indices
⊲ Update the norm squared of the active portion of the residual
⊲ Continue the search for the closest point

⊲ Loop converged, return the solution
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how these optimizations greatly speed up the inverse map. The first occurs when the gradient of
the mapping is square, the second occurs when the mapping is an affine mapping, and the last
occurs when a mapping is comprised of a mixture affine and nonlinear regions. We call a mapping
comprised of a mixture of regions a composite mapping.
Square Gradient Given that m is assumed to be a smooth injective map, if m𝐼,𝛼 is square, then
it is an invertible matrix. The gradient is square when the dimensions of the domain and range of
m match and there are no active indices. The simplified residual is
0 = m𝐼 − 𝑝 𝐼

(2.49)

resulting from m𝐼,𝛼 being invertible. The tangent in this case is
𝑇𝐼𝛼 = m𝐼,𝛼

(2.50)

which always results in a descent direction as seen in the following:

i

h
i

𝜕𝑑 (m (𝒔 ) , 𝒑)  h
− (∇ m)−1
(m𝐼 − 𝑝 𝐼 ) = − m𝐽 − 𝑝 𝐽 m𝐽,𝛼 (∇ m)−1
(m 𝐼 − 𝑝 𝐼 )
𝜕𝑠 𝛼
𝛼𝐼
𝛼𝐼
= − (m𝐼 − 𝑝 𝐼 ) (m𝐼 − 𝑝 𝐼 )
≤ 0.

(2.51)
(2.52)
(2.53)

It is zero if and only if m𝐼 = 𝑝 𝐼 .
If a constraint activates, we switch over to the previous method, but if all the constraints
deactivate we switch back to this method. We can take advantage of this by switching between
different sets of residual and increment functions in Algorithm 2.2.
The efficiency gains come in two forms. First, if this method is active at convergence, we know
there is no better solution as m is assumed to be injective. In this case, we can truncate the search
without searching the rest of the cells even if their lower bound is zero. Second, we avoid many
evaluations such as second order derivatives or checking that the search direction is actually a
descent direction.
Affine Mapping An affine mapping is defined by a translation vector and a linear operator.
Given an origin point m𝐼𝑜 , an affine map can be defined with
m𝐼 = m𝐼𝑜 + m𝐼,𝛼 𝑠 𝛼

(2.54)

where m𝐼,𝛼 is constant everywhere. Two examples of an affine mapping are given in Fig. 2.18. The
residual is
0 = m𝐼𝑜 − 𝑝 𝐼 m𝐼,𝛼 + 𝑇𝛼𝛽 𝑠 𝛽



(2.55)

𝑇𝛼𝛽 = m𝐼,𝛼 m𝐼,𝛽

(2.56)

where

is the tangent, which is constant over the entire geometry.
The optimization comes in two forms. First, each cell only differs by a translation, allowing us
to check all of the cells as one large block. Second, it eliminates the Newton-Raphson iterations
in the general theory above as the tangent is just a constant operator. However, the correct set of

The Flex Representation Method

34

constraints is still unknown. By generalizing Algorithm 2.2 to take an entire affine region instead of
just a single cell, we can solve for the correct set of constraints. Every step in the algorithm will
step to the best point under the current set of constraints and then either terminate or update the
constraints.
A further optimization occurs when the affine mapping is orthogonal. An affine mapping is
orthogonal when 𝑇𝛼𝛽 = 0 whenever 𝛼 ≠ 𝛽. This decouples all of the components of 𝒔 as seen in
the residual, Eq. (2.55). This means that everything decouples including the constraints and the
Lagrange multipliers. The result of this is that we can invert the point one component at a time
without worrying about constraints on the other components.
Composite Mapping A composite map consists of affine and nonlinear regions allowing us to
switch between algorithms on the different regions. Algorithm 2.3 does this such that we avoid
calling Algorithm 2.2 as much as possible.
For a composite map there is a nesting of partitions and segments. Let △(m) be the partition on
the manifold m into affine and nonlinear regions. Thus 𝜖 m then denotes one of these regions. A
m
further partition on each region, denoted by △(𝜖 m ), separates the cells. A cell is then 𝜖 𝜖 .
On line 26 we mention that we only “sufficiently” sort the set of regions when adding the
nonlinear cells as new subdivisions to search. As there can many cells to add, keeping it fully sorted
added noticeable overhead when compared to the general nonlinear algorithm in Section 2.6.2. As
such we sort the set of regions only enough so that the next region to consider is always the best
region to consider next.

2.6.3 Numerical results
In order the see how the different improvements affect the speed of the method, we invert the
output mesh of the ladder frame problem in Fig. 2.27. The envelope domain, represented by the
black mesh, is a composite mapping. Portions of it are affine and other portions are nonlinear. The
surface, embedded within the envelope domain, is created by inverting the vertices of a tessellation
of the geometry

Figure 2.27: The ladder frame example. The black mesh around the surface is the envelope domain. The results on the
surface are just a simple eigenmode.
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Algorithm 2.3 Pseudocode for the composite inverse mapping algorithm.
1: procedure invertPointCompositeMap( 𝒑)
2:

𝑈 = 𝐵𝑢 (𝒑, 𝑐 (𝒑, G))

3:

subdivisions = C△(m) (𝒑, 𝑈)

4:

𝑑 = 𝜀gap

5:

𝜖m = NULL

6:

𝜖 𝜖 = NULL

⊲ Get an upper bound on distance to nearest point
⊲ Get the sorted set of regions nearest to 𝒑 using a BVH
⊲ Initialize the distance to the gap tolerance
⊲ Leave the solution region unitialized

m

⊲ Leave the solution cell unitialized
⊲ Leave the solution parametric location unitialized

7:

𝒔 = NULL

8:

for each subdivision in subdivisions do

9:
10:

𝑙 = 𝐵 𝑙 (𝒑, bv(subdivision))

if 𝑑 ≤ 𝑙 then

13:

⊲ Truncate the search as there are no better solution in the rest of the regions.

break loop

11:
12:

end if
if subdivision is an affine region then
𝜖h m
𝑐 = subdivision
i

14:

m
𝜖 𝜖𝑐 , 𝒔 𝑐

15:



m
𝜖m , 𝜖 𝜖 , 𝒔

𝑑𝑐 = 𝒑 − m

17:

if 𝑑𝑐 ≤ 𝑑 then

18:

𝑑 = 𝑑𝑐

19:

𝜖m = 𝜖m
𝑐
𝜖 𝜖 = 𝜖 𝜖𝑐
𝒔 = 𝒔𝑐
m

20:
21:

23:

⊲ Convert subdivision to a region

𝜖m )

= nearestPointOnAffineRegion(𝒑, 𝑐

16:

22:

𝑐

𝑐

⊲ Update the solution region with the candidate region
⊲ Update the solution cell with the candidate cell
⊲ Update the solution parametric location with the candidate parametric location

end if
else if region is a nonlinear region then

25:

cells = C△(𝜖m𝑐 ) (𝒑, 𝑈)

elseh

𝜖
𝜖m
𝑐 , 𝜖𝑐

m

i

𝜖
𝒔 𝑐 = nearestPointOnCell(𝒑,

 𝜖𝑐 )

𝑑𝑐 = 𝒑 − m

30:

m
𝜖m , 𝜖 𝜖 , 𝒔

𝑐

𝑐

31:

if 𝑑𝑐 ≤ 𝑑 then

32:

𝑑 = 𝑑𝑐

33:
34:

𝜖m = 𝜖m
𝑐
m
m
𝜖 𝜖 = 𝜖 𝜖𝑐

35:

𝒔 = 𝒔𝑐

38:

end if
end if
end for each

39:

return 𝜖m , 𝜖 𝜖 , 𝒔

40:

⊲ Convert subdivision to a region and cell

= subdivision
m

29:

36:

⊲ Convert subdivision to a region
⊲ Get the sorted set of cells nearest to 𝒑 on the region using a BVH

add cells to subdivisions ⊲ Add the nonlinear cells to the set of regions to search, keeping it “sufficiently” sorted

26:

37:

⊲ Search the affine region for the nearest point
⊲ Compute the distance to the candidate point

m

𝜖m
𝑐 = subdivision

28:

𝑐



⊲ Check if the candidate solution is a better solution

24:

27:

⊲ Get the lower bound on the distance to the subdivision



end procedure

m



⊲ Search the nonlinear cell for the nearest point
⊲ Compute the distance to the candidate point

𝑐

⊲ Check if the candidate solution is a better solution
⊲ Update the solution region with the candidate region
⊲ Update the solution cell with the candidate cell
⊲ Update the solution parametric location with the candidate parametric location

⊲ If the current 𝜖 m , 𝜖 𝜖 , and 𝒔 are still uninitialized, there is no solution closer than the gap tolerance
m
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Table 2.2: The timing results of the various improvements to the inverse mapping.

Original
1175s

Sorted cells Square truncation Square evaluation Composite
75s
91s
61s
31s

Starting with the original time, Table 2.2 shows the timings of each successive improvement,
showing that they each significantly reduced the time. "Square truncation" refers to truncating the
search when the gradient is square and there are no active constraints. "Square evaluation" refers
to the simplified evaluation that comes from having a square gradient and no active constraints.
"Composite" refers to using the composite inverse map. This also shows that the affine map is also
a significant improvement over the nonlinear algorithm as that is the source of the improvement in
the composite map.

3
3.1

Structural Elements

Summary

Beam and shell theories are important as they can greatly reduce simulation time when compared
to solid formulations. Here, we develop a unified theory for solids, shells, beams, and rigid bodies
showing that they are tightly related to each other. This includes showing that the same partial
differential equations govern all four cases. This theory allows a wider application of beams and
shells since we now have a consistent framework within which we can directly incorporate all
nonlinear material models developed for standard solid formulations.
Of particular importance is that we do not arbitrarily eliminate higher-order strain terms in
our unified theory [4, 49]. This vestigial practice was primarily motivated by the limitations of
low-order FEA since the linear basis functions cannot approximate these higher-order strain terms
anyway. However, by retaining those higher-order strain terms our theory remains consistent
and, by leveraging higher-order, smooth splines to approximate them, we can achieve greater
accuracy and robustness in computed solutions to structural theories. Also, while not treated here,
we anticipate this clean and concise theory to aid us in our search for locking-free beam and shell
numerical approximations to the continuous theory.
Additionally, we make an initial attempt at implementing an FRM shell. As part of this, we
show that drilling stiffness can be implemented as a slight modification the stress state.

3.2

Previous work

This work assumes a basic understanding of continuum mechanics and associated concepts. For a
basic overview of continuum mechanics there are many resources, but [32] is a great starting place.
Within the realm of IGA, beam and shell theories are dominated by theories where the higherorder terms of the Green-Lagrange strain are thrown away so that it becomes linear in the strains
defined on the mid-geometry. A somewhat recent example of this for beams can be found in [4],
while an example for shells can be found in [49].
However, there are beam and shell theories that do not discard the higher-order terms. This
is done by working with the deformation gradient instead of the Green-Lagrange strain. This
has the added benefit that a wider range of material models can be used. The origin of such
theories can be found in Reissner beam theory [33, 34, 35]. Rather than degenerating a classic
three-dimensional continuum model, Reissner assumed a form for the strains and that the resultant
forces and moments were some function of those strains. This theory was extended by others
such as in [24, 40, 46]. The issue with this theory is that the material law is not tied back to
three-dimensional continuum mechanics and can be rather hard to decipher. A solution to this
issue was proposed in [3] where it was shown how to decompose the deformation gradient into the
assumed strains of Reissner beam theory. However, this was only for straight beams. An attempt to
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extend this to curved beams was made in [27], though this was incorrectly done as the curvature of
the beam was not properly handled. A deeper explanation is given in Section 3.3.3.
For shells, a very similar theory can be found in [11, 29, 31] which finds its foundations in
the series of papers [41, 42, 43, 44, 45]. This theory is interesting because the strain measures
proposed there can be recognized as generalizations of those from Reissner beam theory though
that connection is not recognized there. This connection is made even more obvious in later papers
[12, 30] where beams and shells are both treated with the same equations as those in Reissner
beam theory. The authors were able to also show the connection to the deformation gradient. One
issue with this theory is that the authors primarily dealt with triangular elements which has little
applicability to IGA.

3.3

Geometric description

The most general structural element in Finite Element Analysis (FEA) is the traditional solid element.
It can be used to simulate how any three-dimensional solid body will deform and displace. However,
for efficiency, assumptions about the deformation of the solid body are made so as to simplify the
physics of the body. Examples of this are shells, beams, and rigid bodies. In each of these cases, the
physics are reduced to a lower dimensional manifold; for shells to a two-dimensional manifold,
for beams to a one-dimensional manifold, and for rigid bodies to a zero-dimensional manifold.
This manifold is known as the mid-geometry while the dimensions left over from the dimensional
reduction to the mid-geometry are known as the section. A more precise definition of the section
will be given later.
This leads to a set of four structural elements indexed by 𝑛, which is the dimension of the
manifold to which the physics are reduced. In the following, we will call this an 𝑛-dimensional
structural element. The index 𝑛 must obey the following inequality.

0≤𝑛≤3

(3.1)

Note that when 𝑛 = 3, there is no dimensional reduction and the structural element is just a solid
element.
Since these theories are defined with indices, we can then use indicial notation to represent all
of these elements using the same partial differential equations. This includes using the Einstein
summation convention. This is done by specifying three different sets of indices.

𝐼 = {𝑖}3𝑖=1
𝐼

𝑚
𝑠

=

{𝑖} 𝑛𝑖=1
𝑛

𝐼 =𝐼\𝐼

(3.2)
(3.3)
(3.4)

The superscripts 𝑚 and 𝑠 are used because, as we will see, those indices are typically used to denote
quantities in the mid-geometry and section, respectively.
In order to simplify notation, we use different types of indices to indicate which set the index
comes from. A Latin index indicates that it comes from 𝐼, i.e., 𝑖 ∈ 𝐼, and a Greek index indicates 𝐼 𝑚 ,
i.e., 𝛼 ∈ 𝐼 𝑚 . Since 𝐼 𝑠 is the complement of 𝐼 𝑚 in 𝐼, we use primed Greek indices to indicate 𝐼 𝑠 , i.e,
𝛼′ ∈ 𝐼 𝑠 .
We note that we only consider manifold mid-geometries. There are many methods handling
non-manifold mid-geometries, however we do not treat any of them here.
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3.3.1 Reference conﬁguration
In order to better understand the quantities in this and the following sections, the reader is referred
to Fig. 3.1 where a beam example is presented.
In an 𝑛-dimensional structural element, the physics are reduced to a smooth 𝑛-dimensional
manifold known as the mid-geometry and denoted by Ω0𝑚 ⊂ R3 in the reference configuration. We
can locally parameterize this manifold meaning that each point 𝑿¯ in a neighborhood in Ω0𝑚 can be
uniquely mapped to a point in R𝑛 . Letting 𝜉𝛼 be that point, we can then let 𝑿¯ locally represent a
smooth invertible function, i.e., 𝑿¯ (𝜉𝛼 ).
Attached at every point 𝑿¯ ∈ Ω0𝑚 is a subset of a (3 − 𝑛)-dimensional affine space known
as a

section. Choosing a point 𝑿¯ ∈ Ω0𝑚 , the corresponding section is then denoted by Ω0𝑠 𝑿¯ . Recall
that the mid-geometry Ω0𝑚 is parameterized locally by 𝜉𝛼 , meaning that a section can alternatively
be denoted by Ω0𝑠 (𝜉𝛼 ). In fact, this can be done for any mapping from Ω0𝑠 .
As a section is affine, there exists a basis for each section, known as the directors, that spans
it. The directors consist of 3 − 𝑛 linearly independent
vectors in R3 and are denoted by 𝑫 𝛼′ in the

𝑠 ¯
reference configuration. Letting 𝑿 ∈ Ω0 𝑿 , then there exists a unique vector 𝑹 ∈ span 𝑫 𝛼′ such
that
𝑿 = 𝑿¯ + 𝑹.

(3.5)

Since the directors must be linearly independent, 𝑹 can be uniquely represented by 𝜉𝛼′ providing a
nice parameterization of the section.
𝑹 = 𝜉 𝛼′ 𝑫 𝛼′

(3.6)

This demonstrates the affine structure of a section. The point 𝑿 in the section is created by
translating by 𝑿¯ a vector 𝑹, which is from an (3 − 𝑚)-dimensional linear space. Finally, since the
directors 𝑫 𝛼′ are attached to a section, they can also be parameterized by 𝑿¯ , i.e., 𝑫 𝛼′ 𝑿¯ .
Letting Ω0 denote the reference configuration of the entire body, it can then be defined as
Ω0 := {𝑿 : 𝑿 ∈ Ω0𝑠 𝑿¯ , 𝑿¯ ∈ Ω0𝑚 }.



(3.7)

Additionally, requiring that the sections
not intersect means that there exists,
 for each point 𝑿 ∈ Ω0 ,

a unique pair of vectors 𝑿¯ , 𝑹 such that 𝑿¯ ∈ Ω0𝑚 , 𝑹 ∈ span 𝑫 𝛼′ 𝑿¯ , and 𝑿 = 𝑿¯ + 𝑹. The
parameterizations of the mid-geometry and the sections can then be pulled through, allowing Ω0
to then be locally parameterized by 𝜉𝑖 . Let 𝑿 ∈ Ω0 , then
𝑿 (𝜉𝑖 ) = 𝑿¯ (𝜉𝛼 ) + 𝑹 (𝜉𝑖 )

(3.8)

𝑹 (𝜉𝑖 ) = 𝜉𝛼′ 𝑫 𝛼′ (𝜉𝛼 ) .

(3.9)

Letting Γ0𝑚 be the boundary of Ω0𝑚 and Γ0𝑠 𝑿¯ be the boundary of Ω0𝑠 𝑿¯ , we can construct the
boundary of Ω0 by partitioning it into the following two sets.





𝜇
Γ0 := 𝑿 : 𝑿¯ ∈ Γ0𝑚 , 𝑿 ∈ Ω0𝑠 𝑿¯


Γ0𝜎 := 𝑿 : 𝑿¯ ∈ Ω0𝑚 , 𝑿 ∈ Γ0𝑠 𝑿¯





(3.10)
(3.11)

We then assume that the boundary of Ω0 , denoted by Γ0 , consists solely of these two sets.
𝜇

Γ0 = Γ0 ∪ Γ0𝜎

(3.12)
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This assumption is violated when the section do not continuously change over Ω0𝑚 . An example
of this occurs when the thickness of a shell suddenly changes from one value to another. In such
cases, there is an inconsistency in the stress state between neighboring sections due to the sudden
change in the section. However, in practice this assumption is often
 ignored.
𝑠 ¯
An important distinction in the previous definition is that Γ0 𝑿 and Γ0𝑚 are boundaries in their
corresponding subspace topologies and not the topology of R3 . To see the distinction consider the
boundary of the mid-geometry, Ω0𝑚 , of a rigid body. In this case, the mid-geometry is just a single
point, resulting in the boundary being that single point again in the topology of R3 . However, in
the subspace topology, the boundary would instead be the empty set, ∅.

3.3.2 Current conﬁguration
The current configuration at time 𝑡, denoted by Ω (𝑡), is found through the deformation map,
𝜑 : Ω0 × R+ → R3 , which is required to be smooth and invertible. A wide class of elements in use
currently also require the assumption that sections must map affinely into the current configuration.
This assumption means that each section, when treated in isolation, will only translate and deform
by a linear operator. This generates a field of translations and a field of linear operators both over
Ω0𝑚 .
𝒖¯ : Ω0𝑚 × R+ → R3
𝚲 :

Ω0𝑚

+

× R → L(R )
3

(Translation)

(3.13)

(Linear Operator)

(3.14)

Recall Ω0𝑠 𝑿¯ is itselfan affine structure, which means that 𝜑 Ω0𝑠 𝑿¯ , 𝑡 is also an affine structure.
Letting 𝒙 ∈ 𝜑 Ω0𝑠 𝑿¯ , 𝑡 , there exists a unique vector 𝑹 ∈ span 𝑫 𝛼′ such that







𝒙 = 𝒙¯ + 𝒓

(3.15)

𝒙¯ = 𝑿¯ + 𝒖¯

(3.16)

𝒓 = 𝚲𝑹.

(3.17)

where

Due to the structure of 𝒙¯ , we can define a deformation mapping of the mid-geometry from the
reference into the current configuration; 𝜑 𝑚 : Ω0𝑚 × R+ → R3 .
𝜑 𝑚 𝑿¯ , 𝑡 := 𝑿¯ + 𝒖¯ 𝑿¯ , 𝑡





(3.18)

which in turn defines the mid-geometry in the current configuration as
Ω𝑚 (𝑡) := 𝜑 𝑚 Ω0𝑚 , 𝑡 .



(3.19)

Consider the case of a hollow tube. The mid-geometry passes through the middle of the hollow
space inside the tube without ever touching the tube itself. Thus it is not necessarily true that
Ω0𝑚 ⊂ Ω0 . For simplicity, in such cases we assume 𝜑 𝑚 to be smooth and invertible just like 𝜑.
Mapping the directors into the current configuration
𝒅 𝛼′ = 𝚲𝑫 𝛼′

(3.20)
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and recalling that 𝑹 is uniquely represented by 𝜉𝛼′ in this basis, we can alternatively say that
𝒓 = 𝜉 𝛼′ 𝒅 𝛼′

(3.21)

through the linearity of 𝚲. This demonstrates the affine structure of 𝜑 Ω0𝑠 𝑿¯ , 𝑡 . The point 𝒙
in the section is created by translating
  by 𝒙¯ a vector 𝒓, which is from a (3 − 𝑛)-dimensional linear
𝑠 ¯
space. Due to this, we let 𝜑 Ω
𝑿
, 𝑡 be the section in the current configuration and denote it by
0
𝑠
𝑚
¯
Ω ( 𝒙¯ , 𝑡), where 𝒙¯ = 𝜑 𝑿 , 𝑡 .





Figure 3.1: The relationship between the different quantities in the reference and current configurations for a beam.

The result of all of this is that the current configuration is then
Ω (𝑡) = {𝒙 : 𝒙 ∈ Ω𝑠 ( 𝒙¯ , 𝑡) , 𝒙¯ ∈ Ω𝑚 (𝑡)}.

(3.22)

Since 𝜑 is smooth and invertible, we can pull the parameterization of Ω0 through to Ω (𝑡). Let
𝒙 ∈ Ω (𝑡), then
𝒙 (𝜉𝑖 , 𝑡) = 𝒙¯ (𝜉𝛼 , 𝑡) + 𝒓 (𝜉𝑖 , 𝑡)

(3.23)

𝒓 (𝜉𝑖 , 𝑡) = 𝜉𝛼′ 𝒅 𝛼′ (𝜉𝛼 , 𝑡) .

(3.24)

Additionally, the displacement map is given by the traditional expression
𝒖 (𝜉𝑖 , 𝑡) = 𝒙 (𝜉𝑖 , 𝑡) − 𝑿 (𝜉𝑖 ) .

(3.25)

Using the deformation maps, we can also map the different boundary sets from the reference
into the current configuration;
Γ𝑚 (𝑡) := 𝜑 𝑚 Γ0𝑚 , 𝑡







(3.26)



Γ𝑠 ( 𝒙¯ , 𝑡) := 𝜑 Γ0𝑠 (𝜑 𝑚 )−1 ( 𝒙¯ ) , 𝑡



𝜇


(3.27)

Γ𝜇 (𝑡) := 𝜑 Γ0 , 𝑡



Γ𝜎 (𝑡) := 𝜑 Γ0𝜎 , 𝑡



(3.29)

Γ (𝑡) := 𝜑 (Γ0 , 𝑡) .

(3.30)

(3.28)

A wide range of structural elements fall into this paradigm, including continuum based elements
like those found in [5]. We, however, will additionally assume that sections can only move rigidly.
This means that the set of allowed linear operators is limited to SO(3), i.e. rotation matrices. In
other words
𝚲 : Ω0𝑚 × R+ → SO(3).

(3.31)

It might not be immediately obvious how solid elements fit into this paradigm as typically they
are not described as having sections. This is because the orientation of the section can be ignored as
they are zero-dimensional, i.e. a single point. Thus the rotation field can be arbitrary.
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3.3.3 Deformation gradient and local bases
The deformation gradient is the gradient of the deformation mapping 𝜑, though it is often
shorthanded to
𝑭 :=

𝜕𝒙
.
𝜕𝑿

(3.32)

This gradient is important because it allows us to translate derivative quantities between the
reference and current configurations. The determinant of the deformation gradient, det(𝑭), is also
important as it transforms volumetric integrals between the reference and current configurations.
Closely related to the deformation gradient are the covariant and contravariant bases, though
first, we need to define some derivative notation. Let 𝑎 be an arbitrary function parameterized by
𝜉𝑖 and time 𝑡, then a derivative of 𝑎 with respect to 𝜉𝑖 is denoted by
𝑎 ,𝑖 =

𝜕𝑎
.
𝜕𝜉𝑖

(3.33)

We also use dot notation to denote the total time derivative of a quantity.
𝑑𝑎
𝑑𝑡
𝑑2 𝑎
𝑎¥ = 2
𝑑𝑡
𝑎¤ =

(3.34)
(3.35)

In Table 3.1 we provide the definition of the contravariant and covariant bases. Note that the
representation of some of the quantities is notationally simpler, but there are representations that
are computationally simpler. As part of defining the covariant basis, we also define the directional
area vector and the integral pullback. The directional area vectors are just the vectors normal to the
parallograms whose sides are given by two of the contravariant basis vectors. See Fig. 3.2 for an
example. The length of one of these vectors is just the area of the corresponding parallogram. The
integral pullback will pullback volumetric integrals in the reference or current configuration to the
parameteric coordinates 𝜉𝑖 . Note that 𝜀𝑖𝑗 𝑘 denotes the Levi-Civita symbol. It is easy to verify the
defining relationship between the contravariant and covariant bases, i.e. 𝑮 𝑖 · 𝑮 𝑗 = 𝒈 𝑖 · 𝒈 𝑗 = [𝜹]𝑖𝑗
where [𝜹]𝑖𝑗 denotes the Kronecker delta.

Table 3.1: Contravariant and covariant bases with related quantities. Includes both the reference and current
configurations as well as the relationships between.

Contravariant Basis

Reference Configuration Current Configuration
𝑮 𝑖 = 𝑿 ,𝑖
𝒈 𝑖 = 𝒙 ,𝑖

Directional Area Vector 𝑨 𝑖 = 21 𝜀𝑖𝑗 𝑘 𝑮 𝑗 × 𝑮 𝑘





𝒂 𝑖 = 12 𝜀𝑖𝑗 𝑘 𝒈 𝑗 × 𝒈 𝑘



Relationship
𝒈 𝑖 = 𝑭𝑮 𝑖
𝒂 𝑖 = det(𝑭)𝑭 −𝑇 𝑨 𝑖

Integral Pullback

𝐺 = 𝑮 𝑖 · 𝑨𝑖
no sum over 𝑖

𝑔 = 𝒈 𝑖 · 𝒂𝑖
no sum over 𝑖

𝑔 = det(𝑭)𝐺

Covariant Basis

𝑮𝑖 =

𝒈𝑖 =

𝒈 𝑖 = 𝑭 −1 𝑮 𝑖

𝑨𝑖
𝐺

𝒂𝑖
𝑔
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Figure 3.2: The directional area vector 𝑨1 which corresponds to the parallelogram defined by 𝑮 2 and 𝑮 3 .

The deformation gradient and its inverse in terms of the contravariant and covariant bases are
then
𝑭 = 𝒈 𝑖 ⊗ 𝑮𝑖
𝑭

−1

= 𝑮𝑖 ⊗ 𝒈

(3.36)

𝑖

(3.37)

where ⊗ denotes the outer product or tensor product of two vectors. By recognizing that
𝑮 𝛼′ = 𝑫 𝛼′

(3.38)

𝒈 𝛼′ = 𝒅 𝛼′ ,

(3.39)

we can define strain measures and decompose the deformation gradient into them.
𝜺 𝛼 = 𝚲𝑇 𝒙¯ ,𝛼 − 𝑿¯ ,𝛼



𝜿 𝛼 = 𝒔 −1 𝚲𝑇 𝚲,𝛼

(3.40)



𝝉𝛼 = 𝜺𝛼 + 𝜿 𝛼 × 𝑹

(3.41)
(3.42)

The map 𝒔 () constructs a skew symmetric matrix from an axial vector while 𝒔 −1 () extracts the axial
vector of a skew symmetric matrix. 𝜺 𝛼 consists of the membrane and shear strains while 𝜿 𝛼 are the
curvature strains. These can be recognized as the strain measures of Reissner beam theory [33, 34,
35]. The decomposition of the deformation gradient is then
𝑭 = 𝚲 (𝑰 + 𝝉 𝛼 ⊗ 𝑮 𝛼 ) ,

(3.43)

which is a generalization of the decomposition in [3]. We note that specializing this for beams
and the assumptions of [27], we do not recover the deformation gradient presented there even
though it was supposed to be a generalization of [3] also. They are missing the contibutions of
the determinant of the Jacobian of the reference geometric map, specifically the contributions of
that determinant to the covariant basis. At the centroid, under their assumptions, the determinant
is one, recovering their expression. However, the determinant varies over the section due to the
curvature of the beam causing our definition for the deformation gradient to differ from theirs
away from the centroid.
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Finally, gradients in the different configurations can be found using the covariant bases. Let 𝑎
be an arbitrary function parameterized by 𝜉𝑖 , then the gradient in the reference configuration and
the current configuration are, respectively,

3.4

∇𝑋 𝑎 = 𝑎 ,𝑖 𝑮 𝑖

(3.44)

∇𝑥 𝑎 = 𝑎 ,𝑖 𝒈 𝑖 .

(3.45)

Partial differential equations

Before considering the partial differential equations, we need to consider the domains that boundary
conditions will be applied to. The different boundary conditions for the PDEs are applied to
different portions of the boundary. We do this by subdividing the boundary of the mid-geometry,
Γ𝑚 , and then constructing subdivisions of Γ𝜇 . If Γ𝑚 is subdivided into Γ 𝑔 and Γ ℎ such that
Γ 𝑔 ∪ Γ ℎ = Γ𝑚

(3.46)

Γ 𝑔 ∩ Γ ℎ = ∅,

(3.47)

then we can define the subdivisions of Γ𝜇 as
Γ𝛾 := {𝒙 : 𝒙¯ ∈ Γ 𝑔 , 𝒙 ∈ Ω𝑠 ( 𝒙¯ )}

(3.48)

Γ𝜂 := 𝒙 : 𝒙¯ ∈ Γ ℎ , 𝒙 ∈ Ω𝑠 ( 𝒙¯ ) .

(3.49)

Γ𝛾 ∪ Γ𝜂 = Γ𝜇

(3.50)



It is fairly simple to show that
𝛾

𝜂

Γ ∩ Γ = ∅.

(3.51)

This subdivision is necessary because of the rigid body motion assumption. The displacement is
really only defined on the mid-geometry and so the boundary needs to be subdivided based on the
mid-geometry. We cannot arbitrarily subdivide the entire boundary.
The strong form of the governing equations are



∇𝑥 · 𝝈 𝑇 + b = 𝜌 𝒙¥





𝝈 = 𝝈𝑇




𝒖 = 𝒖¯ 𝑔 + 𝚲 𝑔 𝑹











𝝈n = h
𝝈n = 0

on Ω

(Conservation of Linear Momentum)

(3.52)

on Ω

(Conservation of Angular Momentum)

(3.53)

𝛾

(Dirichlet BC)

(3.54)

𝜂

(Neumann BC)

(3.55)

on Γ
on Γ

𝜎

on Γ .

(3.56)

Note that the Neumann boundary condition over Γ𝜎 is zero. Non-zero Neumann boundary
conditions over Γ𝜎 are typically handled by lumping them in with the external body forcing once it
has been reduced to the mid-geometry. For simplicity here, we eliminate this manipulation.
The strong form over Ω can be converted to a strong form over Ω𝑚 by converting to and from
a weak form. This requires a space of test functions, which incorporates the rigid-body motion
assumption. First, the variation of 𝛿𝒓 is found.
𝛿𝒓 = 𝛿𝚲𝑹

(3.57)

= 𝛿𝚲𝚲𝑇 𝚲𝑹
𝑇

= 𝛿𝚲𝚲 𝒓

(3.58)
(3.59)
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Letting 𝛿𝝎 be the axial vector of the skew symmetric matrix 𝛿𝚲𝚲𝑇
𝛿𝒓 = 𝛿𝝎 × 𝒓.

(3.60)

𝛿𝒙 = 𝛿 𝒙¯ + 𝛿𝝎 × 𝒓.

(3.61)

Thus the test functions are

These test functions represent every possible variation that corresponds to the kinematic assumptions.
The weak form of solid continuum mechanics is then

∫





¥ 𝑑𝑣 = 0
𝛿𝒙 · ∇𝑥 · 𝝈 𝑇 + b − 𝜌 𝑿

Conservation of Linear Momentum

(3.62)

Conservation of Angular Momentum.

(3.63)

Ω

∫

𝒔 (𝛿𝝎) : 𝝈𝑑𝑣 = 0

Ω

We focus on the conversion of the two most complicated equations, i.e., the conservation laws. The
boundary conditions are much simpler and can also be converted using similar techniques to what
follows.
We combine the two conservation laws into one by adding together Eq. (3.62) and Eq. (3.63) and
applying the divergence theorem to the stress term in Eq. (3.62).

∫

𝛿𝒙 · (b − 𝜌 𝒙¥ ) 𝑑𝑣 +

Ω

∫

𝛿𝒙 · (𝝈n) 𝑑𝑎 =

Γ

∫

(∇𝑥 𝛿𝒙 − 𝒔 (𝛿𝝎)) : 𝝈𝑑𝑣

(3.64)

Ω

This makes sense because the test functions are arbitrary as long as they follow the kinematic
assumptions, allowing us to eventually separate out two new conservation laws tailored to the
n-dimensional structural element. Recognizing that 𝒈 𝑖 ⊗ 𝒈 𝑖 is just the identity operator, we can
make the following simplification
∇𝑥 𝛿𝒙 − 𝒔 (𝛿𝝎) = (𝛿 𝒙¯ ,𝑖 + 𝛿𝝎 ,𝑖 × 𝒓 + 𝛿𝝎 × 𝒓 ,𝑖 ) ⊗ 𝒈 𝑖 − 𝛿𝝎 × 𝒈 𝑖 ⊗ 𝒈 𝑖



= (𝛿 𝒙¯ ,𝑖 + 𝛿𝝎 ,𝑖 × 𝒓 − 𝛿𝝎 × 𝒙¯ ,𝑖 ) ⊗ 𝒈 𝑖 .

(3.65)
(3.66)

This is the first step that reduces the physics to the mid-geometry. Note that since 𝒙¯ , 𝛿 𝒙¯ , and 𝛿𝝎
are parameterized by 𝜉𝛼 , the weak form can be simplified to the following form. Also, the area
integral is reduced to Γ𝜇 due to the traction being zero over Γ𝜎 .

∫
Ω

𝛿𝒙 · (b − 𝜌 𝒙¥ ) 𝑑𝑣 +

∫
Γ𝜇

𝛿𝒙 · (𝝈n) 𝑑𝑎 =

∫

(𝛿 𝒙¯ ,𝛼 + 𝛿𝝎 ,𝛼 × 𝒓 − 𝛿𝝎 × 𝒙¯ ,𝛼 ) · (𝝈 𝒈 𝛼 ) 𝑑𝑣

(3.67)

Ω

The stress term on the right is now only summed over the indices having to do with the mid-geometry.
Using 𝑔, we pull back the volume integrals to the parametric coordinates. We can also do so for
the area integrals using a variation of Nanson’s formula.
𝑑𝑣 = 𝑔𝑑𝑉 𝜉



(3.68)



n𝑑𝑎 = 𝒂 𝑖 𝒆 𝑖 · n𝜉 𝑑𝐴𝜉
= 𝒂 𝑖 𝑛 𝑖𝜉 𝑑𝐴𝜉

(3.69)
(3.70)
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Figure 3.3: The mapping of a directed area, 𝒆 1 , from parametric coordinates to 𝒂 1 , a directed area in the current
configuration. The traction over this area is then just 𝒕 1 .

where 𝒆 𝑖 is the classic Cartesian basis of R3 . The quantity 𝑛 𝑖𝜉 is simplified by recognizing 𝑛 𝛼𝜉′ = 0
𝜇
over Γ𝜉 and the left over components, 𝑛 𝛼𝜉 , are just the parametric coordinates of the normal vector
of boundary of the mid-geometry. Substituting all of this back in

∫

𝜉

𝛿𝒙 · (b − 𝜌 𝒙¥ ) 𝑔𝑑𝑉 +

∫

Ω𝜉

∫

𝛿𝒙 · (𝝈 𝒂 𝛼 ) 𝑛 𝛼𝜉 𝑑𝐴𝜉

𝜇
Γ𝜉

(3.71)

(𝛿 𝒙¯ ,𝛼 + 𝛿𝝎 ,𝛼 × 𝒓 − 𝛿𝝎 × 𝒙¯ ,𝛼 ) · (𝝈 𝒂 𝛼 ) 𝑑𝑉 𝜉 .

=
Ω𝜉

We define the internal tractions as
𝒕 𝛼 = 𝝈 𝒂𝛼.

(3.72)

These internal tractions are physically significant. Consider a differential area in parametric
coordinates whose normal is 𝒆 𝛼 . The internal traction 𝒕 𝛼 is just the traction over this area when it is
mapped into the current configuration, as seen in Fig. 3.3.
Using Fubini’s theorem, we break apart the integrals into integrals over the section and the
mid-geometry. Letting 𝑑𝑀 𝜉 be a differential portion of the mid-geometry, 𝑑𝐵𝜉 a differential portion
of the boundary of the mid-geometry, and 𝑑𝑆 𝜉 a differential portion of the section we can say
𝑑𝑉 𝜉 = 𝑑𝑆 𝜉 𝑑𝑀 𝜉
𝜉

𝜉

(3.73)

𝜉

𝑑𝐴 = 𝑑𝑆 𝑑𝐵 .

(3.74)

This is possible because of the pull back to the parametric coordinates where 𝜉𝛼 parameterizes the
mid-geometry and 𝜉𝛼′ the section. Along with replacing the left over test functions 𝛿𝒙 with their
definition, we now substitute these integral splits.

∫

𝛿 𝒙¯ ·

Ω𝜉𝑚

∫
+
Γ𝜉𝑚

Ω𝜉𝑠

Ω𝜉𝑚

𝜉

(b − 𝜌 𝒙¥ ) 𝑔𝑑𝑆 + 𝛿𝝎 ·

𝑛 𝛼𝜉 𝛿 𝒙¯ ·

∫
=

∫

∫
Ω𝜉𝑠

𝒕 𝛼 𝑑𝑆 𝜉 + 𝛿𝝎 ·

(𝛿 𝒙¯ ,𝛼 − 𝛿𝝎 × 𝒙¯ ,𝛼 ) ·

∫
Ω𝜉𝑠

∫

∫
Ω𝜉𝑠

Ω𝜉𝑠

!
𝒓 × (b − 𝜌 𝒙¥ ) 𝑔𝑑𝑆

𝜉

𝑑𝑀 𝜉

!
𝒓 × 𝒕 𝛼 𝑑𝑆 𝜉 𝑑𝐵𝜉

𝒕 𝛼 𝑑𝑆 𝜉 + 𝛿𝝎 ,𝛼 ·

∫
Ω𝜉𝑠

(3.75)

!
𝒓 × 𝒕 𝛼 𝑑𝑆 𝜉 𝑑𝑀 𝜉
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Evaluating integrals over the sections, reveals the resultants.

∫

𝒇 𝛼𝑖𝑛𝑡

=

∫

𝒇 𝑏𝑒 𝑥𝑡

=
=

𝑔b𝑑𝑆

=

𝜉

𝒎 𝑏𝑒 𝑥𝑡

𝑎h𝑑𝑆

𝜉

𝒎 𝑒ℎ𝑥𝑡

Ω𝜉𝑠

∫

𝜌

𝒕 𝛼 𝑑𝑆

𝒎 𝑖𝑛𝑡
𝛼

Ω𝜉𝑠

∫

𝒇 ℎ𝑒 𝑥𝑡
𝒇

Ω𝜉𝑠

𝜉

Ω𝜉𝑠

𝑔𝜌 𝒙¥ 𝑑𝑆

𝜉

𝒎

𝜌

∫
=

Ω𝜉𝑠

∫
=

Ω𝜉𝑠

∫
=

Ω𝜉𝑠

∫
=

Ω𝜉𝑠

𝒓 × 𝒕 𝛼 𝑑𝑆 𝜉

(3.76)

𝒓 × (𝑔b) 𝑑𝑆 𝜉

(3.77)

𝒓 × (𝑎h) 𝑑𝑆 𝜉

(3.78)

𝒓 × (𝑔𝜌 𝒙¥ ) 𝑑𝑆 𝜉

(3.79)

Note that we have also provided the resultants for the Neumann boundary condition in Eq. (3.55).
In order to do so, we pulled the area integrals back to the parametric coordinates with 𝑎 = 𝑛 𝛼𝜉 𝒂 𝛼 .
Substituting in all of the resultants, the weak form is then

∫



Ω𝜉𝑚

∫



Γ𝜉𝑚



𝑑𝑀 𝜉





+

𝑛 𝛼𝜉 𝛿 𝒙¯ · 𝒇 𝛼𝑖𝑛𝑡 + 𝛿𝝎 · 𝒎 𝑖𝑛𝑡
𝑑𝐵𝜉
𝛼

∫
=



𝛿 𝒙¯ · 𝒇 𝑏𝑒 𝑥𝑡 − 𝒇 𝜌 + 𝛿𝝎 · 𝒎 𝑏𝑒 𝑥𝑡 − 𝒎 𝜌

Ω𝜉𝑚



(3.80)



𝑑𝑀 𝜉 .
(𝛿 𝒙¯ ,𝛼 − 𝛿𝝎 × 𝒙¯ ,𝛼 ) · 𝒇 𝛼𝑖𝑛𝑡 + 𝛿𝝎 ,𝛼 · 𝒎 𝑖𝑛𝑡
𝛼

The divergence theorem then says

∫
Ω𝜉𝑚









𝑖𝑛𝑡
𝛿 𝒙¯ · 𝒇 𝛼,𝛼
+ 𝒇 𝑏𝑒 𝑥𝑡 − 𝒇 𝜌 + 𝛿𝝎 · 𝒎 𝑖𝑛𝑡
¯ ,𝛼 × 𝒇 𝛼𝑖𝑛𝑡 + 𝒎 𝑏𝑒 𝑥𝑡 − 𝒎 𝜌
𝛼,𝛼 + 𝒙



𝑑𝑀 𝜉 = 0.

(3.81)

Recalling that 𝛿 𝒙¯ and 𝛿𝝎 are arbitrary, we convert this back to a strong form.


𝑖𝑛𝑡

𝒇 𝛼,𝛼
+ 𝒇 𝑏𝑒 𝑥𝑡 = 𝒇 𝜌






𝒎 𝑖𝑛𝑡
¯ ,𝛼 × 𝒇 𝛼𝑖𝑛𝑡 + 𝒎 𝑏𝑒 𝑥𝑡 = 𝒎 𝜌

𝛼,𝛼 + 𝒙




𝒖¯ = 𝒖¯ 𝑔


𝚲 = 𝚲𝑔















3.5

on Ω𝜉𝑚

(Conservation of Linear Momentum)

on Ω𝜉𝑚

(Conservation of Angular Momentum) (3.83)

on

(Linear Dirichlet BC)

(3.84)

(Angular Dirichlet BC)

(3.85)

(Linear Neumann BC)

(3.86)

(Angular Neumann BC)

(3.87)

on

𝑛 𝛼𝜉 𝒇 𝛼𝑖𝑛𝑡 = 𝒇 ℎ𝑒 𝑥𝑡

on

𝑒 𝑥𝑡
𝑛 𝛼𝜉 𝒎 𝑖𝑛𝑡
𝛼 = 𝒎ℎ

on

𝑔
Γ𝜉
𝑔
Γ𝜉
Γ𝜉ℎ
Γ𝜉ℎ

(3.82)

Weak form

Recognizing that the variations of the strains are
𝛿𝜺 𝛼 = 𝚲𝑇 (𝛿 𝒙¯ ,𝛼 − 𝛿𝝎 × 𝒙¯ ,𝛼 )
𝑇

𝛿𝜿 𝛼 = 𝚲 𝛿𝝎 ,𝛼

(3.88)
(3.89)
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𝑔

and setting the variations 𝛿 𝒙¯ ,𝛼 and 𝛿𝝎 to zero on Γ𝜉 , the weak form, Eq. (3.80), becomes
𝑹 𝜌 + 𝑹 𝑖𝑛𝑡 = 𝑹 𝑒 𝑥𝑡

(3.90)

where

∫

𝜌

𝑹 =
𝑹

𝑖𝑛𝑡

Ω𝜉𝑚

∫
=

𝑹 𝑒 𝑥𝑡 =

[𝛿 𝒙¯ · 𝒇 𝜌 + 𝛿𝝎 · 𝒎 𝜌 ] 𝑑𝑀 𝜉

h

Ω𝜉𝑚

∫



Ω𝜉𝑚





(3.91)



𝛿𝜺 𝛼 · 𝚲𝑇 𝒇 𝛼𝑖𝑛𝑡 + 𝛿𝜿 𝛼 · 𝚲𝑇 𝒎 𝑖𝑛𝑡
𝛼
𝛿 𝒙¯ · 𝒇 𝑏𝑒 𝑥𝑡 + 𝛿𝝎 · 𝒎 𝑏𝑒 𝑥𝑡 𝑑𝑀 𝜉 +



i

∫
Γ𝜉ℎ

𝑑𝑀 𝜉



(3.92)

𝛿 𝒙¯ · 𝒇 ℎ𝑒 𝑥𝑡 + 𝛿𝝎 · 𝒎 𝑒ℎ𝑥𝑡 𝑑𝐵𝜉 .



3.5.1 Variation of the internal force
Recall that the internal residual is given by
∫ 




𝑇 𝑖𝑛𝑡
𝑇 𝑖𝑛𝑡
𝑖𝑛𝑡
𝛿𝜺 𝛼 · 𝚲 𝒇 𝛼 + 𝛿𝜿 𝛼 · 𝚲 𝒎 𝛼
𝑑𝑀 𝜉 .
R =

(3.93)

(3.94)

Ω𝜉𝑚

The rotated internal forces and moments can be simplified to the following form
𝑇

𝚲

𝑇

𝚲

𝒇 𝛼𝑖𝑛𝑡

𝒎 𝑖𝑛𝑡
𝛼

∫
=

Ω𝜉𝑠

∫
=

𝚲𝑇 𝒕 𝛼 𝑑𝑆 𝜉



Ω𝜉𝑠

(3.95)



𝑹 × 𝚲𝑇 𝒕 𝛼 𝑑𝑆 𝜉

(3.96)

so that the only changing quantity is the rotated traction over the section. After a pull back of the
Cauchy stress to the second Piola-Kirchhoff stress, the rotated tration is
𝚲𝑇 𝒕 𝛼 = 𝐺𝚲𝑇 𝒈 𝑖







𝑮𝑖 ⊗ 𝑮𝛼 : 𝑺 .

(3.97)

The variation of the second Piola-Kirchhoff stress is given by
𝛿𝑺 = 𝑪 : 𝛿𝑬

(3.98)

where 𝑪 is the moduli matrix in the reference configuration and the variation of the Green-Lagrange
strain is given by
𝛿𝑬 =

 


1 𝛼
𝑮 ⊗ 𝑮𝑖 + 𝑮𝑖 ⊗ 𝑮𝛼
𝚲𝑇 𝒈 𝑖 · 𝛿𝝉 𝛼 .
2

(3.99)

The symmetries of 𝑪 then imply





𝛿𝑺 = 𝑪 : 𝑮 𝛼 ⊗ 𝑮 𝑖







 





𝚲𝑇 𝒈 𝑖 · 𝛿𝝉 𝛼 .

(3.100)



Recognizing that 𝛿 𝚲𝑇 𝒈 𝛼 = 𝛿𝝉 𝛼 and 𝛿 𝚲𝑇 𝒈 𝛼′ = 0, the variation of the rotated traction is then





𝛿 𝚲𝑇 𝒕 𝛼 = 𝐺𝚲𝑇
+

h





𝑮 𝑖 ⊗ 𝑮 𝛼 : 𝑪 : 𝑮𝛽 ⊗ 𝑮 𝑗

𝑮𝛼 ⊗ 𝑮


𝛽

 

:𝑺 𝑰

 

𝒈𝑖 ⊗ 𝒈𝑗



𝛿 𝒙¯ ,𝛽 − 𝛿𝝎 × 𝒙¯ ,𝛽 + 𝛿𝝎 ,𝛽 × 𝒓

(3.101)
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The resultant moduli matrix is then



∫
𝑴 𝛼𝛽 =

Ω𝜉𝑠




𝑰
𝒎 𝛼𝛽 𝑰
𝒔 (𝒓)

𝒔 (𝒓)𝑇 𝑑𝑆 𝜉



(3.102)

where
𝒎 𝛼𝛽 = 𝐺

h





𝑮 𝑖 ⊗ 𝑮 𝛼 : 𝑪 : 𝑮𝛽 ⊗ 𝑮 𝑗

 



𝒈𝑖 ⊗ 𝒈𝑗 +

 i

𝑮 𝛼 ⊗ 𝑮𝛽 : 𝑺 𝑰 .



(3.103)

Thus







 𝚲𝛿 𝚲𝑇 𝒇 𝛼𝑖𝑛𝑡 


  = 𝑴 𝛼𝛽 𝛿 𝒙¯ ,𝛽 − 𝛿𝝎 × 𝒙¯ ,𝛽 .


𝛿𝝎 ,𝛽
𝚲𝛿 𝚲𝑇 𝒎 𝑖𝑛𝑡
𝛼 



(3.104)

Note that if a material model is associative, then the resultant moduli matrix is symmetric.
Taking the second variation of the strains
Δ𝛿𝜺 𝛼 = 𝚲𝑇 (Δ𝛿 𝒙¯ ,𝛼 − Δ𝝎 × 𝛿 𝒙¯ ,𝛼 − 𝛿𝝎 × Δ 𝒙¯ ,𝛼

(3.105)

− Δ𝛿𝝎 × 𝒙¯ ,𝛼 + Δ𝝎 × (𝛿𝝎 × 𝒙¯ ,𝛼 ))
Δ𝛿𝜿 𝛼 = 𝚲𝑇 (𝛿𝝎 ,𝛼 × Δ𝝎 + Δ𝛿𝝎 ,𝛼 )

(3.106)

the variation of the internal residual is then
ΔR𝑖𝑛𝑡 =

Ω𝜉𝑚

∫
=

©

«


Ω𝜉𝑚

∫
+
Ω𝜉𝑚

3.6



∫





 𝑇  𝑇 𝑖𝑛𝑡 
 𝑇  Δ 𝚲𝑇 𝒇 𝑖𝑛𝑡  

𝛼
Δ𝛿𝜺
𝛿𝜺 𝛼  
𝚲 𝒇𝛼 ª
𝛼

 +
® 𝑑𝑀 𝜉


Δ𝛿𝜿 𝛼
𝛿𝜿 𝛼 Δ 𝚲𝑇 𝒎 𝑖𝑛𝑡 
𝚲𝑇 𝒎 𝑖𝑛𝑡
𝛼
𝛼
¬


𝑇



𝛿 𝒙¯ ,𝛼 − 𝛿𝝎 × 𝒙¯ ,𝛼
𝛿𝝎 ,𝛼

𝑴 𝛼𝛽

(3.107)

Δ 𝒙¯ ,𝛽 − Δ𝝎 × 𝒙¯ ,𝛽
𝑑𝑀 𝜉
Δ𝝎 ,𝛽

Δ𝛿 𝒙¯ ,𝛼 − Δ𝝎 × 𝛿 𝒙¯ ,𝛼 − 𝛿𝝎 × Δ𝒙¯ ,𝛼 − Δ𝛿𝝎 × 𝒙¯ ,𝛼 + Δ𝝎 × (𝛿𝝎 × 𝒙¯ ,𝛼 )
𝛿𝝎 ,𝛼 × Δ𝝎 + Δ𝛿𝝎 ,𝛼

(3.108)

𝑇 

𝒇 𝛼𝑖𝑛𝑡
𝑑𝑀 𝜉 .
𝒎 𝑖𝑛𝑡
𝛼



Material models

Using material models typically used for solid elements directly in shell and beam elements will
result in an overly stiff response. This is because the assumption that sections remain rigid typically
results in a stress state that is inconsistent with Eq. (3.56). This is typically handled by modifying
the strain state such that certain components of the stress are zero.
Crucial to this is the so-called lamina basis [22]. At every point 𝑿 ∈ Ω0 a set of 𝑛 basis vectors,
represented by 𝑳 𝛼 , is defined so that they align with the laminae of the geometry. Normal to these
vectors is a (3 − 𝑛)-dimensional space and we let 𝑳 𝛼′ represent a basis for this space. This basis can
be arbitrary as long as
𝑳 𝛼 · 𝑳 𝛽′ = 0

(3.109)

𝑳𝛽′ · 𝑳 𝛾′ = [𝜹]𝛽′ 𝛾′ .

(3.110)

The theory is simpler with an orthonormal basis, Eq. (3.110), because it avoids having to deal with
the metric tensor in the reference configuration. Collectively, these two sets of basis vectors form a
basis for R3 and are known as the lamina basis. An example of this basis can be seen in Fig. 3.4.
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Figure 3.4: The laminae through the thickness of a shell with the lamina basis for one of those laminae.

We want to set any component of stress that is normal to the laminae to zero.



𝑳 𝛼′ · 𝑺𝑳𝛽′ = 0

(3.111)

In order for this constraint to make sense in both the reference and the current configuration, 𝑳 𝛼
must transform contravariantly while 𝑳𝛽′ transforms covariantly.
𝒍 𝛼 = 𝑭𝑳 𝛼
𝒍 𝛽′ = (𝑭)

(3.112)

−𝑇

𝑳 𝛽′

(3.113)

Thus a push forward of the second Piola-Kirchhoff stress to the Cauchy stress implies



𝑳 𝛼′ · 𝑺𝑳𝛽′ = 0

𝒍 𝛼′ · 𝝈𝒍 𝛽′ = 0.



⇔

(3.114)

Eq. (3.112) provides the push forward of tangent space of the laminae, while Eq. (3.113) ensures
that 𝒍 𝛼′ will always be normal to that tangent space.
𝒍 𝛼 · 𝒍 𝛽′ = 0

(3.115)

We can find the additional deformation, denoted by Δ𝑭, with two assumptions. The first
assumption is that all additional deformation must be normal to the laminae. As the stress must be
zero in that space, we adjust those components of deformation. Mathematically, this means
(𝑭 + Δ𝑭) 𝑳 𝛼 = 𝑭𝑳 𝛼
𝑪 (𝑭 + Δ𝑭) 𝑳 𝛼 = 𝑪 (𝑭) 𝑳 𝛼

(3.116)
(3.117)

where 𝑪 denotes the right Cauchy-Green tensor. The second equation can readily be recognized as
the constraint used in traditional structural theories. This assumption implies that the additional
deformation takes the form





Δ𝑭 = 𝒍 𝛼 ⊗ 𝑳𝛽′ Δ𝐹𝛼′ 𝛽′
′

(3.118)

where 𝒍 𝛼 is the basis dual to 𝒍 𝛼′ defined by
′

h

𝒍 𝛼 = (𝒋)−1
′

i
𝛼′ 𝛽′

𝒍 𝛽′

(3.119)

where
𝑗 𝛼′ 𝛽′ = 𝒍 𝛼′ · 𝒍 𝛽′ .

(3.120)
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However, Eq. (3.111) does not constrain all of the components Δ𝐹𝛼′ 𝛽′ when 𝑛 ≤ 1. This is solved by
the second assumption, which is that Δ𝑭 is the least amount of additional deformation that satisfies
Eq. (3.111). Mathematically,
∥Δ𝑭 ∥

𝑳 𝛼′ · 𝑺𝑳𝛽′ = 0.

min
s.t.

(3.121)
(3.122)

The solution to this minimization problem is Δ𝐹𝛼′ 𝛽′ = Δ𝐹𝛽′ 𝛼′ . The unknowns and constraints are
now balanced, allowing us to solve for the unknowns with a Newton-Raphson loop.
The rest of this section is devoted to proving that the second assumption implies Δ𝐹𝛼′ 𝛽′ = Δ𝐹𝛽′ 𝛼′ .
Equivalently, this assumption is given by

h

Δ𝐹𝛼′ 𝛽′ (𝒋)−1

min

i
𝛼′ 𝛾′

Δ𝐹𝛾′ 𝛽′

(3.123)



𝑳 𝛼′ · 𝑺𝑳𝛽′ = 0.

s.t.

(3.124)





In order to solve the minimization problem, we require the inverse of the matrix [𝜹]𝛼′ 𝛽′ + Δ𝐹
and denote this inverse with 𝑀 𝛼′ 𝛽′ . 𝑀 𝛼′ 𝛽′ exists if and only if 𝑭 + Δ𝑭 is invertible. First we prove



𝛼′ 𝛽′



that if 𝑭 + Δ𝑭 is invertible then [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ is also invertible. This is done with a proof by





contradiction. Assume that [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ is singular. Thus there exists a non-zero vector in



R3−𝑛 denoted by 𝑛 𝛼′ such that [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ 𝑛𝛽′ = 0. Now consider the following decomposition
of the modified deformation gradient





𝑭 + Δ𝑭 = 𝑭 + 𝒍 𝛼 ⊗ 𝑳𝛽′ Δ𝐹𝛼′ 𝛽′

h

′





(3.125)

i

= 𝑰 + 𝒍 𝛼 ⊗ 𝒍 𝛽′ Δ𝐹𝛼′ 𝛽′ 𝑭
=

h

′





(3.126)

𝑰 − 𝒍 𝛼 ⊗ 𝒍 𝛼′ + 𝒍 𝛼 ⊗ 𝒍 𝛽′
′

′



[𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′



Applying the modified deformation gradient to (𝑭)−1 𝑛 𝛼′ 𝒍 𝛼



(𝑭 + Δ𝑭) (𝑭)−1 𝑛 𝛼′ 𝒍 𝛼

′



=

h





𝑰 − 𝒍 𝛽 ⊗ 𝒍 𝛽′ + 𝒍 𝛽 ⊗ 𝒍 𝛾′



′

′





′

i

𝑭

(3.127)



[𝜹]𝛽′ 𝛾′ + Δ𝐹𝛽′ 𝛾′



i

𝑛 𝛼′ 𝒍 𝛼

′

= 𝑛 𝛼′ 𝒍 𝛼 − 𝑛 𝛼′ 𝒍 𝛽 [𝜹]𝛼′ 𝛽′ + 𝒍 𝛽 𝑛 𝛼′ [𝜹]𝛼′ 𝛾′ [𝜹]𝛽′ 𝛾′ + Δ𝐹𝛽′ 𝛾′
′

′



= 𝒍 𝛽 𝑛 𝛼′ [𝜹]𝛽′ 𝛼′ + Δ𝐹𝛽′ 𝛼′
′

′

(3.128)


(3.129)


(3.130)

= 0.

(3.131)

Thus we have found a non-zero vector in
 the null space of 𝑭 + Δ𝑭. Therefore 𝑭 + Δ𝑭 is singular as

well. Thus if 𝑭 + Δ𝑭 is invertible, then [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ is also invertible and 𝑀 𝛼′ 𝛽′ exists.





Now we prove that if [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ is invertible, then 𝑭 + Δ𝑭 is also invertible. Using a
variant of the Woodbury matrix identity, we find
(𝑭 + Δ𝑭)

−1

−1

= (𝑭)

h



𝑰− 𝒍

𝛼′

⊗𝒍

𝛽′



𝑀

𝛼′ 𝛾′

Δ𝐹

𝛾′ 𝛽′

i

.

(3.132)
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This inverse can be readily confirmed through multiplying 𝑭 + Δ𝑭 with this candidate inverse.
Thus, by
 combining this
 result with the previous result, we can say that 𝑭 + Δ𝑭 is invertible if and
only if [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ is also invertible.
Now that we have shown that 𝑀 𝛼′ 𝛽′ exists for all valid configurations, we can solve for the
least amount of additional deformation. If Δ𝑭 is the least amount of additional deformation, then
its components are symmetric, i.e., Δ𝐹𝛼′ 𝛽′ = Δ𝐹𝛽′ 𝛼′ . To prove this, let us consider variations of
the second Piola-Kirchhoff stress about a solution to the minimization problem, specifically the
variations of the deformation gradient that produce no change in the stress state. Assuming that
the map from the Green-Lagrange strain to the second Piola-Kirchhoff stress is locally smooth and
invertible, we only need to consider variations of the Green-Lagrange strain about a solution. This
smoothness assumption is standard for most traditional elements. Consider the Green-Lagrange
strain constructed from 𝑭 + Δ𝑭.


1
𝑳 𝛼′ ⊗ 𝑳𝛽′ [Δ𝑬]𝛼′ 𝛽′
h
i 2
h
i
h
i
−1
= (𝒋)
Δ𝐹𝛿′ 𝛽′ + (𝒋)−1
Δ𝐹𝛾′ 𝛼′ + Δ𝐹𝛾′ 𝛼′ (𝒋)−1

𝑬 (𝑭 + Δ𝑭) = 𝑬 (𝑭) +
[Δ𝑬]𝛼′ 𝛽′

𝛼′ 𝛿′

𝛽′ 𝛾′

(3.133)
𝛾′ 𝛿′

Δ𝐹𝛿′ 𝛽′

(3.134)

Consider the directional derivative of [Δ𝑬]𝛼′ 𝛽′ in the 𝑗𝜁′𝜂′ 𝑀𝜃′𝜂′ [𝝐]𝜃′𝜅′ 𝑖 direction
𝐷 [Δ𝑬]𝛼′ 𝛽′ Δ𝐹𝜁′𝜅′ ; 𝑗𝜁′𝜂′ 𝑀𝜃′𝜂′ [𝝐]𝜃′𝜅′ 𝑖
=
+

h

(𝒋)−1

i

h

𝛼′ 𝛿′

h

(𝒋)

−1

i

+ Δ𝐹𝛾′ 𝛼′ (𝒋)−1

h

−1

+ (𝒋)
𝛽′ 𝛾′





(3.135)



i

𝑗𝛿′𝜂′ 𝑀𝜃′𝜂′ [𝝐]𝜃′ 𝛽′ 𝑖

(3.136)

Δ𝐹𝛿′ 𝛽′ 𝑗𝛾′𝜂′ 𝑀𝜃′𝜂′ [𝝐]𝜃′ 𝛼′ 𝑖

(3.137)

𝛾′ 𝛿′



i
𝛾′ 𝛿′







= [𝜹]𝛼′𝜂′ + Δ𝐹𝜂′ 𝛼′ 𝑀𝜃′𝜂′ [𝝐]𝜃′ 𝛽′ 𝑖 + [𝜹]𝛽′𝜂′ + Δ𝐹𝜂′ 𝛽′ 𝑀𝜃′𝜂′ [𝝐]𝜃′ 𝛼′ 𝑖

(3.138)

= [𝝐]𝛼′ 𝛽′ 𝑖 + [𝝐]𝛽′ 𝛼′ 𝑖

(3.139)

= 0.

(3.140)

Thus moving in the 𝑗𝜁′𝜂′ 𝑀𝜃′𝜂′ [𝝐]𝜃′𝜅′ 𝑖 direction will not affect whether the solution Δ𝐹𝛼′ 𝛽′ satisfies
the stress condition Eq. (3.111). Thus we can take the directional derivative of Eq. (3.123) in that
direction and set it equal to zero without worrying about how the stress condition affects it.

h

0 = Δ𝐹𝛼′ 𝛽′ (𝒋)−1

i
𝛼′ 𝛾′

𝑗𝛾′𝜂′ 𝑀𝜃′𝜂′ [𝝐]𝜃′ 𝛽′ 𝑖

= Δ𝐹𝛼′ 𝛽′ 𝑀𝜃′ 𝛼′ [𝝐]𝜃′ 𝛽′ 𝑖



(3.142)



= [𝜹]𝛼′ 𝛽′ − [𝜹]𝛼′ 𝛽′ + Δ𝐹𝛼′ 𝛽′ 𝑀𝜃′ 𝛼′ [𝝐]𝜃′ 𝛽′ 𝑖



(3.141)

(3.143)



= [𝜹]𝜃′ 𝛽′ − 𝑀𝜃′ 𝛽′ [𝝐]𝜃′ 𝛽′ 𝑖

(3.144)

= 𝑀𝜃′ 𝛽′ [𝝐]𝛽′ 𝜃′ 𝑖

(3.145)

Thus 𝑀 𝛼′ 𝛽′ = 𝑀𝛽′ 𝛼′ by running 𝑖 through its possible values. Recalling the definition of 𝑀 𝛼′ 𝛽′
proves Δ𝐹𝛼′ 𝛽′ = Δ𝐹𝛽′ 𝛼′ .
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An FRM shell

As part of an initial exploration of applying FRM to shells, we now specialize the theory for a static
Reissner-Mindlin shell.
Reissner-Mindlin shells suffer from drilling singularities due to 𝒙 depending on the rotation
through the single director 𝒅3 . Thus, the rotation is not fully defined. Any additional rotation
about the director would leave the director unchanged.
This is handled by adding artificial stiffness. One method is to use the polar decomposition to
find a rotation [20]. A rarely mentioned defining feature of the polar decomposition is that the
resulting matrix 𝚲 is the closest rotation matrix to the deformation gradient under the Euclidean
norm [7]. Combining this with the constraint that the reference directors have to rotate to the
current directors, the rotation matrix can now be uniquely defined by
min ∥𝑭 − 𝚲∥

(3.146)

𝚲∈SO(3)

s.t.

𝒅 𝛼′ = 𝚲𝑫 𝛼′ .

Note that when 𝑛 = 3 the classic polar decomposition is recovered. Solving this minimization
problem at the midsurface of a shell leads to the constraint
𝐶 = 𝑷 1 · 𝜺2 − 𝑷 2 · 𝜺1 = 0,

(3.147)

𝑷 𝛼 = (𝑰 − 𝑫 3 ⊗ 𝑫 3 ) 𝑿¯ ,𝛼 .

(3.148)

where

This is a slight generalization of constraint in [20].
We can enforce this constraint with the penalty method, for which the cost function is
1 2
𝑘𝐶
2

(3.149)

where 𝑘 is the drilling stiffness. As the only dependence on the current configuration is through
the strain, we can define a drilling internal force and combine it with the internal force in Eq. (3.92)
and Eq. (3.108).
𝒇 𝑑𝛼 = 𝑘𝐶𝝐 𝛼𝛽3 𝚲𝑷 𝛽

(3.150)

Similarly, a drilling moduli matrix can be defined and combined with the moduli matrix in
Eq. (3.108).
𝑴 𝑑𝛼𝛽

= 𝑘𝝐 𝛼𝛾3 𝝐 𝛽𝛿3





𝚲𝑷 𝛾 ⊗ (𝚲𝑷 𝛿 ) 0
0
0


(3.151)

Thus drilling stiffness can be handled with a simple modification to the material model.

3.7.1 The matrix form
Even though we only implemented a linear theory, we present the nonlinear matrix form here The
linear form is practically identical.
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Discretizing the problem, the nodal matrix form of the residual is
𝑒 𝑥𝑡
𝑹𝐴

𝑖𝑛𝑡
𝑹𝐴

=

𝒇 𝑒 𝑥𝑡
𝑁𝐴 (𝜉𝛼 ) 𝑏𝑒 𝑥𝑡 𝑑𝑀 𝜉 +
𝒎𝑏



∫
Ω𝜉𝑚

∫
=

Ω𝜉𝑚

𝑩 𝐴𝛽



"
#
 𝑇 𝒇 𝛽𝑖𝑛𝑡 − 𝒇 𝛽𝑑
𝒎 𝛽𝑖𝑛𝑡

∫
Γ𝜉ℎ

𝒇 𝑒 𝑥𝑡
𝑁𝐴 (𝜉𝛼 ) ℎ𝑒 𝑥𝑡 𝑑𝐵𝜉
𝒎ℎ





𝑑𝑀 𝜉

(3.152)

(3.153)

where
𝑁𝐴,𝛽 (𝜉𝛼 )𝑰
=
0



𝑩 𝐴𝛽

𝑁𝐴 (𝜉𝛼 )𝒔 𝒙¯ ,𝛽
𝑁𝐴,𝛽 (𝜉𝛼 )𝑰



.

(3.154)

After assembly, the equation we solve are



𝑒 𝑥𝑡
𝑖𝑛𝑡
𝑹𝐴
= 𝑹𝐴
.



(3.155)

This equation can be solved with a Newton-Raphson loop for which the nodal matrix form of the
stiffness matrix is
𝑔

𝑲 𝐴𝐵 = 𝑲 𝑚
𝐴𝐵 + 𝑲 𝐴𝐵

(3.156)

where
𝑲𝑚
𝐴𝐵
𝑔

∫
=

𝑲 𝐴𝐵 =

Ω𝜉𝑚

𝑩 𝐴𝛾

𝑇 

∫
Ω𝜉𝑚

©
 𝑩 𝐴𝛽
«

𝑇



𝑴 𝛾𝛿 − 𝑴 𝑑𝛾𝛿 𝑩 𝐵𝛿 𝑑𝑀 𝜉

(3.157)



"
#


0
0 ª
0 −𝒔 𝒇 𝛽𝑖𝑛𝑡 − 𝒇 𝛽𝑑 



  + 𝑁𝐴 (𝜉𝛼 )𝑁𝐵,𝛽 (𝜉𝛼 )
𝑁𝐵 (𝜉𝛼 ) 
® 𝑑𝑀 𝜉 .
𝑖𝑛𝑡
𝑑

𝑖𝑛𝑡
𝒔
𝒇
−
𝒇
0
𝛽
𝛽
−𝒔 𝒎 𝛽
0

¬



(3.158)

𝑔

Note that 𝑲 𝐴𝐵 is not symmetric. In practice, it is often symmetricized such as in [17].

3.7.2 Body ﬁtted veriﬁcation
In order to have confidence in the shell implementation before running FRM simulations with it,
we ran three of the standard shell benchmarks. All three are static body-fitted simulations.
The first benchmark is the pinched cylinder benchmark. The pinched cylinder consists of a full
cylinder of length 0.6, radius 0.3, and thickness 3𝑒 − 3 as shown in Fig. 3.5. Due to symmetry, only
a quarter of the geometry is modelled. Two opposing forces of magnitude 𝑃 = 1 are applied to the
middle of the shell. The elastic modulus 𝐸 is 3𝑒12 and Poisson’s ratio 𝜈 is 0.3. Several simulations
with various mesh sizes and different spline degrees are performed. The vertical displacement at
the application loading point is compared to the reference 1.83𝑒 − 08 found in [16]. As shown in
Fig. 3.5, refining the mesh or increasing the degree improves the accuracy of the result.
The second benchmark is the pinched hemisphere benchmark. The pinched hemisphere consists
of a full hemisphere of radius of 10 and shell thickness 0.04 as shown in Fig. 3.6. Due to symmetry,
only a quarter of the hemisphere is modeled. Two opposing forces of magnitude 𝑃 = 2 are applied
to the shell. The elastic modulus 𝐸 is 6.825𝑒7 and Poisson’s ratio 𝜈 is 0.3. Several simulations with
various mesh sizes and different spline degrees are performed. A reference solution for the radial
displacement at the loading point can be found in [16] and is 0.0924. As shown in Fig. 3.6, refining
the mesh or increasing the degree improves the accuracy of the result.
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(a) Problem description.

(b) Relative error at the loading point for different spline
degrees.

Figure 3.5: The pinched cylinder problem.

(a) Problem description.

(b) Relative error at the loading point for different spline
degrees.

Figure 3.6: The pinched hemisphere problem.
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The final benchmark is the Scordelis-Lo roof benchmark. The Scordelis-Lo roof consists of a
section of a cylindrical shell with length 50, section angle of 80 deg, radius 25, and shell thickness of
0.25 as shown in Fig. 3.7. The roof section is subjected to a distributed load of magnitude 90. The
elastic modulus 𝐸 is 432𝑒6 and Poisson’s ratio 𝜈 is 0. Several simulations with various mesh sizes
and different spline degrees are performed. A reference solution for the displacement along the
lateral side at the midpoint can be found in [16] and is 0.3020247. As shown in Fig. 3.7, refining the
mesh or increasing the degree improves the accuracy of the result.

(a) Problem description.

(b) Relative error of the lateral side at the midpoint for
different spline degrees.

Figure 3.7: The Scordelis-Lo roof problem.

3.7.3 Aspects of the FRM for shells
Shells are an excellent opportunity to exercise the FRM. However, building a simulation geometry
that truly envelops the physical domain for shells is difficult due to the projection error generated
from converting the CAD representation to a U-spline representation. For example, consider the
three geometries in Fig. 3.8 wheere a CAD geometry is simpified into an envelope domain, from
which a U-spline is created. This process leads to projection error as seen in Fig. 3.9, creating
difficulties for FRM. We could greatly reduce this projection error by slightly changing the U-spline
basis, however, we cannot completely remove it.
FRM requires a robust test of whether a point on the U-spline is inside or outside the physical
domain, which is frustrated by the projection error. Notice that the projection error in Fig. 3.8c
is completely separated from the creation of the envelope domain in Fig. 3.8b. By reversing this
process, we can again separate the projection error from the actual inside outside test.
Returning to the definitions from Section 2.5, this algorithm is more concretely given in the
¯ we can partition it into all of the different
following. Given a CAD manifold, denoted by m[⊛],
¯ and each surface is denoted
trimmed surfaces that make it up. This partition is denoted by △(m[⊛])
¯
m[⊛]
¯ is shown in Fig. 3.8a. Additionally, we denote the CAD envelope
by 𝜖
. An example of m[⊛]
¯
¯ is shown in Fig. 3.8b. Similar to m[⊛],
¯ we can partition ★m[⊛]
¯
with ★m[⊛]. An example of ★m[⊛]
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(a) Shell physical domain.

(b) Shell envelope domain.

(c) Shell U-spline representation.

Figure 3.8: The three different representations of the second shell problem.

(a) Envelope domain.

(b) U-spline representation.

Figure 3.9: A close up of an envelope domain and the corresponding U-spline representation showing the projection
error.
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¯
into all of the different trimmed surfaces that make it up. This partition is denoted by △(★m[⊛])
¯
★
m[⊛]
and each surface is denoted by 𝜖
. Finally, the U-spline envelope domain is denoted by ★v. A
partition of ★v is denoted △(★v) and each cell is denoted 𝜖★v . An example of ★v is shown in Fig. 3.8c.
The algorithm for the inside outside test for shells is shown in Algorithm 3.1. This uses several
of algorithms developed in Section 2.6.1. The input 𝒑 typically comes from ★v. Note that the
¯ not being watertight and for deviations between m[⊛]
¯
tolerance, denoted by tol, accounts for m[⊛]
¯
and ★m[⊛].
As an implementation note, we used G = P. We have access to the render facets from which
we can construct P as the set of the render facet vertices. This produces a much less conservative
bound on the distance as the CAD surfaces can be fairly large relative to the U-spline element size.

Algorithm 3.1 Pseudocode for the inside outside test for shells.
1: procedure shellInsideOutside( 𝒑)


2:

𝑈 = 𝐵𝑢 𝒑, 𝑐★m[⊛]
¯ (𝒑, G)

3:

¯ nearest to 𝒑 using a BVH. Use tol to account for differences in
surfaces = C△(m[⊛])
¯ (𝒑, 𝑈 + tol)⊲ Get the set of surfaces in m[⊛]

¯
⊲ Get an upper bound on distance to nearest point on ★m[⊛]

¯ and ★m[⊛]
¯
m[⊛]

if surfaces is empty then

4:

return outside

5:
6:

end if

7:

★surfaces = C△(★m[⊛])
¯ (𝒑, 𝑈)

8:

𝑑=𝑈

9:

★𝒑 = 𝑁𝑈𝐿𝐿

¯ nearest to 𝒑 using a BVH
⊲ Get the sorted set of surfaces in ★m[⊛]
⊲ Initialize the distance to the upperbound on the distance
¯ uninitialized
⊲ Leave the closest point on ★m[⊛]

¯
for each 𝜖★m[⊛]
in ★surfaces
 do
¯
𝑙
★
m
[
⊛]
if 𝑑 ≤ 𝐵 𝒑, bv(𝜖
) then

10:
11:

⊲ Truncate the search as there is no better solution in the rest of the surfaces

break loop

12:
13:

end if

14:

¯
★𝒑 𝑐 = nearestPointOnSurface(𝒑, 𝜖★m[⊛]
)

15:

𝑑 𝑐 = 𝒑 − ★𝒑 𝑐

16:

if 𝑑𝑐 < 𝑑 then

17:

𝑑 = 𝑑𝑐

18:

★𝒑 = ★𝒑 𝑐

⊲ Search the surface for the nearest point. This is a CAD kernel operation
⊲ Compute the distance to the candidate point
⊲ Check if the candidate solution is a better solution
⊲ Update the distance with the candidate distance
⊲ Update the solution point with the candidate point

20:

end if
end for each

21:

¯
¯
sort surfaces by 𝐵 𝑙 ★𝒑, bv(𝜖 m[⊛]
) and then 𝐵𝑢 ★𝒑, bv(𝜖m[⊛]
)

19:



23:

return outside

24:

26:
operation

29:



⊲ Truncate the search as there is no way for the point to be inside any of the other surfaces

end if
¯
if distanceToSurface(★𝒑, 𝜖m[⊛]
) < tol then⊲

25:

28:



¯
for each 𝜖m[⊛]
 in surfaces do
¯
if tol ≤ 𝐵 𝑙 𝒑, bv(𝜖m[⊛]
) then

22:

27:



return inside

end if
end for each

30:

return outside

31:

end procedure

Check if the point is close enough to the surface. This is a CAD kernel
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A major simplification can be made by checking if entire U-spline cells 𝜖★v are near the physical
boundary or not. If they are far enough away, we only need to check one point to know if the entire
cell is inside or outside. This check can be done with the BVH search in Section 2.6.1 again using
G = P.
Applying the boundary conditions seen in Fig. 3.10 we run a simple simulation to verify that
a valid quadrature rule can be robustly constructed. The results of the simulation are shown in
Fig. 3.11. Even though there was significant projection error in certain locations, it was still able to
construct a valid quadrature rule.
As a second example, consider the three geometries in Fig. 3.12 showing the construction of a
U-spline for a simulation. It also suffers from significant projection error as seen in Fig. 3.13. Again,
we could reduce the error by modifying the basis. However, this was not necessary in order to
build a valid quadrature rule and run a simple simulation. The boundary conditions and results
can be seen in Fig. 3.14 and Fig. 3.15, respectively.

Figure 3.10: Boundary conditions for the second FRM shell example. The surfaces marked with Xs are clamped while
the edges of the holes marked with arrows are pulled normal to the surface.
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Figure 3.11: The simulation results for the second FRM shell example. The wireframe represents the envelope domain.

(a) Shell physical domain.

(b) Shell envelope domain.

(c) Shell U-spline representation.

Figure 3.12: The three different representations of the first shell problem.
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(a) Envelope domain.

(b) U-spline representation.

Figure 3.13: A close up of the envelope domain and the corresponding U-spline representation showing the projection
error for the first example.

Figure 3.14: Boundary conditions for the first FRM shell example. The surface marked with an X is clamped while the
edge of the hole marked with an arrow is pulled normal to the surface.
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Figure 3.15: The simulation results for the first FRM shell example.

4
4.1

Explicit Dynamics

Summary

In the finite element method, higher order basis functions are known to provide superior representation of both the geometry and solution. However, when it comes to explicit dynamics, linear
elements dominate. This is due to the increased computational cost that comes with higher order
basis functions. One of the main contributors to this increased cost is the effect of the basis order on
the size of explicit dynamic stable time steps. Time steps decrease as the basis order increases, and
sharply enough that linear elements are widely considered the better choice.
However, using linear elements introduces a distinct set of problems. They are unable to
represent curvature, which results in large approximations to the geometry, especially for small
features. Small features require either their removal or a prohibitively small time step. The removal
of small features is known as defeaturing. Geometry is often sacrificed in extreme manners to
maintain a large time step.
Traditional Lagrange finite elements thus face potential problems with time step size in both
their linear and higher-order forms.
Recent efforts to more closely integrate simulation with CAD, termed isogeometric analysis
(IGA) in the academic literature offer a potential exit from this dilemma in that IGA elements do
not use traditional Lagrange basis functions. Instead, the IGA concept is to use the same basis
functions for the simulation results as those employed in CAD.
IGA does not supply an immediate solution to the Lagrange time step dilemma. CAD models
almost universally use higher order NURBS basis functions, and they are not free from the
problematic connection between decreasing time-step size and increasing basis order for explicit
dynamics problems.
U-splines offer novel methods to produce time steps superior for higher order bases to those
from not only NURBS and higher order Lagrange elements, but traditional linear elements as well.
This means that the cost of an explicit simulation using higher order basis functions can potentially
be vastly reduced, while not sacrificing the geometry.
The purpose of this section is to explore the cause of the inversely proportional relation between
basis order and time step size, in order to develop ways to avoid the associated difficulties by taking
advantage of unique U-spline properties. We do this by examining what features of a specific
solution space cause the time step to be small. We then exploit their unstructured nature to tailor
U-splines specifically to remove these features from the solution space so that superior time step
can be achieved.

4.2

Previous work

A great introduction ot explicit dynamics is provided in [22]. Specifically, it covers the Newmark
family of methods which includes the explicit central difference method. Note that this is a different
63
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method from that used by LS-DYNA [6]. In either method, the critical time step is inversely
proportional to largest frequency of the system. This means that if the time step is larger than the
critical time step the solution will lose stability. This means that the solution will blow up as certain
modes are non-physically excited.
Historically, FEA has been limited to linear basis functions. However, with the introduction of
IGA, there is a renewed interest in using higher order basis functions. [13] provides an excellent
overview of issues that higher order basis functions introduce for explicit dynamics. They showed
that, that the spectral behavior of a structure can be greatly improved through the use of smooth
splines as opposed to 𝒞 0 Lagrange elements. However, not the entire spectrum is improved as
the high end of spectrum is still polluted by so-called outlier frequencies. The authors found that
these frequencies could be greatly improved through the use of a nonlinear parameterization. This
method, however, is not well suited for actual simulations. [14] is another great resource as it also
provides an overview of IGA in addition to the spectral behaviour of higher order basis functions.
In recent years, we showed that these outlier frequencies could removed through the construction
of special bases. We developed a general theory for examining a discretization for problems with
the basis. This then informs us on where additional constraints need to be applied to the basis in
order to remove outlier frequencies. We found that boundary elements were underconstrained and
that through the use of U-splines we can remove outlier frequencies by lowering the basis order of
boundary elements. Extraordinary points were also found to been an issue, but are still an area of
research.
The problem with our proposed set of constraints is that they are not variationally motivated
and likely leads to a deterioration of the solution and convergence rates as noted in the recent
paper [21]. They propose a new set of constraints that is variationally consistent. The authors
propose a method that imposes these constraints by building them into the basis. Another recent
paper [15] uses a penalty based method to impose the constraints instead of building them into the
basis. Both methods are attractive. Building the constraints into the basis is nice as it simplifies the
system, but it remains to be seen how well this holds up in more complicated problems and meshes.
The penalty way seems much more general and might inform us on how to handle the larger
problem of extraordinary points that has yet to be solved. However, this method can be viewed as a
variationally inspired mass scaling and the energy of the system should be monitored. Though,
this might not be as necessary as these constraints are variationally inspired unlike traditional mass
scaling.

4.3

Overview of explicit dynamics

For structural dynamics, the finite element method produces a discrete system of coupled second
order differential equations. For an undamped structure this discrete system has the form
𝑴 𝒖¥ = 𝑭 𝑒 𝑥𝑡 − 𝑭 𝑖𝑛𝑡 (𝒖)

(4.1)

where 𝑴 is the mass matrix, which we assume to be symmetric positive definite throughout the
paper, 𝒖 is the displacement, 𝑭 𝑒 𝑥𝑡 is the external forcing vector, and 𝑭 𝑖𝑛𝑡 is the internal forcing
vector.
A well known family of methods to solve this problem is the Newmark Method, allowing the
solution to be found at discrete points in time. Specifically, if the solution is known at time 𝑡 𝑛 ,
it can be advanced by one time step to 𝑡 𝑛+1 . There are many possible methods in this family, all
determined by the choice of constants 𝛽 and 𝛾. However, if 𝛽 = 0 and 𝛾 = 12 , then the explicit
method known as the central difference method is reproduced. Please note that there are multiple
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methods known as the ‘central difference method’. This one can be distinguished from the others
as it is the one associated with the Newmark method.

Mu¥

𝑛+1


=

F𝑛+1
𝑒 𝑥𝑡

−

𝑛+1
F𝑛+1
)
𝑖𝑛𝑡 (u

u𝑛+1 = u𝑛 + Δ𝑡 u¤ 𝑛 +


(4.2)

Δ𝑡 2 𝑛
u¥
2

(4.3)

Δ𝑡 𝑛
(u¥ + u¥ 𝑛+1 )
2
Δ𝑡 = 𝑡 𝑛+1 − 𝑡 𝑛

u¤ 𝑛+1 = u¤ 𝑛 +

(4.4)
(4.5)

This method is attractive because the right side of Eq. (4.2) is no longer dependent on u¥ 𝑛+1 ,
allowing for u¥ 𝑛+1 to be solved for directly. Given the three vectors: [u¥ 𝑛 , u¤ 𝑛 , u𝑛 ], the information
[u¥ 𝑛+1 , u¤ 𝑛+1 , u𝑛+1 ] may be determined explicitly, provided that the mass matrix, M, is diagonal. This
makes the cost of the method extremely cheap per time step as no Newton-Raphson iterations are
required.
Our implementation is slightly different than the equations provided in Eq. (4.2) - Eq. (4.5),
instead being described by Eq. (4.6) - Eq. (4.8). In our implementation the velocity is calculated
at the "half-step" between the current and next timesteps, as shown in Fig. 4.2, and is referred to
as the "midpoint velocity". Thus the midpoint velocity can be said to be centered at the half-step.
Conversely, as shown in Fig. 4.1, the displacements and accelerations are centered at the whole
timesteps. Thus, at the conclusion of a solved timestep the acceleration and displacement are
available at the newly-solved timestep while the velocity is available at the half-step. Pseudocode
of our 2nd-order central difference solver is provided in Algorithm 4.1.

u¤

𝑛+ 12

= u¤

𝑛− 12

1
1
u¥ 𝑛
Δ𝑡 𝑛− 2 + Δ𝑡 𝑛+ 2
+
2




(4.6)

u𝑛+1 = u𝑛 + Δ𝑡 𝑛+ 2 u¤ 𝑛+ 2
1

1

(4.7)



u¥ 𝑛+1 = M−1 F𝑒 𝑥𝑡 (u𝑛+1 ) − F𝑖𝑛𝑡 (u𝑛+1 )


(4.8)

Figure 4.1: Schematic of the central difference implementation described in Eq. (4.6) - Eq. (4.8).

A challenge with the central difference method is that it is only conditionally stable, meaning
that if the time step does not meet the stability criteria, then the acceleration u¥ will grow unbounded.
The stability criteria is
Δ𝑡 ≤ Δ𝑡 𝑐𝑟𝑖𝑡 =

2
𝜔𝑚𝑎𝑥

(4.9)
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Figure 4.2: Schematic of the time intervals utilized in the central difference scheme described in Eq. (4.6) - Eq. (4.8).

Algorithm 4.1 Pseudocode for the explicit 2nd-order central difference solver.
1: procedure solveTSExplicit()
⊲ Initialize step counter

2:

n=0

3:

M = assembleDiagonalMass()

4:

¥ 0 = initializeDVA()
u0 , u¤ 2 , u

⊲ Initialize displacement, velocity, and acceleration

1

5:

¥0 )
runInitialEvents( 𝑡 0 , u0 , u¤ 2 , u

⊲ Run any initial events that should run prior to solver

6:

¥ 0 ) ⊲ Initialize current residual for use in computing current acceleration
R0 = assembleCurrentResidual( 𝑡 0 , Δ𝑡 0 , u0 , u¤ 2 , u

⊲ Assemble mass once, assume doesn’t change

1

1

1
2

1
2

7:

Δ𝑡 = computeInitialTimestep( u0 , u¤ , u¥ 0 )

8:

while 𝑡 𝑛 + Δ𝑡 𝑛+ 2 < 𝑡 max do

⊲ Compute initial timestep size

1

⊲ Compute solutions at each timestep

¥𝑛 )
runPreStepEvents( n, 𝑡 𝑛 , Δ𝑡 𝑛− 2 u𝑛 , u¤ 𝑛 , u
1

9:

𝑛+ 21
𝑛+ 12

10:

Δ𝑡

11:

u¤

⊲ Run any pre-step events

¥ 𝑛 , R𝑛 )
= computeNextTimestep( n+1, 𝑡 𝑛 , Δ𝑡 𝑛− 2 , u𝑛 , u¤ 𝑛− 2 , u
1

1

¥𝑛 )
= computeMidpointVelocity( Δ𝑡 𝑛− 2 , Δ𝑡 𝑛+ 2 , u¤ 𝑛− 2 , u
1

𝑛+ 12

1

1

𝑛+ 12

12:

u𝑛+1

13:

¥𝑛 )
R𝑛+1 = assembleNextResidual( 𝑡 𝑛+1 , Δ𝑡 𝑛+ 2 , u𝑛+1 , u¤ 𝑛+ 2 , u

14:

u¥ 𝑛+1

15:

runPostStepEvents( 𝑡 𝑛+1 , Δ𝑡 𝑛+ 2 , u𝑛+1 , u¤ 𝑛+1 , u¥ 𝑛+1 )

16:

n += 1

= computeNextDisplacement( Δ𝑡

,

u𝑛 ,

u¤

= computeNextAcceleration(

¥ 𝑛+1 ,
u

R𝑛+1 ,

M)

1

17:
18:

⊲ Compute next midpoint velocity
⊲ Compute next displacement

)
1

1

⊲ Compute next timestep size

⊲ Compute next residual
⊲ Compute next acceleration
⊲ Run any post-step events
⊲ Increment step counter

end while
end procedure

where 𝜔𝑚𝑎𝑥 is the largest discrete frequency of the following generalized eigenvalue problem
(K − 𝜔2 M)𝚽 = 0

(4.10)

where K is the stiffness matrix, which we assume to be at least symmetric positive semi-definite
throughout the paper; and 𝚽 is an eigenvector. Note that the stability criteria only holds in the case
of linear analysis. For nonlinear analysis, Δ𝑡 is multiplied by a positive factor less than one to scale
down the time step and thus account for uncertainties. We used a factor of 0.9.
The eigenvector 𝚽 can be understood as the vector of basis function coefficients associated
with the discretized eigenfunction, 𝜙 ℎ . A discretized eigenfunction can be understood as an
approximation to the exact eigenfunction, 𝜙.
𝜙 ≈ 𝜙ℎ =

Õ

𝑁𝐴 𝜙 𝐴

(4.11)

𝐴

𝚽 = {𝜙 𝐴 }

(4.12)

𝑁𝐴 denotes the 𝐴th basis function while 𝜙 𝐴 denotes the 𝐴th component of 𝚽. We use the superscript
ℎ to distinguish between an exact quantity and the corresponding approximate discretized quantity.
Unless confusion is possible, we will often omit the superscript.
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A significant quantity associated with an eigenvalue problem is the Rayleigh quotient.
𝚽𝑇 K𝚽

𝑅(𝚽) =

(4.13)

𝚽𝑇 M𝚽

Taking the gradient of the Rayleigh quotient shows that its stationary points are solutions to the
eigenvalue problem found in Eq. (4.10). Specifically, if 𝚽 and 𝜔 are eigenvectors and frequencies,
respectively, i. e. they are solutions to Eq. (4.10), then
∇𝑅(𝚽) = 0

(4.14)

𝑅(𝚽) = 𝜔 .
2

(4.15)

From here, it can be shown that this implies that the maximum value of the Rayleigh quotient is the
maximum eigenvalue.

2
𝑅(𝚽) ≤ 𝜔𝑚𝑎𝑥
,

∀𝚽

(4.16)

Recognizing that 𝑅(𝛼𝚽) = 𝑅(𝚽) allows us to write the highest frequency, 𝜔𝑚𝑎𝑥 , in the following
form
𝜔𝑚𝑎𝑥 =

q

𝚽𝑇𝑚𝑎𝑥 K𝚽𝑚𝑎𝑥

(4.17)

where 𝚽𝑚𝑎𝑥 is the solution of the following optimization problem.
max 𝚽𝑇 K𝚽
𝚽

(4.18)

s.t. 𝚽𝑇 M𝚽 = 1

Accounting for the fact that the stiffness and mass matrices can commonly be written in terms of
symmetric bilinear functionals, this optimization problem can be written in an equivalent form. The
𝐴𝐵th components of the stiffness and mass matrix, in terms of the symmetric bilinear functionals
𝑎(·, ·) and (·, ·), take on the following forms
𝐾 𝐴𝐵 = 𝑎(𝑁𝐴 , 𝑁𝐵 )

(4.19)

𝑀𝐴𝐵 = (𝑁𝐴 , 𝑁𝐵 )

(4.20)

The functionals 𝑎(·, ·) and (·, ·) depend on the weak form of the specific PDE that we are solving and
are independent of our choice of basis. They are also dependent on the mapping from parametric
space to physical space. Remembering that 𝚽 comes from a discretization of the eigenfunctions
results in the following relationship.
𝚽𝑇 K𝚽 =

ÕÕ
𝐴

𝑎(𝑁𝐴 , 𝑁𝐵 )𝜙 𝐴 𝜙 𝐵

(4.21)

𝐵

!
=𝑎

Õ

𝑁𝐴 𝜙 𝐴 ,

𝐴

= 𝑎(𝜙, 𝜙)

Õ

𝑁𝐵 𝜙 𝐵

(4.22)

𝐵

(4.23)
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Similarly, we can show
𝚽𝑇 M𝚽 = (𝜙, 𝜙)
𝑎(𝜙, 𝜙)
.
𝑅(𝚽) =
(𝜙, 𝜙)

(4.24)
(4.25)

We can now find the highest frequency with the following
𝜔𝑚𝑎𝑥 =

q

𝑎(𝜙 𝑚𝑎𝑥 , 𝜙 𝑚𝑎𝑥 )

(4.26)

where 𝜙 𝑚𝑎𝑥 is the solution to the following optimization problem.

max
𝜙

s.t.

𝑎(𝜙, 𝜙)
(𝜙, 𝜙) = 1

(4.27)

𝜙 ∈ solution space.
This provides a way to examine what causes small time steps for different solution spaces,
independent of the choice of basis over the solution space.
Up until now, we have not talked about what we mean by the solution space. Recall that in the
finite element method we typically describe the discretized solution in the following form
𝑢ℎ = 𝑣ℎ + 𝑔ℎ

(4.28)

where 𝑢 ℎ is the discretized solution, 𝑔 ℎ is some function that satisfies the Dirichlet boundary
conditions, and 𝑣 ℎ is a function that satisfies homogenous boundary conditions on the domain of
the Dirichlet boundary conditions. Given this, the solution space can be understood as the vector
space of functions from which 𝑣 ℎ comes. We use the symbol 𝒮 to denote a solution space. Thus
𝑣 ℎ ∈ 𝒮.

(4.29)

If we were to apply additional constraints on the solution, this effectively removes portions of the
solution space, 𝒮, creating the new solution space 𝒮 𝑐 .
𝒮𝑐 ⊂ 𝒮

(4.30)

Recognizing that the highest frequency comes from a maximization problem, we can say the
following.
𝑐
𝜔𝑚𝑎𝑥
≤ 𝜔𝑚𝑎𝑥

(4.31)

Throughout the paper, we will use Eq. (4.27) to examine why the highest frequency may be
large for a given solution space and thus has a small time step. We then apply constraints to the
solution space in an attempt to remove these large frequencies. Eq. (4.31) guarantees that this will
not detrimentally affect the highest frequency, but we hope that given the correct constraints, that it
will beneficially affect the highest frequency.
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4.3.1 Eigenvalue calculation
Various methods can be employed to calculate the spectrum of Eq. (4.10). For the majority of this
work, pre-built eigenvalue solvers available through Julia’s built-in packages are used to calculate
all or part of the discrete spectrum. For the more complicated geometries, where only the highest
frequency or time step was of interest, the iterative method known as power iteration is used to
calculate the highest frequency. The power iteration method uses the iterative relationship
−1
𝑛
ˆ 𝑛+1
𝚽
𝑚𝑎𝑥 = 𝑴 𝑲𝚽𝑚𝑎𝑥

ˆ 𝑛+1
𝚽
𝑚𝑎𝑥
𝑛+1
ˆ
𝚽𝑚𝑎𝑥

𝚽𝑛+1
𝑚𝑎𝑥 =

(4.32)

,

(4.33)

where Eq. (4.33) is a normalization that has been chosen for convenience, to find the eigenvector
𝚽𝑚𝑎𝑥 . The iteration procedure is typically initialized with 𝚽1𝑚𝑎𝑥 that has been chosen as a random
𝑛
vector of unit length to avoid possible rigid body modes. The maximum eigenvalue 𝜔𝑚𝑎𝑥
can be
computed from the so-called pseudo-Rayleigh quotient
ˆ 𝑛+1
𝑅 𝑝 (𝚽𝑛𝑚𝑎𝑥 ) = 𝚽𝑛𝑚𝑎𝑥 · 𝚽
𝑚𝑎𝑥

(4.34)

with
𝑛
=
𝜔𝑚𝑎𝑥

q

𝑅 𝑝 (𝚽𝑛𝑚𝑎𝑥 ).

(4.35)

We want to run this until the time step has converged. Letting Δ𝑡 𝑛 = √2 𝑛 where 𝑅 𝑛𝑝 is just the
𝑅𝑝

pseudo-Rayleigh quotient at 𝚽𝑛 , a simple convergence criteria for the time step is
Δ𝑡 𝑛+1 − Δ𝑡 𝑛
< 𝜀.
Δ𝑡 𝑛+1

(4.36)

However, in practice
𝑅 𝑛+1
− 𝑅 𝑛𝑝
𝑝
𝑅 𝑛𝑝

< 𝜀2

(4.37)

is a simpler criteria as it avoids the squareroot while still implying Eq. (4.36).

4.3.2 Mass lumping
Linear solves involving the mass matrix appear in both Eq. (4.2) and Eq. (4.32), requiring M to be
non-singular. It is reasonable to assume this as it follows directly from a linearly independent basis.
This is why linearly dependent bases, like non-analysis suitable T-splines, are undesirable. However,
these solves can significantly increase the cost of the simulation. To eliminate the associated linear
solves, the mass matrix is often approximated by ‘lumping’ it into a diagonal matrix. There are
many schemes, but the one we used here is commonly known as the ‘row sum’ scheme. If the
Í
chosen set of basis functions satisfies partition of unity, i. e. 𝐴 𝑁𝐴 = 1, and denoting the density
by 𝜌, this scheme can be written as
∫
𝑀𝐴𝐴 =
𝜌𝑁𝐴 𝑑𝑉 , 𝑀𝐴𝐵 = 0 ∀𝐴 ≠ 𝐵.
(4.38)
Ω
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The resultant mass matrix is commonly known as the lumped mass matrix while the original
unlumped matrix is known as the consistent mass matrix. Throughout the paper both the lumped
and consistent mass matrices are used, though the consistent mass matrix is used more often.
As a result, unless otherwise noted, the consistent mass matrix is used instead of the lumped
mass matrix. By using the consistent mass matrix, we remove the affects of mass lumping on
the spectrum, deepening our understanding of how a solution space affects the spectrum. This
dependence comes from the fact that the lumped mass matrix can no longer be represented in
terms of a symmetric bilinear functional. While, we may still be able to use Eq. (4.18) to find the
highest frequency, we can no longer use Eq. (4.27).

4.4

The wave equation

The wave equation is used throughout the paper as the PDE of interest as it is similar to, but still
much simpler than conservation of linear momentum.
∇2 𝑢 − 𝑢¥ = 0

(4.39)

Rather than implement a formulation for the wave equation, a previously implemented traditional
solid formulation was reduced to the wave equation by judiciously choosing the density and Lamé
parameters, specifically 𝜌 = 𝜇 = −𝜆 = 1, and setting all components of displacement, except 𝑢𝑥 , to
zero.
To find the spectrum, separation of variables is used to arrive at the Helmholtz equation, where
𝜔 is the frequency associated with the eigenfunction 𝜙. This is called the exact eigenvalue problem.
∇2 𝜙 + 𝜔 2 𝜙 = 0

(4.40)

Converting to the weak form shows that when given arbitrary functions 𝑓 and 𝑔, the symmetric
bilinear functionals for the wave equation take on the following form.
𝑎( 𝑓 , 𝑔) =

∫

∇ 𝑓 · ∇𝑔𝑑𝑉

(4.41)

𝑓 𝑔𝑑𝑉

(4.42)

Ω

( 𝑓 , 𝑔) =

∫
Ω

Discretizing 𝜙 by
𝜙 ≈ 𝜙ℎ =

Õ

𝑁𝐴 𝜙 𝐴

(4.43)

𝐴

results in the discretized eigenvalue problem found in Eq. (4.10) where
K = [𝐾 𝐴𝐵 ]

(4.44)

M = [𝑀𝐴𝐵 ]

(4.45)

𝚽 = {𝜙 𝐴 }

(4.46)

and
𝐾 𝐴𝐵 =

∫

∇𝑁𝐴 · ∇𝑁𝐵 𝑑𝑉

(4.47)

𝑁𝐴 𝑁𝐵 𝑑𝑉.

(4.48)

Ω

𝑀𝐴𝐵 =

∫
Ω
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As the discretized eigenvalue problem is only an approximation to the exact eigenvalue problem, it
produces a different spectrum. As such, the spectrum produced by the discretized problem will
be called the discrete spectrum and the spectrum produced by the exact problem will be called
the exact spectrum. The discrete spectrum suffers from discretization error and has only a finite
number of frequencies. Often values from both will be compared side by side.
We explore both one-dimensional and two-dimensional problems using the wave equation. For
these examples, we have provided the exact frequencies and eigenfunctions for comparison. In one
dimension, the wave equation is equivalent to many classic problems such as longitudinal waves in
a rod or transverse vibrations in a string. If clamped boundary conditions are applied to a unit line,
𝜙(0) = 𝜙(1) = 0, it is possible to calculate the exact frequencies and eigenfunctions.
𝜙 𝑚 = sin(𝑚𝜋𝑥)

(4.49)

𝜔𝑚 = 𝑚𝜋

(4.50)

for 𝑚 = 1, 2, 3, 4, ...
In two dimensions, the wave equation is also equivalent to many classic problems such as
transverse vibrations is a plate. If clamped boundary conditions are applied to a unit square,
𝜙(𝑥, 0) = 𝜙(𝑥, 1) = 𝜙(0, 𝑦) = 𝜙(1, 𝑦) = 0, it is possible to calculate the exact frequencies and
eigenfunctions.

𝜙 𝑚𝑛 = sin(𝑚𝜋𝑥) sin(𝑛𝜋𝑦)
√
𝜔𝑚𝑛 = 𝜋 𝑚 2 + 𝑛 2

(4.51)
(4.52)

for 𝑚, 𝑛 = 1, 2, 3, 4, ...

4.5

Behavior of the discrete spectrum in one dimension

In this section we will show how U-splines can be used to create a higher order function space that
provides an increasing critical time step for explicit dynamics for higher-order solution spaces.
For typical Lagrange elements or B-splines bases the critical time step decreases as the order of
the basis functions increases because the highest frequency, which controls the critical time step,
diverges [13]. This can be seen in Fig. 4.3, which shows a plot of the normalized discrete spectrum
computed for a one-dimensional rod with clamped boundary conditions using 𝒞 0 Lagrange basis
functions. The spectrums of the higher order basis functions converge in the lower frequencies but
diverge as the order increases in the higher frequencies. The various jumps in the spectrum are
known as optical branches.
If we use a B-spline basis for the same clamped one-dimensional problem we can eliminate
divergence of most of the high frequencies as shown in Fig. 4.4a. However, the last few frequencies
still diverge as the basis order increases, as shown in Fig. 4.4b. These problem frequencies are
known as outlier frequencies. Since the highest frequency determines the critical time step in
explicit dynamics, the time step is not improved when using a B-splines basis.
To better understand why the highest frequencies diverge for B-splines we will examine the
behavior of the eigenfunction associated with the highest eigenvalue for the one-dimensional wave
equation, given as
∇2 𝑢 − 𝑢¥ = 0.

(4.53)
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Figure 4.3: The frequency spectrum using 𝒞 0 Lagrange elements with 𝑁 = 1019. Recreated from [13].

(b) The six highest frequencies from using 𝐶 𝑝 − 1 Bsplines.

(a) The spectrum for 𝐶 𝑝 − 1 B-splines of various orders.

Figure 4.4: The frequency spectrum for 𝐶 𝑝 − 1 B-splines of various orders with 𝑁 = 1000. Most of the frequencies
converge as the order of the basis increases (a). However, the last frequencies diverge as the order increases (b). Recreated
from [13].

The eigenfunction in question can be found by solving the maximization problem

∫

1



max
𝜙

0

∫

𝑑𝜙
𝑑𝑥

2

𝑑𝑥

1

𝜙 2 𝑑𝑥 = 1

s.t.

(4.54)

0

𝜙 ∈ 𝒰(★V).
The maximum eigenvalue is then given by

s
𝜔max =

∫
0

1



𝑑𝜙max
𝑑𝑥

2

𝑑𝑥.

(4.55)

The right end of the maximum eigenfunction is plotted in Fig. 4.5a. Figure 4.5b is a plot of the
truncation of the domain of integration of the objective function integral in Eq. (4.54) at various
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values. This shows what part of the eigenfunction dominates the frequency and by extension
what part of the geometry dominates the frequency. Notice that it jumps near the ends where the
derivative of the eigenfunction is high. This suggests that we can control the highest eigenvalues
by constraining the derivative of the eigenfunction near the ends of the problem domain. We can
limit these derivatives by taking advantage of the flexibility of U-splines in setting the degree of the
basis functions and continuity between elements.

(a) The right end of the eigenfunctions associated with
the maximum frequencies for 𝐶 𝑝−1 B-splines.

(b) The objective function integrals associated with the
maximum frequencies for 𝐶 𝑝−1 B-splines.

Figure 4.5: A plot of the maximum eigenfunction and associated objective function for the clamped one-dimensional
problem for B-splines. 𝑁 = 119.

To impose constraints on function derivatives near the end of the problem domain we construct
U-splines with 𝐶 𝑝−1 continuity between elements, where 𝑝 is the degree of interior elements, and
lower the degree of the elements at the end of the domain. For example, Fig. 4.6 shows the domain
of a U-spline with 𝐶 2 continuity between cubic interior elements and quadratic elements at the
ends. This effectively constrains the derivative at the end of the domain. For the basis orders used
on the interior and boundary elements in the other cases, see Table 4.1. It is interesting to note that
quadratic case does not require a basis change as it does not suffer from outlier frequencies. This is
due to the clamped boundary conditions. They perfectly balance the continuity constraints so that
no element has more free DOFs than any other.

Figure 4.6: An example of the type of solution space that will remove outlier frequencies due to boundary elements.

Figure 4.7 shows the spectrum for U-splines. Again, we were able to closely match the lower
frequencies, but Fig. 4.7b shows that we have also removed the outlier frequencies.
In Fig. 4.8 we plot the maximum eigenfunction and associated objective function for the clamped
one-dimensional problem using U-splines for the solution space.
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Table 4.1: The basis orders used to remove outlier frequencies. Given an interior basis order, this provides the boundary
basis orders.

Interior basis order
1
2
3
4
5

(a) The spectrums for U-splines of various orders.

Boundary basis order
1
2
2
2
3

(b) The six highest frequencies from using U-splines.

Figure 4.7: The frequency spectrum for 𝐶 𝑝 − 1 U-splines of various orders with 𝑁 = 1000 showing that the high
frequencies do not diverge.

(a) The right end of the eigenfunctions associated with
the maximum frequencies for 𝐶 𝑝−1 U-splines.

(b) The objective function integrals associated with the
maximum frequencies for 𝐶 𝑝−1 U-splines.

Figure 4.8: A plot of the maximum eigenfunction and associated objective function for the clamped one-dimensional
problem for U-splines. 𝑁 = 119.
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Unit square examples

We now show that U-splines are also able to remove outlier frequencies for higher dimensional
geometries, specifically in two dimensions. We consider the unit square with clamped boundary
conditions so that we can compare to the exact spectrum found in Eq. (4.52).
We were required to develop a manner of visualizing two dimensional solution spaces. This
is because every element has two basis orders, each corresponding to one of the two parametric
directions of the element. Most traditional elements use the same order in both directions, but we
require elements of mixed degree in order to remove outlier frequencies without detrimentally
affecting the geometry. To visualize this we draw a cross over ever element, oriented with the
parametric directions of the element. The color of the end points of each arm of the cross denotes
the order of the basis. For example, Fig. 4.9 shows a single element that is linear in the parametric
𝑠-direction and quadratic in the parametric 𝑡-direction.

Figure 4.9: An example of the solution space over a single element with linear basis functions is the 𝑠-direction and
quadratic basis functions in the 𝑡-direction.

4.6.1 Tensor product
Tensor product NURBS suffer from outlier frequencies, just like their one-dimensional counterparts.
Figure 4.10 shows the spectrums for tensor product NURBS of various orders with clamped
boundary conditions. Note that the quadratic case again provides the best highest frequency while
the higher orders are worse than the linear case. This signifies that these higher order spaces suffer
from outlier frequencies. In the cubic case we can see that the eigenfunction corresponding to the
highest frequency is dominated by the corners of the patch, as seen in Fig. 4.11. This makes sense
as the corners are essentially the boundaries of the boundary.
We can again remove the outlier frequencies by lowering the order of the boundary elements.
We, however, do not want to lower the order of both parametric directions of the boundary elements.
We only want to lower the order of the direction perpendicular to the boundary. This has the added
benefit that we mostly have not lowered the order of the curve that describes the boundary. This
means that we can still use higher order bases to represent the actual curve of the boundary. In
the cubic case we built the U-spline shown in Fig. 4.12. Notice that this is just the tensor product
of the one dimensional basis in Fig. 4.6. In fact, the bases used are just the tensor products of the
bases in Table 4.1. Figure 4.13 shows the updated spectrums. As can be seen, all of these spectrums
produce superior time steps to those produced by linear elements. Remember that in the linear
case, a U-spline is equivalent to traditional linear elements. The eigenfunction corresponding to the
cubic case can be seen in Fig. 4.14. It is no longer dominated by oscillations on the boundaries.
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Figure 4.10: The spectrums for tensor product NURBS of various orders. 𝑁 = 900. Recreated from [13].

Figure 4.11: The eigenfunction corresponding to the highest frequency of the tensor product cubic NURBS. The color
just denotes the magnitude of the eigenfunction. The actual values do not matter, but blue is small and red is large.

Explicit Dynamics

77

Figure 4.12: The corner of solution space for the cubic tensor product U-spline that removes the outlier frequencies.

Figure 4.13: The spectrums for tensor product U-splines of various orders. 𝑁 = 900.

Note also that these spectrums are no longer smooth. This is due to the fact that the eigenfunctions
are now indexed by two indices instead of just one. This makes it much harder to match discrete
frequencies up with their corresponding exact frequency. They could be matched up by comparing
the exact eigenfunctions to the discrete ones. However, due to the difficulty of this process, we have
only sorted the two sets of frequencies and paired them up in order.
It is interesting to note that around 𝑁𝑛 = 0.8, all of the spectrums in Fig. 4.10 and Fig. 4.13 have
a definitive upturn and appear to lose accuracy. This does not, however, denote the presence of
optical branches or outlier frequencies. This is another reflection of the fact that we are pairing
discrete frequencies with the wrong exact frequencies. If we were to pair the frequencies properly,
we would find that the discrete spectrum skips some of the exact frequencies. This is due to the
types of functions that the solution space can represent.
A simple example of skipping frequencies comes from a quadratic tensor product NURBS
example with 10 × 10 elements and clamped boundary conditions. This will result in 10 × 10 grid
of control points. This space can fairly well approximate the exact eigenfunction corresponding to
𝑚 = 10 and 𝑛 = 10.
𝜙(𝑥, 𝑦) = sin(10𝜋𝑥) sin(10𝜋𝑦)

(4.56)

However, it cannot approximate the exact eigenfunction corresponding to 𝑚 = 11 and 𝑛 = 1 as the
control points just cannot create enough peaks and valleys in the 𝑥-direction.
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Figure 4.14: The eigenfunction corresponding to the highest frequency of the tensor product cubic U-spline. The color
just denotes the magnitude of the eigenfunction. The actual values do not matter, but blue is small and red is large.

𝜙(𝑥, 𝑦) = sin(11𝜋𝑥) sin(𝜋𝑦)
(4.57)
√
This is true even
√ though the exact frequency of Eq. (4.57), 𝜋 122, is less than the exact frequency of
Eq. (4.56), 𝜋 200.
We can in fact predict that around 𝑁𝑛 = 𝜋4 ≈ 0.8, the spectrums for tensor product unit squares
will start to lose accuracy. To see this consider the exact spectrum, Eq. (4.52), which has been
repeated here for convenience.
√
𝜔𝑚𝑛 = 𝜋 𝑚 2 + 𝑛 2
for 𝑚, 𝑛 = 1, 2, 3, 4, ...
In Fig. 4.15 we plot the frequency indices by plotting 𝑚 along the horizontal axis and 𝑛 along the
vertical axis. Notice that after sorting the exact frequencies, they lie in concentric quarter circles.
This means that the indices 𝑚 and 𝑛 of the first 𝑁 exact frequencies will lie within a quarter circle
whose area is approximately 𝑁. This is represented by the quarter circle labeled ‘Exact Indices’
in Fig. 4.15. However, due to the rectilinear grid of control points for tensor product meshes, the
solution space can only approximate the exact eigenfunctions whose indices lie within a square
whose area is also approximately 𝑁. This is represented by the square labeled ‘Discrete Indices’ in
Fig. 4.15. To find when the spectrum starts to lose accuracy, we just need to find the area of the
largest quarter circle that fits within this square. Any quarter circle larger than that will result
in frequencies being skipped. That area is 𝜋4 𝑁, leading to the discrete spectrum losing accuracy
around 𝑁𝑛 = 𝜋4 .
To better see this, the exact frequencies from the quarter circle used in Fig. 4.10 and Fig. 4.13 are
replaced with the frequencies from the square in Fig. 4.15 creating Fig. 4.16 and Fig. 4.17, respectively.
The sprectrum is better approximated, but the previous observations of the spectrum still hold; the
NURBS suffer from outlier frequencies at the high end of the spectrum, while U-splines are capable
of removing the outlier frequencies.
In general, it is hard to know what exact eigenfunctions can be approximated by a solution
space. As such, we will not repeat this exercise with the other more complicated examples that
follow. Just know that some of the error that may appear in the spectrum will be associated with
higher dimensional problems.
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Figure 4.15: A geometric representation of the indices of the exact eigenfunctions approximated by a tensor product
solution space.

Figure 4.16: The spectrums for tensor product NURBS of various orders, using the exact frequencies that better
correspond to a tensor product basis. 𝑁 = 900.

Figure 4.17: The spectrums for tensor product U-splines of various orders, using the exact frequencies that better
correspond to a tensor product basis. 𝑁 = 900.
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4.6.2 Multipatch example
Often geometries are built by combining NURBS patches together into bigger connected geometries.
One example of this can be seen in Fig. 4.18. Three NURBS patches are combined together to create
a unit square. For simplicity we are only considering quadratic conformal patches with clamped
boundary conditions. ‘Conformal’ means that control points and element edges match from one
patch to another. Traditionally these patches are combined together with 𝒞 0 continuity as seen in
solution space in Fig. 4.19. This results in optical branches as it allows the creation of spikes as seen
in the eigenfunction in Fig. 4.20. It is dominated by a spike at the point where all the patches meet.
This point is known as an ‘extraordinary point’ as only three elements touch the vertex at this point.
Extraordinary points can also be created at vertices where five or more elements meet.

Figure 4.18: The starting element layout for the multipatch NURBS example.

As in the previous examples, we can remove these problem frequencies by either smoothing the
edges between patches or lowering the order of the elements bordering these edges. As many of the
original elements are extremely skewed, smoothing the edges will result in poorly shaped elements.
In order to fairly compare all cases to each other, we apply a Laplacian smoothing method to the
mapping from parametric space, 𝝃, to physical space, X, as seen in Eq. (4.58).



∇𝜉2 X = 0 𝝃 ∈ Ω𝜉
X = X̂
𝝃 ∈ s𝜉

(4.58)

Applying this to the solution space in Fig. 4.19 results in Fig. 4.21, where the lines are isoparameter
curves. This mapping was also used when finding the eigenfunction in Fig. 4.20. We chose to use a
Laplacian smoothing method as it is rotationally invariant. This method does have a problem due
to it packing the geometry closer to the extraordinary point as shown by the isoparameter curves in
Fig. 4.21. This causes the highest frequency to increase more than expected as we refine the mesh.
However, since this method similarly affects the other cases that we consider, it is good enough to
still fairly compare all the cases to each other.
We compare the multipatch NURBS case to four other cases. Three of the cases are different
U-splines; two are cases that produce superior highest frequencies and one showcases a problem
associated with extraordinary points. The final case is the use of traditional linear elements so that
we have a baseline example.
The first U-spline that we consider is able to remove the optical branch present in the multipatch
NURBS case, by using what we call multipatch U-splines. Essentially, we replace each of the
original NURBS patches with a tensor product U-spline patch where the order of the elements
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Figure 4.19: The solution space for the multipatch NURBS.

Figure 4.20: The eigenfunction corresponding to the highest frequency for the multipatch NURBS, Fig. 4.19. The tip of
the spike is located at the extraordinary point. The color just denotes the magnitude of the eigenfunction. The actual
values do not matter, but blue is small and red is large.
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Figure 4.21: The isoparameter curves for the solution space in Fig. 4.19 after smoothing it with Eq. (4.58).

bordering the 𝒞 0 has been lowered, as seen in Fig. 4.22. This solution space was able to remove all
of the spikes associated with the 𝒞 0 edges throughout the mesh.
The other two U-spline cases are related to each other as they show two different attempts to
smooth the solution space to remove the spikes. The first attempt is unsuccessful due to limitations
of extraordinary points. Extraordinary points are limited in that currently U-splines are unable
to smooth them. Typical constraints between elements are too restrictive in these cases, causing
elements to collapse to a point. This requires us to set the continuity of the edges leaving the
extraordinary point at 𝒞 0 , which is also known as creasing an edge. This can be seen in Fig. 4.24,
where most of the mesh, except for the neighborhood of the extraordinary point, has been smoothed.
This is extremely detrimental to the highest frequency as it allows the creation of a spike at the
extraordinary point as seen in Fig. 4.25. Note that the upper left corner had to be creased as well to
create the sharp corner. This is fine as the boundary conditions and the other continuity constraints
prevent the creation of spikes there. We call this case the failed smooth U-spline. The second
attempt to smooth the edges was successful in removing the outlier frequency associated with
the spike at the extraordinary point. This was done by controlling the sharpness of the spike by
lowering the order of just three elements touching the extraordinary point as seen in Fig. 4.26. Note
that we had to crease further out from the extraordinary point when compared to Fig. 4.24. This
is because lowering the order of those elements locks them completely to the elements further
out and since those are 𝐶 1 the extraordinary point must be smooth as well. This would again
cause elements to collapse to a point. Figure 4.27 shows that the spike has been removed from the
eigenfunction associated with the highest frequency. We call this case the fixed smooth U-spline.
It order to fairly compare these solution spaces, we plot how the six highest frequencies evolve
as the solution spaces are refined in Fig. 4.28. The frequencies are normalized by the exact
frequencies and are plotted against the number of degrees of freedom. For the smooth U-splines,
pure refinement was not used. We smoothed some of the new edges near the extraordinary point
as they decoupled from the extraordinary point after refinement. What we find is that the fixed
smooth U-spline case gives the best highest frequency, while the multipatch U-spline does better
than linear elements as well. The failed smooth U-spline is interesting as these plots show that its
highest frequency is the only one that is worse than the linear element case. This high frequency
is the spike created at the extraordinary point as seen in Fig. 4.25. By creating the fixed smooth
U-spline case, we were able to remove that single offending frequency. These explicit/Plots also
show that the multipatch NURBS case did not recover, at least for the six highest frequencies. This
is a reflection of all of the 𝒞 0 edges that run through the mesh.
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Figure 4.22: The solution space for the multipatch U-spline.

Figure 4.23: The eigenfunction corresponding to the highest frequency for the multipatch U-spline, Fig. 4.22. The color
just denotes the magnitude of the eigenfunction. The actual values do not matter, but blue is small and red is large.
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Figure 4.24: The solution space for the failed smooth U-spline. It suffers from an outlier frequency due to the extraordinary
point.

Figure 4.25: The eigenfunction corresponding to the highest frequency for the failed smooth U-spline, Fig. 4.24. The tip
of the spike is located at the extraordinary point. The color just denotes the magnitude of the eigenfunction. The actual
values do not matter, but blue is small and red is large.
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Figure 4.26: The solution space for the fixed smooth U-spline. It modifies Fig. 4.24 to remove the outlier frequency
associated with the extraordinary point.

Figure 4.27: The eigenfunction corresponding to the highest frequency for the fixed smooth U-spline, Fig. 4.26. The color
just denotes the magnitude of the eigenfunction. The actual values do not matter, but blue is small and red is large.
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(a) Highest frequency.

(b) Second highest frequency.

(c) Third highest frequency.

(d) Fourth highest frequency.

(e) Fifth highest frequency.

(f) Sixth highest frequency.

(g) The legend.
Figure 4.28: The highest frequencies of all the solution spaces for the multipatch example as their meshes are refined,
normalized by the exact frequencies.
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Implementation Considerations

The examples in the previous sections were constructed to be simple to understand and constructing
their basis by hand is trivial in most cases. However, these bases are not admissible U-splines as
they fail to be locally complete. This means that in more complicated cases, the U-spline algorithm
will likely fail to build a valid basis. Additionally, accounting for boundary conditions when the
basis is constructed is not ideal. As such, we build a basis where the basis order starts at one on
the boundary and steps up in order on the interior as seen in one dimension in Fig. 4.29. Note
that continuity is always maximal between each element. This allows one and only one new
basis function to start at each of interior interfaces thus spreading out the degrees of freedom
and preventing them from bunching on the boundary. This can easily be generalized to multiple
dimensions and implemented by flooding away from the boundary and creased edges.

Figure 4.29: An example of the implemented basis modifications.

4.7.1 Hopkinson bar example
As an example of this implementation and applying it to FRM, we explore the Hopkinson bar
problem seen in Fig. 4.30.
kg
We use a linear elastic material with the properties 𝐸 = 189.6 GPa, 𝜈 = 0.29, and 𝜌 = 7994.3 m3 .
A prescribed displacement is applied to the left hand side with the penalty method using a penalty
kg
of 1𝑒13 m3 s2 . The lumped mass matrix is also used.
As this problem is mostly one-dimensional, we first approximate it with a one-dimensional
model. We do this with elements of uniform length ℎ = 0.009525 m resulting in 384 elements when
the rod is body-fitted. We use five different bases over this mesh: linear, quadratric B-spline, cubic
B-spline, and the two U-splines created by modifying the two previous B-splines to improve the
time step. The modified U-splines are called “Optimal U-splines” in the following.
The time steps in all five of these body-fitted cases are in Table 4.2. Note that the optimal
U-spline cases have larger time steps than their B-spline counterparts and the linear case. Both of
the optimal cases produce the best time steps of all of the cases with the cubic case being the better
of the two.
We also study the effects of immersing the rod on the time step size. Figure 4.31 shows the
envelope domain for this problem. The location of the cut of the end element is denoted by 𝑐. We
calculated the time step as the cut moved in Fig. 4.32 and Fig. 4.33. The first plot has no elements

Figure 4.30: The Hopkinson bar geometry. Not to scale.
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Table 4.2: The time step for the different basis types.

Basis Type

Linear

Time Step (s) 1.95663e-06

B-spline
𝑝=2
1.68606e-06

Optimal
U-spline
𝑝=2
3.19559e-06

B-spline
𝑝=3
1.27666e-06

Optimal
U-spline
𝑝=3
3.76924e-06

Figure 4.31: The two ends of the envelope domain of the one-dimensional rod. The thick lines represent element
boundaries.

outside of the physical domain besides the cut elements, while the second has one on each side.
For comparison, the body-fitted time steps have been added as horizontal lines labeled to the right
of each plot. Note that the non-symmetry in the plots is due to the boundary condition. We find
that the optimal U-splines improve the time step over their B-spline counterpart independent of the
cut location. We also find that adding an extra element after the cut element improved the B-spline
time step, but was detrimental to the optimal U-spline time step.
We also study the affect of refinement on the time step. In the immersed cases we set ℎ𝑐 = 0.5.
Rather than divide each element in half, they were divided into thirds so that the boundary cuts in
the immersed case remained in the middle of an element. The resulting time steps are shown in
Fig. 4.34. Note that the plots use log-log scales with base 3 as the mesh was refined by dividing the
elements into thirds. The time step reduced at the expected rates as we refined the elements.
We also ran an explicit simulation of the immersed case. The acceleration of the free right
end compared against experimental results is shown in Fig. 4.35. Note that the first subfigure
provides a comparison of results from Sierra, a best-in-class structural solver from Sandia National
Laboratories, to the experimental results. We find that results agree fairly well with the data, with
the agreement improving as the degree increases. Most importantly, the immersed results agree
extremely well with the body-fitted results. This shows that we are in fairly good agreement with
Sierra.
As a more complicated problem, we reran the problem as a three dimensional geometry instead
of the one dimensional geometry before. We restrict the bases to just the quadratic cases, but we
still have results from Sierra to compare against as seen in Fig. 4.36. Again, we find that our results
are in fairly good agreement with Sierra. In our opinion, the best agreement with the experimental
data was achieved using our optimal U-spline.

4.8

Condition numbers

Given that the condition number of a matrix is related to the eigenvalues of the stiffness matrix,
we also study the effects of a change of basis on the conditioning of a one-dimensional rod. The
condition number is defined as the following
𝜅 (K) = ∥K∥ K−1

(4.59)
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Figure 4.32: The time steps as the cut is moved through the element. No envelope elements are beyond the cut elements.
The horizontal lines represent the body-fitted time steps and are labeled to the right of the plot.

Figure 4.33: The time steps as the cut is moved through the element. One envelope element is beyond the cut elements.
The horizontal lines represent the body-fitted time steps and are labeled to the right of the plot.
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(b) The immersed rod with no elements past the cut
elements.

(a) The body-fitted rod.

(c) The immersed rod with one extra element past the
cut elements.

Figure 4.34: The timesteps as the rod is refined.

However, in this case, the stiffness matrix is symmetric-positive definite, which means that this can
be reduced to
𝜅 (K) =

𝜆𝑚𝑎𝑥
𝜆𝑚𝑖𝑛

(4.60)

where 𝜆𝑚𝑎𝑥 and 𝜆𝑚𝑖𝑛 denote the maximum and minimum eigenvalues of K, respectively.
We computed the condition number for 𝒞 0 NURBS with the DOF count held steady at 119 as
seen in Table 4.3. If we instead hold the element count steady at 120 elements the condition number
blows up as the basis order increases as seen in Table 4.4.
We also computed the condition number for various smooth U-splines of varying degree on the
boundary elements with the DOF count held steady at 119 as seen in Table 4.5. We used the same
stair step modification pattern used in Section 4.7. Note that the diagonal corresponds to NURBS.
The general trend is that lowering the order of the boundary elements improves the condition
number. There are a few outliers, though none of them major. If we instead hold the element count
steady at 120 elements we see similar trends as seen in Table 4.6. This suggests that smoothness
between the elements really helps the condition number.
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(a) Sierra results.

(b) Linear basis.

(c) Quadratic B-spline basis.

(d) Quadratic optimal U-spline basis.

(e) Cubic B-spline basis.

(f) Cubic optimal U-spline basis.

Figure 4.35: Comparison of the acceleration of the right end to experimental data for the one-dimensional bar.
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(a) Sierra results.

(b) Quadratic B-spline basis.

(c) Quadratic optimal U-spline basis.
Figure 4.36: Comparison of the acceleration of the right end to experimental data for the three-dimensional bar.

Table 4.3: The condition numbers for NURBS with the same number of DOFs (119).

Linear
5835

Quadratic Cubic
2918
2190

Quartic
2114

Quintic
2006

Table 4.4: The condition numbers for NURBS with the same number of elements (120).

Linear
5835

Quadratic Cubic
11672
19698

Quartic
22807

Quintic
50132
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Table 4.5: The stiffness matrix condition numbers for U-splines with 119 DOFs. Diagonal corresponds to NURBS.

Boundary
Element Order
Linear
Quadratic
Cubic
Quartic
Quintic

Linear
5835

Middle Element Order
Quadratic Cubic Quartic
2180
1593
1300
2153
1625
1299
2223
1811
2549

Quintic
1105
1119
1457
2166
2926

Table 4.6: The stiffness matrix condition numbers for U-splines with 120 elements. Diagonal corresponds to NURBS.

Boundary
Element Order
Linear
Quadratic
Cubic
Quartic
Quintic

Linear
5835

Middle Element Order
Quadratic Cubic Quartic
2143
1541
1236
2189
1625
1278
2299
1841
2681

Quintic
1034
1083
1457
2240
3132

5

Conclusion

In this dissertation, I first showed how to robustly invert a geometric map for use in FRM.
Additionally, I was able to improve the speed of this inversion by over an order of magnitude by
searching through the cells smartly and exploiting structure.
I also presented a unified theory for solids, shells, beams, and rigid bodies. This included
showing how to incorporate general rate-independent material models into shells and beams along
with showing how to modify a material model to account for drilling stiffness. Finally, I applied
FRM to a shell and showed how to robustly test if a point was inside or outside the shell.
In the last section I showed how to use U-splines to improve the critical time step for explicit
dynamics by lower the basis order near the boundary. I also showed that even with these changes
to the basis, that accuracy of the solution is maintained with the Hopkinson bar problem.
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