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Abstract 
Wireless Sensor Network (WSN) became one of the emerged networks that are used in many critical applications. One of the 
challenges of the network is the energy source of its sensors since sensors depends, in most of the cases, on a double AA batteries 
and they are supposed to live for long time. One of the important methods to save sensors energy is to reduce the messages flow 
transferred to the sink node in a multi-hop wireless sensor networks. To do so, this paper investigates the best location to the sink 
node to maximize the reliability of a message delivery before it is being received and processed by a sink. The paper introduces
the optimal location solution through utilizing the Mixed Integer Linear Programming (MILP) solution to the problem in small-
scale WSNs. Consequently, maximum reliability of a path may lead to the minimum energy consumed for retransmission along 
the routing path. However, in large-scale networks, the paper introduces the Genetic Algorithm (GA) as one of the heuristics 
solution. The Fitness function of the GA calculates the negative value of the log of the reliability of a path and the GA tries to 
find the sink position with the minimum fitness value to minimize the energy spent by each sensor in the routing towards the 
sink.. An extensive set of experiments are introduced and the MILP solution results are compared to GA approach for the GA 
performance measure. The comparison showed that the GA have found near optimal solution in reasonable time. In addition, GA 
is utilized in large-scale problems as well. 
© 2014 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Wireless sensor network (WSN) consist of hundreds, maybe thousands, of autonomous sensor nodes to monitor 
physical or environmental conditions, such as habitat monitoring [1], agricultural monitoring [2], machine health 
monitoring [3], and so on. Each sensor network node consists of several parts: one or several sensors, a radio 
transceiver, a microcontroller, an electronic circuit for interfacing with the sensors, and an energy source, usually a 
battery.  
The limited energy supply is one of the most important issues that should be handled carefully when dealing with 
WSN’s as it is impossible or impractical to replace or recharge the battery of a sensor node. Energy is consumed in 
several processes but the most important energy consumer is the communication module. Since data transmission is 
energy consuming and sensors spend most of their energy in communication, it is important to find methods that 
minimize the energy used for communication in a sensor network to prolong its lifetime. The energy of the network 
can be conserved by finding the most energy efficient sensor to sink routes which is known as the Routing Problem 
(RP). In the RP, the sink locations are given and the problem is to find the most optimal routing algorithm [4][5] 
however, this paper is not about the routing problem and in our experiments, we base on one of proposed algorithms 
in [6]. Another way to conserve the energy is to reduce the communication distance and this can be done in many 
ways. One of the solutions that is not efficient with real-time applications is deploying a mobile sink node which 
collects the data from the sensors it passes by [7], [8], [9]. Another efficient way is to deploy multiple sinks; this 
would shorten the distance between the sensor and the sink node and hence decrease the average number of hops a 
message has to pass through as data will always be sent to the closest sink.  
The solution in this paper depends on an important concept that the shortest path is not always the best path as the 
packet delivery and hence the retransmission of the packet depends also on the reliability of the path. So the concept 
that is taken into consideration when deploying the sink is the total reliability of all paths from each sensor node to 
the sink.           
In this paper different approaches have been used to find the best sink location that maximize the reliability of the 
path for each <sensor, sink> pair. The first approach is a Mixed Integer Linear Programing formulation (MILP) for 
better understanding and finding the optimal location of the sink in small-size problems as in [10]. The second one is 
a heuristic approach based on GA to be able to find near optimal solution as the MILP will not be able to find the 
solution in large-scale size problems. A comparison between these approaches has been made in terms of the 
efficiency of the solution and the time taken by each one of them.  
2. Related work  
A lot of researches have addressed the problem of finding the optimal placement of multiple sink nodes.  Most of 
them formulate the problem in ILP. In [10] a hierarchical network structure was considered and the problem was 
formulated as a one-to-many shortest path problem. Another example is in[11] where a linear programming (LP) 
formulation are solved to find the optimal traffic flow rates and hence maximizing the amount of data sent from 
sensors to sinks and accordingly will prolong the network lifetime. In [12], a mixed-integer linear programming 
models is used to determine the optimal sink locations and information flow paths between sensors and sinks using 
one of two objective functions the first is to minimize the total routing energy and the second is to minimize total 
cost. Find the optimal solution; according to the constraints made, using ILP approach is to some extent a good way 
however the ILP approach does not scale well for networks with large number of sensors.  
Different approaches other than the ILP have been made to find the sink locations that maximize the network 
lifetime. In [13] a mathematical model was derived to minimize the sensor average distance from the nearest sink 
using location information of the neighboring nodes. [14] presents an electrostatic model and assign a negative 
charges to sensors and positive charges to sinks. The paper proved that by properly setting these charges, the sink 
nodes can reach a position of equilibrium. Another group of research studies find the location of sinks nodes using 
evolutionary algorithms such as particle swarm optimization [15] and Genetic Algorithms [16].  The evolutionary 
algorithms are interesting approaches and scales well with large size problems hence the GA have been utilized here 
in this paper to solve the problem of finding the optimal sink location  in wireless sensor network.  
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Fig. 1. (a) Series structure system; (b)  Parallel structure system. 
The rest of the paper is organized as follows: the next section gives a brief description to the reliability theory. 
Section 4 introduces the network model that is used throughout the paper. In section 5, a calculation of the cost of a 
route is given. In Section 6, A MILP formulation is used to find the best sink location that minimizes the cost of the 
route hence maximizes that network lifetime. Section 7 explains the representation of the problem using GA as a 
heuristic solution. The experiments given in Section 8 are divided into two parts, the first one determines the control 
parameters of the GA experiments and the second part is a comparison between the results of GA and MILP 
solution in finding the best location for one sink node. Section 9 concludes the paper. 
3. Reliability Theory of Series and parallel Structure 
Reliability theory describes the probability of a system completing its expected function under a given 
environmental and operational conditions and for a stated period of time. It models the system as a set of 
components connected in series, parallel or both (hybrid system).  
 
 
 
 
 
 
 
 
For a series structure as in Fig. 1(a), a system is functioning if and only if all of its n components are functioning. 
The reliability function r of a series system is 
 
   (1) 
 
For a parallel structure as in Fig. 1(b), a system is functioning if at least one of its n components is functioning. In 
this case, the reliability function r of a parallel system is 
 
   (2) 
The assumption in this paper is that there will be only one path from the sensor node to a sink node, and the path 
constructed from multiple hops. Any failure in one of these hops will cause a failure in the whole path.  Hence the 
reliability of a path can be calculated as a reliability of a series system. If a path p consists of n hops and hop number 
i has reliability equals to pi then the total reliability of the path can be calculated from equation (1).   
4. Network reliability model 
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Fig. 2. Network reliability model 
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As shown in Fig. 2 given a discretized monitored area A consisting of N points and S sensors placed on a subset 
of N. The area is organized in a two dimensional square grid and the target is to find the best sink location that 
maximize the total path reliability from each sensor node to the sink node. Consequently, it maximizes the network 
lifetime. This point could be one of these N points even if it contains a sensor node . 
5. Calculating the cost of a route 
In the two approaches used in this paper, the MILP and the GA, we try to find the sink location that minimizes 
the cost of the path from each sensor to the sink node. Dijkstra’s algorithm [6] is used to find the path with the 
minimum cost parameter Cij from sensor located at point i to the sink located at point j as follows 
 
(3) 
     
Where rk is the reliability of each hop on the path from i to j and n equals the number of hops on the path from i 
to j .Choosing the path with minimum cost Cij means choosing the path with the highest reliability.   
6. MILP formulation for optimal approach 
This section formulates the sink location problem using MILP similar to the work done in[10]. In this 
formulation, two binary decision variables are used, Xij which is the routing variable and set to one if a sensor at 
point i sends its data to the sink at point j, and set to zero otherwise. Yj is second binary decision variable in which it 
represents the sink location variable and it is assigned to one if the sink is located at point j and zero otherwise. The 
parameter Cij represents the path cost as described in the previous section and can be determined by solving a 
shortest path problem for every i and j, which can be efficiently done using Dijkstra’s algorithm [6]. 
 
(4) 
   
   (5) 
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The objective function as given in equation (4) minimizes the total path cost from each sensor to the sink node. 
Routing constraints (5) ensure that each sensor sends its data to only one sink. Constraint set (6) implies that to send 
data to point j there must be a sink located at that point. Constraint (7) sets the number of sinks to be located equal to 
1. Final set of constraints (8) are the binary constraints on the decision variables. 
7. GA solution to the best sink location problem 
Due to the complexity of the Best Sink Location problem, MILP solution would not be possible for large-scale 
problems as it will be shown latter. Therefore, we propose to utilize the Genetic Algorithms (GAs) as one of the 
solutions to the large-scale size problems. The large-scale problem in this context means either large area to be 
monitored or large number of sensors to be deployed or even both. 
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7.1. Problem representation 
To implement a GA optimization process, we have to form the structure of the chromosome that represents a 
candidate solution and define the fitness function that evaluates each solution. Our target is to find the optimal 
location of the sink node in a 2-dimensional grid hence the structure of the chromosome is the x and y position of 
the sink node within the grid as shown in Fig. 3.  
 
X Y 
Fig. 3. Chromosome structure 
In this problem, the objective is to find the sink location that maximizes the total reliability of all paths from all 
sensor nodes to the sink; and during the selection process the chromosome with small fitness value (maximum 
reliability) is chosen to the next generation. The calculation of the fitness function is done using the Dijkstra shortest 
path algorithm to find the maximum reliability between each sensor and the sink node. 
8. Simulation results for finding one sink node location 
In this section we assess the efficiency of the GA against the mentioned MILP formulation experimentally. The 
measure of the efficiency is the CPU execution time required to find the optimal (near optimal) solution. The GA is 
programmed using Java programming language and MATLAB R2009a integrated with the Optimization Toolbox 6 
is used to solve the MILP formulation. 
8.1.  GA Parameters Selection 
The general GA parameters, which have to be set in the main experiments, greatly affect the CPU time required 
to find the solution using GA. Also, these control parameters affect the solution that would be found and is it 
optimal, near optimal or far from optimal solution. Actually increasing the value of these parameters will increase 
the CPU time but the solution will be very close to the optimal solution and vice versa. 
So there is a compromise customizing these parameters and choosing values that most fit our problem. The most 
important GA parameters that greatly affect the results are the initial population size and the number of evolutions. 
To determine these parameters a set of experiments with moderate difficulty were conducted with grid size 8x8 and 
30 sensors. The value of the two parameters is chosen such that the value is the smallest one to decrease the CPU 
execution time and the results are very close to the MILP solution results. 
8.1.1. Determining the initial population size: 
 
First we run the experiment using MILP to find the optimal solution (smallest number of total hops) and compare 
it with the solutions which was found using GA. Then, experiments have been made to determine the optimal 
solution and the smallest initial population size. 
Table 1. Determining the initial population size 
Initial population size Min cost using GA Min cost using MILP 
10 0.760575 0.760575 
20 0.760575 0.760575 
30 0.760575 0.760575 
40 0.760575 0.760575 
50 0.760575 0.760575 
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As mentioned before in all these experiments the grid size is 8x8 and the number of sensors is 30 . The first set of 
experiments that determine the initial population size starts with population size 10 till it reaches 50 and the number 
of evolutions is fixed and equals 50 evolutions. The results are summarized in Table 1.  As we can see from Table 1 
starting from population size 10 the optimal solution have been found. So in the main experiments the initial 
population size is set to 10 as it achieves the smallest CPU execution time. 
8.1.2. Determining the number of evolutions:  
In this set of experiments, population size is chosen to be 10 and the number of evolutions ranges from 10 to 50. 
Table 2. Determining the number of evolutions 
Number of Evolutions Min cost using GA Min cost using MILP 
10 0.760575 0.760575 
20 0.760575 0.760575 
30 0.760575 0.760575 
40 0.760575 0.760575 
50 0.760575 0.760575 
 
All the experimental results in Table 2  have found the optimal solution. We choose the number of evolutions to 
be 30 as we will increase the grid size up to 50 x 50 making sure that the optimal (near optimal) solution would be 
found. From the previous experiments, it is concluded that the values of the GA parameters, which are the 
population size and the number of evolutions, that best fit the investigated problem are 10 and 30, which confirms 
with Grefenstette Settings for the GA parameters [17]. 
8.2. GA and MILP Simulation Results For Finding Sink Node Location 
Our test-bed consists of two types of experiments. In all experiments, the population size is set to 10 and the 
number of evolutions is set to 30. They are carried out on 32-bit, 2.4-GHz Intel Core 2 Due processors and 3GB 
SDRam memory, operating with Windows 7 professional. 
8.2.1. GA Performance with Different Grid Sizes: 
 In the first type of the experiments, the number of sensors is fixed and equals 25 sensor and the grid size changes 
ranging from 5x5 up to 50x50. The results using MILP formulations and GA are summarized in Table 3. The time is 
measured in seconds. 
Table 3. Comparison between the CPU time using MILP and GA to find the sink location with different grid sizes 
Grid size 
Average time using GA 
(s) 
Average time using 
MILP  (s) 
Min cost using GA Min cost using MILP 
5x5 0.868 0.425827 0.234247 0.234247 
8x8 0.791 1.499129 0.234247 0.234247 
11x11 0.894 2.226887 0.234247 0.234247 
14x14 0.933 Out of memory 0.458735 - 
15x15 0.922 Out of memory 0.458735 - 
20x20 0.906 Out of memory 0.458735 - 
30x30 0.969 Out of memory 0.458735 - 
50x50 0.922 Out of memory 0.458735 - 
1166   Marwa M. Hassan et al. /  Procedia Computer Science  32 ( 2014 )  1160 – 1167 
Fig. 4. The CPU time using GA to find the location of one sink node with different number of sensors 
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The results of Table 3 have showed that the optimal solution for 25 sensors equals 0.234247 and the solution was 
found by the first experiments using MILP formulations but in the following experiments with grid size greater than 
or equal 14x14 the MILP failed to find the solution as a result of running out of memory. In addition, the CPU time  
increased dramatically by comparing the time of each experiment to its predecessor. However, The GA has found a 
solution for each experiment but not all the solutions are optimal solutions. The first three experiments have found 
the optimal solution after that as the grid size increases the solution gets farther away from the optimal one. This is 
due to the chosen values of the GA control parameters which are supposed to increase to cope with the increasing of 
the problem size. The CPU time of the experiments is almost fixed around 0.9 second. 
8.2.2. GA Performance with Different Number of Sensors:  
In the second type of experiments, the grid size is fixed 15x15 and the number of sensors ranges from 5 to 100 
sensors. Table 4 summarizes the results using MILP and GA. The time is measured in seconds. 
Table 4. Comparison between the CPU time using MILP and GA to find the sink location with different number of sensors 
Number of sensors 
Average time using GA 
(s) 
Average time using 
MILP  (s) 
Min cost using GA Min cost using MILP 
5 0.516 1.137473 1.2848809 0.814914 
10 0.614 4.372224 1.839863 1.390808 
20 0.62 out of memory 1.30268444 - 
30 1.202 out of memory 4.0151 - 
40 1.946 out of memory 1.9565 - 
50 3.714 out of memory 1.46182 - 
60 5.518 out of memory 0.543504 - 
70 11.003 out of memory 2.19553 - 
80 8.225 out of memory 1.984906 - 
90 20.435 out of memory 1.0403386 - 
100 19.241 out of memory 1.776604 - 
 
From Table 4, MILP could not found the solution for the number of sensor >= 20 due to the large memory 
requirement. However, the GA has found the solution for all the experiments with the number of sensors up to 100 
sensors. The results of the first 2 experiments for the GA is not optimal as they are not equal to the results found by 
ILP due to the chosen values of the GA control parameters . The results of Table 4 are displayed in Fig. 4 .From this 
figure it is obvious that the CPU time using GA grows slowly until the number of sensors reaches 100 which means 
that GA can be used to find the optimal (near optimal) solution for large-scale size problems. 
 
 
 
 
 
 
 
 
9. Conclusion 
This paper investigate the problem of finding the best sink location, that maximize the total path reliability from 
each sensor node to the sink node, as it is one of the most important steps towards maximizing the wireless sensor 
network life time. The problem was formulated in terms of MILP for better understanding and for finding optimal 
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solution for small scale problems. In addition, we utilized the GA as heuristic solution for large-scale problems. 
With adjusting the suitable parameters of GA, it turns out that it gives reasonable results in finding the place of one 
or more sink node and in both small and large scale problem. However the ILP can only be used in small size 
problem due to the large number pf variable and equations and the limitation of the memory. A logical extension to 
this work is to find the location for multiple sink nodes. 
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