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Capitolo 1
Introduzione
L’uomo ha sempre cercato di migliorare la propria condizione di vita, aumen-
tando le proprie conoscenze giorno dopo giorno, intrapendendo un cammino
lento ma inesorabile. Con i suoi studi, le sue invenzioni e mirabili intuizioni
ha costantemente tentato di superare i propri limiti, realizzando sogni ritenu-
ti impossibili. Basti pensare alla creazione di mezzi di trasporto sempre piu`
veloci e sicuri, sistemi di comunicazioni in grado di far interagire persone si-
tuate in parti opposte del globo, macchinari in grado di svolgere compiti non
facilmente realizzabili per un essere umano o addirittura pericolosi. L’uomo
negli ultimi decenni ha costruito robot sempre piu` precisi e tecnologicamente
avanzati, in grado di svolgere compiti ad alto rischio. Un cospicuo uso di
robot e` gia` avvenuto nel settore industriale in presenza di ambienti dannosi
per l’uomo, sostituendolo in operazioni come la verniciatura o la saldatura.
In questi ambienti il robot e` chiamato ad eseguire lo stesso compito, con
elevata affidabilita` e ripetibilita` garantendo la sicurezza degli operatori. Tale
garanzia, in ambiente industriale (ISO-10218 [1]), viene in generale assicura-
ta dalla separazione fisica tra uomini e apparati robotici e dalla presenza di
dispositivi di arresto automatico atti a rilevare la presenza di operatori nel
workspace dedicato alle attrezzature.
Recentemente si e` assistito ad un notevole incremento nella diffusione
di attrezzature automatiche nella vita quotidiana ed allo sviluppo di una
7
Introduzione
nuova branca, denominata robotica di servizio, che si occupa di sviluppare
sistemi robotici atti a lavorare sempre piu` vicino, se non in diretto contatto,
con utenti spesso privi delle competenze tecnico scientifiche necessarie alla
gestione di sistemi complessi.
La diffusione, nonche´ la sempre piu` diretta interazione con gli utenti, han-
no reso necessario lo studio di nuovi approcci alla sicurezza. Da un punto
di vista squisitamente meccanico si e` assistito allo sviluppo di robot sempre
piu` leggeri e smussati, in genere ricoperti da rivestimenti soffici. Limitazioni
fisiche sono sovente imposte alle massime coppie generabili dagli attuatori
presenti ed alle massime velocita` ammissibili. D’altro canto l’emboding di
sistemi di controllo sempre piu` efficaci ed affidabili, unitamente all’incremen-
to di prestazioni degli apparati sensoriali ha reso possibile l’implementazio-
ne di algoritmi atti a rendere la convivenza con l’utente e la gestione delle
apparecchiature sempre piu` naturale.
Il lavoro svolto in questa tesi consiste nello studio comparativo degli ef-
fetti prodotti da alcune tipologie di controllori su un attuatore a cedevolezza
variabile.
1.1 La robotica
Il termine robotica venne usato per la prima volta (su carta stampata) nel
racconto di Isaac Asimov intitolato Bugiardo! (Liar!, 1941), presente nella
sua famosa raccolta “Io, Robot”. In esso, egli citava le tre regole della ro-
botica, che in seguito divennero le Tre leggi della robotica1(poi accresciute a
1Le tre leggi sctritte da Asimov recitano
1. “Un robot non puo` recar danno a un essere umano ne´ puo` permettere che, a causa
del proprio mancato intervento, un essere umano riceva danno”.
2. “Un robot deve obbedire agli ordini impartiti dagli esseri umani, purche´ tali ordini
non contravvengano alla prima legge”.
3. “Un robot deve proteggere la propria esistenza, purche´ questa autodifesa non
contrasti con la prima legge e la seconda legge”.
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quattro con l’introduzione della Legge Zero2).
Probabilmente il primo progetto di essere artificiale fu realizzato da Leo-
nardo Da Vinci nel Codice Atlantico, in cui vengono illustrati i disegni del
cavaliere meccanico, dove si cerca di riprodurre i classici movimenti umani:
come alzarsi in piedi, muovere la mascella o agitare le braccia. Il primo ro-
bot funzionante di cui sia rimasta traccia venne creato nel 1738 da Jacques
de Vaucanson, che fabbrico` un sistema meccanico di forma antropomorfa in
grado di suonare il flauto, oppure un’anatra meccanica capace di camminare
e beccare il grano.
La vera chiave di volta si ha durante il periodo della rivoluzione indu-
striale, alla fine del XIX secolo, in cui le macchine non sono piu` viste come
semplici oggetti in grado di suscitare un semplice interesse, ma veri e propri
collaboratori capaci di eseguire operazioni a una maggiore velocita`. Sebbene
queste macchine fossero in grado di assolvere i loro compiti in modo piu` ef-
ficiente rispetto al lavoro di un operaio, si era certamente lontani da quelle
caratteristiche di flessibilita` proprie di un uomo, capace di adattarsi ai com-
piti piu` svariati, e di conseguenza distanti dall’accezione odierna del termine
robot.
Lo sviluppo tecnologico avvenuto negli ultimi decenni, sia nel campo
dell’elettronica che dell’informatica, ha ridotto le diversita` tra uomo e ro-
bot. Inoltre con l’avvento dei computer si sono resi i robot programmabili,
quindi capaci di svolgere diversi compiti, estendendo cos`ı i propri campi di
applicazione. L’incremento delle abilita` dei robot ha consentito una mag-
giore diffusione degli stessi, trovando spazi sia nell’ambiente industriale che
domestico.
.
2La legge zero recita
“Un robot non puo` recare danno all’umanita`, ne´ puo` permettere che, a causa del proprio
mancato intervento, l’umanita` riceva danno”.
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1.1.1 La robotica industriale
La robotica industriale e` la disciplina che si interessa della progettazione, del
controllo e delle applicazioni dei robot in ambito industriale. I robot indu-
striali sono concepiti per l’uso in ambienti strutturati, le cui caratteristiche
geometriche o fisiche sono note a priori.
Figura 1.1: Robot density, indice di automazione nel mondo.
Nel corso degli anni i robot industriali hanno visto un notevole incremento
del loro mercato dovuto all’incremento di flessibilita` e prestazioni; tanto che
sono ritenuti oramai componenti essenziali nell’ambito della produzione indu-
striale. Fattori importanti che hanno contribuito a questa inesorabile ascesa
sono stati la riduzione dei costi di produzione, l’incremento della produttivita`
ed inoltre la possibilita` di eliminare compiti rischiosi od in generale alienanti
per un operatore inserito nel processo di produzione. I robot industriali oc-
cupano un fetta importante nel settore della robotica, basti considerare che
nel solo 2007 sono state installate nel mondo 114.365 nuove unita`, pari ad
una crescita di vendita a livello mondiale pari dell 3%. L’analisi del robot
density (Fig. 1.1), indicatore elaborato dalla International Federation of Ro-
botics (IFR) evidenzia la diffusione dell’automazione nel mondo. Tale indice
rappresenta il numero dei manipolatori industriali rispetto a 10.000 perso-
ne impiegate nell’industria manifatturiera. E’ possibile notare come l’Italia
abbia ottenuto un discreto valore di robot density, riuscendo a prevaricare
nazioni economicamente piu` solide e popolose.
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Figura 1.2: Robot di servizio nell’ambito professionale.
1.1.2 La robotica di servizio
Per robot di servizio si intendono sistemi meccatronici in grado di reagire
e di adattarsi all’ambiente, capaci di operare accanto e con l’uomo. Questi
robot sono quindi legati ad applicazioni presenti sia nel settore professionale
sia nel settore domestico, concepiti quindi per il benessere della persona o
di attrezzature. La loro disponibilita` puo` agevolare compiti professionali e
sgravare l’operatore umano da operazioni sgradevoli o ripetitive della vita
quotidiana. La IFR suddivide gli automi di servizio in due settori distinti,
ognuno di loro avente un suo campo di applicazione specifico:
• uso professionale,
• uso privato o domestico.
Nel solo 2007 sono state installate circa 49.000 unita` nel solo settore dedi-
cato ad un uso professionale (Fig. 1.2). Il 25% di queste unita` sono sviluppate
nell’ambito della difesa, come ad esempio il Wolwerine della Remotec impie-
gato nel disinnesco di ordigni, in ausilio al lavoro svolto dagli artificieri. Un
9% sono quei robot utilizzati nella costruzione e demolizione, mentre il 7.4%
e` costituito da piattaforme mobili adoperate in diversi casi. La robotica di
11
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Figura 1.3: Aibo della Sony Corp. Figura 1.4: Asimo della Honda Ltd.
servizio in ambito professionale ha trovato nella medicina un interessante
campo di applicazione, infatti il 9% delle unita` installate nel 2007 e` impie-
gato nel solo settore medico. I sistemi per la chirurgia assistita, ad esempio,
sfruttano l’elevata accuratezza del robot nel posizionare uno strumento op-
pure per la chirurgia a minima invasione, come ad esempio la cardiochirurgia,
in cui il chirurgo tele-opera il robot da una zona di lavoro lontana dal ta-
volo operatorio. Altri esempi nel settore medico sono quei sistemi utilizzati
nella diagnostica e nella chirurgia endoscopica, ossia piccoli robot navigano
all’interno del corpo umano, ad esempio trasmettendo immagini all’esterno
nel caso in cui vengano inviati nell’apparato digerente.
All’altra categoria dei robot di servizio, cioe` quella in cui appartengono
gli automi principalmente legati ad un uso domestico, come l’ausilio del-
la persona. Esistono ad esempio prototipi di ausili robotici per aumentare
l’autonomia di anziani e diversamente abili: dalle sedie a rotelle autono-
me e i sollevatori per la mobilita`, agli imboccatori per l’alimentazione e ai
manipolatori per i tetraplegici.
Un’altra grossa fetta di mercato viene dall’intrattenimento dove i robot
sono adoperati come compagni di gioco per i bambini, o di compagnia per
anziani, basti pensare al robot Aibo (Fig. 1.3), riproducente le fattezze di
un cagnolino, in seguito al lancio sul mercato riscosse un enorme successo.
12
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Figura 1.5: Robocoaster.
Altro esempio di robot da intrattenimento e` il Robocoaster della KUKA[2],
ottenuto dalla modifica di un robot articolato industriale.
Esempi di automi atti all’assistenza e` Asimo (Fig. 1.4), uno fra i piu`
avanzati robot antropomorfi presenti sul mercato.
I sistemi atti a svolgere, per esempio, lavori di pulizia in ambiente dome-
stico come Roomba (Fig. 1.6), moderno aspirapolvere che lavora in autonomia
su grandi superfici o Scooba (Fig. 1.7) un lavapavimenti capace di lavare e
raccogliere liquidi, entrambi prodotti dalla iRobot. In prospettiva, al ca-
Figura 1.6: Roomba. Figura 1.7: Scooba.
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meriere robotico tuttofare si contrappongono sistemi di assistenza integranti
moduli robotici, interconnessi tra loro con servizi telematici per la gestione
della casa (domotica).
1.2 Sicurezza e prestazioni
La condivisione dello spazio operativo di un robot con un operatore, ed in
maggiore ragione con un utente3, o l’interazione diretta tra i due soggetti
rendono di primaria importanza le problematiche relative alla sicurezza sia
degli esseri umani che dei robot.
1.2.1 La sicurezza in robotica
In un contesto di interazione fisica, uomini e robot condividono il medesimo
spazio lavorativo, lavorano toccandosi, gomito a gomito, e spesso coopera-
no allo svolgimento dei medesimi compiti. I robot progettati per cooperare
con gli essere umani (per esempio nella manipolazione assistita, assemblaggio
collaborativo, in ambienti domestici, nell’intrattenimento) devono soddisfare
requisiti diversi da quelli tipicamente richiesti ai robot usati nelle convenzio-
nali applicazioni industriali. Se nell’immaginario diffuso dalla letteratura di
genere la convivenza tra uomo e robot e` spesso tranquilla, nella realta` del
lavoro quotidiano fianco a fianco il rapporto uomo-macchina pone ancora dei
seri problemi per quanto riguarda la sicurezza. Le applicazioni industriali
chiedono ai robot movimenti veloci e massima precisione nel posizionamento
e nel seguire una traiettoria. Solitamente vengono evitati costosi e spesso
fallibili sensori, a condizione di posizionare i robot in ambienti attentamente
progettati e controllati. Ancora oggi, si deduce, che la migliore garanzia e`
costituita dalla separazione degli ambienti di lavoro tra uomo e macchina
3 Il termine operatore e` utilizzato nell’accezione di tecnico addestrato all’interazione
con automi, invece il termine utente si riferisce a persone che non abbiano specifiche
competenze in questo campo.
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Figura 1.8: Braccio robotico ultra leggero Light-Weight Robot III (LWR III).
poiche´ non mancano gli esempi che indicano come la condivisione di uno
spazio con un robot puo` anche risultare fatale.
Ma il futuro della produzione sta andando nella direzione opposta, ossia
verso la costruzione di robot sempre piu` sicuri, una generazione di automi
che, grazie ad accorgimenti hardware e software, possano condividere lo stesso
luogo di lavoro degli umani evitando loro infortuni e sofferenze fisiche dovuto
all’uso di materiali impropri.
In concomitanza della crescita della robotica di servizio, e quindi una
maggiore interazione diretta tra uomo e macchina, ha accresciuto l’esigenza
di dotare i robot con sistemi di sicurezza sempre piu` affidabili. Un primo
approccio alla sicurezza e` dato a livello strutturale (Passive Compliance),
quindi con l’adozione di materiali leggeri, rivestimenti morbidi, spigoli smus-
15
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sati e trasmissioni elastiche. Un esempio e` il DLR4 Light-Weight Robot III
(Fig. 1.8), come il braccio umano ha una grande flessibilita` di movimento
rispetto ai robot industriali grazie ai suoi sette gradi di liberta`. Inoltre que-
sto braccio puo` spostare fino a 15 Kg anche se ne pesa appena 13.5 Kg[3].
Un altro approccio invece puo` essere dato a livello di controllo (Active Com-
pliance), cioe` con l’implementazione di tecniche di controllo software atte a
garantire un basso livello di danno in caso di urto. Cio` si ottiene ad esem-
Figura 1.9: Schema di un controllore di forza.
pio gestendo l’impedenza meccanica5, misurata da appositi sensori di forza
e velocita`. Un esempio di controllo di forza e` mostrato in (Fig. 1.9). En-
trambi gli approcci visti, che possono essere utilizzati in sinergia, presentano
caratteristiche diverse. Esiste sicuramente un diverso grado di complessita`
nel progettare un sistema di controllo software, a prima vista meno gravoso
rispetto che alla costruzione di un robot meno sicuro, in realta` esistono di-
verse problematiche presenti nello sviluppo di un controllo affidabile. Basti
solo pensare ai bug annidati nel codice, alla difficolta` intrinseca nel riuscire
ad eliminarli ed ai conseguenti elevati costi che ne derivano. Inoltre il sistema
di controllo e` affetto da un gravoso problema, cioe` il poter intervenire solo in
determinati istanti, multipli del periodo di campionamento. Tra due istanti
di campionamento contigui il sistema di fatto si trova in evoluzione libera.
4La sigla DLR sta per Deutschland fu¨r Luft- und Raumfahrt, il centro spaziale
tedesco[3].
5L’impedenza meccanica Z(s) = F (s)
V (s) , rappresenta una misura della deformazione su-
bita da un oggetto, che si muove a velocita` V (s) dopo essere stato sottoposto ad una forza
F (s).
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E’ facile intuire come il periodo di campionamento assuma un ruolo di fonda-
mentale importanza, infatti se i tempi di tipici di un urto si aggirano attorno
a 2ms un controllore, per poter intervenire in modo corretto dovrebbe agire
ad una frequenza superiore a 5KHz, difficile da garantire per complessi si-
stemi real time. Inoltre le inerzie in gioco (ad esempio quelle degli attuatori)
tendono a limitare i benefici di tale approccio.
1.2.2 Indici sulla sicurezza
Una questione tuttora aperta nell’ambito della ricerca e` l’identificazione di
un criterio univoco per quantificare il grado di sicurezza di un sistema robo-
tico, sia per la complessita` dell’argomento, sia per la difficolta` di reperire dei
dati sperimentali relativi ai danni fisici sulle persone. Nell’industria automo-
bilistica da diversi anni vengono condotti diversi crash test in cui, simulando
l’urto con l’ausilio di manichini antropomorfi6, si cerca di determinare l’en-
tita` del danno che subirebbe un passeggero (Fig. 1.10). Ad esempio il Sid
II (Fig. 1.10(b)) e` stato progettato specificamente per misurare il rischio di
lesioni alle costole, alla colonna vertebrale ed agli organi interni come fegato
e milza; il Thor invece (Fig. 1.10(c)) ha dei sensori che misurano le forze che
agiscono sulla faccia. cos`ı che puo` essere valutato il rischio di lesioni facciali,
talvolta non possibile con altri manichini. Il BioRid (Fig. 1.10(d)) invece e`
stato progettato per misurare il rischio di lesioni minori al collo, derivanti
dal colpo di frusta, nei test d’impatto posteriore (tamponamenti) a bassa
velocita` e per studiare il moto della testa rispetto al tronco in un tampo-
namento. La superficie di impatto e l’energia trasferita rappresentano due
grandezze utili alla misura del danno, tuttavia e` considerato di cruciale im-
portanza l’accelerazione subita dal corpo durante l’urto ed il suo andamento
temporale.
6I manichini piu` usati sono il Side Impact Dummy (SID) (manichino per l’urto laterale)
della National Highway Traffic Safety Administration (NHTSA) e Hybrid III della General
Motors [4].
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(a) Hybrid III, utilizzato nel test
d’impatto frontale.
(b) Sid II, adoperato nel test
d’impatto laterale.
(c) Il Thor rappresenta
l’evoluzione di Hybrid III.
(d) Biorids, acquisisce dati nel test
d’impatto posteriore.
Figura 1.10: Manichini antropomorfi
.
In letteratura esistono diversi indici atti a valutare la severita` di un im-
patto accidentale. I test effettuati cercano di riprodurre, nel modo piu` fedele
possibile, le condizioni di un urto in circostanze ben definite, di modo che
tali indici siano valutati secondo un criterio prestabilito oppure focalizzati
su una determinata parte del corpo. Pertanto non e` attualmente possibile
definire un criterio di danno sempre valido specialmente nella robotica. Il
danno subito alla testa puo` essere valutato dal Gadd Severity Index (GSI),
infatti tale indice tiene conto dell’accelerazione a cui il cranio e` sottoposto e
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dalla durata T dell’impatto
GSI =
∫ T
0
a(t)(
5
2
) dt.
Un valore del GSI pari a 1000 e` considerato un limite massimo oltre il qua-
le si entra in una zona di elevata criticita`. Una rielaborazione dell’indice
Figura 1.11: Due principali tipologie di impatto alla testa:con o senza fermo.
precedente e che ha avuto inoltre una larga diffusione e` Head Injury Crite-
rion (HIC). I risultati sperimentali delle ricerche confermano che una delle
principali cause di danno per una persona, e` l’andamento dell’accelerazio-
ne subita dalla testa in seguito all’urto. L’espressione che lega l’andamento
dell’accelerazione al valore dello HIC e`
HIC = maxt1,t2
{
(t2 − t1)
[∫ t2
t1
a(t) dt
]( 5
2
)
}
,
dove a(t) e` l’accelerazione subita dalla testa, con t1 e t2 gli istanti di inizio
e fine dell’impatto e l’intervallo compreso fra i due istanti pari 36ms. Va-
lori superiori a 1000 sono ancora indice di grave danno arrecato, invece nel
caso d’interazioni robot-uomo valori intorno a 100 sono ritenuti tollerabili.
Haddadin et al. (cfr. [5],[6]) hanno analizzato i danni subiti dalla testa e
di conseguenza anche dal cervello durante l’impatto. Inoltre si sono soffer-
mati su altri possibili danni a cui una persona puo` essere sottoposta, come
ad esempio le fratture facciali. Generalmente gli impatti alla testa vengono
suddivisi in due principali gruppi, definiti dalla presenza o meno di fermi
(Fig. 1.11), come ad esempio i poggiatesta.
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Figura 1.12: Anatomy simplified of
the human skull.
facial bone FRACTURE FORCE
Mandible (A-P) 1.78 kN
Mandible (lateral) 0.89 kN
Maxilla 0.89 kN
Zygoma 0.89 kN
facial bone FRACTURE FORCE
Frontal 4.0 kN
Temporo-Parietal 3.12 kN
Occipital 6.41 kN
Tabella 1.1: Facial Impact Tolerance
of Cadaver Heads.
L’analisi delle ferite riportate durante l’impatto con un robot, e quindi lo
studio delle forze di contatto sul corpo umano, avvengono al fine di conoscere
le tolleranze massime che le ossa possono sopportare. Inoltre i test condotti
anche su alcuni cadaveri, hanno consentito di calcolare le tolleranze a a cui
puo` essere sottoposto un volto durante l’impatto. Da questi studi sono emerse
tre principali classificazioni riguardanti le fratture ossee: le semplici o lineari,
le scomposte e le scomposte in piu` punti; inoltre sono state tabulate (tab. 1.1)
le forze di frattura a cui il cranio e` sottoposto (cfr. [7]), ovviamente nella zona
di contatto in cui avviene l’impatto.
Il Thoracic Trauma Index (TTI) e` un indice che valuta il danno subito
dal torace durante un urto
TTI =
1
2
(GR +GLS).
Tale parametro derivante anch’esso dai crash test valuta le accelerazioni mas-
sime a cui costole (GR) e spina dorsale (GLS) sono sottoposti, con valori limite
sopportabili intorno a 85− 90 g. L’indice Viscous Criterion (VC) e` una sti-
ma del danno provocato ai tessuti molli del torace, e si basa sulla velocita` di
deformazione del torace il cui valore limite e` di
VC = max
(
dD(t)
dt
D(t)
SZ
)
,
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in cui D(t) rappresenta la larghezza del torace durante l’impatto, mentre SZ
quella di riferimento. Il valore limite e` pari a 1m/s.
In merito alla Passive Compliance, a parita` di struttura meccanica, e` l’e-
lasticita` della trasmissione che puo` rappresentare una valida soluzione per la
gestione della sicurezza. Infatti, in caso di impatto e` possibile disaccoppiare
il contributo dovuto all’inerzia del link da quello dato dall’inerzia dell’at-
tuatore. I valori di quest’ultima possono assumere valori elevati, a causa dei
motori utilizzati in robotica che vengono spesso accoppiati a trasmissioni con
alti rapporti di riduzione7(cfr. [8]).
1.2.3 Prestazioni
In generale un compito da assolvere puo` essere quello di spostare un mani-
polatore da una posizione ad un’altra, secondo una determinata politica di
controllo. Da cio` si evince come il tempo sia una misura efficace delle presta-
zioni del sistema nel suo complesso, ovvero robot-controllore. Quindi a parita`
di architettura il sistema migliore e` quello piu` veloce; allo stesso modo dato
un medesimo controllo e` possibile ottenere risultati migliori modificando op-
portunamente l’architettura del sistema. Tale argomento e` stato affrontato
(cfr. [9]) confrontando alcune architetture secondo il criterio Minimum Time
Optimal Control (MTOC)8. Una misura di quanto velocemente un manipola-
tore riesce a portarsi nella configurazione desiderata, considerando attuatori
di potenza limitata e vincoli di sicurezza e` il “Safe Brachistochrone”, definito
come segue:
Dato un meccanismo di cui si conoscano inerzie e coppie massime
dei motori, determinare il tempo minimo necessario a portarlo dalla
configurazione iniziale a quella finale, facendo in modo che un urto
7Nel caso in cui il rapporto di riduzione sia N , l’inerzia riflessa a valle della stessa
riduzione risulta essere moltiplicata per N2.
8Un metodo oggettivo di valutazione delle performance strutturali di una determinata
architettura e` il tempo di posizionamento impiegato utilizzando Minimum Time Optimal
Control .
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in un qualsiasi istante durante il moto produca un indice di danno
inferiore al livello di sicurezza.
La ricerca di sistemi robotici veloci e precisi ha prodotto robot per l’indu-
stria sempre piu` rigidi e pesanti, con l’intento di aumentarne la precisione di
posizionamento e minimizzare il tempo di task. Da cio` si deduce il motivo
per cui le soluzioni di passive compliance non vengono introdotte nella ro-
botica industriale, infatti le architetture che garantiscono livelli di sicurezza
intrinsechi sono solite ridurre le prestazioni.
Recentemente sono stati proposti alcuni modelli che cercano di mediare le
due esigenze; come ad esempio il Series Elastics Actuators (SEA) o il Variable
Stiffness Transmission (VST). Entrambe cercano di ridurre l’impedenza
meccanica vista dall’oggetto urtato, separando il contributo strutturale da
quello fornito dagli attuatori.
1.3 Struttura della trattazione
Il prossimo capitolo illustra varie tipologie di attuatori sia a cedevolezza fissa
che variabile. Nel terzo capitolo vengono descritti il modello statico e di-
namico del VSA II. Nel successivo sono illustrati alcuni controllori adottati
sull’attuatore preso in considerazione ed infine nell’ultimo capitolo e` illustrato
dettagliatamente l’apparato hardware ed il software prodotto al fine di imple-
mentare i controlli precedentemente illustrati, ed alcuni risultati sperimentali
ottenuti.
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Le soluzioni costruttive tradizionali anche se cercano il giusto compromesso
tra la sicurezza e le prestazioni presentano un limite fondamentale: si basano
su un modello concettuale che tende ad operare una netta separazione tra
questi due aspetti. Separare, in fase di progetto, gli aspetti di performance
e di sicurezza produce spesso risultati insoddisfacenti. Una progettazione
piu` efficiente e razionale si basa sulla integrazione dei due fattori. Un mani-
polatore rigido e pesante controllato in modo da garantire la sicurezza sara`
intrinsecamente pericoloso, mentre un manipolatore leggero e cedevole con
un controllo a recupero di prestazioni sara` intrinsecamente impreciso. Una
progettazione che contemporaneamente tenga conto degli aspetti strutturali
e controllistici e` necessaria per ottenere risultati compatibili con le esigenze
di sicurezza e prestazioni della robotica moderna. Il concetto di co-design
di meccanica e controllo vuole evidenziare l’interdipendenza dei due fattori;
per tutti gli attuatori che vedremo nel seguito il controllo e` inscindibile dalla
struttura fisica.
La stretta interconnessione tra sicurezza ed aspetti legati alle performan-
ce sono le fondamenta su cui si basa il Variable Impedance Approach (VIA). I
parametri che influenzano l’indice di danno durante un impatto sono sia l’im-
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pedenza meccanica del manipolatore vista dall’oggetto urtato, sia la velocita`
relativa. L’idea che sta alla base del VIA e` la variazione dinamica dell’impe-
denza meccanica del braccio robotico in funzione della sua velocita`. L’HIC
aumenta al diminuire della cedevolezza, fino al raggiungimento di un asintoto
orizzontale, in corrispondenza del quale si puo` assumere che la struttura sia
totalmente rigida.
2.1 Attuatori a cedevolezza fissa
In questo sistema di attuatori la costante elastica utilizzata per la trasmis-
sione e` ottimale solo in determinate condizioni di funzionamento nominali,
ma qualora il dispositivo inizi a lavorare in una configurazione diversa ecco
emergere le problematiche dei sistemi a cedevolezza fissa. In generale la scelta
della costante elastica di trasmissione e` un trade-off tra performance e sicu-
rezza. La cedevolezza limita la banda delle risposta impulsiva del sistema,
infatti tanto piu` cedevole e` il sistema tanto maggiore e` il range di frequenze
tagliate, quindi il manipolatore perde in destrezza. Al contempo l’inerzia de-
gli attuatori e` filtrata dalla molla, infatti il trasferimento di energia cinetica
nel contatto tra robot e l’oggetto urtato e` piu` graduale.
2.1.1 SEA
L’approccio “the stiffer the better” ha permesso la realizzazione di manipo-
latori estremamente rigidi. Da un lato cio` ha permesso un controllo con
un’ampia banda1 ed elevata precisione nel posizionamento, ma d’altro can-
to si e` ottenuto un pessimo controllo di forza. Un manipolatore rigido puo`
generare forze di notevole intensita` con piccoli spostamenti dei giunti, ma
al contempo puo` commettere grossi errori di forza anche con piccoli errori
di posizione. Inoltre i guadagni dei controllori volutamente elevati rendo-
no piccoli gli errori di posizione, aumentandone quindi l’accuratezza, ma cio`
1Con banda in questo caso si intende l’insieme delle frequenze prodotte dal servomotore
trasmesse al link.
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contribuisce a rendere instabile l’applicazione di una forza, in particolare su
una superficie dura. Inoltre per aumentare la rigidita` strutturale dei robot
Figura 2.1: Rappresentazione schematica dell’architettura SEA.
vengono adottati dei link pesanti, quindi per garantire accelerazioni adegua-
te e` necessario disporre di coppie elevate. Gli attuatori piu` comuni sono di
tipo elettrico, che difficilmente riescono a generare le coppie richieste a basse
velocita`, costringendo all’utilizzo di riduzioni epicicloidali, le quali pur au-
mentando la densita` di potenza hanno lo svantaggio di incrementare l’inerzia
dai motori ovvero quella vista da un oggetto urtato. Un possibile approc-
cio per migliorare il controllo di forza potrebbe essere quello di inserire un
elemento elastico in serie al motore. Se la forza prodotta e` proporzionale
alla torsione, la posizione del motore rispetto a quella del giunto definisce
univocamente la forza esercitata, quindi la molla trasforma il problema del
controllo di forza nuovamente in un problema di controllo di posizione.
Pratt e Williamson (cfr. [10]) furono i primi nel 1995 a connettere in mo-
do sistematico attuatori a sistemi elastici (Series Elastics Actuators). Infatti
focalizzando, inizialmente, la loro ricerca sul controllo di forza ottennero ri-
sultati importanti nell’ambito della sicurezza. Condizione stringente per un
manipolatore e` che interagisca con l’ambiente circostante in modo sicuro.
Ad esempio, le forze scambiate tra robot e pezzo lavorato devono essere con-
trollate in modo da evitare che entrambi rimangano danneggiati da collisioni
inaspettate o durante i normali cicli di lavorazione. I sistemi meccanici attua-
ti con SEA rendono i manipolatori piu` tolleranti nel caso di urti con persone
o cose nell’ambiente di lavoro. Un esempio di SEA elettrico (Fig. 2.2) e`
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Figura 2.2: Un attuatore SEA lineare della Yobotics Inc.
commercializzato dalla Yobotics Inc.2, in cui l’albero del motore elettrico, a
valle delle riduzioni e` sagomato a vite e ruotando muove avanti ed indietro
il supporto su cui e` montata una molla come trasmissione.
2.1.2 Distributed Macro Mini
La tipologia di attuatori Distributed Macro Mini (DM2)3, realizzata pres-
so l’Universita` di Standford (cfr. [11]), pur conservando le caratteristiche di
sicurezza consente di migliorare le performance rispetto all’utilizzo dei SEA
(cfr. [12],[13]). Il DM2 e` costituito da un motore capace di erogare un elevata
coppia, accoppiato elasticamente al link mediante l’utilizzo di un SEA, e da
un motore piu` piccolo agente sul link rigidamente, inoltre tramite il colle-
gamento cedevole e` in grado di effettuare correzioni veloci e precise a causa
di errori introdotti inevitabilmente dal motore piu` potente. I due motori
esercitano un’azione “parallela” sul giunto, inoltre la perdita della banda
2http://www.yobotics.com
3Questa tipologia di attuatori fu originariamente denominata Distributed Elastically
Coupled MacroMini parallel Actuation (DECMMA). Per approfondimenti visitare il sito
http://robotics.stanford.edu).
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Figura 2.3: Architettura di un braccio meccanico realizzato secondo il criterio DM2.
di controllo associata all’attuatore piu` potente e` compensata dall’altro at-
tuatore (meno potente). L’efficacia di questo tipo di approccio deriva dalla
considerazione che i task normalmente svolti dai manipolatori coinvolgono
controlli di traiettoria o di forza dominati dal tracking di traiettorie a bassa
frequenza.
Un altro approccio di tipo “distribuito” del DM2 ha fatto s`ı che la cop-
pia di servomotori necessaria all’attuazione del giunto, fosse collocata sul
manipolatore in modo da minimizzare l’inerzia complessiva e massimizzare
la banda disponibile per il controllo. Il SEA, agente alle basse frequenze,
posto a monte del giunto attuato consente l’utilizzo di attuatori di grandi
dimensioni, adatti a fornire elevate coppie senza aumentare il peso e l’iner-
zia strutturale. Invece l’attuatore agente alle alte frequenze, posto a valle
della trasmissione cedevole, introduce componenti di forza ad alta frequen-
za che altrimenti verrebbero filtrate dalla trasmissione. Connettendo questo
attuatore direttamente al link mediante una trasmissione rigida si evita di
filtrare le coppie fornite, inoltre l’elevata rigidezza di trasmissione ottenuta
non introdotto ne´ complessita` ne´ ulteriore peso. L’approccio DM2 e` analogo
a quello impiegato per la realizzazione di manipolatori atti ad operare a gra-
vita` zero. Il motore di base compensa gli effetti dovuti alla forza di gravita`,
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quindi gli attuatori posti sui link consentono l’inseguimento di traiettoria
reiettando gli eventuali disturbi come se lavorassimo in assenza di gravita`,
gli attuatori posti sui giunti, come quelli ideati per le missioni spaziali, non
dovendo produrre coppie elevate non necessitano di grosse riduzioni.
2.2 Attuatori a cedevolezza variabile
Figura 2.4: Classificazione dei dispositivi di attuazione a cedevolezza variabile.
L’utilizzo di attuatori a cedevolezza variabile e` indubbiamente la soluzione
piu` versatile, ma al contempo si assiste ad una complicazione della struttura
dato che il sistema deve essere in grado di modificare la propria risposta
elastica in funzione di un controllo esterno. Nella realizzazione di attuatori
a cedevolezza variabile, l’approccio classico prevede l’utilizzo di almeno due
motori, di modo che trasferendo coppia e velocita` al giunto, e al contempo
possibile regolarne la rigidezza.
2.2.1 Esplicit Stiffness Variators
I dispositivi appartenenti a questa categoria utilizzano un motore per trasferi-
re potenza, ossia coppia e velocita` al giunto, l’altro motore invece e` preposto
alla regolazione della rigidezza, consentendo cos`ı di intervenire in maniera
diretta sulla rigidezza. Affinche´ i due motori lavorino indipendentemente
fra loro, quindi senza che si influenzino a vicenda, e` necessario concepire il
dispositivo in maniera coerente.
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MIA
Il braccio a 10 gradi di liberta`Waseda Automatic Manipulator 10 (WAM 10),
sviluppato da Morita e Sugano dell’Universita` di Waseda Tokio (cfr. [14]) e`
stato realizzato mediante l’utilizzo di un dispositivo a cedevolezza variabile,
denominato dagli stessi ideatori Mechanical Impedance Adjuster (MIA). La
Figura 2.5: Schema di funzionamento del MIA.
cedevolezza del dispositivo e` realizzata mediante una molle flessionale a la-
mina incastrata ad una estremita`. L’estremita` incastrata e` resa solidale al
motore principale, invece la parte a sbalzo e` innestata in una guida prisma-
tica solidale al link. E’ possibile modificare la distanza di applicazione del
carico mediante l’ausilio di un secondo motore, infatti quest’ultimo regola la
posizione della guida rispetto alla molla a lamina. Quindi la variazione della
cedevolezza tra il motore primario ed il link e` ottenuta dalla rigidezza della
molla, dipendente dalla distanza di applicazione del carico.
Un problema che emerge da questo dispositivo e` l’ingombro, infatti per
raggiungere valori minimi della rigidezza occorre realizzare molle di flessione
adeguatamente lunghe.
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MACCEPA
Per la locomozione di automi bipedi Van Ham et al. (cfr. [15]) hanno imple-
mentato un nuovo tipo di dispositivi: Mechanically Adjustable Compliance
and Controllable Equilibrium Position Actuator . L’assemblaggio e` effettuato
Figura 2.6: Schema di funzionamento del MACCEPA.
tramite due link di diversa lunghezza e collegati tra loro mediante l’ausilio di
una molla lineare, posta sullo snodo. Questo dispositivo e` essenzialmente un
esplicito controllore di stiffness, infatti un motore ha il compito di regolare la
tensione, essendo posizionato tra il link piu` lungo e la molla, l’altro motore
invece controlla la rotazione del link piu` corto. Tramite la molla il secondo
motore riesce a trasferire il moto dall’arto piu` piccolo a quello piu` grande, con
un livello di rigidezza dipendente sia dalla tensione della molla sia dall’angolo
d’inclinazione della stessa. Per piccole inclinazioni del link attuato la cop-
pia sviluppata e` lineare con l’angolo d’inclinazione. Per elevate inclinazioni
la geometria del dispositivo introduce una non linearita`, per cui la stiffness
preimpostata rimane costante. La rigidezza e` funzione sia dell’angolo α, ma
anche dal quadrato del raggio C. Quindi per ottenere una bassa stiffness e`
necessario ridurre adeguatamente il raggio C.
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(a) Simple. (b) Cross-coupled. (c) Bi-directional.
Figura 2.7: Tre possibili dispozioni per attuazioni di tipo antagonista.
2.2.2 Attuazione antagonista
Un approccio alla costruzione di attuatori a basso costo ed altamente efficaci
nella realizzazione di giunti a cedevolezza variabile si basa sulla struttura di
tipo agonista-antagonista.
Questo approccio trae spunto dalla fisiologia umana, infatti una cop-
pia di muscoli deve poter lavorare in opposizione se vuole muovere un arto
(Fig. 2.8). Per poter muovere un arto in una determinata direzione un mu-
scolo dovra` essere teso e l’altro rilassato, invece per movimentare l’arto nella
direzione opposta e` necessario che il muscolo precedentemente teso si rilas-
si e che il rilassato si contragga. Controllando opportunamente l’azione dei
muscoli si e` in grado di variare la rigidezza dell’arto. Da tempo sia la bio-
meccanica che la robotica cercano di replicare questo meccanismo (cfr. [16]).
Una ulteriore classificazione si basa sull’analisi dei legami tra i vari elemen-
ti costituenti l’attuatore, Infatti esistono tre rappresentazioni di attuatori
di tipo agonista-antagonista, schematicamente disegnati in figura (Fig. 2.7),
denominate rispettivamente “simple”, “cross-coupled” e “bi-directional”. La
distinzione nasce dal tipo di elemento elastico utilizzato per collegare i motori
al link e dalla presenza eventuale di un legame diretto tra i due motori.
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Figura 2.8: Principio di funzionamento del sistema antagonista.
Antagonista semplice
Una implementazione di questa struttura (Fig. 2.7(a)) corrisponde al sempli-
ce modello di attuazione di un giunto naturale dotato di muscoli antagonisti,
dove i motori (muscoli) possono essere contratti. La caratteristica elastica
Figura 2.9: Attuazione antagonidta realizzata con muscoli McKibben.
di non linearita` presente in ogni tendine e` l’elemento necessario per ottenere
una stiffness variabile. Per il collegamento tra motori e giunto si utilizzano
elementi elastici unidirezionali, quindi se sollecitati reagiscono in una dire-
zione precisa, escludendo quindi tutte le azioni aventi una direzione diversa.
La rappresentazione schematica di questo tipo di attuazione e` illustrata in
figura 2.9. Questa configurazione replica il funzionamento dei muscoli, cioe`
il movimento avviene per contrazione delle fibre quindi esistono i soli sforzi
di trazione. Si noti inoltre che non si ha alcun collegamento diretto tra i
due muscoli (motori). L’Unipi SoftArm (cfr. [17]) e` un manipolatore a tre
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gradi di liberta` ottenuto con “Muscoli di McKibben” (cfr. [18]). Si tratta di
Figura 2.10: Muscolo di McKibben.
muscoli artificiali composti da una guaina in gomma ricoperta da una rete a
maglie incrociate in materiale plastico inestensibile (Fig. 2.10). La rigidezza
del giunto e` data dalla pressione esercitata nella camera d’aria. La forza
sviluppata dal muscolo varia secondo una legge4
F = KM(L
2 − L2min) (2.1)
dove F rappresenta la forza sviluppata dal muscolo, KM e` un parametro
dipendente da diversi fattori quali diametro del muscolo, spessore e diametro
del filo, L rappresenta la lunghezza del muscolo e Lmin indica la minima
lunghezza teoricamente raggiungibile.
Purtroppo questo sistema non e` esente da problemi, infatti questi muscoli
non sono in grado di sopportare una elevata pressione, di conseguenza anche
la rigidezza massima raggiungibile ne risulta penalizzata. Inoltre il musco-
lo ha un tempo di vita ridotto, e le sue caratteristiche sono estremamente
variabili col passare del tempo.
Antagonista Cross-coupled
Si e` osservato che in una schematizzazione di tipo “simple”, la massima
coppia che puo` erogare il giunto e` quella data dalla coppia di un solo motore.
D’altra parte nella fase di massima rigidezza le coppie vengono utilizzate
e quindi non ne e` disponibile alcuna in modo da permettere al giunto di
accelerare.
4Legge presentata in accordo al modello pubblicato da Bicchi et al (cfr. [19]).
33
Sistemi di attuazione per la robotica di servizio
Figura 2.11: Layout del VSA I e schema di equilibrio per una coppia di pulegge.
Il Variable Stiffness Actuation I (VSA I) (cfr. [20]) e` un prototipo di
attuatore a cedevolezza variabile realizzato presso il Centro Interdipartimen-
tale di Ricerca “E. Piaggio”. Il VSA I e` composto da due servomotori posti
in configurazione antagonista, una cinghia e tre molle, due delle quali col-
legate agli assi d’uscita di due motori elettrici e la terza solidale al link
(Fig. 2.7(b)). La cinghia viene tenuta in tensione mediante la presenza delle
tre molle di compressione, solidali alla struttura del dispositivo, che eserci-
tano una pressione sulla stessa cinghia vincolata dalla presenza di tre rulli.
In funzione delle coppie esercitate dai motori varia la tensione dei tre rami
della cinghia, di conseguenza varia anche la deformazione imposta alle molle
e conseguentemente anche la rigidezza del link.
Nella schematizzazione “cross-coupled” vengono utilizzati gli elementi ela-
stici presenti anche nella rappresentazione semplice, ma in aggiunta si ha una
terza connessione cedevole tra i due motori. Con questa modifica, a differen-
za del caso precedente, e` possibile trasmettere coppia ai link in entrambi i
versi, anche se il contributo prodotto non e` il medesimo. Una variazione con-
corde dei motori provoca una rotazione dello stesso angolo del link, mentre
un movimento discorde, se della stessa quantita`, causa una variazione della
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Figura 2.12: Vista del VSA I.
rigidezza5. Cio` e` possibile grazie alla presenza del legame incrociato.
Le dimensioni del prototipo (Fig. 2.12) sono tali da poter pensare ad un
suo impiego alla base di una struttura di un manipolatore robotico a piu`
gradi di liberta`.
Antagonista Bi-direzionale
L’implementazione di un nuovo attuatore a cedevolezza variabile e` illustrato
in figura (Fig. 2.13). Come accadeva nei dispositivi “cross-coupled”, anche
in questa schematizzazione e` possibile esercitare sul giunto la somma della
coppia dei motori, anche se adesso, nella rappresentazione “bi-direzionale”,
grazie alla modalita` dei collegamenti (Fig. 2.7(c)), e` possibile trasmettere
azioni in entrambe le direzioni di moto.
L’andamento non lineare della caratteristica meccanica delle molle e` ot-
tenuto tramite una struttura a quadrilatero articolato.
5Una modellizzazione sia statica che dinamica del sistema e` reperibile in bibliografia
(cfr. [21]).
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Figura 2.13: Modello CAD dell’attuatore VSA II.
Si tralasciano i dettagli sulla implementazione di questo dispositivo in
quanto sara` oggetto di approfondita analisi nel prossimo capitolo.
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Capitolo 3
VSA II
In questo capitolo viene presentato il prototipo di attuatore a cedevolezza
variabile denominatoVariable Stiffness Actuator II (VSA II), sviluppato in
merito al progetto PHRIENDS (Physical Human-Robot Interaction: depEN-
Dability and Safety). Di seguito vengono illustrati in dettaglio l’implemen-
tazione meccanica, i principi che ne regolano il funzionamento ed il modello
dinamico.
3.1 Descrizione meccanica
Il VSA II adotta una configurazione di tipo agonista-antagonista. I motori
sono collegati al link tramite elementi elastici, che devono possedere caratte-
ristiche non lineari per essere in grado di poter variare la rigidezza all’albero
d’uscita. L’elemento elastico e` implementato con una struttura a quadrilatero
articolato e molle di torsione elicoidali.
In figura 3.1 e` mostrato il VSA II aperto, al suo interno e` possibile osser-
vare gli elementi non lineari necessari per la realizzazione della cedevolezza
variabile. Il dispositivo e` composto da due parti eguali, in ciascuna meta` sono
presenti due Grashoff linkage, posizionati in maniera contrapposta affinche´
le sollecitazioni possano essere distribuite in modo uniforme lungo tutta la
struttura. La flangia esterna e` collegata al link, e tramite due cuscinetti a
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Figura 3.1: Vista del VSA II aperto.
sfera, all’albero di uscita dei motori. In ciascuna meta` sono inseriti i due
elementi elastici precaricati.
3.1.1 Quadrilatero
Il dispositivo elastico non lineare del VSA II e` illustrato in figura (3.2).
Grazia al particolare collegamento realizzato la geometria della barrette varia
in funzione delle coppie applicate, la differenza tende a deformare le molle di
torsione presenti fino al raggiungimento di una condizione di equilibrio, come
evidenziato in sezione 3.2.
La struttura, illustrata in figura 3.3, e` un caso particolare del mecca-
nismo di Grashof 1, e` infatti formato da una coppia di link aventi le stesse
dimensioni (AB−BC) ed un’altra coppia di lunghezza maggiore rispetto alle
precedenti, ma sempre uguali tra loro (OA− OC). In particolare questo di-
1 Criterio di Grashof. La somma della lunghezza del membro maggiore e del minore
di un quadrilatero articolato piano non puo` essere maggiore della somma delle lunghezze
degli altri due membri, se si vuole permettere un moto rotatorio continuo tra due membri
qualsiasi del meccanismo.
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Figura 3.2: Rappresentazione schematica del quadrilatero articolato.
spositivo utilizza una disposizione particolare del meccanismo crank-rocker 2.
La barretta piu` lunga BC e` considerata d’ingresso, mentre la barretta OC
e` considerata fissa. Il tutto puo` essere considerato come un double-rocker 3,
riferendo il tutto al lato OA del dispositivo. Si osservi inoltre che AB puo`
effettuare un giro completo (cfr. [22], [23] ). Il link OA e` collegato ad un
motore in O e possiede un movimento angolare φ rispetto al telaio OC. La
barretta BC viene caricata dalla coppia esercitata dalla molla lineare posta
in C, dove β rappresenta l’angolo di trasmissione per A. Il rapporto de-
siderato di non linearita` tra angoli d’ingresso e uscita puo` essere ottenuto
progettando adeguatamente le lunghezze dei link. Si noti inoltre che la non
linearita` e` data dalla geometria del dispositivo (non dalla caratteristica della
molla) ed il meccanismo, nel suo insieme, si comporta come un elemento di
trasmissione elastico non lineare.
2Se in un meccanismo composto da quattro link il lato piu` corto puo` oscillare ed il piu`
lungo rimane immobile, allora e` chiamato crank-rocker.
3Se in un meccanismo composto da quattro link entrambi i lati sono connessi a massa,
allora e` chiamato double-rocker.
39
VSA II
Figura 3.3: Configurazione schematica del quadrilatero articolato.
Come illustrato in figura 3.3 l’angolo φ e` connesso alla posizione del mo-
tore mentre β invece e` connesso al carico. La relazione che lega il carico alla
posizione del motore e` la seguente
β(φ) = arcsin
(
R
L
sin
(
φ
2
))
−
φ
2
, (3.1)
in cui φ ∈ (0, φmax), con φmax = 2 arcsin(L/R) e L < R. Un finecorsa
meccanico evita il raggiungimento della singolarita` che si trova per φ = 0.
In figura 3.4 e` rappresentato l’andamento dell’angolo connesso al carico in
funzione dell’angolo di ingresso φ (cfr. [24]).
La molla si trova in una condizione di riposo quando φ = β = 0. Si noti
inoltre l’esistenza di un massimo angolo di apertura φmax, in corrispondenza
del quale le barrette corte (L) si allineano. In tale configurazione si e` in
una situazione di elevata rigidezza, teoricamente infinita. Indicando con k la
costante elastica della molla di torsione (il cui effetto e` quello di far tendere
φ a zero) ed utilizzando i parametri indicati in figura 3.3 e` possibile calcolare
la coppia all’asse di uscita in funzione dell’angolo φ
T (φ) =
∂P (φ)
∂φ
= k β(φ)
∂β(φ)
∂φ
≥ 0, (3.2)
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Figura 3.4: Diagramma dell’angolo (β).
ovvero esplicitando i calcoli si ottiene
T (φ) =
1
2
k β

 RL cos φ2√
1−
(
R
L
cos φ
2
)2 − 1

 , (3.3)
dove R e L rappresentano i lati del quadrilatero (Fig. 3.3). A causa del-
la complessita` dell’espressione della coppia, la rigidezza puo` essere espressa
come derivata seconda della energia potenziale. L’andamento della coppia
T in funzione dell’angolo di ingresso φ e` illustrata in figura (3.5). Definita
l’energia potenziale elastica immagazzinata nel sistema rispetto ad O, ovvero
P (φ) = 1
2
kβ2(φ), la rigidezza puo` essere espressa come
σ(φ) =
∂ T (φ)
∂φ
=
∂2P (φ)
∂φ2
= k
((
∂β(φ)
∂φ
)2
+ β(φ)
∂2β(φ)
∂φ2
)
. (3.4)
Sostituendo l’eq. 3.3 nella precedente si ottiene
σ(φ) =
1
4
k



 RL cos φ2√
1−
(
R
L
cos φ
2
)2 − 1


2
+
R
L
((
R
L
)2
− 1
)
β sin φ
2[
1−
(
R
L
sin φ
2
)2] 32

 (3.5)
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Figura 3.5: Diagramma della coppia (T ).
Figura 3.6: Diagramma della stiffness (σ).
sapendo che σ(φ) > σinf in cui σinf = 0.25 k
(
R
L
− 1
)2
. In figura 3.6 e` mo-
strato l’andamento della stiffness (σ) in funzione dell’angolo di ingresso φ al
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variare dei parametri R
L
e k.
Figura 3.7: Caratteristiche di coppia in funzione di R
L
e k.
Si noti che le funzioni illustrate precedentemente si riferiscono ad un
singolo quadrilatero, e che i parametri utilizzati (sez. 3.2.1) nel prototipo
sono
k = 0.5Nm rad−1
R
L
= 1.75 φmax = 1.2165 rad.
Sia il rapporto R
L
sia la costante elastica k sono parametri di progetto, quin-
di possono essere decisi in funzione della coppia desiderata e dell’angolo di
deviazione φ (Fig. 3.7). I grafici plottati in figura 3.7 sono ottenuti per valori
di k = 20, 40, 80, 160, 320 Nm rad−1.
3.1.2 Caratterizzazione stiffness
Tutti i calcoli fin qui esposti sono riferiti all’utilizzo di un singolo quadrila-
tero. In realta` nel VSA II sono disposti quattro quadrilateri, due coppie per
ciascuno dei due motori (cfr. [25]).
La figura 3.8 mostra lo schema di funzionamento del VSA II, e le con-
venzioni adottate per i versi di rotazione dei due motori θ1 e θ2 e del link q.
Utilizzando per i motori 1 e 2 gli angoli θ1 − q e θ2 − q rispetto ai due lati
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Figura 3.8: Schema di funzionamento del VSA II.
del giunto J e sostituendolo a φ nella eq. 3.2, si ottiene
TJ = 2 (T1(θ1 − q) + T2(θ2 − q)) = 2 (τJ1 + τJ2), (3.6)
ovvero la coppia esercitata sul carico a causa delle deviazioni delle trasmis-
sioni. La rigidezza totale associata al giunto puo` essere espressa come
σ =
∂τJ
∂q
= −2 (σ1(θ1 − q) + σ2(θ2 − q)), (3.7)
in cui la funzione σi e` esplicata nella equazione 3.4. Definendo in funzione di
θ1 e θ2 le seguenti variazioni angolari
qS =
θ1 + θ2
2
qD =
θ1 − θ2
2
,
e sostituendole nelle precedenti e` possibile notare come qS e` in relazione
alla posizione del giunto d’uscita, mentre qD alla rigidezza. In figura 3.9 e`
illustrata la rigidezza del VSA II in funzione di qS e qD, a link fermo (q = 0).
Ulteriori informazioni si possono trarre dall’analisi dalla caratteristica
dell’energia immagazzinata in funzione di qD (Fig. 3.10), notando come si
assista ad un limite. Tale limitazione che dipende dai parametri di proget-
tazione del meccanismo (R
L
e k) e` molto utile in fase di progetto, sia per i
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Figura 3.9: Stiffness del VSA II in funzione di qS e qD.
criteri di sicurezza (imponendo una massima energia immagazzinabile), sia
per le prestazioni. L’energia elastica immagazzinata ad esempio puo` essere
utilizzata al fine di eseguire task che necessitano elevati livelli di energia per
brevi intervalli di tempo, consentendo di adottare motori meno performanti
nella struttura meccanica.
Figura 3.10: Energia elastica immagazzinata nel sistema in funzione di qD.
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3.2 Modello Dinamico
Con riferimento alle figure 3.8 e 3.11 le equazioni della dinamica possono
essere scritte come
Figura 3.11: Schema del VSA II.


B θ¨1 + D θ˙1 + 2 τJ1 = τ1
B θ¨2 + D θ˙2 + 2 τJ2 = τ2
M q¨ + Dq q˙ +mg d sin q = 2 (τJ1 + τJ2) + τk
(3.8)
avendo indicato con B l’inerzia dei rotori dei due motori e con M l’inerzia
del link rispetto all’asse del giunto con D e Dq i coefficienti di attrito viscoso
a cui sia i motori sia il link sono sottoposti, m massa del link, d la distanza
del centro di massa del braccio rispetto al giunto eg l’accelerazione di gravita`
dovuta alla forza peso a cui il braccio e` sottoposto. In figura 3.11 e` possibile
notare le coppie di controllo τ1 e τ2 prodotte dai motori collegati al giunto e
la coppia τk, la coppia di disturbo agente sul link.
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(a) (b)
Figura 3.12: Simulazioni dinamiche ottenute applicando al sistema coppie
concordi: (a) posizione dei motori; (b) rigidezza.
(a) (b)
Figura 3.13: Simulazioni dinamiche ottenute applicando al sistema coppie discordi: (a)
posizione dei motori; (b) rigidezza.
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Nelle figure 3.12 3.13 sono illustrate due simulazioni dinamiche ottenute
dal modello 3.8 utilizzando i parametri di progetto (Sez. 3.1.1). E’ possibile
notare come coppie di segno concorde producano movimenti discordi delle
posizioni dei motori e come queste influenzino la posizione d’uscita e non la
rigidezza; viceversa coppie di segno opposto causando movimenti concordi sui
motori variano la sola rigidezza e lasciando immutata la posizione d’uscita.
3.2.1 Identificazione parametrica
Alcuni degli algoritmi di controlli proposti nei successivi capitoli richiedono
una corretta conoscenza dei parametri del modello. A tale scopo e` necessa-
rio ricorrere all’identificazione dei parametri del VSA II, nel presente lavoro
viene utilizzata una procedura basata sul metodo del gradiente. Supponen-
do che non vi siano coppie esterne applicate al link e` possibile scrivere le
equazioni del modello dinamico nel seguente modo

B1θ¨1 +D1θ˙1 + k1φ1 = τ1
B2θ¨2 +D2θ˙2 + k2φ2 = τ2
Mq¨ +Dq q˙ − k1φ1 + k2φ2 = 0
(3.9)
che possono essere riscritte nella seguente forma

θ¨1 =
τ1
B1
− D1
B1
θ˙1 −
k1
B1
θ¨2 =
τ2
B2
− D2
B2
θ˙2 −
k2
B2
q¨ = Dq
M
q˙ + k1
M
φ1 −
k2
M
φ2
Definendo adesso il seguente vettore di stato

x1
x2
x3
x4
x5
x6


=


θ1
θ2
q
θ˙1
θ˙2
q˙


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e` possibile ottenere il seguente sistema
d
d t


θ1
θ2
q
θ˙1
θ˙2
q˙


=


x˙1
x˙2
x˙3
x˙4
x˙5
x˙6


=


x4
x5
x6
x˙4
x˙5
x˙6


=


x4
x5
x6
D1
B1
x4 −
k1
B1
φ1
D2
B2
x5 −
k2
B2
φ2
k1
M
φ1 −
k2
M
φ2 −
Dq
M
q˙


+


0 0
0 0
0 0
1
B1
0
0 1
B2
0 0


[
τ1
τ2
]
,
il tutto riportato in una forma piu` compatta puo` essere cos`ı riscritto
x˙ = f(x) + g(x) τ. (3.10)
Applicando il metodo di Eulero in avanti, al fine di discretizzare il sistema si
ottiene quindi la seguente forma
x+ = x+ x˙ T (3.11)
con T periodo di campionamento, successivamente sostituendo nella equa-
zione (3.10) e considerando y = x+ si giunge alla seguente espressione
y = x+ f(x)T + g(x) τ T, (3.12)
che in forma esplicita diventa
y =


x+1
x+2
x+3
x+4
x+5
x+6


=


x˙1
x˙2
x˙3
x˙4
x˙5
x˙6


+


x4
x5
x6
D1
B1
x4 −
k1
B1
φ1
D2
B2
x5 −
k2
B2
φ2
k1
M
φ1 −
k2
M
φ2 −
Dq
M
q˙


T +


0 0
0 0
0 0
1
B1
0
0 1
B2
0 0


[
τ1
τ2
]
T. (3.13)
Si esaminino adesso le ultime tre equazioni del sistema (3.13) e si raccolgano
i parametri da identificare, costruendo in questo modo il vettore delle stime πˆ
ed il regressore Y , si ottiene il seguente sistema x+ = Y πˆ (cfr. [26]), espresso
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in forma compatta, che una volta esplicitato diventa
y =


x+4
x+5
x+6

 =


x4 −φ1 τ1 0 0 0 0 0 0
0 0 0 x5 −φ2 τ2 0 0 0
0 0 0 0 0 0 x6 −φ1 −phi2




1− D1
B1
T
k1
B1
T
T
B1
1− D2
B2
T
k2
B2
T
T
B2
1− D
M
T
k1
M
T
k2
M
T


,
dove il vettore dei parametri da identificare sara` cos`ı espresso
πˆ =
[
1− D1
B1
T k1
B1
T T
B1
1− D2
B2
T k2
B2
T T
B2
1− D
M
T k1
M
T k2
M
T
]T
.
Assumendo che y sia la risposta misurata del sistema, l’errore e l’errore qua-
dratico medio possono essere definiti rispettivamente ǫ = y − yˆ = y − Y πˆ e
ǫ2 = (y − Y πˆ)T (y − Y πˆ), in cui la variazione dell’errore quadratico medio
risulti
∆ǫ2 =
9∑
i=1
∂ǫ2
∂πˆi
∆πˆi =
9∑
i=1
−γ
(
∂ǫ2
∂πˆi
)2
, (3.14)
avendo opportunamente scelto ∆πˆi = −γ
(
∂ǫ2
∂πˆi
)
.
Poiche´
∂ǫ2
∂πˆi
=
∂
∂πˆi
[
(y − Y πˆ)T (y − Y πˆ)
]
= −2Y
∂πˆ
∂πˆi
ǫ, (3.15)
sostituendo la (3.15) nella equazione (3.14) ed inoltre estendendo il caso a N
campioni risulta
∆ǫ2 =
N∑
i=1
−γ
(
−2Y
∂πˆ
∂πˆi
ǫ
)2
.
Ricordando che l’evoluzione delle stime e` pari a π+i = π+∆πi, in cui ∆πi =
−γ
(
−2Y ∂πˆ
∂πˆ i
)
.
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In questo capitolo sono proposti alcuni controllori per il VSA II discutendone
le implicazioni in termini di stabilita`, errore di regime e robustezza rispetto
alla variazione dei parametri ed al loro valore nominale.
4.1 Controllo PD applicato al VSA II
Come precedentemente illustrato le grandezze del VSA II che si vogliono
controllare sono la posizione del giunto q e la rigidezza σ. Ottenuto il sistema
dinamico 3.8 con semplici riflessioni si possono definire i seguenti parametri
qS =
θ1 + θ2
2
e qD =
θ1 − θ2
2
. (4.1)
Quindi e` possibile pensare, come evidenziato in Fig. 3.12 - 3.13 di ricorrere
a due nuove variabili di controllo, si puo` infatti imporre(
τS
τD
)
=
(
1
2
1
2
1
2
−1
2
)(
τ1
τ2
)
, (4.2)
in cui si definisce con τS la semisomma delle coppie di ingresso dei motori
e con τD la semidifferenza. Invertendo tale sistema si giunge alle seguenti
espressioni (
τ1
τ2
)
=
(
1
2
1
2
1
2
−1
2
)(
τS
τD
)
=
(
τS + τD
τS − τD
)
.
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Figura 4.1: Schema di controllo PD.
Il controllo il cui schema e` proposto in figura 4.1 si basa su uno schema PD,
tralasciando appositamente la componente integrale. Infatti tale apporto
potrebbe neutralizzare i benefici prodotti dalla rigidezza in caso di impatto
accidentale (cfr. [25]).
La figura 4.2 mostra l’andamento delle posizioni dei motori, del giunto di
uscita e della rigidezza, ottenute in una simulazione dove il sistema e` solleci-
tato con un gradino di posizione di 45◦, mantenendo costante qD ad un valore
di 0.1 rad. In figura 4.2(a) si noti l’errore tra il riferimento e l’andamento del
link a regime non riesca ad eliminare tale errore. Confrontando tale erro-
re con quello di figura 4.3, i cui controlli differiscono dai precedenti per la
sola maggior rigidezza imposta, e` possibile notare come l’errore di posiziona-
mento del giunto di uscita dipenda sensibilmente dalla rigidezza imposta.
Attuando infatti il sistema con un gradino di stiffness da 0.1 rad a 1.1 rad e
mantenendo il link ad una posizione di 45◦ il sistema comunque non riesce a
far raggiungere al link la posizione desiderata, commettendo in ogni caso un
errore (Fig. 4.4(a)).
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(a) (b)
Figura 4.2: Simulazioni di un inseguimento di una traiettoria a gradino qD =0.1 rad con
controllo PD, le linee sottili rappresentano i riferimenti le spesse gli anda-
menti: (a) in rosso e verde le posizioni dei due motori in blu la posizione del
link; (b) la variazione della rigidezza.
(a) (b)
Figura 4.3: Simulazioni di un inseguimento di una traiettoria a gradino qD =1.1 rad con
controllo PD, le linee sottili rappresentano i riferimenti le spesse gli anda-
menti: (a) in rosso e verde le posizioni dei due motori in blu la posizione del
link; (b) la variazione della rigidezza.
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(a) (b)
Figura 4.4: Simulazioni di un inseguimento di una traiettoria a gradino di stiffness con
controllo PD, mantenendo qS = 45
◦ costante, le linee sottili rappresentano i
riferimenti le spesse gli andamenti: (a) in rosso e verde le posizioni dei due
motori in blu la posizione del link; (b) la variazione della rigidezza.
4.2 Controllo PD compensato
Il controllo il cui schema proposto in figura 4.5 si basa su uno schema PD come
il precedente, ma in questo caso e` prevista l’aggiunta della compensazione
di gravita`. Si osservi come coesistano due cicli di controllo separati, uno
Figura 4.5: Schema di controllo PD compensato.
operante su τS grazie alla retroazione effettuata su ql, ed uno che si occupa
di τD ricevendo in ingresso l’errore presente su qD. In figura 4.6 e` riportato in
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(a) (b)
Figura 4.6: Simulazioni di un inseguimento di una traiettoria a gradino
qD =0.1 rad mediante controllo PD compensato, le linee sottili rap-
presentano i riferimenti le spesse gli andamenti: (a) in rosso e verde le
posizioni dei due motori in blu la posizione del link; (b) la variazione
della rigidezza.
simulazione l’andamento dell’attuatore sollecitato con un gradino di posizione
45◦ e qD costante e pari a 0.1 rad. E’ evidente come l’errore presente tra
posizione e riferimento del link permanga a regime anche in questo caso, e`
comunque possibile notare la presenza di un errore sulla stiffness (Fig. 4.6(b)).
Se al sistema viene impostata una qD elevata (nelle simulazioni) a 1.1 rad,
il dispositivo utilizza una trasmissione piu` rigida e si assiste quindi ad una
diminuzione dell’errore a regime permettendo cos`ı all’attuatore di fare seguire
al link la traiettoria desiderata (Fig. 4.7(b)). Confrontando i risultati delle
simulazioni ottenute per questo ed il precedente controllo (Fig. 4.2,4.3,4.4) e`
possibile osservare la riduzione dell’errore di regime per quanto concerne la
posizione del giunto di uscita e la presenza dell’errore sull’uscita. Tale errore
e` dovuto al fatto che la rigidezza non dipende solo da qD, ovvero θ1 − θ2
(eq. 4.1), ma anche dalla posizione cedevole del giunto.
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(a) (b)
Figura 4.7: Simulazioni di un inseguimento di una traiettoria a gradino qD =1.1 rad con
controllo PD compensato, le linee sottili rappresentano i riferimenti le spesse
gli andamenti: (a) in rosso e verde le posizioni dei due motori in blu la
posizione del link; (b) la variazione della rigidezza.
4.3 Feedback linearization
I sistemi reali, eccetto che in sporadici casi, sono sistemi non lineari. Per stu-
diare i sistemi non lineari sono necessari alcuni strumenti matematici diversi
da quelli della teoria dei sistemi lineari, che spesso ne sono una generaliz-
zazione. Al contempo e` necessario sottolineare l’importanza della teoria dei
controlli lineari, infatti molti dei sistemi reali, in condizioni di normale ope-
rativita`, si possono approssimare per linearizzazione. Gli strumenti offerti da
questa teoria (linearizzazione) offrono elevate garanzie di funzionamento, an-
che se trattano dei sistemi solo approssimativamente lineari, risultano quindi
evidenti l’elevate potenzialita`. Inoltre la teoria lineare e` la base e spesso il
paradigma della teoria del controllo non lineare.
Generalmente i sistemi in forma di controllo sono posti nella forma:
x˙ = f(x) + g1(x) u1(t) + g2(x) u2(t) + · · ·+ gm(x) um(t)
y = h(x).
(4.3)
Il vettore di stato x e` un elemento di uno spazio a n dimensioni. Il termine
di deriva, f(x) e` quindi un vettore di n funzioni in n variabili. Una analoga
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considerazione e` valida anche per gi(x). Questi vettori di funzioni sono chia-
mati campi vettoriali. Nel modello considerato, vi sonom campi vettoriali
di ingresso g1(x) . . . gm(x), associati a funzioni u1(t) . . . um(t) che fungono da
controlli del sistema. Per quanto concerne ui(t) si assume che siano almeno
continue a tratti ed in funzione delle tipologie di problema questa puo` esse-
re necessaria la continuita` o la differenziabilita`. Nello studio dei sistemi non
lineari capita sovente che l’insieme delle configurazioni da rappresentare non
sia semplicemente Rn, spazio delle n-uple di numeri reali (cio` che avviene nei
sistemi lineari). In generale si suppone che x ∈ M , dove M e` una superficie
curva a n dimensioni, immersa in uno spazio Rn con N ≥ n.
Il controllo dei sistemi non lineari deve affrontare due problemi fonda-
mentali:
• la stabillizzazione,
• l’inseguimento (tracking).
Il primo aspetto riguarda il trovare un ingresso u(x) tale per cui il sistema
non lineare x˙ = f(x, u(x)) possa diventare asintoticamente stabile intorno ad
un punto di equilibrio x0. Definito il seguente modello ingresso-uscita
x˙ = f(x, u)
y = h(x),
(4.4)
il tracking ha l’obiettivo di ricercare un determinato u(x), al fine di far tendere
y(t) asintoticamente verso l’uscita desiderata yd(t).
I metodi di linearizzazione1 in feedback vengono utilizzati per due motivi
fondamentali:
• valgono anche per sistemi linearizzati che abbiano poli non controllabili,
marginalmente stabili,
• pur ottenendo risultati solo locali, sono spesso piu` ampi.
1La stabilizzabilita` di un sistema puo` essere ottenuta mediante l’uso di metodi lineari
“robusti”, ovvero localmente x˙ = Ax+B u se (A, B) e` stabilizzabile.
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4.3.1 SISO
Considerando il seguente sistema
x˙ = f(x) + g(x) u
y = h(x)
(4.5)
si nota come l’ingresso u non sia presente in questa tipologia d’uscita. Ese-
guendo la derivata sull’uscita2 si ottiene
y˙ =
∂h
∂x
x˙ =
∂h
∂x
(f(x) + g(x) u) = Lf h+ Lg h u. (4.6)
Se il termine Lg h della eq. (4.6) fosse nullo, allora anche la derivata dell’u-
scita risulterebbe priva dell’ingresso u. Procedendo adesso al calcolo delle
successive derivate dell’uscita
y¨ =
∂Lfh
∂x
x˙ = L2fh+ LgLfh u
...
y(r) = L
(r)
f h + LgL
(r−1)
f h u
il sistema si definisce di grado relativo r nel caso in cui siano vere le seguenti
ipotesi
• LgL
i
f h = 0, i = 0, 1, 2, . . . , r − 2;
• LgL
(r−1)
f h 6= 0.
In definitiva il grado relativo di un sistema rappresenta il numero di volte
in cui l’uscita deve essere derivata prima che compaia l’ingresso u. Il passo
2Data una funzione scalare λ(x) ed un campo vettoriale f(x), si definisce derivata
direzionale di λ(x) lungo f(x) la seguente funzione scalare
Lfλ(x) =
∂λ
∂x
f(x) =
n∑
i=1
∂λ
∂xi
fi(x).
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successivo consiste nel ricavare u dalla derivata r-esima di y al fine di ottenere
un ingresso in controreazione
u = −
Lrfh
LgL
(r−1) h
f
+
1
LgL
(r−1) h
f
v = α(x) + β(v),
dove si e` definito
α = −
Lrfh
LgL
(r−1) h
f
, β =
1
LgL
(r−1) h
f
v, v = y(r).
Volendo effettuare un cambio di variabili alle derivate successive di y
z1 = y = h(x)
z2 = y˙ = Lfh(x)
...
zr = y
(r−1) = L
(r−1)
f h(x),
affinche´ il cambiamento di variabili
Φ =


h(x)
Lfh(x)
L2fh(x)
...
Lr−1f h(x)


, (4.7)
risulti ammissibile nel caso in cui r = n, le r funzioni devono essere indipen-
denti; ovvero le righe di
[
dh(x0), dLfh(x0), . . . , dL
(r−1)h(x0)
]
devono posse-
dere grado relativo pari ad n (cfr. [27]). In definitiva se il sistema iniziale ha
un grado relativo r = n rispetto all’uscita y ed il cambio di variabili risulta
ammissibile e` possibile scrivere il sistema nelle nuove coordinate, ottenendo
cos`ı una linearizzazione esatta in feedback

z˙1 = z2
...
z˙n−1 = zn
z˙n = b(z) + a(z) u
(4.8)
corrispondente ad un sistema lineare controllato tramite u = − b(z)
a(z)
+ v
a(z)
.
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4.3.2 Linearizzazione ingresso-uscita
Nel caso in cui la linearizzazione esatta in feedback (ingresso-stati) risulti
inapplicabile, e` possibile procedere comunque con una linerizzazione esatta
parziale (ingresso-uscita), 
x˙ = f(x) + g(x) u
y = h(x)
(4.9)
LgL
i
f h = 0, i = 0, 1, 2, . . . , r − 2
LgL
(r−1)
f h 6= 0
r < n
In queste condizioni le r funzioni indipendenti di cui si dispone possono
ancora essere utilizzate effettuando un cambiamento di variabili parziali
z1 = Φ1(x) = h(x)
z2 = Φ2(x) = Lfh(x)
...
zr = Φr(x) = L
r−1
f h(x).
Al fine di ottenere la dinamica delle nuove r variabili, si procede come nel
caso r = n,
z˙1 =
∂h
∂x
x˙ = Lf = z2
z˙2 = z3
...
z˙r−1 = zr
z˙r = L
r
fh(x) + LgL
r−1
f h(x)u
∣∣
x=Φ−1(z)
= b(z) + a(z) u, (4.10)
al contempo si determinano le rimanenti n− r funzioni indipendenti
z˙r+1 =
∂h
∂x
x˙ = Lf = z2
...
z˙n = qn(z) + pn(z) u.
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L’uscita del nuovo sistema risulta ancora essere
y = h(x) = z1, (4.11)
osservando come la dinamica del secondo gruppo non influenza in alcun modo
l’uscita del sistema. Nella scelta delle n − r variabili, l’unica condizione
richiesta e` la costruzione di un cambiamento di variabili lecito, mediante
l’utilizzo delle prime r funzioni
det

 ∂∂x


Φ1
...
Φn



 6= 0,
ovvero l’invertibilita` nella regione d’interesse. Si osservi la comodita` di sce-
gliere le variabili complementari Φ1 . . .Φn in modo da rendere la relativa
dinamica ininfluente sull’uscita, ma comunque indipendente dagli ingressi.
Infatti nel caso in cui valgano le ipotesi
LgΦi(x) = 0 0 ≤ i ≤ n,
le n− r funzioni assumono la forma
z˙r+1 =
∂Φr+1
∂x
x˙ = LfΦr+1(x) + LgΦr+1(x) u = qr+1(z)
...
z˙n = qn(z)
con x = Φ−1(z). Cosicche´, la dinamica delle variabili complementari oltreche´
ininfluente sull’uscita, e` indipendente dagli ingressi. Nelle nuove coordinate,
possiamo dunque riscrivere il sistema nella forma “normale”
ξ˙ = A0 ξ + b0 v
η˙ = q(ξ, η) y = ξ1 = c0ξ
(4.12)
dove
ξ =


z1
...
zr

 η =


zr+1
...
zn

 ;
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A0 =


0
... I
0
0 0 · · · 0

 b0 =


0
...
0
1

 c0 = (10 · · ·0) ;
con l’ingresso in retroazione linearizzato
u =
b(ξ, η)
a(η, ξ)
+
1
a(ξ, η)
v.
Se per tali variabili η non vale LgΦr−1(x) = 0 potra` valere la seguente formula
piu` generale
η˙ = q(ξ, η) + p(ξ, η) v
quindi da un punto di vista ingresso-uscita il sistema e` linearizzato. Resta
pero` la dinamica “interna”, delle variabili η. La stabilizzazione del sotto-
sistema linearizzato e` solo “esterna” e non implica che il sistema nel suo
complesso non possa avere componenti divergenti e quindi inaccettabili. E’
quindi fondamentale studiare cosa accade della dinamica delle variabili η.
Per far questo, e` necessario analizzare il seguente problema:

ξ˙ = A0ξ + b0v
v = kξ
η˙ = p(ξ, η)
(4.13)
determinando quali stati iniziali (η0, ξ0) e quali controlli mantengano l’uscita
costantemente a zero; questo perche` le evoluzioni a partire da questi stati
iniziali e con quei controlli rappresentano i “modi” della parte inaccessibile
η0(t). Si ricordi inoltre che
y ≡ ξ1 ≡ 0⇒ ξ2 ≡ ξ˙1 ≡ 0⇒ ξ3 ≡ ξ˙2 ≡ 0⇒ · · · ⇒ ξr ≡ ξ˙r−1 ≡ 0
quindi
ξ0 = ξ(t) = 0
ξr = v ⇒≡ 0⇒ u =
b(0, η)
a(0, η)
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rimanendo dunque
η˙ = q(0, η) conη0qualsiasi. (4.14)
Questa equazione in η viene chiamata Zero Dinamica3.
4.3.3 MIMO
Prendendo in considerazione il seguente sistema di equazioni

x˙ = f(x) +
∑m
i=1 gi(x) ui
y1 = h1(x)
...
ym = hm(x)
(4.15)
3Con riferimento alla forma normale (eq. 4.12)

ξ˙ = A0 ξ + b0 v
η˙ = q(ξ, η) y = ξ1 = c0ξ
y = ξ1
una retroazione v = v(ξ) = kξ, con k = (−k0, · · · , kr) coefficienti di un polinomio a radici
con parte reale negativa, rende certamente asintoticamente stabile il sistema non lineare
originale se la Zero Dinamica η˙ = q(0, η) e` asintoticamente stabile in η0 = 0).
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e procedendo analogamente al caso SISO, si differenziano le uscite fin quando
non appaia esplicitamente almeno uno fra gli ingressi

y1 = h1(x)
y˙1 = Lfh1(x)
...
y
(r1)
1 = L
r1
f h1(x) + Lg1L
r1−1
f h1(x)u1 + · · ·+ LgmL
r1−1
f h1(x)um
...
ym = hm(x)
y˙m = Lfhm(x)
...
y
(rm)
m = L
rm
f hm(x) +
∑m
i=1 LgL
rm−1
f hm(x)ui.
Considerando le ultime equazioni di queste catene in forma matriciale si
ottiene

y
(r1)
1
...
y
(rm)
m

 =


Lr1f h1(x)
...
Lrmf hm(x)

+


Lg1L
r1−1
f h1(x) . . . Lg1L
r1−1
f h1(x)
...
...
Lg1L
rm−1
f hm(x) . . . LgmL
rm−1
f hm(x)




u1
...
um


riscrivendo in forma compatta diventa
y = Γ(x) + E(x)u. (4.16)
Se la matrice E(x) e` invertibile (in un intorno di x0), si dice che il sistema
ha grado relativo vettoriale
r = (r1 . . . rm)
T
e grado relativo totale r =
∑m
i=1 ri.
Il problema della linearizzazione in retroazione per un sistema
x˙ = f(x) +
m∑
i=1
gi(x)ui (4.17)
64
Algoritmi di controllo
consiste nel trovare un vettore di m funzioni α ed una matrice β di m ×m
funzioni
α =


α1(x)
...
αm(x)

 , β =


β11(x) . . . β1m
...
. . .
...
βm1(x) . . . βmm(x)


tale che ponendo
u =


u1
...
um

 = α(x) + β(x)v
esista un cambio di coordinate ξ = Φ(x) in cui
ξ˙ = Aξ +B u (4.18)
in cui A = diag(A1 . . . Am), B = diag(b1 . . . bm),
u =


0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0


, bi =


0
0
...
1

 .
Il problema risulta quindi risolubile se e solo se esistonom funzioni di “uscita”
h1(x) . . . hm(x) rispetto alle quali il sistema ha grado relativo r1, r2, . . . , rm
tale che
∑m
i=1 ri = n.
Ricordando l’ipotesi fatta precedentemente, in cui si richiedeva l’inverti-
bilita` di E(x), e` possibile ottenere il seguente controllo linearizzante4
U = −E−1(x)Γ(x) + E−1(x) ν. (4.19)
4.3.4 Implementazione del controllo
Applicando un approccio basato sull’inversione di sistema di tipo feedback
linearization, si consideri un sistema avente come controllo in ingresso τ =
4Una approfondita analisi del controllo di sistemi non lineari e` affrontata nel libro di
Isidori in [27].
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(τ1, τ2) e come uscita le seguenti variabili
y =
(
y1
y2
)
=
(
q
σ
)
. (4.20)
Il calcolo della legge di controllo con feedback linearization dipende dall’im-
plementazione meccanica del principio di attuazione della variabile di stiff-
ness, in particolare l’applicabilita` di questo controllo dipende dalla proprieta`
di non singolarita` della matrice di disaccoppiamento del sistema. Il model-
lo (eq. 3.8) di un braccio ad un grado di liberta` puo` essere scomposto in
catene di integratori di ingresso-uscita, rendendo quindi il sistema lineare e
facilmente controllabile. Cio` puo` essere fatto purche´ il dispositivo sia sot-
toposto ad un moderato valore di rigidezza, ossia al sistema sia applicato
un precarico iniziale. Il vantaggio di questo approccio e` il disaccoppiamento
delle componenti delle uscite (eq. 4.20), che adesso possono essere controlla-
te separatamente e simultaneamente. L’algoritmo di inversione e` applicato
alle funzioni d’uscita derivando le stesse in modo iterativo fin quando non
compaiono le variabili di ingresso τ . Non appena le operazioni di differen-
ziazione sono concluse e` possibile invertire il sistema, in modo che si possa
ottenere una legge di controllo disaccoppiante ingresso-uscita. Si parla di
Figura 4.8: Sistema con linearizzazione input-stati.
linearizzazione “esatta” oppure di linearizzazione “input-stati” nel caso in
cui la somma degli ordini di differenziazione sia uguale alla dimensione dello
spazio di stato. Infatti sotto tale ipotesi la legge di controllo ottenuta puo`
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linearizzare completamente il sistema originale.
Iniziando la procedura di differenziazione per le uscite ed imponendo τk = 0
si ottengono le seguenti espressioni
y1 = q (4.21)
y˙1 = q˙
y¨1 = q¨ =
1
M
(τJ −Dq q˙ − mg d sin q) (4.22)
y
[3]
1 =
d3 q
dt3
=
1
M
(
2(σ1θ˙1 + σ2θ˙2) + σq˙ −Dq q¨ − mg d cos q q˙
)
y
[4]
1 = b1(x) +
2
M B
(σ1τ1 + σ2τ2) ,
in cui b1 e` in funzione della variabile di stato x = (θ1, θ2, q, θ˙1, θ˙2, q˙). Derivan-
do anche la seconda componente del vettore delle uscite (eq. 4.20) si giunge
alle seguenti formule
y2 = σ (4.23)
y˙2 = σ˙ = −2
(
∂σ1
∂θ1
θ˙1 +
∂σ2
∂θ2
θ˙2
)
+
∂σ
∂q
q˙ (4.24)
y¨2 = b2(x)−
2
B
(
∂σ1
∂θ1
τ1 +
∂σ2
∂θ2
τ2
)
,
dove anche in questo caso b2(x) dipende dal vettore d’ingresso x.
Definendo adesso la matrice di disaccoppiamento
A(x) = Γ
(
σ1 σ2
∂σ1
∂θ1
∂σ2
∂θ2
)
(4.25)
in cui Γ e` una matrice diagonale, costante ed invertibile, e` possibile scrivere
la seguente espressione (
y
[4]
1
y¨2
)
= b(x) +A(x)
(
τ1
τ2
)
. (4.26)
Il determinante della matrice A (Fig. 4.9) valutato per i parametri meccanici
del VSA II mostra immediatamente la non singolarita` della matrice, eccetto
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Figura 4.9: Vista superiore del determinante 3D della matrice di disaccoppiamento A.
che in un punto θ1 = θ2 (cfr. [28]). Quindi sotto l’ipotesi di lavoro in cui
θ1 6= θ2, la matrice di disaccoppiamento risulta invertibile e di conseguenza
e` possibile ricavare la seguente legge di controllo(
τ1
τ2
)
= A−1(x)
((
v1
v2
)
− b(x)
)
, (4.27)
dove tra il nuovo ingresso di controllo v1 e l’uscita y1 = q1 sussiste una catena
di controllo composta da quattro integratori, invece tra l’altro ingresso v2 e
l’uscita y2 = σ vi e` un’altra catena formata questa volta da due integratori.
Si noti inoltre che la somma delle differenziazioni e` pari a 4+2 = 6 = n, cioe`
pari alla dimensione di stato del sistema, quindi ne consegue come preceden-
temente accennato che la legge a feedback non lineare linearizza completa-
mente le dinamiche del sistema a ciclo chiuso. Al fine di garantire la validita`
della legge di controllo (4.27) e` necessario che la matrice A sia non singolare.
Affinche´ cio` sia garantito sara` sufficiente applicare al VSA II un precarico
al tempo t = 0, di modo che θ1(0) − q(0) 6= θ2(0) − q(0) per ogni posizione
iniziale del link. Di seguito infatti al dispositiva verra` applicata una stiffness
iniziale positiva (σ(0) > 0).
L’andamento desiderato σd(t) puo` essere perfettamente riprodotto grazie al
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disaccoppiamento ed alle proprieta` delle inversioni delle uscite della legge
di controllo. In effetti cercando di ottenere un’evoluzione desiderata della
stiffness σd(t), con q(t) libero di muoversi arbitriamente, la condizione di
non singolarita` della matrice A e` sempre rispettata anche nel caso iniziale
in cui σd(0) = σ(0), dove la stiffness iniziale e` per ipotesi maggiore di zero.
Affinche´ cio` sia possibile e` necessario imporre v2(t) = σ¨d(t), notando inoltre
come v1(t) non influenzi σ, ma la sola la sola evoluzione di q(t). Al fine di
riprodurre asintoticamente una traiettoria desiderata qd(t) per la posizione
del link e simultaneamente una traiettoria σd(t) per la rigidezza, e` possibile
definire le seguenti espressioni
v1 = q
[4]
d + kq,3(q
[3]
d − q
[3]) + kq,2(q¨d − q¨) + kq,1(q˙d − q˙)
+ kq,0(qd − q) (4.28)
v2 = σ¨d + kσ,1(σ˙d − σ˙) + kσ,0(σd − σ)
dove kσ,0 > 0 e kσ,1 > 0, scegliendo inoltre i guadagni kq,i di modo che il
seguente polinomio di Hurwitz5 abbia tutte le radici nella parte sinistra del
piano complesso.
I valori dei guadagni di controllo (eq. 4.28) possono essere scelti con tec-
niche per il piazzamento dei poli ad esempio, ottenendo cos`ı la convergenza
esponenziale desiderata dell’inseguimento della traiettoria dell’errore a zero.
Si noti inoltre che le derivate di ordine piu` elevato di q che appaiano nel-
l’espressione precedente (eq. 4.28), allo stesso modo per σ e la sua derivata
prima, si possono valutare come funzioni della misura dello stato del sistema
attraverso le equazioni 4.21 - 4.23.
Particolare attenzione deve essere riposta sulle traiettorie desiderate del
moto e della rigidezza, infatti e` richiesto un andamento temporale morbido
5In matematica per polinomio di Hurwitz si intende un polinomio i cui zeri sono posti
nella parte sinistra del piano complesso, cioe` sono numeri complessi aventi parte reale
negativa.
r∏
i=1
(x+ ai) con r ∈ N e a1, a2, . . . , ar > 0.
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per queste traiettorie. Dall’equazione precedente (eq. 4.28) risulta evidente
che la traiettoria del link qd(t) deve essere derivabile almeno quattro volte,
invece quella della stiffness sd(t) almeno due volte. Se le precedenti richieste
sono rispettate, la legge di controllo (eq. 4.27 - 4.28) e` in grado di riprodurre
le condizioni di stato iniziali abbinate, in caso contrario e` disponibile il solo
inseguimento esponenziale. Se in una traiettoria di riferimento la fluidita`
venisse meno in alcuni punti nel tempo, si creerebbe un errore tempora-
neo che verrebbe in seguito recuperato con le dinamiche imposte dall’azione
stabilizzante del controllo lineare.
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Capitolo 5
Risultati sperimentali
In questo capitolo sara` presentato in dettaglio un link ad un grado di liberta`,
attuato tramite il VSA II. Si descrivono tutti i componenti elettromeccanici
adoperati per la realizzazione del dispositivo ed il controllo implementato in
LabVIEW.
5.1 Apparato sperimentale
5.1.1 Dispositivo Hardware
Il prototipo del VSA II e` stato progettato e sviluppato in accordo ai principi
ed ai criteri delineati nei precedenti capitoli. Il dispositivo e` costituito da
quattro quadrilateri, ovvero due elementi elastici disposti per ogni lato, al fine
di ottenere un carico simmetrico sui cuscinetti, le molle e l’intera struttura.
Inoltre le due parti del dispositivo sono ruotate di 90◦ in modo da realizzare
un design piu` compatto. La struttura principale e` costituita da alluminio, le
parti piu` sollecitate invece realizzate in acciaio e bronzo.
Il sistema di attuazione e` costituito dai seguenti componenti principali:
la sorgente d’alimentazione, due amplificatori di potenza (driver) ed i servo-
motori elettrici accoppiati ai rispettivi organi di riduzione e due sensori ottici
incrementali.
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Figura 5.1: Modello CAD del link con il dispositivo VSA II.
L’alimentatore, costituito generalmente da un trasformatore e da un pon-
te raddrizzatore, permette di trasformare la tensione alternata della rete
in tensione continua, di ampiezza opportuna a seconda dell’alimentazione
necessaria al driver per un suo corretto funzionamento.
Il VSA II e` attuato per mezzo di due motori brushless Electronic Commu-
tation (EC) della Maxon (cfr. [29]), con una velocita` nominale di 9050 rpm
e coppia di stallo 985mNm. I BDCM sono costituiti da un rotore su cui al-
loggiano dei magneti permanenti e da uno statore su cui sono disposte le tre
fasi. Le fasi sono alimentate alternativamente in modo da creare un campo
statorico che si mantenga sempre ortogonale a quello dovuto ai magneti, al
fine di ottenere sempre coppia massima.
Da questo punto di vista i BDCM possono essere accomunati alla macchina
sincrona, in cui i campi di statore e rotore sono sempre tenuti sincroni ed
ortogonali tra loro, per creare la coppia motrice (cfr. [30]). Risulta evidente
che per mantenere lo sfasamento mentre la macchina ruota, sara` necessario
commutare la corrente negli avvolgimenti di statore, in funzione quindi della
posizione del rotore. La commutazione della corrente avviene tramite l’uti-
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Figura 5.2: Struttura tipica di un azionamento BDCM.
lizzo di un inverter, comandato da un segnale che rileva la posizione rotorica,
ottenuta tramite l’utilizzo di sensori di Hall.
Figura 5.3: Induttanze inserite tra DES ed EC motor.
Un dispositivo in grado di svolgere tali compiti, cioe` in grado di generare
commutazioni sinusoidali e di controllare i motori EC e` il servoamplificatore
4-Q-EC DES 70/101. Come richiesto dalle specifiche del DES tra il driver
ed il motore e` stato necessario inserire una induttanza di 400µH per ognuno
dei tre avvolgimenti presenti nel motore (Fig. 5.3). Peraltro le induttanze
di terminazione richieste sono di notevole ingombro, infatti le sezioni delle
spire devono essere in grado di sostenere il passaggio della massima corrente
in uscita dal DES (10A). Si noti che induttanze e driver possono essere
1Servoamplificatore Digitale Electronic commutation (DES).
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integrati nella struttura di controllo in modo da contenere ingombri e inerzie
delle parti in movimento.
La configurazione del DES puo` avvenire tramite un classico approccio,
come ad esempio l’uso di potenziometri, in alternativa e` possibile configurare
il driver mediante seriale (RS232) o CAN bus2. Il CAN bus sara` adottato
di seguito in quanto tutti i parametri e le possibili configurazioni possono
essere inserite in forma numerica. Inoltre peculiarita` di questo bus sono il
lavorare con frequenze dati (data rates) fino 1Mbit/sec ed e` progettato per
funzionare in ambienti fortemente disturbati.
Nell’automazione industriale e nella robotica il motore deve essere in gra-
do di rispondere con rapidita` e precisione. L’utilizzo dei BDCM apporta un
indubbio vantaggio in termini di peso, basti pensare che i rotori utilizzati so-
no molto leggeri (o addirittura cavi) ed i magneti permanenti sono incollati
solo su di uno strato sottile superficiale.
In realta` la realizzazione del moto ai giunti richiede basse velocita` con
elevate coppie. Risulta utile pertanto che le coppie di attuazione ai giunti
siano fornite dai motori tramite organi di trasmissione, ossia riduttori costi-
tuiti da un rotismo epicicloidale avente rapporto di ingrandimento, in questo
caso ne e` utilizzato uno pari a 73:1. L’introduzione del riduttore implica un
aumento di peso del blocco motore-riduttore.
Al fine di conoscere la posizione dell’albero motore sono utilizzati de-
gli encoder ottici incrementali della HP (HEDS 5500), con risoluzione pari
a 500 cpr3. Nel VSA II sono impiegati tre encoder : due fissati sugli assi
dei motori ed un terzo invece e` connesso al link; tali encoder sono letti in
quadratura al fine di ottenere la massima precisione di posizionamento.
2Il Controller Area Network (CAN) bus e` stato sviluppato in Europa ed adoperato
nell’ambiente automobilistico. A seguito di un proficuo impiego in altre applicazioni quali
ad esempio l’industria, veicoli, dispositivi di controllo, sensori ed attuatori;il sistema ha
trovato un largo impiego anche negli USA fino ad essere reso norma internazionale nel
1993 come ISO 11898-1 (cfr. [31]).
3Count Per Revolution (CPR).
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5.1.2 CompactRIO
I dispositivi FPGA sono dispositivi digitali la cui funzionalita` e` programma-
bile via software. FPGA utilizza una matrice di porte logiche molto simile a
quella di un normale gate array, ma la programmazione e` fatta dall’utilizzato-
re anziche´ in fabbrica. La definizione di field programmable (programmabile
sul campo) puo` sembrare poco chiara, ma il termine field significa semplice-
mente sul campo “fuori dalla fabbrica”, quindi nel luogo dove viene utilizzato
dall’utente finale. L’uso di tali dispositivi annovera diversi vantaggi, quali
Figura 5.4: Architettura del CompactRIOTM.
ad esempio la possibilita` di apportare eventuali modifiche o correggere erro-
ri semplicemente riprogrammando il dispositivo in qualsiasi momento. Per
questo motivo sono utilizzati ampiamente nelle fasi di prototipizzazione, in
quanto eventuali errori possono essere risolti semplicemente riconfigurando il
dispositivo.
Il Compact Reconfigurable I/O (CompactRIO-9074) combina al suo in-
terno un processore embedded a 400MHz, uno chassis da 8 slot con un chip
riconfigurabile embedded FPGA ad alte prestazioni (3M gate) e moduli di I/O
ad elevata capacita` di scambio di informazioni. Ogni modulo I/O e` collegato
direttamente alla FPGA in modo da ottenere, grazie ad una programmazio-
ne a basso livello, una elaborazione personalizzata dei segnali di I/O, con un
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basso tempo di calcolo. Quindi il CRIO programmato con funzioni elemen-
tari e` in grado di leggere e scrivere informazioni provenienti da ognuno di
essi. L’FPGA e` collegato al processore embedded real-time tramite un bus
PCI ad alta velocita`. Cio` rappresenta una architettura a basso costo, con
libero accesso alle risorse hardware di basso livello. I moduli di I/O utilizzati
sono i seguenti
• scheda di comunicazaione CAN NI 9853,
• scheda di I/O digitale NI 9403.
La NI 9853 e` un dispositivo in grado di supportare il protocollo di comu-
nicazione CAN ad alta velocita` (baud rate fino a 1Mbitsec) su due canali
indipendenti.
La NI 9403 e` una periferica a 32 canali digitali ad alta velocita` e puo` assumere
diverse configurazioni: 32 ingressi, 32 uscite o combinazioni delle precedenti
(es. 16 ingresso, 16 uscita). E’ compatibile con la logica TTL e tramite il
CompactRIO puo` essere utilizzata per implementare contatori e temporizza-
tori ad alta velocita`, protocolli di comunicazione, generatori di impulsi ecc.
Lo sviluppo di un’applicazione per il CompactRIO prevede tre tappe:
• la determinazione del target dello chassis per stabilire automaticamente
i moduli I/O e sviluppare l’applicazione FPGA;
• compilazione dell’applicazione RIO per sintetizzare ed ottimizzare il
circuito elettrico che realizza l’applicazione stessa desiderata;
• sviluppo dell’applicazione in real-time per aggiungere le parti che ma-
nipolano funzioni reali, elaborano segnali, memorizzano dati e comuni-
cano con l’esterno.
Il NI cRIO si interfaccia con sistemi informatici tramite porta Ethernet BaseT
10/100, ed inoltre vi e` una porta seriale RS232 per collegare device esterni.
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5.1.3 Il linguaggio LabVIEW
Per programmare ed interagire con la piattaforma CompactRIO appena de-
scritta si e` dovuto usare il linguaggio di programmazione LabVIEW. Labora-
tory Virtual Instrumentation Engineering Workbench (LabVIEW) l’ambiente
di sviluppo integrato per il linguaggio di programmazione visuale di National
Instruments. Si distingue dai linguaggi tradizionali perche´ e` in tutto e per
tutto di tipo grafico, per questo motivo e` stato battezzato Graphic Langua-
ge (G-Language). Un programma o sottoprogramma, denominato VI, non
esiste sotto forma di testo; la definizione di strutture dati ed algoritmi avviene
con icone e altri oggetti grafici, ognuno dei quali incapsula funzioni diverse,
uniti da linee di collegamento (wire), in modo da formare una sorta di dia-
gramma di flusso. Tale linguaggio viene definito dataflow (flusso di dati) in
quanto la sequenza di esecuzione e` definita e rappresentata dal flusso dei dati
stessi attraverso i fili monodirezionali che collegano i blocchi funzionali.
Nell’ambiente di sviluppo i VI constano di tre componenti principali:
• il pannello frontale;
• lo schema a blocchi;
• il riquadro connettori.
L’interfaccia utente di ogni VI e` il Front Panel in cui sono posizionati con-
trolli ed indicatori che rappresentano rispettivamente gli input e gli output
interattivi del VI. I controlli sono manopole, pulsanti, interruttori, comandi
scorrevoli, caselle numeriche o di testo e altri meccanismi di introduzione di
dati, mentre gli indicatori sono grafici, LEDs, tabelle e altri componenti che
consentano di visualizzare gli output acquisiti o generati dal Block Diagram.
Quest’ultimo e` il fulcro centrale di un VI, infatti il codice grafico e` contenuto
al suo interno, sotto forma di diagrammi a blocchi, capace quindi di gestire
gli oggetti presenti nel pannello di controllo. Ogni VI inoltre puo` essere a sua
volta utilizzato come subVI (o sottoVI) e comparire all’interno dello schema
a blocchi di altri VI. Da cio` si evince una naturale analogia tra VI ed una
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qualsiasi funzione, e come tale puo` avvalersi di ingressi ed uscite, collegabili a
linee di flusso. Il riquadro connettori serve appunto a definire qual e` l’aspetto
del VI quando appare come subVI in uno schema a blocchi: che facciata ha
l’icona, ma soprattutto come e dove vanno collegate le linee per permettere
il passaggio dei dati.
Il LabVIEW Real-time module e` un particolare tool per il controllo real-
time delle applicazioni, l’analisi, la registrazione dati e le comunicazioni. L’u-
so del modulo real-time combina quindi i vantaggi di un G-Language con le
peculiarita` proprie di un sistema real-time. In particolare i VI vengono rea-
lizzati con LabVIEW su un computer Host dotato di un sistema operativo
tradizionale (come Windows XP), scegliendo gli opportuni componenti ag-
giuntivi dalla libreria real-time, come ad esempio le Real Time FIFO per la
trasmissione di dati tra i VI, eliminando quindi i ritardi in strutture dove i
tempi di esecuzione sono critici.
Il LabVIEW FPGA Module invece e` lo strumento con cui e` possibile
progettare e sviluppare componenti hardware disponendo dei vantaggi di un
G-Language. Infatti, creato il VI con LabVIEW nel computer host, viene
compilato ed ottimizzato in modo da stabilire i collegamenti logici in funzione
delle richieste del VI, consentendo cos`ı di personalizzare FPGA presente nello
chassis del CompactRIO. Si noti che la potenza di calcolo messa a disposizione
a questo livello di programmazione, cioe` pochi elementi logici programmabili
e soli numeri interi a 32 bit, obbligano a realiizare VI poco complesse.
La comunicazione tra il PC dove si crea l’applicazione e il Compac-
tRIO avviene tramite rete ethernet con protocollo di comunicazione TCP/IP.
Durante l’esecuzione del programma sulla piattaforma, attraverso questa
connessione si puo` monitorare il comportamento della piattaforma in remoto.
5.2 Implementazione del controllo
La struttura del codice e` articolata nel seguente modo: una VI di basso livel-
lo “FPGA.vi” in cui si lavora a stretto contatto con i componenti hardware
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ed un VI di piu` alto livello “target - multi rate - variables.vi” atto a gestire
e coordinare non solo le informazioni provenienti dall’attuatore, ma anche
dall’utente attraverso il VI “interface embedded”. Strumenti indispensabili
preposti allo scambio delle informazioni tra VI e diagrammi a blocchi sono
“shared variable” e le “shared variable FIFO Real Time”. Queste variabili
possono essere lette e scritte in tempo reale da VI comunicanti, e permettono
il collegamento tra applicazioni in cui non e` possibile o non si vuole colle-
garle in modo diretto, ad esempio tramite fili. Le shared variable FIFO Real
Time a differenza delle shared variable permettono l’utilizzo di una variabile
condivisa, gestita pero` con la politica FIFO (Fig. 5.5). Inoltre prevedendo
l’accesso esclusivo da parte di un solo scrittore e un solo lettore, si ha un
accesso al dato in modo immediato ed esclusivo. Si capisce l’importanza di
un tale strumento nel caso in cui i dati debbano essere condivisi tra due cicli
a differente priorita`. Infatti per un ciclo a priorita` critica, le applicazioni
in tempo reale devono garantire il nonblocking4, anche quando si trovano a
comunicare con cicli a piu` alta priorita`.
Figura 5.5: Variabile condivisa con politica FIFO Real Time.
4Meccanismo deterministico per trasferire i dati dalla sezione deterministica del codice
ad una non deterministica
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5.2.1 FPGA
Come discusso precedentemente, al fine di stabilire i collegamenti logici ne-
cessari nel FPGA e` necessario creare un VI nel computer host. Dopo aver
compilato il VI, ed automaticamente ottimizzato, e` inviato nel CompactRIO.
Infatti nel file denominato “FPGA.vi” (Fig. 5.6) si definiscono le strutture
Figura 5.6: Diagramma a blocchi del VI FPGA.
hardware che verranno poi utilizzate in tutte le altre subVI.
Questo file contiene al suo interno dei cicli while eseguibili tra loro in paralle-
lo, tre dei quali si occupano della gestione della comunicazione tramite CAN
bus ed un altro della lettura dell’encoder posizionato sul link.
Il blocco “Can in to FIFO” aspetta che un frame venga inviato sul CAN bus,
non appena cio` accade viene salvato nella FIFO5, settando a true un trigger.
Il secondo while dopo aver constatato la presenza di un dato nella FIFO,
preleva e salva il frame nel campo Data, premurandosi di settare la variabile
5Il termine FIFO e` acronimo inglese di First In First Out (primo ad entrare, primo
ad uscire). Esprime in ambito informatico una coda di istruzioni, ovvero la modalita` di
immagazzinamento di oggetti fisici in cui il primo oggetto introdotto e` il primo ad uscire.
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Ready a true, in modo da bloccare la lettura dalla FIFO fin quando il dato
non risulti effettivamente prelevato.
Il terzo blocco invece si occupa dell’invio di un frame dall’host verso l’esterno.
Infatti ponendo Transmit a true, il Transmit Frame viene inviato al modulo
CAN.
Il quarto blocco si occupa invece della lettura dell’encoder posto sul link. Ta-
le encoder, collegato alle prime due porte del modulo digitale, inviera` impulsi
su entrambi i canali (A e B).
5.2.2 VI di controllo
Il “target - multi rate - variables” e` il VI composto da due loop principali,
uno e` un ciclo di tipo deterministico. Il ciclo ad alta priorita` di tipo determi-
Figura 5.7: Principio di funzionamento del CompactRIOTM.
nistico serve per interfacciarsi con routine critiche, come ad esempio FPGA.
La particolarita` di questo loop appunto e` che gestendo dati provenienti da
risorse critiche, non puo` in alcun modo bloccarsi (ne tanto meno bloccare
altre risorse) in attesa di ricevere dati, poiche´ rischierebbe di perderne altri.
Si intuisce come questo ciclo debba essere progettato in maniera idonea; ol-
tre a garantire il nonblocking deve infatti essere snello in modo da ridurre al
minimo i tempi di esecuzione. Al sencondo loop, con normale priorita`, invece
e` demandato il compito di interagire con l’interfaccia, ad esempio tramite
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variabili di rete, oppure svolgere tutte quelle funzioni che richiedono un ele-
vato tempo di calcolo o che comunque necessitano di un maggiore tempo di
esecuzione, basti pensare al salvataggio dei dati in cui e` previsto (almeno)
un accesso al disco.
Salvataggio dati
In questo blocco sono presenti diverse ottimizzazioni, al fine di rendere il
codice piu` veloce. La prima riguarda la scrittura su file, infatti tale operazione
Figura 5.8: Salvataggio dei dati acquisiti.
prevede l’accesso al disco e quindi deve essere richiesta in casi strettamente
necessari. A tal scopo e` stato previsto un array di appoggio e solo alla
fine del periodo di acquisizione, settando a true da interfaccia la variabile
condivisa writelog, il relativo salvataggio su file. La seconda riguarda la
creazione di un array dentro al ciclo, infatti cio` creerebbe ritardi che alla
lunga porterebbero sicuramente alla perdita di dati. L’utilizzo di un array
statico esterno al ciclo, e la successiva aggiunta ad ogni iterazione della riga
contenente le informazioni desiderate eviterebbe certamente inutili sprechi
di memoria. Tale riga contiene il numero d’iterazione corrente, la lettura
attuale degli encoder dei motori e del link.
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(a) (b)
(c)
Figura 5.9: Letture acquisite per i tre encoder: (a) θ1; (b) θ2; (c)
q.
Identificazione
Come accennato nel paragrafo 3.2.1 in alcuni casi e` necessaria la conoscenza
dei parametri del VSA II. A tale scopo e` stata implementata una proce-
dura basata sul metodo del gradiente, ed affinche´ tale metodo possa essere
adoperato e` necessario conoscere le uscite del sistema y. Tali uscite sono
ottenute tramite dati sperimentali ricavati da una prova in cui si e` adoperato
il medesimo ingresso ed in cui la posizione del link e` gestita in anello aper-
to. Il blocco LabVIEW che realizza l’acquisizione di tali dati e` mostrata in
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figura (5.10), in cui ai motori viene fornita in ingresso una sinusoide con fre-
quenza modificabile da interfaccia. Non appena l’operazione di acquisizione
dati e` conclusa, si procede con il salvataggio degli stessi mediante l’ausilio
dell’apposito blocco illustrato sopra. I risultati ottenuti sono ripresi off-line
Figura 5.10: Acquisizione dati sperimentali.
attraverso uno script che implementa il metodo precedentemente descritto
(sez. 3.2.1). In questo modo otteniamo l’evoluzione dell’errore e della stima
dei parametri durante l’identificazione. A causa della complessita` computa-
zionale, si e` scelto di eseguire le simulazioni in sessioni che non superino le
poche centinaia di cicli. In questo modo e` anche possibile verificare progressi-
vamente il comportamento dei parametri identificati e dell’errore quadratico.
Feedback linearization
Di seguito verrano illustrati i blocchi piu` significativi che implementano il
controllo in feedback linearization accennato precedentemente (par. 4.3). La
parte piu` importante del controllo e` illustrata in figura (5.13). Tale blocco
riceve in ingresso le letture degli encoder, queste prima vengono convertite da
tick in radianti, di seguito immesse nei subVI “sigma”, “TJ”. Il VI “sigma 1”
(ne esiste uno per ogni motore), implementa l’equazione della rigidezza rica-
vata precedentemente (eq. 3.5), in funzione dell’angolo (θ1 − q). Allo stesso
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(a) (b)
Figura 5.11: Stima delle costanti elastiche delle molle: (a) costante elastica sul primo
motore; (b) costante elastica sul secondo motore.
(a) (b)
Figura 5.12: Stima delle inerzie (B1 e B2), massa (M) e degli attriti (D1, D2 e Dq):
(a) massa ed inerzie; (b) attriti sui motori e sul link.
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Figura 5.13: Diagramma a blocchi della Feedback linearization.
modo ogni VI “TJ” associato al relativo motore calcola la coppia (τ1), fun-
zione dell’angolo (θ1 − q), in accordo alla equazione (3.3).
Al fine di riprodurre una traiettoria desiderata per la posizione del link e
della rigidezza (eq. 4.28) il subVI “Free Motion Control” (Fig. 5.14) riceve in
Figura 5.14: SubVI Free Motion Control.
ingresso sia la differenziazione delle uscite (eq. 4.21, 4.23) attraverso il blocco
“Link Position Deriv” (Fig. 5.15), sia la differenziazione di quelle desiderate
(σd(t), qd(t)) ricevute tramite variabili shared RT. Il subVI “FBL” implemen-
ta la legge di controllo (eq. 4.27) descritta in precedenza. Al fine di garantire
l’ipotesi di invertibilita` della matrice di disaccoppiamento (eq. 4.25), presente
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Figura 5.15: Differenziazione delle uscite.
nella legge di controllo, e` necessario un precarico iniziale. Tale condizione
e` implementata nel subVI di figura (5.16). In figura (5.17) e` illustrato il
Figura 5.16: Set delle condizioni iniziali.
blocco in cui vengono immesse le traiettorie di posizione e stiffness con le
relative derivate, in accordo con le equazioni 4.28.
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Figura 5.17: Traiettorie desiderate.
(a) (b)
Figura 5.18: Simulazioni dinamiche di posizione e stiffness: (a) evoluzione della posizione
q; (b) evoluzione della stiffness σ.
5.3 Risultati Numerici
Al fine di testare il controllo feedback linearization (par. 4.3) e` stato proget-
tato uno schema Simulink in Matlab c©. In assenza di collisioni e` possibile
scegliere le seguenti traiettorie di riferimento in posizione qd(t) e stiffness
σd(t) 
qd(t =
1
2π
1
1+e10−4t
qinit
σd(t) =
1
q˙d(t)
+ σinit
, (5.1)
affinche´ il link segua un movimento punto-a-punto, ruotandolo da una posi-
zione di riposo qinit = 0 fino al raggiungimento di un angolo di 90
◦, eseguito
in un tempo Ttot = 5 s. Contemporaneamente per garantire massima accura-
tezza alle basse velocita` e` richiesta una elevata rigidezza, mentre a velocita`
elevate si impone una bassa rigidezza, disaccoppiando in tal modo l’inerzia
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(a) (b)
Figura 5.19: Simulazioni dinamiche del sistema affetto da errore iniziale: (a) evoluzione
della posizione q con un errore iniziale di 10◦; (b) evoluzione della stiffness
σ con errore iniziale di 50Nmm/rad.
del sistema di attuazione dall’inerzia delle parti movimentate, garantendo
una certa sicurezza in caso di impatti accidentali (cfr. [28]). Si noti inoltre
che la rigidezza iniziale all’istante t = 0 e` pari a σinit 6= 0 (θ1(0) 6= θ2(0)),
ottenuta attuando i due motori in versi opposti quando il link si trova nella
posizione q = 0.
Le figure (5.18) mostrano i risultati ottenuti nel caso in cui lo stato iniziale
del sistema combacia perfettamente con le traiettorie di riferimento e con le
relative derivate. Se l’errore iniziale e` nullo, tale condizione perdura durante
tutto il task, indipendentemente dai guadagni scelti per il controllore. Invece
avviando il sistema con un errore iniziale di posizione pari a 10◦ e di stiffness
50Nmm/rad rispetto alle traiettorie desiderate (Fig. 5.19), si puo` notare
come il sistema controllato dopo un breve transitorio riesca a raggiungere i
set point, riuscendo quindi a recuperare l’errore iniziale. L’ingresso (eq. 5.1)
segue il paradigma “soft-and-fast, stiff-and-slow”, un controllo che riprende
gli andamenti proposti dalla soluzione del problema di controllo ottimo detto
Safe Brachistocrone (par. 1.2.3). In (Fig. 5.20) e` riportato l’andamento di
un urto simulato tra un oggetto elastico ed il modello dinamico del VSA II;
si noti come il disaccoppiamento consentendo di mantenere ridotti valori di
rigidezza durante movimentazioni ad alta velocita` che si riflette, come di-
mostrato in [8] e [17], in ridotti danni indotti su un eventuale operatore.
Il mantenimento di un valore costante di rigidezza durante le simulazioni
di impatto garantisce che gli effetti dovuti al disaccoppiamento non venga-
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no meno a causa degli errori introdotti dall’approssimazione della rigidezza
σ = f(qD) = f(q1−q2); adottando tale approssimazione viene difatto trascu-
rata l’influenza della posizione del link su questa quantita`, fattore che puo`
tradursi in una riduzione del fattore di sicurezza. In (Fig. 5.21) sono ripor-
Figura 5.20: Simulazione di un urto con un ostacolo elastico.
tati i dati sperimentali ottenuti controllando il VSA II con un semplice PD.
Come illustrato in Sez.4.1 questa tipologia di controllore non riesce ad elimi-
nare l’errore a regime ne´ per quanto riguarda il giunto di uscita ne´ per cio`
che concerne i due motori. Confrontando gli andamenti della posizione del
link nel caso in cui si sia imposta ridotta (Fig. 5.21(a)) ed alta (Fig. 5.21(b))
rigidezza. E’ possibile notare come l’errore introdotto sulla posizione del
link dipenda fortemente dalla rigidezza e di conseguenza come un eventuale
compensatore debba considerare anche questo parametro. Ulteriori conside-
razioni sono dovute sugli andamenti della rigidezza. Nei due test riportati
in (Fig. 5.21) la rigidezza viene controllata imponendo una certa differenza
angolare tra i due motori (qD = {0.1, 1.1} rad). I disturbi introdotti dall’i-
nerzia del link e dalla gravita` fanno s`ı che il link si trovi in una posizione
diversa da quella baricentrale (q 6= qS = (θ1 + θ2)/2) comportando, sia un
notevole errore di regime in entrambi i casi, per cio` che concerne la posizione
del giunto di uscita, sia un andamento non controllato durante il transitorio
per quanto riguarda la rigidezza imposta.
In (Fig. 5.22) sono riportati gli andamenti ottenuti tramite il controllore
proposto in Sez. 4.3. L’errore, sia statico che dinamico, sul posizionamen-
to del link e sulla rigidezza imposta viene notevolmente ridotto da questo
controllo (≈ 0, 5%).
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(a) (b)
(c) (d)
Figura 5.21: Inseguimento di un riferimento a gradino, posizioni angolari dei motori
per sistema cedevole (5.21(a)) e rigido (5.21(b)) e relativi andamenti della
rigidezza (5.21(c),5.21(d)).
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(a) (b)
Figura 5.22: Andamenti della posizione del link (5.22(a)) e della stiffness (5.22(b)).
In (Fig. 5.23) sono riportati gli andamenti della posizione del giunto di
uscita e della rigidezza utilizzando gli stessi riferimenti di (Fig. 5.22) ma
valori diversi per i le stime delle costanti elastiche K1, K2 delle molle nei
quadrilateri. Un errore del 8% nelle stime di tali parametri rende difatto
instabile il sistema, ponendo in evidenza la notevole dipendenza di questo
controllo dalla stima dei parametri.
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(a)
(b) (c)
Figura 5.23: Evoluzione della posizione del link (5.23(b)) e della stiffness in presenza di
un errore di stima del 8%(5.23(c)); in figura 5.23(a) l’andamento completo.
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Capitolo 6
Conclusioni e sviluppi futuri
In questo lavoro sono stati proposti algoritmi di controllo per un meccanismo
di attuazione a cedevolezza variabile, noto come VSA II e sviluppato presso
l’Universita` di Pisa. In particolare, sono stati sviluppati un schema controllo
PD, PD con compensazione di gravita` e un controllo basato su linearizzazione
in retroazione. Mediante quest’ultimo, il meccanismo e` in grado di inseguire
traiettorie desiderate con elevata precisione e prontezza. Lo schema permette
inoltre di specificare “on the fly” e in modo indipendente un profilo di rigidita`
desiderato. Il controllore e` stato realizzato in linguaggio di programmazione
LabVIEW per una piattaforma CompactRIOTM 9074.
Vari aspetti del lavoro rimangono aperti e possono quindi rappresentarne svi-
luppi futuri. In primo luogo, e` importante considerare la robustezza dello schema
di controllo basato su linearizzazione in retroazione all’incertezza dei parametri
meccanici e/o inerziali del meccanismo. In secondo luogo, sarebbe interessante
indagare sulla possibilita` di applicare tale schema ad altri attuatori a cedevolezza
variabile, come il VSA I e il VSA-HD, o addirittura estendere l’approccio al caso
di un attuatore a piu` gradi di liberta`.
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Appendice A
Codice
 
global I B k1 k2;
T=0.015;
I=[73 73 50]/10; % [Kg∗m∗mm]
B=[200 200 100];% [N∗mm∗s/rad]
k1=200; % [N∗mm/rad]
k2=500; % [N∗mm/rad]
dpos3=−diff(smooth(pos3,200))/T;
dpos3 = [dpos3;0];
dpos1app=smooth(dpos1,50);
dpos2app=smooth(dpos2,50);
picapp=[1−B(1)∗T/I(1) k1∗T/I(1)...
T/I(1) 1−B(2)∗T/I(2)...
k2∗T/I(2) T/I(2) 1−B(3)∗T/I(3)...
k1∗T/I(3) k2∗T/I(3)]’; % inizializzazione stime dei parametri
gam= 0.000000001; % valore assegnato a gamma
HISTORY=[];
HERR1=[];
HERR2=[]
HERR3=[];
k1app=[];
Bapp=[];
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Iapp=[];
k2app=[];
tic
for m=0:1300
sim(’gradiente’)
HS=[];
HR1=[];
HR2=[];
HR3=[];
epsilon1=dpos1app−dq1;
epsilon2=dpos2app−dq2;
epsilon3=dpos3−dq3;
epsilonq1=(epsilon1’∗epsilon1);
epsilonq2=(epsilon2’∗epsilon2);
epsilonq3=(epsilon3’∗epsilon3);
DELTA1=gam∗dq1’∗epsilon1;
picapp(1)=picapp(1)+DELTA1;
DELTA2=gam∗(−phi1)’∗epsilon1;
picapp(2)=picapp(2)+DELTA2;
DELTA3=gam∗tau1’∗epsilon1;
picapp(3)=picapp(3)+DELTA3;
DELTA4=gam∗dq2’∗epsilon2;
picapp(4)=picapp(4)+DELTA4;
DELTA5=gam∗(−phi2)’∗epsilon2;
picapp(5)=picapp(5)+DELTA5;
DELTA6=gam∗tau2’∗epsilon2;
picapp(6)=picapp(6)+DELTA6;
DELTA7=gam∗dq3’∗epsilon3;
picapp(7)=picapp(7)+DELTA7;
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DELTA8=gam∗(phi1)’∗epsilon3;
picapp(8)=picapp(8)+DELTA8;
DELTA9=gam∗(−phi2)’∗epsilon3;
picapp(9)=picapp(9)+DELTA9;
HS=[picapp(1);picapp(2);picapp(3);...
picapp(4);picapp(5);picapp(6);...
picapp(7);picapp(8);picapp(9)]’;
HR1=[HR1;epsilonq1];
HR2=[HR2;epsilonq2];
HR3=[HR3;epsilonq3];
HISTORY=[HISTORY;HS]; % evoluzione dell\uc0\u146 errore
HERR1=[HERR1;HR1]; % evoluzione errore quadratico medio
HERR2=[HERR2;HR2];
HERR3=[HERR3;HR3];
I(1)=T/picapp(3);
I(2)=T/picapp(6);
k1=picapp(2)∗I(1)/T;
k2=picapp(5)∗I(2)/T;
I(3)=k1∗T/picapp(8);
B(1)=(1−picapp(1))/T∗I(1);
B(2)=(1−picapp(4))/T∗I(2);
B(3)=(1−picapp(7))/T∗I(3);
B=[B(1) B(2) B(3)];
I=[I(1) I(2) I(3)];
Bapp=[Bapp;B];
Iapp=[Iapp;I];
k1app=[k1app;k1];
k2app=[k2app;k2];
end
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toc
plot(Bapp);
title(’[N mm s/rad]’)
xlabel(’Time [s]’);
legend(’D 1’,’q’,’D 2’);
figure;
plot(Iapp);
xlabel(’Time [s]’);
legend(’B 1’,’M’,’B 2’);
figure;
plot(k1app); title (’k 1 [N mm/rad]’)
xlabel(’Time [s]’);
figure;
plot(k2app); title (’k 2 [N mm/rad]’)
xlabel(’Time [s]’)}
 
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Acronimi
PHRIENDS Physical Human-Robot Interaction: depENDability and Safety
IFR International Federation of Robotics
HIC Head Injury Criterion
GSI Gadd Severity Index
TTI Thoracic Trauma Index
VC Viscous Criterion
NIC Neck Injury Criterion
VSA Variable Stiffness Approach
VSA I Variable Stiffness Actuation I
VSA II Variable Stiffness Actuator II
VST Variable Stiffness Transmission
VIA Variable Impedance Approach
SEA Series Elastics Actuators
MIA Mechanical Impedance Adjuster
MACCEPA Mechanically Adjustable Compliance and Controllable Equilibrium
Position Actuator
MTOC Minimum Time Optimal Control
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Acronimi
SID Side Impact Dummy
NHTSA National Highway Traffic Safety Administration
LWR III Light-Weight Robot III
WAM 10 Waseda Automatic Manipulator 10
DM2 Distributed Macro Mini
DECMMA Distributed Elastically Coupled MacroMini parallel Actuation
BDCM Brushless DC Motor
DES Servoamplificatore Digitale Electronic commutation
EC Electronic Commutation
CAN Controller Area Network
LabVIEW Laboratory Virtual Instrumentation Engineering Workbench
G-Language Graphic Language
FPGA Field Programmable Gate Array
VI Virtual Instrument
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