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ABSTRACT
Current automotive radar systems are designed to detect objects within an area
around the vehicle and provide alerts or other assistive driving features to the
driver. The main goal of these driving assistance systems is to increase safety of not
only the driver but also increase safety for pedestrians on and around roadways.
In this paper, we propose an on-board terrain mapping system (OTMS), which
is an automotive radar-based system that extends the automotive safety goals to
include mapping and vehicle-to-X communications. The proposed system utilizes
a 94 GHz 3-dimensional (3D) pulsed radar to sense the environment around the
vehicle and create a 3D model of the environment that can be sampled into a global
database for mapping purposes. Objects are also detected and tracked within the
model and can be used to provide assistive driving to the user even in adverse
weather conditions. The model generated by the system can then be stored locally
on the automobile or transmitted to other vehicles or infrastructure for use in
mapping, navigation, detection, or safety applications. The results validate that the
OTMS is a valid system for providing safety and mapping functions for advanced
driver assistance systems (ADAS).
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Automotive technology has made great improvements over the past decade in
the fields of sensing and assistive driving. Automotive radars and cameras have
been used for many years now to help with driving tasks such as backing up, lane
keeping, and collision detection [4]. In recent years, automotive sensors have even
been used in self-driving vehicles that require little to no user intervention [3]. The
automotive driving assistance technologies are improving at a very rapid rate and
much research, both public and private, is currently being conducted in this field.
One of the main focuses of the automotive research is to increase the safety
of vehicles driving on roadways. To achieve this goal, the sensors contained on
the vehicles are designed for the detection of objects within regions around the
vehicle and not necessarily the detection of the entire scene including the terrain.
It is mostly assumed that the terrain portion of the scene is going to be relatively
flat roadway. The proposed on-board terrain mapping system (OTMS) has been
designed to include detection of the entire scene, terrain and above terrain objects,
using only a radar sensor. This novel design approach allows for many new
features such as mapping and vehicle-to-X communications to be added to the
automotive system to help with assistive driving applications.
Central to the OTMS design approach is the 3D imaging radar sensor, which
offers unique advantages over current automotive radars. The 3D imaging radar
sensor is not yet cost-effective because of economy of scale. We used it to
demonstrate the capabilities that the OTMS can provide given a sensor with similar
characteristics. If the radar were to be produced in large quantities, it could become
cost-effective in the future. The radar operates at 94 Ghz and is a pulsed beam with
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a 1 degree angular beamwidth. The radar is capable of scanning an area of 30◦by
30◦, has a range resolution of ∼ 0.74 feet with a max range of ∼ 1106 feet. These
characteristics make the radar similar to other long range automotive radars. The
radar scans the entire field of view in 0.5 seconds using a pencil beam to create
truly 3D data. The operating frequency of the radar still allows it to penetrate
obscurants like fog and rain. Other sensors, such as LIDARs and cameras, cannot
penetrate these obscurants, which continue to be the leading causes of accidents
on roadways [1]. The characteristics of this radar allow for the design of the OTMS
to be accomplished.
The OTMS design is unique in that it not only allows for the detection of objects
that might pose a threat to the vehicle, but it also allows for the creation of accurate
3D models of the environment being driven in. Our main contributions in this
paper are:
• Proposing OTMS that enhances the capabilities of ADAS by providing driver
assistance, even in hazardous environmental conditions, such as fog, snow
and sand storms.
• Developing OTMS as a cost-effective ADAS enhancer as its design is based
on only one radar sensor as opposed to multiple sensors.
• Designing OTMS that not only enhances the safety features of automobiles
but is also capable of mapping the external environment using only a radar
sensor as opposed to a camera or LIDAR sensor for operation in all weather
conditions.
• OTMS development using a 94 GHz long range radar sensor with high
angular resolution to improve detection and tracking of objects in the scene
at further ranges.
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• Developing efficient mapping techniques and data structures for storing the
mapped environment by OTMS in a local database that can then be accessed
in the future to recall information about the roadway (terrain) and/or can be
easily sent to other vehicles to improve their situational awareness.
• Demonstrating how OTMS can be extended to support multiple sensors and
how data from multiple sensors can be fused together into a single database
to provide better quality models of the external scene.
The goal of these contributions is to expand the field of research in automotive
on-board sensors and ADAS to provide features beyond that of the local safety
of the vehicle. Our contributions will likely help utilize the sensing capabilities
already present on the vehicle to their fullest potential.
The rest of this paper is organized as follows. Related work is given in section
2. The OTMS will be described in detail in section 3 followed by a description of
some key algorithms in section 4. Test results will be provided in section 5. Finally,




Radars, LIDARs, and cameras have been used in automotive safety applications
for many years now. A popular method for determining which areas around the
vehicle are safe for driving is to create occupancy maps. Many different sensors
have been used to build occupancy maps including radar, LIDAR, and sonar [6]
[13] [27] . The OTMS is different in that the goal is not to create an occupancy
grid, but rather to create a 3D model of the entire scene, both ground and above
ground elements. This virtual scene can then be used to create maps of the region,
be displayed to the user, or even sampled into an occupancy map as an input for
existing collision warning (CW) or collision avoidance applications (CA).
There exists some previous work that uses radar sensors to create 2D maps
with the goal of detecting the road boundaries [23][30]. These techniques rely on
the intensity information received from radars to detect the edges of roads. These
techniques could still be applied to the intensity information received from this
radar and the intensity map created by the OTMS, and the design of the OTMS
does not preclude this from being accomplished. However, discussing the details
of road edge detection using OTMS is beyond the scope of this paper.
The operation of the self-driving Google car reveals that the automatic driving
system is reliant on the creation of high-precision, accurate maps together with
current sensor data in order to drive the car automatically [3]. The creation of these
maps can be very time and processor intensive. While the OTMS is not proposed
to become a substitute for those maps, it does provide a way to create maps in
real-time and to share that information with other vehicles.
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Tesla Motors, Inc. has recently started producing vehicles with an autopilot
mode [29]. A recent fatality while in autopilot mode is a reminder that continued
research into this field is necessary [10]. The Tesla autopilot feature currently uses
camera and radar sensors to provide the necessary information for the autopilot
mode. Tesla has also announced that it plans to switch to using only radar sensors
in the future [26]. Hence, this research into improving Tesla autopilot mode
is similar to OTMS which is designed to utilize a radar sensor to provide the
necessary information for ADAS, such as autopilot.
In [12], two methods of fusion, low-level and high-level, are proposed and
simulated. Low-level fusion involves fusing data that has had little to no
processing performed on it, and high-level fusion involves fusing data that has
been processed by one or more functions. Currently, this fusion of data occurs
only with sensors located on the vehicle. A slight modification can be made to
the OTMS design that would allow for multi-sensor high-level fusion which is
described in section 4.3. This modification also allows for fusion of current sensor
data with data that was either collected and stored locally on the vehicle during a
previous driving event or received via vehicle-to-X communication.
Communicating information from vehicles to other vehicles or infrastructure
is a concept that has existed for many years now. One of the first proposed
protocols focused on the ability of the protocol to overcome the challenges of
vehicle-to-X communication such as decentralized nodes, lossy communication,
and propagation of data through the network [32]. Since these first research
articles have emerged, there have been many more protocols, systems, and even
middleware proposed in an attempt to solve the vehicle communication problem
[17]. In fact, one of the biggest issues facing vehicle-to-X communication is the lack
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of a standardized protocol and/or system for implementing it [31]. A solution
to these issues is not proposed in this paper. Rather, this paper will describe
some of the aspects that are deemed important for the successful operation and
collaboration of the OTMS with other vehicles and infrastructure.
Pothole detection is an active field of research and has the ability to make
pothole detection and mapping much more cost-effective. Currently, pothole
detection is mostly performed using manual methods and can be very subjective
based on the person performing the analysis [2]. For this reason, many algorithms
and methods have been proposed to automatically detect potholes using cameras
mounted on vehicles [15] [18] [21]. There are also stereo algorithms proposed
[33]. These algorithms tend to use image processing techniques that can be very
processor intensive. Also, to ensure the accuracy of the information, even more
processing is done to verify the results, usually with a human in the loop. The
design of the OTMS allows for the processing required to detect potholes to be
moved from the vehicle to infrastructure where computational resources are not
so restrictive. It also allows for the data to be sensed by multiple vehicles from
different angles and also different sensors which can improve the accuracy and




The OTMS is a system designed to take raw sensor data as input and process it
into data that can be used for ADAS applications. The ADAS applications focused
on in this paper are signal processing, obstacle detection, and mapping. The
other applications such as database storage, data fusion, hazard detection, and
vehicle-to-X communication are described but no results are shown. An overview
of the OTMS is shown in Figure 3.1.
The OTMS comprises of seven major modules : signal processing; object
detection and mapping; database; data fusion; hazard detection; driver advisories
generation; and vehicle-to-X (V2X) communication. The signal processing module
is the interface to the sensors. This module receives the data produced by
the sensors and performs low-level signal processing functions, such as noise
reduction and motion compensation, on the received sensor data. The output data
from the signal processing module is then fed to the object detection and mapping
module, which performs radar point classification, object detection, and mapping.
The mapping data is then saved in the database module, which is a local database
of the 3D model created from the processed sensor data.
The object detection and mapping module also passes the detected objects
to the data fusion module where objects detected from all sensors on board
the vehicle or other vehicles are combined together into a single set of objects.
These objects are then passed to the hazard detection module where the objects
are checked to determine if they pose a threat to the vehicle. The hazard
detection module coordinates with the driver advisories generation module to
create driver advisories. The hazard detection module also coordinates with
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Figure 3.1: OTMS top-level design
the V2X communication module to send and/or receive driver advisories from
other vehicles and/or infrastructure. The V2X communication module also has
access to the local database to either send information to other vehicles and/or
infrastructure from the database or receive the information that can be added to
the database. These modules are described in this paper but are not implemented
or tested, which is left for future work.
3.1 Signal Processing
An activity diagram of the signal processing module in Enterprise Architect [28] is
shown in Figure 3.2. This module is responsible for the low-level processing of the
radar sensor data, mainly noise reduction and motion compensation.
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Figure 3.2: Activity diagram of the signal processing module
As each beam position data of the radar is acquired by the signal processing
module, the beam position data is matched with its corresponding navigation data
in time. Each set of data is timestamped using GPS time to ensure that the pose of
the vehicle is accurate when the data was acquired. The navigation and radar data
are paired together for future processing.
The radar beam position data is then processed further to extract the signal
from the returns and reject the radar thermal noise. The probability of false alarm
(Pfa) for each range bin coming from the radar sensor is 10−3. Given that there
are 1500 range bins for each beam position, approximately 1-2 false alarms are
expected per beam position. The signal extraction function runs a proprietary
algorithm to reduce the Pfa down to 10−10. While this reduced Pfa does not
guarantee that no false alarms are passed as signal, the probability of false alarm
occurring is low enough for ADAS applications, yet the probability of detect (Pda)
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is still high enough to reliably detect objects as will be seen in section 5.
After the signal has been extracted, each remaining return within the beam
position is motion compensated into a level Cartesian coordinate frame using
the navigation data paired with the radar beam and calibration information
determined beforehand. The origin of the coordinate frame is located at the radar’s
geographic position at the beginning of the collection cycle. The geographic
position is kept with the frame of points so that it can be easily transformed into
a geodetic coordinate system such as latitude/longitude/altitude (LLA) during
the mapping function. The positive X axis is along the centerline of the vehicle, the
positive Y axis is to the right of the vehicle, and the positive Z axis is pointed down
aligned with gravity. Figure 3.3 shows the coordinate system used for each frame
of data.
As a series of radar frames are processed and motion compensated, each frame
will store the origin of its coordinate frame. The mapping sub-module can then use
this origin information to correctly locate each frame in the physical world. This
is one of the key components of the OTMS that allows mapping of the physical
world in real time.
After the motion compensation step has been completed for each radar beam
position in a frame, the motion compensated points are passed to the object
detection module for further processing.
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Figure 3.3: Coordinate system used for the signal processing module.
3.2 Object Detection and Mapping
This section will describe the second module of the OTMS which includes both
object detection and mapping.
3.2.1 Object Detection
The object detection module of the OTMS is responsible for detection of objects
within the collection of radar returns generated by the signal processing module.
Each detected object can be tracked and analyzed for safety critical applications.
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Figure 3.4: Activity diagram of object detection module
An activity diagram of this module in Enterprise Architect is shown in Figure 3.4.
The first step in the object detection phase is to transform the magnitude data
received from the radar into intensity data that is used later to validate objects
detected in the scene. This is accomplished by scaling the magnitude data with
a log function to reduce the dynamic range of the data. A log scaling preserves
the dynamic range of low magnitude returns while scaling down the dynamic
range of high magnitude returns to provide a better range of data to operate on.
The points are then sampled into a 2D image similar to a radar B-scope image. A
B-scope image provides a 2D top-down representation of space, with the vertical
axis representing range and the horizontal axis representing azimuth. The B-scope
image could then be visualized or used for other purposes such as detection of
road boundaries [23] [30].
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Figure 3.5: Top-down view of the radar FOV (field of view) divided into
chunks
The process of object detection begins by dividing the points into smaller
sections of data called chunks. The chunks are created by projecting all the points
into the XY plane and then dividing the plane into small regions. The regions in
the X direction (azimuth) are separated by the angle from the centerline and the
regions in the Y direction (range) are separated by their range from the sensor.
There are five (5) regions in azimuth that span evenly across the field of view and
fifteen (15) regions in range that span 25 feet at close ranges and 100-200 feet at the
farther ranges. Figure 3.5 shows a top-down view of the radars field of view (FOV)
divided into chunks.
For the points in each chunk, a plane is created that best fits the data using
singular value decomposition (SVD). It is assumed that the majority of the points
contained within each chunk are returns from the terrain. Thus, the fitted plane
can be used to classify the points within each chunk. A standard deviation
value representing the uncertainty of the radar beam width is applied above and
below the fitted plane. Points that fall within three standard deviations of the
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plane are classified as terrain. Three standard deviations was selected because
it represents 99.7% of the area of the radar beam. The points more than three
standard deviations above the plane are classified as obstacles and the points more
than three standard deviations below the plane are classified as below terrain. It
should be noted that for radar applications, it is not unusual to see points located
beneath a surface due to multi-path effects of the radar beam. These points are
usually mirrored returns from strong targets. Multi-path radar effects have been
studied for over 50 years and are still being studied today [11].
After point classification, the obstacle points are clustered using DBSCAN [8].
The resulting clusters are validated by comparing them with their surrounding
regions in the 2D intensity image generated earlier by this module. Validation
occurs by verifying a contrast in intensity of the object itself versus the background
of the object. If there is a significant contrast, meaning that the cluster has a higher
intensity than its surrounding area, the cluster is validated. Validated clusters are
then tracked with time and can be used to determine if the object is a hazard to the
vehicle.
3.2.2 Mapping
It is not feasible to store all of the points in memory over periods of time longer
than 10 seconds. The radar can theoretically generate 5,581,500 points in each
0.5 second frame. Over a period of 10 seconds and assuming that each point is
represented by 3 floating point numbers (12 bytes), it would take 1.25 GB to hold
the points in memory. Thus, in order to maintain a history of the environment for
future use, the data must be sampled into a database capable of storing data over a
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large physical area big enough to hold an area where the vehicle will be traveling
(potentially hundreds of miles).
A quad-tree is a common data structure used to spatially sort data for quick
searching. This construct can also be used to store data at different resolutions if
the levels of the quad-tree are conceived as resolutions of a database. The root of
the quad-tree designates the lowest resolution that can be stored and the leaves of
the quad-tree signify the highest resolution that can be stored.
Furthermore, the radar sensor used in the OTMS, like most sensors, has an
angular field of view. This means that points near the sensor are higher resolution
than points farther from the sensor in a Cartesian coordinate system. This makes
the quad-tree even more suited for sampling sensor data by allowing areas closer
to the sensor be sampled into the database at higher resolutions (lower level in
the quad-tree) and areas farther from the sensor be sampled at lower resolutions
(higher level in the quad-tree).
Figure 3.6 shows an example of how a quad-tree can be used in this matter.
The lowest resolution nodes, or root nodes, are located in the physical world in
such a way as to cover the area directly around the vehicle. Areas closer to the
vehicle are then split down to the next level in the quad-tree so as to allow for
higher resolutions to be stored. The areas closest to the vehicle are represented
by leaf nodes in the quad-tree and are able to store the highest resolution data.
A range-based function determines which level a particular area in the quad-tree
needs to be in order to best encapsulate the data received by the radar sensor.
It is also desirable that the model of the scene, as represented by the quad-tree,
be able to be stored outside of RAM on a large scale storage device such as a
16
Figure 3.6: Example of a quad-tree. The root nodes cover areas in the
physical world and represent the lowest resolution possible.
Lower levels in the quad-tree cover smaller areas in the
physical world and represent higher resolutions.
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SSD. This allows areas that are far enough away from the vehicle to be moved
to the storage device to free up memory for the areas near the vehicle that are
actively being sensed. When those areas that were written to the storage device
are revisited, either during the same trip or on a different trip, the data can be
recalled back into RAM for further processing. An example of a quad-tree being
used in this manner is given in [5].
The points classified as terrain by the object detection module of the OTMS
can then be sampled into the quad-tree database at the correct resolution. The
data item stored at each level in the quad-tree is a 2D array of locations with each
element in the array representing the height of the terrain measured in that area.
For example, a 2D array with 32 elements in each direction will span a region in
the physical world that is directly related to the level or resolution of the quad-tree.
When a radar point classified as terrain is located within that area in the physical
world, its height is averaged into the existing height value at that location within
the 2D array. The result is a digital elevation map (DEM) of the physical world
represented by the quad-tree. By averaging all the returns located within the
region of the 2D array element, a better estimate of the true height of the world
is obtained.
As data is sampled into the quad-tree at a certain level, it can then be
propagated up the levels in the quad-tree until the root node of the data has
also been updated. Propagation of the data up the quad-tree is accomplished by
taking four locations within the 2D array at the lower level, averaging their heights
together, and storing the result in the location of the 2D array corresponding to the
same area in the quad-tree at the higher level. This operation allows the quad-tree
to maintain coherency while being updated in real time with the most recent sensor
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data. The same operation can be applied when the vehicle gets closer to an area
and the quad-tree level needs to be split down a level. In this manner, the data
collected at far ranges can be kept while continuously being updated with new
sensor data.
3.3 Database
The database is a large storage device such as an SSD where the mapping data and
objects are saved for long-term storage. Long-term storage is needed if data has
to be moved from RAM to the database in order to free up memory for the newly
collected sensor data while driving. It can also be used to store data when the
vehicle is turned off between uses, thus preserving the mapping data indefinitely.
Through the Vehicle-To-X communication module, the database can also receive
and store mapping or object information from other sources that can be pulled
into RAM at a later time.
3.4 Data Fusion
Data fusion has many benefits that include increased awareness of the surrounding
area due to multiple sensors located at different positions around the vehicle
and better estimates of the objects detected as relating to positional accuracy,
reliability, and integrity [24]. There are many algorithms proposed that define
fusion algorithms for ADAS, see [14] [19] [22] [24] [25]. This paper will not propose
another algorithm for data fusion but rather will explain how a data fusion module
can be designed into the OTMS and how it will interact with the other modules.
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The design of the OTMS can support data fusion from multiple sensors on
board the vehicle. The data fusion module receives object data from other sensors
located on the vehicle and fuses the information together with the objects detected
from every other sensor. The output of the data fusion module is a set of objects
that includes contributions from all the sensors similar to the design of a generic
data fusion module proposed in [20].
Input into the data fusion module consists of the objects detected from each
sensor after the sensor specific processing has completed. These objects are then
fused together into a single coherent set of objects that represent the objects
surrounding the area of the vehicle. Objects can be read from the local database
on the vehicle to assist in the data fusion and then written back out to the
local database for storage or transmission to other locations via the vehicle-to-X
communication module. The fused objects are then sent to the hazard detection
module for further processing.
3.5 Hazard Detection
As objects are fused together in the data fusion module, their locations, directions
of travel, and rates of travel are then sent to the hazard detection module. This
module is responsible for determining whether or not the detected objects pose a
threat to the vehicle. To accomplish this goal, a series of tests are conducted on
the object together with the vehicle to determine if a driver advisory is necessary.
Figure 3.7 shows an activity diagram depicting these tests.
The first test is to determine for each object detected in the scene if a collision
occurs at some time in the future. This is done by estimating the position of the
20
Figure 3.7: Activity diagram of hazard detection module
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vehicle and each of the objects at discrete time intervals using their locations,
directions of travel, rates of travel, and measurement uncertainty. At each time
interval, all the objects are checked for proximity to the vehicle. Objects that are
found to be in close proximity are flagged as having a potential collision occurring.
Objects that are not found to be in close proximity for all discrete times checked
are not considered a threat.
The next test is to determine the direction of the collision. The design is able to
support two classes of direction, head on and perpendicular. A head on collision
occurs when the object is either traveling towards the front of the vehicle or the
object is traveling in the same direction as the vehicle but at a slower velocity. For
this type of collision, an additional check is necessary to determine if the object is in
the same lane as the vehicle. If it is, then the object is sent to the driver advisories
generation module to determine the appropriate advisory. If the object is not in
the same lane as the vehicle, then it no longer poses a threat and no advisory is
generated.
A perpendicular collision occurs when the object is traveling in a direction such
that the collision will occur into the side of the vehicle. For this type of collision, the
object is always passed to the driver advisories generation module to determine
the most appropriate action to take.
3.6 Driver Advisories Generation
The driver advisories generation module is responsible for receiving the objects
and/or warnings from the hazard detection module and the vehicle-to-X
communication module and generating the appropriate action for the vehicle to
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take that maximizes safety. This module is not only aware of objects detected
by the on-board sensor, but also aware of objects/warnings received from the
vehicle-to-X communication module. This allows the module to have a more
complete view of the surrounding area and decide to take the most appropriate
action based on this view.
Driver advisories can be presented in a variety of different ways [16]. The
advisories can be subtle such as blinking lights or sounds that alert the driver to the
presence of a hazard. More aggressive warnings can increase the frequency and/or
intensity of the lights and sounds or even take physical action on the vehicle by
applying the brakes. The most intensive advisories would take complete control
of the vehicle in order to prevent an accident and would be able to perform certain
pre-crash functions such as tightening the seat belt. The design of the OTMS
allows this function to be broken out into a separate module to allow the advisory
generation to be tailored to the design of the vehicle.
3.7 Vehicle-to-X (V2X) Communication
Vehicle-to-X communication is the transmission and reception of data wirelessly
from/to the vehicle and other entities. When data is transferred to/from other
vehicles it is called Vehicle-to-Vehicle (V2V) communication. When data is
transferred to/from infrastructure such as roadside stations or other buildings it is
called Vehicle-To-Infrastructure (V2I) communication.
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3.7.1 Vehicle-to-Vehicle (V2V)
One of the big challenges for vehicle-to-vehicle (V2V) communication is the
available bandwidth and the lossy communication. Even with these challenges,
V2V communication has the lowest latency. Thus, V2V communications should
have the most safety critical messages prioritized. In the OTMS, this information
is the location and direction of travel of objects in the scene. Therefore, the V2V
portion of this module should focus on the transmission and receipt of objects on
the roadways so that driver advisories can be generated to maximize safety.
3.7.2 Vehicle-To-Infrastructure (V2I)
V2I communication is the communication of information from the vehicle to
infrastructure such as roadside stations, manufacturers, or even the cloud.
Vehicle-to-cloud (V2C) communication is a new concept that has been made
possible in recent years due to advances in wireless and cloud technologies.
Storing data in the cloud allows for information from many sources, vehicles in
this case, to be collected in a central repository with many more resources available
than possible on the vehicle itself.
In the design of the OTMS, mapping data can be sent to the cloud when
bandwidth permits. The quad-tree design for storing the maps allow for only
the most important information to be sent to the cloud, such as areas that have
recently been updated. The resolution of the data that is sent to the cloud can also
be dynamically updated based on the available bandwidth. If a lower bandwidth
is detected, then lower resolutions in the quad-tree can be sent to the cloud and
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still cover the same physical area.
The cloud can then combine or fuse all the information from the individual
vehicles into a single coherent map. The accuracy of the map can also be improved
over time as more measurements arrive from different vehicles. If enough vehicles
are equipped with this capability, a very accurate and complete map of an area, a
city, for example, can be created in a very short amount of time.
The processing capabilities available to the cloud make it possible to perform
more functions on the data that are very beneficial. For instance, image processing
algorithms can be run on the map data that search for pot holes on the roadways
and return their locations and size. This data can then be used by local
governments to better prioritize road maintenance as well as reduce the cost for
locating the pot holes. Another potential application would be to locate large
objects that are blocking sections of road and quickly notify emergency or other




This section describes two algorithms contained within the OTMS system, the
motion compensation and cluster validation algorithms.
4.1 Motion Compensation
Motion compensation is the process of taking a radar return in the radar’s
coordinate frame and transforming it into a common coordinate frame to represent
a frame of radar returns. The common coordinate frame chosen for the OTMS is a
called a level coordinate frame. This frame was described in section 3.1.
The inputs into the algorithm are a set of navigation data, a frame of radar data,
a rotation matrix that transforms from the drum frame to the pedestal frame (Rpd),
a rotation matrix that transforms from the radar frame to the vehicle body frame
(Rbr ), and the range resolution of the radar. The set of navigation data is buffered
during the 2 Hz frame rate and contains all the navigation data timestamped with
GPS time for the duration of the radar frame. The frame of radar data contains
all the radar beam position data (beam) received during the 2 Hz frame with each
beam containing returns throughout the 1500 range bins and also timestamped
with GPS time. The Rpd rotation matrix is a fixed rotation specific to the radar that
aligns the returns to its mounting pedestal. The Rbr rotation matrix is also a fixed
rotation that represents the alignment between the radar and vehicle body. The
range resolution represent the physical distance between range bins within each
radar beam. The output of the algorithm is the set of motion compensated radar
returns.
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At the beginning of a 2 Hz radar frame, an origin, No, is selected from the most
recent navigation data received (line 1). The latitude, longitude, and altitude of
No are then converted to an Earth-Centered Earth-Fixed (ECEF) coordinate system
creating originece f (line 2). A rotation matrix, Rlece f , that transforms from ECEF to
the level coordinate frame is created from the origin nav data (line 3). With all
the preliminary data computed, the algorithm then goes through each beam in the
radar frame and processes it (lines 4-19). A beam is a single radar beam position
within the frame and the set of beams within a radar frame represent a single
scan of the entire FOV. Because the beams are collected over the course of a 500
millisecond span, the vehicle may have moved in the time between individual
beam scans. Therefore, for each beam, the navigation data timestamped closest to
the beam timestamp is used to represent the position of the radar at that instant
(line 5). Then the rotation matrices for the pedestal to radar transform, Rrp, and the
body to level transform, Rlb, are computed (lines 6-7). All of the rotation matrices
required to transform the radar return from the radar’s coordinate frame (drum
frame) to the level frame have now been computed and they are combined into
a single rotation matrix, R (line 8). The delta position in level coordinates is then
computed between the origin and the beam (lines 9-11). After the azimuth angle
of the beam is saved (line 12), each return in the beam is processed (lines 13-18).
First, the range of the return is computed by multiplying the range bin of the return
with the range resolution of the radar (line 14). The xyz position of the return in the
drum frame, xyzD, is then computed by multiplying the range of the return with the
azimuth position that has been transformed from polar coordinates to Cartesian
coordinates (line 15). The elevation component of the beam is incorporated into
the Rrp rotation matrix. The radar return in level coordinates is then computed by
multiplying the xyz position by the rotation matrix R and then adding the delta
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position computed for the beam (line 16). The resulting data is then saved into
the output list of points (line 17). The result is a set of motion compensated radar
points in a level frame that includes a reference point in latitude, longitude, and
altitude, No. This data can then be further transformed into a geodetic coordinate
system using the reference point.




1 Get nav data, No, at beginning of frame;
2 Convert No to originece f ;
3 Create Rlece f from No;
4 foreach Beam in RdrReturns do
5 Get nav data, Nc with timestamp closest to beam timestamp;
6 Create Rrp from beam elevation angle;
7 Create Rlb from Nc;







9 Convert Nc to beamece f ;
10 deltaece f = beamece f − originece f ;
11 deltaL = Rlece f ∗ deltaece f ;
12 Get azimuth angle, az, of beam;
13 foreach Return in Beam do
14 Compute range, r = bin ∗ RngRes, of radar return;
15 xyzD = [r ∗ cos(az), r ∗ sin(az), 0];
16 rdrReturnl = (R ∗ xyzD) + deltaL;
17 Save rdrReturnl into RdrReturnsC
18 end
19 end
Algorithm 1: Motion compensation algorithm
4.2 Cluster Validation
One of the unique algorithms developed for the OTMS is the validation of clusters
after the classification and clustering functions. This allows the OTMS to reject
above ground clusters that are not true objects in the scene. The underlying
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principle of the algorithm is that when objects are imaged that are not part of the
terrain, their returns are generally larger in magnitude than their surrounding area.
By using this principle, above ground clusters can be compared to their immediate
surroundings. The algorithm is defined in Algorithm 2.
The algorithm’s inputs are the clusters and the intensity image created at the
beginning of the object detection module, section 3.2. An integral image [7] of
the intensity image is created (line 1) to increase performance by allowing for
constant time summations of regions in the intensity image. Then, for each cluster
detected, a tight-fitting bounding box around the location of the cluster in the
intensity image is determined (line 3). All the image pixels contained within this
bounding box are then averaged together to obtain the average cluster intensity
value (line 4). The bounding box is then padded on all sides (line 5) and the image
pixels are averaged again to obtain the average background intensity (line 6). If
the difference between the average cluster intensity and the average background
intensity is above a threshold (lines 7-8), then the cluster is validated (line 9). If the
difference is below a threshold, then the cluster is invalidated and the points are
re-classified as terrain (lines 11-12). The threshold is empirically determined for
this work but can be determined better by running a training algorithm on a large
set of data that has been classified beforehand as either being valid or invalid. The
algorithm has some similarity with constant false alarm rate (CFAR) algorithms.
The results of the validation step for a frame of data are shown in section 5.
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Input: Clusters, Image, Threshold
Output: Validated Clusters
1 Create Integral Image, I, from Image;
2 foreach Cluster in Clusters do
3 Create bounding box, B;
4 Compute average intensity, Icluster, inside of B;
5 Pad B to obtain Bpadded;
6 Compute average intensity, Ibackground, inside of Bpadded;
7 Compute di f f = Icluster − Ibackground;
8 if di f f > Threshold then
9 Mark cluster valid
10 else
11 Mark cluster invalid
12 Re-classify cluster points as terrain
13 end
14 end




In this section, the testing results of the OTMS design are provided. First the
experimental/test setup is explained and then the results from various stages in
the OTMS processing are presented.
5.1 Experimental/Test Setup
To test the OTMS design, the 3D imaging radar is mounted on a van and driven
to a point overlooking a flat area. Four metal poles of various heights are lined up
in a row along the center axis of the radar. These poles are located at distances of
100, 200, 300, and 400 feet from the radar. Other poles are located to the sides of
this center line and a vehicle is also in the scene. During the test event, the vehicle
drives around the poles on the center line. A snapshot of the test setup from the
infrared (IR) camera is shown in Figure 5.1. Radar and navigation data is collected
during the test event and stored to a binary file.
We implement the signal processing and object detection modules in a
multi-threaded C program for windows. Threads are created to perform the
following functions:
• Receiving radar data from the binary file.
• Receiving navigation data from the binary file.
• Performing the computations involved in the signal processing module on
the raw radar data.
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Figure 5.1: Snapshot From IR Camera Showing the Test Setup
• Executing the computations involved in the object detection and mapping
module on the processed radar data.
The C program ran on a windows PC with an Intel Core i5-4690K processor
with four (4) cores and running at 3.5 GHz. A separate program also ran that
played back the timestamped binary file collected during the test event to simulate
the program receiving data from the radar in real time. Data is dumped at
various stages of the processing pipeline and timing measurements are taken for
computations involved in each OTMS module.
5.2 Signal Processing
Figure 5.2 shows the results from the signal processing module on a single frame
of radar data. The image on the top contains the motion compensated raw radar
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returns as they are received from the radar. The signal coming out of the radar
contains noise in the entire field of view, except for the near ranges due to a
sensitivity/time control (STC) curve applied to the returns. There are also effects
from multi-path seen below the terrain that are a result of the corner reflector
located on top of the last pole in the scene. This is because the corner reflector
represents a very large target to the radar by reflecting almost all of the energy
it receives back to the radar while other objects will only reflect a portion of the
energy they receive. Thus, when the radar is pointed beneath the corner reflector,
energy can bounce off the ground then to the corner reflector and then return back
to the radar along the same trajectory. The radar then senses valid returns at the
same range as the corner reflector but the returns are located beneath the ground
because of the pointing angle. The terrain and the other objects can be seen within
the returns and show that the radar is capable of detecting small objects (the poles)
and large objects (the corner reflector and vehicle) at ranges exceeding 400 feet.
The image on the bottom contains the same frame of data that has been
processed to remove the noise from the radar returns. The image shows that the
noise is removed regardless of its location within the frame. This includes the noise
located in the air above the terrain and noise located beneath the ground under
the terrain returns. Also, most of the multi-path effects from the corner reflector
located under the terrain have been removed. Noise removal is very important
to the object detection and mapping functions because of the errors that can be
introduced into the data. It should also be noted that the noise removal function
did not remove the radar returns from the poles or the vehicle. This shows the
robustness of the algorithm in the detection of objects.
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Figure 5.2: Test results from the signal processing module on a single
frame of radar data. Left: motion compensated raw radar
returns including noise. Right: motion compensated raw radar
returns after noise removal.
5.3 Object Detection
The same frame of data that is fed to the signal processing module is then sent
to the object detection module where it is further processed to classify the radar
points, detect objects that are above the terrain and track the detected object. Figure
5.3 shows the results from the create chunks and find ground planes portion of
the object detection and mapping module. The red points are the original motion
compensated points from the radar. The teal points represent the ground planes
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Figure 5.3: Test results from the chunking and ground plane estimation
portions of the object detect and mapping module.
found by the algorithm. The top-down view shows the division of the radar data
into chunks. For each of the chunks, a best-fit plane is estimated from the points
contained within it. Each of the planes is located in the center of each chunk of
radar data and that each has a slightly different slope to it. This allows the points
within each chunk to be classified as terrain, above terrain, or below terrain. There
is a plane located at the left of the figure that is vertically sloped. Planes detected
with high vertical slope are discarded.
Figure 5.4 shows the results from the point classification and clustering portions
of the object detection and mapping module. The left side of the figure shows
the results after the classification step has been performed. These images show
the resulting data after it has been separated into regions, had a ground plane
estimated for each region, and each radar point has been classified. The side view
shows that the returns from the terrain have been correctly classified while still
being able to detect the objects that are above the terrain. Returns determined to
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Figure 5.4: Test results from the object detection module on a single frame
of radar data. Top left: side view of classified radar returns.
Bottom left: top-down view of classified radar returns. Top
right: side view of detected objects. Bottom right: top-down
view of detected objects.
be below the terrain are also classified and are essentially thrown away after this
step. The top-down view shows the detections on the poles and the vehicle. There
are some falsely classified points visible in this view.
Clustering the points classified as above the ground occurs next. A separate
image of the individual clusters is not shown, however, each pole was put into its
own cluster as well as the vehicle. The clusters are then validated to further reduce
the Pfa. The right side of Figure 5.4 shows the results of the validation step. It can
be seen that all the true objects remain and that some of the false alarms have been
invalidated. Note that there are some falsely classified clusters at the near range of
the returns. These could be further processed to check for validity.
Figure 5.5 shows test results from the tracking portion of the object detection
and mapping module. During the test event, the vehicle drives around the poles
going towards the radar and then away from the radar. Figure 5.5 shows 132
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Figure 5.5: Test results from the object detection module on 132 frames of
radar data showing all the objects being tracked. Objects of
interest are the poles, a moving vehicle, and the ridge line.
frames of radar data (approximately 66 seconds) during which the vehicle travels
down the right side of the poles and then up the left side of the poles one time. The
vehicle is tracked for the duration of the test event except when the vehicle drives
outside the FOV of the radar at the near range. The poles are also detected and
tracked during the test event. Detections on the ridge line are also seen between
400 and 500 feet. This is because there is a rise in the terrain before it slopes away
and this sometimes triggers an object to be detected. This is desired behavior since
significant rises in the terrain is also considered a hazard to the vehicle.
5.4 Mapping
The mapping portion of the object detection and mapping module was
implemented in Matlab and tested on the same data set used in the previous
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sections. Figure 5.6 shows a birds eye view of the mapping results in Matlab.
The units for the latitude and longitude in the figure is a proprietary unit called
a Quad-Tree Unit (QTU). It is a linear mapping from degrees to a Cartesian
coordinates system that’s used to help plot the mapping data. The left side of
the figure is closer to the radar and thus a high resolution quad tree tile is used
to represent the terrain in that area. The resolution lowers as the radar data gets
farther away from the sensor reflecting the angular sensor scan pattern exhibited
by the radar. The high resolution data is very noisy due to the fact that the radar is
not moving during this test event. This means that the radar scan pattern is looking
in approximately the same location frame after frame. If the radar platform was
moving, then the radar scan would be able to fill in the entire region and provide
a much better estimate of the terrain in that location.
There is a rise of approximately 10 feet that can be seen in the middle of the
terrain. This is the location of the pole with the corner reflector located on top of
it. The rise is due to points that were erroneously classified as terrain and that are
pulling the estimation of the terrain height upward. This issue can be mitigated as
better methods for classifying the radar returns are implemented. These results
show a proof of concept for the mapping of the radar data and more work is
required to refine the concept.
5.5 Processing Time Analysis
The processing times for the signal processing and object detection and mapping
modules are shown in Table 5.1. The times are obtained on the Windows PC
running the C implementation of the modules to process over 10,000 frames
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Figure 5.6: Birds eye view of the mapping results
of radar data. These execution times are then scaled to estimate the run time
on a SABRE SD Freescale infotainment automotive board running at a nominal
frequency of 396 MHz [9]. It should be noted that the automotive processor on the
SABRE board can be run up to a maximum of 1 GHz if needed at the expense of
additional energy consumption.
These results show that the proposed OTMS design and implementation
is feasible to run on contemporary automotive technology. The scaled
average runtime of 238.37 milliseconds for the object detection computations
is approximately half of the required runtime rate of 500 milliseconds which
corresponds to the frame rate of the radar. There is also a very low standard
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Table 5.1: Processor Run Times, in milliseconds, of OTMS modules
Module Function
Intel Core i5 @ 3.5 GHz Scaled to 0.396 GHz
Avg Min Max Avg Min Max Std Dev
Signal Processing
Associate Nav Data 0.16 0 61 1.41 0 536.14 2
Extract Signal 0.000566 0 4.45 5 0 39.33 0.00189
Motion Compensate 0.000546 0 6.13 4.83 0 54.18 0.00228
Total 0.1635 0 61 1.45 0 536.14 2
Object Detection
Transform Magnitudes 0.772 0.662 7.26 6.82 5.85 64.17 0.193
Create Chunks 2.92 2.67 10.99 25.81 23.60 97.13 0.377
Find Ground Plane 1.70 1.50 12.19 15.03 13.26 107.74 0.344
Classify Points 0.362 0.295 7.43 3.20 2.61 65.67 0.153
Cluster Points 11.7 6.07 30.87 103.41 53.65 272.84 2.57
Validate Clusters 3.14 2.88 10.32 27.75 25.45 91.21 0.446
Track Clusters 0.005 0 0.098 0.044 0 0.87 0.0027
Total 26.97 19.51 69.34 238.37 172.44 612.85 3.38
deviation on the run times which indicates that the maximum processing time is
not very common and that the processor can catch up the processing requirements





The design and implementation of the OTMS presented in this paper is a proof
of concept to validate the design and to obtain preliminary results. The OTMS
has a modular design to facilitate the addition of better algorithms for each of the
stages in the processing pipeline. Thus, there is room for improvement on the data
processing throughout the OTMS. The following items list some of the components
in each module that can be improved upon in future work:
• Improve the classification algorithm to include object recognition for objects
such as vehicle, bicycle, pedestrian, pole, etc.
• Improve the object tracking algorithm to incorporate advanced tracking of
objects based on kalman filters or particle filters
• Improve the mapping algorithm to better handle areas where only sparse
returns from the radar are present
The test data set used to obtain preliminary results was very controlled and
limited in order to identify bugs in the design and implementation. Future work
should also be done to expand the test cases to include the following:
• Collection of data on a moving platform instead of a stationary platform
• Collection of data with more moving objects such as bicycles and pedestrians





• Collection of data in real world traffic
The data collection should also include statistics on probability of detection
on the different objects and probability of false alarms in the different scenarios.
Accuracy metrics on the position and vectors for each of the tracked objects
should also be recorded. This data can then be compared to results from other





This paper proposes OTMS and describes the functionality of the signal
processing and object detection and mapping modules. The signal processing
module is responsible for low-level processing of sensor data. The object detection
and mapping module is responsible for finding objects with the sensor data and
mapping the external scene.
We also demonstrate a proof of concept for the OTMS in this paper. The system
can be used as a baseline for developing similar systems or could be developed
further into a system capable of being installed in automotives. Benefits of this
design include:
• Ability to operate in hazardous weather conditions.
• Ability to detect objects using a single radar sensor.
• Ability to map the environment into a scalable database capable of being
stored on the vehicle.
• Ability to fuse objects from many sensors to increase situational awareness
around the vehicle.
• Ability to communicate information from the vehicle to many different
sources.
Testing results show that the OTMS can meet real-time requirements of ADAS
applications. As further research and development is made on ADAS applications,
there will come a point where the safety aspects of the systems have been met.
At that point, it will be desirable for these systems to perform more tasks than
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those required for the safety of the vehicle. The proposed OTMS not only enhances
ADAS but can also be leveraged for other tasks, such as, mapping and navigation.
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