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1. INTRODUCTION
Generally speaking, bifurcation theorems are theorems on a local struc-
ture of the zero set of a nonlinear mapping near singular points of this
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mapping. In numerous applications, a part of variables of the correspond-
ing equation can be considered as a parameter, and there exists a constant
(or trivial) solution, i.e., a value of the primary variable that gives a solu-
tion when paired with any value of the parameter. Then bifurcation means
the existence of a nontrivial branch of solutions intersecting the trivial one
at the point under consideration. In this context, bifurcation theorems are
sufﬁcient (and sometimes necessary) conditions for the existence of such a
nontrivial branch.
Let , X, and Y be Banach spaces and F   × V → Y be a smooth
mapping, where  and V are open sets in  and X, respectively. Consider
the equation
Fσ x = 0	 (1.1)
Suppose that x∗ ∈ V is a point such that
Fσ x∗ = 0 ∀σ ∈  	 (1.2)
For a given σ∗ ∈  , the point σ∗ x∗ is referred to as a bifurcation point of
Eq. (1.1) if there exists a sequence 
σk xk ⊂  × V \
x∗ converging
to σ∗ x∗, and such that Fσk xk = 0 ∀k = 1 2 	 	 	.
Apparently the most conventional approach to a bifurcation study is
based on a direct description of a structure of the zero set F−10 =

σ x ∈  × V  Fσ x = 0 near σ∗ x∗. For instance, to establish the
existence of bifurcation, it obviously is sufﬁcient to show that there exists a
tangent vector ζ¯ = µ¯ ξ¯ ∈  ×X to F−10 at σ∗ x∗ with ξ¯ = 0. This
observation is the essence of numerous well-known bifurcation theorems
(see [1, 9–11, 16–19]), which contain sufﬁcient (and sometimes necessary)
conditions for the existence of such a tangent vector.
Recall that a mapping is referred to as regular at a given point if it has the
surjective derivative at this point. Under the assumption (1.2), the mapping
F is regular at the point σ∗ x∗ if and only if
im
∂F
∂x
σ∗ x∗ = Y (1.3)
since ∂F
∂σ
σ∗ x∗ = 0. If F is regular at σ∗ x∗, then the appearance of
F−10 near σ∗ x∗ is simple; under some natural additional assumptions,
it is locally diffeomorphic to the subspace  × ker ∂F
∂x
σ∗ x∗ in  × X.
Hence, in the regular case, no bifurcation can occur if ker ∂F
∂x
σ∗ x∗ = 
0.
On the contrary, if the last equality is violated, then formally bifurcation
takes place, but it is fairly trivial and completely described by a description
of ker ∂F
∂x
σ∗ x∗. To this end, the most signiﬁcant bifurcation results are
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connected with a consideration of nonregular (abnormal) cases, when (1.3)
does not hold.
For a description of a zero set in nonregular cases some special technique
has to be involved. Such a technique, relying on the so-called 2-regularity
concept, was developed in [6–8, 20] (see also [2, 13–15]). In many cases it
gives an opportunity to characterize the zero set near a singular point in
terms of tangency, or even “up to diffeomorphism.” The general scheme
of application of 2-regularity theory to bifurcation study is presented in
[12, 15]. This scheme includes numerous known bifurcation theorems men-
tioned earlier as particular cases.
In this paper we pursue the different path. In [2, 3] the theory of
second-order optimality conditions for abnormal constrained optimization
problems was developed. This theory does not subsume directly the local
description of the feasible set in terms of tangent vectors, or in any other
way. Moreover, this theory turned out to be useful in obtaining the general
theorems of nonlinear analysis, such as the implicit function theorems [4],
under the regularity assumptions substantially weaker then in their custom-
ary variants. Note that this kind of approach is somewhat unusual; usually
optimality conditions are derived via some results on the zero set of a
nonlinear mapping representing constraints, but not vice versa. Here we
apply this “unusual” approach to derive “unusual” bifurcation theorems,
and we believe that the results presented later cannot be obtained in any
“usual” way.
Our notation is completely standard. Earlier we already used im A for
the image space of a linear operator A and kerA for its null space. Fur-
thermore, for a topological vector space X, X∗ denotes the (topological)
dual space of X. Similarly, for a continuous linear operator A, A∗ is the
linear operator adjoint to A. The symbol · · stands for both an inner
product (when appropriate) and the duality pairing. The orthogonal com-
plement of a subspace M (in a vector space equipped with an inner prod-
uct) is denoted by M⊥, and the convex hull of a set S (in a vector space) is
denoted by conv S. Finally, for a linear operator A, corankA stands for the
codimension of its image space, and for a quadratic form q, ind q stands
for its index (i.e., the maximum dimension of a subspace such that q is
negatively deﬁnite on this subspace).
The rest of the paper is organized as follows. Section 2 contains sum-
mary of the second-order optimality conditions theory necessary for our
purposes. Section 3 presents our main result on sufﬁcient conditions for
bifurcation. Section 4 extends the results obtained from the case of Banach
space topology to the so-called ﬁnite topology, which is more appropriate
in many cases and permits the weaker smoothness assumptions.
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2. SECOND-ORDER NECESSARY
OPTIMALITY CONDITIONS
In this section we brieﬂy present the theory of second-order optimality
conditions developed in [2, 3]. It is of utmost importance for our develop-
ment that necessary optimality conditions given by Theorem 2.1 be mean-
ingful even in the case of abnormal (i.e., nonregular) constraints. (This is
not the case for customary necessary optimality conditions.) Assume that
the following hypotheses are satisﬁed:
(O1) Z is a Banach space, Y is a ﬁnite-dimensional Euclid space,
and  is a neighborhood of a point z∗ in Z.
(O2) f ∈ C2R F ∈ C2 Y .
Consider the equality-constrained optimization problem
minimize f z subject to z ∈ D (2.4)
with
D = 
z ∈   Fz = 0	 (2.5)
Deﬁne the Lagrange function of problem (2.4)–(2.5) in a usual way:
L   × R × Y  → R Lz λ = y0f z + y Fz λ = y0 y	
Deﬁne the cone  = z∗ of Lagrange multipliers at the point z∗ as fol-
lows:  consists of all elements λ = y0 y ∈ R+ × Y \
0 such that
∂L
∂z
z∗ λ = 0	
By the Lagrange principle, if z∗ is a local solution of problem (2.4)–(2.5),
then  = .
Finally, let a = az∗ be the cone that consists of all elements λ ∈ 
satisfying the inequality
ind lλ ≤ corankF ′z∗ (2.6)
where the quadratic form lλ  kerF ′z∗ → R is deﬁned by the relation
lλζ =
∂2L
∂z2
z∗ λζ ζ ζ ∈ kerF ′z∗	
Theorem 2.1 ([2, 3]). Suppose the hypotheses O1 and O2 are sat-
isﬁed. If z∗ is a local solution of problem (2.4)–(2.5), then a = , and,
moreover,
max
λ∈a λ=1
lλζ ≥ 0 ∀ ζ ∈ kerF ′z∗	 (2.7)
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Note that
max
λ∈a λ=1
lλζ = max
λ∈conva λ=1
lλζ ∀ ζ ∈ kerF ′z∗	
It is clear now that (2.7) holds trivially provided the cone conva is not
pointed. (An empty cone is considered pointed, by deﬁnition.) To this end,
the following notion introduced in [2, 3] is in order. Let 2 = 2z∗ be the
cone of all elements y ∈ imF ′z∗⊥\
0 such that
ind qy ≤ corankF ′z∗
where the quadratic form qy  kerF ′z∗ → R is deﬁned by the relation
qyζ = y F ′′z∗ζ ζ ζ ∈ kerF ′z∗	
Deﬁnition 2.1. The mapping F is referred to as 2-normal at the point
z∗ if the cone conv2 is pointed.
We emphasize that the cone conva is pointed (for any objective function
f satisfying (O2)) if, and only if the mapping F is 2-normal at z∗.
If the mapping F is regular at z∗ then it is 2-normal at that point (as
2 = ), but not vice versa. In [2, 3] it was shown that 2-normality property
is generic for smooth mappings from Rn to Rm, provided that n is large
enough as compared with m.
Remark 2.1. We complete this section with the following fact recently
proved in [5]. Under the additional assumption that the mapping F is not
regular (i.e., is abnormal) at z∗ but is 2-normal at this point (as is the case
in our development below), one can improve the result of Theorem 2.1.
The cone a can be replaced by the smaller one, obtained by replacing the
inequality (2.6) in its deﬁnition by the stronger one
ind lλ ≤ corankF ′z∗ − 1	
3. SUFFICIENT CONDITIONS FOR BIFURCATION
Throughout this section, we assume that the following hypotheses are
satisﬁed:
(B1) , X, and Y are Banach spaces,  is a neighborhood of a point
σ∗ in , and V is a neighborhood of a point x∗ in X.
(B2) F ∈ C2 × VY .
(B3) Condition (1.2) holds.
(B4) The subspace ker ∂F
∂x
σ∗ x∗ is not equal to 
0 and has a closed
complementary subspace in X.
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(B5) The subspace im ∂F
∂x
σ∗ x∗ is closed in Y , and
dim ker
(
∂F
∂x
σ∗ x∗
)∗
= m
where m is a (ﬁnite) nonnegative integer.
Note that under the assumption (B5),
corank
∂F
∂x
σ∗ x∗ = dim ker
(
∂F
∂x
σ∗ x∗
)∗
= m	
Moreover, the subspace Y1 = im ∂F∂x σ∗ x∗ has a closed complementary
subspace Y2 in Y , and, by necessity, dimY2 = m. In what follows we assume
that Y2 is equipped with the structure of a Euclid space in a natural way.
Let P be the projector in Y onto Y2 parallel to Y1 (this projector is
continuous because of the closedness of Y1 and Y2). Redeﬁne the cone
2 = 2σ∗ x∗ as the set of all elements y ∈ Y2\
0 such that
ind qy ≤ m (3.8)
where the quadratic form qy  × ker ∂F∂x σ∗ x∗ → R is redeﬁned by the
relation
qyζ =
〈
y PF ′′σ∗ x∗ζ ζ
〉
=
〈
y P
(
2
∂2F
∂σ∂x
σ∗ x∗µ ξ +
∂2F
∂x2
σ∗ x∗ξ ξ
)〉

ζ = µ ξ ∈ × ker ∂F
∂x
σ∗ x∗
(recall (B3)).
Theorem 3.1. Suppose that hypotheses B1–B5 are satisﬁed. If 2 =
, or there exists an element ζ ∈ × ker ∂F
∂x
σ∗ x∗ such that
qyζ¯ < 0 ∀ y ∈ 2 (3.9)
then σ∗ x∗ is a bifurcation point for Eq. (1.1).
Proof. The ﬁrst part of the proof is fairly standard. We apply the
Liapunov–Schmidt procedure (see, e.g., [1]) to reduce the problem to
the case of a ﬁnite-dimensional space of image, which was an important
requirement in Section 2. Denote X2 = ker ∂F∂x σ∗ x∗, and let X1 be a
closed complementary subspace of X2 in X (recall (B4)). Eq. (1.1) can be
equivalently rewritten as the following pair of equations:
I − PFσ x∗ + x1 + x2 = 0 and PFσ x∗ + x1 + x2 = 0 (3.10)
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with x1 ∈ X1 and x2 ∈ X2. By the implicit function theorem for the ﬁrst
equation in (3.10) (with σ and x2 being considered as parameters), there
exist neighborhoods 2 ⊂  of σ∗ in , V1 of 0 in X1, and V2 of 0 in X2,
and a mapping ϕ ∈ C22 × V2X1 such that
x∗ + x1 + x2 ∈ V ∀x1 ∈ V1 ∀x2 ∈ V2
and
ϕσ∗ 0 = 0
and the equality
I − PFσ x∗ + x1 + x2 = 0
holds for σ ∈ 2, x1 ∈ V1, and x2 ∈ V2, if and only if
x1 = ϕσ x2	
It is easy to see that
ϕσ 0 = 0 ∀σ ∈ 2
∂ϕ
∂x2
σ∗ 0 = 0	
Next, we substitute ϕx2 in the left-hand side of the second equation
in (3.10) instead of x1, and deﬁne the mapping
F2 ∈ C22 × V2 Y2 F2σ x = PFσ x∗ + ϕσ x2 + x2	
Clearly,
F2σ 0 = 0 ∀σ ∈ 2 (3.11)
and σ∗ x∗ is a bifurcation point for Eq. (1.1) if and only if σ∗ 0 is a
bifurcation point for the equation
F2σ x2 = 0	
Note that
F ′2σ∗ 0 = 0 (3.12)
and
F ′′2 σ∗ 0ζ ζ = PF ′′σ∗ x∗ζ ζ ζ ∈ ×X2	
From now on in this proof we omit the subscript 2 in our notations, because
there is no risk of confusion (thus, we shall write F instead of F2, X instead
of X2, and so on).
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Deﬁne the function
f  V → R f x = x∗ x
with an arbitrary ﬁxed x∗ ∈ X∗\
0 (such a functional exists according to
(B4)), and consider the optimization problem
minimize f x subject to σ x ∈ D (3.13)
with
D = 
σ x ∈  × V  Fσ x = 0	 (3.14)
The idea of the proof is the following obvious observation: If σ∗ 0 is
not a local solution of problem (3.13)–(3.14), then σ∗ 0 is a bifurcation
point. Thus, to establish the existence of bifurcation, it is sufﬁcient to show
that second-order necessary optimality conditions given by Theorem 2.1 are
violated here. We set Z = ×X,  =  × V , and z∗ = σ∗ 0 and deﬁne
the Lagrange function L, the cone of Lagrange multipliers , the quadratic
forms lλ, λ ∈ , and the cone a according to Section 2.
From (3.12) and the deﬁnition of f , it follows that the cone  here takes
the form  = 
0 × Y\
0. Further, for any λ = 0 y ∈ ,
lλζ = y F ′′σ∗ 0ζ ζ = qyζ ∀ ζ = µ ξ ∈ ×X	 (3.15)
It is obvious now that
a = 
0 × 2	 (3.16)
In particular, a =  if and only if 2 = ; therefore, the last equal-
ity leads to a contradiction with necessary optimality conditions given by
Theorem 2.1. Moreover, if 2 = , then from (3.9), (3.15), and (3.16), we
obtain that
lλζ¯ < 0 ∀λ ∈ a
which is in contradiction to (2.7). This completes the proof.
Obviously, for any ζ¯ ∈ × ker ∂F
∂x
σ∗ x∗, (3.9) cannot be satisﬁed if the
cone conv2 is not pointed. This means that in fact Theorem 3.1 is mean-
ingful only if the mapping σ x → PFσ x   × V → Y2 is 2-normal at
σ∗ x∗. On the other hand, if we assume that the last mapping is 2-normal
at σ∗ x∗, then the result of Theorem 3.1 can be improved. Namely, one
can replace the cone 2 in this theorem by the smaller cone obtained by
replacing the inequality (3.8) by the stronger one
ind qy ≤ m− 1	
This follows from Remark 2.1 and from the proof of Theorem 3.1.
We proceed with two examples illustrating Theorem 3.1. The ﬁrst exam-
ple is just for illustration, while the second one demonstrates the important
area of possible applications of this result.
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Example 3.1. Let  =  = R, V = X = R × R3 × R3 × R3, Y = R2,
σ∗ = 0 x∗ = 0, and
Fσ x = −t2 + u2 + v2 + w2 σt + u2 − v2 +ωσ x
σ ∈  x = t u vw ∈ X
where ω ∈ C2 × XY  is a mapping such that ωσ 0 = 0 ∀σ ∈ ,
ω′0 0 = 0, and ω′′0 0 = 0. It is not difﬁcult to see that the assumptions
of Theorem 3.1 are satisﬁed, and hence (0, 0) is a bifurcation point for
Eq. (1.1) with F under consideration.
Among the most important possible applications of Theorem 3.1, there
are controllability problems for parametric dynamic systems. Consider the
initial value problem
η˙ = f t η σ ut η0 = η0 (3.17)
where η ∈ Rs is the state variable, σ is the uncontrollable parameter with
values in some open set  ⊂ Rp (actually, σ can depend on t, but for
simplicity we do not consider this here), u· is the control parameter that
can be chosen in some open set V in a space U of functions deﬁned on
[0, 1] with values in Rr , f  0 1 ×Rs ×Rp×Rr → Rs is a smooth function,
and η0 ∈ Rs is ﬁxed.
For σ ∈  , the aim is to chose a control function u· ∈ V providing the
equality η1 = η1, where η1 ∈ Rs is a desired value of the state variable
at t = 1. Hence, one has to deal with the equation
Fσ u = η1
where F   × V → Rs is the mapping associating the value of the corre-
sponding solution η· of (3.17) at t = 1 with each pair σ u ∈  × V .
Bifurcation analysis for this equation is of special interest. We are going to
study this topic in detail elsewhere. Here we only give a simple example
just to show how Theorem 3.1 can be applied in this context. The exam-
ple is one-dimensional, even though the case when s > 1 is much richer, of
course.
Example 3.2. Let s = p = r = 1, η0 = η1 = 0, f t η σ u =
aσ uη + ασu + βu2 + ωσ u, t ∈ 0 1, ησ u ∈ R, where αβ ∈
R\
0 are ﬁxed, aω ∈ C2R × RR are given functions, ωσ 0 = 0
∀σ ∈ R, ω′0 0 = 0, and ω′′0 0 = 0. Let  = R, V = U = L∞0 1,
σ∗ = 0, and u∗ = 0 in U . Note that if u = u∗, then η∗ = 0 is an equilibrium
point for the corresponding equation in (3.17) for every σ ∈ R.
The mapping F in this example can be written explicitly as
Fσ u = e
∫ 1
0 aσ utdt
∫ 1
0
ασut + βu2t +ωσ ute−
∫ t
0 aσ uτdτdt	
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In particular, Fσ 0 = 0 ∀σ ∈ R. Furthermore, by direct computations,
∂F
∂u
σ 0v =
∫ 1
0
ασvte−aσ 0tdt σ ∈ R v ∈ U
and hence ∂F
∂u
0 0 = 0 and (0, 0) is a candidate for a nontrivial bifurcation
point.
Further, 2 consists of all y ∈ R\
0 such that the index of the quadratic
form qy  R ×U → R,
qyζ = 2y
∫ 1
0
αµvt + βv2te−a0 0tdt ζ = µ v ∈ R ×U
is not greater than 1. Let β > 0, then 2 = R+\
0. Indeed, y < 0 obviously
cannot belong to 2, and for y > 0 the form qy is nonnegative on the
codimension 1 subspace 
0 ×U . Fix arbitrary v¯ ∈ U such that
∫ 1
0
v¯te−a0 0tdt = 0	
Then there always exists µ¯ ∈ R such that (3.9) holds with ζ¯ = u¯ v¯. Hence,
by Theorem 3.1. (0, 0) is a bifurcation point.
It is interesting to point out that one could come to the same conclusion
using a somewhat different argument—namely, 2 is a pointed cone, i.e.,
F is 2-normal at (0, 0). Hence one can consider only those y ∈ R\
0 that
make qy positively semideﬁnite. However, the cone of such y is obviously
empty, and this is sufﬁcient for (0, 0) to be a bifurcation point.
The case when β < 0 can be considered in a similar manner.
To complete this section, it would be natural to compare Theorem 3.1
with known bifurcation theorems, but such a comparison would be rather
short. To our knowledge, Theorem 3.1 is not subsumed by any known bifur-
cation result and can be considered complementary with respect to the
existing theory.
4. AN EXTENSION TO THE FINITE TOPOLOGY
In this section we deal with the case when the space of image Y of the
operator F of Eq. (1.1) is itself a ﬁnite-dimensional Euclid space. In this
case it turns out that our smoothness hypothesis (B2) in sufﬁcient condi-
tions for bifurcation can be relaxed in the following sense: one can assume
that the spaces  and X are equipped with topology stronger than Banach
space topology.
Let Z be a vector space. Recall that for any ﬁnite-dimensional vector
space there exists a unique Hausdorff vector topology (i.e., such a topology
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that turns this space into a Hausdorff topological vector space), and this
topology is associated with some inner product. We assume that each ﬁnite-
dimensional subspace of Z is equipped with this (unique Hausdorff vector)
topology and with the corresponding inner product and norm. Deﬁne the
ﬁnite topology τ in Z as follows: In this topology, a set in Z is open if and
only if it has an open intersection with each ﬁnite-dimensional subspace in
Z. Note that a minimum that local with respect to the ﬁnite topology is the
weakest possible type of local minimum in a vector space.
Let  be a τ neighborhood of a point x∗ in Z. We refer to a map-
ping F  → Y as twice continuously differentiable on  with respect to
the ﬁnite topology if the restriction of F to the intersection of  with any
ﬁnite-dimensional subspace M in Z containing z∗ is twice continuously dif-
ferentiable on M ∩ . In this case there exist a linear operator A  X → Y
and a symmetric bilinear mapping B  X ×X → Y such that for an arbi-
trary ﬁnite-dimensional subspace M in Z containing z∗, it holds that∥∥∥∥Fz − Fz∗ −Az − z∗ − 12Bz − z∗ z − z∗
∥∥∥∥ = o(z − z∗2M)
for z ∈M ∩ , where ·M is the norm in M (see the foregoing discussion).
Note that even if  and X are equipped with a vector topology (τ is not
a vector topology in general), A and B are not necessarily continuous with
respect to this topology. In what follows we write F ′z∗ instead of A, and
F ′′z∗ instead of B, and call these objects the ﬁrst and second derivatives
of F at z∗ with respect to the ﬁnite topology.
Our development in this section relies on the fact (see [2, 3]) that the
assertion of Theorem 2.1 stays true if one replaces the assumption that
Z is a Banach space (see hypothesis (O1)) with the assumption that Z is
equipped with the ﬁnite topology, and replaces the hypothesis (O2) with
the assumption that the function f and the mapping F are twice continu-
ously differentiable with respect to the ﬁnite topology. Clearly, z∗ now is
supposed to be a solution of problem (2.4)–(2.5) local with respect to the
ﬁnite topology, and the cone , the quadratic forms lλ, λ ∈ , and the cone
a are deﬁned via the derivatives of f and F also with respect to the ﬁnite
topology.
Now we are in a position to modify our hypotheses (B1), (B2), and (B4)
in sufﬁcient conditions for bifurcation. We replace them by the following
hypotheses:
(B1′)  and X are vector spaces equipped with the ﬁnite topologies,
Y is a ﬁnite-dimensional Euclid space,  is a neighborhood of a point σ∗
in , and V is a neighborhood of a point x∗ in X.
(B2′) A mapping F   × V → Y is twice continuously differentiable
on  × V with respect to the ﬁnite topology.
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(B4′) ker ∂F
∂x
σ∗ x∗ = 
0.
We keep hypothesis (B3) but omit hypotheses (B5), as we do not now
need to use the Liapunov-Schmidt procedure. (Actually, we cannot use this
procedure in this setting.) The partial derivative in hypotheses (B4′) is with
respect to the ﬁnite topology, of course; it coincides with the restriction of
F ′σ∗ x∗ to the subspace 
0 ×X.
Note that (B3) implies the equality
kerF ′σ∗ x∗ = × ker
∂F
∂x
σ∗ x∗	
We set Z = ×X,  =  × V , and z∗ = σ∗ x∗ and deﬁne the quadratic
forms qy   × ker ∂F∂x σ∗ x∗ → R, y ∈ Y , and the cone 2 = 2z∗ =
2σ∗ x∗ exactly according to Section 2.
Theorem 4.1. Suppose that hypotheses B1′, B2′, B3, and B4′ are
satisﬁed. If 2 = , or there exists an element ζ¯ ∈  × ker ∂F∂x σ∗ x∗ such
that
qyζ¯ < 0 ∀ y ∈ 2
then σ∗ x∗ is a bifurcation point for Eq. (1.1).
Proof. Deﬁne the function
f  V → R f x = x′ x− x∗
with an arbitrary ﬁxed linear functional x′  X → R such that it does
not vanish on ker ∂F
∂x
σ∗ x∗. (Such a functional exists according to (B4′).)
Now we need only repeat the corresponding argument in the proof of
Theorem 3.1.
Again we note that if we assume the mapping F to be 2-normal at
σ∗ x∗, then the presented result can be somewhat improved (see Remark
2.1 and the discussion at the end of Section 3).
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