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MULTIPLICATIVE CONGRUENCES WITH
VARIABLES FROM SHORT INTERVALS
JEAN BOURGAIN, MOUBARIZ Z. GARAEV, SERGEI V. KONYAGIN,
AND IGOR E. SHPARLINSKI
Abstract. Recently, several bounds have been obtained on the
number of solutions to congruences of the type
(x1 + s) . . . (xν + s) ≡ (y1 + s) . . . (yν + s) 6≡ 0 (mod p)
modulo a prime p with variables from some short intervals. Here,
for almost all p and all s and also for a fixed p and almost all s, we
derive stronger bounds. We also use similar ideas to show that for
almost all primes, one can always find an element of a large order
in any rather short interval.
1. Introduction
For a prime p, let Fp be the field of residues modulo p. Also, denote
F∗p = Fp \ {0}. For integers h ≥ 3 and ν ≥ 1 and elements s ∈ Fp
and λ ∈ F∗p, we denote by Kν(p, h, s) the number of solutions of the
congruence
(x1 + s) . . . (xν + s) ≡(y1 + s) . . . (yν + s) 6≡ 0 (mod p),
1 ≤ x1, . . ., xν , y1, . . . , yν ≤ h.(1)
Recently, a series of bounds on Kν(p, h, s) as well as on the number
of solutions of a one-sided congruence
(x1 + s) . . . (xν + s) ≡λ (mod p),
1 ≤ x1, . . . , xν ≤ h.(2)
have been obtained, see [3, 4, 8] and references therein.
In particular, it is shown in [4] that for any fixed integer ν ≥ 3 we
have
Kν(p, h, s) ≤
(
hν
pν/eν
+ 1
)
hν exp
(
O
(
log h
log log h
))
,
where
eν = max{ν2 − 2ν − 2, ν2 − 3ν + 4}.
Here we use and develop further some ideas of [3, 4] and obtain
stronger bounds on Kν(p, h, s)
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• for almost all p and all s;
• for a fixed p and almost all s.
For this purpose, we also consider the following equation with com-
plex σ ∈ C:
(x1 + σ) . . . (xν + σ) =(y1 + σ) . . . (yν + σ) 6= 0,
1 ≤ x1, . . . ,xν , y1, . . . , yν ≤ h.(3)
which is an analogue of the congruence (1).
We denote by Kν(h, σ) the number of solutions of (3). Here we give
an asymptotic formula for Kν(h, σ) that holds for almost all rational σ
and all irrational σ, which could be of independent interest.
Finally, in Section 5 we give applications of our bounds ofKν(p, h, s),
and underlying ideas, to the existence of elements of large order in short
intervals.
We recall that the notations A≪ B, B ≫ A and A = O(B) are both
equivalent to the statement that the inequality |A| ≤ cB holds with
some constant c > 0. Throughout the paper, any implied constants in
the symbols ‘ ≪′, ‘ ≫′ and ‘O′ may depend on the integer parameter
ν ≥ 1 and sometimes on some other explicitly mentioned parameters
and are absolute otherwise.
As usual, we use pi(T ) to denote the number of primes p ≤ T .
2. Preliminaries
2.1. Background on geometry of numbers. Recall that a lattice in
Rn is an additive subgroup of Rn generated by n linearly independent
vectors. Take an arbitrary convex compact and symmetric with respect
to 0 body D ⊆ Rn. Recall that, for a lattice Γ ⊆ Rn and i = 1, . . . , n,
the ith successive minimum λi(D,Γ) of the set D with respect to the
lattice Γ is defined as the minimal number λ such that the set λD
contains i linearly independent vectors of the lattice Γ. Obviously,
λ1(D,Γ) ≤ . . . ≤ λn(D,Γ). We need the following result given in [2,
Proposition 2.1] (see also [18, Exercise 3.5.6] for a simplified form that
is still enough for our purposes).
Lemma 1. We have,
#(D ∩ Γ) ≤
n∏
i=1
(
2i
λi(D,Γ)
+ 1
)
.
2.2. Resultant bound. Let Res(P1, P2) denote the resultant of two
polynomials P1 and P2.
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Lemma 2. Let H ≥ 1, ρ, ϑ ∈ R, and let M,N ≥ 2 be fixed integers.
Assume also that one of the following conditions hold:
(i) ρ ≥ 0;
(ii) ϑ ≥ 0;
(iii) ρ+ ϑ ≥ −1.
Let P1(Z) and P2(Z) be non-constant polynomials with integer coeffi-
cients
P1(Z) =
M−1∑
i=0
aiZ
M−1−i and P2(Z) =
N−1∑
i=0
biZ
N−1−i
such that
|ai| < H i+ρ, i = 0, . . . ,M − 1,
|bi| < H i+ϑ, i = 0, . . . , N − 1.
Then
Res(P1, P2)≪ H(M−1+ρ)(N−1+ϑ)−ρϑ,
where the implicit constant in ≪ depends only on M and N .
2.3. Background on algebraic integers. Let K be a finite exten-
sion of Q and let ZK be the ring of integers in K. We recall that the
logarithmic height of an algebraic number α is defined as the logarith-
mic height H(P ) of its minimal polynomial P , that is, the maximum
logarithm of the largest (by absolute value) coefficient of P .
We need a bound of Chang [5, Proposition 2.5] on the divisor function
in algebraic number fields.
Lemma 3. Let K be a finite extension of Q of degree d = [K : Q]. For
any nonzero algebraic integer γ ∈ ZK of logarithmic height at most H ≥
2, the number of pairs (γ1, γ2) of algebraic integers γ1, γ2 ∈ ZK of loga-
rithmic height at most H with γ = γ1γ2 is at most exp (O(H/ logH)),
where the implied constant depends on d.
Very often we use Lemma 3 for d = 1 when it gives the classical
bound on the usual divisor function.
Now recall that the Mahler measure of a nonzero polynomial
P (Z) = adZ
d + . . .+ a1Z + a0 = ad
d∏
j=1
(Z − ξj) ∈ C[Z]
is defined as
M(P ) = |ad|
d∏
j=1
max{1, |ξj|},
see [14, Chapter 3, Section 3]
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We recall the following estimates, that follows immediately from a
much more general [14, Theorem 4.4]:
Lemma 4. For any nonzero polynomial P of degree d the following
inequality holds
2−deH(P ) ≤M(P ) ≤ (d+ 1)1/2eH(P ).
Corollary 5. For any nonzero polynomials Q1, Q2 ∈ C[Z] we have
H(Q1Q2) = H(Q1) +H(Q2) +O(d),
where d = deg(Q1Q2).
We also use the following result from [4].
Lemma 6. For any positive integer ν there is a constant Cν such that
the following holds. If P1, P2 ∈ Z[Z], P = P1P2,
P (Z) =
ν∑
j=0
ujZ
ν−j
and for some A > 0 and h > 0 the coefficients of the polynomial P
satisfy the inequalities
u0 6= 0, |uj| ≤ Ahj , j = 0, . . . , ν,
then the polynomial P1 has the form
P1(Z) =
µ∑
j=0
vjZ
µ−j
with
v0 6= 0, |vj| ≤ CνAhj (j = 0, . . . , µ).
2.4. Sieve arguments. We start with recalling the following result of
Iwaniec [12]:
Lemma 7. Let q1, . . . , qr be r ≥ 2 distinct primes. Then the number
of consecutive integers each divisible by at least one of q1, . . . , qr is
O(r2 log2 r).
Corollary 8. There is an absolute constant c > 0 such that for any
positive integer m ≥ 2 and a ∈ N there are at least c√m/ logm multi-
plicatively independent numbers x ∈ [a, a+m).
Proof. Without loss of generality we can assume that a > 1. By
Lemma 7, one can take r ≫√m/ logm so that for any primes q1, . . . , qr
there is a number x ∈ [a, a+m) not divisible by q1, . . . , qr. We show the
existence of r+ 1 multiplicatively independent numbers x ∈ [a, a+m)
using recursive procedure. First, we take an arbitrary integer x1 ∈
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[a, a +m) and an arbitrary prime divisor q1 of x1. Assuming that for
some i = 1, . . . , r the numbers x1, . . . , xi and prime divisors qj of xj
are chosen we use Lemma 7 to take xi+1 ∈ [a, a + m) not divisible
by q1, . . . , qi and an arbitrary prime divisor qi+1 of xi+1. Let integers
n1, . . . , nr+1 satisfy the equality
xn11 . . . x
nr+1
r+1 = 1.
Since x1 is the only number from x1, . . . , xr+1 that is divisible by q1
we deduce that n1 = 0. Similarly, as x2 is the only number from
x2, . . . , xr+1 that is divisible by q2 we conclude that n2 = 0, and so on.
Finally, we get n1 = . . . = nr+1 = 0 as required. ⊓⊔
We also recall the celebrated Brun–Titchmarsh theorem, see [13,
Theorem 6.6].
Lemma 9. For any integer q and real y with y ≥ 2q > 0 the number
pi(x, q, 1) of primes p ≤ y with p ≡ 1 (mod q) does not exceed
pi(x, q, 1) ≤ 2y
ϕ(q) log(y/q)
(
1 +O
(
1
log(y/q)
))
.
2.5. Distribution of divisors of shifted primes. We need several
results about divisors of shifted primes which follows from the argu-
ments of Edo˝s and Murty [9].
First of all we note that by [9, Theorem 2] we have:
Lemma 10. For any function η(z) > 0 with η(z)→ 0 as z →∞ and
for T →∞, for all but o(pi(T )) primes p ≤ T the number p− 1 has no
divisor in [T 1/2−η(T ), T 1/2+η(T )].
Furthermore, it is easy to see that the arguments used in the proof
of [9, Lemma 1] also lead to the following result (in particular, using
the notation of [9], one can notice that the fact that ν = − log ε(x) is
not used in the proof).
Lemma 11. There is an absolute constant c0 such that for any 0 < α ≤
γ ≤ 1 for all but c0 (αγ−1 + 1/ log T )pi(T ) primes p ≤ T the product of
all prime factors of p− 1 that are smaller than T α is at most T γ.
Corollary 12. For any constant c and function η(z) > 0 with η(z)→ 0
as z →∞ and for T →∞, for all but o(pi(T )) primes p ≤ T the product
of all prime factors of p− 1 that are smaller than T cη(T )/ log(1/η(T )) is at
most T η(T )/2.
We remark that [16, Theorem 2] gives a stronger version of Lemma 11
in some range of parameters α and γ. However for our applications, it
is essential to have an unrestricted range of parameters α and γ, thus
Lemma 11 is more suitable for our goal.
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Lemma 13. Let 0 < α ≤ β < 1 ≤ λ. Then for T →∞, for all but at
most (1/λ+ o(1))pi(T ) primes p ≤ T the number of prime divisors q of
p− 1 satisfying q ≥ T α does not exceed
#{q prime : q | p− 1, q ≥ T α} ≤ 2λ log(β/α)
1− β +
1
β
.
Proof. Denote by N(p) the number of primes q dividing p − 1 with
T α ≤ q < T β. We have∑
p≤T
N(p) =
∑
Tα≤q<Tβ
#{p ≤ T : p ≡ 1 (mod q)}.
By Lemma 9, for q < T β we have
pi(T, q, 1) ≤ (1 + o(1)) 2T
(1− β)q log T
as T →∞. Hence,∑
p≤T
N(p) ≤ (1 + o(1)) 2T
(1− β) log T
∑
Tα≤q<Tβ
1
q
.
Next, by the Mertens formula, see [13, Equation (2.15)],∑
Tα≤q<Tβ
1
q
= log(β/α) + o(1)
Therefore, ∑
p≤T
N(p) ≤ 2T
(1− β) log T (log(β/α) + o(1)) .
Denoting
P =
{
p ≤ T : N(p) > 2λ log(β/α)
1− β
}
,
we get #P ≤ (1/λ+ o(1))T/ log T . Observing that for a prime p ≤ T
the number of prime divisors q ≥ pβ is at most 1/β, we complete the
proof. ⊓⊔
Lemma 14. Let α > 0. Then for T > 0, for all but O (T 1−α) primes
p ≤ T the number p− 1 has no divisors of the form q2 with an integer
q ≥ T α.
Proof. The number of primes p ≤ T satisfying p ≡ 1 (mod q2) does
not exceed T/q2. Using the inequality∑
q≥Tα
T
q2
≤ 2T 1−α,
the result follows. ⊓⊔
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2.6. Additive relations in multiplicative groups. Let Γ ⊆ C∗ be
a multiplicative group of rank r and let a1, . . . , an ∈ Z. We consider
the equation
(4) a1x1 + . . .+ anxn = 1, x1, . . . , xn ∈ Γ.
Recall that a solution of (4) is non-degenerate provided no subsum
equals zero: ∑
j∈I
ajxj 6= 0 for I ⊆ {1, . . . , n}.
We use the following result of Evertse-Schlickewei-Schmidt [10].
Lemma 15. The number of non-degenerate solutions of (4) is at most
exp(c(n)r).
Recall that a solution of (4) is non-degenerate provided no subsum
equals zero: ∑
j∈I
ajxj 6= 0 for I ⊆ {1, . . . , n}.
Corollary 16. Let Γ ⊆ C∗ be as in Lemma 15 and let A ⊆ C be a
finite set of cardinality #A = m. For a1, . . . , an ∈ Z∗ the number of
solutions of the equation
(5) a1x1 + . . .+ anxn = 0, x1, . . . , xn ∈ Γ ∩A.
is at most O
(
m⌊n/2⌋ + exp(O(r))m⌊(n−1)/2⌋
)
, where the implied con-
stants may depend on n.
Proof. In what follows, the implied constants may depend on n.
We prove the statement by induction on n. For n = 1, 2 the state-
ment is trivial. We assume that for some k ≥ 3 the statement holds for
all n < k, and we now prove it for n = k. We can fix xn = b ∈ Γ ∩ A
such that the number J of solutions of (5) is not greater than m times
the number of solutions of the equation
(6) a1y1 + . . .+ an−1yn−1 = 1, y1, . . . , yn−1 ∈ Γ0 ∩ A0,
where Γ0 = 〈G ∪ {−anb}〉 ⊆ C∗ (the group generated by G ∪ {−anb})
and
A0 = {x(−anb)−1 : x ∈ A}.
To each solution of (6) we attach a subset (possibly empty) I ⊆
{1, . . . , n− 1} with the largest cardinality such that∑
j∈I
ajyj = 0.
If for a given solution there are several such subsets, then for this
solution we attain one of these subsets.
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Given a subset I ⊆ {1, . . . , n − 1} (including an empty subset) we
collect together those solutions of (6) for which I has been attained.
There exists a fixed I ⊆ {1, . . . , n− 1} such that
(7) J ≪ mJ0,
where J0 is the number of solutions of (6) corresponding to the set I.
We have
(8)
∑
j∈I
ajyj = 0, yj ∈ Γ0 ∩ A0
and
(9)
∑
j∈{1,...,n−1}\I
ajyj = 1, yj ∈ Γ0.
In particular, I is a proper subset of {1, . . . , n−1}. Observe that by the
maximality of I the solutions considered in (9) are non-degenerate. If
#I = n− 2, then (9) has at most one solution, so that the quantity J0
is bounded by the number of solutions of (8). Hence, by the induction
hypothesis and by (7) we have
J ≪ m(m⌊(n−2)/2⌋+exp(O(r))m⌊(n−3)/2⌋)
≪ m⌊n/2⌋ + exp(O(r))m⌊(n−1)/2⌋,
and the result follows.
Let now #I ≤ n−3. By Corollary 16, the number of non-degenerate
solutions of (9) is bounded by exp(O(r)). Furthermore, since #I ≤
n − 3, by the induction hypothesis the number of solutions of (8) is
O
(
m⌊(n−3)/2⌋ + exp(O(r))m⌊(n−4)/2⌋
)
. Therefore, by (7) we have
J < exp(c(n)r)m⌊(n−1)/2⌋+exp(c(n)r)m⌊(n−2)/2⌋
=
exp(c(n)r)
m
m⌊n/2⌋ + exp(c(n)r)m⌊(n−1)/2⌋,
for some constant c(n) that depends only on n.
If exp(c(n)r) ≥ m, then the trivial estimate J ≤ mn implies
J ≤ exp(nc(n)r)
and are done in this case. If exp(c(n)r) < m, then
J < m⌊n/2⌋ + exp(c(n)r)m⌊(n−1)/2⌋
and the result follows. ⊓⊔
Lemma 17. Let β ∈ C and m ∈ Z+. Consider a set
A ⊆ {β + j : 1 ≤ j ≤ m} ⊆ C
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with #A > mτ . Then there is a multiplicatively independent subset
A0 ⊆ A of size
#A0 > c(τ) logm,
where c(τ) > 0 depends only on τ .
Proof. Denote Γ = 〈A〉 ⊆ C∗ the multiplicative group generated by A.
If A0 ⊆ A is a maximal multiplicatively independent subset, clearly
for each x ∈ A we have xk ∈ 〈A0〉 for some positive integer k. Hence
rankΓ = r ≤ #A0.
We note that for an integer n ≥ 1 the sums z = x1 + . . . + xn,
x1, . . . , xn ∈ A take values in a set Zn of cardinality #Zn ≤ nm.
Let Nn(z) be the number of such representations. Then,
#{x1 + . . .+ xn − xn+1 − . . .− x2n = 0, x1, . . . , x2n ∈ A}
=
∑
z∈Zn
Nn(z)
2 ≥ 1
#Zn
(∑
z∈Zn
Nn(z)
)2
=
1
#Zn (#A)
2n ≥ (#A)
2n
nm
.
Applying Corollary 16, we get that
(#A)2n
m
< exp(C(n)r) (#A)n .
for some constant C(n) that depends only on n. Since #A > mτ , we
derive
mτn−1 < exp(C(n)r).
Taking n = ⌈2τ−1⌉, it follows that r > c(τ) logm for some positive
constant c(τ) that depends only on τ . ⊓⊔
3. Multiplicative and Polynomial Congruences and
Equations
3.1. More general congruences. To estimate Kν(p, h, s) we some-
times have to study a more general congruence. For a prime p, an
integer ν ≥ 1, and vectors
h = (h1, . . . , h2ν) ∈ N2ν ,
s = (s1, . . . , s2ν) ∈ F2νp ,
e = (e1, . . . , e2ν) ∈ {−1, 1}2ν ,
we denote by Kν(p, e,h, s) the number of solutions of the congruence
(x1 + s1)
e1 . . .(x2ν + s2ν)
e2ν ≡ 1 (mod p),
1 ≤ xj ≤hj, j = 1, . . . , 2ν.
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The following result from [4] relates Kν(p, e,h, s) and Kν(p, h, sj),
j = 1, . . . , ν. (The proof is almost instant if one expresses Kν(p, h, s)
via multiplicative character sums and uses the Ho¨lder inequality.)
Lemma 18. We have
Kν(p, e,h, s) ≤
2ν∏
j=1
Kν(p, hj, sj)
1/2ν .
3.2. Multiplicative congruences and polynomial congruences
with small coefficients. First we derive a certain condition on s for
which the congruence (1) has many solutions with
(10) {x1, . . . , xν} ∩ {y1, . . . , yν} = ∅,
In fact this has already appeared as a part of the argument in [4],
however here we present it in a self-contained form and in a much large
generality that we need here:
Lemma 19. Let h < 0.5p1/ν. Assume that for some integer s there are
at least N solutions to (1) that satisfy the condition (10). Then there
are Nh−1 exp (O(log h/ log log h)) distinct non-constant polynomials
R(Z) = A1Z
ν−1 + . . .+ Aν−1Z + Aν ∈ Z[Z],
with
|Ai| ≤
(
ν
i
)
hi, i = 1, . . . , ν,
and such that R(s) ≡ 0 (mod p).
Proof. We associate with any solution
x = (x1, . . . , xν) and y = (y1, . . . , yν)
of (1) that also satisfy (10), the polynomials
Px(Z) = (x1 + Z) . . . (xν + Z),
and then set
(11) Rx,y(Z) = Px(Z)− Py(Z).
In particular, since Rx,y(s) ≡ 0 (mod p) and h < 0.5p1/ν it follows
that Rx,y(Z) is not a constant polynomial (for otherwise it is identical
to zero which is impossible by (10)). Clearly each polynomial Rx,y(Z)
satisfies all the required condition.
By the Dirichlet pigeon-hole principle we have at least N/h solutions
with the same x1 = x
∗
1. We claim that any polynomial R induced by
these solutions occurs at most exp (c0(ν) log h/ log log h) times for some
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c0(ν) depending only on ν. Indeed, fix R and assume that R = Rx,y.
Let M = R(−x∗1) and zi = −x∗1 + yi, i = 1, . . . , ν. We have
(12) M = −Px(−x∗1)− Py(−x∗1) = −Py(−x∗1) = −z1 . . . zν .
Using the well-known bound on the divisor function (a special case
of Lemma 3 below), we see that the number of solutions to (12) is
bounded by exp (c0(ν) log h/ log log h). Each solution determines the
numbers y1, . . . , yν and the polynomial Px, and for each P there are
at most (ν − 1)! solutions of (1) with P = Px. This concludes the
proof. ⊓⊔
3.3. Common solutions to many congruences. We recall the fol-
lowing result from [4]:
Lemma 20. Let γ ∈ (0, 1) and let I and J be two intervals containing
h and H consecutive integers, respectively, and such that
h ≤ H < γ p
15
.
Assume that for some integer s the congruence
y ≡ sx (mod p)
has at least γh+1 solutions in x ∈ I, y ∈ J . Then there exist integers
a and b with
|a| ≤ H
γ h
, 0 < b ≤ 1
γ
,
such that
s ≡ a/b (mod p).
We also need the following estimate:
Lemma 21. There is an absolute constant C0 > 0 such that if for some
s there are
T ≥ C0max{h, h4p−1/2, h6p−1}
different triples (U, V,W ) with
|U | ≤ 3h, |V | ≤ 3h2, |W | ≤ h3,
such that
Us2 + V s+W ≡ 0 (mod p),
then there are integers r and t satisfying conditions
0 < |r| ≪ h3/2T−1/2, |t| ≪ h5/2T−1/2, rs ≡ t (mod p).
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Proof. We remark that if we fix U and V , then there are at most
2h3/p+ 1 possible values for W . In particular, we have
T < 36h3(2h3p−1 + 1).
Thus, since C0 is sufficiently large, we see that h < c0p
1/3 for some
small positive constant c0.
We define the lattice
Γ = {(u, v, w) ∈ Z3 : us2 + vs+ w ≡ 0 (mod p)}
and the body
D = {(u, v, w) ∈ Z3 : |u| ≤ 3h, |v| ≤ 3h2, |w| ≤ h3}.
We know that
#(D ∩ Γ) ≥ T.
Therefore, by Lemma 1, the successive minima λi = λi(D,Γ), i =
1, 2, 3, satisfy the inequality
(13)
n∏
i=1
min{1, λi} ≪ T−1.
We can assume that T is sufficiently large. In particular, λ1 ≤ 1. We
consider separately the following four cases.
Case 1 : λ2 > 1. Then the inequality (13) tells us that λ1 ≪ T−1.
By definition of λ1, there is a nonzero vector (u, v, w) ∈ λ1D ∩ Γ. We
have
|u| ≪ hT−1, |v| ≪ h2T−1, |w| ≪ h3T−1.
Thus, assuming that C0 is large enough, we see that u = 0. Since
T ≫ h, we see that r = −v, t = w satisfy the desired bound.
Case 2 : λ1 < 1/(3h), λ2 ≤ 1, and λ3 > 1. By definition of λ1 and
λ2, there are linearly independent vectors (u1, v1, w1) ∈ λ1D ∩ Γ and
(u2, v2, w2) ∈ λ2D ∩ Γ. Moreover, gcd(u1, v1, w1) = 1. We see that
|u1| ≤ λ1(3h) < 1. Hence, u1 = 0. We observe that λ2 ≥ 1/(3h).
Indeed assume that this is not true. Then u2 = 0 and we get that
vis + wi ≡ 0 (mod p), i = 1, 2.
Hence, v1w2 ≡ v2w1 (mod p). Since the absolute values of the both
hand side is not greater than
3λ1λ2h
5 < h3/3 < p/3,
we obtain that v1w2 = v2w1. This contradicts the fact that (u1, v1, w1)
and (u2, v2, w2) are linearly independent. We also note that λ1 ≥
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1/(3h2), since otherwise u1 = v1 = 0, implying w1 = 0 (as w1 ≡ 0
(mod p) and |w1| ≤ h3 < p). In particular,
(14) λ1λ2 > 1/(9h
3).
By (13), we have
(15) λ1λ2 ≪ T−1.
We consider the polynomials
Pi(Z) = uiZ
2 + viZ + wi, i = 1, 2.
We see that degP1 = 1 and 1 ≤ degP2 ≤ 2. If degP2 = 1 then we
conclude from Lemma 2 that
|Res(P1, P2)| ≪ h5λ1λ2.
Using (14) we get
|Res(P1, P2)| ≪ h8(λ1λ2)2.
By (15),
(16) |Res(P1, P2)| ≪ h8T−2.
If degP2 = 2 then we conclude from Lemma 2 that
|Res(P1, P2)| ≪ h7λ21λ2 ≤ h7(λ1λ2)2,
and due to (15), we get (16) again. On the other hand, we see that
Res(P1, P2) is divisible by p since P1(s) ≡ P2(s) ≡ 0 (mod p). If C0 is
chosen to be large enough, we conclude that
Res(P1, P2) = 0.
Therefore, deg P2 = 2 and P2 is divisible by P1 in Z[Z]. Thus,
u2w
2
1 − v2v1w1 + w2v21 = 0.
Hence, in view of gcd(v1, w1) = 1, we get, for some integer k 6= 0,
(17) u2 = v1k, kw
2
1 − v2w1 + w2v1 = 0.
We recall that
|u2| ≪ λ2h, |v2| ≪ λ2h2, |w2| ≪ λ2h3.
In particular, from the first equality of (17) we get
|v1| ≤ |u2| ≪ λ2h.
Together with |v1| ≪ λ1h2, we get that
|v1| ≤ (λ1λ2h3)1/2.
Now, the second equality of (17) implies that
|w1| ≤ 2|v2|+ 2|w2v1|1/2 ≪ λ2h2 + (λ1λ2h5)1/2.
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Combining this with |w1| ≪ λ1h3 we obtain that
|w1| ≪ (λ1λ2h5)1/2.
Consequently, by (15)
|v1| ≪ (λ1λ2h3)1/2 ≪ h3/2T−1/2, |w1| ≪ (λ1λ2h5)1/2 ≪ h5/2T−1/2,
and we obtain the required inequality for r = −v1, t = w1.
Case 3 : λ1 ≥ 1/(3h), λ2 ≤ 1, and λ3 > 1. Note that (15) still holds.
Hence, λ1 ≤ λ2 ≪ hT−1. By definition of λ1 and λ2, there are linearly
independent vectors (u1, v1, w1) ∈ λ1D ∩ Γ and (u2, v2, w2) ∈ λ2D ∩ Γ.
We have
|ui| ≪ h2T−1, |vi| ≪ h3T−1, |wi| ≪ h4T−1, i = 1, 2.
As in Case 2 , we consider polynomials
Pi(Z) = uiZ
2 + viZ + wi, i = 1, 2,
and prove that Res(P1, P2) = 0 and thus P1 and P2 have the same
linear factor rZ + t with gcd(r, t) = 1. In particular,
rs+ t ≡ 0 (mod p).
Next, for some i ∈ {1, 2} we have ui 6= 0. For this i, the equality
uit
2 − vitr + wir2 = 0,
implies that
ui = rk,
for some integer k 6= 0. In particular
|r| ≤ |ui| ≤ λih≪ h2/T, |k| ≤ |ui| ≤ λih.
Furthermore,
kt2 − vit + wir = 0,
implying
|t| ≤ 2|vi|+ 2(|wir|)1/2 ≪ λih2 + (λih3λih)1/2 ≪ λih2 ≪ h3/T.
This produces the required r and t with
|r| ≪ h2T−1 and |t| ≪ h3T−1.
that satisfy the desired bound (since T ≫ h).
Case 4 : λ3 ≤ 1. By definition of λi, there are linearly independent
vectors (ui, vi, wi) ∈ λiD ∩ Γ, i = 1, 2, 3. By (13), we have λ1λ2λ3 ≪
T−1. We consider the determinant
D = det
 u1 v1 w1u2 v2 w2
u3 v3 w3
 .
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Clearly,
|D| ≪ h6λ1λ2λ3 ≪ h6T−1.
On the other hand, from
uis
2 + vis+ wi = 0, i = 1, 2, 3,
we conclude that D is divisible by p. Therefore, for a sufficiently large
C0 we derive D = 0, but this contradicts linear independence of the
vectors (ui, vi, wi), i = 1, 2, 3. Thus this case is impossible. ⊓⊔
3.4. Products with variables from intervals. First consider the
case of rational values of σ and obtain an upper bound for the number
of solutions of the equation (3) satisfying (10). Then we consider the
case of irrational σ and show that in this case that number is essentially
smaller that the number of trivial solutions of (3).
Lemma 22. Let ν ≥ 1 be a fixed integer. Assume that σ = t/r for
some integers r ≥ 1 and t with gcd(r, t) = 1. Given an interval I =
{x0+1, . . . , x0+u}, we fix some v ∈ I. Then the number I of solutions
of the equation
(x1 + σ) . . . (xν + σ) = (y1 + σ) . . . (yν + σ) 6= 0,
with
x1 = v, x2, . . . , xν , y1, . . . , yν ∈ I,
and satisfying (10), does not exceed
I ≤ u
ν
|vr + t| exp
(
O
(
log(u+ 2)
log log(u+ 2)
))
Proof. We rewrite the above equation as
(18) (x1r + t) . . . (xνr + t) = (y1r + t) . . . (yνr + t).
Given a solution to the equation (18), we fix some j = 1, . . . , ν and for
xj consider Xj = |xjr + t| (note that Xj 6= 0). Taking into account
that for i = 1, . . . , ν
yir + t ≡ (yi − xj)r (mod Xj),
we conclude from (18) that (y1 − xj) . . . (yν − xj)rν ≡ 0 (mod Xj).
Clearly gcd(r,Xj) = 1. Therefore, (y1−xj) . . . (yν−xj) ≡ 0 (mod Xj).
In particular, (y1 − v) . . . (yν − v) ≡ 0 (mod Xj).
This implies that
(19) Xj = |xjr + t| ≤ uν , j = 1, . . . , ν.
We now write (y1−v) . . . (yν−v) = X1w for some nonzero integer w
with |w| < hν/X1. Therefore, by the well-known bound on the divisor
function, for each fixed w we have at most exp (O (log h/ log log h))
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possibilities for y1, . . . , yν. Thus the total number of possibilities for
y1, . . . , yν at most
hν
X1
exp (O (log h/ log log h)) =
hν
|vr + t| exp (O (log h/ log log h)) .
When y1, . . . , yν are fixed, using the bound (19) and the bound on
the divisor function we obtain exp (O (log h/ log log h)) possibilities for
x1, . . . , xν , which concludes the proof. ⊓⊔
Lemma 23. Let ν ≥ 1 be a fixed integer. Assume that σ = t/r for some
integers r ≥ 1 and t with gcd(r, t) = 1. Then, for h ≥ 3, the number
N of solutions of the equation (3) satisfying (10) does not exceed
N ≤ h
ν+1
max{hr, |t|} exp
(
O
(
log h
log log h
))
.
Proof. We take a reordering {z1, . . . , zh} of the elements from {1, . . . , h}
so that
(20) |z1r + t| ≤ . . . ≤ |zhr + t|.
We notice that for any u = 1, . . . , h the set {z1, . . . , zu} is a set of u
consecutive integers. For u = 1, . . . , h we denote by Nu the number
of solutions of (3) satisfying (10) such that {x1, . . . , xν , y1, . . . , yν} ⊆
{z1, . . . , zu} and either xi = zu or yi = zu for some i = 1, . . . , u. Clearly,
(21) N1 = 0, N =
h∑
u=2
Nu, Nu ≤ 2νN∗u (u ≥ 1)
where N∗u is the number of solutions of (18) satisfying (10) with x1 = zu
and I = {z1, . . . , zu}. By Lemma 22, we have
Nu ≤ u
ν
|zur + t| exp
(
O
(
log h
log log h
))
.
If |t| ≥ 2hr then |zur + t| ≥ |t/2| for any u, and we get from (21)
N ≤
h∑
u=2
2uν
|t| exp
(
O
(
log h
log log h
))
≤ 2h
ν+1
|t| exp
(
O
(
log h
log log h
))
.
If |t| < 2hr then, using that there cannot be three consecutive equal
elements in the sequence (20) we obtain the inequality
|zur + t| ≥ (u− 1)r/2 ≥ ur/4
which yields
N ≤
h∑
u=2
4uν−1
r
exp
(
O
(
log h
log log h
))
≤ 4h
ν
r
exp
(
O
(
log h
log log h
))
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and completes the proof. ⊓⊔
Next, we need a bound on the number of solutions N(h) to the
equations
uv = xy, 1 ≤ u, v, x, y ≤ h,
which is given in [1, Theorem 3]:
Lemma 24. For h > 1, we have
N(h) =
12
pi2
h2 log h+ κh2 +O
(
h19/13(log h)19/13
)
.
for some constant κ.
Note that [1, Theorem 3] gives an explicit value of κ. Furthermore,
the error term in the asymptotic formula of Lemma 24 has recently
been improved in [17], but this has no implication on our results.
Now we consider irrational values of σ.
We say that a solution of the equation (3) is trivial if (y1, . . . , yν)
is a permutation of (x1, . . . , xν) and nontrivial otherwise. It is easy to
see that in the case when σ is transcendental or algebraic of degree
d ≥ ν, the equation (3) has only trivial solutions. Thus, it is enough
to consider the case when σ is of degree d < ν.
Lemma 25. For every ν ≥ d ≥ 2, h ≥ 3 and algebraic number σ of
degree d, the number Nν(h, σ) of solutions of the equation (3) satisfy-
ing (10) does not exceed
Nν(h, σ) ≤ hν−d+1 exp
(
O
(
log h
log log h
))
.
Proof. Let P (X) ∈ Z[X ] be an irreducible primitive polynomial such
that P (σ) = 0. Clearly, deg P = d. Next, we consider the polynomial
G(X) = (x1 +X) . . . (xν +X)− (y1 +X) . . . (yν +X)
and factor G into irreducible over Q polynomials f ∈ Z[X ]. Since
G(σ) = 0, for some irreducible factor f ∈ Z[X ] of G we have f(σ) = 0.
Thus, f(X) = rP (X) for some rational number r, and since P is
primitive, r is integer. Thus, G(X) = A(X)P (X) for some A ∈ Z[X ].
We have
A(X) =
ν−d−1∑
j=0
ajX
ν−j.
By Lemma 6, we have
(22) aj ≪ hj+1 j = 0, . . . , ν − d− 1,
where the implied constants depend only on ν.
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For v = 1, . . . , h, we now estimate the number Nv of solutions of the
equation (3) satisfying (10) with x1 = v. Clearly,
(23) N =
h∑
v=1
Nv.
From G(−v) = P (−v)A(−v) we get that
−(y1 − v) . . . (yν − v) = P (−v)A(−v).
By (22) we have A(−v)≪ hν−d. Therefore, there are O (hν−d) possible
values for |(y1 − v) . . . (yν − v)|. In turn, this implies that there are at
most hν−d exp (O (log h/log log h)) possible values for y1, . . . , yν . Once
the variables y1, . . . , yν are fixed, by Lemma 3 we see that there are
exp (O (log h/log log h)) possibilities for x2, . . . , xν (while x1 is fixed by
x1 = v). Thus,
Nv ≤ hν−d exp
(
O
(
log h
log log h
))
, v = 1, . . . , h,
and using (23) completes the proof of the lemma. ⊓⊔
We say that a solution x1, . . . , xν , y1, . . . , yν to the equation (3) is
trivial if (y1, . . . , yν) is a permutation of (x1, . . . , xν).
Theorem 26. For every ν ≥ d ≥ 2, h ≥ 3 and algebraic number σ
of degree d the number Mν(h, σ) of nontrivial solutions of (3) satisfies
the inequality
Mν(h, σ) ≤ hν−d+1 exp
(
O
(
log h
log log h
))
.
Proof. We use induction on ν ≥ d. For ν = d all solutions are trivial,
and there is nothing to prove. We verify the assertion for ν > d as-
suming that it holds for ν−1. Using induction hypothesis we conclude
that the number of nontrivial solutions of (3) such that condition (10)
does not hold is bounded by
(2hν) · hν−1−d+1 exp
(
O
(
log h
log log h
))
= hν−d+1 exp
(
O
(
log h
log log h
))
.
It suffices to add the number of solutions of (3) satisfying (10). Using
Lemma 25 we complete the proof. ⊓⊔
Since the number of trivial solutions of (3) is ν!hν+O (hν−1), we get
the following:
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Corollary 27. For every ν ≥ 1, h ≥ 3 and irrational number σ of
degree d we have the asymptotic formula
Kν(h, σ) = ν!h
ν +O
(
hν−1 exp
(
O
(
log h
log log h
)))
,
where the implicit constants depend only on ν.
Remark 28. It is certainly interesting to find best possible value of the
exponent of h in Theorem 26.
Remark 29. It is also interesting to understand for which d and ν
there are nontrivial solutions of (3) for every algebraic number σ of
degree d and a sufficiently large h.
Remark 30. One can try to get more precise forms of Theorem 26 and
Lemma 25 depending on the coefficients of the minimal polynomial P
for σ (similarly to the estimates in Lemma 22). Such an improvement
is of independent interest, however does not help the main goal of this
work.
4. Multiplicative Congruences and Equations for Almost
all Parameters
4.1. Bounds on the number of solutions of multiplicative con-
gruences for almost all p.
Theorem 31. Let ν ≥ 1 be a fixed integer. Then for a sufficiently
large positive integer T , h ≥ 3, for all but o(T/ log2 T ) primes p ≤ T ,
if 3 ≤ h < T then for any s ∈ Fp, we have the bound
Kν(p, h, s) ≤
(
hν + h2ν−1/2T−1/2
)
exp
(
O
(
log h
log log h
))
.
Proof. We note that for ν = 1 the result is trivial and we prove it for
ν ≥ 2 by induction on ν.
Let
Hν = T
1/(2ν−1)(log T )−5/(2ν−1).
We consider the quadruples of polynomials (P1, Q1, P2, Q2) with
(24) Pi(Z) = (x1,i+Z) . . . (xν,i+Z), Qi(Z) = (y1,i+Z) . . . (yν,i+Z),
and
1 ≤ x1,i, . . . , xν,i, y1,i, . . . , yν,i ≤ 2h,
for i = 1, 2. Denote
R1 = P1 −Q1, R2 = P2 −Q2.
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Clearly, we have |Res(R1, R2)| = hO(1). If h ≤ Hν , then there are at
most O(H2ν−1ν logHν) = o(T/ log
2 T ) primes p that divide Res(R1, R2)
with |Res(R1, R2)| 6= 0 for at least h2ν+1 quadruples (P1, Q1, P2, Q2)
(since each quadruples may correspond to at most O(logHν) distinct
primes and we have O(h4ν) distinct quadruples). If h > Hν , then
there are at most o(T/ log2 T ) primes p that divide Res(R1, R2) with
|Res(R1, R2)| 6= 0 for at least h4ν log4 T/T quadruples (P1, Q1, P2, Q2).
Also, by the induction hypothesis, there are o(T/ log2 T ) primes p not
satisfying the condition
(25) Kν−1(p, h, s) ≤
(
hν−1 + h2ν−5/2T−1/2
)
exp
(
O
(
log h
log log h
))
.
We now fix one of the remaining primes p ≤ T and estimate, for any
s ∈ Fp, the cardinality N of the set Q of quadruples of polynomials
(P1, Q1, P2, Q2) such that for i = 1, 2 the polynomials P = Pi, Q =
Qi are of the form (24) with x1,i, . . . , xν,i, y1,i, . . . , yν,i that satisfy (1)
and (10), and, moreover, Res(R1, R2) 6= 0. However, Res(R1, R2) ≡ 0
(mod p). For any such quadruple, for any t = 1, . . . , h, and for i = 1, 2
we consider polynomials
Pi,t(Z) = Pi(Z + t), Qi,t(Z) = Qi(Z + t), Ri,t(Z) = Ri(Z + t).
We get Nh quadruples (P1,t, Q1,t, P2,t, Q2,t). They are not necessarily
distinct, but the multiplicity of any quadruple is at most ν since Ri,t(s−
t) ≡ 0 (mod p) and any polynomial Ri cannot coincide with Ri,t for
more than ν distinct t. Thus, for h ≤ Hν we have Nh/ν < h2ν+1, or
(26) N < νh2ν .
For h > Hν we have Nh/ν < h
4ν log4 T/T , or
(27) N < νh4ν−1T−1 log4 T.
Let M be the cardinality of the set P of solutions of (1) satisfy-
ing (10). We assume that M ≥ ν(hν + h2ν−1/2T−1/2 log2 T ). By the
Dirichlet pigeon-hole principle, there exists (P1, Q1) ∈ P such that the
number of pairs (P2, Q2) ∈ P with (P1, Q1, P2, Q2) ∈ Q is at most
h2ν−1/2T−1/2 log2 T . Therefore, the number M0 of pairs (R1, R2) ∈ P
with Res(R1, R2) = 0 satisfies M0 ≥ M − h2ν−1/2 log2 T ≥ M/2. Thus,
by Corollary 5, we find an algebraic number β of logarithmic height
O(logh) in an extension K of Q of degree [K : Q] ≤ ν such that the
equation
(28) (x1 + β) . . . (xν + β) = (y1 + β) . . . (yν + β) 6= 0,
where
1 ≤ xi, yi ≤ h i = 1, . . . , ν,
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has at least M0/ν solutions. Now we have that
β =
α
q
,
where α is an algebraic integer of height at most O(logh) and q is a
positive integer q ≪ hν , see [15]. From the basic properties of algebraic
numbers it now follows that the numbers
qxi + α and qyi + α, i = 1, . . . , ν,
are algebraic integers of K of height at most O(log h).
Using Lemma 3, we conclude that for a sufficiently large h the equa-
tion (28) has at most
hν exp
(
O
(
log h
log log h
))
solutions. Therefore, the same estimate holds for the number of so-
lutions of (1) satisfying (10). By (25) we have a similar estimate for
the number of solutions of (1) not satisfying (10). This completes the
proof of the theorem. ⊓⊔
Taking the sum over h = 3× 2j, j ≥ 0, we get the same exceptional
set for all h.
Corollary 32. Let ν ≥ 1 be a fixed integer. Then for a sufficiently
large positive integer T , for all but o(pi(T )) primes p ≤ T , for any
3 ≤ h < T and for any s ∈ Fp we have the bound
Kν(p, h, s) ≤
(
hν + h2ν−1/2T−1/2
)
exp
(
O
(
log h
log log h
))
.
Clearly for h = O(T 1/(2ν−1)) the first term in Theorem 31 and Corol-
lary 32 dominates and both bounds take an almost optimal form
Kν(p, h, s) ≤ hν exp
(
O
(
log h
log log h
))
.
For a set A ⊆ Fp we denote
A(ν) = {a1 . . . aν : a1, . . . , aν ∈ A}.
Corollary 33. Let ν ≥ 1 be a fixed integer. Then for a sufficiently
large positive integer T , for all but o(pi(T ) primes p ≤ T , if 3 ≤ h < T
then for any s ∈ Fp, for the set
A = {x+ s : 1 ≤ x ≤ h} ⊆ Fp
we have
#A(ν) ≥ min (hν , (hT )1/2) exp(O( log h
log log h
))
.
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4.2. Asymptotic formula for the number of solutions of multi-
plicative equations for almost all σ ∈ C.
Theorem 34. For every ν ≥ 1, h ≥ 3 and ε with 2 ≥ ε > 0 for all but
O(h1+ε) values of σ ∈ C we have the asymptotic formula
Kν(h, σ) = ν!h
ν +O
(
hν−ε/2 exp
(
O
(
log h
log log h
)))
.
Proof. By Corollary 27, we have the desired estimate for irrational σ,
so it is enough to consider only rational σ.
We denote
S = {s = t/r : r, t ∈ Z, |t| ≤ h1+ε/2, 1 ≤ r ≤ hε/2}.
Clearly, #S = O(h1+ε). It suffices to prove the desired asymptotic
formula for s ∈ Q \ S. We follow the proof of Theorem 26. We say
that the solution of (3) is trivial if (y1, . . . , yν) is a permutation of
(x1, . . . , xν). The number of trivial solutions is
ν!hν +O(hν−1).
Using induction on ν, we prove the number of nontrivial solutions is
O
(
hν−ε/2 exp
(
C(ν)
log h
log log h
))
,
where C(k) depends only on k. For ν = 1 all solutions are trivial.
We prove the assertion for ν > 1 assuming that it holds for ν − 1.
Using induction hypothesis we conclude that the number of nontrivial
solutions of (3) such that condition (10) does not hold is bounded by
O
(
hν−ε/2 exp
(
C(ν − 1) log h
log log h
))
.
To estimate the number N of solutions of (3) satisfying (10) we use
Lemma 23. We write s = t/r where t ∈ Z, r ∈ N, gcd(r, t) = 1. Since
s 6∈ S, we have max{hr, |t|} > h1+ε/2. Hence, by Lemma 23,
N ≤ hν−ε/2 exp
(
O
(
log h
log log h
))
,
as required. ⊓⊔
We now note that the bound of Theorem 34 on the size of exceptional
set of σ is quite precise even if one restricts σ to integer values.
Theorem 35. For every ν ≥ 1 and 1/2 > ε > 0 for all integers s with
1 ≤ s ≤ h(log h)1/2−ε we have
Kν(h, s)≫ hν(log h)2ε.
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Proof. As before, let N(h) be the number of integer solutions of the
equation
uv = xy, 1 ≤ u, v, x, y ≤ h.
We note that
N(h + s)−N(s) ≤ 4#{(u, v, x, y) ∈ Z4 : uv = xy,
s+ 1 ≤ u ≤ s+ h, 1 ≤ v, x, y ≤ s+ h}.
Take an arbitrary prime p ≥ 2(s + h)2. Then, in the above range of
variables, the equation uv = xy is equivalent to the congruence uv ≡ xy
(mod p). Using Lemma 18, we derive
#{(u, v, x, y) ∈ Z4 : uv = xy, s+ 1 ≤ u ≤ s+h, 1 ≤ v, x, y ≤ s+ h}
≤K2(h, s)1/4N(h + s)3/4.
Thus, we have
(29) N(h + s)−N(s) ≤ 4K2(h, s)1/4N(h + s)3/4.
We now consider two cases.
Case 1 : s < h/2. Then for a sufficiently large h, by Lemma 24 have
N(h + s) ≥ N(h) ≥ h2 log h and N(s) ≤ N(⌊h/2⌋) ≤ 0.5h2 log h.
Thus,
N(h + s)−N(s) ≥ 0.5h2 log h.
By Lemma 24 again, we have
N(h + s) ≤ 2h2 log h.
Inserting these bounds into (29), we obtain K2(h, s)≫ h2 log h and the
result follows in this case.
Case 2 : h/2 < s ≤ h log h. Then from Lemma 24 we get
N(h + s)−N(s)≫ sh log h.
By Lemma 24 we also have
N(h + s)≪ s2 log h.
Combining these bounds with bounds (29), we obtain K2(h, s) ≫
h2(log h)2ε. ⊓⊔
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4.3. Asymptotic formula for the number of solutions of mul-
tiplicative congruences for almost all s ∈ Fp. We start with the
cases of ν = 2 and ν = 3 where we have stronger results that in the
case of arbitrary ν.
Theorem 36. For every ε with 2 > ε > 0 and
3 ≤ h ≤ p1/(2+ε/2)
for all but O(h1+ε) values of s ∈ Fp we have the asymptotic formula
K2(p, h, s) = 2h
2 +O
(
h2−ε/2 exp
(
O
(
log h
log log h
)))
.
Proof. Assume that s is such that
(30) (x1 + s)(x2 + s) ≡ (y1 + s)(y2 + s) 6≡ 0 (mod p)
is satisfied for at least h2−ε/2 exp (C1 log h/ log log h) choices of integers
1 ≤ x1, x2, y1, y2 ≤ h with {x1, x2} 6= {y1, y2}, where C1 > 0 is a
sufficiently large constant.
Using Lemma 19, we see that s satisfies at least C2h
1−ε/2 distinct
linear congruences As+B ≡ 0 (mod p) with 0 < |A| ≤ 2h and |B| ≤ h2
where C2 > 0 is another sufficiently large constant. Thus by Lemma 20,
applied with γ = 16h−ε/2 we obtain that s can take at most O(h1+ε)
possible values. ⊓⊔
Theorem 37. For every ε with 2 > ε > 0 and
3 ≤ h ≤ p1/(4+ε)
for all but O(h1+ε) values of s ∈ Fp we have the asymptotic formula
K3(p, h, s) = 6h
3 +O
(
h3−ε/2 exp
(
O
(
log h
log log h
)))
.
Proof. By Theorem 36, we see that there is a set S ⊆ Fp of cardinality
O(h1+ε) such that for all s ∈ Fp \ S, the equation (30) has at most
h2−ε/2 exp (O (log h/ log log h)) solutions with {x1, x2} 6= {y1, y2}.
It is now easy to see that for s 6∈ S we have
K3(p, h, s) = 6h
3 +O
(
h3−ε/2 exp
(
O
(
log h
log log h
))
+N
)
,
where N denotes the contribution to K3(p, h, s) of solutions with xi 6=
yj, 1 ≤ i, j ≤ 3.
Assume that
N ≥ h3−ε/2 exp
(
C1
log h
log log h
)
for some appropriate constant C1 > 0.
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We see from Lemma 19 that for sufficiently large h and for another
appropriate constant C2 > 0 there are at least T =
⌊
C2h
2−ε/2
⌋
different
triples (U, V,W ) with
|U | ≤ 3h, |V | ≤ 3h2, |W | ≤ h3,
such that
Us2 + V s+W ≡ 0 (mod p).
Clearly, T satisfies the conditions of Lemma 21, thus there are some
integers r and t with 0 < |r| ≪ h1/2+ε/4, t ≪ h3/2+ε/4, and rs ≡ t
(mod p).
Clearly we can assume that gcd(r, t) = 1.
We see that
(x1 + s)(x2 + s)(x3 + s) ≡ (y1 + s)(y2 + s)(y3 + s) 6≡ 0 (mod p)
implies
(x1 + x2 + x3 − y1 − y2 − y3)t2
+(x1x2 + x1x3 + x2x3 − y1y2 − y1y3 − y2y3)rt
+ (x1x2x3 − y1y2y3)r2 ≡ 0 (mod p).
(31)
The absolute value of the left-hand side of (31) is at most 14h4+ε/2 < p,
and we get the equation
(x1 + x2 + x3 − y1 − y2 − y3)t2
+(x1x2 + x1x3 + x2x3 − y1y2 − y1y3 − y2y3)rt
+ (x1x2x3 − y1y2y3)r2 = 0,
which, in turn, we transform into an equivalent equation
(x1 + σ)(x2 + σ)(x3 + σ) = (y1 + σ)(y2 + σ)(y3 + σ)
with a rational σ = t/r. Since gcd(t, r) = 1 different values of s lead
to different values of σ. Using Theorem 34 we conclude the proof. ⊓⊔
Furthermore, we have the following general form of Theorem 37
which holds for an arbitrary ν ≥ 1.
Theorem 38. For every ν ≥ 2, there exists some positive γ(ν) such
that for
3 ≤ h ≤ γ(ν)p1/(ν2−1)
and 0 < ε ≤ 2 for all but O(h1+ε) values of s ∈ Fp we have the
asymptotic formula
Kν(p, h, s) = ν!h
ν +O
(
hν−ε/2 exp
(
O
(
log h
log log h
)))
.
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Proof. Without loss of generality we may assume that p is large enough.
As before, we say that a solution of (2) is trivial if (y1, . . . , yν) is a
permutation of (x1, . . . , xν). Let S be the set of all s ∈ Fp such that (2)
has at least one nontrivial solution. If s ∈ Fp \ {S} then
Kν(p, h, s) = ν!h
ν +O
(
hν−1
)
.
Take s ∈ S and fix a nontrivial solution (x∗1, . . . , x∗ν , y∗1, . . . , y∗ν) of (2).
Define the polynomial
R∗(Z) = (x∗1 + Z) . . . (x
∗
ν + Z)− (y∗1 + Z) . . . (y∗ν + Z).
Clearly, R∗ is not a zero polynomial and R∗(s) ≡ 0 (mod p). In partic-
ular, since 1/(ν2− 1) < 1/ν for ν ≥ 2 we see that R∗ is not a constant
polynomial, assuming that p is sufficiently large.
We decompose R∗ as a product of irreducible over Q polynomials
R∗(z) = W1(Z) . . .Wn(Z)
withWj ∈ Z[Z] for j = 1, . . . , n. We have Wj(s) ≡ 0 (mod p) for some
j. Denote W ∗ = Wj .
Now we consider any nontrivial solution (x1, . . . , xν , y1, . . . , yν) of (2)
and define the polynomial
R(Z) = (x1 + Z) . . . (xν + Z)− (y1 + Z) . . . (yν + Z).
Again, R is not a zero polynomial and R(s) ≡ 0 (mod p). As in the
above we see that R is not a constant polynomial.
Writing
R(Z) =
ν−1∑
j=0
rjZ
ν−1−j
we see that
(32) rj ≪ hj+1, j = 0, . . . , ν − 1.
Clearly R∗ satisfies the same bound. So writing
W ∗(Z) =
µ−1∑
j=0
wjZ
µ−1−j
for some µ ≤ ν and applying Lemma 6, we infer
(33) wj ≪ hj+1, j = 0, . . . , µ− 1.
We have Res(R,W ∗) ≡ 0 (mod p) since R(s) ≡W ∗(s) ≡ 0 (mod p).
Next, by Lemma 2, (applied with ρ = ϑ = 1) we see that
Res(R,W ∗)≪ hν2−1.
MULTIPLICATIVE CONGRUENCES 27
Thus, provided that γ(ν) is small enough and p is large enough we
obtain the inequality
|Res(R,W ∗)| < p.
Hence, Res(R,W ∗) = 0. Using irreducibility of the polynomial W ∗ we
conclude that R is divisible by W ∗ in Q[Z].
Consider a mapping Φ : S → C by associating with any s ∈ S a zero
σ of a corresponding polynomialW ∗. We see from the above discussion
that any solution (x1, . . . , xν , y1, . . . , yν) of congruence (2) induces the
same solution of the equation (3). Thus,
Kν(p, h, s) = Kν(h, σ).
Using Theorem 34, we get
Kν(p, h, s) = ν!h
ν +O
(
hν−ε/2 exp
(
O
(
log h
log log h
)))
unless σ = Φ(s) is an element of an exceptional subset of C of cardi-
nality O(h1+ε). Taking into account that a preimage Φ−1(σ) contains
at most n ≤ ν − 1 elements for any σ ∈ C, we complete the proof. ⊓⊔
5. Distribution of Elements of Large Multiplicative
Order
5.1. Distribution in very short intervals for almost all p. Let
ordp a denote the multiplicative order of a ∈ F∗p. Our aim is to prove
that for almost all primes p very short intervals in Fp (including inter-
vals of fixed size) contain an element of large multiplicative order.
For h = 2, Chang [7] has shown that for any function η(z) > 0 with
η(z)→ 0 as z →∞ and sufficiently large positive integer T , for all but
o(pi(T )) primes p ≤ T , for all but O(1) elements s ∈ Fp, we have
(34) max{ ordp s, ordp (s+ 1)} > p1/4+η(p).
In fact her argument implies that (34) hold for almost all primes p and
for any s ∈ F∗p with ordp s > 3.
We note that if ordp s = 3 then s+1 ≡ −s2 (mod p) thus ordp (s+
1) = 6.
For small h we have the following result.
Theorem 39. Let η(z) > 0, m(z) > 0 be arbitrary functions with
η(z)→ 0 and m(z) →∞ as z →∞. Then for all but o(pi(T )) primes
p ≤ T , any interval I = [t, t +m(T )] has an element ξ for which
ordp ξ > T
1/2+η(T ).
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Proof. We assume that T is large enough. Using Lemma 17 we take
c = c(1/2) > 0. Note that either by increasing η(T ) or decreasing
m(T ), we may assume that η(z) > (log z)−1/4 and that
(35) m(T ) =
⌊
η(T )−C/η(T )
⌋
, C = 3/c.
holds. Next, denote
(36) m = m(T ), r = ⌊c logm⌋ , µ = ⌊m−1T 1/2(r+2)⌋ .
Given E1, E2 ⊆ {1, . . . , m}, E1 ∩ E2 = ∅ and #E1 + #E2 ≤ r, µ˜ =
(µj)j∈E1∪E2 with 1 ≤ µj ≤ µ, denote
PE1,E2,µ˜(X) =
∏
j∈E1
(X + j)µj −
∏
j∈E2
(X + j)µj ∈ Z[X ].
These polynomials are of degree at most rµ and logarithmic height
O(rµ logm). Their number is clearly bounded by 2r+1
(
m
r
)
µr (here we
have used that r ≤ m/2).
Factor each polynomial PE1,E2,µ˜(X) in irreducible (over Q) factors
f ∈ Z[X ] and let P ⊆ Z[X ] be the set of all polynomials obtained this
way. Hence,
(37) #P ≤ r2r+1
(
m
r
)
µr+1.
Denote then
R =
∏
f,g∈P
Res(f,g)6=0
Res(f, g) ∈ Z.
Using Corollary 5 we see that all coefficients of any polynomial f ∈ P
are bounded by (O(m))rµ. Next, using a straightforward bound on the
resultants Res(f, g), by (36) and (37), we derive
|R| ≤ mO(r44r(mr )
2
µ2(r+2)) < 2o(T ).
Let P1 and P2 be the sets of exceptional primes in Lemma 10 and
Corollary 12 respectively. Hence, denoting
P0 = {p < T : gcd(p, R) = 1, p 6∈ P1 ∪ P2},
we have
#P0 = (1 + o(1))pi(T ).
Take p ∈ P0. Since p 6∈ P1, the desired statement is equivalent to
(38) ordp ξ ≥ T 1/2−η(T ).
Let I = [t, t +m(T )] ⊆ Fp and assume that
(39) ordp ξ < T
1/2−η(T ) for all ξ ∈ I.
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Since p 6∈ P2, we may write p − 1 = AB, where A ≤ T η(T )/2 and B
has no prime factors less than T cη(T )/(log(1/η(T ))). Hence, B has at most
(1/η(T ))1/(cη(T )) divisors. For ξ ∈ I we write
p− 1
ordp ξ
=
AB
ordp ξ
= ab
where a | A, b | B. In particular, ξ = gab for some primitive root g
modulo p. Thus, ξ belongs to the subgroup H of F∗p generated by the
element gb.
Since A ≤ T η(T )/2, using (39), we derive that
b =
p− 1
a ordp ξ
>
p− 1
T (1−η(T ))/2
.
Thus,
#H ≤ p− 1
b
< T (1−η(T ))/2.
Since B has at most (1/η(T ))1/(cη(T )) divisors, the above argument
shows that we have a family of at most (1/η(T ))1/(cη(T )) subgroups
H of F∗p of size
#H < T (1−η(T ))/2
and such that each element ξ ∈ I is contained in one of these groups.
Consequently, we conclude that there is a subgroup H of F∗p of order
(40) #H = N < T (1−η(T ))/2
such that for the set S ⊆ [1, m], defined by
t+ S = H ∩ I,
by the choice of parameters c, m and r in (35) and (36), we have
#S > √m.
Let E ⊆ S, #E = r. Assuming all elements∏
j∈E
(t+ j)µj ∈ H
with 0 ≤ µj ≤ µ are distinct modulo p, it follows from (35) and (36)
that
N ≥ µr > T (1−η(T ))/2
contradicting (40).
Hence, for each E ⊆ S with #E = r, there are disjoint E1, E2 ⊆ E
and exponents µ˜ = (µj)j∈E1∪E2 such that
PE1,E2,µ˜(t) ≡ 0 (mod p).
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Wemay then extract an irreducible (over Q) factor fE ∈ P from PE1,E2,µ˜
such that
fE(t) ≡ 0 (mod p).
Thus, for all E ,F ⊆ S with #E = #F = r
Res(fE , fF) ≡ 0 (mod p),
while also Res(fE , fF) | R. Since gcd(p, R) = 1, it follows that neces-
sarily
Res(fE , fF) = 0
for all E ,F ⊆ S of size #E = #F = r. Since the fE are irreducible,
they must coincide up to a scalar factor and hence have a common root
β ∈ C.
Apply then Lemma 17 to A = S + β ⊆ {β + j; 1 ≤ j ≤ m} ⊆ C.
This gives a multiplicatively independent set A0 = E + β with some
E ⊆ S of size #E = r. But since fE(β) = 0, we get PE1,E2,µ˜(β) = 0,
contradicting the multiplicative independence. ⊓⊔
5.2. Distribution in very short intervals for a large proportion
of primes p.
Theorem 40. If a ∈ N, m > 1, 1 ≤ µ < logm and T ∈ Z+ is taken
sufficiently large, then for all but O(µ−1pi(T )) primes p < T we have
max
0≤j<m
ordp (a+ j) > T
1−m−1/µ .
Proof. For small µ (and, in particular, for small m) the result is trivial.
We assume that µ is large enough. Moreover, it is enough to prove the
result for
(41) µ < 0.1 logm.
Take r = 4
⌊
m1/µ
⌋
. Then we have
(42) r ≤ m0.1.
Let L be the collection of all multiplicatively independent subsets S ⊆
I = [a, a+m) of cardinality r. The set L is nonempty by Corollary 8.
Let T be sufficiently large (depending on a,m) and set
K =
⌊
T 1/(r+2)
⌋
,
R =
∏
S∈L
S1,S2⊆S,S1∩S2=∅
 ∏
1≤kξ≤K
ξ∈S1
ξkξ −
∏
1≤kξ≤K
ξ∈S2
ξkξ
 .
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Hence, R ∈ Z \ {0} and for T large enough
|R| < (a+m)rKr+13r < 2o(T ).
Hence, denoting
P0 = {p < T : gcd(p, R) = 1}
we have
(43) #P0 = (1 + o(1))pi(T ).
Now we take
α = m−1/µ/µ, β = 1/µ, γ = m−1/µ/2
and denote by P1 the set of primes p ∈ P0 such that
(i) the product of all prime factors of p − 1 that are smaller than
T α is at most T γ;
(ii) the number of prime divisors q of p− 1 satisfying q ≥ T α does
not exceed
0.2µ log(β/α)
1− β +
1
β
;
(iii) p− 1 has no divisor q2 with q ≥ T α.
By (43) and Lemmas 11, 13, and 14, we derive
#P1 = (1 +O(1/µ))pi(T ).
Also, observe that, by (41), for large enough µ we have
(44)
0.2µ log(β/α)
1− β +
1
β
< 0.3 logm+ µ < 0.4 logm.
By assumption (i) in the definition of P1, we may write p − 1 = AB,
where A < T γ and B has no prime factors less than T α. By (ii)
and (44), B has at most 0.4 logm prime factors. By (iii), B is square-
free. Therefore, the number of factors of B is at most
20.4 logm < m0.3.
We assume that for j = 0, . . . , m− 1 we have
ordp (a+ j) ≤ T 1−m−1/µ .
By Corollary 8, we choose a set
I ⊆ {a + j : j ∈ [0, m[}, #I ≫ √m/ logm,
of multiplicatively independent numbers. For ξ ∈ I we write
p− 1
ordp ξ
=
AB
ordp ξ
= ab
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where a | A, b | B. Since B has at most m0.3 divisors, we can take a
subset J ⊆ I with #J ≥ #Im−0.3 > m0.1 such that the same divisor
b of B is associated to any ξ ∈ J . We have ξ = gab for some primitive
root g modulo p. Thus, ξ belongs to the subgroup H of F∗p generated
by the element gb. We have
b =
p− 1
a ordp ξ
>
p− 1
T γ ordp ξ
≥ p− 1
T 1−0.5m−1/µ
.
Thus, J ⊆ H and
#H ≤ p− 1
b
< T 1−0.5m
−1/µ
.
By (42), we can take a subset S ⊆ J of cardinality #S = r. Since
p ∈ P0, we conclude that all products∏
0≤kξ≤K
ξ∈S
ξkξ
are distinct modulo p. The number of such products is
(K + 1)r > T r/(r+2) > T 1−0.5m
−1/µ
> #H.
But this is impossible since all the products belong to H. This com-
pletes the proof. ⊓⊔
5.3. Distribution in longer intervals for almost all p. For large
h we can use Theorem 31.
Theorem 41. Let α > 0 be fixed. For T α ≤ h < T , for all but o(pi(T ))
primes p ≤ T and for any s ∈ Fp, the set
A = {x+ s : 1 ≤ x ≤ h} ⊆ Fp
contains an element a ∈ A of multiplicative order
ordp a > exp
(
O
(
log h
log log h
))
(hT )1/2.
Proof. We fix ν ≥ 1/α. Clearly A contains a set B ⊆ A of elements of
the same multiplicative order t and of cardinality
(45) #B ≥ #A/τ(p− 1) = h/τ(p− 1).
For λ ∈ F∗p, let
Q(λ) = #{(x1, . . . , xν) ∈ B × . . .× B : λ ≡ x1 . . . xν (mod p)}.
Then obviously,
#{λ ∈ Fp : Q(λ) > 0} ≤ t.
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Hence, using the Cauchy inequality, we obtain
(#B)2ν =
∑
λ∈F∗p
Q(λ)
2 ≤ t∑
λ∈F∗p
Q(λ)2 ≤ tKν(p, h, s),
which together with Theorem 31 and the standard estimate for τ(p−1)
implies the result. ⊓⊔
We note that for intermediate values of h, namely for h with T α ≤
h < T 1−α for some fixed α > 0, using the ideas and results of Erdo˝s
and Murty [9] one can improve slightly Theorem 41. Namely, one can
show that for any function η(z) > 0 with η(z)→ 0 we have
ordp a > (hT )
1/2T η(T )
instead of the bound of Theorem 41.
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