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Zusammenfassung
Quantenfeldtheorie vereinigt die Konzepte der Quantentheorie mit denen
der speziellen Relativita¨tstheorie. Ihre mathematisch strenge Beschreibung
ist aufwa¨ndig und nur teilweise verstanden; das gilt insbesondere fu¨r die Kon-
struktion von Operatoren, die Messungen an einem Raum-Zeit-Punkt oder
in einem beschra¨nkten Raum-Zeit-Gebiet beschreiben. Wir erla¨utern dies an-
hand vereinfachter Modelle in 1+1-dimensionaler Raumzeit, und zwar soge-
nannter integrabler Modelle. Wir geben eine Charakterisierung lokaler Opera-
toren durch die Analytizita¨tseigenschaften ihrer Koeffizienten in einer Reihen-
entwicklung an. Dies erlaubt auch die explizite Konstruktion von Beispielen
lokaler Operatoren.
1 Einleitung
Die Quantentheorie und die spezielle Relativita¨tstheorie sind beide seit mehr als 100
Jahren bekannt; dennoch ist es nach wie vor schwierig, ihre Grundlagen miteinan-
der zu vereinbaren. Zwar ist die Beru¨cksichtigung relativistischer Korrekturen in der
Atomphysik oder der Quantenchemie durchaus ga¨ngig; und in der Hochenergiephy-
sik liefert die sto¨rungstheoretische Quantenfeldtheorie Vorhersagen, die gut mit dem
Experiment u¨bereinstimmen. Nach wie vor ist die mathematische Formulierung die-
ser Systeme aber unbefriedigend: Die u¨blichen Methoden der Sto¨rungstheorie liefern
lediglich formale Potenzreihen, deren Konvergenz meist nicht kontrolliert werden
kann.
Ziel der axiomatischen Quantenfeldtheorie ist es, relativistische quantentheore-
tische Systeme ohne diese Divergenzen zu beschreiben. Dies gelingt bisher nicht
vollsta¨ndig, jedoch sind wichtige Teilresultate erzielt worden. Zuna¨chst ist es mo¨glich,
mathematische Axiome aufzustellen, die beschreiben, welche Eigenschaften ein ma-
thematisches Modell fu¨r die Hochenergiephysik haben sollte, z.B. im Sinne der
Wightman-Axiome [1] oder der Haag-Kastler-Axiome [2]. Aus diesen Axiomen –
die fu¨r alle quantenfeldtheoretischen Modelle gu¨ltig sein sollen, die also z.B. das
Teilchenspektrum oder das Wechselwirkungspotential nicht festlegen – lassen sich
dann verschiedene Konsequenzen herleiten, wie etwa eine Teilcheninterpretation im
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Sinne von Streutheorie [3] oder die Existenz thermodynamischer Gleichgewichts-
zusta¨nde [4]. Schwierigkeiten bestehen jedoch nach wie vor dabei, konkrete Modelle
zu konstruieren, die diesen Axiomen genu¨gen. Insbesondere ist nach wie vor kein sol-
ches wechselwirkendes Modell in physikalischen Raum-Zeit-Dimensionen konstruiert
worden. (Nicht ohne Grund ist die Konstruktion von Yang-Mills-Theorie in physi-
kalischer Raumzeit eines der Probleme des ,,Millennium Prize“ und mit 1.000.000
US-Dollar Preisgeld dotiert. [5])
Um dennoch die Konsequenzen der Axiome studieren zu ko¨nnen, verwendet man
oft vereinfachte ,,Spielzeugmodelle“ in niedrigdimensionaler Raum-Zeit, insbesonde-
re in 1+1 Dimensionen. Hier ist die mathematische Beschreibung von Wechselwir-
kung weit weniger komplex. Ein bekanntes Beispiel sind die von Glimm und Jaffe
konstruierten P (φ)2-Modelle [6].
Wir werden hier eine andere Klasse 1+1-dimensionaler Quantenfeldtheorien be-
trachten, die so genannten integrablen Modelle, in denen das Streuverhalten der
Teilchen stark vereinfacht ist; insbesondere werden durch die Wechselwirkung kei-
ne Teilchen erzeugt oder vernichtet. Ein Beispiel dafu¨r ist die sinh-Gordon-Theorie.
Im Folgenden werden wir den Aufbau dieser Modelle beschreiben und insbesondere
die Struktur von lokalen Observablen untersuchen, d.h. physikalisch von Messungen,
die in einem endlichen Zeitintervall und in einem begrenzten Raumgebiet ausgefu¨hrt
werden.
Die axiomatische Quantenfeldtheorie ist ein mathematisch sehr anspruchsvolles
Gebiet und verlangt den Einsatz fortgeschrittener Methoden z.B. der Funktional-
analysis. Viele dieser mathematischen Details werde ich in diesem kurzen U¨berblick
jedoch u¨berspringen oder sie nur kurz fu¨r Leser mit entsprechendem Hintergrund-
wissen erwa¨hnen. Details u¨ber das vorgestellte Thema finden sich in [7, 8, 9].
2 Wechselwirkung in zwei Dimensionen – von der
klassischen Mechanik zur Quantenfeldtheorie
Um die Art der Wechselwirkung in integrablen Modellen zu verstehen, beschreiben
wir zuna¨chst deren Analogon in der klassischen Mechanik. Wir betrachten Punkt-
massen mit gleicher Masse µ, die sich in einer ra¨umlichen Dimension bewegen – etwa
Stahlkugeln auf einer Stange oder an einem Pendel. Als Wechselwirkung zwischen
zwei Massen lassen wir nur Kontaktwechselwirkung zu, d.h., einen elastischen Stoß.
Der Energie- und der Impulserhaltungssatz legen das Ergebnis dieses ,,Streuexperi-
ments“ dann eindeutig fest: Die zwei am Stoß beteiligten Kugeln tauschen einfach
ihre Geschwindigkeiten1 (Abb. 1).
Fu¨r die Wechselwirkung zwischen mehr als zwei Teilchen wird man normalerweise
annehmen, dass sie aus Folgen von Zweiteilchen-Sto¨ßen besteht. Dies ist das Prinzip
des Kugelstoßpendels (Newton’s cradle, Abb. 2).
Wir u¨bertragen dasselbe Prinzip nun in die spezielle Relativita¨tstheorie, zuna¨chst
noch ohne Beru¨cksichtigung der Quantentheorie. Wir betrachten also Punktmassen
1Wenn wir die Unterscheidbarkeit der Massen aufgeben wu¨rden – wie spa¨ter in der Quanten-
theorie – dann sa¨he die Wechselwirkung also genauso aus wie der wechselwirkungsfreie Fall, d.h.,
wenn die Massen sich ohne Beru¨hrung aneinander vorbei bewegen.
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Abbildung 1: Elastischer Stoß zweier
Massenpunkte mit gleicher Masse µ
Abbildung 2: Kugelstoßpendel
(,,Newton’s cradle“)
mit Masse µ > 0 nahe der Lichtgeschwindigkeit. In diesem Fall werden Energie und
ra¨umlicher Impuls eines Teilchens zu einem Zweier-Impuls p = (p0, p1) zusammen-
gefasst, wobei pαp
α = µ2, p0 > 0 gilt.2 Solche Zweier-Impulse lassen sich am besten
durch ihre Rapidita¨t θ parametrisieren, und zwar gilt
p = p(θ) = µ(cosh θ, sinh θ), θ ∈ R. (1)
Die Streutheorie in diesem relativistischen Modell ist sehr a¨hnlich zur nichtrelativi-
stischen Mechanik: Sind zwei Teilchen (A und B) am Stoß beteiligt, so gelten zwei
Erhaltungssa¨tze, na¨mlich die beiden Komponenten des Gesamtimpulses sind erhal-
ten: p(A)+p(B) = const. Das Ergebnis entspricht genau dem nichtrelativistischen Ver-
halten: Die zwei Teilchen ,,tauschen“ ihre Rapidita¨ten. Nach wie vor nehmen wir
an, dass Mehrteilchenstreuung durch Verkettung von Zweiteilchen-Streuprozessen
beschrieben wird.
Wir beschreiben nun kurz den U¨bergang zur relativistischen Quantentheorie.
Analog zu den klassischen Massenpunkten betrachten wir dort Bosonen mit Spin
0 und Masse µ > 0, die sich in einer 1+1-dimensionalen Raum-Zeit bewegen.
Die Streutheorie zwischen zwei Teilchen ist in diesem Fall etwas reichhaltiger als
im klassischen Fall: Zwar gilt nach wie vor die Erhaltung des Zweier-Impulses bei
Streuung, jedoch ist der Austausch eines Phasenfaktors bei Streuung mo¨glich. Aus
Gru¨nden von Lorentz-Kovarianz kann diese Phase nur von der Differenz der Teilchen-
Rapidita¨ten abha¨ngen. Die Zweiteilchen-Streumatrix ist daher ein Phasenfaktor
S(θA − θB). Diese Funktion S soll dabei analytisch im Streifen 0 < Im θ < pi sein
und muss gewisse Symmetrieeigenschaften erfu¨llen, auf die wir hier nicht na¨her ein-
gehen. Analog zur klassischen Mechanik wollen wir ein Modell konstruieren, in der
die Streuung mehrerer Teilchen als Abfolge von Zweiteilchen-Streuung verstanden
werden kann; man spricht dann von einem Modell mit faktorisierender Streuma-
trix. Wichtige Spezialfa¨lle sind die zwei Fa¨lle konstanter Zweiteilchen-Streufunktion,
S = 1 (dies entspricht nicht-wechselwirkenden Teilchen) und S = −1 (das so genann-
te Ising-Modell). Ein Beispiel fu¨r nicht-konstantes S liefert das sinh-Gordon-Modell:
S(θ) =
sinh θ − i sin b
sinh θ + i sin b
, (2)
2Setzt man hier p0 = E, p1 = 0, und schreibt m statt µ fu¨r die Teilchenmasse, so ergibt sich
die bekannte Relation E = mc2 – wir verwenden Einheiten, in denen c = 1 gilt.
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wobei 0 < b < pi eine modifizierte Kopplungskonstante ist.
Die Aufgabe besteht nun darin, zu gegebenem S eine mathematisch konsistente
Quantenfeldtheorie zu konstruieren, die der heuristischen Beschreibung oben ent-
spricht. Man ko¨nnte dies als ,,inverse Streutheorie“ beschreiben, da diese Konstruk-
tion die Funktion S und nicht die Lagrangefunktion o.a¨. als Ausgangspunkt verwen-
det. Wir werden die Lo¨sung im Sinne von [7] nun kurz skizzieren.
3 Mathematische Beschreibung des Modells
Unsere Konstruktion integrabler Modelle ist in weiten Teilen analog zur freien Quan-
tenfeldtheorie, die in gewissem Sinne ,,deformiert“ wird, um die wechselwirkende
Situation zu erhalten. Wir erinnern daher zuna¨chst an die Beschreibung des reellen
skalaren freien Feldes in zwei Dimensionen. Diese basiert auf Erzeugungs- und Ver-
nichtungsoperatoren a†(θ), a(θ), welche kanonische Vertauschungsrelationen erfu¨llen
(CCR-Algebra):
a(θ1)a(θ2) = a(θ2)a(θ1) ,
a†(θ1)a†(θ2) = a†(θ2)a†(θ1) ,
a(θ1)a
†(θ2) = a†(θ2)a(θ1) + δ(θ1 − θ2) · 1.
(3)
Als Operatoren wirken die a†(θ), a(θ) auf dem Fockraum H, der von allen n-
Teilchenvektoren der Art
ψn =
∫
dnθ f(θ1, . . . , θn) a
†(θ1) . . . a†(θn)Ω (4)
aufgespannt wird. Auf H sind die Symmetrien der Raumzeit (Translationen Tx,
Lorentz-Boosts Bλ und die Raumzeit-Spiegelung j) dargestellt durch
U(Tx)a
†(θ1) . . . a†(θn)Ω = ei
∑
j p(θj)·xa†(θ1) . . . a†(θn)Ω, (5)
U(Bλ)a
†(θ1) . . . a†(θn)Ω = a†(θ1 + λ) . . . a†(θn + λ)Ω, (6)
U(j)a†(θ1) . . . a†(θn)Ω = a†(θ1) . . . a†(θn)Ω, (7)
wobei (5) und (6) linear, aber (7) antilinear auf ganz H fortgesetzt werden.
Die wechselwirkende Theorie (fu¨r eine gegebene Streufunktion S) wird nun als
eine Deformation der freien Theorie aufgebaut. Anstatt der CCR-Algebra betrachten
wir ,,wechselwirkende“ Erzeuger und Vernichter z†(θ), z(θ), die den Relationen der
Zamolodchikov-Faddeev-Algebra genu¨gen:
z(θ1)z(θ2) = S(θ1 − θ2) z(θ2)z(θ1) ,
z†(θ1)z†(θ2) = S(θ1 − θ2) z†(θ2)z†(θ1) ,
z(θ1)z
†(θ2) = S(θ2 − θ1) z†(θ2)z(θ1) + δ(θ1 − θ2) · 1.
(8)
Der ,,S-symmetrische“ Fockraum H, auf dem z†(θ) und z(θ) wirken, wird aufge-
spannt durch die n-Teilchen-Vektoren
ψn =
∫
dnθ f(θ1, . . . , θn) z
†(θ1) . . . z†(θn)Ω, (9)
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und die Raum-Zeit-Symmetrien sind dargestellt als
U(Tx)z
†(θ1) . . . z†(θn)Ω = ei
∑
j p(θj)·xz†(θ1) . . . z†(θn)Ω, (10)
U(Bλ)z
†(θ1) . . . z†(θn)Ω = z†(θ1 + λ) . . . z†(θn + λ)Ω, (11)
U(j)z†(θ1) . . . z†(θn)Ω = z†(θn) . . . z†(θ1)Ω, (12)
wobei die letzte Relation wiederum antilinear fortgesetzt wird.
Von entscheidender Bedeutung ist nun die Konstruktion lokaler Observabler des
Modells, welche das relativistische Kausalita¨tsprinzip widerspiegeln. Wir erinnern
dazu an den Begriff von raumartigen Absta¨nden: Ein Raum-Zeit-Punkt x liegt raum-
artig zu einem anderen Punkt y (in anderen Worten, x und y sind raumartig ge-
trennt), wenn x und y so weit ra¨umlich auseinander liegen, dass kein Lichtsignal –
und damit kein anderer kausaler Einfluss – von x nach y und umgekehrt gelangen
kann (Abb. 3). Zwei physikalische Messungen, die lokal in x bzw. y stattfinden –
man mag hier an Messungen der Energiedichte bei x bzw. y denken –, mu¨ssen daher
in gewissem Sinne unabha¨ngig sein. In der Quantentheorie dru¨ckt sich das so aus,
dass die zugeho¨rigen Operatoren kommutieren. Etwas formaler heißt dies: Sind A(x)
und B(y) zwei lokale Observable, abha¨ngig von zwei Raum-Zeit-Punkten x und y,
dann soll gelten, dass
[A(x), B(y)] = 0 falls x raumartig zu y liegt. (13)
Der Begriff ,,Operator“ ist hier etwas ungenau verwendet, denn in der Regel wird die
obige Gleichung nur fu¨r mathematisch sehr singula¨re Objekte (unbeschra¨nkte qua-
dratische Formen) erfu¨llt sein. Man kann dies vermeiden, indem man sich statt auf
Raum-Zeit-Punkte x auf ausgedehnte Raum-Zeit-Gebiete O bezieht. In der Quan-
tenfeldtheorie mo¨chte man dann fu¨r jedes Gebiet O eine Menge von Observablen
A(O) erhalten, so dass
[A,B] = 0 falls A ∈ A(O1), B ∈ A(O2),
und O1 raumartig zu O2 liegt.
(14)
Man stellt an diese Zuordnung von Raum-Zeit-Gebieten zu Mengen von Operatoren,
O 7→ A(O), noch weitere Anforderungen, in der sich u.a. Poincare´-Invarianz und
Positivita¨t der Energie ausdru¨cken [2, Ch. III]; wir gehen darauf hier nicht na¨her ein.
Die Mengen A(O) wa¨hlt man normalerweise als Algebren beschra¨nkter Operatoren
(C∗-Algebren oder von-Neumann-Algebren).
Bevor wir uns nun den lokalen Observablen in unseren wechselwirkenden Model-
len zuwenden, wiederholen wir kurz die Situation fu¨r das freie Quantenfeld in 1+1
Dimensionen. Wir definieren den Operator
φ(x) :=
∫
dθ
(
eip(θ)·xa†(θ) + e−ip(θ)·xa(θ)
)
. (15)
Dieses φ(x) ist tatsa¨chlich eine bei x lokalisierte Observable, denn es gilt:
[φ(x), φ(y)] = 0 falls x raumartig zu y liegt . (16)
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Abbildung 3: Raumartig getrennte
Punkte x und y in zweidimensionaler
Raum-Zeit
x0 
x1
x y
WyW'x
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ϕ(x)
Abbildung 4: Die Lokalisationsgebiete
der Felder φ(x) und φ′(y)
Wir interpretieren φ(x) daher als eine physikalische Messgro¨ße am Punkt x (auch
wenn wir den Bauplan des zugeho¨rigen ,,Messapparats“ hier nicht angeben – uns
interessieren nur die abstrakten Eigenschaften von φ).
In der wechselwirkenden Situation versuchen wir, den Ausdruck (15) zu verall-
gemeinern:
φ(x) :=
∫
dθ
(
eip(θ)·xz†(θ) + e−ip(θ)·xz(θ)
)
. (17)
Man findet jedoch, dass dieser Operator nicht lokal bei x ist:
[φ(x), φ(y)]6=0 selbst wenn x raumartig zu y liegt. (18)
Welche Bedeutung ko¨nnen wir φ(x) also geben? Wir definieren ein zweites Quan-
tenfeld,
φ′(x) := U(j)φ(−x)U(j). (19)
Es stellt sich dann heraus, dass
[φ(x), φ′(y)] = 0 falls x raumartig links von y liegt. (20)
(Die Aufteilung des raumartigen Gebiets in ,,links“ und ,,rechts“ ist eine spezielle
Eigenschaft der 1+1-dimensionalen Raumzeit.) Wir interpretieren dies als eine Lo-
kalisierung von φ(x) in einem nach links geo¨ffneten Keilgebiet W ′x und von φ′(y) in
dem nach rechts geo¨ffneten Keilgebiet Wy (Abb. 4).
Das Feld φ(x) ist also in einem unendlich ausgedehnten Keilgebiet lokalisiert. Fu¨r
die Interpretation im Sinne der Quantenfeldtheorie, z.B. im Rahmen von Streutheo-
rie, beno¨tigt man jedoch Observablen in beschra¨nkten Gebieten (wenn auch nicht
notwendigerweise an Raum-Zeit-Punkten).
Gibt es solche Observablen in beschra¨nkten Gebieten O in unseren Modellen?
Nach (18) geho¨ren die Felder φ(x), φ′(x) nicht dazu (außer fu¨r den Fall des freien
Feldes, S = 1). Auch Polynome in diesem Feldern erfu¨llen die beno¨tigten Vertau-
schungsrelationen (14) nicht (mit Ausnahme bestimmter Polynome im Fall S =
6
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Abbildung 5: Der Doppelkegel Or als Durchschnitt zweier Keilgebiete
−1, siehe Abschnitt 5.1 unten). Erst wenn man zu Grenzwerten solcher Polyno-
me u¨bergeht, also gewissermaßen Potenzreihen im Feld φ bildet, kann man in O
lokalisierte Observablen erhalten.
Die mathematische Behandlung dieser Grenzwerte ist im Detail sehr aufwa¨ndig
und erfolgt eher indirekt; wir wollen sie nur sehr grob skizzieren. Aus technischen
Gru¨nden geht man zuna¨chst von den (unbeschra¨nkten) Feldern φ, φ′ zu beschra¨nkten
Operatoren in den Keilgebieten u¨ber, indem man (unita¨re) Exponentialfunktio-
nen der (selbstadjungierten) verschmierten Felder φ(f) =
∫
φ(x)f(x)dx betrachtet.
Man definiert die Mengen von Observablen A(Wy), A(W ′x) dann als von-Neumann-
Algebren,3
A(W ′x) = {exp iφ(f) | supp f ⊂ W ′x}′′, (21)
A(Wy) = {exp iφ′(f) | supp f ⊂ Wy}′′. (22)
Beschra¨nkte Gebiete stellt man dann durch Durchschnitte von Keilen dar; insbe-
sondere betrachtet man den Standard-Doppelkegel mir Radius r um den Ursprung,
Or =W(0,−r) ∩W ′(0,r) (Abb. 5). Die zugeho¨rige Algebra von Observablen wird dann
einfach definiert als
A(Or) := A(W(0,−r)) ∩ A(W ′(0,r)). (23)
Dies ergibt eine konsistente relativistische Quantentheorie, die allen Standard-Axiomen
der Quantenfeldtheorie genu¨gt (auch denen, die wir hier nicht angefu¨hrt haben).
Tatsa¨chlich lassen sich diese Axiome vergleichsweise einfach nachrechnen [7].
Die wirklich schwierige Frage in diesem Zusammenhang ist, ob die Algebren
A(Or) nichttrivial sind, d.h., ob sie irgendeinen Operator außer Vielfachen des Eins-
operators enthalten. Tatsa¨chlich gelang es Lechner [7] zu zeigen, dass fu¨r eine große
Klasse von Streufunktionen S die lokalen Algebren A(Or) sogar sehr groß sind.
(Technisch gesprochen ist der Vektor Ω zyklisch fu¨r die Algebren A(Or), d.h., je-
der beliebige Vektor im Hilbertraum kann approximiert werden, indem man lokale
Operatoren zu einem fixen Gebiet auf das Vakuum anwendet.)
3Die Notation A′ steht hierbei fu¨r die Kommutante einer Menge A von Operatoren: A′ = {B :
[A,B] = 0 fu¨r alle A ∈ A}.
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Lechners Konstruktion verwendet sehr abstrakte mathematische Techniken (u.a.
die modulare Theorie von Tomita-Takesaki fu¨r von-Neumann-Algebren), und die
,,Konstruktion“ lokaler Observabler beno¨tigt letztlich das Auswahlaxiom. Man erha¨lt
also keine Aussage u¨ber die konkrete Form der Observablen in A(Or), sondern nur
u¨ber deren abstrakte Existenz. Dies ist dennoch ausreichend, um die Streuzusta¨nde
und die Streumatrix des Modells vollsta¨ndig zu bestimmen; es stellt sich heraus,
dass unsere Modelle tatsa¨chlich eine faktorisierende Streumatrix mit Zweiteilchen-
Streufunktion S besitzen.
Trotzdem bleibt die Frage, wie man die Operatoren in A(Or) expliziter beschrei-
ben kann, um damit einen direkteren Zugang zu den lokalen Observablen und ihren
Eigenschaften zu erhalten. Wir werden versuchen, darauf eine Antwort zu geben.
4 Operatorentwicklung und Lokalita¨t
Um lokale Operatoren A genauer untersuchen und charakterisieren zu ko¨nnen, wer-
den wir eine bestimmte Reihenentwicklung verwenden. Wir formulieren diese zu-
na¨chst wieder fu¨r das freie Feld. Es ist bekannt (siehe z.B. [10, Sec. 6] oder [11,
Sec. 4.2]), dass sich jeder Operator im Hilbertraum des freien Feldes (unabha¨ngig
von Lokalita¨tseigenschaften) folgendermaßen in eine Reihe von normalgeordneten
Erzeugern und Vernichtern entwickeln la¨sst:
A =
∞∑
m,n=0
∫
dmθdnη
m!n!
fmn(θ,η)a
†(θ1) . . . a†(θm)a(η1) . . . a(ηn). (24)
Die Koeffizientenfunktionen fmn lassen sich dabei explizit aus A berechnen:
fmn(θ,η) =
(
Ω, [a(θ1), . . . , [a(θm), [a
†(η1), . . . , [a†(ηn), A ] . . .]Ω
)
. (25)
Welche Eigenschaften haben diese Koeffizienten fmn nun, wenn A im Standard-
Doppelkegel Or lokalisiert ist? Im Wesentlichen sieht man dies wie folgt. Man
schreibt die Erzeuger und Vernichter in (25) als Linearkombinationen der Zeit-0-
Felder ϕ, pi bzw. deren Fourier-Transformierter. Wegen der Lokalita¨t von A ver-
schwinden die Kommutatoren von A mit ϕ(x1), pi(x1), wenn |x1| genu¨gend groß ist,
na¨mlich so groß, dass (0, x1) raumartig zuOr liegt. Daher sind die Funktionen fmn im
Wesentlichen die Fourier-Transformierten von Funktionen mit kompaktem Tra¨ger,
und als solche sind sie ganz analytisch. Aufgrund der Struktur von (25) haben diese
analytischen Funktionen weitere Symmetrieeigenschaften.
Im Einzelnen ergibt sich folgendes. Ist der Operator A in Or lokalisiert, dann
gibt es analytische Funktionen Fk : Ck → C, so dass
fmn(θ,η) = Fm+n(θ1, . . . , θm, η1 + ipi, . . . , ηn + ipi). (26)
Diese Fk haben folgende Eigenschaften:
(i) Sie sind symmetrisch in ihren Argumenten (als Konsequenz der Vertauschungs-
relationen (3)),
(ii) Sie sind 2ipi-periodisch in jedem Argument (da p(θ) diese Periodizita¨t besitzt),
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(iii) Sie erfu¨llen gewisse r-abha¨ngige Schranken in der mehrdimensionalen komple-
xen Ebene (a¨hnlich wie im Satz von Paley-Wiener).
Diese Bedingungen sind in einem bestimmten Kontext4 auch hinreichend fu¨r die
Lokalita¨t von A in Or, d.h., man erha¨lt eine vollsta¨ndige Charakterisierung der
lokalen Observablen durch ihre Koeffizientenfunktionen fmn.
Wir versuchen nun, diese Methode fu¨r allgemeine Streufunktionen S auszudeh-
nen. Die offensichtlich Idee ist, in (24) die Erzeuger und Vernichter a†(θ), a(θ) durch
,,wechselwirkende“ Objekte z†(θ), z(θ) zu ersetzen. Tatsa¨chlich kann man zeigen [9],
dass sich jeder Operator A im jeweiligen Hilbertraum schreiben la¨sst als
A =
∞∑
m,n=0
∫
dmθdnη
m!n!
fmn(θ,η)z
†(θ1) . . . z†(θm)z(η1) . . . z(ηn). (27)
Wiederum lassen sich die Koeffizientenfunktionen fmn explizit als Funktion von A
schreiben, jedoch ist dieser Ausdruck wesentlich komplizierter als (25).
Was geschieht, wenn A im Doppelkegel Or lokalisiert ist? Dies ist weit schwie-
riger zu beantworten als fu¨r das freie Feld. Es ist sinnvoll, zuna¨chst Operatoren zu
betrachten, die im Keil W ′0 lokalisiert sind. Fu¨r diese erha¨lt man wiederum eine
analytische Fortsetzung der Funktionen fmn, jedoch (wegen der weniger strengen
Lokalisierung) nicht auf die gesamte mehrdimensionale komplexe Ebene. Der Dop-
pelkegel Or ist nun der Durchschnitt zweier Keilgebiete, und entsprechend erha¨lt
man fu¨r A ∈ A(Or) zwei Sa¨tze von analytischen Funktionen Fk. Diese lassen sich
dann zu je einer Funktion Fk zusammenfu¨gen; man erha¨lt so Funktionen auf ganz
Ck, die jedoch in der Regel nicht mehr ganz analytisch sind, sondern nur meromorph
(d.h., sie ko¨nnen Pole endlicher Ordnung besitzen). Ein wesentlicher Punkt in der
Konstruktion [8], die wir hier nicht explizit angeben, ist, dass der eine beteiligte
Keil gegenu¨ber dem anderen am Koordinatenursprung gespiegelt ist – es ist daher
wichtig, zu wissen, wie Raum-Zeit-Spiegelungen auf die Koeffizienten fmn wirken [9,
Prop. 3.11].
Insgesamt ergibt die Konstruktion folgendes: Ist der Operator A lokal in Or,
dann gibt es meromorphe Funktionen Fk : Ck → C so dass
fmn(θ,η) = Fm+n(θ1 + i0, . . . , θm + i0, η1 + ipi − i0, . . . , ηn + ipi − i0). (28)
Die Fk haben die folgenden Eigenschaften (vgl. [12]):
(i) Sie sind S-symmetrisch:
Fk(. . . ζj, ζj+1, . . .) = S(ζj+1 − ζj)Fk(. . . ζj+1, ζj, . . .). (29)
(ii) Sie sind S-periodisch:
Fk(. . . , ζj + 2ipi, . . .) =
( k∏
i=1
i 6=j
S(ζi − ζj)
)
Fk(. . . , ζj, . . .). (30)
4Z.B. als Spezialfall von [8, Theorem 5.4] fu¨r triviale Streumatrix S = 1
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(iii) Sie haben Pole bei ζn − ζm = ipi (m < n) mit Residuen
Resζn−ζm=ipi Fk(ζ ) == −
1
2pii
( n∏
j=m
S(ζj − ζm)
)(
1−
k∏
p=1
S(ζm − ζp)
)
Fk−2(ζˆ ).
(31)
(Hierbei entsteht ζˆ ∈ Ck−2 aus ζ ∈ Ck, indem man die Komponenten ζm und
ζn weg la¨sst.)
(iv) Sie erfu¨llen gewisse r-abha¨ngige Schranken (a¨hnlich denen im Satz von Paley-
Wiener, aber leicht modifiziert).
Wiederum sind diese Bedingungen in einem gewissen Kontext auch hinreichend [8,
13], man erha¨lt also eine vollsta¨ndige Charakterisierung der lokalen Observablen.
5 Beispiele lokaler Operatoren
Nachdem wir nun die lokalen Observablen charakterisiert haben, wollen wir diese
Information verwenden, um konkrete lokale Observable zu konstruieren. Das heißt,
wir wollen Beispiele von meromorphen Funktionen Fk angeben, die die oben genann-
ten Bedingungen erfu¨llen; der durch (27) gegebene Operator A ist dann automatisch
lokal.
Hierbei mu¨ssen wir zwei Schwierigkeiten unterschiedlicher Natur u¨berwinden:
(a) ein kombinatorisches Problem: Wie findet man eine Folge von Funktionen Fk
mit der gewu¨nschten Symmetrie, Periodizita¨t und Residuenstruktur?
(b) ein Konvergenzproblem: Definiert die Reihe (27) tatsa¨chlich einen Operator im
mathematischen Sinn, oder nur eine quadratische Form?
Wichtig hierbei ist, dass die Summe u¨ber m,n in (27) in der Regel unendlich ist,
denn die Folge der Fk kann wegen der Residuenbedingung (31) nicht abbrechen,
außer fu¨r sehr spezielle Wahl von S (siehe Abschnitt 5.1 unten).
Der Aspekt (a) scheint fu¨r allgemeines S zwar im Prinzip lo¨sbar (siehe [14] fu¨r
den Fall des sinh-Gordon-Modells), ist aber im Detail recht aufwa¨ndig. Aspekt (b) ist
im allgemeinen Fall bisher nicht verstanden. Wir beschra¨nken uns deshalb hier auf
einen einfachen, aber nicht uninteressanten Spezialfall: wir wa¨hlen die Streufunktion
S = −1 konstant.
Dies ist die quantenfeldtheoretische Version des sogenannten massiven Ising-
Modells, das sonst aus der statistischen Physik bekannt ist. (Genauer ha¨ngt es
mit dem Kontinuumlimes des Ising-Modells oberhalb der kritischen Temperatur zu-
sammen.) Der Spezialfall S = −1 vereinfacht die Fragestellung deutlich, denn die
Residuen (31) werden nun zu
Resζn−ζm=ipi Fk(ζ ) =
1
2pii
(−1)m+n(1− (−1)k)Fk−2(ζˆ ). (32)
Da diese Gleichung eine Beziehung zwischen Fk und Fk−2 herstellt, bietet es sich an,
die Fa¨lle von geradem und ungeradem k getrennt voneinander zu betrachten.
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5.1 Ising-Modell, gerade Operatoren
Wir betrachten zuna¨chst gerade Werte von k. In diesem Fall verschwinden die Re-
siduen der Fk, da die rechte Seite von (32) zu Null wird. Es ist dann sehr einfach,
Beispiele von lokalen Operatoren zu finden (siehe auch [15]). Wir setzen etwa
F2(ζ1, ζ2) = sinh
(ζ1 − ζ2
2
)
g˜(µE(ζ )), (33)
wobei
E(ζ ) :=
k∑
j=1
cosh ζj (34)
und wobei g eine glatte Funktion mit Tra¨ger im Intervall [−r, r] ist. Alle anderen
Fk (k 6= 2) setzen wir zu Null. Es ist relativ einfach nachzurechnen, dass die Loka-
lisierungsbedingungen an Fk erfu¨llt sind. Man erha¨lt durch die Reihe (27) – die in
diesem Fall tatsa¨chlich eine endliche Summe ist – dann eine ,,gute“ lokale Observa-
ble (genauer, einen abschließbaren Operator A, der mit der von-Neumann-Algebra
A(Or) affiliiert ist.)
Durch Modifikation von (33), etwa durch Multiplikation mit symmetrischen Po-
lynomen in exp ζj, lassen sich leicht weitere Beispiele angeben. Interessanterweise
liegt auch die Energiedichte des Ising-Modells in dieser Klasse von Observablen [16].
5.2 Ising-Modell, ungerade Operatoren
Fu¨r ungerades k ist das kombinatorische Problem etwas schwieriger. In der Residu-
enbedingung (32) ist der Vorfaktor auf der rechten Seite nun nicht Null, allerdings
konstant. Die Funktionen Fk sind zumindest heuristisch bekannt [17]. Wir setzen
F2k+1(ζ ) =
1
(4pii)kk!
g˜(µE(ζ ))
∑
σ∈S2k+1
signσ
k∏
j=1
tanh
ζσ(2j−1) − ζσ(2j)
2
, (35)
wobei wiederum g eine glatte Funktion mit Tra¨ger im Intervall [−r, r] ist, und S2k+1
die Gruppe der Permutationen von 2k + 1 Elementen. Alle Funktionen F2k setzen
wir zu Null.
Aufgrund der Residuenstruktur der tanh-Funktion erfu¨llen diese Funktionen alle
oben genannten Bedingungen (einschließlich der Paley-Wiener-a¨hnlichen Schranken,
auf die wir hier nicht na¨her eingegangen sind).
Es ist nun ein schwieriges Problem, die Konvergenz der Reihe in (27) als Ope-
rator auf einem geeignet großen Definitionsbereich zu kontrollieren. Dies gelingt
tatsa¨chlich, falls die Funktion g in einer geeigneten Jaffe-Klasse liegt [8, Sec. 9].
Wie zuvor erha¨lt man einen abgeschlossenen, mit der von-Neumann-Algebra A(Or)
affiliierten Operator.
6 Fazit
Quantenfeldtheorien mit faktorisierender Streumatrix in 1+1 Dimensionen lassen
sich mathematisch rigoros konstruieren. Dies geschieht direkt im relativistischen
11
Kontext, ohne Verwendung einer klassischen Lagrange-Funktion, eines Gitterlimes
oder einer Wick-Rotation.
Die Lokalita¨t von Observablen kann durch die Analytizita¨tseigenschaften ihrer
Entwicklungskoeffizienten in einer Reihenentwicklung charakterisiert werden. Zu-
mindest in einfachen Fa¨llen (Ising-Modell, S = −1) kann man dies zur expliziten
Konstruktion lokaler Observabler als abschließbare Operatoren verwenden. Dies ist
ein wesentlicher Fortschritt gegenu¨ber fru¨heren Ansa¨tzen, insbesondere dem des
Formfaktor-Programms [18]. Dieses basiert auf einer – von (27) etwas verschiedenen
– Reihenentwicklung lokaler Punktfelder, und man versucht, deren Konvergenz in
Wightman-n-Punkt-Funktionen zu kontrollieren, was aber nicht vollsta¨ndig gelingt.
Hierbei soll angemerkt werden, dass die Resultate in Abschnitt 5 keine n-Punkt-
Funktionen liefern, da die konstruierten Operatoren A eventuell keinen invarianten
dichten Definitionsbereich besitzen und ihre Produkte daher mo¨glicherweise nicht
existieren. Dies ist auch konzeptionell nicht notwendig; die Affiliiertheit des Opera-
tors zu den lokalen Algebren A(Or) reicht fu¨r eine Interpretation aus.
Es wa¨re nun interessant, Beispiele fu¨r allgemeineres S zu konstruieren. Zumindest
in bestimmten Modellen, wie etwa sinh-Gordon [14], sind die Lo¨sungen im Prinzip
bekannt, allerdings ist die Konvergenz der Reihe (27) ein offenes Problem. Eine
Verallgemeinerung der Methoden aus [8] ko¨nnte dieses Konvergenzproblem jedoch
lo¨sen.
Wir haben uns hier auf Modelle in 1+1 Raum-Zeit-Dimensionen beschra¨nkt.
Natu¨rlich stellt sich die Frage, ob die gleichen Techniken auch wechselwirkende Mo-
delle in 3+1-dimensionaler Raum-Zeit liefern ko¨nnen. Dies ist so direkt wohl nicht
der Fall: Die stark vereinfachte Situation der faktorisierenden Streumatrix, die kei-
ne Teilchenerzeugungsprozese zula¨sst, ist zu simpel, um Streuung in physikalischer
Raumzeit zu beschreiben. Man kann mit einer analogen Konstruktion Operatoren
erhalten, die im Durchschnitt zweier ho¨herdimensionaler Keilgebiete lokalisiert sind
[15] – allerdings ist dieser Durchschnitt in 3+1 Dimensionen nicht beschra¨nkt, son-
dern unendlich ausgedehnt. Die Existenz lokaler Operatoren in beschra¨nkten Ge-
bieten ist in diesem Kontext nicht zu erwarten. Allerdings ko¨nnte eine Variante der
oben beschriebenen Charakterisierung lokaler Operatoren verwendet werden, um
die Abwesenheit lokaler Operatoren im Sinne eines ,,No-go-Theorems“ streng zu
beweisen.
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