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Abstract
In this paper we show that a connected {claw, net}-free graph G(V,E) with
α(G) ≥ 4 is the union of a strongly bisimplicial clique Q and at most two clique-
strips. A clique is strongly bisimplicial if its neighborhood is partitioned into
two cliques which are mutually non-adjacent and a clique-strip is a sequence
of cliques {H0, . . . , Hp} with the property that Hi is adjacent only to Hi−1
and Hi+1. By exploiting such a structure we show how to solve the Maximum
Weight Stable Set Problem in such a graph in time O(|V |√|E|), improving the
previous complexity bound of O(|V ||E|).
Keywords: claw-free graphs, net-free graphs, stable set, matching
1. Introduction
The Maximum Weight Stable Set Problem (MWSSP) in a graph G(V,E) with
node-weight function w : V → ℜ asks for a subset S∗ of pairwise non-adjacent
nodes in V having maximum weight
∑
v∈S∗ w(v) = αw(G). For each subset W
of V we denote by αw(W ) the maximum weight of a stable set in W . If w is
the vector of all 1’s we omit the reference to w and write α(G) and α(W ).
For each graph G(V,E) we denote by V (F ) the set of end-nodes of the edges
in F ⊆ E, by E(W ) the set of edges with end-nodes in W ⊆ V and by N(W )
(neighborhood of W ) the set of nodes in V \W adjacent to some node in W .
If W = {w} we simply write N(w). We denote by N [W ] and N [w] (closed
neighborhood) the sets N(W ) ∪ W and N(w) ∪ {w} and by δ(W ) the set of
edges having exactly one end-node in W ; if δ(W ) = ∅ and W is minimal with
this property we say that W is (or induces) a connected component of G. We
denote by G− F the subgraph of G obtained by removing from G the edges in
F ⊆ E. A clique is a complete subgraph of G induced by some set of nodes
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K ⊆ V . With a little abuse of notation we also regard the set K as a clique and,
for any edge uv ∈ E, both uv and {u, v} are said to be a clique. A node w such
that N(w) is a clique is said to be simplicial. By extension, a clique K such
that N(K) is a clique is also said to be simplicial. A claw is a graph with four
nodes w, x, y, z with w adjacent to x, y, z and x, y, z mutually non-adjacent. To
highlight its structure, it is denoted as (w : x, y, z). A Pk is a (chordless) path
induced by k nodes and will be denoted as (u1, . . . , uk). A subset T ∈ V is null
(universal) to a subsetW ⊆ V \T if and only if N(T )∩W = ∅ (N(T )∩W =W ).
Two nodes u, v ∈ V are said to be twins if N(u) \ {v} = N(v) \ {u}. We can
always remove a twin from V without affecting the value of the optimal solution
of MWSSP. In fact, if uv ∈ E we can remove the twin with minimum weight,
while if uv /∈ E we can remove u and replace w(v) by w(u) + w(v). The
complexity of finding all the twins is O(|V |+ |E|) ([1], [2]) and hence we assume
throughout the paper that our graphs have no twins. A net (x, y, z : x′, y′, z′)
is a graph induced by a triangle T = {x, y, z} and three mutually non-adjacent
nodes {x′, y′, z′} with N(x′) ∩ T = {x}, N(y′) ∩ T = {y} and N(z′) ∩ T = {z}.
A square is a 4-hole (v1, v2, v3, v4) with v1v3, v2v4 /∈ E called diagonals.
The family of {claw, net}-free graphs has been widely studied in the litera-
ture ([3], [4], [5]) since such graphs constitute an important subclass of claw-
free graphs. In particular, in [3] Pulleyblank and Shepherd described both a
O(|V |4) algorithm for the maximum weight stable set problem in distance claw-
free graphs (a class containing {claw, net}-free graphs) and the structure of a
polyhedron whose projection gives the stable set polyhedron STAB(G). In [6]
Faenza, Oriolo and Stauffer reduced the complexity of MWSSP in {claw, net}-
free graphs to O(|V ||E|), which constitutes a bottleneck for the complexity of
their algorithm for the MWSSP in claw-free graphs. In this paper we give a new
structural characterization of {claw, net}-free graphs with stability number not
smaller than four which allows us to define a O(|V |√|E|) time algorithm for
the MWSSP in such graphs. This result, together with the O(|E| log |V |) time
algorithm for the MWSSP in claw-free graphs with stability number at most
three described in [7], provides a O(√|E|(|V | + √|E| log |V |) time algorithm
for the MWSSP in {claw, net}-free graphs which improves the result of [6].
We say that a node v ∈ V is regular if its neighborhood can be partitioned
into two cliques. A maximal clique Q is reducible if α(N(Q)) ≤ 2. If Q is a
maximal clique, two non-adjacent nodes u, v ∈ N(Q) are said to be Q-distant if
N(u)∩N(v)∩Q = ∅ and Q-close otherwise (N(u)∩N(v)∩Q 6= ∅). A maximal
clique Q is normal if it has three independent neighbors that are mutually Q-
distant. In [8] Lova´sz and Plummer proved the following useful properties of a
maximal clique in a claw-free graph.
Proposition 1.1. Let G(V,E) be a claw-free graph. If Q is a maximal clique
in G then:
(i) if u and v are Q-close nodes then Q ⊆ N(u) ∪N(v);
(ii) if u, v, w are mutually non-adjacent nodes in N(Q) and two of them are
Q-distant then any two of them are Q-distant and hence Q is normal.
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Theorem 1.1. Let G(V,E) be a claw-free graph and u a regular node in V
whose closed neighborhood is covered by two maximal cliques Q and Q. If Q
(Q) is not reducible then it is normal.
Proof. Suppose, by contradiction, that Q is not normal and α(N(Q)) ≥ 3. Let
v1, v2, v3 be three mutually non-adjacent nodes in N(Q). If u is not adjacent
to v1, v2, v3, then by (i) of Proposition 1.1 we have that v1, v2, v3 are mutually
Q-distant and hence Q is normal, a contradiction. Consequently, without loss
of generality, we can assume that u is adjacent to v1 and so v1 belongs to Q.
The nodes v2 and v3 do not belong to Q∪Q and hence are not adjacent to u. It
follows, again by (i) of Proposition 1.1, that v2 and v3 are distant with respect
to Q. But then, by (ii) of Proposition 1.1, Q is a normal clique, a contradiction.

2. Wings and similarity classes
Let G be a claw-free graph and let S be a stable set of G(V,E). Any node s ∈ S
is said to be stable; any node v ∈ V \ S satisfies |N(v) ∩ S| ≤ 2 and is called
superfree if |N(v) ∩ S| = 0, free if |N(v) ∩ S| = 1 and bound if |N(v) ∩ S| = 2.
For each free node u we denote by S(u) the unique node in S adjacent to u.
Observe that, by claw-freeness, a bound node b cannot be adjacent to a node
u ∈ V \ S unless b and u have a common neighbor in S.
We denote by F (T ) the set of free nodes with respect to S which are adjacent to
some node in T ⊆ S; to simplify our notation we will always write F (s) instead
of F ({s}).
A bound-wing defined by {s, t} ⊆ S is the setWB(s, t) = {u ∈ V \S : N(u)∩S =
{s, t}} if non-empty. A free-wing defined by the ordered pair (s, t) (s, t ∈ S)
is the set WF (s, t) = {u ∈ F (s) : N(u) ∩ F (t) 6= ∅} if non-empty. Observe
that, by claw-freeness, any bound node is contained in a single bound-wing.
On the contrary, a free node can belong to several free-wings. Moreover, while
WB(s, t) ≡ WB(t, s), we have WF (s, t) 6= WF (t, s). By slightly generalizing
the definition due to Minty [9], we call wing defined by (s, t) (s, t ∈ S) the set
W (s, t) =WB(s, t)∪WF (s, t)∪WF (t, s) if non-empty. Observe that W (s, t) =
W (t, s). The nodes s and t are said to be the extrema of the wing W (s, t).
We say that two nodes u and v in V \S are similar (u ∼ v) ifN(u)∩S = N(v)∩S
and dissimilar(u 6∼ v) otherwise. Clearly, similarity induces an equivalence
relation on V \ S and a partition in similarity classes. Similarity classes can be
bound, free or superfree in that they are entirely composed by nodes that are
bound, free or superfree with respect to S. Bound similarity classes are precisely
the bound-wings defined by pairs of nodes of S, while each free similarity class
contains the (free) nodes adjacent to the same node of S. Let VF be the set
of nodes that are free with respect to S and let GF (VF , EF ) be the graph with
edge-set EF = {uv ∈ E : u, v ∈ VF , u 6∼ v} (free dissimilarity graph).
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Definition 2.1. Let G(V,E) be a claw-free graph, S a maximal stable set in
G and GF the free dissimilarity graph of G with respect to S. A connected
component of GF inducing a maximal clique in G is said to be a free component
of G with respect to S. 
Theorem 2.1. Let G(V,E) be a claw-free graph and S a maximal stable set of
G. Then a connected component of GF intersecting three or more free similarity
classes induces a maximal clique in G and hence is a free component.
Proof. We first claim that the nodes of any chordless path P in GF , the free
dissimilarity graph of G with respect to S, connecting two dissimilar nodes u, v
belong only to the similarity classes of u and v. In fact, two consecutive nodes of
P necessarily belong to different classes. If a node in a third class existed in P
we would necessarily have three consecutive nodes x, y, z of P in three different
classes. But then (y : S(y), x, z) would be a claw in G, a contradiction. Suppose
now that a connected component X of GF , intersecting three or more similarity
classes, is not a clique in G and let u, z ∈ X be two nonadjacent nodes in G.
Suppose first that S(u) and S(z) are two distinct nodes of S and, consequently,
that u 6∼ z. Let v ∈ X be a node with S(v) /∈ {S(u), S(z)}, it exists since we
assumed that X intersects more than two similarity classes. Let Puv and Pvz
be chordless paths connecting u to v and, respectively, v to z in GF . By the
above claim, Puv contains only nodes in the similarity classes of u and v, while
Pvz contains only nodes in the similarity classes of v and z. Let Wuz be the
walk connecting u to z obtained by chaining Puv and Pvz and let Puz be any
chordless path connecting u to z whose nodes belong to Wuz . Since uz /∈ E,
Puz contains at least one node in the similarity class of v and hence contains
nodes in three different similarity classes, contradicting the hypothesis that Puz
is chordless. It follows that u and z belong to the same similarity class. More
generally, any two dissimilar nodes in X are adjacent. Let v ∈ X be a node
with S(v) 6= S(u) ≡ S(z). It follows that uv, vz ∈ E and hence (v : S(v), u, z)
is a claw, a contradiction. It follows that X is a clique in G. To prove that it is
also maximal, assume by contradiction that there exists some node u ∈ N(X)
universal to X . The node u is not free for, otherwise, it would belong to X and
is not stable since X intersects more than one similarity class. It follows that u
is bound and adjacent to two nodes s, t ∈ S. Moreover, there exists some node
z ∈ N(X) ∩ S with z 6= s, t. But then, for each node x ∈ X ∩N(z), (u : s, t, x)
is a claw in G, a contradiction. 
The previous theorem applies to claw-free graphs in general. However, in the
special case of {claw, net}-free graphs, we have the following.
Proposition 2.1. Let G(V,E) be a {claw, net}-free graph and S a maximal
stable set. Then any node in V \ S is contained in a single wing.
Proof. Let u be a node in V \ S. Since S is maximal, u is either bound or
free. In the first case N(u)∩ S = {s, t} and u belongs to W (s, t). In the second
case suppose, by contradiction, that u belongs to the wings W (S(u), t1) and
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W (S(u), t2) with t1 6= t2. Let u1 ∈ F (t1) and u2 ∈ F (t2) be nodes adjacent to
u. If u1 is not adjacent to u2 then (u : S(u), u1, u2) is a claw in G, while if u1 is
adjacent to u2 then (u, u1, u2 : S(u), t1, t2) is a net in G. In both cases we have
a contradiction. 
3. Canonical Stable Sets
Here we introduce a special class of maximal stable sets in G which will be
instrumental in this paper. In what follows a free node x with N [x] ) N [S(x)]
will be called a dominating free node, while the node S(x) will be said to be
dominated by x.
Definition 3.1. Let G(V,E) be a connected claw-free graph. A maximal stable
set S of G is said to be canonical if and only if G does not contain:
(i) a P3 (x, s, y), where x and y are free and s is stable with respect to S
(augmenting P3 with respect to S);
(ii) a dominating free node. 
A stable set satisfying conditions (i) and (ii) of Definition 3.1 can be easily
obtained from a maximal stable set S0 of a connected claw-free graph G by
repeatedly applying the following two operations:
(a) augmentation along an augmenting P3 (x, s, y) with respect to S (S :=
S ∪ {x, y} \ {s});
(b) alternation along a P2 (x, S(x)) (an edge), where x is a dominating free
node of S(x) with |N [x]| ≥ |N [x′]| for each free node x′ dominating S(x)
(S := S ∪ {x} \ {S(x)}).
Theorem 3.1. Let G(V,E) be a claw-free graph and S0 a maximal stable set of
G. Then a canonical stable set can be obtained from S0 by repeatedly applying
operations (a) and (b) in time O(|E|).
Proof. Let S be any maximal stable set of G. We first prove the following
claims.
Claim (i). Let T be a stable set obtained from S by applying operation (a) along
a P3 (x¯, s, y¯); then the set of free nodes with respect to T is a proper subset of
the set of free nodes with respect to S and every P3 augmenting with respect to
T is also augmenting with respect to S, in particular it does not contain x¯ or y¯.
Proof. Suppose first that there exists some node x which is free with respect
to T but is not free with respect to S. Since s is bound with respect to T and
S is maximal, we have that x 6= s is bound with respect to S. The node x
is adjacent to s (otherwise it would be bound also with respect to T ) and to
some other stable node s¯ ∈ S. Moreover, since x is free with respect to T and
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is adjacent to s¯ ∈ T , it is non-adjacent to x¯ and to y¯. But then (s : x¯, y¯, x) is
a claw in G, a contradiction. Suppose now that there exists an augmenting P3
(x, t, y) with respect to T that is not augmenting with respect to S. Since x
and y are free nodes also with respect to S, we have that t is in T \ S, x and y
are non-adjacent to any node in S∩T and hence are both adjacent to s. Hence,
without loss of generality, we can assume t ≡ x¯ and so y¯ is non-adjacent to both
x and y. But then (s : x, y, y¯) is a claw in G, a contradiction.
End of Claim (i).
Claim (ii). Let x be a dominating free node having maximum degree among the
free nodes dominating S(x). If T is a stable set obtained from S by applying
operation (b) along (x, S(x)) and there is no augmenting P3 with respect to S,
then there is no augmenting P3 with respect to T . Moreover, every dominating
free node with respect to T is also dominating with respect to S and does not
dominate x.
Proof. Observe that the alternation along the path (x, S(x)) does not create
new free nodes, since every node adjacent to S(x) is also adjacent to x. Assume
that an augmenting P3 (y, t, z) exists with respect to T , while no augmenting
P3 exists with respect to S. We have that y and z are also free with respect to
S. If t is in S, then (y, t, z) is also augmenting with respect to S. Otherwise,
t ≡ x and y, z are necessarily in N(S(x)), so we have the augmenting path
(y, S(x), z) with respect to S. In both cases we contradict the assumption that
no augmenting P3 exists with respect to S. Now let t be a dominating free node
with respect to T . Since t is also a free node with respect to S, if T (t) 6= x
then t is dominating free also with respect to S. Assume, conversely, that
T (t) = x. Since t dominates x with respect to T , it satisfies N(t) ⊃ N(x) \ {t}.
In particular, t is adjacent to S(x) and all of its neighbors and so it dominates
S(x) with respect to S. But this violates the assumption that x has maximum
degree among the free nodes dominating S(x). The claim follows.
End of Claim (ii).
Let S0 = {s1, s2, . . . , sq} be a maximal stable set of G(V,E) and let F0 be the
set of free nodes with respect to S0. We now prove that a stable set Z0 such
that no augmenting P3 exists in G with respect to it can be obtained from S0
by repeatedly applying operation (a) to a current stable set S (initialized as
S := S0) in overall time O(|E|). Let F be the set of free nodes with respect to
S. At any stage of the procedure we examine a node si ∈ S0. Let Gi(Vi, Ei) be
the subgraph of G induced by N [si]. Observe that, by [10], |Vi| = O(
√|Ei|).
We scan the set Vi ∩ F looking for a pair of non-adjacent nodes. This can be
done in time O(|Ei|). If we find an augmenting P3 (xi, si, yi), we update the
stable set S by performing operation (a) (S := S \ {si} ∪ {xi, yi}). Moreover,
the set F is updated by removing xi, yi, any node adjacent to xi or yi and not to
si (every such node is necessarily free with respect to the former stable set and
becomes bound after operation (a) is performed) and any node adjacent to both
xi and yi (every such node must be free with respect to the former stable set, is
adjacent to si and becomes bound after operation (a) is performed). It follows
that F can be updated in time O(|δ(xi) ∪ δ(yi)|). Observe that, for each node
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u ∈ F \Vi, S(u) is not changed by operation (a). In addition, Claim (i) ensures
that no new augmenting P3 is produced by the operation. In particular, no P3
augmenting with respect to S exists with xi (yi) as stable node. This implies
that we have only to check the nodes in S0 as stable nodes in augmenting P3
and we can avoid to update S(u) for any free node u ∈ N(si). It follows that the
overall complexity of the procedure is O(∑qi=1(|Ei|+ |δ(xi) ∪ δ(yi)|) = O(|E|).
Let {s1, s2, . . . , sr} be the nodes in Z0. We now prove that a canonical stable
set can be obtained from Z0 by repeatedly applying operation (b) to a current
stable set S (initialized as S := Z0) in overall time O(|E|). Let F be the set
of free nodes with respect to S. At any stage of the procedure we examine a
node si ∈ Z0. Let Gi(Vi, Ei) be the subgraph of G induced by N [si] and let
Fi = Vi ∩ F . As observed above, |Vi| = O(
√|Ei|). To produce the set of free
nodes dominating si, we remove from Fi the nodes that have some non-adjacent
node in Vi. To this purpose we scan all the pairs of non-adjacent nodes in Vi.
This can be done in time O(|Ei|). Now, if the resulting Fi is non-empty, we
let xi be any node in Fi having maximum degree and perform operation (b)
(S := S \ {si} ∪ {xi}). Moreover, we update the set F by removing xi and any
node adjacent to xi and not to si (every such node is necessarily free with respect
to the former stable set and becomes bound after operation (b) is performed).
It follows that F can be updated in time O(|δ(xi)|). By Claim (ii) the new
stable set does not induce an augmenting P3 or new dominating free nodes and
no free node in N(xi) can be dominating. This implies that only the nodes in
Z0 have to be checked for domination. It follows that the overall complexity of
the procedure is O(∑ri=1(|Ei| + |δ(xi)|) = O(|E|). Hence, in time O(|E|) we
obtain a canonical stable set and the theorem follows. 
4. The structure of {claw, net}-free graphs
Let S−3 be the graph with nodes {a, b, c, d, e, f} and edges {ad, ae, be, bf, cd, cf,
de, df}. In their extensive study of the structure of {claw, net}-free graphs,
Brandsta¨dt and Dragan have proved the following crucial result.
Lemma 4.1. [4] Let G(V,E) be a {claw, net}-free graph and let H ⊂ V be a
set of nodes inducing an S−3 . Then every node in V \H is adjacent to two nodes
in H.
In [8] Lova´sz and Plummer proved that every irregular node a of a claw-free
graph satisfies α({a} ∪N(a) ∪N2(a)) ≤ 3, where N2(a) = N(N(a)) \ {a}. We
use this fact to prove the following lemma.
Lemma 4.2. Let G(V,E) be a connected {claw, net}-free graph with α(G) ≥ 4.
Then each node in G is regular.
Proof. Assume, by contradiction, that G contains an irregular node a and let
H = {v1, . . . , v2k+1} be an odd anti-hole in N(a), where {vi, . . . , vi+k−1} is a
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clique and {vi, vi+k}, {vi, vi+k+1} are stable sets, for each i ∈ {1, . . . , 2k + 1}
(sums taken modulo 2k + 1). We claim that N2(H) = N(N(H)) \H is empty.
Otherwise, let x be a node in N2(H) and let y ∈ N(H) be a node adjacent
to x. By claw-freeness, N(y) ∩ H is a clique Q. Without loss of generality,
we can assume yv1 ∈ E and Q ⊆ {v1, . . . , vk}. Let vj be the node in Q with
largest index. If j < k then (v1 : y, v2k+1, vk) is a claw in G, a contradiction.
Hence we have j = k. But then (y, v1, vk : x, v2k+1, vk+1) is a net in G, again a
contradiction. It follows that V = H∪N(H) = {a}∪N(a)∪N2(a), contradicting
the fact that α({a} ∪N(a) ∪N2(a)) ≤ 3. 
Theorem 4.1. Let G(V,E) be a {claw, net}-free graph with α(G) ≥ 4 and S a
canonical stable set in G. Then each node s ∈ S defines at most two wings.
Proof. Assume, by contradiction, that there exists a node s ∈ S defining at
least three wings. By Lemma 4.2, the node s is regular; let Cs, Cs be any
pair of maximal cliques covering N [s]. Let W (s, ti) (i = 1, 2, 3) be three wings
intersecting N(s). Without loss of generality, we can assume that two of them,
say W (s, t1) and W (s, t2), intersect Cs.
Claim (i). For each pair W (s, ti), W (s, tj) (i 6= j) intersecting Cs and nodes
x, y ∈ N(Cs) \Cs with x ∈ {ti} ∪W (s, ti) and y ∈ {tj} ∪W (s, tj) we have that
x and y are Cs-distant.
Proof. Since x, y ∈ N(Cs) \ Cs we have xs, ys /∈ E and hence x ∈ F (ti) ∪ {ti}
and y ∈ F (tj) ∪ {tj}. Assume, by contradiction, that x and y have a common
neighbor z ∈ Cs. Since z 6= s we have xy ∈ E (otherwise (z : x, y, s) would be
a claw in G). It follows that x 6= ti and y 6= tj . But then (x, y, z : ti, tj , s) is a
net in G, a contradiction. The claim follows.
End of Claim (i).
SinceW (s, t1) andW (s, t2) intersect Cs, there exist two nodes x, y ∈ N(Cs)\Cs
with x ∈ {t1} ∪W (s, t1) and y ∈ {t2} ∪W (s, t2). By Claim (i), x and y are
Cs-distant. If there exists a node z ∈ Cs \ Cs which is non-adjacent to both
x and y then, by (ii) of Proposition 1.1, Cs is normal, a contradiction. If,
conversely, every node in Cs \Cs is either adjacent to x or to y then Cs \Cs ⊆
W (s, t1)∪W (s, t2) and, by Proposition 2.1, W (s, t3) does not intersect Cs \Cs.
But then W (s, t3) intersects Cs and there exists a node z ∈ N(Cs) \ Cs with
z ∈ {t3}∪W (s, t3). By Claim (i), x, y and z are mutually Cs-distant and hence
Cs is normal, again a contradiction. The theorem follows. 
Definition 4.1. A maximal clique Q in a graph G(V,E) is said to be bisimpli-
cial if N(Q) is partitioned into two cliques K1, K2. The clique Q is said to be
strongly bisimplicial if K1 is null to K2 and dominating if each edge uv ∈ E
with u ∈ K1 and v ∈ K2 satisfies N [{u, v}] ⊇ V \Q. 
Observe that, in particular, a maximal simplicial clique is strongly bisimplicial.
Oriolo, Pietropaoli and Stauffer introduced the following useful notion.
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Definition 4.2. [11] Let G(V,E) be a graph. A pair of cliques (X,Y ) in G
is semi-homogeneous if for all u ∈ V \ (X ∪ Y ), u is either universal to X or
universal to Y or null to X ∪ Y . 
In what follows we will use a weakening of the above definition.
Definition 4.3. Let G(V,E) be a graph. A pair of disjoint cliques (A,B) in G
is square-semi-homogeneous if for any induced square C contained in A∪B the
sets C ∩ A and C ∩B define a semi-homogeneous pair of cliques in G. 
Examples of pairs of cliques which are square-semi-homogeneous but not semi-
homogeneous can be easily constructed. In particular consider two triangles
K1 = {a1, b1, c1} andK2 = {a2, b2, c2} with a1 adjacent to b2 and c2, b1 adjacent
to b2 and c1 adjacent to c2. If there exists a node v null to K2 and adjacent
to b1 and c1 in K1 then the pair (K1,K2) is square-semi-homogeneous but not
semi-homogeneous. Two useful properties of square-semi-homogeneous pairs of
cliques are described by the following theorem.
Theorem 4.2. Let G(V,E) be a connected {claw, net}-free graph with α(G) ≥
4 and let (A,B) be a square-semi-homogeneous pair of cliques in G with the
property that each node in A is non-null to B and viceversa. Let amax ∈ A be
a node which maximizes |N(a) ∩ B| for a ∈ A. Then the following properties
hold:
(i) let a1 be some node in A which is not universal to B and such that either
a1 ≡ amax or N(amax) ∩ B = B \ {b¯} and a1b¯ ∈ E. Then (A¯, B¯) with
A¯ = {a1} and B¯ = B \ N(a1) is a semi-homogeneous pair and, for any
b ∈ B¯, {a1, b} is a diagonal of some square in G;
(ii) let a¯ ∈ A and B¯ ⊂ B \N(a¯) be such that {a¯, b} defines a diagonal of some
square contained in A∪B for any b ∈ B¯. Let E¯ = {a¯b : b ∈ B¯}; the graph
G′(V,E∪ E¯) is claw-free and (A,B) is a square-semi-homogeneous pair of
cliques also in G′.
Proof. Let (A¯, B¯) be a pair of cliques as in (i). We first prove that (A¯, B¯) is a
semi-homogeneous pair of cliques. If B¯ contains a single node b1 this is trivially
true. Hence assume |B¯| ≥ 2 and let b1, b2 be any pair of nodes in B¯. Assume,
by contradiction, that there exists some node z ∈ V \ (A¯∪ B¯) which is (without
loss of generality) adjacent to b2 and non-adjacent to a1 and b1.
If a1 ≡ amax then let a2 ∈ A be any node adjacent to b2 (it exists, since b2 is
not null to A) and let b3 ∈ B be a node adjacent to a1 and non-adjacent to a2
(it exists, since a1 ∈ A has the maximum number of adjacent nodes in B and
b2 ∈ B is adjacent to a2 and non-adjacent to a1).
If, conversely, a1 6≡ amax we have that N(amax) ∩B = B \ {b¯} and a1b¯ ∈ E. In
this case let a2 ≡ amax and b3 ≡ b¯. Note that a2b2 ∈ E.
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Observe that, in both cases, z is non-adjacent to b3 (otherwise (b3 : a1, b1, z) is
a claw in G). The set {a1, b3, b2, a2} induces a square in A ∪ B and hence, by
assumption, the cliques {a1, a2} and {b2, b3} define a homogeneous pair. Since
z is adjacent to b2 and non-adjacent to b3, it must be null to {a1, a2}. But
then (b2 : b3, a2, z) is a claw in G, a contradiction. It follows that (A¯, B¯) is
semi-homogeneous.
To complete the proof of property (i) we have to show that any pair {a1, b1}
with b1 ∈ B¯ is a diagonal of some square in G. If a1 ≡ amax then let a2 ∈ A
be any node adjacent to b1 (it exists, since b1 is not null to A); if a1 6≡ amax we
have that N(amax) ∩ B = B \ {b¯} and a1b¯ ∈ E. In the first case the node a2
has at most as many adjacent nodes in B as the node a1; since b1 is adjacent to
a2 and non-adjacent to a1, we have that there exists some node b2 ∈ B which
is adjacent to a1 and non-adjacent to a2. In the second case, let a2 ≡ amax and
b2 ≡ b¯. It follows that, in both cases, {a1, a2, b1, b2} induces a square in G as
claimed.
To prove property (ii) assume that {a1, a2, b1, b2} induces a square in G with
a1, a2 ∈ A and b1, b2 ∈ B and that the edge a1b1 ∈ E¯ is contained in some
claw in G′. We claim that this leads to a contradiction and to prove it we only
use the property that any edge in E¯ is a diagonal of some square in G (and
not the fact that one of the endpoints is necessarily a¯). Hence, without loss of
generality, we can assume that the claw in G′ is (a1 : b1, z1, z2). Since z1 and z2
are non-adjacent to b1 they belong to V \B, so the edges a1z1 and a1z2 do not
belong to E¯. Analogously, the pairs {a2, z1} and {a2, z2} do not belong to E¯.
If z1 and z2 are both adjacent to a2 in G, then (a2 : z1, z2, b1) is a claw in G,
a contradiction. It follows that either z1 or z2 is not adjacent to a2 in both G
and G′. Assume (without loss of generality) a2z2 /∈ E. It follows that z2 does
not belong to A and is neither null nor universal to {a1, a2}. Since z2b1 /∈ E,
z2 is not universal to {b1, b2} and hence, by the assumption that (A,B) is a
square-semi-homogeneous pair of cliques in G, it must be null to {b1, b2} in G.
Consequently z2b2 /∈ E and (a1 : a2, b2, z2) is a claw in G, a contradiction.
Hence G′ is claw-free.
Finally, we prove that (A,B) is a square-semi-homogeneous pair of cliques also
in G′. Assume by contradiction that some diagonal a¯b1 ∈ E¯ of a square
(a¯, a2, b1, b2) in G belongs to a new square (a¯, b1, z1, z2) in G
′ with z1 ∈ B
and z2 ∈ A such that the cliques {a¯, z2} and {b1, z1} do not define a semi-
homogeneous pair. Observe that the edges a¯z2, z2z1 and z1b1 do not belong
to E¯ (the first because both the endpoints belong to A and the other two be-
cause they do not have a¯ as an endpoint). It follows that there exists a node
z /∈ A ∪ B whose neighbors in {a¯, b1, z1, z2} are either z1, z2 or a¯, b1. Observe
that {z1, z2}∩ {a2, b2} = ∅, since a2 and b2 are adjacent to both a¯ and b1. Sup-
pose first that z is adjacent to z1, z2 and non-adjacent to a¯, b1. The node z is
not adjacent to a2, otherwise (a2 : b1, a¯, z) would be a claw in G. Analogously,
b2z /∈ E. Moreover, a2z1 /∈ E (otherwise (z1 : a2, b2, z) would be a claw in
G). But then (z1, z2, a2, b1) is a square in G with the property that the cliques
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{a2, z2} and {b1, z1} do not define a semi-homogeneous pair, a contradiction.
It follows that z is adjacent to a¯, b1 and non-adjacent to z1, z2. The node z
is either adjacent to a2 or to b2 (otherwise (b1 : a2, b2, z) would be a claw in
G). Assume, without loss of generality, za2 ∈ E. It follows a2z1 /∈ E, other-
wise (a2 : b1, z1, z2, a¯, z) is a 5-wheel in G, contradicting Lemma 4.2. But then
(b1, z1, z2, a2) is a square in G with the property that the cliques {a2, z2} and
{z1, b1} do not define a semi-homogeneous pair, a contradiction. Hence (A,B) is
a square-semi-homogeneous pair of cliques also in G′ and Property (ii) follows.

Definition 4.4. A connected graph G(V,E) is a clique-strip if there exists a
partition {H0, . . . , Hp} of V in cliques (not necessarily maximal) with the prop-
erty that Hi is adjacent to Hj only if |i − j| = 1 i, j ∈ {0, 1, . . . , p}. The
clique-strip is said to be defined by {H0, . . . , Hp}. 
Lemma 4.3. Let G(V,E) be a connected {claw, net}-free graph, Q a dominat-
ing bisimplicial clique in G. Then the set P = V \N [Q] is a clique.
Proof. Since Q is bisimplicial, its neighborhood is partitioned into two cliques
K1 and K2. Let uv be an edge in E with u ∈ K1 and v ∈ K2. Assume by
contradiction that there exist two non-adjacent nodes x, y ∈ P . Since Q is
dominating, the set P is contained in N({u, v}). If both x and y were adjacent
to u we would have the claw (u : x, y, z) where z ∈ Q is a node adjacent to u.
It follows that, without loss of generality, we can assume that x is adjacent to u
and non-adjacent to v while, symmetrically, y is adjacent to v and non-adjacent
to u. Let z be any node in Q adjacent to u and assume that z is non-adjacent to
v. But then (u : z, x, v) is a claw in G, a contradiction. It follows that each node
in Q ∩N({u, v}) is adjacent to both u and v. But now, if N({u, v}) ⊇ Q then
Q∪ {u, v} is a clique, contradicting the maximality of Q. On the other hand, if
N({u, v}) 6⊇ Q, let t be a node in Q \N({u, v}) and z a node in N({u, v})∩Q.
Then (z, u, v : t, x, y) is a net in G, again a contradiction. Hence, we have that
P is a clique. 
Lemma 4.4. Let G(V,E) be a connected {claw, net}-free graph with α(G) ≥ 4
and assume that G contains a bisimplicial clique Q whose neighborhood is par-
titioned into the cliques X and Y and which is either dominating or strongly
bisimplicial. Then G−X (G− Y ) is the union of at most two disjoint clique-
strips defined by clique families which can be constructed in O(|E|) time. More-
over, any pair of consecutive cliques (Ki,Ki+1) in one of the clique-strips is
square-semi-homogeneous in G.
Proof. We have two possible cases: either X is null to Y or not. We first prove
the lemma in the latter case.
Case (a). X is not null to Y .
Since in this case Q is dominating, by Lemma 4.3, P = V \ N [Q] is a clique.
It follows that α(G) = 4 and a canonical stable set S in G is composed of four
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nodes q0 ∈ Q, x0 ∈ X , y0 ∈ Y and p0 ∈ P . Since P is null to Q we have that
G − X is a clique-strip defined by {Q, Y, P}, G − Y is a clique-strip defined
by {Q,X, P} and both can be constructed in O(|E|) time. To complete the
proof of the lemma in this case, we will show by contradiction that every pair of
consecutive cliques in the two clique-strips (namely (Q, Y ) and (Y, P ) in G−X ,
(Q,X) and (X,P ) in G− Y ) is square-semi-homogeneous in G. Since the four
cases are symmetric, we can assume, without loss of generality, that there exists
a square H in Q ∪ Y which is not semi-homogeneous in G. Let H = (q, q′, y′y)
with q, q′ ∈ Q, y, y′ ∈ Y , qy′ /∈ E, q′y /∈ E. Since H is not semi-homogeneous
in the claw-free graph G, there exists a node x ∈ V \ (Q∪ Y ) which is, without
loss of generality, adjacent to q, y and non-adjacent to q′, y′. The node x does
not belong to P (P is null to Q) and hence belongs to X .
Claim (a1). p0y /∈ E.
Proof. Assume conversely that p0 is adjacent to y. Since p0q /∈ E (Q is null to
P ) we have p0y
′ ∈ E (otherwise (y : q, p0, y′) is a claw in G). Hence y0 6= y, y′.
Since p0q /∈ E we have y0q ∈ E (otherwise (y : y0, p0, q) is a claw in G).
Analogously, y0q
′ ∈ E. Now observe that xy0 /∈ E. In fact otherwise, since Q is
dominating, we would also have p0x ∈ E (so x 6= x0) and (x : x0, y0, p0) would
be a claw in G. But then we have p0x ∈ E (otherwise (y : y0, p0, x) is a claw in
G), so x 6= x0. Moreover, q is not adjacent to x0 (otherwise (q : q0, x0, y0) is a
claw in G) and hence (x : x0, p0, q) is a claw in G, a contradiction.
End of Claim (a1).
Since Q is dominating, P ⊆ N({x, y}). Since p0y /∈ E, we have p0x ∈ E, so
x 6= x0. Moreover, x0y /∈ E, otherwise we should have p0 ∈ N({x0, y}) which is
impossible. But then (x : x0, y, p0) is a claw in G, a contradiction. Hence, if X
is not null to Y the lemma follows.
End of Case (a).
Case (b). X is null to Y .
In this caseQ is strongly bisimplicial. LetGX (GY ) be the connected component
containing X (Y ) of the subgraph obtained by removing the nodes in Q from
G. Let Xi be the set of nodes at distance i from X in GX (with X0 ≡ X) and
let p be the largest integer such that Xp 6= ∅. Observe that, since X is null to
Y and X1 ⊂ N(X0), X1 does not intersect Y and hence is null to Q.
Claim (b1). For each i ∈ {0, . . . , p}, Xi is a clique.
Proof. The claim is true for i = 0. Assume that there exists some integer
t ≥ 0 such that the claim is true for i ≤ t but false for i = t + 1 and let x1, x2
be two non-adjacent nodes in Xt+1. We first observe that x1 and x2 have no
common neighbor in Xt. Suppose the contrary, let z be such a node and z a
node adjacent to z in Xt−1 if t ≥ 1 or in Q if t = 0. Observe that in both
cases z is not adjacent to x1 or x2. In fact, if t ≥ 1, z belongs to Xt−1 which
is null to Xt+1; if t = 0, z belongs to Q which is null to Xt+1 ≡ X1. But then
(z : x1, x2, z) is a claw in G, a contradiction. It follows that x1 and x2 (adjacent
to Xt) have no common neighbor in Xt and, hence, are not universal to Xt.
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We claim that there exists a maximal clique Xˆ ⊇ Xt such that x1 and x2 belong
to N(Xˆ) and have no common neighbor in Xˆ.
In fact, if x1 and x2 have no common neighbor universal to Xt, Xˆ can be any
maximal clique in G containing Xt. If, conversely, x1 and x2 have a common
neighbor universal to Xt then, by claw-freeness, Xt ⊆ N(x1) ∪N(x2). Let q be
a node in Xt−1 (or in Q if t = 0) adjacent to some node x¯ ∈ Xt and observe that
q is non-adjacent to both x1 and x2. Without loss of generality we can assume
that x¯ is adjacent to x1. Let y¯ be any node adjacent to x2 in Xt and observe
that x¯ is non-adjacent to x2 and y¯ is non-adjacent to x1. If qy¯ /∈ E we have that
(x¯ : q, x1, y¯) is a claw in G, a contradiction. It follows that q is adjacent to all
the nodes in N(x2) ∩Xt. A symmetric argument shows that q is also universal
to N(x1) ∩Xt and hence it is universal to Xt. Moreover, any node q¯ adjacent
to both x1 and x2 is non-adjacent to q, otherwise (q¯ : q, x1, x2) would be a claw
in G. Let Xˆ be a maximal clique containing Xt ∪ {q}. Since x1 and x2 are not
adjacent to q, they belong to N(Xˆ) and have no common neighbor in Xˆ .
Hence, as claimed, there exists a maximal clique Xˆ ⊇ Xt such that x1 and x2
belong to N(Xˆ) and have no common neighbor in Xˆ. Now, we claim that there
exists a node y in N(Xˆ) which is non-adjacent to both x1 and x2. In fact, if
t ≥ 1 and Xt−1 6⊆ Xˆ such a node clearly exists in Xt−1 \ Xˆ. If Xt−1 ⊆ Xˆ and
t ≥ 2 such a node clearly exists in Xt−2. If t = 0, since Q ∪X0 is not a clique
and Q is null to X1, there exists at least one node y ∈ Q which is non-adjacent
to both x1 and x2 and not universal to X0 and hence belongs to N(Xˆ). We
are left with the case t = 1 and X0 ≡ X ⊆ Xˆ. Suppose that every node in
Qˆ = Q ∩ N(Xˆ) is adjacent to either x1 or x2. If both x1 and x2 belong to
N(Qˆ) then x1 and x2 both belong to Y , contradicting the assumption that Y
is a clique. It follows that one of x1, x2 is null and the other is universal to
Qˆ. Without loss of generality, assume that x1 is universal to Qˆ. Since Q is a
maximal clique, we have that there exists a node u ∈ Q\Qˆ which is not adjacent
to x1. Let v be any node in Qˆ and h ∈ X0 ⊆ Xˆ be a node adjacent to v. But
then (v : u, h, x1) is a claw, a contradiction. It follows that also in this case
there exists a node y in N(Xˆ) which is non-adjacent to both x1 and x2. Hence
x1, x2, y are three mutually non-adjacent nodes in N(Xˆ) with x1, x2 distant.
But then, by (ii) of Proposition 1.1 Xˆ is normal, contradicting the hypothesis
that G (and hence GX) is net-free.
End of Claim (b1).
Hence, we have that for each i ∈ {0, . . . , p}, Xi is a clique, each node in Xi
is adjacent to some node in Xi−1 for i ≥ 1 and each node in X0 is adjacent
to some node in Q. It is easy to check that GX is a clique-strip defined by
the family X = {X0 ≡ X,X1, . . . , Xp}. Analogously, also GY is a clique-strip,
possibly coincident with GX and defined by the family Y = {Y0 ≡ Y, Y1, . . . , Yt}.
Moreover, X and Y can be constructed in O(|E|) time.
If GX 6≡ GY then N(Q)∩Yi 6= ∅ if and only if Yi = Y0 = Y . Hence {Q}∪Y and
X \ {X} are clique families defining two clique-strips which are disjoint, null to
each other and partition G−X . Let (Ki,Ki+1) be a pair of consecutive cliques
in one of the clique strips; we claim that (Ki,Ki+1) is square-semi-homogeneous
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in G. In fact, let C = {a1, a2, b1, b2} be any set inducing a square in Ki ∪Ki+1,
with {a1, a2} ⊆ Ki and {b1, b2} ⊆ Ki+1. Let u be any node in V \ C which is
not null to C. We have that u belongs to one of the three sets Ki ∪Ki−1 (Ki−1
possibly empty), Ki+1 ∪Ki+2 (Ki+2 possibly empty), X . If u ∈ Ki ∪Ki−1 we
have that u is null to {b1, b2} and, by claw-freeness, universal to {a1, a2}. If
u ∈ Ki+1 ∪ Ki+2 we have that u is null to {a1, a2} and universal to {b1, b2}.
Finally, since each node in X can be adjacent only to nodes in X1 or in Q, if
u ∈ X we have either Ki ≡ X1 or Ki ≡ Q. In both cases u is null to {b1, b2}
and, by claw-freeness, universal to {a1, a2}. It follows that ({a1, a2}, {b1, b2})
is semi-homogeneous in G and hence (Ki,Ki+1) is square-semi-homogeneous in
G. Analogously, Y \ {Y } and {Q} ∪ X are clique families defining two clique-
strips which are disjoint, null to each other and partition G−X . Moreover, any
pair of consecutive cliques (Ki,Ki+1) in one of the clique strips is square-semi-
homogeneous in G. Consequently, if GX 6≡ GY the lemma follows.
Assume now GX ≡ GY . Observe that X ≡ X0 is covered by the cliques in Y
and intersects at most two consecutive cliques in Y. Moreover X0 is null to Y0
and has an empty intersection with Y1.
Claim (b2). X0 can only intersect the cliques Yt and Yt−1. Moreover, if it
intersects Yt−1 then Yt \X0 = ∅.
Proof. Let k ≥ 2 be the smallest index such that X0 ∩ Yk 6= ∅ and suppose that
either k ≤ t − 2 or k = t − 1 and Yt \X0 6= ∅. Observe that Yk ⊆ (X0 ∪ X1).
Moreover, each node in Yk+1 is adjacent to some node in Yk and hence we have
Yk+1 ⊆ (X0 ∪X1 ∪X2). Since each node in X0 ∩Yk is adjacent to some node in
Yk−1 and X0 ∩Yk−1 = ∅ by assumption, we have that X1 ∩Yk−1 6= ∅ and hence
X1 ∩ Yk+1 = ∅. Moreover, Yk−1 ∪ Yk−2 contains some node in X2. It follows
that X2 ∩ Yk+1 = ∅. Consequently, Yk+1 ⊆ X0. It follows, by assumption, that
k ≤ t− 2 and Yk+2 is non-empty. Since each node in Yk+2 is adjacent to some
node in Yk+1 ⊆ X0 and X0 ∩ Yk 6= ∅, we have Yk+2 ⊆ X1. Since X1 ∩ Yk−1 6= ∅
we have the contradiction that X1 is not a clique.
End of Claim (b2).
Let Y ′ be the clique family obtained from Y by substituting Yt−1 and Yt with
Y ′t−1 ≡ Yt−1 \X and Y ′t ≡ Yt \X , respectively, possibly removing Y ′t if empty.
We have that G − X is a clique-strip defined by the family {Q} ∪ Y ′. We
claim that any pair of consecutive cliques (Ki,Ki+1) in G −X is square-semi-
homogeneous in G. In fact, as above, let C = {a1, a2, b1, b2} with {a1, a2} ⊆ Ki
and {b1, b2} ⊆ Ki+1 induce a square and let u be any node in V \C which is not
null to C. If u /∈ X , the same argument used above shows that u is universal to
{a1, a2} and null to {b1, b2} or viceversa. If, on the other hand, u belongs to X
then, by Claim (b2), u belongs to Yt ∪ Yt−1 and can be adjacent only to nodes
in Yt−2, Y
′
t−1, Y
′
t or Q. Moreover, if u is adjacent to some node in Yt−2 then u
belongs to Yt−1 and Y
′
t is empty. It follows that u is either null or universal to at
least one of Ki,Ki+1. Moreover, if u is null to {a1, a2} ({b1, b2}) then, by claw-
freeness, it is universal to {b1, b2} ({a1, a2}). Hence ({a1, a2}, {b1, b2}) is semi-
homogeneous and (Ki,Ki+1) is square-semi-homogeneous in G. Analogously,
G − Y is a clique-strip defined by the family {Q} ∪ X ′, where X ′ is defined in
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analogy with Y ′. Moreover, any pair of consecutive cliques (Ki,Ki+1) in G−Y
is square-semi-homogeneous in G. Hence, also if GX ≡ GY the lemma follows
and we are done. 
Theorem 4.3. Let G(V,E) be a connected {claw, net}-free graph and let S =
{s1, s2, . . . , st} be a canonical stable set of G (t ≥ 4). Then G contains a clique
X such that G − X is the union of at most two clique-strips. Moreover, any
pair of consecutive cliques Ki,Ki+1 in one of the clique-strips is square-semi-
homogeneous. The clique X and the clique families defining the clique-strips
can be found in O(|E|) time.
Proof. Since α(G) ≥ 4, by Lemma 4.2 G is quasi-line and hence each node
si ∈ S is regular. It follows that N [si] is covered by two cliques, say Csi and
Csi . Let H(S, T ) be the graph where xy is an edge in T if and only if W (x, y)
is a non-empty wing in G. Observe that, by Theorem 4.1, the degree of each
node u in H is at most 2.
Claim (i). The graph H is connected.
Proof. Assume conversely that there exist at least two connected components
C1, C2 of H . Let P = (s1, z1, . . . , zh, s2) be a shortest path in G connecting two
nodes s1, s2 in different components of H (it exists since G is connected). With-
out loss of generality, assume s1 ∈ C1 and s2 ∈ C2. By minimality of P , zi /∈ S
(i = 1, . . . , h) and h ≥ 2, otherwise W (s1, s2) would be a wing containing z1,
contradicting the assumption that s1 and s2 do not belong to the same connected
component of H . If h ≥ 3 we have that there exists at least one node s3 ∈ S ad-
jacent to z2 and different from s1 and s2. If s3 /∈ C1 then the path (s1, z1, z2, s3)
contradicts the minimality of P . It follows s3 ∈ C1 and hence s3, s2 are in dif-
ferent connected components of H . But then (s3, z2, z3, . . . , zh, s2) is a path in
G connecting two nodes in different components of H which is shorter than P ,
a contradiction. Consequently, we have h = 2. Assume that z1 is a bound node.
Then there exists a node s3 ∈ S adjacent to z1 and different from s1 and s2.
By claw-freeness s3 is also adjacent to z2. It follows that both W (s1, s3) and
W (s2, s3) are non-empty wings and hence s3 belongs to both C1 and C2, a con-
tradiction. The same argument applies if z2 is a bound node and hence both z1
and z2 are free nodes. But then W (s1, s2) is non-empty, again a contradiction.
End of Claim (i).
Since |S| ≥ 4, by the previous claim H is either a path with at least three edges
or a cycle with at least four edges so we can assume without loss of generality
that each node si ∈ S (2 ≤ i ≤ t − 1) defines non-empty wings only with si−1
and si+1. Moreover, if H is a cycle then also the wing W (st, s1) is non-empty.
We now prove a claim on the adjacency structure of G.
Claim (ii). A node in N [si] is only adjacent to nodes in N [si−1]∪N [si]∪N [si+1]
(i ∈ {2, . . . , t− 1}).
Proof. Let u be any node in N [si]. Since si defines wings only with si−1 and
si+1, we have that N(u) ∩ S ⊆ {si−1, si, si+1}. Assume now, by contradiction,
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that there exists a node z /∈ N [si−1] ∪N [si] ∪N [si+1] adjacent to u (note that
this implies that u is not si and z is not a stable node). If z is a bound node
adjacent to sj , sk ∈ S \ {si−1, si, si+1} we have that (z : sj , sk, u) is a claw in
G, a contradiction. If u is bound suppose, without loss of generality, that it is
adjacent to si−1. But then (u : si−1, si, z) is a claw in G, again a contradiction.
It follows that both u and z are free. But then the wing W (si, S(z)) is non-
empty, contradicting the assumption that si defines wings only with si−1 and
si+1.
End of Claim (ii).
Claim (iii). Let i ∈ {2, . . . , t−1} and let Q be a maximal clique in N [si]. Suppose
Q contains si and either (a)W (si−1, si)∩N(si) or (b)W (si, si+1)∩N(si). Then
Q is a bisimplicial clique which is either dominating or strongly bisimplicial.
Proof. By Claim (ii), N [Q] is contained in N [si−1] ∪ N [si] ∪ N [si+1]. We
partition the neighborhood of Q into two sets X and Y . In particular, in
case (a) we let X = N(Q)∩(N [si]∪N [si+1]) and, in case (b), we letX = N(Q)∩
(N [si−1] ∪ N [si]). Observe that case (a) with i = j is symmetric to case (b)
with i = t− j+1 for any j ∈ {2, . . . , t− 1}. Hence, without loss of generality, in
what follows we consider only case (a) and let X = N(Q)∩(N [si]∪N [si+1]) and
Y = N(Q) ∩ N [si−1]. Since N [si−1] ∩N [si+1] is empty and N [si−1] ∩N [si] is
contained in Q (by assumption (a)) we have that (X,Y ) is a partition of N(Q);
moreover any node in X belongs to N(si) or to N [si+1] but not to N [si−1] and
any node in Y belongs to N [si−1] but not to N [si] ∪N [si+1].
Observe that both X and Y are non-empty. In fact, since W (si−1, si) is non-
empty, we have that N(Q) contains either si−1 or a free node in N(si−1) and
hence we have Y 6= ∅. On the other hand, if N(si) \ Q is non-empty then X
is non-empty, while if N(si) ⊂ Q then the assumption that W (si, si+1) is non-
empty implies that either si+1 or a free node in N(si+1) is adjacent to Q and
belongs to X .
Assume first that X is null to Y . If X is not a clique, let x1, x2 be two non-
adjacent nodes in X and let y be any node in Y . The nodes x1, x2 and y
are three mutually non-adjacent nodes in N(Q), contradicting Theorem 1.1.
It follows that X is a clique and, by a similar argument, Y is a clique. As a
consequence, Q is strongly bisimplicial and Claim (iii) follows.
Assume now that X is not null to Y and let x ∈ X and y ∈ Y be any pair of
adjacent nodes. We have the following:
Claim (iii.1). The stable set S contains exactly four nodes and there exists a
square C = (x, y, y′, x′) with N(y′) ∩ S = {si−1, si}, N(x′) ∩ S = {si, si+1},
N(x) ∩ S = {si+1, si+2} and N(y) ∩ S = {si−1, si+2} (sums taken modulo 4).
Proof. Observe first that x is not stable (otherwise we would have x ≡ si+1,
contradicting y /∈ N [si+1]) and y is not stable (otherwise we would have y ≡
si−1, contradicting x /∈ N [si−1]). Moreover, x and y are not both free (otherwise
x would either belong to W (si−1, si+1), which is empty, or to (W (si−1, si) ∩
N(si)) \Q, which is also empty).
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If x is free and y is bound, then we have x ∈ F (si) ∪ F (si+1) and y ∈
W (si−1, si−2) (in this case the wing W (si−1, si−2) is non-empty). But then
(y : x, si−1, si−2) is a claw in G, a contradiction.
If x is bound and y is free, then we have y ∈ F (si−1) and either x ∈W (si, si+1)
or x ∈W (si+1, si+2). In the first case (x : y, si, si+1) is a claw inG; in the second
case (x : y, si+1, si+2) is a claw in G. In both cases we have a contradiction.
It follows that both x and y are bound and y belongs to W (si−1, si−2). On the
other hand, x /∈ W (si, si+1) (otherwise (x : y, si, si+1) would be a claw in G)
and hence x ∈ W (si+1, si+2). By claw-freeness, we have si−2 ≡ si+2, otherwise
(y : x, si−1, si−2) would be a claw in G. It follows that t = 4 and that W (s1, s4)
is non-empty.
Now assume that x and y have a common neighbor z ∈ Q. Since x and y are
not adjacent to si, we have z 6= si and hence (x, y, z : si+1, si−1, si) is a net in
G, a contradiction. It follows that there exist nodes x′, y′ ∈ Q such that x is
adjacent to x′ and non-adjacent to y′ while y is adjacent to y′ and non-adjacent
to x′. Moreover, x′ is adjacent to si+1 (otherwise (x : si+1, x
′, si+2) would be
a claw in G) and y′ is adjacent to si−1 (otherwise (y : si−1, y
′, si+2) would be
a claw in G). It follows that C = {x, y, y′, x′} induces a square in G, with
x ∈ W (si+1, si+2), y ∈ W (si−1, si+2), y′ ∈ W (si−1, si) and x′ ∈ W (si, si+1).
The claim follows.
End of Claim (iii.1).
Claim (iii.2). The square C dominates V (N [C] = V ).
Proof. Suppose conversely that there exists a node z /∈ N [C]. Observe that C1 =
C ∪ {si−1, si} induces a subgraph isomorphic to S−3 and hence, by Lemma 4.1,
every node in V \ C1 is adjacent to two nodes in C1. Since z is null to C, we
have that it is adjacent to both si−1 and si. Analogously, C2 = C ∪ {si, si+1}
induces a subgraph isomorphic to S−3 and hence z is adjacent to both si and
si+1. But then (z : si−1, si, si+1) is a claw in G, a contradiction. It follows that
N [C] = V as claimed.
End of Claim (iii.2).
Claim (iii.3). Each node z ∈ V which is non-adjacent to both x and y belongs
to Q.
Proof. Observe that we have z /∈ C and, since N [C] = V and G is claw-free,
z is adjacent to both x′ and y′. Suppose, by contradiction, that z does not
belong to Q and hence is not adjacent to some node z ∈ Q. It follows that z is
adjacent to x (otherwise (x′ : z, z, x) would be a claw in G) and to y (otherwise
(y′ : z, z, y) would be a claw in G). Consequently, z is not si, is universal to
C and adjacent to si (since z belongs to Q). The assumption that W (si, si+2)
is empty implies that z is not adjacent to si+2 and hence is adjacent to si−1
(otherwise (y : si−1, si+2, z) would be a claw). But then (z : si−1, si, x) is a claw
in G, a contradiction.
End of Claim (iii.3).
Claim (iii.4). X and Y are cliques.
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Proof. Assume, by contradiction, that X is not a clique and let x1, x2 be two
non-adjacent nodes in X . If x1 and x2 are not adjacent to y, then x1, x2 and y
are three mutually non-adjacent nodes in N(Q), contradicting Theorem 1.1. It
follows that either x1 or x2 is adjacent to y. Suppose x1y ∈ E and, without loss
of generality, let x1 ≡ x. By Claim (iii.3) we have that also x2 must be adjacent
to y ∈ N [si−1]. Since x1 and x2 are not adjacent to si−1, we have y 6= si−1 and
(y : x1, x2, si−1) is a claw in G, a contradiction. It follows that X is a clique. A
symmetric argument shows that also Y is a clique.
End of Claim (iii.4).
Hence we have proved that when X is not null to Y Q is a bisimplicial
dominating clique and case (a) of Claim (iii) follows. The proof of case (b) is
symmetric.
End of Claim (iii).
Let A = Cs2 ∩W (s1, s2), A = Cs2 ∩W (s1, s2), B = Cs3 ∩W (s3, s4) and B =
Cs3 ∩W (s3, s4). The sets Cs2 , Cs2 , Cs3 , Cs3 , A,A,B,B can be constructed in
O(|N(s2)∪N(s3)|2) = O(|E|). If A is empty thenW (s1, s2)∩N(s2) is contained
in Cs2 . Then, by Claim (iii), Cs2 is a dominating or strongly bisimplicial clique.
In this case, by Lemma 4.4, we are done. Hence, we can assume that A is non-
empty and, analogously, also A,B,B are non-empty.
Claim (iv). If A,A,B,B are all non-empty then W (s2, s3) ∩N(s2) is a clique.
Proof. Suppose that W (s2, s3)∩N(s2) is not a clique. Let x ∈ Cs2 and y ∈ Cs2
be two non-adjacent nodes in W (s2, s3) ∩ N(s2). Observe that, since S is a
canonical stable set, either x and y are both bound nodes or one is bound and
the other is free. Assume, without loss of generality, that x is bound and belongs
to Cs3 . Let t1 be a node in A and t2 a node in B. Observe that both t1 and
t2 are adjacent to x and that t1 belongs to W (s1, s2). If t1 is bound let t1 ≡ s1
while if t1 is free let t1 be any free node in F (s1)∩N(t1). In both cases, t1 is null
to N [s3] (W (s1, s3) = ∅). Assume t1y ∈ E. We have that either (y : t1, s2, s3)
(if y is bound) or (y : t1, s2, u) (if y is free and u is any node in F (s3)∩N(y)) is
a claw in G, a contradiction. It follows t1y /∈ E. Moreover, t1 is not adjacent to
t2, for otherwise W (s1, s3) would be non-empty. Analogously, if t2 is bound let
t2 ≡ s4 and if t2 is free let t2 be any free node in F (s4) ∩N(t2). In both cases,
if t2 is adjacent to y we have that (t2 : t2, x, y) is a claw in G, a contradiction.
It follows that t2 is not adjacent to y. But then t1, y and t2 are three mutually
non-adjacent nodes in N(Cs2 ) implying that Cs2 is not reducible, contradicting
Theorem 1.1.
End of Claim (iv).
Now, observe that the set W = (W (s2, s3) ∩N(s2)) ∪ {s2} can be constructed
in O(|N(s2) ∪N(s3)|2) = O(|E|) time. Moreover, a maximal clique Q contain-
ing W can also be constructed in O(|E|) time (recall that the size of N(v) is
O(√|E|) for any node v ∈ V ). Hence, the theorem follows by Claim (iii) and
by Lemma 4.4. 
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5. The Maximum Weight Stable Set Problem on {claw, net}-free
graphs
In this section we reduce the maximum weight stable set problem in a node-
weighted {claw, net}-free graph G(V,E) to √|E| + 1 maximum weight stable
set problems in suitably defined interval graphs. In [12] Olariu proved that a
graph is an interval graph if and only if its nodes admit a consistent ordering,
defined as follows.
Definition 5.1. Let G(V,E) be a connected graph. An ordering {v1, v2, . . . , vn}
of V is said to be consistent if each triple {i, j, k} with 1 ≤ i < j < k ≤ n and
vivk ∈ E satisfies vjvk ∈ E. 
We first prove that a claw-free square-free clique-strip admits a consistent or-
dering (which can be found in O(|E|+ |V | log |V |) time) and hence is an interval
graph.
Lemma 5.1. Let G(V,E) be a connected claw-free square-free clique-strip de-
fined by the family of cliques {K1,K2, . . . ,Kp}. Then for any pair of nodes
vh, vk ∈ Kt (t ∈ {1, . . . , p − 1}) either N(vh) ∩ Kt+1 ⊆ N(vk) ∩ Kt+1 or
N(vk) ∩ Kt+1 ⊆ N(vh) ∩ Kt+1. Moreover an ordering {v1, v2, . . . , vn} of V
with vh ≺ vk if:
(i) vh ∈ Kt and vk ∈ Kl for some 1 ≤ t < l ≤ p; or
(ii) vh, vk ∈ Kt for some t ∈ {1, . . . , p− 1} and N(vh)∩Kt+1 ⊆ N(vk)∩Kt+1;
always exists, is consistent and can be found in O(|E|+ |V | log |V |) time.
Proof. Assume that there exists a pair of nodes vh, vk in some clique Kt (t < p)
such that neither N(vh) ∩Kt+1 ⊆ N(vk) ∩Kt+1 nor N(vk) ∩Kt+1 ⊆ N(vh) ∩
Kt+1. Let v¯h be a node in Kt+1 which is non-adjacent to vh and adjacent to vk.
Analogously, let v¯k be a node in Kt+1 which is non-adjacent to vk and adjacent
to vh. Then, the four nodes {vh, v¯k, v¯h, vk} induce a square in G[Kt ∪ Kt+1],
a contradiction. Now, let {v1, v2, . . . , vn} be an ordering of V with vh ≺ vk
if condition (i) or (ii) is satisfied. Suppose that the ordering is not consistent
and let vi, vj , vk be three nodes such that 1 ≤ i < j < k ≤ |V |, vivk ∈ E and
vjvk /∈ E. If vi, vk belong to the same clique Kt then, by property (i), also vj
belongs to Kt, contradicting the assumption that vjvk /∈ E. Hence, without
loss of generality, we can assume vi ∈ Kt, vk ∈ Kt+1 and vj ∈ Kt ∪ Kt+1
for some t ∈ {1, . . . , p − 1}. Since vjvk /∈ E, we have vj ∈ Kt. Moreover,
since vj 6≺ vi, by property (ii) we have N(vj) ∩ Kt+1 6⊆ N(vi) ∩ Kt+1 and
hence N(vi) ∩Kt+1 ⊂ N(vj) ∩Kt+1. But this contradicts the assumption that
vivk ∈ E and vjvk /∈ E and the lemma follows. 
In the previous section we have shown that a connected {claw, net}-free graph
G with α(G) ≥ 4 contains a clique X such that G − X is decomposed in (at
most) two clique-strips with the property that each pair of consecutive cliques
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in the strips is square-semi-homogeneous in G. We now show how to remove all
the squares in the clique-strips decomposing G−X while preserving at least one
maximum weight stable set of the original graph (with respect to some node-
weighting vector w). This task will be accomplished by Procedure Interval(G)
whose pseudo-code can be found below. Let {K1,K2, . . . ,Kp} be a clique fam-
ily defining one of the strips. Since any square is contained in a pair of con-
secutive (square-semi-homogeneous) cliques of the family, the core operation of
this procedure is the addition of edges having the end-points in such pairs. In
particular, for each pair Ki and Ki+1 (inner loop), we define the two cliques
A = Ki ∩ N(Ki+1) and B = Ki+1 ∩ N(Ki) and for each square induced in
A ∪ B, we add at least one edge having as end-points the nodes of a diagonal.
Observe that any square in Ki∪Ki+1 is contained in A∪B and that the cliques
A and B satisfy the hypotheses of Theorem 4.2. Hence, by Property (ii), such
addition does not produce new claws and preserves the property that (A,B) is
a square-semi-homogeneous pair of cliques.
The inner loop iterates through stages. At each stage, either (i) a node a ∈ A
universal to B is removed from A along with any node in B null to A \ {a};
or (ii) an edge a1b1 is added which is a diagonal of some square (a1, a2, b1, b2)
with a1, a2 ∈ A, b1, b2 ∈ B and with the property that N(a1) ∩ B = B \ {b1}
and that w(a1) + w(b1) ≥ w(a2) + w(b2); or (iii) for some node a¯ ∈ A all the
edges a¯b are added with b ∈ B \ (N(a¯)∪{b∗}), where b∗ is the node in B \N(a¯)
having maximum weight.
The inner loop maintains throughout an integer vector d[·] whose entries are
associated with the nodes in A ∪ B and such that for each a ∈ A (b ∈ B)
d[a] = |N(a)∩B| (d[b] = |N(b)∩A|). The initialization of the vector d[·] can be
done in O(|Ki||Ki+1|) time. At each stage let amax ∈ A be the node maximizing
d[·] in A; such a node can be found in time O(|Ki|).
If d[amax] = |B| then case (i) applies and amax is removed from A, d[·] is
updated for the nodes in B and any node b ∈ B with d[b] = 0 is also removed
(procedure Remove(amax)). This task can be accomplished in time O(|Ki+1|).
If d[amax] = |B| − 1 we let b1 be the unique node in B which is not adjacent
to amax and a2 be any node in A adjacent to b1. If also d[a2] = |B| − 1 then
Case (ii) applies. In fact, letting b2 be the unique node in B which is not
adjacent to a2, we have the square (amax, a2, b1, b2). In this case, we add the
edge amaxb1 if w(a2) + w(b2) ≥ w(amax) + w(b1) or the edge a2b2, otherwise
(procedure KillC4 (amax, a2, b1, b2)). The vector d[·] is updated accordingly and
the entire operation can be accomplished in time O(|Ki ∪Ki+1|).
Case (iii) applies when one of two subcases arises. In subcase (iii-a) d[amax] =
|B| − 1, b1 is the unique node in B non-adjacent to amax, a2 is any node in A
adjacent to b1 and, contrary to the previous case, d[a2] ≤ |B| − 2; then we let
a¯ = a2. In subcase (iii-b) d[amax] ≤ |B| − 2 and we let a¯ = amax.
In both cases, a¯ has at least two non-adjacent nodes in B and we add all
the edges a¯b with b ∈ B \ N(a¯) ∪ {b∗}, where b∗ is the node in B \ N(a¯)
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having maximum weight (procedure KillDiags(a¯)). We also update the vector
d[·] accordingly. This task can be accomplished in O(|Ki∪Ki+1|) time. Observe
that in subcases (iii-a) and (iii-b) the pair (A¯, B¯) with A¯ = {a¯} and B¯ =
B\N(a¯) is a semi-homogeneous pairs of cliques as described in (i) of Theorem 4.2
and hence the added edges are diagonals of squares in G. Consequently, by (ii)
of the same theorem, the addition of the new edges preserves claw-freeness and
the property that (A,B) is a square-semi-homogeneous pair of cliques.
In each iteration of the inner loop, Case (i) can occur at most |Ki| times. More-
over, the occurrence of Case (ii) makes a node in A universal to B. It follows
that also Case (ii) can occur at most O(|Ki|) times. Finally, the occurrence of
case (iii) increases d[a¯] for some node a¯ ∈ A from a value less than or equal to
|B| − 2 to |B| − 1. Hence also Case (iii) can occur at most O(|Ki|) times.
In conclusion, the number of stages of the inner loop is O(|Ki|). Moreover, by
the above discussion we have that each stage is performed inO(|Ki∪Ki+1|) time.
It follows that the inner loop has a complexity of O((|Ki ∪Ki+1|)2) time while
the overall complexity of Procedure Interval(G) is O(∑p−1i=1 (|Ki ∪ Ki+1|)2) =
O(|E|)) time.
In [11] Oriolo et al. prove a useful lemma concerning semi-homogeneous pairs
of cliques. The following is a rephrasing of that lemma.
Lemma 5.2. Let (A,B) be a semi-homogeneous pair of cliques in a graph
G(V,E) and let v be a node in V \ (A ∪ B). Then v is either adjacent to
every stable set of G[A ∪B] of cardinality 2 or to none of them.
Proof. If v is universal to A or to B then it is trivially adjacent to every stable
set of G[A∪B] of cardinality 2 and we are done. Hence assume that v is neither
universal to A nor to B. Consequently, since (A,B) is a semi-homogeneous pair
of cliques, v is null to A ∪B. The lemma follows. 
Theorem 5.1. Let G(V,E) be a node-weighted {claw, net}-free graph and X a
clique in G such that G −X is partitioned in two (possibly coincident) clique-
strips. For each node v ∈ X, let Gv = G − N [v]. Let G be the interval graph
obtained from G−X by applying Procedure Interval and Gv = G−N [v] (v ∈ X).
Then αw(G−X) = αw(G) and αw(Gv) = αw(Gv), for each v ∈ X.
Proof. The procedure Interval produces a sequence of graphs (G0, . . .Gq) with
G0 ≡ G−X and Gq ≡ G. Each graph Gi (i = 1, . . . , q) is obtained from Gi−1 in
a single iteration of the inner loop of Procedure Interval. In particular, for some
semi-homogeneous pair of cliques (Ai, Bi) in Gi−1, we turn into edges all the
pairs of non-adjacent nodes in Gi−1[Ai ∪ Bi] with the exception of pair {u, v}
which maximizes w(u) + w(v). Evidently, αw(Gi−1) ≥ αw(Gi). Moreover, for
each v ∈ X , let Gvi = Gi \N [v]. We have Gv0 ≡ Gv and Gvq ≡ Gv.
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Procedure Interval(H)
Input: A claw-free clique-strip H defined by {K1, . . . ,Kp} and a
node-weighting vector w.
Output: A graph with no square (interval) obtained by adding new edges to
H .
for i = 1, . . . , p− 1 do
A← Ki ∩N(Ki+1);
B ← Ki+1 ∩N(Ki);
foreach a ∈ A do d[a]← |N(a) ∩ B|;
repeat Stage
amax ← ArgMaxa∈A{d[a]};
if d[amax] = |B| then
// Case (i)
Remove(amax);
else if d[amax] = |B| − 1 then
{b1} ← B \N(amax);
select a2 ∈ N(b1) ∩ A;
if d[a2] = |B| − 1 then
// Case (ii)
{b2} ← B \N(a2);
KillC4(amax, b1, a2, b2);
else
// Case (iii-a)
KillDiags(a2);
else
// Case (iii-b)
KillDiags(amax);
until A = ∅;
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We first prove that αw(G
v) = αw(Gv). Conversely, suppose αw(G
v) > αw(Gv).
Let j ≥ 1 be the smallest index with the property that αw(Gv) > αw(Gvj ) and
let S be a maximum weight stable set of Gvj−1. Since S is not a stable set
of Gvj , there exist nodes a ∈ Aj ∩ S \ N [v] and b ∈ Bj ∩ S \ N [v] with the
property that ab is a new edge in Gvj . Let {a′, b′} with a′ ∈ Aj , b′ ∈ Bj the pair
which maximizes w(a′) +w(b′). We have that a′, b′ are not adjacent in Gj and
w(a′) +w(b′) ≥ w(a) +w(b). Since v is non-adjacent to a and b, by Lemma 5.2
v is also non-adjacent to a′ and b′. It follows that a′ and b′ belong to Gvj . But
then, again by Lemma 5.2, the set S \{a, b}∪{a′, b′} is a stable set of Gvj having
weight not smaller than αw(G
v
j−1), a contradiction.
The same arguments used above show, in the special case in which N(v)\X = ∅,
that αw(G−X) = αw(G) and the theorem follows. 
We conclude by giving a streamlined description of the procedure for solving the
Maximum Weight Stable Set Problem in a {claw, net}-free graph G(V,E) with
α(G) ≥ 4 in time O(|V |√|E|). First, using the results of [7] we either verify that
α(G) ≤ 3 or construct a stable set S0 of cardinality at least 4 in time O(|E|).
Next we construct in O(|E|) time a canonical stable set of cardinality at least 4
from S0. Subsequently, by Theorem 4.3, in O(|E|) time we find a clique X such
that G −X is the union of at most two clique-strips defined by clique families
H = {H1, . . . , Hp} and K = {K1, . . . ,Kt}. Finally, we apply Procedure Interval
to the clique-strips in G−X and turn G−X into a graph G in O(|E|) time. By
Lemma 5.1, G is an interval graph whose consistent ordering can be found in
time O(|E|+|V | log |V |). Now, for each node v ∈ X , letGv = G−N [v] and Gv =
G−N [v]. Evidently, αw(G) = max{αw(G−X),maxv∈X{αw(Gv)+w(v)}}. By
Theorem 5.1, we have αw(G − X) = αw(G) and αw(Gv) = αw(Gv), for each
v ∈ X . Since Gv (v ∈ X) is an induced subgraph of G, it is also an interval
graph and inherits from G the consistent ordering of its nodes. Hence, the
maximum weight stable set problem on G can be reduced to solving |X | + 1
maximum weight stable set problems on interval graphs.
In [13] Mannino, Oriolo, Ricci and Chandran proved that, given a consistent
ordering, the maximum weight stable set problem on an interval graph G(V,E)
can be solved in O(|V |) time. It follows that the maximum weight stable set
problem in a connected {claw, net}-free graph G(V,E) with α(G) ≥ 4 can be
solved in time O(|E| + |V | log |V |+ (|X |+ 1)|V |) = O(|V |√|E|).
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