Mobile Ad-hoc NETworks (MANETs) are known to be vulnerable to a variety of attacks due to lack of central authority or fixed network infrastructure. Many security schemes have been proposed to identify misbehaving nodes. Most of these security schemes rely on either a predefined threshold, or a set of welldefined training data to build up the detection mechanism before effectively identifying the malicious peers. However, it is generally difficult to set appropriate thresholds, and collecting training datasets representative of an attack ahead of time is also problematic. We observe that the malicious peers generally demonstrate behavioral patterns different from all the other normal peers, and argue that outlier detection techniques can be used to detect malicious peers in ad hoc networks. A problem with this approach is combining evidence from potentially untrustworthy peers to detect the outliers. In this paper, an outlier detection algorithm is proposed that applies the Dempster-Shafer theory to combine observation results from multiple nodes because it can appropriately reflect uncertainty as well as unreliability of the observations. The simulation results show that the proposed scheme is highly resilient to attackers and it can converge stably to a common outlier view amongst distributed nodes with a limited communication overhead.
Introduction
A Mobile Ad-hoc NETwork (MANET), as its name suggests, has no fixed infrastructure, and is generally composed of a dynamic set of cooperative peers, which are willing to share their wireless transmission power with other peers so that indirect communication can be possible between nodes that are not in the radio range of each other .
The nature of MANETs, such as node mobility, unreliable transmission medium and restricted battery power, makes them extremely vulnerable to a variety of attacks [1] [2] . Wireless links, for instance, are generally prone to both passive eavesdropping and active intrusion. Moreover, there are various sophisticated attacks that are difficult to identify, such as greyhole attacks [3] , blackhole attacks [4] , wormhole attacks [5] , and Sybil attacks [6] . Another security concern in ad hoc networks is caused by the cooperative nature of the nodes. Attacks from external adversaries may disturb communications, but the external intruder generally cannot directly participate in the cooperative activities among the nodes, such as routing, because they do not possess the proper secure credentials, such as shared keys. However, compromised nodes, which are taken over by an adversary, are capable of presenting the proper secure credentials, and consequently can interfere with almost all of the network operations, such as route discovery, key management and distribution, and packet forwarding. Misbehavior surveillance and detection is a crucial method that has been used in MANETs to protect them from both external adversaries and internal malicious nodes.
The misbehaviors observed by neighboring peers typically include dropping, modification, misrouting of packets at the network layer, as well as false Request/Clears in the MAC layer etc. Nevertheless, many of these events may occur due to environmental and mobility related reasons, not just malicious intent. For instance, a packet may get dropped when a node's buffer gets full because of its inability to forward packets on a noisy channel. Most of the current misbehavior detection schemes rely on either a predefined threshold, or a set of well-defined training data to infer thresholds. This threshold is used in the detection mechanism to separate malicious behaviors from what is normal given the conditions. However, it is generally difficult to set appropriate thresholds, because the network is quite dynamic and unpredictable, and environmental conditions such as ambient RF noise can vary. Moreover, collecting training datasets representative of an attack ahead of time is also problematic. Since the adversaries can constantly modify their attack patterns, which may contain location (attack target), type, and degree (amount of packets affected) of the attack, it is also difficult to gather the training dataset that can appropriately predict the attack pattern of the adversaries. On the contrary, we do not need to rely on any previous knowledge to find a node that is an outlier with respect to a given observable. In order to disrupt communications or launch some other attack, the malicious node will have to behave in a way distinct from the "good" nodes. So we can detect node misbehaviors by means of outlier detection.
Outlier detection is generally an important step prior to almost all kinds of data analysis routines. Outliers are normally defined as data points that have significant difference from the rest of the data according to a certain measure [7, 8] . Outlier detection is used to either eliminate or amplify outliers: the first is to reduce the noise in the data; the second is to expose the outliers for further analysis.
In this paper, we develop and evaluate a gossipbased outlier detection algorithm for mobile ad hoc networks. In our approach, all the peers in MANETs observe and record the abnormal behaviors of their neighbors in a manner similar to existing methods such as [9, 10, 11, 12] . In contrast to most existing approaches, each peer will then calculate its local version of outliers based on its own observations. In the next stage, the peers exchange their local views with their immediate neighbors, and they update the local views if the received views are more accurate than their own views. The updated local views will be further broadcast to the immediate neighbors. The process continues, and it will not halt until there is no more view update amongst the peers.
The most important step in the proposed outlier detection algorithm is the local view update step. In this step, we need to derive the updated local view of outliers from multiple local views provided by our (one hop) peers. However, the peers may be giving us inaccurate data, either from malicious intent or out of ignorance. The contribution of this paper is to see if correct outlier decisions can be made in presence of potentially unreliable views. We use both the weighted voting method and the Dempster-Shafer Theory (DST) [38] of evidence to combine the local views from multiple neighbors. The Dempster-Shafer theory of evidence is particularly well suited for this type of problem because it can capture uncertainty. Furthermore, Dempster's rule for combination can be used to fuse together multiple pieces of views from both reliable and unreliable observers.
Some important features of our algorithm are: (1) its deployment does not rely on any priori knowledge, such as pre-classified training dataset or pre-defined security threshold; (2) it is compatible with different outlier detection heuristics; (3) it is resilient to attempts by misbehaving nodes to defeat it; (4) it is resilient to the motion and failure of nodes in MANETs; (5) it is efficient in terms of communication overhead; and (6) all the nodes will stably converge to a common view of outliers as long as these nodes do not change their behaviors significantly during the convergence time of the algorithm.
In the rest of this paper, we give a survey of related work in Sec. 2. In Sec. 3, we present our outlier detection algorithm. We evaluate the effectiveness of our scheme through simulation in Sec. 4, and conclude in Sec. 5.
Related work 2.1. Outlier detection
Outlier detection is a long studied topic in the data mining research, and a variety of outlier detection approaches have been proposed for different application domains, such as large-scale databases [13, 14, 15] , high-dimensional datasets [16, 17, 18] , and wireless sensor networks [19, 20, 21, 22] .
Notably, Branch et al. [22] propose an in-network outlier detection scheme to detect the outliers in wireless sensor networks. In this scheme, all the sensor nodes will first calculate the local outlier(s). Then some messages, which contain the local outlier(s) as well as some other supportive information, will be exchanged amongst all the nodes. The message exchanging process will not halt until all the nodes have the same global view of outlier(s). Our proposed outlier detection algorithm is somewhat similar to the method proposed by Branch et al. However, there are three significant differences between the two methods. First, the method by Branch et al. does not consider the mobility of the nodes, whereas our proposed method takes the mobility issue into consideration. Second, there is no malicious behaviors in the discussion of the method by Branch et al., i.e., the nodes will not deliberately fabricate fake local views or alter incoming local views in their method. On the contrary, we have considered the malicious behaviors of the nodes, and applied the knowledge of trust and reputation as the countermeasure to the malicious behaviors. Third, the method by Branch et al. has not taken uncertainty of the local views into consideration: they assume that the information exchange and dissemination process amongst the nodes is reliable, and no uncertainty will be introduced to the local views during this message exchange process. On the contrary, we have considered uncertainty of the local views that may be introduced during the message exchange process.
Misbehavior detection in mobile ad hoc networks
Work on misbehavior detection (may also be called as intrusion detection) has produced very rich literature in traditional, P2P and ad hoc networks. In the latter, most contributions assume that there is no fixed network and security infrastructure that misbehavior detection mechanism can rely on.
Four types of misbehaviors in ad hoc networks are identified and discussed in [23] , which are failed node behaviors, badly failed node behaviors, selfish attacks, and malicious attacks. These four types of node misbehaviors are classified with respect to the node's intent and action. Remarkably, selfish attacks are intentional passive misbehaviors, where nodes choose not to fully participate in the packet forwarding functionality to conserve their resources, such as battery power; malicious attacks are intentional active misbehaviors, where the malicious node aims to purposely interrupt network operations. The existence of selfishness and malicious behaviors has motivated research in the area of misbehavior detection for mobile ad hoc networks.
Intrusion Detection System (IDS) is an essential means to detect various node misbehaviors. Several approaches have been proposed to build IDS on each individual peer due to the lack of a fixed infrastructure [10, 24, 25, 26] . In these approaches, every node is equipped with an IDS sensor, and each IDS sensor is assumed to be always on, which is apparently not energy efficient given the limited battery power of nodes in ad hoc networks. In contrast, Huang et al. [27] propose a cooperative intrusion detection framework, in which clusters are formed in ad hoc networks and all the nodes in each cluster will take over the intrusion detection operations in turn. This cluster-based approach can definitely reduce the power consumption for each node.
Routing misbehavior is another kind of malicious activity that is common in ad hoc networks. If an attacker aims to degrade the network service of ad hoc network, then he can try to compromise some nodes in the ad hoc network, and use them to disturb the routing services so as to make part of or the entire network unreachable. Marti et al. [28] introduce two related techniques, namely watchdog and pathrater, to detect and isolate misbehaving nodes, which are nodes that do not forward packets. There are also some other proposed solutions that aim to cope with the routing misbehaviors [29, 30, 31] .
There is little work in which the Dempster-Shafer Theory has been applied to MANETs. The two most relevant research efforts are discussed in [40] and [41] . In [40] , DST is utilized to combine the direct observation results from each IDS sensor, whereas we are using DST to combine views of outliers. Raya et al. [41] proposed a trust management scheme for VANET, in which DST is used to combine multiple evidences for trust. Nevertheless, there are two major differences between our work and theirs. First, there are strong logical relationships among the local views in our work, because an updated local view is always derived from the previous local views. On the contrary, the report of evidence in [41] may be independent. Second, DST is used to combine the local views in real-time in our approach. On the other hand, in [41] , DST is not applied to combine evidences in real-time.
In our previous work [32] , we have done a preliminary study where outlier detection method is adopted to identify node misbehaviors. However, we merely utilize weighted voting method to fuse together multiple pieces of local views, which may not perfectly reflect uncertainty in the local views. Here we apply the Dempster-Shafer theory of evidence to combine multiple local views, and compare their performances under different criteria in simulation.
Gossip-based outlier detection algorithm
The aim of our gossip-based outlier detection algorithm is to identify the top k outliers in terms of some abnormal behaviors observed by neighbors, such as packet drops or modifications. Here k is a userdefined parameter, and it can be assigned any positive integer value. Gossiping in MANETs generally refers to the repetitive probabilistic exchange of messages between two peers in MANETs. By the utilization of restricted gossiping method in the outlier detection algorithm, the communication overhead of our algorithm can be noticeably bounded.
Preliminaries
We denote node as a system entity in mobile ad hoc networks that is capable of observing the behaviors of other entities within its radio transmission range, and exchanging these observations with other entities in its radio transmission range. A neighbor of a node A is defined as a node that resides within A's radio transmission range. The type of abnormal behaviors that each node constantly observes can be fully user-defined as long as all the nodes observe the same set of abnormal behaviors.
While a node observes and records the abnormal behaviors that its neighbors demonstrate, it also keeps track of the total amount of incoming packets it has observed for each neighbor. When a node needs to summarize its observation and thereby form its local view of outliers, it will calculate the rate of abnormal behaviors over the all behaviors it has observed for the node. For example, if all the nodes choose to observe the behaviors of packet drop, modification and misroute, then the packet drop rate (PDR), packet modification rate (PMOR) and packet misroute rate (PMIR) can be defined as follows, respectively. We define the trustworthiness of a node N k as a real value θ k that can properly reflect the probability with which the node will perform the exact actions that it is supposed to take. θ k can be assigned any real value in the range [0, 1], and the higher the value of θ k , the node N k is more reliable and has a higher probability to take the correct actions. For instance, some nodes are deployed with stronger encryption mechanisms, closely monitored by certain security surveillance system, and better protected against various attacks. Given that they are generally less likely to perform faulty actions, they are regarded as more trustworthy.
Packets
The trustworthiness θ k of a node N k is defined as a function of all misbehaviors that other nodes have observed for the node N k . Namely, the trustworthiness θ k is calculated as follow.
Here i P denotes the punishment factor for the i-th misbehavior, which indicates the severity degree of its outcome. ki M represents the rate of this misbehavior over the total observed behaviors. For example, if packet drop, packet modification, and packet misroute are the three exact misbehaviors we are observing, then θ k can be derived as follow. θ In our outlier detection framework, trustworthiness of nodes is initialized and updated by a trust management scheme described in Sec. 3.3.
Framework description
The outlier detection algorithm has the following four steps, viz. local view formation, local view exchange, view combination, and global view formation. In this algorithm, we have utilized two methods to properly combine multiple local views, which are weighted voting and the Dempster-Shafer theory of evidence, respectively. Fig. 1 illustrates our framework. Figure 1 . Gossip-based outlier detection framework Prior to the local view formation, each node observes and record the behaviors of their neighbors, and also keeps track of the total number of incoming packets each of their neighbors has. Based on their observations, the initial local view of outliers is generated. We may note that there are a variety of definitions for outliers. Here we adopt two well-known distance-based definitions: (1) distance to the nearest neighbor (NN), and (2) average distance to k nearest neighbors (k-NN) [13] .
Once all the nodes form their initial local views, they broadcast their initial local views to all of their immediate neighbors, i.e., all the nodes that are within their direct radio transmission ranges. When a node receives a local view from one of its neighbors, it then checks whether the incoming view differs from its own local view. If so, it combines the two views, and rebroadcasts the combined view to its immediate neighbors. If not, it simply retains its local view and keeps silent.
Unlike the traditional gossiping method, the more the number of nodes that accept the same view of outliers, the less the number of new view updates that are sent out. Here, we assume that all the nodes will not add any new observation results of their own to their own local views once they start exchanging local views with their neighbors. Ultimately, the algorithm converges to a global view that all the nodes hold.
The global view is regarded as a snapshot that can properly illustrate the comprehensive observation results of all nodes at the time spot when the nodes start exchanging their views. Due to node mobility and changing network topology, the status of nodes and the network changes over time. Therefore, the global views will get outdated. To address this problem, we can periodically repeat the outlier detection process in order to keep the global views up-to-date. The repeat interval can be determined by both the availability of resources (bandwidth, battery power, etc.) and the levels of node mobility as well as topology change.
Trust management
A variety of trust and reputation management approaches have been studied during the past decades for instance [33, 34, 35] . All of these trust management approaches can fit our system. For the experiments presented in this paper, we adopt a simple but welldefined trust management scheme, in which each nodes trustworthiness θ k is initially set to a default value. A peers θ k is modified whenever we obtain any novel information regarding its trustworthiness in terms of both direct observation results from the node itself and indirect observation results from other nodes. Direct observation results and indirect observation results are generally called first-hand information and second-hand information, respectively [36] .
First let us see how the direct observation results are obtained and utilized in our trust management scheme. As we have mentioned, trustworthiness θ k is initially set as 1. Whenever a node observes any misbehavior of its neighbor k, it reduces θ k according to the punishment factors. These can vary for different misbehaviors. For instance, packet drop and packet misroute are both misbehaviors. Nevertheless, packet drop may be caused by either intentional malicious behavior or power failure. On the contrary, if we observe packet misroute by a node, it is more likely that this is a deliberate act. This observation is also true for packet modification. Therefore, we set a higher punishment factor for both packet modification and packet misroute than for packet drop.
With the limited radio transmission range as well as the mobility of the nodes, it is highly unlikely that a node can have the opportunity to observe the behaviors of all other nodes in MANETs. Hence, it is essential to integrate second-hand information obtained from other nodes to our trust management scheme.
However, since malicious nodes can intentionally disseminate falsified second-hand information to their neighbors so as to disturb the trust management scheme as well as protect themselves from being disclosed, second-hand information from other nodes may not be trustworthy at all times. Therefore, it is necessary to adopt a proper method to combine multiple pieces of second-hand information from both trustworthy and untrustworthy neighbors. In our trust management scheme, we may utilize either weighted voting or the Dempster-Shafer theory to appropriately integrate multiple pieces of second-hand information into the first-hand information that each node directly observes. Fig. 2 shows the trust management scheme. 
View combination
View combination is the most important step in our outlier detection algorithm. Because some of the incoming views are not reliable, it is essential to find a view combination technique to properly fuse together multiple pieces of views.
Among the various data fusion techniques, Bayesian approaches [37] and Dempster-Shafer theory of evidence [38] are two of the most frequently used techniques. There are two fundamental differences between DST and Bayesian theorem. First, unlike the definition in the Bayesian theorem, the lack of knowledge about an incident is not regarded as a negative evidence for that incident in DST. Second, given that there are two incidents in DST that are inconsistent with each other, the uncertainty about one of them may be viewed as the positive evidence for the other incident. In one word, in DST a node can hold either supportive or uncertain opinion toward an event, whereas a node must pick either positive or negative attitude toward an event in Bayesian theorem. For instance, suppose a node A observes that its neighbor B has dropped 10% of its incoming packets. Then according to our definition of PDR in Sec. 3.1, the PDR for node B is 0.1. If we apply the Bayesian approach in this example, then we may draw a conclusion that node B has 90% probability to properly forward the incoming packets, with which we can easily conclude that node B is a good node. However, if node A observes 10% packet drops because of node movement and attack pattern change (e.g. switch from packet drop to packet modification), then we should not have drawn the conclusion that node B is good. On the contrary, in DST, we still compute PDR as 10%, but we will mark the rest 90% as "uncertain" instead of a refutal of evidence, which makes the decision process more realistic.
Hence, the Dempster-Shafer theory is more suitable when there is uncertainty or even no priori knowledge for the event. In our outlier detection framework, each node initially builds its local view for its neighbors based on its own observations. Due to the node mobility and limited radio range, each node may only observe a part of its neighbors' behaviors. As a result, the initial local views may be biased, and they definitely contain uncertainty. In this light, we believe that DST fits well in our framework.
In DST, probability is replaced by an uncertainty interval bounded by belief and plausibility. Belief is the lower bound of this interval and represents supporting evidence. Plausibility is the upper bound of the interval and represents non-refuting evidence. For instance, if a node N observes that one of its neighbors, say node M, has dropped packets with probability p, then node N has p degree of belief in the packet dropping behavior of node M and 0 degree of belief in its absence. The belief value with respect to an event holds for belief and plausibility. Therefore, in our example, we can get the following: 
( )
A m k denotes the view of node k on another node A. We can combine reports from different nodes by applying the Dempster's rule, which is defined as following.
As a comparator, we consider the Weighted Voting method (WV) in our framework. As the name suggests, weighted voting method adds up the multiple pieces of views with each view weighted by the corresponding trustworthiness to yield the updated view of outliers. The weighted voting method can be expressed as:
Performance evaluation
In this section, we examine the performance of our outlier detection framework. We compare the two view combination techniques: DST and WV (which we have recently proposed [32] ) against the baseline scheme, which utilizes the siMple aVerging method (MV).
Simulation setup
We use GloMoSim 2.03 [39] as the simulation platform, and table 1 lists the parameters used in the simulation scenarios. Each simulation scenario has 30 runs with distinct random seed, which ensures a unique initial node placement for each run.
Adversary Model
In our simulation, nodes either abide by various MANET protocols, such as AODV routing protocol, or their behaviors deviate from the protocol definition either intentionally (i.e. attackers) or unintentionally (i.e. faulty nodes). Both attackers and faulty nodes can do harm to the network functionalities, and consequently we regard them both as adversaries. In general, adversaries can partially or completely drop, modify or misroute any packet that is sent to them. We also assume that they can deploy the Denial-of-Service (DoS) attack by continuously sending out Request-To-Send (RTS) packets so as to improperly occupy the communication channel all the time, which is also regarded as the RTS flood attack. The adversaries may mix all these misbehaviors so that it will be more difficult to identify their misbehaviors if observed only from one or two perspectives. More importantly, the adversaries are capable of deliberately injecting faulty data and spreading these fake data to other benign nodes. In this way, the benign nodes may be induced to generate faulty reports in which benign nodes can be misclassified as misbehaving nodes.
Simulation results
The goal of the simulations is to observe the performance of our algorithm under different parameter configurations. We have compared the performance of our algorithm under the following five conditions: different number of nodes, different simulation areas, different radio ranges, different percentage of malicious nodes, and different node motion speeds. The simulation results are showed in the following Fig. 3 through Fig. 7 . Fig. 3 we find that when the number of nodes is increased, the algorithm yields a higher correctness rate, but it also introduces more communication overhead. This is consistent with our analysis because the information gathered to identify the outliers is generally more accurate if there are more observers. At the same time, more messages need to be exchanged amongst all the nodes to reach a consistent view when there are more nodes. We also note that the both DST and WV demonstrate better performance than MV. Moreover, DST has better performance over WV in terms of higher correctness rate, lower communication overhead, and shorter convergence time.
In Fig. 4 , we can find the different performance of our algorithm with different simulation areas. It is clear that the correctness rate decreases as we increase the simulation area for all three methods. We also find that the communication overhead is reduced as the simulation area becomes larger. Since the nodes have a lower probability to communicate with other nodes if the simulation area becomes larger, the correctness rate will surely become lower. Moreover, there will also be less communication overhead, and it will generally take longer time for all the nodes to reach an agreement on the global view of outliers. Similarly as Fig. 3 implies, we can find that both DST and WV produce better performance that MV. Moreover, we also note that DST always wins over WV in terms of correctness and convergence time when simulation area enlarges. However, there is no significant difference between DST and WV in terms of communication overhead.
The simulation results with different motion speeds are shown in Fig. 5 . We may conclude from Fig. 5 that while the nodes travel in a higher speed, the performance for all the methods become worse. This is true because it is harder for the nodes to exchange their views when they are traveling in a higher speed. However, in spite of the performance downgrade for all the methods, DST still achieves a far better performance than both WV and MV when the nodes move fast. With a higher mobility of the nodes, it is more difficult for the nodes to exchange their views. Hence, there is higher uncertainty in the network. Since DST is suitable to deal with the problems with uncertainty, the performance downgrade introduced by node mobility is minimized for DST. Fig. 6 illustrates how the simulation results differ with different transmission ranges. We find that with a smaller radio range, all the three methods suffer from a performance degradation. When it is more difficult for the nodes to exchange the local views, the correctness rate of the final global view will surely be degraded. Fig. 7 shows the simulation results with different percentage of malicious nodes. It is obvious that DST can yield a much better performance than WV and MV with a higher percentage of malicious nodes. This is true because both WV and MV rely on enough trustworthy information to make a correct decision: MV simply follows the decision from the majority of nodes, and the weights in WV are also significantly determined by the second-hand information sent by other nodes. Hence, when there are a higher percentage of malicious nodes, the performances of both WV and MV degrade noticeably. On the other hand, DST can properly handle the outlier detection problem even in a more hostile environment because it can well deal with unreliability.
Conclusion
In this paper, an outlier detection framework is proposed that aims to reveal the malicious nodes in a MANET environment. We apply both the Dempster-Shafer theory of evidence and the weighted voting method to combine observation results from multiple nodes. The simulation results show that the proposed framework is highly resilient to attackers and it can converge stably to a common outlier view amongst distributed nodes with a limited communication overhead.
One possible future work is to apply the Bayesian inference (BI) method to the view combination process, and compare the performance of DST with that of BI. Since BI has been widely used to fuse together various pieces of evidence, each of these two methods should outperform the other in some circumstances. Moreover, some of the misbehaviors, such as packet dropping, may result from both intentional denial of forwarding and mobility or channel effect. Hence, it will be valuable to try to discriminate malicious nodes from faulty nodes.
