Clustering is an important technique for unsupervised image segmentation. The use of fuzzy c-means clustering can provide more information and better partitions than traditional c-means. In image processing, the ability to reduce the precision of the input data and aggregate similar examples can lead to significant data reduction and correspondingly less execution time. This paper discusses brFCM, a data reduction fuzzy c-means clustering algorithm. The algorithm is described and several key implementation issues are discussed. Performance speedup and correspondence to a typical FCM implementation are presented from a dataset of 172 infrared images. Average speedups of 59 times traditional FCM were obtained using brFCM, while producing identical cluster output relative to FCM.
Introduction 2. brFCM
Clustering is an unsupervised learning technique for grouping like data [5] . In the context of image processing, clustering can be used to group similar features within the image. This segmentation of the image can be done with little a priori knowledge of the image chnracteristics. A c-means clustering algorithm attempts to separate the data into c distinct clusters. The method for partitioning data is generally a minimization of square error of distance from the cluster center to example [ 11.
The fuzzy c-means (FCM) algorithm broadens the notion of cluster membership. Each example in the dataqet is assigned a membership value in [0,1] for each cluster.
The use of FCM has been shown to be effective in image segmentation, including medical imaging [3] . However, large image sizes require significant amounts of computation. In [6], a clustering method called 2rFC:M is introduced. This algorithm reduces the image precision in order to cluster more efficiently. In this paper, we restate the algorithm and discuss some of the implementation issues that significantly impact performance.
In [6] , a description is given of a modified FCM algorithm known as 2rFCM. The algorithm reduces the number of feature vectors to be clustered, possibly reducing the precision of the data, in order to speed up the clustering. We present an alternate view of the algorithm, generalizing it to arbitrary numeric data. This algorithm is discussed within the image processing domain, however the technique can be applied to many other clustering problems.
The brFCM algorithm consists of two phases: data reduction and fuzzy clustering using FCM. The data reduction phase consists of an optional precision reduction step and an aggregation step. Both steps attempt to reduce the number of feature vectors presented to the FCM algorithm. Specifically, we attempt to reduce the number of distinct examples to be clustered from n to no, for some no << n. At the same time, we want to preserve partition "goodness." The data reduction step of brFCM attempts to create truly representative examples from the original feature space. The mean value of a set of examples retains some information. In addition, each representative feature vector has an associated weight, corresponding to the number of full-precision examples within the quantization level.
Data Reduction: Overview
Once the data reduction has been accomplished using quantization and aggregation, the resulting dataset of examples is then clustered using a modified FCM clustering algorithm. Once clustering is complete, the representative feature vector membership values are distributed identically to all members of the quantization level.
Data reduction using quantization will necessarily lose information about the dataset. There is no a priori method of determining an appropriate level of reduction; acceptable precision loss must be empirically determined. As will be shown later in this paper, small precision reductions can produce clusters that closely correspond to FCM.
It should also be noted that quantization is an optional step in data reduction. The brFCM algorithm with only aggregation is functionally equivalent to traditional FCM. If data redundancy is significant, the dataset can be represented in a more compact form for clustering. The brFCM algorithm can then be used with significant computational savings vs. traditional FCM with no difference in clustering output.
brFCM Details
Once the data reduction phase of brFCM has been perfonned, the reduced precision image can be presented to the FCM clustering algorithm. FCM is modified to include support for weighted feature vectors. Recall that the aggregation step of data reduction creates representative examples. The weights correspond to the number of aggregated feature vectors.
In more formal terms, consider the set X' of exam- It is worth noting two particular features of this algorithm:
0 When no quantization occurs and the aggregation step does not reduce the dataset, no = n and wi = 1 for all i. The algorithm reduces to traditional FCM.
When the aggregation step is used by itself, the algorithm also reduces to traditional FCM. However,. it is a more efficient calculation since identical terms in the summation are grouped together. This formulation can significantly improve the speed of: clustering, without a loss of accuracy.
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As an example of the brFCM algorithm, consider an im-. age consisting of 4 pixels as listed in 
brFCM Implementation
Formula Implementation
Literal translation of both the cluster membership and centroid calculations in FCM lead to inefficient code. Several simple modifications can avoid many unnecessary computations.
Consider first the calculation of the cluster centroids in 
Quantization
Quantization of a feature space can be done either using fixed-size ranges or variable-sized ranges. The benefit of variable-sized ranges for quantization is that known sparse areas of feature space can be reduced to a sin-
Expected Number of Items Expected Number 0 f Collisions m = gle "outlier" example. However, this method will be computationally expensive as the dataset must be examined for such regions. Instead, the brFCM algorithm can be implemented efficiently using fixed-size ranges. For example, image intensity space can be quantized with
We use an expected number of items, corresponding to the dataset reduction rate, of 75%. The expected number of collisions is set to 3. For more details on hashing, refer to [2] .
ranges of size2' for some small value r. Using this representation, values can be quickly quantized by masking the lower r bits of an intensity value.
Experiments
The use of bit-masking for quantization is an efficient method for efficiently implementing brFCM, however this technique can only be applied to integer-valued data. A more general approach to quantization can be (3) ' where &, . is the quantization size, and LXJ is the integer floor function.
Aggregation using Hashing
In [6] , the authors introduced the bit-reduction of the example space, however the implementation of the algorithm required significant time overhead in bin creation (the aggregation step in Section 2). Ke's algorithm involved a forward search of all examples looking for duplicate examples. Even for moderate-sized number of bins the creation overhead is large. A more sophisticated aggregation method utilizing hashing was implemented.
A hash table is a generalized array data structure in which the index to a data element is computed as a function of the key provided [2] . In the best case, one data access is required to find the data location. Collisions, or the existence of multiple data items at the same hashed array location, are resolved using the chain method. This is a linked list of elements at a particular hash location. Searching this linked list can be costly, In this section, we detail the experimental results of using brFCM on a set of infrared images. Data reduction is the key step in the brFCM algorithm and as the experiments below demonstrate, significant reduction is possible. The corresponding speedups in brFCM demonstrate dramatic reduction in clustering time. Finally, br-FCM is only a useful enhancement to FCM if it produces similar cluster results. We present a correspondence metric relative to FCM in which the tradeoff between speedup and correspondence with FCM can be clearly seen.
Data Reduction
Our 172 ATR images are 8-bit (256-value) infrared images of size 398400 pixels. We use two features: intensity and one Laws' Texture Energy feature [71 (see [41 for more details). The feature space is smaller than the number of pixels, therefore we expect significant data reduction even with no quantization performed (i.e. the aggregation step only). Table 3 shows the remarkable level of reduction seen in these images. When r = 4, there are only 16 pixel intensity quantization levels (24), helping create an extremely small dataset to cluster.
After Reduction 13533
96.60 8 examples to cluster. However, as discussed earlier, the data reduction step can potentially swamp any clusteiring speedup. We examine the speedup between a literal implementation of FCM and the brFCM implementiition described above. As can be seen in Table 4 , the speedups are remarkable. Fuzzy clustering requires a significant amount of work proportional to the number of examples clustered.
Therefore, the significant reduction in number of exawples accounts for much of the speedup seen. This algorithm is a faster variant of FCM, so we would like to measure the correspondence in clustering results with FCM. We adopt the metric used in [6] . In that work, Ke used a cluster discrepancy measure. In this paper, we use a related measure, the cluster correspondence.
The cluster correspondence between two partitions can be found using the following algorithm [6] . Consider the set of image pixels X = { 2 1 , 5 2 , ..., z , , } . Clustering creates a partition P of X into c clusters. In the case of fuzzy clustering, we harden a partition by assigning x, to a cluster via the maximum fuzzy membership. Consider two partitions of X : P' = {Cili = 1,2, -.., c } and P2 = {C;li = 1,2, ..., c}.
First, we define the maximal intersection of Ct E P' and C; E P2 as the cluster in P2 with the largest number of matches to Ci :
Ci nmoz C; = max {IC; n Cjl l j = 1,2, ..., c} (6)
The correspondence mapping P' + P2 can then be defined as the mapping of cluster Ci to C : such that Ci nmaz C;, for all clusters in P'.
The algorithm for calculating the cluster correspondence is given below.
0 Find correspondence mapping P' + P2 and
0 Correspondence rate COTTI is the sum of all maximal intersections in the correspondence mapping, divided by number of examples in X.
0 Repeat for Cop72 (using P2 + P'). 0 Correspondence rate CR = maz(Corr1, Corn).
See [6] for more discussion and details on the need for calculating the cluster correspondence mapping in both 
Discussion
The brFCM algorithm generates significant speedup over literal FCM in the infrared image dataset. However, the correspondence to FCM drops when too much quantization occurs. A tradeoff exists between the FCM correspondence and speedup, as can be seen by Figure   2 . The level of quantization is domain-dependent, and therefore must be considered for each new problem.
It should also be noted that aggregation-only brFCM reduces the average number of pixels in the image by 96%. As discussed earlier, brFCM is functionally equivalent to FCM when T = 0. Therefore, this technique can be valuable even when quantization is not desired and full precision is needed. For identical results, brFCM was on average 58.9 times faster than FCM on the infrared images. . 
Conclusion
The brFCM algorithm described in this paper was shown to provide a substantial speedup versus the traditional FCM implementation for the 172 infrared images considered. Through the use of quantization and aggregation, the number of examples to be clustered can be dramatically reduced. With an efficient implementation of brFCM, the average speedup was 59 times vs. FCM with identical cluster output for these images. Quantization of the feature space can further improve speedup rates vs. FCM. For many image clustering problems, brFCM is a fast altemative to traditional FCM.
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