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Abstract
In this dissertation we present an introduction to nonlocal operators, and in partic-
ular, we study the fractional heat equation, which involves the fractional Laplacian,
(−∆)s. In the first chapters we make a review of known classical results in the topic
and present some elementary proofs of widely known propositions. After that, we
introduce modern results on the elliptic problem for the fractional Laplacian. In
particular, we present the results for the boundary regularity of the solution to the
elliptic problem obtained by Ros-Oton and Serra, and we use them to derive the
main original result of the dissertation. We show that a solution u of the homoge-
neous fractional heat equation on a bounded domain Ω fulfils that u ∈ Cs(Rn) and
that u/δs can be extended Ho¨lder continuously up to Ω, where δ(x) = dist(x, ∂Ω).
Furthermore, we are able to discuss the non-homogeneous case and obtain a similar
result when the non-homogeneous term is time independent. Finally, we show an
application and an extension of the result obtained. We are able to show that the
Pohozaev identity holds for the solution of the fractional heat equation for positive
times, and we extend the main result obtained for the fractional Laplacian to other
nonlocal stable operators under certain conditions.
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Chapter 1
Introduction
The aim of this work is to present an introduction to the fractional heat equation
(analogue to the heat equation using the fractional Laplacian) and related results,
and obtain new regularity results for this equation. More precisely, we extend the
conclusions achieved by Ros-Oton and Serra in [39] from the elliptic problem to the
parabolic problem1.
Our dissertation concerns with the regularity of solutions to nonlocal equations,
one of the hot topics in nonlinear analysis nowadays. Some of the most important
contributions of the last years are obtained by Caffarelli and Silvestre in [11, 12, 46,
10], where they studied the regularity of solutions to nonlinear nonlocal equations.
Furthermore, Frank and Lenzmann studied the uniqueness and nondegeneracy of
solutions to equations in the whole space Rn [25]. Other examples are, for instance,
Cabre´ and Sire, who established some results regarding the existence of solutions and
regularity issues among other properties in semilinear equations with the fractional
Laplacian in Rn, [8, 9]; and Chang and Gonza´lez, who studied the relation between
the fractional Laplacian operator and a class of conformally covariant operators
in conformal geometry [14]. Other important works in the field are, for example,
[40, 3, 21, 45].
As we will see later, the fractional Laplacian represents the infinitessimal gene-
rator of a Le´vy stable diffusion process. This is why problems with this operator
have been also widely studied in Probability [16, 15, 6, 5].
The fractional Laplacian and other nonlocal operators can be found in numerous
fields, such as mathematical finance or fluid mechanics; and can be used to describe,
for example, flame propagation and chemical reactions in liquids, geophysical fluid
dynamics or anomalous diffusion in plasmas. For instance, in Finance, the obstacle
problem for the fractional Laplacian can be used to model the price of American
options [17]; while the pricing for European options can be modeled, after a change
of variables, through a heat equation of the form,
∂tu+ Lu = 0. (1.1)
Here, L is a nonlocal operator, infinitessimal generator of a Le´vy process. When L
is the fractional Laplacian, this is the fractional heat equation, studied in this work.
1When we talk about the elliptic problem we mean the problem involving the elliptic equation
(−∆)su = g(x). On the other hand, when talking about the parabolic problem we refer to the one
with the expression containing a temporal derivative, i.e., ∂tu+ (−∆)su = f(x, t).
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In Physics, it is no longer rare to find examples involving nonlocal operators, and
in particular, the fractional Laplacian. In quantum mechanics, the square root of
the Laplacian, (−∆)1/2, is used as the square of the relativistic momentum operator,
in contrast with the ordinary Laplacian for the square of the standard momentum.
Thus, one could define a fractional Hamiltonian H2s as the sum of the potential term
and the momentum term; and use it to derive properties, for instance, for the hydro-
gen atom. This approach has been used to check the stability of relativistic matter
with magnetic fields [26]. This is accomplished by checking that the corresponding
Hamiltonian operator (which is basically a fractional Laplacian) is bounded from
below when applied to the state functions of a system.
Furthermore, one could also use the Le´vy processes to model the behaviour of
matter at quantum levels, thus obtaining a fractional Schro¨dinger equation of the
form,
i~
∂ψ(r, t)
∂t
= H2sψ(r, t), (1.2)
where H2s is the fractional Hamiltonian,
H2s = D2s(−~∆)s + V (r, t), (1.3)
V is the potential term and D2s is a constant with the appropriate dimensions.
At this point, one could check some properties, such as the hermiticity of the
operator (which will be checked in this dissertation in Lemma 3.4). One could also
write the time-independent Schro¨dinger equation, and study the fractional Bohr
atom and its energy levels. In like manner, it is possible to study the fractional
oscillator, and all the other aspects characteristic of the standard Hamiltonian. For
a good introduction to the fractional Schro¨dinger equation see [32]; and for more
information see also [34, 44, 26].
In this dissertation we focus on the fractional heat equation, which has been stud-
ied in order to characterize the temporal evolution of functions under the influence
of certain processes.
Let us exemplify this by supposing that a particle that moves following a Le´vy
process {Xt, t ≥ 0} dies or disappears when exiting a domain Ω. The notion of
Le´vy process will be introduced and explained in Chapter 2; but now, we can think
of it as a random walk with possibly long jumps at random times. Under these
circumstances, the probability distribution of the expected position of the particle
after a time t is a function u(x, t) that solves the problem{
∂tu+ Lu = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0. (1.4)
where L is a nonlocal operator (explained below) associated to the particular Le´vy
process. For the fractional Laplacian we will illustrate this fact in section 2.3, through
an heuristic derivation.
From a physical point of view, numerous numerical approaches have been made,
for example by Zoia et al. in [48], and its applications in quantum mechanics and
statistical physics are widely known, for instance, in collisional kinetics equations
for appropriate time scales [35, 29].
3Let us now present what nonlocal operators are, from a very intuitive point of
view. Nonlocal operators are a certain kind of operators such that the value of the
image of a function at a certain point depends on other points rather than just
a neighbourhood of the selected point. That is, if L is a nonlocal operator, being
u : Rn → R a function, and fixing x0 ∈ Rn, then the value of Lu(x0) depends on the
value of u(x) in other points outside a neighbourhood of x0. Nonlocal operators are
named like that in contrast with the more typical local operators, where the value of
the image of the operator at a certain point depends only on the value of the function
near the point. It is important to remember that this first approximation is purely
intuitive, and by near we actually mean that we could take any neighbourhood of
the point.
The most relevant example of nonlocal operator is the fractional Laplacian,
(−∆)s. The role played by the ordinary Laplacian, ∆, as the most important and
typical example of operator for second order elliptic PDEs and the diffusion equa-
tion, is played by the fractional Laplacian in nonlocal problems of the same kind.
Explicitly, the fractional Laplacian has the following expression, clearly nonlocal,
(−∆)su =cn,sPV
∫
Rn
u(x)− u(y)
|x− y|n+2s dy (1.5)
:=cn,s lim
↓0
∫
Rn\B(x)
u(x)− u(y)
|x− y|n+2s dy, (1.6)
where the integral, here and in the whole essay, has to be understood in a principle
value sense. From now on, it will be omitted the “PV” notation. Moreover, s ∈ (0, 1)
(and actually, when s ↑ 1 we recover the ordinary Laplacian).
Nonlocal problems usually present a similar structure to PDE problems, requiring
boundary conditions and specifying the equation in a bounded domain. For example,
the Dirichlet problem for the fractional Laplacian is{
(−∆)su = g(x) in Ω
u = 0 in Rn \ Ω. (1.7)
Notice that, in this problem, the “boundary conditions” are prescribed outside the
domain, in contrast with typical PDE problems, where the boundary conditions are
prescribed only on the boundary of the domain.
Similarly, the fractional heat equation in a bounded domain Ω ⊂ Rn would read
like this: 
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(1.8)
for some initial condition u0. Notice that the structure, as it has been already stated,
is very similar to the ordinary heat equation, but the prescription u = 0 is made in
Rn \ Ω instead of on ∂Ω.
As said before, the main aim of this work is to study the boundary regularity
of solutions to the fractional heat equation (1.8), extending the results of Ros-Oton
and Serra [39] for the elliptic problem (1.7) to the parabolic problem (1.8).
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Figure 1.1: Visual representation of the solution to the problem (1.7) for Ω = B1, g ≡ 1,
n = 2 and s = 1/2, u(x1, x2) = c(1 − x21 − x22)1/2, together with the projections of the
convex hull. As it can be seen, inside B1 the solution is half of an ellipsoid.
The regularity of solutions to the fractional heat equation has been already stud-
ied in the last years. Indeed, Chen-Kim-Song [15] established sharp two-sided esti-
mates for the heat kernel of (1.8) in C1,1 domains, and Bogdan-Grzwywny-Ryznar
in [6] proved estimates in more general domains, strengthening the results of Chen-
Kim-Song. Nevertheless, while these results imply some regularity up to the bound-
ary, none of them establishes a result like the ones obtained by Ros-Oton and Serra
in [39] for the elliptic problem, which are explained below.
Although, generally, it is impossible to find an explicit solution for problem (1.7);
it has a simple expression when Ω = B1 and g(x) ≡ 1 in Ω. In that situation,
u(x) = c(1− |x|2)s (1.9)
solves the problem (for some constant c > 0). Notice that the solution is not smooth
(C∞) up to the boundary, but it is only Cs(Ω) 2. See Figure 1.1 for a visualization
of the solution for this particular case. Moreover, it turns out that this boundary
behaviour is the same for all solutions, in the sense that any solution to (1.7) satisfies
− Cδs ≤ u ≤ Cδs in Ω, (1.10)
where
δ(x) = dist(x, ∂Ω). (1.11)
The main result of [39] states that, for any g ∈ L∞(Ω), the ratio u/δs is Ho¨lder
continuous up to the boundary. In particular, they obtain an estimate of the form
‖u/δs‖Cα(Ω) ≤ C‖g‖L∞(Ω), (1.12)
for some α > 0 small.
2We are using here the Ho¨lder notation (remember, s ∈ (0, 1)).
5As we will see, something similar occurs with the fractional heat equation, and
the aim of this work is to prove it. Namely, our main result reads as follows:
Theorem 1.1. Let Ω ⊂ Rn be any bounded C1,1 domain, and s ∈ (0, 1). Let u0 ∈
L2(Ω), and let u be the solution to the fractional heat equation
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0.
(1.13)
Then,
1. For each t0 > 0,
sup
t≥t0
‖u(·, t)‖Cs(Rn) ≤ C1(t0)‖u0‖L2(Ω). (1.14)
2. For each t0 > 0,
sup
t≥t0
∥∥∥∥u(·, t)δs
∥∥∥∥
Cα(Ω)
≤ C2(t0)‖u0‖L2(Ω), (1.15)
where δ(x) = dist(x, ∂Ω), and α > 0 is small.
The constants C1 and C2 depend only on t0, n, s and Ω, and blow up as t0 ↓ 0.
Let us now explain how the work is divided, and the main results for each section.
As explained next, the first chapters correspond to purely theoretical background,
necessary to introduce the topic and present some known results. The most impor-
tant chapters of the present dissertation are Chapter 4 and Chapter 6.
 Chapter 2 contains the main theoretical background necessary to introduce
nonlocal equations. We present an overview of nonlocal operators and nonlocal
equations, particularly the fractional Laplacian, and its relation with Le´vy
processes. Thus, we first introduce Le´vy processes and define stable processes.
After that, we present an heuristic argument to derive the fractional heat
equation from a random walk process allowing arbitrary long jumps. Finally,
we give a proof of the nonlocal expression of the fractional Laplacian from its
definition through Fourier transform.
 Chapter 3 corresponds to “Preliminaries and known results”. In this chapter,
we present the most important results that will be used in the dissertation,
and some other known results are also presented and proved. In particular,
we introduce the fractional Sobolev spaces and we prove that the fractional
Laplacian has a sequence of eigenfunctions forming a Hilbert base of L2(Ω) for
any given domain Ω. Moreover, we also state and prove the maximum principle
and the comparison principle for the elliptic and parabolic problem. The facts
that the eigenfunctions form a basis of L2 and the maximum principle for this
operators are well known, but are usually proved for more general operators,
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using sometimes stronger techniques and theorems [22]. In this case, however,
we present simple proofs using tools specific for the fractional Laplacian.
After that, we treat classical interior regularity and expose the main known
results, presenting some ideas that are widely used in the field. At this point,
we will also explain the main result by Ros-Oton and Serra, which is the
cornerstone and motivation of the whole dissertation.
Finally, at the end of Chapter 3 we also present the known results regarding
the homogeneous fractional heat equation, obtained in [15].
 Chapter 4 is, probably, the most important chapter in the work, together
with Chapter 6. There, we present the main results of the dissertation and
the corresponding proofs. Firstly, we prove regularity up to the boundary for
the eigenfunctions of the fractional Laplacian, establishing the first original
result of the dissertation. Considering a bounded and C1,1 domain Ω, we are
able to bound the L∞ norm of the eigenfunctions in Rn by its L2 norm and a
multiplicative constant, giving explicitly its dependence on the eigenvalue, λ.
After that, we proceed finding the expression of the solution of the fractional
heat equation in terms of the eigenfunctions, and we also prove the unique-
ness of the solution. This allows us to prove the main original result of the
dissertation, Theorem 1.1.
In addition, we are able to establish some results regarding the regularity in
the temporal domain, and a proposition regarding the interior regularity for
the solutions of the fractional heat equation problem for positive times.
 Chapter 5 is the natural continuation of Chapter 4. We there expose an in-
troduction to the non-homogeneous problem, that is, problem (1.8) with a
right-hand side f(x, t). In particular, we study the uniqueness and existence
of solution in this case, under the assumption of a bounded non-homogeneous
term. To do so, we introduce the Duhamel’s principle for the fractional Lapla-
cian, and check its validity. While we do not reach any conclusion in the general
f(x, t), we here present an original result regarding the case when f is time
independent and bounded, f = f(x). The statement of the proposition is
very similar to the one presented in Theorem 1.1, but instead of considering
‖u0‖L2(Ω) we consider ‖u0‖L2(Ω) + ‖f‖L∞(Ω). We then give some ideas for the
general case, and some approaches done by the author.
Finally, we discuss some boundary inequalities for the solution of the frac-
tional heat equation, u(x, t), obtaining that for positive times t > 0, there are
constants c and C depending only on n, s, t and Ω such that
0 < c(t)δs(x) ≤ u(x, t) ≤ C(t)δs(x) (1.16)
as long as there is a nonnegative and not constant zero initial condition and a
nonnegative non-homogeneous term.
 Chapter 6 is the last and one of the two most important chapters of the
dissertation. In it, we proceed to show an application and an extension of the
main result of the work, Theorem 1.1.
7We first prove the Pohozaev identity for the solution of the homogeneous
fractional heat equation for positive times (see Theorem 6.1). That is, if u =
u(·, t) is the solution, we prove that, for any t > 0∫
Ω
(x ·∇u)(−∆)sudx = 2s− n
2
∫
Ω
u(−∆)sudx− Γ(1 + s)
2
2
∫
∂Ω
( u
δs
)2
(x · ν)dσ,
(1.17)
where ν is the unit outward normal. As we can see, it is essential the fact that
in the main theorem of the dissertation, Theorem 1.1, we had proven that u
δs
can be extended continuously up to the boundary of the domain Ω.
We finally extend the results obtained in Chapter 4 to other nonlocal operators.
We deal with the more general parabolic problem
∂tu+ Lu = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(1.18)
where L is a nonlocal operator of the form,
Lu(x) =
∫
Rn
(u(x)− u(x+ y))a(y/|y|)|y|n+2s dy. (1.19)
As we will see, these operators are infinitesimal generators of stable Levy
processes. In this chapter we prove Theorem 1.1 for this new problem, under
the additional assumption
0 < λ ≤ a(θ) ≤ Λ, ∀θ ∈ Sn−1, (1.20)
for some 0 < λ ≤ Λ (see Theorem 6.4).
In all, the main original results of the dissertation are Theorem 1.1, Corollary
4.8, Theorem 6.3 and Theorem 6.4.
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Chapter 2
Nonlocal operators and the
fractional Laplacian
In this chapter we present the first concepts regarding the fractional Laplacian and
nonlocal operators in general. Firstly, we introduce the Le´vy processes and their
relation with nonlocal operators, as well as the definition of stable process. After
that, we present an heuristic argument to obtain the fractional heat equation, which
follows from a discretization of the plane. Finally, we define the fractional Laplacian
in two different ways, checking that its definition as a nonlocal operator is equivalent
to its definition by means of the Fourier transform.
2.1 Nonlocal equations and Le´vy processes
Nonlocal equations arise naturally from the properties of Le´vy processes. As an
intuitive approach, Le´vy processes are stochastic processes with independent and
stationary increments that represent the motion of a point particle as an extension
of Brownian motion, with independent displacements and statistically identical over
time intervals with the same length. Examples of Le´vy processes include the Brow-
nian motion itself, the Poisson process, stable processes and subordinators. Again,
intuitively, they consist of paths that can present jump discontinuities of random
size at random moments.
Le´vy processes can be used to model many physical systems, as well as in engi-
neering, economics and ecology.
More formally, the definition of a Le´vy process is the following, defined on a
probability space (Ω,F ,P):
Definition 2.1 (Le´vy process). A Le´vy process X = (Xt, t ≥ 0) is a real-valued (or
Rn valued) stochastic process that fulfils the following requirements:
1. P (X0 = 0) = 1 almost surely
2. The random variables Xt0 , Xt1−Xt0 , . . . , Xtn−Xtn−1 are independent ∀n ≥ 1,
for 0 ≤ t0 < t1 < t2 < · · · < tn (Independent increments)
3. The random variable Xt+s −Xt has the same distribution as Xs, for s, t ≥ 0
(Stationary increments)
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4. ∀ > 0 and ∀s ≥ 0, limt→s P (|Xt −Xs| > ) = 0 (Stochastic continuity)
It is possible also to add another condition including almost sure right continu-
ity and left limits for the process, but this depends on the author. Also, the first
condition is redundant once one defines the third one, considering s = 0.
The second property (Independent increments) indicates that there is no memory
in the stochastic process, and the third property (Stationary increments) refers to
the fact that the distribution of Xt+s−Xt depends only on the time interval length
s, implying that the process is autonomous. Finally, the Stochastic continuity is
what makes it a process that rarely jumps, i.e., there is a null probability to obtain
a significant jump of length  > 0.
Before proceeding to the relation between Le´vy processes and nonlocal equations,
it is necessary to introduce the Le´vy-Khintchine formula. To do so, recall that the
characteristic function of a random variable, X, is defined by φX : Rn → C
φX(z) := E[eiz·X ].
For a Le´vy proces, it is defined by
φt(z) := φXt(z) = E[eiz·Xt ].
Then, the Le´vy-Khintchine formula states that:
Theorem 2.1 (Le´vy-Khintchine formula). If X = (Xt, t ≥ 0) is a Le´vy process,
then
φt(z) = e
tη(z), z ∈ Rn, (2.1)
where η(z) is a function given by
η(z) = ib · z − 1
2
z · Az +
∫
Rn
(eiz·y − 1− iz · yχB1(y))ν(dy), (2.2)
where B1 is the unit ball, b is a vector, A is a nonnegative definite matrix and ν is
a Le´vy measure.
The proof of the theorem uses the fact that the Le´vy processes are infinitely
divisible, i.e., it is possible to express Xt = Y1 + . . . Ym where Yj are independent
identically distributed random variables, for any m ∈ N. To see this, simply consider
h = t/m and take Yj = Xjh−X(j−1)h. Using the first three properties of the definition
of a Le´vy process, it follows the infinite divisibility.
Moreover, ν is a Rn measure known as the Le´vy measure, defined as follows:
Definition 2.2 (Le´vy measure). Let X = (Xt, t ≥ 0) a Le´vy process on Rn. Then,
the measure ν on Rn defined as follows is the Le´vy measure associated to X:
ν(C) = E[#{t ∈ [0, 1] : ∆Xt 6= 0,∆Xt ∈ C}], C ∈ B(Rn), (2.3)
where
∆Xt = Xt − lim
s↑t
Xs. (2.4)
That is, the measure of a set C is the expected number of jumps with size in C per
unit time.
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Any Le´vy measure, moreover, fulfils:∫
Rn
(1 ∧ |y|2)ν(dy) <∞, (2.5)
where min{a, b} = a∧b. A Le´vy process almost surely defines a semigroup {Ut, t ≥ 0}
acting on functions u : Rn → Rn as follows:
(Utu)(x) = E[u(x+Xt)], (2.6)
which is a semigroup thanks to the properties of a Le´vy process, since U0 is the
identity and Ut+s = Ut ◦ Us because Xt − Xs is distributed as Xt−s. Since it is a
semigroup, it has an infinitessimal generator given by L and defined by:
Lu = lim
t↓0
E[u(x+Xt)]− u(x)
t
. (2.7)
This linear operator describes the semigroup since the Feller property is satisfied
(limt↓0 Utu(x) = u(x), ∀x). Moreover, it is possible to express an evolution of the
function u over the time by means of this operator, defining u(x, t) := (Utu)(x), and
assuming u(x, t) is regular enough, it follows that
∂tu = Lu ∀(x, t) ∈ Rn × [0,∞). (2.8)
And using the Le´vy-Khintchine formula, it is possible to express the infinitessimal
generator as
Lu = b·∇u(x)+tr(A·D2u)+
∫
Rn
{u(x+ y)− u(x)− y · ∇u(x)χB1(y)} ν(dy), (2.9)
where the integral is taken in principle value. The first term corresponds to the drift,
the second term to the diffusion and the third term to the jump part. As it can be
seen, from the Le´vy processes it has naturally arisen a nonlocal equation.
The process {Xt, t ≥ 0} is said to be a pure jump process when A = 0 and b = 0.
Typical assumptions when studying these processes are
ν(dy) = K(y)dy (2.10)
and
K(y) = K(−y), (2.11)
with K ≥ 0 and ∫Rn(1 ∧ |y|2)K(y)dy <∞.
Under these assumptions, the infinitessimal generator can be written as:
Lu =
∫
Rn
(u(x+ y)− u(x))K(y)dy. (2.12)
Note that the term in ∇u(x) has vanished, since integrating the scalar product
y · ∇u(x) with respect to y in the unit ball multiplied by an even function yields to
zero. In particular, when
K(y) = c|y|−n−2s, (2.13)
12 Chapter 2. Nonlocal operators and the fractional Laplacian
then L is the fractional Laplacian, as it will be seen in section 2.4.
Let us see now how Levy processes lead to nonlocal problems like 1.7 and 1.8.
For example, suppose that we are dealing with a Le´vy process {Xt, t ≥ 0} with
infinitessimal generator L, and a particle following it. We first want to know the
expected time at which the particle, starting at x, will escape the domain. We name
this time u(x). Then, u(x) solves the following problem{
Lu = 1 in Ω
u = 0 in Rn \ Ω. (2.14)
Now, we want to know the expected running payoff of the particle when escaping
the domain if it starts at x, assuming a payoff function on the domain g(x). If we
name again this expected running payoff as u(x), then u solves the problem{
Lu = g(x) in Ω
u = 0 in Rn \ Ω. (2.15)
Finally, let us recall the example presented in the introduction. Suppose now that
we want the probability distribution of the expected position of the particle after a
time t, and we name this probability distribution u(x, t). Then, u is a function that
solves the following problem{
∂tu+ Lu = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0, (2.16)
which will be illustrated for the fractional Laplacian in section 2.3 through an heuris-
tic derivation.
2.2 Stable processes
Once the Le´vy processes have been defined, let us introduce a class of specially
relevant kind of Le´vy process, the α-stable Le´vy processes. These processes are the
ones satisfying certain scaling properties.
When talking about stability we refer to the fact that the sum of two independent
stable random variables, X and Y , identically distributed, is also stable, and X +Y
has the same distribution as X and Y , when renormalized by 2−1/α. Here, α is called
the stability exponent, and α ∈ (0, 2]. When α = 2 we have that the ordinary normal
distributions fulfil the property.
For α ∈ (0, 2), stable processes are the equivalent to Gaussian random processes
when dealing with infinite variance random variables. Indeed, the Generalized Cen-
tral Limit Theorem states that the distribution of the sum of infinite variance ran-
dom variables converges in density to a stable process under certain assumptions
(see [43], [33] or [2] for a precise statement).
Stable distributions model random aggregations of small and independent per-
turbations. They are used, for example, in financial mathematics, internet traffic
statistics, in models of random scalar fields, signal processing among others; see
[43, 36] and references therein.
Let us introduce the precise definition of stable Le´vy process.
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Definition 2.3. (α-stable Le´vy process) Let X = (Xt, t ≥ 0) be a Le´vy process on
Rn. It is called α-stable if
X1
d
=
1
t1/α
Xt, ∀t > 0, (2.17)
that is, there exist a property of self-similarity saying that Xb is distributed like
1
t1/α
Xbt for b, t > 0.
The infinitessimal generator of α-stable Le´vy processes are uniquely determined
by a finite measure on the unit sphere Sn−1; often referred as the spectral measure of
the process. When this measure is absolutely continuous with respect to the classical
measure of the sphere and is symmetric, stable processes have nonlocal operators
associated as infinitessimal generators (when α < 2), of the form
Lu(x) =
∫
Rn
(u(x)− u(x+ y))a(y/|y|)|y|n+2s dy, (2.18)
where s ∈ (0, 1), the stability exponent is α = 2s. Here, a is any nonnegative function
a ∈ L1(Sn−1) satisfying a(y) = a(−y) (a is symmetric).
The most simple and important case of stable process, as it has been already
introduced, is when it is radially symmetric (isotropic). In this case we have that
the infinitessimal generator is a multiple of the fractional Laplacian,
(−∆)su = cn,s
∫
Rn
(u(x)− u(x+ y))
|y|n+2s dy. (2.19)
2.3 Heuristic argument to obtain the heat equa-
tion in bounded domains
There exist numerous arguments regarding the heat equation with the Laplacian,
most of them involving a discretization of the space and basic probability, that
eventually yields to the well known expression. In the case of the fractional Laplacian,
there are also some heuristic argumentations that yield the expected result, assuming
a certain kind of kernel and through the discretization of the space. We summarize
here this heuristic argument, explained and discussed in [47] to obtain the equation
for the fractional Laplacian for a random walk with possibly long jumps, in the
homogeneous case with Rn domain. A similar proof can be found in [23].
As in the Laplacian case, the first thing to do is to consider a lattice in Rn, and
consider the points on hZn for h > 0 (eventually we will want h → 0). As in the
random walk case, suppose a point particle walks from one point of the lattice to
another with a time step τ . In the typical discrete random walk, the point particle
is only allowed to walk towards adjacent points, but now it will be able to jump to
any other point, with a certain probability.
In order to describe the probability to make arbitrary long jumps, it is defined
a function, K : Rn → [0,∞), that will weight the probability of each jump. We
want this function to be symmetric with respect to the origin (even), so K(z) =
K(−z), ∀z ∈ Rn. In particular, this function describes the probability for a particle
to perform a jump of “size” z ∈ Rn, and assuming symmetry in the probabilities, the
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even condition follows naturally. Given m,m ∈ Zn, the probability to jump from hm
to hm (or vice-versa) is given by K(m−m) = K(m−m). Also, since K represents
a probability, it must satisfy: ∑
m∈Zn
K(m) = 1. (2.20)
Now, suppose u(x, t) is the probability that the particle is found at x ∈ Rn at
the instant t ∈ [0,∞) (later on, this will be the probability density that there is a
particle with these coordinates). In the discrete time, this is simply a probability
evaluated on the lattice points. Then, after a time τ , we have:
u(x, t+ τ) =
∑
m∈Zn
K(m)u(x+ hm, t), (2.21)
since the probability to be at x at a time t + τ is the sum of probabilities to be at
the points x+ hm at time t weighted according to the “size” of the jump necessary
to reach x from each position.
And now, just subtract from both sides u(x, t), and divide by τ
u(x, t+ τ)− u(x, t)
τ
=
∑
m∈Zn
K(m)
τ
(u(x+ hm, t)− u(x, t)). (2.22)
At this point, it is necessary to make h → 0, and τ → 0. Assume there exists
a relation between them such that τ = h2s (s > 0), so that they both tend to 0
simultaneously (but possibly at different velocities). It is wanted the right hand side
of the previous expression to converge, and its resemblance with a Riemann sum
is obvious. It would be necessary a factor hn on the right-hand side, as well as a
dependence on K(hm) instead of K(m), so we want to assume
K(m)
τ
= hnK(mh), (2.23)
maybe with a constant multiplicative factor. An example of function K following
the previous expression is
K(z) = 1|z|n+2s ,
imposing K(0) = 0 and a multiplicative constant so that (2.20) is fulfilled. Now we
have the following Riemann sum (up to multiplicative constant):
u(x, t+ τ)− u(x, t)
τ
= hn
∑
m∈Zn
K(hm)(u(x+ hm, t)− u(x, t)). (2.24)
Taking a continuous limit and assuming a good convergence, τ ↓ 0, it follows (up
to a multiplicative factor, again)
∂tu(x, t) =
∫
Rn
u(x+ y, t)− u(x, y)
|y|n+2s dy = −(−∆)
su(x, t), in Rn, t > 0, (2.25)
where we impose s ∈ (0, 1) so that the integral exists in principle value. As it can
be seen, we have obtained a heat equation with a fractional Laplacian (acting on x
variables):
∂tu+ (−∆)su = 0, in Rn, t > 0, (2.26)
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where it is needed to fix an initial condition (for t = 0).
Assume now that we are dealing with a bounded domain situation, Ω ⊂ Rn.
That is, if the particle escapes the domain, it disappears or dies. Now, how does the
previous expression of probability density evolve with time?
Basically, bounding the particle in the domain implies that the probability den-
sity function outside of it is exactly 0. So we impose a boundary condition, outside
the domain, and fix it at 0. Notice that, differently from the random walk, here it
is necessary to impose the boundary condition in Rn \ Ω and not only in ∂Ω. This
is due to the fact that now the particle can jump, and it could appear at any point
outside the boundary; which means that the particle somehow disappears or dies.
It is necessary, then, to establish a “boundary condition” in the whole Rn \ Ω.
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(2.27)
where u0 is the initial condition, fixed at time t = 0.
We could even consider a non-homogeneous term. Namely, suppose that the
system somehow has the ability to introduce particles at each position at a certain
rate, f(x, t), which depends obviously on the position and on the time. f(x, t) would
represent the probability per unit time that a particle is introduced at the system
in the position x at time t. Then, the solution u would describe the evolution of the
probability density to have a particle at a given point of the domain at a certain
time. It is even possible to assume that f depends on u, i.e., the probability of
adding particles depends directly on the probability to have particles with certain
coordinates.
In order to introduce this change, simply rewrite expression (2.21) as follows:
u(x, t+ τ) =
(∑
m∈Zn
K(m)u(x+ hm, t)
)
+ τf(x, t). (2.28)
Once we divide by τ , the term f(x, t) (or f(x, t, u)) no longer depends on the
parameters τ, h, which are the ones that will tend to 0. Therefore, we could recover
the expression (2.27) and write it as
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(2.29)
where we could even impose conditions in Rn\Ω to fix the probability density outside
the domain.
2.4 The fractional Laplacian and the Fourier trans-
form
The fractional Laplacian, (−∆)s, is a pseudo-differential operator that can be derived
naturally from the standard Laplacian and the use of the Fourier transform. First,
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recall that given u : Rn → R, the Fourier transform is defined by
F(u)(ξ) = uˆ(ξ) =
∫
Rn
u(x)e−2piix·ξdx, (2.30)
F−1(uˆ)(x) = u(x) =
∫
Rn
uˆ(ξ)e2piiξ·xdξ. (2.31)
From which it is easy to derive
F(∂ju) = ∂̂ju = iξj(F(u)),
and therefore
F(−∆u) = |ξ|2(Fu).
At this point, the definition of the fractional Laplacian follows naturally as
(−∆)su := F−1(|ξ|2s(Fu)) (2.32)
for s ∈ (0, 1) (the standard Laplacian is recovered for s = 1).
Proposition 2.2. The fractional Laplacian, (−∆)s, is a nonlocal operator that can
be written as:
(−∆)su = cn,s
∫
Rn
u(x)− u(y)
|x− y|n+2s dy, (2.33)
where cn,s is a constant depending only on n and s.
Note that the previous proposition is usually taken as a definition, and one
then has to check the equivalence with the Fourier transform expression. Before
proceeding to the proof, the following lemma is introduced:
Lemma 2.3. Given u : Rn → R, and K : Rn → [0,+∞); then
Lu(x) :=
∫
Rn
(u(x+ y) + u(x− y)− 2u(x))K(y)dy = F−1(S(Fu)) (2.34)
for some function S : Rn → R, given by
S(ξ) = 2
∫
Rn
(cos(ξ · y)− 1)K(y)dy. (2.35)
Proof. By definition:
S(ξ)(Fu)(ξ) = F(Lu)(ξ) = F
(∫
Rn
(u(x+ y) + u(x− y)− 2u(x))K(y)dy
)
.
And now, operating on the right-hand side and using properties of the Fourier
transform:
F(Lu)(ξ) =
∫
Rn
(F(u(x+ y) + u(x− y)− 2u(x)))K(y)dy
=
∫
Rn
(eiξ·y + e−iξ·y − 2)(Fu)(ξ)K(y)dy
= (Fu)(ξ)
∫
Rn
(eiξ·y + e−iξ·y − 2)K(y)dy
= 2(Fu)(ξ)
∫
Rn
(cos(ξ · y)− 1)K(y)dy.
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At this point it is possible to proceed with the proof of Proposition 2.2.
Proof of Proposition 2.2. First of all, notice:
(−∆)su(x) =cn,s
∫
Rn
u(x)− u(y)
|x− y|n+2s dy = cn,s
∫
Rn
u(x)− u(x+ y)
|y|n+2s dy
=− cn,s
2
∫
Rn
u(x+ y)− u(x)
|y|n+2s dy −
cn,s
2
∫
Rn
u(x− y)− u(x)
|y|n+2s dy
=− cn,s
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s dy,
where it has been used that∫
Rn
u(x+ y)− u(x)
|y|n+2s dy =
∫
Rn
u(x− y)− u(x)
|y|n+2s dy,
which follows simply performing a change of variables, y by −y. The expression ob-
tained is the same as in (2.34), with a previous constant and K(y) = − cn,s
2
|y|−(n+2s).
Therefore, the proposition will follow if
|ξ|2s = c
∫
Rn
1− cos(ξ · y)
|y|n+2s dy, (2.36)
for some constant c. To do so, it is important to see that the right-hand side of the
expression is rotationally invariant: changing ξ by Rξ for some rotation matrix R
does not change the expression, since the scalar product becomes (Rξ)·y = ξ ·(RTy),
and it is possible to perform a change of variable and put RTy instead of y. Since
|y|n+2s is indeed rotationally invariant, this change does not modify the expression,
and therefore one can put, without lose of generality, ξ = |ξ|e1.
Now write η = (η1, . . . , ηn), η = |ξ|y,∫
Rn
1− cos(|ξ|y1)
|y|n+2s dy =
∫
Rn
1− cos(η1)
|η/|ξ||n+2s
dη
|ξ|n = |ξ|
2s
∫
Rn
1− cos(η1)
|η|n+2s dη.
So it is enough to prove that
∫
Rn
1−cos(η1)
|η|n+2s dη is finite. First, notice that∫
Rn\B
1− cos(η1)
|η|n+2s dη < +∞, ∀ > 0,
since s > 0. Moreover, for  small enough, it follows that
1− cos(η1)
|η|n+2s ≤
|η1|2
|η|n+2s ≤
1
|η|n−2(1−s) ,
which is integrable in B since s < 1.
Moreover, it has been possible to determine the value of the constant, cn,s, which
happens to be
cn,s =
(∫
Rn
1− cos(η1)
|η|n+2s dη
)−1
. (2.37)
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And this integral can be computed explicitly:
cn,s =
s22sΓ
(
n+2s
2
)
pin/2Γ(1− s) , (2.38)
where Γ represents the well known gamma function. There, now it is possible to
write the fractional Laplacian in the following way:
(−∆)su(x) = −1
2
cn,s
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s dy,∀x ∈ R
n, (2.39)
where now the integral, for smooth functions u, is not necessary in a principle value
sense, because the singularity has been removed. The numerator in the fraction
inside the integral can be bounded by |y|2‖D2u‖L∞ near the origin, so the fraction
is integrable near 0.
Also note that the fractional Laplacian as a nonlocal operator corresponds to a
certain kind of Le´vy process, though the infinitessimal generator. Namely, using the
notation in (2.2), for A = 0 (no Brownian component), b = 0 (no drift) and using
ν(dy) =
dy
|y|n+2s (2.40)
for s ∈ (0, 1), then the infinitessimal generator of the Le´vy process is given by (−∆)s.
Moreover, it is also possible to define the inverse of the fractional Laplacian of
order s ∈ (0, 1), noted as (−∆)−s. If 0 < 2s < n, then one can write the following
explicit formula in integral form, as long as u is integrable enough:
(−∆)−su(x) = Cn,s
∫
Rn
u(x− y)
|y|n−2s dy. (2.41)
Notice that this expression corresponds to the Riesz potential I2su of the locally
integrable function u; where Cn,s is some constant depending only on n and s.
Chapter 3
Preliminaries and known results
In this chapter we first introduce the fractional Sobolev spaces, which are the na-
tural spaces when dealing with problems with the fractional Laplacian. After that,
we proceed to see that the eigenfunctions of the elliptic problem with the fractional
Laplacian form a Hilbert basis of L2, and we prove the maximum principle for both
the elliptic and the parabolic problem. We then state the main results currently
known for the elliptic problem with the fractional Laplacian. Concretely, we intro-
duce the classical results for interior regularity, and more modern results regarding
the regularity up to the boundary. Finally, the known results for the homogeneous
fractional heat equation are also presented.
3.1 Introduction to fractional Sobolev spaces
First of all, let us define the fractional Sobolev spaces. Intuitively, one could say
that we expect a Banach space somehow found “between” Lp(Ω) and W 1,p(Ω).
Definition 3.1 (Fractional Sobolev space). The fractional Sobolev space W s,p(Ω)
is defined by
W s,p(Ω) :=
{
u ∈ Lp(Ω) : |u(x)− u(y)||x− y|n/p+s ∈ L
p(Ω× Ω)
}
. (3.1)
The norm considered in this space is the following:
‖u‖W s,p(Ω) := ‖u‖Lp(Ω) + [u]W s,p(Ω), (3.2)
where [u]W s,p(Ω) is the Gagliardo seminorm of u,
[u]W s,p(Ω) =
(∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp dxdy
) 1
p
. (3.3)
An equivalent norm would be:
‖u‖W s,p(Ω) =
(∫
Ω
|u|pdx+
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp dxdy
) 1
p
. (3.4)
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Multiple results regarding these spaces can be found in the literature. Some of
them are presented and proved in the survey [19]. Just like in the case with s = 1,
fixing p = 2 yields to a special case, where the fractional Sobolev space happens to
be also a Hilbert space. Using the same notation as in Sobolev spaces, we will write
Hs(Ω) instead of W s,2(Ω). It is rather easy to check the parallelogram identity, using
that
|a+ b|2 + |a− b|2 = 2|a|2 + 2|b|2,
for a = u(x)− u(y), b = v(x)− v(y), in order to see that
[u+ v]2Hs(Ω) + [u− v]2Hs(Ω) = 2[u]2Hs(Ω) + 2[v]2Hs(Ω). (3.5)
An alternative definition of the fractional Sobolev spaces for the case p = 2 can
be now introduced, using Fourier transforms, and in all Rn
Hs(Rn) =
{
u ∈ L2(Rn) :
∫
Rn
(1 + |ξ|2s)|Fu(ξ)|2dξ <∞
}
. (3.6)
Proposition 3.1. The definitions of Hs(Rn) stated in (3.1) for p = 2 and Ω = Rn,
and in (3.6) are equivalent.
Proof. The proof follows by simple calculation from Plancherel’s theorem, which
states that the inner product in L2(Rn) is invariant under Fourier transforms.
Therefore, it is only necessary to check whether
[u]Hs(Rn) = C
∫
Rn
|ξ|2s|Fu(ξ)|2dξ, (3.7)
for some constant C that may depend on the dimension n and s. This follows by
simple computation:∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+2s dxdy =
∫
Rn
∫
Rn
|u(x+ y)− u(y)|2
|x|n+2s dxdy
=
∫
Rn
1
|x|n+2s
(∫
Rn
|u(x+ y)− u(y)|2dy
)
dx
=
∫
Rn
1
|x|n+2s‖u(x+ ·)− u(·)‖L2(Rn)dx.
Now use the Plancherel’s theorem again, and the results from (2.37), where cn,s
was a finite constant, it follows∫
Rn
1
|x|n+2s‖u(x+ ·)− u(·)‖L2(Rn)dx =
∫
Rn
1
|x|n+2s‖F(u(x+ ·)− u(·))‖L2(Rn)dx
=
∫
Rn
∫
Rn
|eiξ·x − 1|2|Fu(ξ)|2
|x|n+2s dξdx
= 2
∫
Rn
∫
Rn
|1− cos(ξ · x)|2|Fu(ξ)|2
|x|n+2s dξdx
=
2
cn,s
∫
Rn
∫
Rn
|ξ|2s|Fu(ξ)|2dξdx.
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At this point, it is possible to interpret the fact that fractional Sobolev spaces
Hs(Rn) are somehow found between L2(Rn) and H1(Rn), as stated at the beginning
of the section. To assert that, we refer to the following proposition.
Proposition 3.2. Let u ∈ Hs(Rn) for some s ∈ (0, 1). Then
‖u‖2Hs(Rn) = ‖u‖2L2(Rn) +
2
cn,s
‖(−∆) s2u‖2L2(Rn). (3.8)
Proof. It is enough to check whether [u]2Hs(Rn) =
2
cn,s
‖(−∆) s2u‖2L2(Rn), by one of
the equivalent forms of the Hs-norm. We use the previous proposition and the
Plancherel’s theorem again, together with the definition of fractional Laplacian:
‖(−∆) s2u‖2L2(Rn) = ‖F(−∆)
s
2u‖2L2(Rn) = ‖|ξ|sFu‖2L2(Rn). (3.9)
And now, by the previous proposition, [u]2Hs(Rn) =
2
cn,s
‖(−∆) s2u‖2L2(Rn).
In order to finish the introduction to fractional Sobolev spaces, we here present
an analogue of the Sobolev inequality for this particular kind of spaces; the fractional
Sobolev inequality.
Proposition 3.3 (Fractional Sobolev inequality). Let u ∈ Hs(Rn), and let p ∈
[1, n
s
). Then(∫
Rn
|u(x)| pnn−psdx
)n−ps
pn
≤ C
(∫
Rn
∫
Rn
|u(x)− u(y)|p
|x− y|n+ps dydx
) 1
p
, (3.10)
where C is a constant that depends only on n, p, and s ∈ (0, 1).
3.2 Eigenfunctions of the fractional Laplacian
In this section and the following ones (the maximum principle for regular solutions
and for weak solutions) we deal with widely known results that have been proven
many times for more general operators and using stronger techniques. In this case
we present simple proofs using basic tools specific of the fractional Laplacian.
In this first section we show that the fractional Laplacian has eigenfunctions
forming a Hilbert basis of L2(Ω). The problem is to find the solutions{
(−∆)sφ = λφ in Ω
φ = 0 in Rn \ Ω, (3.11)
and see if they are a basis of L2. To do so, first consider the following problem:{
(−∆)su = f in Ω
u = 0 in Rn \ Ω, (3.12)
where f ∈ L2(Ω). Let us see that this problem has a unique weak solution, u ∈ Hs.
To do so, firstly it is needed to define the concept of weak solution for the fractional
Laplacian case. In the ordinary Laplacian, the weak solution is obtained multiplying
both sides by an arbitrary function v ∈ H10 and integrating. Then it is used that in a
weak formulation 〈−∆u, v〉 = 〈∇u,∇v〉 (all scalar products considered are and will
be in L2). It is possible to perform a similar reasoning for the fractional Laplacian:
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Lemma 3.4. Given u and v regular enough functions with compact support, then
〈(−∆)su, v〉 = cn,s
2
∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s dxdy = 〈u, (−∆)
sv〉. (3.13)
Proof. Simply write:
〈(−∆)su, v〉 = cn,s
∫
Rn
∫
Rn
v(x)
(u(x)− u(y))
|x− y|n+2s dydx,
〈(−∆)su, v〉 = cn,s
∫
Rn
∫
Rn
v(y)
(u(y)− u(x))
|y − x|n+2s dxdy,
and add both expressions.
In particular, the fractional Laplacian operator is self-adjoint. Using the previous
lemma, it is possible to define the scalar product 〈(−∆)su, v〉 for functions u, v ∈
Hs(Rn) with null boundary or exterior conditions outside Ω. In order to simplify
notation, define Hs∗(Ω) or simply H
s
∗ as the space of H
s(Rn) functions with null
boundary or exterior conditions in Rn \ Ω, i.e., u ≡ 0 in Rn \ Ω. Then, the weak
formulation of problem (3.12) is obtained multiplying by v and integrating over Rn.
Definition 3.2. (weak solution) We say that u ∈ Hs∗(Ω) is a weak solution of the
problem (3.12) if
cn,s
2
∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s =
∫
Ω
fv, ∀v ∈ Hs∗(Ω). (3.14)
We define a(u, v) as the clearly bilinear form of the left-hand side of the equa-
tion, and at this point we want to apply Lax-Milgram theorem. To do so, it is first
necessary to check that a is continuous and coercive. We previously introduce the
following well-known statement, the fractional Poincare´ inequality, which is an ex-
tension of the corresponding inequality for ordinary Sobolev spaces; preceded by a
simple lemma.
Lemma 3.5. Let f be a measurable function. Let 0 < p < q, then
‖f‖Lp(Ω) ≤ ‖f‖Lq(Ω)|Ω|r, (3.15)
for r such that 1
p
= 1
q
+ 1
r
.
Proof. Recall Ho¨lder’s inequality, for p′, q′ ∈ [1,+∞] and 1 = 1
p′ +
1
q′
‖f˜ g˜‖L1(Ω) ≤ ‖f˜‖Lp′ (Ω)‖g˜‖Lq′ (Ω), (3.16)
and use g˜ ≡ 1, and f˜ = |f |p.
And the fractional Poincare´ inequality would read as
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Proposition 3.6 (Fractional Poincare´ inequality). Let Ω ⊂ Rn be any bounded
domain, and let u ∈ Hs∗(Ω). Then∫
Ω
|u(x)|2dx ≤ C
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+2s dydx, (3.17)
where C is a constant that depends only on |Ω|, n and s ∈ (0, 1).
Proof. We will only prove the case n > 2s. To do so, fix p = 2 and use fractional
Sobolev inequality. Then use the previous lemma with p = 2, q = 2n
n−2s .
We can now prove the following.
Proposition 3.7. For each f ∈ L2(Ω), the problem{
(−∆)su = f in Ω
u = 0 in Rn \ Ω, (3.18)
admits a unique weak solution u ∈ Hs∗ .
Proof. First of all, let us check that the bilinear form a : Hs∗ ×Hs∗ → R defined by
a(u, v) :=
1
2
∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s (3.19)
is continuous and coercive.
The continuity follows trivially if one realises that it is possible to apply Cauchy-
Schwarz to a(u, v), since it is a bilinear, symmetric and positive semidefinite form
a(u, v)2 ≤ a(u, u)a(v, v) = 1
4
[u]2Hs [v]
2
Hs ≤ ‖u‖2Hs‖v‖2Hs .
To check coercivity, the fractional Poincare´ inequality is used.
a(u, u) =
1
2
∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+2s
≥ 1
4
∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+2s +
1
4
∫
Ω
∫
Ω
(u(x)− u(y))2
|x− y|n+2s
≥ 1
4
∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+2s +
1
4C
‖u‖2L2 ≥ C‖u‖2Hs ,
for some constant C.
Therefore, by Lax-Milgram theorem, the problem (3.18) has a unique solution
u ∈ Hs∗ for every f ∈ L2(Ω), and it satisfies
‖u‖Hs ≤ C‖f‖L2(Ω). (3.20)
for some constant C.
And finally, we are able to state the main proposition of the section, which states
that the eigenfunctions form a Hilbert basis of L2(Ω).
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Proposition 3.8. The fractional Laplacian with null exterior conditions in a bounded
and Lipschitz domain Ω has a set of eigenfunctions forming a Hilbert basis of L2(Ω).
Proof. Thanks to the previous proposition, we now see that it is possible to define
the operator inverse of the problem (3.14) or (3.18) in a weak sense, which would be
the inverse of the fractional Laplacian. We name this operator T : L2(Ω)→ Hs∗ , and
is such that T (f) = u (in the previous notation). It is clearly linear, and by (3.20)
it is also continuous.
We want to apply the spectral theorem to the operator T . To do so, first extend
T : L2(Ω)→ L2(Ω). This is possible since Hs∗ ⊂ L2(Ω), and this inclusion is compact
(see [19, Theorem 7.1]),
L2(Ω)
T→ Hs∗
i
↪→ L2(Ω). (3.21)
Since T is continuous and i is compact, i ◦ T is compact, and is the extension of
T to L2(Ω) (which will be also named T ). It has been already seen that (−∆)s is
self-adjoint, so T is also self-adjoint. By the spectral theorem, there exists a sequence
of eigenfunctions of T with eigenvalues going to 0 that form a Hilbert basis of L2(Ω).
I.e., in the weak sense, we have{
(−∆)sφk = λkφk in Ω
φk = 0 in Rn \ Ω, (3.22)
with φk basis of L
2(Ω), and λk eigenvalues, λk → +∞. The eigenvalues are all
positive since 〈(−∆)su, u〉 ≥ 0 ∀u ∈ Hs.
3.3 The maximum principle for the fractional Lapla-
cian
The maximum principle for the diffusion equation is a well known result with mul-
tiple applications that explains the behaviour of a solution as time goes by. It is
consistent with what we intuitively perceive when understanding the function as
a probability, temperature or concentration. For example, the maximum principle
allows us to bound a particular solution or to find estimates through the comparison
principle.
For the fractional heat equation one could also expect a maximum principle,
since the intuition still allows us to see the function as a probability evolution.
Actually, any operator derived from a Le´vy process has a maximum principle, and
so does the fractional Laplacian. The proof of the theorem is easier than in the
ordinary Laplacian problem, since the fact that the operator is nonlocal simplifies
some computations.
We begin with the following key lemma:
Lemma 3.9. Let Ω ⊂ Rn be a bounded domain, u ∈ C2(Ω) ∩ C0(Rn) and u ≤ 0 in
Rn\Ω (resp. u ≥ 0 in Rn\Ω). Suppose x0 ∈ Ω such that maxx∈Ω u(x) = u(x0) (resp.
minx∈Ω u(x) = u(x0)). Then, (−∆)su(x0) ≥ 0 (resp. (−∆)su(x0) ≤ 0). Moreover, if
(−∆)su(x0) = 0, then u ≡ u(x0) constant in Rn.
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Proof. We just do the maximum case. The minimum case follows exchanging u by
−u.
Consider the definition of fractional Laplacian,
(−∆)su(x) = cn,s
∫
Rn
u(x)− u(y)
|x− y|n+2s dy, (3.23)
and notice that if x0 is a maximum for u, then the function being integrated is
always nonnegative, and therefore (−∆)su(x0) ≥ 0.
If (−∆)su(x0) = 0, and since u(x0) ≥ u(y) and u is continuous, we have u(x0) =
u(y) for all y ∈ Rn (the function is constant).
Now we can proceed with the proof of the maximum principle. There will be
stated two different maximum principles, one for the Dirichlet problem for the frac-
tional Laplacian and another for the fractional heat equation, i.e., the elliptic and
the parabolic case.
For the fractional Laplacian the maximum principle basically states that, if the
fractional Laplacian of a function with Dirichlet exterior conditions is nonpositive,
then the maximum of the function is attained in the boundary of the domain (or
exterior).
Before proceeding to state the maximum principle, we first present a useful
proposition, which leads to a comparison principle for the Dirichlet problem for
the fractional Laplacian. The proposition can be proved using the maximum prin-
ciple trivially, but it is presented separately because it is the most common way in
which the statement of the maximum principle will be used.
Proposition 3.10. Let Ω ⊂ Rn bounded domain, and u ∈ (C2(Ω) ∩ C0(Ω)) a
solution of the following problem,{
(−∆)su = g in Ω
u = 0 in Rn \ Ω, (3.24)
where g ≥ 0 in Ω. Then u ≥ 0 in Rn.
Proof. Let us argue by contradiction. Assume there are points where u < 0. In
particular, since Ω is compact and u is continuous, there exists a global minimum
x0 ∈ Ω where u(x0) < 0. By the previous lemma, at this point (−∆)su(x0) ≤ 0.
If (−∆)su(x0) = 0, then u ≡ 0 (since u ≡ 0 in Rn \ Ω), and then g ≡ 0. If
(−∆)su(x0) < 0, but g ≥ 0, in particular g(x0) ≥ 0; a contradiction again. Therefore,
u ≥ 0 in Rn.
Notice that the regularity conditions of the hypothesis are fulfilled if g and Ω are
regular enough, and they are sufficient to assure that the fractional Laplacian can
be applied at any point. Now, it is possible to state the maximum principle, that is
derived immediately from the previous proposition:
Theorem 3.11 (Maximum principle for the fractional Laplacian). Let Ω ⊂ Rn
bounded domain, and u ∈ (C2(Ω) ∩ C0(Rn)). Then,
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1. If (−∆)su ≤ 0 in Ω and u ≤ 0 in Rn \ Ω,
sup
Rn
u = sup
Rn\Ω
u. (3.25)
2. If (−∆)su ≥ 0 in Ω and u ≥ 0 in Rn \ Ω:
inf
Rn
u = inf
Rn\Ω
u. (3.26)
Proof. Let us see 1., and to see 2. just exchange u by −u.
Suppose that the statement is not true. Then we would have
sup
Rn
u = sup
Ω
u = max
Ω
u. (3.27)
Since Ω is compact, and u is continuous, the maximum is attained at some
point x0 ∈ Ω. Since we arguing by contradiction, x0 ∈ Ω, because if it was on ∂Ω
the statement would be true. Now, we can apply the previous lemma, so we get
(−∆)su(x0) ≥ 0. If (−∆)su(x0) = 0, then u is constant, and the statement would
be true. Therefore, (−∆)su(x0) > 0, which contradicts the hypothesis. Hence,
sup
Rn
u = sup
Rn\Ω
u. (3.28)
We can highlight the main differences with the maximum principle for local
operators, such as the ordinary Laplacian. First of all, it is important to see that
instead of seeing that the maximum in Ω is in ∂Ω, we have seen that the maximum
in all Rn is outside the domain, in Rn \ Ω. Since we are not considering compact
sets (like Ω or ∂Ω), the maximum principle has to be stated using the supremum
instead of the maximum. We keep the nomenclature because in most cases the
exterior condition will have its maximum in the boundary, ∂Ω, for example when it
is constant.
Probably, the main use of the maximum principle is through the comparison
principle:
Proposition 3.12 (Comparison principle for the elliptic problem). Let Ω ⊂ Rn
bounded domain, and let u1, u2 ∈ (C2(Ω) ∩ C0(Rn)) such that{
(−∆)su1 = g1 in Ω
u1 = f1 in Rn \ Ω, (3.29){
(−∆)su2 = g2 in Ω
u2 = f2 in Rn \ Ω, (3.30)
where g1 ≥ g2 and f1 ≥ f2 everywhere in Ω and Rn \ Ω respectively. Then
u1 ≥ u2 in Rn. (3.31)
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Proof. Simply consider u1 − u2 and check that by linearity it fulfils the hypothesis
of the maximum principle (case 2). I.e.:{
(−∆)s(u1 − u2) ≥ 0 in Ω
u1 − u2 ≥ 0 in Rn \ Ω. (3.32)
The infimum in Rn is found in Rn \ Ω, where u1 − u2 ≥ 0, so this is fulfilled in Rn,
reaching the conclusion we wanted.
Notice that usually the comparison principle is used in Dirichlet problems, so that
the exterior conditions are fixed to zero (actually, when used in this dissertation, it
will be treated this way).
Now we can proceed to introduce the maximum principle for the fractional heat
equation. Again, the statement is very intuitive: if the non-homogeneous term of
the fractional heat equation is nonpositive, then the maximum of the solution is
attained in the initial condition, or in the boundary of the domain. The process to
prove it is similar to the previous one. Before starting, we introduce a bit of notation
to simplify things:
Suppose Ω ∈ Rn is a bounded domain, and T > 0.
Definition 3.3. We define the following concepts regarding the domain of the so-
lution:
i. QT := Ω× (0, T ) ⊂ Rn+1.
ii. Lateral boundary of QT : ∂LQ := ∂Ω× [0, T ].
iii. Parabolic boundary of QT : ∂pQT := (Ω× {0}) ∪ ∂LQT .
Notice that, differently from what we did in the elliptic case, the value of the
function in the lateral boundary has always been fixed to 0. The value of the func-
tion in Ω × {0} corresponds to the initial condition. We first state the following
proposition:
Proposition 3.13. Let Ω ⊂ Rn bounded domain, and let u(x, t) be a function
that is C2 in x and C1 in t for (x, t) ∈ Ω × (0, T ), and C0 in both x and t for
(x, t) ∈ Ω× [0, T ]; and u is a solution of
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(3.33)
with f ≥ 0 in QT , and u0 ≥ 0 in Ω. Then u ≥ 0 in QT .
Proof. Consider 0 < T ′ < T , and QT ′ , and let us argue by contradiction. Assume
u < 0 somewhere in QT ′ . Since u ∈ C0(QT ′), and QT ′ compact, there exist (x0, t0) ∈
QT ′ such that u(x0, t0) = minQT ′ u < 0. Since u ≥ 0 in ∂PQT ′ ⊂ ∂PQT , we have
(x0, t0) /∈ ∂PQT ′ .
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1. If (x0, t0) ∈ QT ′ is a minimum, ut(x0, t0) = 0 and by Lemma 3.9, since u(·, t0) ∈
C2(Ω) ∩ C0(Ω) and is zero outside the domain, we have (−∆)su(x0, t0) ≤
0. If (−∆)su(x0, t0) = 0, then u(·, t0) ≡ 0, which is a contradiction with
u(x0, t0) < 0, therefore (−∆)su(x0, t0) < 0. But 0 ≤ f(x0, t0) = ut(x0, t0) +
(−∆)su(x0, t0) < 0. Contradiction.
2. If (x0, t0) ∈ Ω × {T ′} is the minimum, then ut(x0, t0) ≤ 0 (the function has
to be approaching decreasing), and by Lemma 3.9 again (−∆)su(x0, t0) < 0;
contradiction.
Therefore, u ≥ 0 in QT ′ . Now consider QT : u ≥ 0 in QT ′ ∀T ′ < T . By continuity,
u ≥ 0 in QT .
It must be pointed out that the previous statement is also true if we fix an always
nonnegative exterior condition, and the proof would be the same, exchanging ∂PQT
by (Rn × {0}) ∪ (Rn \Ω)× [0, T ]. Now we can state the maximum principle for the
fractional heat equation (which again could be stated fixing the appropriate sign for
the exterior condition):
Theorem 3.14 (Maximum principle for the fractional heat equation). Let Ω ⊂ Rn
bounded domain, T > 0 and let u be a function with the same regularity as in the
previous proposition and Dirichlet (zero) exterior conditions. Then:
1. If ut + (−∆)su ≤ 0 in Ω, t ∈ [0, T ]:
max
QT
u = max
∂PQT
u. (3.34)
2. If ut + (−∆)su ≥ 0 in Ω, t ∈ [0, T ]:
min
QT
u = min
∂PQT
u. (3.35)
Proof. Let us see 2., and 1. follows using v := −u in 2. If u(x, 0) ≥ 0 in 2., then
we use the previous proposition to see u ≥ 0 in QT , and since ∂PQT ⊂ QT and
u|∂PQT ≡ 0, minQT u = min∂PQT u = 0.
Otherwise, proceed with the same argument used in the proof of the previous
proposition. If it is not true that u ≥ 0 everywhere inQT , so there exists (x0, t0) ∈ QT
such that minQT u = u(x0, t0) < 0. By the proof of the previous proposition, it is
not possible that there exists a negative minimum in QT ∪ (Ω×{T}), therefore, the
minimum in QT must be in ∂PQT .
Again, like in the elliptic case, one of the main uses of the maximum principle
for the fractional heat equation is through the comparison principle, which can be
stated in the following way.
Proposition 3.15 (Comparison principle for the parabolic problem). Let Ω ⊂ Rn
bounded domain, and let u1(x, t) and u2(x, t) be functions that are C
2 in x and C1
29
in t for (x, t) ∈ Ω × (0, T ), and C0 in both x and t for (x, t) ∈ Ω × [0, T ]; being u1
and u2 such that
∂tu1 + (−∆)su1 = f1(x, t) in Ω, t > 0
u1 = 0 in Rn \ Ω, t ≥ 0
u1(x, 0) = u0,1(x) in Ω, for t = 0,
(3.36)

∂tu2 + (−∆)su2 = f2(x, t) in Ω, t > 0
u2 = 0 in Rn \ Ω, t ≥ 0
u2(x, 0) = u0,2(x) in Ω, for t = 0,
(3.37)
where f1 ≥ f2 and u0,1 ≥ u0,2 everywhere in Ω× R+ and Ω respectively. Then
u1 ≥ u2, in Rn, for t ≥ 0. (3.38)
Proof. Just like in the elliptic case, we define v := u1 − u2. Clearly, v solves the
following problem, where fv(x, t) := f1(x, t)− f2(x, t) and v0(x) := u0,1(x)−u0,2(x).
∂tv + (−∆)sv = fv(x, t) in Ω, t > 0
v = 0 in Rn \ Ω, t ≥ 0
v(x, 0) = v0(x) in Ω, for t = 0,
(3.39)
Under these circumstances, fv ≥ 0 and v0 ≥ 0 in Ω× R∗ and Ω. We now apply the
Proposition 3.13, whose hypothesis are clearly fulfilled here. Hence, v = u1−u2 ≥ 0,
as we wanted to see.
3.4 The maximum principle for weak solutions
While in the previous section we have proved the maximum principle both for the
elliptic and parabolic problem, we required a strong hypothesis involving the regu-
larity of the solution. However, as we will see next, the maximum principle and the
comparison principle also hold for a more general class of solutions: weak solutions.
We here present an introduction on how to see this in the elliptic and parabolic
case. We have only defined weak solution for the elliptic problem, so it will be
necessary to introduce the concept for the parabolic problem too.
Let us start with the simple case though. For simplicity, we will fix exterior
conditions to zero. Under this assumption, the maximum principle is equivalent to
the following proposition,
Proposition 3.16. Let Ω ⊂ Rn bounded domain, and u a weak solution of the
following problem, {
(−∆)su = g in Ω
u = 0 in Rn \ Ω, (3.40)
where g ≥ 0 a.e. in Ω. Then u ≥ 0 a.e. in Rn.
Proof. We say that u ∈ Hs∗(Ω) is a weak solution of the previous problem if
cn,s
2
∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s =
∫
Ω
gv, ∀v ∈ Hs∗(Ω). (3.41)
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Split u = u+ − u−, where u+ and u− are the positive and negative parts of
u, i.e., u+(x) := max{u(x), 0} and u−(x) := max{−u(x), 0}. Now let us argue by
contradiction, and suppose that the set of points where u− is non zero has positive
measure, by choosing v = u−.
The right-hand side of the previous equation is clearly nonnegative, since g ≥ 0
a.e. and v ≥ 0, so that ∫
Ω
gv ≥ 0. Now, we will see that the left-hand side is negative,
so that the contradiction is reached.∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s <
∫
Rn
∫
Rn
(u+(x)− u+(y))(u−(x)− u−(y))
|x− y|n+2s ,
where it has been used that (u−(x) − u−(y))(v(x) − v(y)) ≥ 0, and since it is non
zero for a set with positive measure in Rn × Rn, the integral is positive.
Now, see that (u+(x)−u+(y))(u−(x)−u−(y)) ≤ 0, since in the sets {u+(x), u−(x)}
and {u+(y), u−(y)} there is at least one element equal to zero, and the other is non-
negative. Therefore,∫
Rn
∫
Rn
(u+(x)− u+(y))(u−(x)− u−(y))
|x− y|n+2s ≤ 0, (3.42)
and we have reached a contradiction.
Similarly, one could state the comparison principle for weak solutions,
Proposition 3.17 (Comparison principle for weak solutions to the elliptic problem).
Let Ω ⊂ Rn bounded domain, and let u1, u2 such that are weak solutions of the
following problems, {
(−∆)su1 = g1 in Ω
u1 = 0 in Rn \ Ω, (3.43){
(−∆)su2 = g2 in Ω
u2 = 0 in Rn \ Ω, (3.44)
where g1 ≥ g2 a.e. in Ω. Then
u1 ≥ u2 a.e. in Rn.with (3.45)
Proof. Simply consider the problem{
(−∆)s(u1 − u2) = g1 − g2 in Ω
u1 − u2 = 0 in Rn \ Ω, (3.46)
and apply the previous proposition to the function u1 − u2.
And now, let us proceed with the parabolic case. First of all, let us introduce
the notion of weak solution for the parabolic problem. We here denote Hs,1∗ as the
set of functions in variables x and t such that are Hs∗ with respect to x and H
1 with
respect to t.
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Definition 3.4 (weak solution for the parabolic problem). We say that u ∈ Hs,1∗ (Ω×
[0, T ]) is a weak solution of the problem
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(3.47)
if ∫
Ω
∫ T
0
utv +
cn,s
2
∫ T
0
∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s =
∫ T
0
∫
Ω
fv, (3.48)
for all v ∈ Hs,1∗ (Ω× [0, T ]).
We can now proceed to prove the maximum principle for the parabolic problem.
Like in the elliptic case, it is equivalent to the following statement.
Proposition 3.18. Let Ω ⊂ Rn bounded domain, T > 0, and u a weak solution of
the following problem,
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(3.49)
where u0 ≥ 0 a.e. in Ω and f ≥ 0 a.e. in Ω× [0, T ]. Then u ≥ 0 a.e. in Rn × [0, T ].
Proof. The idea of the proof is the same as in the elliptic problem, arguing by
contradiction. Take v = u−, the negative part (nonpositive) of u = u+−u−. Suppose
u− is nonzero in a set of positive measure. We know that∫
Ω
∫ T
0
utv +
cn,s
2
∫ T
0
∫
Rn
∫
Rn
(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s =
∫ T
0
∫
Ω
fv, (3.50)
and in the elliptic problem we have already seen that
∫ T
0
∫
Rn
∫
Rn
(u(x)−u(y))(v(x)−v(y))
|x−y|n+2s <
0, since it is negative for a set of times with positive measure; and
∫ T
0
∫
Ω
fv ≥ 0.
If we are able to see that
∫
Ω
∫ T
0
utv ≤ 0 we will have finished, because we will have
reached a contradiction.
Let us write it as∫
Ω
∫ T
0
utv =
∫
Ω
∫ T
0
(u+)tu
− −
∫
Ω
∫ T
0
(u−)tu− = −1
2
∫
Ω
∫ T
0
∂
∂t
((u−)2), (3.51)
where
∫
Ω
∫ T
0
(u+)tu
− is zero because either one factor inside the integral or the other
is zero for each time almost everywhere. Now we have,∫
Ω
∫ T
0
utv = −1
2
∫
Ω
(
(u−)2(·, T )− (u−0 )2
)
= −1
2
∫
Ω
(u−)2(·, T ) ≤ 0, (3.52)
where we have used that u−0 ≡ 0, because the initial condition is nonnegative. We
have reached a contradiction, and therefore, u ≥ 0 a.e. in Rn × [0, T ].
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And the comparison principle for weak solutions.
Proposition 3.19 (Comparison principle for weak solutions to the parabolic prob-
lem). Let Ω ⊂ Rn bounded domain, and let u1(x, t) and u2(x, t) be weak solutions of
the following problems
∂tu1 + (−∆)su1 = f1(x, t) in Ω, t > 0
u1 = 0 in Rn \ Ω, t ≥ 0
u1(x, 0) = u0,1(x) in Ω, for t = 0,
(3.53)

∂tu2 + (−∆)su2 = f2(x, t) in Ω, t > 0
u2 = 0 in Rn \ Ω, t ≥ 0
u2(x, 0) = u0,2(x) in Ω, for t = 0,
(3.54)
where f1 ≥ f2 and u0,1 ≥ u0,2 a.e. in Ω× R+ and Ω respectively. Then
u1 ≥ u2, a.e. in Rn, for t ≥ 0. (3.55)
Proof. Proceed exactly as in the elliptic case or the parabolic case for solutions
regular enough.
Therefore, in all, we have been able to state and prove the maximum principle
and the comparison principle for solutions when they are just weak, rather than
requiring a certain regularity as an hypothesis.
3.5 Classical interior regularity for the elliptic pro-
blem
For nonlocal operators there are some classical results regarding the regularity, pre-
sented in this section, and modern results (some of them less than five years old)
presented in the following section. Classical results usually deal with interior regu-
larity, while modern results will be treating regularity up to the boundary.
To introduce the results we also introduce the Ho¨lder notation. First, recall the
Ho¨lder norm, defined as:
‖f‖Ck,α = ‖f‖Ck + max|β|=k |D
βf |C0,α , (3.56)
where |f |C0,α is the Ho¨lder coefficient, |f |C0,α = supx6=y∈Ω |f(x)−f(y)||x−y|α , and k is an
integer. The second term corresponds to the Ho¨lder seminorm, and it will be denoted
by [f ]Ck+α .
In this dissertation, we will use the Ho¨lder notation. If k + α is not an integer,
we will denote Ck+α := Ck,α. If it is an integer, it must be corrected appropriately
for every situation.
The classical estimates for the fractional Laplacian refer to a problem where the
fractional Laplacian of a function is known in the unitary ball, i.e.,
(−∆)su = g in B1 ⊂ Rn. (3.57)
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Now, the main known result regarding interior regularity is the following:
‖u‖Cα+2s(B1/2) ≤ C
(‖g‖Cα(B1) + ‖u‖L∞(Rn)) , (3.58)
where C is a constant that depends on s and n. This estimate can be seen, for
example, in [31] (see also [46]), and it is true whenever α + 2s is not an integer.
By means of this inequality it is possible to obtain the following classical result for
interior regularity:
Theorem 3.20. Let Ω be a bounded domain of Rn, and consider the problem{
(−∆)su = g in Ω
u = 0 in Rn \ Ω. (3.59)
If δ(x) = dist(x, ∂Ω), for each ρ > 0 define Ωρ := {x ∈ Ω : δ(x) > ρ}. Then, if
α + 2s is not an integer,
‖u‖Cα+2s(Ωρ) ≤ C‖g‖Cα(Ω), (3.60)
where C is a constant that depends only on n, s, Ω, α and ρ.
We do not give a compete proof of the previous theorem, but we introduce the
idea on how to do it. In fact, this idea is widely used when dealing with estimates,
and it is interesting to present it here.
A way to extend a result like the one in (3.58) to general theorems like Theorem
3.20 is to consider, firstly, equation (3.58) in a general ball Br ⊂ Ω with radius small
enough. Precisely, using the notation from Theorem 3.20, if r is smaller than ρ, then
every point in Ωρ has a neighbourhood in the form of a ball of radius r/2 contained
in Ω where the solution is Cα+2s and fulfils a bound similar to (3.58). Now, the
constant, however, depends also on r (which, at the same time, depends on ρ). See
Figure 3.1 for a visualization of the described configuration.
It only remains to see how inequality (3.58) changes in small balls, for the frac-
tional Laplacian with Dirichlet conditions. It is well known that the term ‖u‖L∞(Rn)
can be bound by ‖g‖L∞(Ω) (see Lemma 3.21 below), which can be trivially bound
by ‖g‖Cα(Ω).
Consider the equation
(−∆)su = g in Br ⊂ Rn. (3.61)
We would like to rewrite it in B1 and use the estimates we already know, to
express them in terms of ‖u‖Cα+2s(Br/2) and ‖g‖Cα(Br). To do so, define u˜(x) = u(rx)
and g˜(x) = g(rx). Expressing equation (3.61) in terms of u˜ and g˜ we get
(−∆)su˜ = r2sg˜ in B1 ⊂ Rn, (3.62)
which can be easily seen using the definition with the integral of the fractional
Laplacian, and changing variables. Notice that the term r2s is consistent with the fact
that the fractional Laplacian behaves like a fractional derivative (for the ordinary
Laplacian, we would obtain the term r2). Now we got the following estimate:
‖u˜‖Cα+2s(B1/2) ≤ C
(
r2s‖g˜‖Cα(B1) + ‖u‖L∞(Rn)
)
. (3.63)
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Ω
Ωρ
ρ
Br
Br/2
Figure 3.1: Sketch of a general bounded domain Ω, Ωρ and a ball Br contained in Ω with
radius r < ρ.
Suppose α = k + β and α + 2s = k′ + β′ for k, k′ ∈ N ∪ {0} and β, β′ ∈ (0, 1); so
0 ≤ k′ − k ≤ 2. Then, using that r is small enough (r < 1),
‖u˜‖Cα+2s(B1/2) =‖u˜‖Ck′ (B1/2) + [u˜]Cα+2s(B1/2)
≥rk′‖u‖Ck′ (Br/2) + rk
′+α+2s[u]Cα+2s(Br/2)
≥rk′+α+2s‖u‖Cα+2s(Br/2),
and
‖g˜‖Cα(B1) =‖g˜‖Ck(B1) + [g˜]Cα(B1)
≤‖g‖Ck(Br) + rk+α[g]Cα(Br)
≤‖g‖Cα(Br).
Putting all together now:
‖u‖Cα+2s(Br/2) ≤
C
rk′+α
(
‖g‖Cα(Br) +
1
r2s
‖u‖L∞(Rn)
)
. (3.64)
From which, imposing exterior conditions, it is possible to obtain an estimate
like the one in Theorem 3.20, with a constant depending on r, and therefore, ρ.
We can now show that, indeed, in problem (3.59), ‖u‖L∞(Rn) can be bound by
‖g‖L∞(Ω).
Lemma 3.21. Let Ω be a bounded domain of Rn, and consider the problem{
(−∆)su = g in Ω
u = 0 in Rn \ Ω. (3.65)
Then, there exist a constant C such that
‖u‖L∞(Rn) ≤ C‖g‖L∞(Ω). (3.66)
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Ω
OR
Figure 3.2: Sketch of a given domain Ω and an appropriate R as exposed in the proof of
Lemma 3.21.
Proof. In order to prove this, we will use the maximum principle for the elliptic
problem, previously introduced and proved. We want to find an appropriate function
w such that {
(−∆)sw ≥ ‖g‖L∞(Ω) in Ω
w ≥ 0 in Rn \ Ω, (3.67)
so that by the comparison principle we obtain w ≥ u, and in particular, ‖w‖L∞(Ω) ≥
‖u‖L∞(Ω). Consider the problem with explicit known solution:{
(−∆)sw = ‖g‖L∞(Ω) in BR
w = 0 in Rn \BR, (3.68)
whose solution (which is nonnegative by the maximum principle, again) is, for some
constant C,
w(x) = C‖g‖L∞(Ω)(R2 − |x|2)s. (3.69)
Now, take R such that Ω ⊂ BR (exists because Ω is bounded. See Figure 3.2 as
an example), in order to make w a solution of problem (3.67). We now have that
‖w‖L∞(Ω) = C‖g‖L∞(Ω) for some C (depending on n, s and Ω), as we wanted to
see.
3.6 Modern regularity up to the boundary for the
elliptic equation
The results in the previous section deal with the interior regularity of the solu-
tion. Barely, how regular it is when the points considered are far enough from the
boundary, so that it does not interfere. But, what about the regularity up to the
boundary? Results regarding this regularity are quite new, and in this case they are
extracted from [39]. Actually, the results here presented obtained by Ros-Oton and
Serra are the main motivation of the whole dissertation, and are the ones that will
be extended to the fractional heat equation.
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In general, it is interesting to wonder how does the solution go to zero as it
approaches the boundary (since we will be imposing Dirichlet conditions). To illus-
trate how an ordinary solution of the fractional Laplacian with Dirichlet conditions
looks, we recover here the example presented in Chapter 1. Consider the standard
fractional Laplacian problem, where the non-homogeneous term is constant fixed to
1 and the domain is the unitary ball,{
(−∆)su = 1 in B1
u = 0 in Rn \B1. (3.70)
This is one of the very few problems that involves the fractional Laplacian and
has an explicit and simple solution. In this case, it is known that u(x) = c(1−|x|2)s
(remember s ∈ (0, 1)) is a solution of the problem. As we could expect from the
interior regularity results from the previous section, this solution is C∞(B1), smooth
in the interior. Moreover, it is continuous up to the boundary, but not Lipschitz. In
fact, it is Cs(Ω), and therefore Cs(Rn), but not better (not Cs′(Ω) for any s′ > s).
Studying the regularity up to the boundary is interesting and essential in other
aspects, apart from itself. For example, it is necessary to deduce the Pohozaev iden-
tity for the fractional Laplacian, [40], which is an extension of the Integration by parts
formula for other operators; it is also useful in overdetermined problems with the
fractional Laplacian, [18, 20], and in free boundary and obstacle problems, [13, 46].
Ros-Oton and Serra in [39] obtained the following two results, which will be
essential in the development of the dissertation. Both refer to the following problem,{
(−∆)su = g in Ω
u = 0 in Rn \ Ω. (3.71)
The first proposition refers to the regularity of the function alone up to the
boundary:
Proposition 3.22 ([39]). Let Ω ⊂ Rn be any bounded C1,1 domain, s ∈ (0, 1), and
u be a solution of (3.71). If g ∈ L∞(Ω); then u ∈ Cs(Rn). Moreover,
‖u‖Cs(Rn) ≤ C‖g‖L∞(Ω), (3.72)
where the constant C depends only on Ω and s.
It is easy to see that the previous result implies the following inequalities,
− Cδs ≤ u ≤ Cδs, in Ω, (3.73)
for some positive constant C (at the end of Chapter 5 we see an equivalent result
for the parabolic problem).
The second and most important result by Ros-Oton and Serra refers to the
regularity of u/δs up to the boundary:
Theorem 3.23 ([39]). Let Ω ⊂ Rn be any bounded C1,1 domain, s ∈ (0, 1), and u be
the solution of (3.71). If g ∈ L∞(Ω), then u/δs ∈ Cα(Ω) for some small α ∈ (0, 1),
where δ(x) = dist(x, ∂Ω), being ∂Ω the boundary of the domain. In particular, u/δs|Ω
can be extended continuously to Ω. Moreover,
‖u/δs‖Cα(Ω) ≤ C‖g‖L∞(Ω), (3.74)
where the constants α and C depend only on Ω and s.
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Going back to the previous example, (3.70), it is interesting to see what happens
with the ratio u/δs (recall δ(x) = dist(x, ∂Ω)). In this case, δ(x) = 1 − |x| and
therefore u(x)/δs(x) = (1 + |x|)s. Notice that this ratio is Ho¨lder continuous in Ω
(not only continuous, also smooth), just like the previous theorem states.
3.7 Results for the fractional heat equation
In this section we present some known results regarding the fractional heat equation,
and in particular, the heat kernel. Although they will not be used in this dissertation,
it is interesting to expose them, since there is little information about boundary
regularity for the fractional heat equation in the literature.
Definition 3.5. The fractional heat kernel in Rn, p(x, t), is the solution of the
following problem, {
∂tp+ (−∆)sp = 0 in Rn, t > 0
p(x, 0) = δ0 in Rn, for t = 0,
(3.75)
where δ0 is the Dirac’s delta centred at the origin.
The fractional heat kernel, therefore, is the fundamental solution of the fractional
heat equation. Notice that, equivalently, the fractional heat kernel p(x, t) is such that
its Fourier transform can be written as pˆ(ξ, t) = e−t|ξ|
2s
. This can be seen simply
expressing the previous problem in the Fourier side. It is also known that p(x, t)
is C∞ in x, and C∞ in t for positive times. Furthermore, the following rescaling
identity holds:
p(x, t) = t−
n
2sp(t−
1
2sx, 1), (3.76)
which is easy to see expressing p as the inverse Fourier transform of e−t|ξ|
2s
, and
changing variables.
There is not a simple expression for p(x, t), however some bounds exist. In this
case, we present a known proposition (see, for example, [5], or the introduction of
[15]).
Proposition 3.24. There exists a constant C such that the following inequalities
hold:
C−1
(
t
n
2s ∧ t|x|n+2s
)
≤ p(x, t) ≤ C
(
t
n
2s ∧ t|x|n+2s
)
. (3.77)
We also denote p(x, y, t) = p(y − x, t). Now, p(x, y, t) is the transition density
of the diffusion process whose infinitessimal generator is the fractional Laplacian
(−∆)s.
Again, we would be interested in treating bounded domains, and the regularity
there. Classical estimates like the ones found before can be also written for the
fractional heat equation (see again [31], and also the more recent work [30]). I.e.,
consider the equation
∂tu+ (−∆)su = f(x, t) in B1 × (−1, 0]. (3.78)
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Then, the following estimate holds:
sup
t∈[− 1
2
,0]
‖u(·, t)‖Cα+2s(B1/2) ≤ C(‖f‖Cα(B1×(−1,0]) + ‖u‖L∞(Rn×(−1,0])), (3.79)
where C is a constant that depends on s and n.
Using similar arguments to the ones used for the estimates for the fractional
Laplacian, it is possible to state the following theorem:
Theorem 3.25. Let Ω be a bounded domain of Rn, and consider the problem
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0 in Ω, for t = 0.
(3.80)
If δ(x) = dist(x, ∂Ω), for each ρ > 0 define Ωρ := {x ∈ Ω : δ(x) > ρ}, T > 0 and
t0 ∈ (0, T ), then
sup
t∈[t0,T ]
‖u(·, t)‖Cα+2s(Ωρ) ≤ C(‖f‖Cα(Ω×(0,T )) + ‖u0‖L∞(Ω)), (3.81)
where C is a constant that depends on n, s, Ω, ρ and T .
Hence, the solution of the fractional heat equation is smooth inside the domain,
for positive times. This will be proved later for the homogeneous fractional heat
equation using only regularity of the elliptic case.
Regarding the regularity up to the boundary there are no results analogue to
Theorem 3.23. The only boundary regularity results for the fractional heat equation
refer to the heat kernel, and are stated next.
It is possible to define the fractional heat kernel for the fractional heat equation
in a domain Ω, pΩ(x, y, t), with zero exterior conditions. For this situation, there are
bounds apparently similar to the ones found for the heat kernel in Rn (but much
more difficult to obtain). Chen, Kim and Song established in 2010 the following
result, divided into two different parts. The first statement describes the behaviour
of the heat kernel for small times t, while the second one is for large times.
Theorem 3.26 ([15]). Let Ω ⊂ Rn be a bounded C1,1 open set, and δ(x) = dist(x, ∂Ω).
Then:
1. For all T > 0, on Ω × Ω × (0, T ], there exist positive constants C1 and C2
depending on s, n and Ω such that
C1BΩ(x, y, t) ≤ pΩ(x, y, t) ≤ C2BΩ(x, y, t), (3.82)
for BΩ defined by
BΩ(x, y, t) :=
(
1 ∧ δ
s(x)√
t
)(
1 ∧ δ
s(y)√
t
)(
t−
n
2s ∧ t|x− y|d+2s
)
. (3.83)
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2. For all T > 0 on Ω × Ω × [T,∞) there are positive constants C1 and C2
depending on s, n and Ω such that
C1e
−λ1tδs(x)δs(y) ≤ pΩ(x, y, t) ≤ C2e−λ1tδs(x)δs(y), (3.84)
where λ1 is the first eigenvalue of the fractional Laplacian in Ω with zero
boundary or exterior conditions.
From the previous expressions it is also possible to obtain bounds for the Green
function in the specified domains. Moreover, the last theorem implies inequalities of
the form
cδs ≤ u ≤ Cδs, in Ω, (3.85)
for any fixed positive time and positive initial condition (as we will see in Chapter
5).
The previous theorem corresponds to one of the main results known currently
regarding the fractional heat equation in bounded domains. This result was extended
to more general domains in [6] in 2010.
In all we have seen that there exist results for the regularity of the solution, but
none of them refers to the ratio u/δs, for example. Later, it will be shown that a very
similar result to the one for the fractional Laplacian also holds for the homogeneous
fractional heat equation.
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Chapter 4
A first original result: boundary
regularity for the fractional heat
equation
In this chapter we proceed to prove Theorem 1.1, and we present the proof of this
result. To do so, we first study the regularity for the eigenfunctions of the fractional
Laplacian in rather general domains, using the results previously introduced and
new ideas that will be explained.
After that, we write the general solution for the fractional heat equation in terms
of its eigenfunctions, so that the regularity of this solution can be reduced to study
the regularity of the eigenfunctions. Thus, from the expression of the solution and
knowing the appropriate bounds for the eigenfunctions we obtain bounds up to the
boundary for the solution of the fractional heat equation.
4.1 Regularity of the eigenfunctions
At this point, let us try to improve the regularity conditions up to the boundary
on the eigenfunctions. Recall that, by construction, the eigenfunctions belong to
L2(Ω). Here, we will prove that they are, in fact, in L∞(Ω), and we obtain a bound
for its L∞ norm. This bound should be obtained in terms of the eigenvalue λ of the
eigenfunction, since this expression will be needed to prove Theorem 1.1.
The main results of this section is stated in the following proposition and the
posterior corollary, where we find that the eigenfunctions in C1,1 bounded domains
have Cs regularity in Rn, and the ratio of the function and the term δs is Ho¨lder
continuous up to the boundary. Recall that the eigenfunctions refer to the following
problem, {
(−∆)sφ = λφ in Ω
φ = 0 in Rn \ Ω. (4.1)
Proposition 4.1. Let Ω ⊂ Rn be a bounded C1,1 domain, s ∈ (0, 1), and φ any
eigenfunction of problem (4.1), with eigenvalue λ. Then, φ ∈ L∞(Ω). Moreover
‖φ‖L∞(Ω) ≤ Cλw−1‖φ‖L2(Ω), (4.2)
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for some constant C depending only on n, s and Ω, and some w ∈ N, depending
only on n and s.
And the corollary, which will be proved using Proposition 3.22 and Theorem
3.23.
Corollary 4.2. Let Ω ⊂ Rn be a bounded C1,1 domain, s ∈ (0, 1), and φ any
eigenfunction of problem (4.1), with eigenvalue λ. Then, φ ∈ Cs(Rn) and φ/δs ∈
Cα(Ω) for some α ∈ (0, 1). Moreover
‖φ‖Cs(Rn) ≤ Cλw‖φ‖L2(Ω), (4.3)
‖φ/δs‖Cα(Ω) ≤ Cλw‖φ‖L2(Ω), (4.4)
for some constant C depending only on n, s and Ω, and some w ∈ N, depending
only on n and s.
In order to prove Proposition 4.1, we will use the following result, which follows
immediately from [38, Proposition 1.4]:
Proposition 4.3. Let Ω ⊂ Rn be any bounded domain, s ∈ (0, 1), g ∈ L2(Ω), and
u be the weak solution of {
(−∆)su = g in Ω
u = 0 in Rn \ Ω. (4.5)
Then,
1. Let 2 ≤ p < n
2s
, and assume g ∈ Lp(Ω). Then there exists a constant C,
depending only on n, s and p, such that
‖u‖Lq(Ω) ≤ C‖g‖Lp(Ω), q = np
n− 2ps. (4.6)
2. Let n
2s
< p <∞. Then, there exists a constant C, depending only on n, s, and
p, such that:
‖u‖L∞(Ω) ≤ C‖g‖Lp(Ω). (4.7)
3. If p = n
2s
, then there exists a constant C, depending only on n, s and q, such
that:
‖u‖Lq(Ω) ≤ C‖g‖Lp(Ω), ∀q <∞. (4.8)
And now, we can proceed with the proof of Proposition 4.1.
Proof of Proposition 4.1. In order to prove this result, consider the problem (4.5),
with g = λφ, being φ an eigenfunction and λ its eigenvalue. It has been already
proved that φ ∈ L2(Ω). If n
2s
< 2, apply Proposition 4.3 second result with p = 2 to
get
‖φ‖L∞(Ω) ≤ Cλ‖φ‖L2(Ω). (4.9)
If n
2s
= 2, first use the third result from Proposition 4.3 and consider q > n
2s
,
which reduces to the previous case. Therefore, in this situation w = 3.
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Suppose n
2s
> 2. Apply Proposition 4.3, first result.
‖φ‖Lq(Ω) ≤ Cλ‖φ‖Lp(Ω), q = np
n− 2ps. (4.10)
Now the constant C does not depend on λ. If φ ∈ Lp(Ω), then φ ∈ Lq(Ω) (for
2 ≤ p < n
2s
). Take an initial p0 = 2.
Define pk+1 =
npk
n−2pks . This sequence is obviously increasing, has no fixed points
while n > 2pks and implies the following chain of inequalities,
C(0)‖φ‖Lp0 (Ω) ≥ C(1)λ−1‖φ‖Lp1 (Ω) ≥ · · · ≥ C(k+1)λ−k−1‖φ‖Lpk+1 (Ω). (4.11)
As long as n > 2pks. Define N as the index of the first time n ≤ 2pNs. We know
that φ ∈ LpN (Ω), with pN ≥ n2s . If pN = n2s , consider p′N = pN − , then q =
np′N
n−2p′Ns
is, for some  > 0, larger than n
2s
. It is possible to conclude that φ ∈ LQ(Ω), for
some Q > n
2s
.
Now use the second result from Proposition 4.3, to see φ ∈ L∞(Ω).
‖φ‖L∞(Ω) ≤ Cλ‖φ‖LpN (Ω), (4.12)
which by the previous chain of inequalities implies
‖φ‖L∞(Ω) ≤ Cλw−1‖φ‖L2(Ω), (4.13)
where w = N + 2 if pN >
n
2s
and w = N + 3 if pN =
n
2s
; as we wanted to see.
And now, let us prove Corollary 4.2.
Proof of Corollary 4.2. Use the result from Proposition 3.22 to see
‖φ‖Cs(Rn) ≤ Cλ‖φ‖L∞(Ω) ≤ Cλw‖φ‖L2(Ω), (4.14)
so φ ∈ Cs(Rn). By the same reason, using Theorem 3.23 we have φ/δs ∈ Cα(Ω) for
some 0 < α < 1, with w as stated.
‖φ/δs‖Cα(Ω) ≤ Cλ‖φ‖L∞(Ω) ≤ Cλw‖φ‖L2(Ω). (4.15)
From the previous proof, the possible values for w arise, depending only on n
and s. They can be summarized in the following remark:
Remark 4.1. In the previous Proposition 4.1, the values for w depending only on n
and s are:
1. If n
2s
< 2, w = 2.
2. If n
2s
= 2, w = 3.
3. If n
2s
> 2, let us define {pk}k≥0 a sequence, pk+1 = npkn−2pks and p0 = 2. Also
define N := min{k ∈ N : n ≤ 2pks} .
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(a) If pN >
n
2s
, w = N + 2.
(b) If pN =
n
2s
, w = N + 3.
Finally, we want to show even more regularity for the eigenfunctions. Actually,
we want to see that they are C∞ in the interior of the domain.
Proposition 4.4. Let Ω ⊂ Rn be a bounded C1,1 domain, s ∈ (0, 1), and φ any
eigenfunction of the elliptic problem (4.5),{
(−∆)sφ = λφ in Ω
φ = 0 in Rn \ Ω. (4.16)
where λ is the eigenvalue. Then, φ ∈ C∞(Ω) ∩ Cs(Ω).
Proof. We already know that φ ∈ Cs(Rn) by Corollary 4.2. It remains to see φ ∈
C∞(Ω).
To prove it, we refer to Theorem 3.20. Actually, it can be easily seen from the
idea of the proof of this theorem (and the fact that comes from a local result) that
we could restate it so that the bound is
‖u‖Cα+2s(Ωρ) ≤ C‖g‖Cα(Ωρ′ ), for ρ′ < ρ, (4.17)
with the notation of the theorem. With eigenfunctions we would have
‖φ‖Cα+2s(Ωρ) ≤ Cλ‖φ‖Cα(Ωρ′ ), for ρ′ < ρ, (4.18)
for any α > 0. We can now write the following chain of inequalities
‖φ‖Cs(Ωρ0 ) ≥ C(1)λ−1‖φ‖C3s(Ωρ1 ) ≥ · · · ≥ C(k)λ−k‖φ‖C(2k+1)s(Ωρk ) (4.19)
for ρ0 < ρ1 < · · · < ρk, and where the constants C(i) depend on n, s, Ω and
{ρj}j=1,...,k. Suppose ρi =
(
2− 1
2i
)
ρ0, we have now
‖φ‖C(2k+1)s(Ω2ρ0 ) ≤ ‖φ‖C(2k+1)s(Ωρk ) ≤ C
(k)λk‖φ‖Cs(Ωρ0 ). (4.20)
Using the result from Corollary 4.2 we have
‖φ‖C(2k+1)s(Ω2ρ0 ) ≤ C
(k)λk+w‖φ‖L2(Ω). (4.21)
So we have concluded that for any k, φ ∈ C(2k+1)s(Ω2ρ0). Since 2ρ0 can be as
small as wanted, this implies that φ ∈ C∞(Ω).
4.2 Solutions of the homogeneous fractional heat
equation
We have studied the regularity of the eigenfunctions of the fractional Laplacian,
and now it is time for us to use them to find an expression for the solutions of the
fractional heat equation in terms of these eigenfunctions. This is achieved through a
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procedure very similar to the one usually performed for the ordinary heat equation:
separation of variables. First, recall the problem we are dealing with,
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0.
(4.22)
And let us proceed to prove the following proposition, referring to the expression
of the solution, its uniqueness and a first step towards its regularity.
Proposition 4.5. Consider the fractional heat equation (4.22), for an initial con-
dition at t = 0, u(x, 0) = u0(x) ∈ L2(Ω), being uk its coefficients in the orthonormal
basis {φk}k, and for a bounded domain Ω. Then,
1. The solution of the problem (4.22) is of the form
u(x, t) =
∑
k>0
ukφk(x)e
−λkt. (4.23)
2. u(·, t)→ u0(x) as t ↓ 0 in L2(Ω) norm.
3. u(·, t) is the only solution (in L2(Ω)) fulfilling the previous condition.
Proof. We begin with 1. Proceed assuming u(x, t) = A(x)B(t), with A(x) = 0, x ∈
Rn \ Ω. The first equation becomes,
A(x)B′(t) +B(t)(−∆)sA(x) = 0. (4.24)
This implies {
−(−∆)sA(x) = −λA(x)
B′(t) = −λB(t), (4.25)
for some constant λ ∈ R. The first expression corresponds to the known eigenvalues-
eigenfunctions problem for the fractional Laplacian. The only solutions are for
A(x) = φk(x) and λ = λk > 0 for some k, being φk the eigenfunctions of the
fractional Laplacian, and λk the corresponding eigenvalues. Here the “−λ” notation
is justified. Plus, B(t) = B(0)e−λkt. A general solution will be written as linear
combinations of all the possibilities,
u(x, t) =
∑
k>0
ckφk(x)e
−λkt. (4.26)
The coefficients are found thanks to the initial value condition. For t = 0,
u(x, 0) = u0(x) is simply the linear combination with ck coefficients and the corres-
ponding eigenfunctions, which will be normalized to unitary norm in L2(Ω). Thanks
to the spectral theorem we already know the eigenfunctions are a basis of L2(Ω), so
if u0(x) ∈ L2(Ω), we can express it as linear combinations of the eigenfunctions,
u0(x) =
∑
k>0
ukφk(x), ‖φ‖L2(Ω) = 1. (4.27)
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In all, the solution is
u(x, t) =
∑
k>0
ukφk(x)e
−λkt. (4.28)
As we wanted to see. Notice that this expression converges (in L2) for all t ≥ 0
since for t = 0 does,
‖u(x, t)‖L2(Ω) =
∑
k>0
u2ke
−2λkt. (4.29)
Now let us see the uniqueness for the solution:
u(x, t) is a solution by construction. To prove 2. we use Parseval,
‖u(·, t)− u0‖2L2(Ω) =
∥∥∥∥∥∑
k>0
ukφk(e
−λkt − 1)
∥∥∥∥∥
2
L2(Ω)
=
∑
k>0
u2k(e
−λkt − 1)2.
Each term of the last series goes to 0 as t ↓ 0, and they can be also bounded
uniformly by the terms of a convergent series u2k(e
−λkt − 1)2 < u2k, since
∑
u2k <∞.
Therefore ‖u(·, t)− u0‖2L2(Ω) → 0 as t ↓ 0.
To see 3. consider two functions u1, u2, both solutions of the problem. Define
v := u1−u2; v is solution of the fractional heat equation with zero initial condition,
so ‖v(·, t)‖L2(Ω) → 0 as t ↓ 0. Proceed with the integral method,
d
dt
1
2
‖v‖2L2(Ω) =
∫
Rn
vvtdx
= 〈v, vt〉
= 〈v,−(−∆)sv〉
= − cn,s
2
∫
Rn
∫
Rn
(v(x)− v(y))2
|x− y|n+2s dxdy ≤ 0.
So v has decreasing L2 norm, and its initial value is 0, therefore v is 0 always in
L2 sense.
4.3 Proof of a first original result: Theorem 1.1
Finally, in this section, we can proceed with the proof of Theorem 1.1.
First of all, however, we introduce the following result regarding the eigenvalues
of the fractional Laplacian. The asymptotic behaviour of these eigenvalues is well-
known, and numerous works deal with the study of the behaviour of the eigenvalues
for general domains. One example is the paper by Frank and Geisinger, [24], which
treats the asymptotics of the sum of eigenvalues under very weak assumptions re-
garding the regularity of the domain. The result that will be used in this dissertation
is the following.
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Proposition 4.6 ([4], see also [24]). Let λk be the k-th eigenvalue of the s-fractional
Laplacian on a bounded C1,1 domain, Ω. Then:
λk = Cn,s|Ω|− 2sn k 2sn (1 + o(1)) (4.30)
where Cn,s is a constant depending only on the subindexs (we will denote Cn,s,Ω :=
Cn,s|Ω|− 2sn ).
We here recall the statement of our main result, already stated in the introduc-
tion.
Theorem. Let Ω ⊂ Rn be any bounded C1,1 domain, and s ∈ (0, 1). Let u0 ∈ L2(Ω),
and let u be the solution to the fractional heat equation
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0.
(4.31)
Then,
1. For each t0 > 0,
sup
t≥t0
‖u(·, t)‖Cs(Rn) ≤ C1(t0)‖u0‖L2(Ω). (4.32)
2. For each t0 > 0,
sup
t≥t0
∥∥∥∥u(·, t)δs
∥∥∥∥
Cα(Ω)
≤ C2(t0)‖u0‖L2(Ω), (4.33)
where δ(x) = dist(x, ∂Ω), and α > 0 is small.
The constants C1 and C2 depend only on t0, n, s and Ω, and blow up as t0 ↓ 0.
Proof of Theorem 1.1. Let us prove 1. First, by Proposition 4.5 the solution u can
be expressed as
u(x, t) =
∑
k>0
ukφke
−λkt. (4.34)
Notice that we already know that the solution will always be in L2(Ω), since the
L2 norm is decreasing with time (as seen in the expression (4.29)).
We then try to bound ‖u(·, t)‖Cs(Rn), through the expression found in (4.3), and
noticing that the sequence |uk| has a maximum (since it converges to 0) and it
satisfies maxk>0 |uk| ≤ ‖u0‖L2(Ω),
‖u(·, t)‖Cs(Rn) =
∥∥∥∥∥∑
k>0
ukφke
−λkt
∥∥∥∥∥
Cs(Rn)
≤
∑
k>0
|uk|‖φk‖Cs(Rn)e−λkt
≤ ‖u0‖L2(Ω)
∑
k>0
Cλk‖φk‖L2(Ω)e−λkt
= ‖u0‖L2(Ω)C
∑
k>0
λwk e
−λkt.
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We have bounded ‖u(·, t)‖Cs(Rn) by an expression decreasing with time (since
λk > 0 always). Therefore, it is only needed to consider ‖u(·, t0)‖Cs(Rn) and bound
it using the previous expression.
So it is enough to prove the convergence of the series
∑
k>0 λ
w
k e
−λkt0 considering
the asymptotics previously introduced. Let us study the convergence of the tail.
There exists k0 such that∑
k≥k0
λwk e
−λkt0 <
∑
k≥k0
(
3
2
Cn,s,Ωk
2s
n
)w
e−
1
2
Cn,s,Ωk
2s
n t0
=
(
3
2
)w
Cwn,s,Ω
∑
k≥k0
kγwe−
1
2
Cn,s,Ωk
γt0 ,
where it has been used the notation introduced in Proposition 4.6. The notation has
been simplified, γ = 2s
n
.
As well as that, the qualitative convergence with respect to t0, as t0 goes to 0,
is the same in the last and in the first expression. If γ ≥ 1 the series obviously
converges. It remains to see the case 0 < γ < 1. To do it, use the integral criterion
(it also works for γ ≥ 1), changing variables y = xγ, and z = 1
2
Cn,s,Ωyt0; and defining
β := w + 1−γ
γ
= w + n
2s
− 1,∫ ∞
k0
xγwe−
1
2
Cn,s,Ωx
γt0dx =
1
γ
∫ ∞
kγ0
yw+
1−γ
γ e−
1
2
Cn,s,Ωyt0dy
=
2β+1
γCβ+1n,s,Ωt
β+1
0
∫ ∞
1
2
Cn,s,Ωt0k
γ
0
zβe−zdz < +∞.
Notice that it has been possible to bound the expression since t0 > 0. For t0 = 0
the previous procedure is not appropriate, which is consistent with the fact that the
initial condition is not necessary in Cs(Rn). That is, fixed t0 > 0,
‖u(·, t0)‖Cs(Rn) ≤ C(t0)‖u0‖L2(Ω), (4.35)
where C(t0) depends on n, s, Ω and t0. The dependence on t0 has been found before,
as t0 approaches 0: C(t0) = O(t
−w− n
2s
0 ), for t0 ↓ 0.
Finally, to prove 2., we use the same argument as used in 1., but now consider∥∥∥∥u(·, t)δs
∥∥∥∥
Cα(Ω)
=
∥∥∥∥∥∑
k>0
uk
φk
δs
e−λkt
∥∥∥∥∥
Cα(Ω)
,
and follow the same way, to see that
∥∥∥u(·,t)δs ∥∥∥
Cα(Ω)
is bounded by an expression equiv-
alent to the one found for 1.
From the previous theorem and its proof, it is possible to extend the result to
the temporal domain.
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Corollary 4.7. The solution to the fractional heat equation (4.22), u, for an initial
condition at t = 0, u(x, 0) = u0(x) ∈ L2(Ω), and for a C1,1 bounded domain Ω,
satisfies that, for any fixed x0 ∈ Rn, u(x0, ·) ∈ C∞(R+).
Proof. The expression u(x0, t) =
∑
k>0 ukφk(x0)e
−λkt clearly converges uniformly
over any compact subset K ⊂ R+, as seen in the proof of previous theorem for w = 0
(since φ ∈ Cs(Rn). Therefore, since every term is continuous, so it is u(x0, t). Con-
sider the derivative obtained deriving term by term (due to uniform convergence).
ut(x0, t) = −
∑
k>0 ukφk(x0)λke
−λkt; which again converges uniformly as seen before,
for w = 1. Repeat the iterative process, to see that u(x0, ·) ∈ C∞(R+).
Moreover, if Ω is only bounded (and not C1,1), then φ ∈ L∞(Ω) (as seen in the
proof of Proposition 4.1, using Proposition 4.3). Therefore, the same argument holds
a.e.; so u(x0, ·) ∈ C∞(R+) a.e. x0 ∈ Rn.
And also, we could explicitly write the bound on the norm of the spatial deriva-
tives:
Corollary 4.8. The solution to the fractional heat equation (4.22), u, for an initial
condition at t = 0, u(x, 0) = u0(x) ∈ L2(Ω), and for a C1,1 bounded domain Ω,
satisfies that
1. For each t0 > 0,
sup
t≥t0
∥∥∥∥∂ju∂tj (·, t)
∥∥∥∥
Cs(Rn)
≤ C(j)1 ‖u0‖L2(Ω), ∀j ∈ N (4.36)
2. For each t0 > 0,
sup
t≥t0
∥∥∥∥ 1δs ∂ju∂tj (·, t)
∥∥∥∥
Cα(Ω)
≤ C(j)2 ‖u0‖L2(Ω), ∀j ∈ N (4.37)
where δ(x) = dist(x, ∂Ω), and α > 0 is small.
The constants C
(j)
1 and C
(j)
2 depend only on t0, n, s, j and Ω, and blow up as t0 ↓ 0.
Proof. To prove this corollary we can simply use the same argument used in the
proof of Theorem 1.1, but now considering the expression of ∂
ju
∂tj
(·, t) obtained de-
riving term by term (which can be done because the series expansion is uniformly
convergent, as seen in the previous corollary).
∂ju
∂tj
(·, t) = (−1)j
∑
k>0
λjkukφk(x)e
−λkt, (4.38)
and proceed with the proof of Theorem 1.1 using w + j instead of w.
Notice that from the previous corollary would trivially arise Corollary 4.7, since
we see that all the temporal derivatives are continuous.
Finally, using the ideas from the proof of the main theorem and the results from
Proposition 4.4, we can also prove the following result, regarding interior regularity
for the solution of the fractional heat equation.
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Proposition 4.9. Let Ω ⊂ Rn be any bounded C1,1 domain, and s ∈ (0, 1). Let
u0 ∈ L2(Ω), and let u be the solution to the fractional heat equation
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0.
(4.39)
Then, u(·, t) ∈ C∞(Ω) for any t > 0.
Proof. Recall from the proof of Proposition 4.4 that
‖φ‖C(2j+1)s(Ωρ) ≤ C(j)λj+w‖φ‖L2(Ω), (4.40)
where Ωρ = {x ∈ Ω : δ(x) > ρ}, and for some constant C(j) depending only on j,
n, s, Ω and ρ. Now, proceeding as in the proof of Theorem 1.1 we have (for unitary
eigenfunctions)
‖u(·, t)‖C(2j+1)s(Ωρ) =
∥∥∥∥∥∑
k>0
ukφke
−λkt
∥∥∥∥∥
C(2j+1)s(Ωρ)
≤
∑
k>0
|uk|‖φk‖C(2j+1)s(Ωρ)e−λkt
≤ ‖u0‖L2(Ω)
∑
k>0
C(j)λj+wk ‖φk‖L2(Ω)e−λkt
= ‖u0‖L2(Ω)C(j)
∑
k>0
λj+wk e
−λkt.
From which we obtain
‖u(·, t)‖C(2j+1)s(Ωρ) ≤ C(j)(t)‖u0‖L2(Ω), (4.41)
for some constant C(j)(t) depending only on j, t, n, s, Ω and ρ, which blows up as
t ↓ 0. This can be done for any j, and for any ρ > 0, therefore u(·, t) ∈ C∞(Ω) for
t > 0.
Chapter 5
Non-homogeneous fractional heat
equation
This chapter is dedicated to study and discuss a similar result for the non-homogene-
ous fractional heat equation. To do so, we begin introducing the Duhamel’s principle
for this case, and use it to derive existence of the solution. After that, we are able
to state a similar result to Theorem 1.1 but considering the non-homogeneous time
independent fractional heat equation. We then discuss some approaches made by
the author towards reaching a similar conclusion for the general case. Finally, we
state some boundary inequalities regarding the solution of the non-homogeneous
fractional heat equation, that allow us to see that the exponent in the term δ(x)
used in the whole dissertation is actually optimal.
The non-homogeneous fractional heat equation corresponds to the situation
where the expression of the parabolic equation involving the fractional Laplacian
is no longer homogeneous. The problem now becomes
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(5.1)
for a C1,1 bounded domain Ω, u0 ∈ L2(Ω) the initial condition, and f(x, t) the
non-homogeneous term whose regularity will be treated later. Intuitively, and from
a probabilistic point of view, recall from the heuristic derivation that the non-
homogeneous term is the rate of probability for a particle to appear at a certain
location, at a certain moment.
Proposition 5.1. If u(x, t) is a solution for the non-homogeneous fractional heat
equation problem (5.1), such that u(·, t)→ u0(x) as t ↓ 0 in L2(Ω) norm, then u(·, t)
is the only solution (in L2(Ω)), for each t ∈ R.
Proof. It follows exactly the same way as the uniqueness for the homogeneous case,
studied in Proposition 4.5, applying the integral or energy method.
5.1 Duhamel’s principle
In order to find a solution to the previous problem, and study its regularity, we
will apply the same approach used for differential operators: Duhamel’s principle.
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Firstly, split the problem (5.1) into two different problems.
∂tu1 + (−∆)su1 = 0 in Ω, t > 0
u1 = 0 in Rn \ Ω, t ≥ 0
u1(x, 0) = u0(x) in Ω, for t = 0,
(5.2)

∂tu2 + (−∆)su2 = f(x, t) in Ω, t > 0
u2 = 0 in Rn \ Ω, t ≥ 0
u2(x, 0) = 0 in Ω, for t = 0.
(5.3)
The solution to the problem (5.1) will be u = u1 + u2. The regularity, existence
and uniqueness of u1 has been studied in the previous section. It remains to see the
existence and regularity of u2.
Theorem 5.2. A solution of the problem
∂tu2 + (−∆)su2 = f(x, t) in Ω, t > 0
u2 = 0 in Rn \ Ω, t ≥ 0
u2(x, 0) = 0 in Ω, for t = 0,
(5.4)
can be expressed as
u2(x, t) =
∫ t
0
vζ(x, t)dζ, (5.5)
where vζ(x, t) is the solution of the problem
∂tvζ + (−∆)svζ = 0 in Ω, t > ζ
vζ = 0 in Rn \ Ω, t ≥ ζ
vζ(x, ζ) = f(x, ζ) in Ω, for t = ζ.
(5.6)
Proof. To proceed with the proof, check the three expressions that should fulfil the
solution. The last two are the easiest.
u2(x, 0) =
∫ 0
0
vζ(x, t)dζ = 0, (5.7)
and, for x ∈ Rn \ Ω, vζ(x, t) is 0 by definition, for any t ≥ ζ,
u2(x, t) =
∫ t
0
vζ(x, t)dζ = 0, ∀x ∈ Rn \ Ω. (5.8)
Then notice
∂tu2(x, t) = vt(x, t) +
∫ t
0
∂tvζ(x, t)dζ
and
(−∆)su2(x, t) = (−∆)s
∫ t
0
vζ(x, t)dζ
= cn,s
∫
Rn
∫ t
0
(vζ(x, t)(x)− vζ(x, t)(y))dζ
|x− y|n+2s dy
= cn,s
∫
Rn
∫ t
0
(vζ(x, t)(x)− vζ(x, t)(y))
|x− y|n+2s dζdy
=
∫ t
0
(−∆)svζ(x, t)dζ.
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Adding the previous two expression one gets
∂tu2(x, t) + (−∆)su2(x, t) = vt(x, t) +
∫ t
0
(∂tvζ(x, t) + (−∆)svζ(x, t))dζ
= vt(x, t) = f(x, t).
Therefore, u2(x, t) =
∫ t
0
vζ(x, t)dζ is indeed a solution of the problem (5.3)
Proposition 5.3. If f ∈ L∞(Ω × (0, T )) for any T > 0, then the problem (5.1)
admits a unique solution.
Proof. The solution will be u = u1 + u2. We already know u1(·, t) is in L2(Ω) for
each t ≥ 0, and u1(·, t)→ u0(x) as t ↓ 0 in L2(Ω). Let us check a similar expression
for u2 as defined in the previous theorem and then applying Proposition 5.1 it will
follow the uniqueness.
‖u2(·, t)‖L2(Ω) =
∥∥∥∥∫ t
0
vζ(x, t)dζ
∥∥∥∥
L2(Ω)
≤
∫ t
0
‖vζ(x, t)‖L2(Ω) dζ
≤
∫ t
0
‖vζ(x, ζ)‖L2(Ω) dζ
=
∫ t
0
‖f(x, ζ)‖L2(Ω) dζ
≤ t|Ω|1/2‖f‖L∞(Ω×[0,t]) <∞,
where it has been used that ‖vζ(x, t)‖L2(Ω) ≤ ‖vζ(x, ζ)‖L2(Ω) for t ≥ ζ, since in
problem (5.6), the L2(Ω) norm of the solution decreases as time goes by, as seen in
(4.29).
So we have that u2(·, t) is in L2(Ω) for each t ≥ 0, and ‖u2(·, t)‖L2(Ω) ↓ 0 (so
u2(·, t) → 0) as t ↓ 0. Therefore, u(·, t) ∈ L2(Ω) and u(·, t) → u0(x) as t ↓ 0 in
L2(Ω).
5.2 The time independent case
While in this dissertation we do not present a theorem regarding the regularity up to
the boundary for u and u/δs in the general non-homogeneous case, we here present
a result for the situation where the non-homogeneous term is time independent,
i.e., f = f(x). The result obtained is very similar to what we would expect for the
general f , except that in this situation we will only consider the L∞ norm in the
spatial domain. The main proposition of this section, and the corresponding proof,
is the following.
Proposition 5.4. Let Ω ⊂ Rn be any bounded C1,1 domain, and s ∈ (0, 1). Let
u0 ∈ L2(Ω), f ∈ L∞(Ω), and let u be the solution to the fractional heat equation
∂tu+ (−∆)su = f(x) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0.
(5.9)
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Then,
1. For each t0 > 0,
sup
t≥t0
‖u(·, t)‖Cs(Rn) ≤ C1(t0)
(‖u0‖L2(Ω) + ‖f‖L∞(Ω)) . (5.10)
2. For each t0 > 0,
sup
t≥t0
∥∥∥∥u(·, t)δs
∥∥∥∥
Cα(Ω)
≤ C2(t0)
(‖u0‖L2(Ω) + ‖f‖L∞(Ω)) , (5.11)
where δ(x) = dist(x, ∂Ω), and α > 0 is small.
The constants C1 and C2 depend only on t0, n, s and Ω, and blow up as t0 ↓ 0.
Proof. The key step in this proof is to realize that the solution to the fractional heat
equation presented can be expressed as a sum of two functions, by simple linearity,
u(x, t) = v(x, t) + w(x) (5.12)
where w is the solution of the elliptic problem{
(−∆)sw = f(x) in Ω
w = 0 in Rn \ Ω (5.13)
and v is the solution of the homogeneous problem
∂tv + (−∆)sv = 0 in Ω, t > 0
v = 0 in Rn \ Ω, t ≥ 0
v(x, 0) = u0(x)− w(x) in Ω, for t = 0.
(5.14)
By the results from Ros-Oton and Serra stated in Proposition 3.22 and Theorem
3.23 (obtained from [39]), we can write the following bounds,
‖w‖Cs(Rn) ≤ C‖f‖L∞(Ω) (5.15)
and ∥∥∥w
δs
∥∥∥
Cα(Ω)
≤ C‖f‖L∞(Ω) (5.16)
From now on we will only do the first part of the statement, 1. By Theorem 1.1,
we have for each t0 ≥ 0
sup
t≥t0
‖v(·, t)‖Cs(Rn) ≤ C(t0)‖u0 − w‖L2(Ω) ≤ C(t0)(‖u0‖L2(Ω) + ‖w‖L2(Ω)). (5.17)
We already know ‖w‖L2(Ω) ≤ |Ω|1/2‖w‖L∞ , and as seen in Lemma 3.21, ‖w‖L∞ ≤
C‖f‖L∞(Ω). In all, we have obtained
sup
t≥t0
‖u(·, t)‖Cs(Rn) ≤ sup
t≥t0
‖v(·, t)‖Cs(Rn) + ‖w‖Cs(Rn)
≤C ′(t0)
(‖u0‖L2(Ω) + ‖f‖L∞(Ω))+ C‖f‖L∞(Ω)
≤C(t0)
(‖u0‖L2(Ω) + ‖f‖L∞(Ω)) ,
for some constant C(t0) depending only on n, s, Ω and t0, that blows up as t0 ↓ 0.
To prove the second statement, 2., it is possible to follow exactly the same path.
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5.3 Some comments on the time dependent case
We have not been able to obtain nor prove a result like the one presented for the
time independent case in the general non-homogeneous problem. The original reason
why the Duhamel’s principle has been introduced in this chapter (apart from the
fact that it helps us find a solution) was to obtain the result for the general case
from the homogeneous problem. While we have not been able to obtain such result,
we here present the path we tried to follow.
The aim was to obtain a bound (of the appropriate norms) for the solution of
∂tu2 + (−∆)su2 = f(x, t) in Ω, t > 0
u2 = 0 in Rn \ Ω, t ≥ 0
u2(x, 0) = 0 in Ω, for t = 0,
(5.18)
involving a constant depending on a time t0 and also involving ‖f‖L∞(Ω×(0,T )), for
some T > 0. From Duhamel’s principle, we already know
u2(x, t) =
∫ t
0
vζ(x, t)dζ, (5.19)
where vζ(x, t) is the solution of the problem
∂tvζ + (−∆)svζ = 0 in Ω, t > ζ
vζ = 0 in Rn \ Ω, t ≥ ζ
vζ(x, ζ) = f(x, ζ) in Ω, for t = ζ.
(5.20)
This last problem already fulfils a condition on its solution, which is the one that
we want to use to find the result for the non-homogeneous case. We already know
that, for each t0 > 0, and t ∈ (0, T ),
sup
t≥t0+ζ
‖vζ(·, t)‖Cs(Rn) ≤ C1(t0)‖f(·, ζ)‖L2(Ω), (5.21)
and
sup
t≥t0+ζ
∥∥∥∥vζ(·, t)δs
∥∥∥∥
Cα(Ω)
≤ C2(t0)‖f(·, ζ)‖L2(Ω). (5.22)
Now writing it in terms of the L∞ norm, and particularizing for the first time
possible we have
‖vζ(·, t0 + ζ)‖Cs(Rn) ≤ C1(t0)|Ω|1/2‖f‖L2(Ω×(0,T )), (5.23)
and ∥∥∥∥vζ(·, t0 + ζ)δs
∥∥∥∥
Cα(Ω)
≤ C2(t0)|Ω|1/2‖f‖L2(Ω×(0,T )). (5.24)
At this point, we know that from the norm of the expression of the solution we
need to find a bound involving the norm of the interior of the integral. Simply use
the triangular inequality for integrals, to get
‖u2(·, t)‖Cs(Rn) =
∥∥∥∥∫ t
0
vζ(x, t)dζ
∥∥∥∥
Cs(Rn)
≤
∫ t
0
‖vζ(·, t)‖Cs(Rn) dζ, (5.25)
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and ∥∥∥∥u2(·, t)δs
∥∥∥∥
Cs(Rn)
=
∥∥∥∥∫ t
0
vζ(x, t)
δs(x)
dζ
∥∥∥∥
Cs(Rn)
≤
∫ t
0
∥∥∥∥vζ(·, t)δs
∥∥∥∥
Cs(Rn)
dζ. (5.26)
Now, we use the bounds found before, (5.23) and (5.24), to get
‖u2(·, t)‖Cs(Rn) ≤ |Ω|1/2‖f‖L2(Ω×(0,T ))
∫ t
0
C1(t− ζ)dζ, (5.27)
and ∥∥∥∥u2(·, t)δs
∥∥∥∥
Cs(Rn)
≤ |Ω|1/2‖f‖L2(Ω×(0,T ))
∫ t
0
C2(t− ζ)dζ. (5.28)
And here is where the prove fails. The dependence of the constant with time is
of the form t−
n
2s
−w, for w ∈ N. The exponent is always lower than -1, so the integral
does not converge; thus, we have not reached any bound.
One could think that the problem relies on the expression found for the bound of
the constant, from which follows an exponent too negative (− n
2s
−w). However, using
the methods here presented, it is not possible to improve the exponent any further
than − n
2s
; since this term comes from the expression of the eigenvalues, associated
with the domain. Another option could be using a refinement on the coefficients uk
under the basis of eigenfunctions of the initial condition.
This could be seen using another approach also tried by the author, which con-
sists in considering the expression in the form of the eigenfunctions, following exactly
the same way as in the homogeneous case. That is, we know that for any t ≥ ζ,
vζ(x, t) =
∑
k>0
fk(ζ)φk(x)e
−λk(t−ζ) (5.29)
where fk(ζ) =
∫
Ω
f(y, ζ)φk(y)dy. We already know that the series is uniformly con-
vergent over compacts with respect to t, so we can proceed
u2(x, t) =
∫ t
0
vζ(x, t)dζ =
∑
k>0
{∫
Ω
(∫ t
0
f(y, ζ)eλkζdζ
)
φk(y)dy
}
φk(x)e
−λkt.
(5.30)
And now it would be interesting to find the appropriate bound for∫
Ω
(∫ t
0
f(y, ζ)eλkζdζ
)
φk(y)dy, (5.31)
so that we could use the same approach as in the homogeneous case. All the bounds
tested by the author lead to divergent series.
While it has not been possible to obtain the general result for the non-homogeneous
case we strongly believe that there exists a bound of the form
sup
T≥t≥t0
‖u(·, t)‖Cs(Rn) ≤ C1(t0)
(‖u0‖L2(Ω) + ‖f‖L∞(Ω×(0,T ))) , (5.32)
sup
T≥t≥t0
∥∥∥∥u(·, t)δs
∥∥∥∥
Cα(Ω)
≤ C2(t0)
(‖u0‖L2(Ω) + ‖f‖L∞(Ω×(0,T ))) , (5.33)
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for each t0 > 0 and for T > 0. These bounds could be obtained through the comments
we have already stated in this section, or rewriting the original prove by Ros-Oton
and Serra in [39] for the elliptic case adapted for the parabolic case. This last option
might be much more complicated, but would lead almost certainly to a conclusion.
5.4 An application of Theorem 1.1: boundary bounds
for solutions
The first immediate application of Theorem 1.1 allows us to check whether s is the
optimum exponent for δ(x) when approaching the boundary. I.e., we want to check
if it is true that there exist constants c(t0, T ) and C(t0) such that c(t0, T )δ
s(x) ≤
u(x, t0) ≤ C(t0)δs(x) for all T ≥ t ≥ t0, being u a solution of the fractional heat
equation under the appropriate conditions (for example, positivity of the solution).
One of the inequalities will follow thanks to Theorem 1.1, while the other will
follow immediately using Theorem 3.26 by Chen, Kim and Song [15].
Suppose we are dealing with the problem,
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(5.34)
and assume f ∈ L∞(Ω × R+) for some bounded domain Ω, at least C1,1. The first
result can be stated in the following way.
Proposition 5.5. Suppose u is a weak solution of problem (5.34), Ω is a bounded
and C1,1 domain and t0 > 0. Then,
|u(x, t)| ≤ C(t0)(‖f‖L∞(Ω×R+) + ‖u0‖L2(Ω))δs(x), ∀t ≥ t0 > 0, ∀x ∈ Ω, (5.35)
for some constant C(t0) depending only on n, s, Ω and t0.
Proof. Suppose v is the solution of
∂tv + (−∆)sv = C in Ω, t > 0
v = 0 in Rn \ Ω, t ≥ 0
v(x, 0) = v0 in Ω, for t = 0,
(5.36)
for v0(x) := |u0(x)| and C = ‖f‖L∞(Ω×R+). We are now interested in using the
comparison principle.
We have u0 ≤ v0 and f(x, t) ≤ C, so by the comparison principle u(x, t) ≤ v(x, t).
Moreover, −u solves the fractional heat equation with −f and −u0. Since −f ≤ C
and −u0 ≤ v0, we also have −u(x, t) ≤ v(x, t) and therefore |u(x, t)| ≤ v(x, t). On
the other hand, we know that by Proposition 5.4, we have
sup
t≥t0
∥∥∥∥v(·, t)δs
∥∥∥∥
Cα(Ω)
≤ C(t0)
(‖u0‖L2(Ω) + C) , (5.37)
where it has been used that ‖u0‖L2(Ω) = ‖v0‖L2(Ω).
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Now using that,
v(x, t)
δs(x)
≤
∥∥∥∥v(·, t)δs
∥∥∥∥
L∞(Ω)
≤ sup
t≥t0
∥∥∥∥v(·, t)δs
∥∥∥∥
Cα(Ω)
, ∀t ≥ t0, ∀x ∈ Ω, (5.38)
it follows the desired result.
Remark 5.1. Notice that we could have also proved the result using the Cs continuity.
That is, Proposition 5.4 also tells us that,
sup
t≥t0
[v(·, t)]Cs(Rn) ≤ sup
t≥t0
‖v(·, t)‖Cs(Rn) ≤ C(t0)
(‖u0‖L2(Ω) + C) . (5.39)
Moreover, consider the definition of [v(·, t)]Cs(Rn),
[v(·, t)]Cs(Rn) = sup
x 6=y∈Rn
|v(x, t)− v(y, t)|
|x− y|s . (5.40)
Now, for any fixed x ∈ Ω, define y0(x) such that dist(x, ∂Ω) = dist(x, y0(x)).
Since ∂Ω is closed, y0(x) ∈ ∂Ω, and therefore v0(y0(x), t) ≡ 0 for all t. We then
have,
|v(x, t)|
δ(x)s
=
|v(x, t)− v(y0(x), t)|
|x− y0(x)|s
≤ sup
x 6=y∈Rn
|v(x, t)− v(y, t)|
|x− y|s
=[v(·, t)]Cs(Rn)
≤C(t0)
(‖u0‖L2(Ω) + C) , ∀t ≥ t0, ∀x ∈ Ω,
as we wanted to see.
Let us now proceed to prove the second inequality. To do so, we refer to the
result obtained by Chen, Kim and Song in [15], already stated in Theorem 3.26. Let
us rewrite here the statement we need.
Theorem (Theorem 3.26). Let Ω ⊂ Rn be a bounded C1,1 open set, and δ(x) =
dist(x, ∂Ω). Then, for each t0 > 0 there are positive constants C1(t0) and C2(t0)
depending on s, n, t0 and Ω such that
C1(t0)e
−λ1tδs(x)δs(y) ≤ pΩ(x, y, t) ≤ C2(t0)e−λ1tδs(x)δs(y),∀t ≥ t0, ∀x, y ∈ Ω,
(5.41)
where λ1 is the first eigenvalue of the fractional Laplacian in Ω with zero boundary
or exterior conditions.
Recall that pΩ is the fractional heat kernel in the domain Ω. So we can state the
inequality:
Proposition 5.6. Let Ω be a bounded and C1,1 domain and T > t0 > 0. Suppose u
is a weak solution of problem
∂tu+ (−∆)su = f(x, t) in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(5.42)
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and also suppose f ≥ 0 and u0 ≥ 0 in their domains, and ‖u0‖L2(Ω) > 0 (so that u0
it is not 0 in L2 sense). Then,
u(x, t) ≥ c(t0, T )δs(x) > 0, ∀T ≥ t ≥ t0 > 0, ∀x ∈ Ω, (5.43)
for some constant c(t0, T ) depending only on n, s, Ω, t0 and T .
Proof. Again, we need to use the comparison principle. It will be enough to see the
result for f ≡ 0, since f ≥ 0 and the solution for f ≡ 0 will be smaller than for
f ≥ 0 by the comparison principle.
The solution, using the fractional heat kernel, is
u(x, t) =
∫
Ω
pΩ(x, y, t)u0(y)dy. (5.44)
Now, using one of the inequalities of (5.41), we have
u(x, t) ≥
∫
Ω
c′(t0)δs(x)δs(y)e−λ1tu0(y)dy,∀t ≥ t0,∀x ∈ Ω. (5.45)
If u0(y) is not identically 0 almost everywhere, then∫
Ω
δs(y)u0(y)dy > 0, (5.46)
and, therefore, we obtain the desired result,
u(x, t) ≥ c′(t0)δs(x)e−λ1T
∫
Ω
δs(y)u0(y)dy,∀T ≥ t ≥ t0,∀x ∈ Ω. (5.47)
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Chapter 6
Further original results: more
general nonlocal operators and
Pohozaev identity
In this chapter we proceed to introduce an application and an extension of the main
theorem of the dissertation, Theorem 1.1. In particular, as an application we show
the Pohozaev identity for the solution of the homogeneous fractional heat equation
for positive times. After that, as an extension, we prove that the present results can
be extended to other nonlocal operators under certain conditions of stability and
ellipticity. We argue and prove that, in fact, the method presented in this work allow
us to extend results from the elliptic to the parabolic problem, so that they can be
applied for other operators rather than just (−∆)s.
6.1 The Pohozaev identity for the fractional heat
equation
The classical Pohozaev identity is an expression originally obtained and used by
Pohozaev in [37] for the solutions of semilinear equations, −∆u = λf(u). It reads
like this: ∫
Ω
{
nF (u)− n− 2
2
uf(u)
}
=
∫
∂Ω
(
∂u
∂ν
)2
(x · ν)dσ, (6.1)
where ∂u
∂ν
is the exterior normal derivative, ν is the unit outward normal and F is
the primitive of f , F (µ) =
∫ µ
0
f .
Although it was originally derived to prove nonexistence of solutions for super-
critical f , numerous other applications have arisen since the work [37], and currently
it is widely used.
It can be obtained through the divergence theorem, and in particular, it follows
from the identity∫
Ω
(x · ∇u)∆u = 2− n
2
∫
Ω
u∆u+
1
2
∫
∂Ω
(
∂u
∂ν
)2
(x · ν)dσ, (6.2)
which holds for u with u ≡ 0 in ∂Ω.
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For the fractional Laplacian, even if there is no divergence theorem for such
operator, the following Pohozaev identity was found by Ros-Oton and Serra, [40]:
If u is a solution of the elliptic problem, then∫
Ω
(x·∇u)(−∆)sudx = 2s− n
2
∫
Ω
u(−∆)sudx−Γ(1 + s)
2
2
∫
∂Ω
( u
δs
)2
(x·ν)dσ, (6.3)
where now, instead of using the boundary term ∂u
∂ν
, it has been replaced by u
δs
.
Here, it is possible to notice that the regularity up to the boundary is essential.
The fact that u/δs|Ω can be continuously extended to Ω allows us to evaluate the
integral on ∂Ω. In addition, we see that when fixing s = 1 in the equation (6.3) we
recover (6.2), since u/δ|∂Ω = ∂u/∂ν and Γ(2) = 1.
This identity is the only known integration by parts type formula for a nonlocal
operator involving a local boundary term.
For the ordinary Laplacian, the Pohozaev identity follows easily from integration
by parts or the divergence theorem. However, in this nonlocal framework these tools
are not available, and the proof of Ros-Serra of (6.3) is much more difficult.
In this section we show that the same identity (6.3) holds for solutions u(x, t)
of the homogeneous fractional heat equation. To do so, we will use the results from
Ros-Oton and Serra from [41]. The main result we will need, corresponding to [41,
Proposition 1.6], is the following. Recall that we defined Ωρ = {x ∈ Ω : δ(x) ≥ ρ}.
Theorem 6.1 ([41]). Let Ω be a bounded and C1,1 domain. Assume that u is a
Hs(Rn) function which vanishes in Rn \ Ω, and satisfies
1. u ∈ Cs(Rn) and, for every β ∈ [s, 1 + 2s), u is of class Cβ(Ω) and
[u]Cβ(Ωρ) ≤ Cρs−β, ∀ρ ∈ (0, 1). (6.4)
2. The function u/δs|Ω can be continuously extended to Ω. Moreover, there exists
α ∈ (0, 1) such that u/δs ∈ Cα(Ω). In addition, for all β ∈ [α, s+ α], it holds
the estimate
[u/δs]Cβ(Ωρ) ≤ Cρα−β, ∀ρ ∈ (0, 1). (6.5)
3. (−∆)su is uniformly bounded in Ω.
Then, the following identity holds∫
Ω
(x·∇u)(−∆)sudx = 2s− n
2
∫
Ω
u(−∆)sudx−Γ(1 + s)
2
2
∫
∂Ω
( u
δs
)2
(x·ν)dσ, (6.6)
where ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
It might seem like the hypothesis are quite specific. Concretely, they were found
to be consistent with the elliptic problem for the fractional Laplacian. The following
proposition, from [39, Corollary 1.6] is the connection between the previous theorem
and the elliptic problem. We here denote f ∈ C0,1loc (Ω × R), implying that f is
Lipschitz in any compact subset of the domain.
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Proposition 6.2 ([39]). Let Ω be a bounded and C1,1 domain, f ∈ C0,1loc (Ω×R), and
u be a solution of {
(−∆)su = f(x, u) in Ω
u = 0 in Rn \ Ω, (6.7)
where δ(x) = dist(x, ∂Ω). Then,
1. u ∈ Cs(Rn), and for every β ∈ [s, 1 + 2s), u is of class Cβ(Ω) and
[u]Cβ(Ωρ) ≤ Cρs−β, ∀ρ ∈ (0, 1). (6.8)
2. The function u/δs|Ω can be continuously extended to Ω. Moreover, there exists
α ∈ (0, 1) such that u/δs ∈ Cα(Ω). In addition, for al β ∈ [α, s + α], it holds
the estimate
[u/δs]Cβ(Ωρ) ≤ Cρα−β, ∀ρ ∈ (0, 1). (6.9)
The constants α and C depend only on Ω, s, f , ‖u‖L∞(Rn), and β.
Remark 6.1. When f(x, u) = λu it can be seen from the proof of this proposition
that then C = C¯λ‖u‖L∞(Ω), where C¯ depends only Ω, s, n and β.
As it can be seen, the conclusions of Proposition 6.2 are the hypothesis of The-
orem 6.1. In this section we need to adapt the previous proposition to the heat
equation, so that we can use Theorem 6.1 in order to obtain the Pohozaev identity.
In all, the result of this section is the following theorem.
Theorem 6.3. Let Ω be any bounded C1,1 domain, and let u(x, t) be a solution of
∂tu+ (−∆)su = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(6.10)
where u0 ∈ L2(Ω). Then, for any fixed t > 0, the following identity holds,∫
Ω
(x · ∇u)(−∆)sudx = 2s− n
2
∫
Ω
u(−∆)sudx− Γ(1 + s)
2
2
∫
∂Ω
( u
δs
)2
(x · ν)dσ,
(6.11)
where we have used the notation u = u(·, t) : Rn → R.
Proof. In Theorem 1.1 we have checked that indeed u/δs can be extended contin-
uously up to the boundary for positive times, so that the boundary integral makes
sense.
For the fixed t > 0, we will use Theorem 6.1 to prove the identity. It is enough
to check that the hypothesis are fulfilled. Firstly, u for positive times is always in
Hs(Rn), since it is a solution of the fractional heat equation. In addition, to check
the third hypothesis we could see that ∂tu = −(−∆)su and in Corollary 4.8 we had
shown that all temporal derivatives are Cs(Rn) for positive times, so in particular,
are uniformly bounded in Ω.
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In order to check hypothesis 1. and 2., we will use Proposition 6.2 for the el-
liptic case. We assume f(x, u) = λku, so that the solution is the corresponding
eigenfunction. Therefore, we have the following bounds (using Remark 6.1),
[φk]Cβ(Ωρ) ≤ Cλk‖φk‖L∞(Ω)ρs−β, ∀ρ ∈ (0, 1), β ∈ [s, 1 + 2s), (6.12)
and
[φk/δ
s]Cβ(Ωρ) ≤ Cλk‖φk‖L∞(Ω)ρα−β, ∀ρ ∈ (0, 1), β ∈ [α, s+ α], (6.13)
where φk is the k-th eigenfunction of the fractional Laplacian problem in Ω, and
C depends on n, s, Ω and β. Proceed like in the proof of Theorem 1.1, expressing
u(x, t) =
∑
k>0 ukφke
−λkt, being uk the coefficients of u0 in the basis {φk}k>0,
[u(·, t)]Cβ(Ωρ) ≤
∑
k>0
uk[φk]Cβ(Ωρ)e
−λkt ≤ Cρs−β
∑
k>0
ukλk‖φk‖L∞(Ω)e−λkt, (6.14)
similarly,
[u(·, t)/δs]Cβ(Ωρ) ≤ Cρα−β
∑
k>0
ukλk‖φk‖L∞(Ω)e−λkt. (6.15)
Now, we recall the result from Proposition 4.1, which stated
‖φk‖L∞(Ω) ≤ Cλw−1k ‖φk‖L2(Ω) (6.16)
for some w ∈ N, and C depending only on n, s and Ω. Hence, assuming unitary
eigenfunctions,
[u(·, t)]Cβ(Ωρ) ≤ Cρs−β
∑
k>0
ukλ
w
k e
−λkt (6.17)
and
[u(·, t)/δs]Cβ(Ωρ) ≤ Cρα−β
∑
k>0
ukλ
w
k e
−λkt. (6.18)
Which are expressions almost identical to the ones found in the proof of Theorem
1.1. Proceeding the same way, we reach
[u(·, t)]Cβ(Ωρ) ≤ C(t)‖u0‖L2(Ω)ρs−β, (6.19)
and
[u(·, t)/δs]Cβ(Ωρ) ≤ C(t)‖u0‖L2(Ω)ρα−β, (6.20)
for some constant C(t) depending only on n, s, Ω, β and t, that blows up when t ↓ 0.
So, for any fixed t > 0, we have seen that hypothesis of Theorem 6.1 are fulfilled,
and therefore,∫
Ω
(x · ∇u)(−∆)sudx = 2s− n
2
∫
Ω
u(−∆)sudx− Γ(1 + s)
2
2
∫
∂Ω
( u
δs
)2
(x · ν)dσ,
(6.21)
where we have now again used that u = u(·, t) for a fixed t > 0.
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6.2 Extension to other nonlocal operators
In this dissertation we have showed that from a regularity result for the elliptic
problem up to the boundary, it is possible to obtain a regularity result for the
parabolic problem, following the method introduced.
Most of the results presented in this work can be generalized to other nonlocal
operators. For example, the maximum principle is still true for general nonlocal
operators, and it will be used as a known result (the proof would be very similar to
the one presented, using the nonlocal expression of the operator).
In this section we will extend the result presented in Theorem 1.1 to a more
general class of operators: stable operators, already introduced in section 2.2 from
Chapter 2.
Before that, let us recall what the infinitessimal generator of a stable process is,
and let us also state the ellipticity conditions. A 2s-stable Le´vy process has as an
infinitessimal generator the operator L, defined by
Lu(x) =
∫
Rn
(u(x)− u(x+ y))a(y/|y|)|y|n+2s dy, (6.22)
where s ∈ (0, 1) and a ∈ L1(Sn−1), is nonnegative and symmetric. Here, a(θ)dθ =
dµ(θ), θ ∈ Sn−1 denotes the spectral measure. We will require that a fulfils an
additional condition, known as the uniform ellipticity condition,
0 < λ ≤ a(θ) ≤ Λ, ∀θ ∈ Sn−1, (6.23)
for some λ,Λ.
The nonlocal operators that we will use will have to fulfil the two previous
conditions, (6.22) and (6.23). The main result of this section is the following theorem,
an extension of Theorem 1.1.
Theorem 6.4. Let Ω ⊂ Rn be any bounded C1,1 domain, and s ∈ (0, 1). Let u0 ∈
L2(Ω), and let u be the solution to the fractional heat equation with a general operator
∂tu+ Lu = 0 in Ω, t > 0
u = 0 in Rn \ Ω, t ≥ 0
u(x, 0) = u0(x) in Ω, for t = 0,
(6.24)
where L is a nonlocal operator of the form (6.22) and (6.23). Then,
1. For each t0 > 0,
sup
t≥t0
‖u(·, t)‖Cs(Rn) ≤ C1(t0)‖u0‖L2(Ω). (6.25)
2. For each t0 > 0,
sup
t≥t0
∥∥∥∥u(·, t)δs
∥∥∥∥
Cs−(Ω)
≤ C2(t0)‖u0‖L2(Ω), (6.26)
where δ(x) = dist(x, ∂Ω), and for any  > 0.
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The constants C1 and C2 depend only on t0, L, n, s and Ω, and blow up as t0 ↓ 0.
The proof of this theorem follows using the same ideas as in the fractional Lapla-
cian problem, but instead, we will have to extend some of the results presented in
this work. In particular, we will need to generalize Proposition 4.3 and state it for
nonlocal operators of the previous form, as can be seen in Proposition 6.10 below.
Results for the regularity up to the boundary for the elliptic problem can also
be generalized. The main results used in this dissertation are Proposition 3.22 and
Theorem 3.23, which have been extended to nonlocal operators L of the previous
form by the same authors, Ros-Oton and Serra, in [41].
It is important to notice that, in this more recent paper [41], the authors prove
that u/δs ∈ Cs−(Ω) for all  > 0, for u a solution of the elliptic problem with
the appropriate conditions (already stated in this work), where now the Ho¨lder
exponent s−  is optimal or almost optimal for g ∈ L∞(Ω). So, using [41], not only
we can extend the results of this dissertation to other nonlocal operators, but we also
improve the results of the present work. Hence, in the second part of the statement
of Theorem 1.1, we could exchange α by s− , gaining, this way, regularity.
The theorem by Ros-Oton and Serra is the following, analogous to Theorem 3.23
for more general operators.
Theorem 6.5 ([41]). Let Ω ⊂ Rn be any bounded C1,1 domain, s ∈ (0, 1), L an
operator fulfilling (6.22) and (6.23) and u be the solution of the elliptic problem{
Lu = g in Ω
u = 0 in Rn \ Ω. (6.27)
If g ∈ L∞(Ω), then u/δs ∈ Cs−(Ω) for all  > 0, where δ(x) = dist(x, ∂Ω), being
∂Ω the boundary of the domain. In particular, u/δs|Ω can be extended continuously
to Ω. Moreover,
‖u/δs‖Cs−(Ω) ≤ C‖g‖L∞(Ω), (6.28)
where the constant C depends only on Ω and s.
In the next subsections we proceed to prove Theorem 6.4.
6.2.1 Existence of eigenfunctions and asymptotic behaviour
of eigenvalues
The aim of this subsection is to prove the following.
Proposition 6.6. Let Ω ⊂ Rn be any bounded domain, and L an operator of the
form (6.22), with a ∈ L1(Sn−1). Then,
1. There exist a sequence of eigenfunctions forming a Hilbert basis of L2.
2. If {λk}k∈N is the sequence of eigenvalues associated to the eigenfunctions of L
in increasing order, then
lim
k→∞
λkk
− 2s
n = C, (6.29)
for some constant C depending on n, s, L and Ω.
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One of the things we will need to check refers to the asymptotic behaviour of the
eigenvalues. For the fractional Laplacian we had that
lim
k→∞
λkk
− 2s
n = Cn,s,Ω, (6.30)
for some constant Cn,s,Ω depending on the subindexs. We here want to see that,
if L is the infinitessimal generator of a stable Le´vy process, then the asymptotic
behaviour of its eigenvalues is the same (with the constant depending, also, on the
operator). To do so, we refer to a result by Geisinger [27] regarding the Weyl’s law
for fractional differential operators.
In this subsection, given an operator L, A(ξ) will denote its Fourier symbol
(i.e., L̂u(ξ) = A(ξ)uˆ(ξ)). For the fractional Laplacian, we recall that the Fourier
symbol is A(−∆)s(ξ) = |ξ|2s. Let us state the result by Geisinger, first introducing
two conditions on A (extracted directly from [27]).
1. There is a function A0 : Rn → R with the following three properties. A0 is
homogeneous of degree α > 0: A0(νξ) = ν
αA0(ξ) for ξ ∈ Rn and ν > 0. The
set of ξ ∈ Rn with A0(ξ) < 1 has finite Lebesgue-measure, and the function
A0 fulfils
lim
ν→∞
ν−αA(νξ) = A0(ξ). (6.31)
If the previous convergence is not uniform, we will require an additional prop-
erty.
2. There are constants C0 > 0 and M ∈ N such that for all η ∈ Rn,
sup
ξ∈Rn
(
1
2
(A(ξ + η) + A(ξ − η))− A(ξ)
)
≤ C0(1 + |η|)M . (6.32)
Theorem 6.7 ([27]). Let Ω ⊂ Rn be an open set of finite volume and assume that A
is the symbol of a differential operator L that satisfies the previous two conditions.
Then,
lim
k→∞
λkk
− 2s
n = Cn,s,Ω, (6.33)
for some constant Cn,s,Ω depending only on the subindexs and L, and {λk}k∈N the
eigenvalues of L in increasing order.
At this point, we want to see that the infinitessimal generator of a stable process
fulfils the previous conditions in order to use the theorem by Geisinger. To do so,
we use that the Fourier symbol A(ξ) of L can be explicitly written in terms of s and
the spectral measure µ, as
A(ξ) =
∫
Sn−1
|ξ · θ|2sdµ(θ), (6.34)
which can be seen, for example, in [43]. We have used here the notation with the
spectral measure µ, but as in the previous notation, dµ(θ) = a(θ)dθ. Moreover, the
following two bounds hold,
0 < µ1|ξ|2s ≤ A(ξ) ≤ µ2|ξ|2s (6.35)
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for
µ2 =
∫
Sn−1
dµ(θ), µ1 = inf
ν∈Sn−1
∫
Sn−1
|ν · θ|2sdµ(θ), (6.36)
where these constants are strictly positive for any stable operator with non-degenerate
Le´vy measure (as we have here).
Lemma 6.8. Let a ∈ L1(Sn−1). Then, the Gagliardo seminorm (see (3.3)) associ-
ated to the operator (6.22), L,
[u]HsL =
1
2
∫
Rn
∫
Rn
(u(x)− u(x+ y))2
|y|n+2s a
(
y
|y|
)
dxdy (6.37)
is equivalent to the Gagliardo seminorm in Hs(Rn),
[u]Hs =
1
2
∫
Rn
∫
Rn
(u(x)− u(x+ y))2
|y|n+2s dxdy. (6.38)
In particular, norms associated to the operator L are equivalent to norms asso-
ciated to the fractional Laplacian.
Proof. To prove the lemma, we notice that
[u]HsL = 〈Lu, u〉, (6.39)
for the standard inner product in L2(Rn). This can be seen writing explicitly the
scalar product and Lu in its nonlocal form.
Now, we use Plancherel’s theorem, thus obtaining
〈Lu, u〉 = 〈L̂u, uˆ〉 =
∫
Rn
A(ξ)uˆ2(ξ)dξ. (6.40)
Using the bounds on A(ξ) and A(−∆)s(ξ) = |ξ|2s we have
µ1〈 ̂(−∆)su, uˆ〉 ≤ 〈L̂u, uˆ〉 ≤ µ2〈 ̂(−∆)su, uˆ〉, (6.41)
and using Plancherel’s theorem again we get the desired result.
In particular, the previous Lemma implies the Sobolev inequality for p = 2 when
dealing with general non-degenerate stable operators.
We can now proceed to prove Proposition 6.6.
Proof of Proposition 6.6. To see the first result we can repeat the proof in Chapter
3 for the fractional Laplacian and it would yield directly, since by the previous
lemma we know that the norm associated is equivalent to the one for the fractional
Laplacian.
For the second result we will use Theorem 6.7.
Assume that A is the Fourier symbol of the stable process L. It is enough to
check the two conditions of the theorem by Geisinger. The first condition trivially
holds taking A0 = A, since it is homogeneous, and we have the previous bounds.
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We need to check the second condition. To do so, let us state the following
inequality, for any a ≥ b ≥ 0 and s ∈ (0, 1),
2a2s + 2b2s ≥ (a+ b)2s + (a− b)2s, (6.42)
which follows by concavity, since s ∈ (0, 1),
(a+ b)2s + (a− b)2s =(a2 + b2 + 2ab)s + (a2 + b2 − 2ab)s
≤2(a2 + b2)s
≤2(a2s + b2s).
From the previous inequality, we obtain
|ξ · θ + η · θ|2s + |ξ · θ − η · θ|2s ≤ 2|ξ · θ|2s + 2|η · θ|2s, (6.43)
and therefore,
A(ξ + η) + A(ξ − η)− 2A(ξ) =
∫
Sn−1
{|ξ · θ + η · θ|2s + |ξ · θ − η · θ|2s − 2|ξ · θ|2s} dµ(θ)
≤2
∫
Sn−1
|η · θ|2sdµ(θ)
≤2|η|2sµ2
≤2µ2(1 + |η|)2s,
as we wanted to see.
Therefore, we have proved that the asymptotic behaviour of the eigenvalues is
the same as in the fractional Laplacian case, for any operator being the infinitessimal
generator of a non-degenerate stable Le´vy process. It is important to highlight that
the results presented in this subsection have not been proved just for the operators
fulfilling the ellipticity condition, but for any operator coming from a non-degenerate
stable Le´vy process.
6.2.2 Regularity of eigenfunctions
In this section we want to see the following result, analogous to Proposition 4.1,
referring to the problem, {
Lφ = λφ in Ω
φ = 0 in Rn \ Ω. (6.44)
Proposition 6.9. Let Ω ⊂ Rn be a bounded domain, s ∈ (0, 1), and φ any eigen-
function of problem (6.44), with eigenvalue λ. Then, φ ∈ L∞(Ω). Moreover
‖φ‖L∞(Ω) ≤ Cλw−1‖φ‖L2(Ω), (6.45)
for some constant C depending only on n, s, L and Ω, and some w ∈ N, depending
only on n and s.
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In order to see that, we first need to state and prove an extension of Proposition
4.3.
Proposition 6.10. Let Ω ⊂ Rn be any bounded domain, s ∈ (0, 1), g ∈ L2(Ω), and
u be the weak solution of {
Lu = g in Ω
u = 0 in Rn \ Ω. (6.46)
Then,
1. Let 2 ≤ p < n
2s
, and assume g ∈ Lp(Ω). Then there exists a constant C,
depending only on n, s, L and p, such that
‖u‖Lq(Ω) ≤ C‖g‖Lp(Ω), q = np
n− 2ps. (6.47)
2. Let n
2s
< p < ∞. Then, there exists a constant C, depending only on n, s, L
and p, such that:
‖u‖L∞(Ω) ≤ C‖g‖Lp(Ω). (6.48)
3. If p = n
2s
, then there exists a constant C, depending only on n, s, L and q,
such that:
‖u‖Lq(Ω) ≤ C‖g‖Lp(Ω), ∀q <∞. (6.49)
To prove the previous statement, let us first introduce a bit elliptic problems
with general operators L.
The following known lemma will be essential.
Lemma 6.11 (see [28]). Let s ∈ (0, 1) and n > 2s. Suppose L is an operator
of the form (6.22) fulfilling the ellipticity condition (6.23), where 2s is the stability
exponent of the stable process. Then, there exists a function V , fundamental solution
of L in the sense that for all g,
u(x) =
∫
g(y)V (x− y)dy (6.50)
satisfies
Lu = g in Rn. (6.51)
In addition, the ellipticity condition implies,
c1
|y|n−2s ≤ V (y) ≤
c2
|y|n−2s (6.52)
for some c1 and c2 positive constants depending only on n and s, and λ and Λ
respectively.
Under these assumptions we will define L−1 as the operator
L−1g(x) =
∫
g(y)V (x− y)dy (6.53)
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for the elliptic problem in Rn, where V is given by the previous lemma.
Let us also recall the well known Hardy-Littlewood-Sobolev inequality. It basi-
cally states that, if f ∈ Lp(Rn), then
‖I2sf‖Lq(Rn) ≤ C‖f‖Lp(Rn), q = np
n− 2ps, (6.54)
for some constant C depending only on p, n and s. Here, I2sf stands for the Riesz
potential of a locally integrable function, defined by
(I2sf)(x) = Cn,s
∫
Rn
f(y)
|x− y|n−2sdy. (6.55)
We are now able to provide the following result, previous to the proof of Propo-
sition 6.10.
Lemma 6.12. Let s ∈ (0, 1), n > 2s and g and u be such that
u = L−1g in Rn, (6.56)
for some operator L coming from a 2s-stable Le´vy process, and L−1 defined through
a fundamental solution V as seen in Lemma 6.11. Suppose u, g ∈ Lp(Rn), with
1 ≤ p < n
2s
. Then, there exists a constant C depending only on n, s, L and p such
that
‖u‖Lq(Rn) ≤ C‖g‖Lp(Rn), q = np
n− 2ps. (6.57)
Proof. We try to bound |u| by some expression equivalent to a Riesz potential of g,
in order to use the Hardy-Littlewood-Sobolev inequality. We use that
u(x) = L−1g(x) =
∫
Rn
g(y)V (x− y)dy, (6.58)
Now, since 0 ≤ V (x− y) ≤ c2|x−y|n−2s , we have
|u(x)| ≤
∫
Rn
|g(y)|V (x− y)dy ≤
∫
Rn
|g(y)| c2|x− y|n−2sdy = C(I2s|g|)(x), (6.59)
from which we can derive
‖u‖Lq(Rn) ≤ C ′‖I2s|g|‖Lq(Rn) ≤ C‖g‖Lp(Rn), q = np
n− 2ps, (6.60)
as we wanted to see.
Remark 6.2. We have not provided any result for the case n ≤ 2s. This only occurs
when n = 1 and s ∈ [1/2, 1), but for n = 1 any stable process is the fractional
Laplacian, which has already been studied in this work.
We can now prove Proposition 6.10 for a general operator L of the form (6.22)
and (6.23).
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Proof of Proposition 6.10. Statement 1. can be obtained as follows. Consider the
problem
Lv = |g| in Rn, (6.61)
where g has been extended from Ω to Rn by zero. We know that there is a v ≥ 0
solving the problem, since we can define
v(x) =
∫
Ω
|g(y)|V (x− y)dy ≥ 0. (6.62)
Now, using the comparison principle we have −v ≤ u ≤ v, since |g| ≥ g ≥ −|g|.
This means ‖v‖Lq(Rn) ≥ ‖u‖Lq(Ω), and by Lemma 6.12 first result we have that
‖v‖Lq(Rn) ≤ C‖g‖Lp(Rn), q = np
n− 2ps, (6.63)
just like we wanted to see.
To see the second statement let us proceed similarly. Define v as before, so that
using Ho¨lder’s inequality
0 ≤ |u(x)| ≤ v(x) =
∫
Ω
|g(y)|V (x− y)dy ≤ ‖g‖Lp(Ω)
(∫
Ω
V (x− y)p′dy
)1/p′
, (6.64)
where 1
p
+ 1
p′ = 1. We now want to bound
∫
Ω
V (x − y)p′dy. Consider BR(0) a ball
centred at the origin such that Ω ⊂ BR (exists because Ω is bounded). Then we
want to see whether the following integral converges,∫
BR(0)
V (y)p
′
dy, (6.65)
which is equivalent to seeing that∫
BR(0)
1
|y|(n−2s)p′ dy <∞, (6.66)
and this last integral converges because p > n
2s
.
Therefore, we reach
‖u‖L∞(Ω) ≤ C‖g‖Lp(Ω), (6.67)
for some constant C depending only on n, s, L, p and Ω.
Statement 3. follows using the first result, 1., and making p ↑ n
2s
using that
‖g‖Lp(Ω) ≤ C‖g‖Lr(Ω), r = n
2s
, (6.68)
by Ho¨lder’s inequality on bounded domains.
And from here, we prove Proposition 6.9 directly,
Proof of Proposition 6.9. The proof is exactly the same as the proof of Proposition
4.1, but now using the result of Proposition 6.10 instead of Proposition 4.3.
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6.2.3 Proof of regularity for general operators: Theorem 6.4
Finally, through Propositions 6.6 and 6.9 and the ideas already introduced, we can
proceed to prove Theorem 6.4.
Proof of Theorem 6.4. We already know that the elliptic problem with L has dis-
crete L2 eigenfunctions and eigenvalues.
In order to see the L∞ bound for the eigenfunctions, we can use Proposition 6.9.
The Cs(Rn) bound for φk and the Cs−(Ω) bound for φk/δs (being φk the eigen-
functions) follow using the results from [41], stated in Theorem 6.5.
Finally, we need to know the asymptotic behaviour of the eigenvalues. For a
general stable operator, we have seen in Proposition 6.6 that their asymptotic be-
haviour is the same as in the fractional Laplacian. Now, using the reasoning done
in the proof of Theorem 1.1 we reach the desired result.
Remark 6.3. The only point at which we needed both ellipticity conditions on a,
the spectral measure, was when referring to the paper by Ros-Oton and Serra [41].
In a future work, [42], the same authors will show an analogous result for operators
coming from general non-degenerate stable processes. Thus, using this forthcoming
paper, we could restate the whole section only imposing an upper bound on the
measure a, which would be even more general than the current result.
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