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The sixth Conference for PhD Students in Computer Science (CSCS) was orga-
nized by the Department of Computer Science of the University of Szeged (SZTE) 
and held in Szeged, Hungary from July 2-5, 2008. The members of the Scientific 
Committee were the following representants of the Hungarian doctoral schools in 
computer science: András Benczúr (ELTE), Hasszan Charaf (BME), Tibor Csendes 
(SZTE), János Csirik (SZTE), József Dombi (SZTE), Zoltán Ésik (SZTE), Zoltán 
Fülöp (SZTE), Ferenc Gécscg (Chair, SZTE), Tibor Gyimóthy (SZTE), Zoltán 
Horváth (ELTE), Zoltán Kató (SZTE), Zoltán Kása (Sapientia EMTE) János Kor-
mos (DE), László Kozma (ELTE), Eörs Máté (SZTE), Attila Pethő (DE) András 
Recski (BME), Endre Selényi (BME), and Tamás Szirányi (SZTAKI). The mem-
bers of the Organizing Committee were Balázs Bánhelyi, Tamás Gergely, István 
Matijevics, and Kálmán Palágyi (chair). 
There were more than 60 participants and 39 talks in several fields of computer 
science and its applications. Beyond the Hungarian PhD schools in computer sci-
ence, 5 other European countries were represented. The talks were going in sec-
tions in artificial intelligence, automata and formal languages, computer networks, 
database theory, discrete mathematics, fuzzy decision support systems, information 
systems, optimization, image processing, and software engineering. The talks of the 
students were completed by four plenary talks of leading scientists: Tamás Horváth 
(Univ. Bonn and Fraunhofer IAIS), Gábor Ivanyos (Computer and Automation Re-
search Institute, Hungarian Academy of Sciences), Márk Jelasity (Univ. Szeged), 
and Zora. Konjovic (Univ. Novi Sad). 
Three scientific journals, viz. Periodica Polytechnics (Budapest), Publicationes 
Mathematicae (Debrecen) and Acta Cybcrnetica (Szeged) offered students to pub-
lish the paper version of their presentations after a selection and review process. 
Altogether 20 manuscripts were submitted for publication. The present special 
issue of Acta Cybernetica contains 8 such papers. 
The full program of the conference, the collection of the abstracts and further 
information can be found at h t t p : / / w w w . i n f . u - s z e g e d . h u / ~ c s c s . 
On the basis of our repeated positive experiences, the conference will be orga-
nized in the future, too, hopefully with more foreign participants. According to the 
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Backprojection Reconstruction Algorithm Using 
Order Statistic Filters In Breast Tomosynthesis 
László Csernetics 
Abstract 
Breast cancer is the most common cancer type and one of the leading 
cause of death among women. It has been recognized over the years that 
preventing the disease is the most powerful weapon, and the implementa-
tion of screening mammography has had significantly reduced the death rate. 
However, it is also proven that conventional mammography does not detect 
approximately 30% of breast cancers. Inventing new imaging technologies for 
the earlier detection of breast cancer is vital and is in the center of many 
ongoing studies. There are several new techniques using different imaging 
modalities that are under investigation. The most promising is the breast 
tomosynthesis, an advanced x-ray application that addresses the problem of 
structure superimposition, one of the major deficiencies of 2D mammogra-
phy, by reconstructing a range of slices providing additional 3-dimensional 
information of the breasts. 
Our goal is to investigate and develop reconstruction algorithms that fit 
into the new mathematical model of tomosynthesis used in mammography. 
In this paper we show a backprojection reconstruction technique that is es-
pecially well-suited for the problem in question. This algorithm is capable to 
produce contrast-enhanced slices of the breast by taking only the pro jections 
that most probably hold the "important" information of the targeted lesions, 
ignoring part of the projections. This statistical approach also offers a good 
noise management performance, as a fortunate side-effect. After discussing 
the algorithm we publish the results of the comparison of this technique with 
other popular methods of the algorithm-family. We also look out the strict 
boundaries of the work done suggesting improvements of the reconstruction 
algorithm. 
Keywords: breast tomosynthesis, mammography, breast cancer, reconstruc-
tion algorithm 
1 Introduction 
Today, breast cancer is the most common type of cancer among women, about 
1.3 million new cases will be diagnosed in the near future annually worldwide, and 
about 465,000 will die from this disease, according to the American Cancer Society. 
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With other words, in the future one of every 8 women is expected to be diagnosed 
with breast cancer at some point in her lifetime. On the other hand, the death 
rate of this type of cancer is steadily dropping since the 90's, due to the successful 
breast imaging techniques introduced and used in the practice of screening exams, 
especially in the developed countries. Although the death rate has been halved over 
the years, it has been proven that the commonly used mammographic techniques 
are still imperfect tools. In fact, around 30% of breast cancers are missed in the first 
year of presence, because of the lack of sensitivity and specificity of the conventional 
mammography ([6, 8, 9]). 
The limitations of mammography are originated from the 2D characteristics 
of the technique. The healthy (functional- and fatty-) tissues and the potential 
abnormalities are superimposed on the 2D image, making it difficult to detect and 
classify the different structures of the breast. The overlapped normal structures 
could imitate abnormalities, resulting in additional, but unnecessary examinations 
of the patient. In other cases, the abnormal structures could be surrounded and 
hidden within the normal tissues of the breast, causing false-negative detections, 
and increasing the risk of developing breast cancer (refer to [1] for more detailed 
comparison of mammographic techniques). 
Breast tomosynthesis, a new 3D mammographic technique that is still under 
development, is targeting exactly this deficiency of conventional mammography. 
By reconstructing a range of 2-dimensional horizontal slices, it provides much more 
visual information of the breast. Moreover, by using new reconstruction algorithms 
that are fine-tuned for breast tomosynthesis, the contrast of the structures could 
be improved, helping the physicians to establish more precise diagnosis. This is 
also the subject of our research, and we are going to show such an algorithm in this 
paper. 
2 Digital breast tomosynthesis 
Digital breast tomosynthesis is a technique on the way from the conventional mam-
mography to the computerized tomography ([10, 11]). The procedure of image 
acquisition and also the device itself are very similar to the currently applied tech-
nology, as it has been developed from 2D mammography. Therefore, the patients 
are already familiar with it, what is more, this new technique is even more com-
fortable. It preserves the advantages of mammography, most importantly the low 
radiation dose used during an examination. The only difference becomes evident 
with the quality of the produced images, as well as the efficiency of the method. 
It is clear, that this technique is about to replace today's imaging modalities of 
screening examinations. 
Tomosynthesis is an image processing technique for generating 2-dimensional 
slices of the imaged organ, while all the information that is needed for such a 
reconstruction is not necessarily available. Usually, only a narrow angular range 
of image acquisition is given, and only a limited number of projections can be 
taken. The tomographic techniques commonly used in medical imaging are not 
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facing such constraints, and in those cases the complete 3D data of the imaged 
volume can be reconstructed. This is not possible in the case of tomosynthesis, 
where only a series of slices can be reconstructed, containing an additional depth 
information, that becomes clearly visible when the reader of the mammogram loops 
through the slices. This is what tomosynthesis really offers for the physicians, it 
virtually eliminates the structure superimposition presented on the conventional 
mammograms. 
3 Projection geometry 
The story of breast tomosynthesis is quite new, the first studies have been published 
in the 90's, and the system has still not been introduced into the practical usage. In 
spite of this fact, there are already several independent research groups, including 
the pioneers of the field from the Massachusetts General Hospital (MGH), and the 
research team of the Duke University Medical Center, working for the same goal. 
One of the main differences we can find between the actually ongoing studies is the 
geometrical model implemented with the system. 
Generally, we can speak about two main models whose basic concepts are the 
same, and they differ only in a few minor geometrical aspects, including the number 
of projections taken and the angular range of x-ray tube rotation. In our work, we 
are referring the model used by the group at the MGH, also published in [2, 7, 8]. 
Its schematic representation can be seen in Figure 1. 
In tomosynthesis, the x-ray detector is stationary, while the x-ray tube is rotat-
ing during the image acquisition. Before an examination starts, the breast has to 
be fixated with the compression paddles of the device, located above the detector. 
This step is needed only for the immobilization of the breast, no real compression 
like in conventional mammography is applied (this is why this method is much more 
comfortable). The imaging process itself takes only 7 seconds, and 11 low radiation 
dose images are taken. During this time, only the x-ray tube is moving on an arc 
of 50°, starting from the tilted position of +25°, making 5° angle increments for 
every image. The distance between the x-ray tube and the detector is 66cm, where 
the axis of rotation is at 44.3cm from the source, and at 21.7cm from the detector. 
The sixth image is taken from the position where the electron rays are hitting the 
detector at a right angle (like the CC view of the conventional mammography). 
The total radiation dose of such an examination is about 1.5 times more than in 
the 2D mammography. 
Using the projections produced by the above mentioned way, it is possible to 
reconstruct the 3D dataset of the imaged volume. However, the limited input of 
the model states a difficult image reconstruction problem. It is obvious, that the 
commonly used basic reconstruction algorithms will not provide the desired results, 
because of the high error ratio indicated by the very few number of projections, 
as well as the narrow angular range. An algorithm using some kind of a-priori 
knowledge, that is capable to deal with the error and noise presented in the input 
images has to be employed. As an additional aim, it would be nice to extract the 
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Figure 1: The schematic representation of the used projection geometry. The x-ray 
tube is in the starting position. 
targeted structures on the results. In the sccond part of the paper, we are going to 
show an algorithm that is especially well-suited to breast tomosynthesis, and also 
able to produce contrast-enhanced reconstructed slices of the imaged breast. 
4 Order statistic based reconstruction algorithm 
Generally speaking, reconstructing an object from its projections is the inverse 
transformation of the projection generation process itself. Reconstruction algo-
rithms can be divided into two main groups, regarding the way of approaching the 
result (more about reconstruction algorithms can be found in [4]). The MLEM 
(Maximum-Likelihood Expectation Maximization), as an iterative algorithm, rep-
resents one of the most successful methods of doing the reconstruction in breast 
tomosynthesis, however, it is very complex, and the reconstruction of a high qual-
ity image set usually takes several hours. On the other hand, the non-iterative 
algorithms are much more simple, since they are simply projecting back the pro-
jections into the volume to be reconstructed. This is why these methods are the 
most widely accepted techniques in the field. In our work, we are investigating a 
variant of the conventional filtered backprojection algorithm, that has already been 
employed in the tomosynthesis studies for angiography, decades ago. Beside sim-
ply adopting the technique onto the field of breast tomosynthesis, we arc going to 
prove its validness for the problem in question. We have to emphasize that this is a 
heuristic approach. At some points the formulation is only a crude approximation, 
rather than a mathematically precise derivation of the algorithm. 
Before going into the details of the algorithm, let us take a closer look at the 
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already mentioned transformations. The projection, known also as the Radon-
transform, has the following form: 
/
00 
f*(81,t1s2)dt=[Rf*](s1,32), (1) - 0 0 
where p^ denotes the 2D projection taken under the angle <l>, and denotes the 3D 
object in the rotated coordinate system of the device. The backprojection operator 
can be written up as the formal adjoint of the Radon-transform: 
f" [R*p](x,y,z)='f(x,y,z) = p*(x cos <j> +y sin <l),z)dcl>. (2) 
J-o 
However, this is not the inversion of the Radon-transform, it gives a blurred recovery 
of the original image. In fact, applying the backprojector operator on R results in 
the convolution of the original image function with a blurring function hi: 
[R*Rf] = / = ( / * '»0- (3) 
The image could be fully recovered only by applying the appropriate inverse filtering 
on / . 
We can notice, that in our case the third dimension is not affecting the calcu-
lations, since we have a tilted geometry, with only one degree of freedom (tilting 
around the z axis). After a normalization with the number of projections, we get 
the appropriate averages of the backprojected values in every point of the volume. 
Discretizing the formula in (2) will finally lead us to the basic equation of the simple 
backprojection algorithm: 
1 k 
V(X) = f(x, y, z) = ^ • E № ) ' W 
•11=1 
where V(X) denotes the value of the voxel belonging to the position determined by 
(x,y,z), k denotes the number of projections, and Pn(X) denotes the pixel value of 
the nth projection at the position calculated from the above mentioned coordinate 
triplet. 
This simple backprojection algorithm is mathematically clear, straightforward 
to implement, and has low computational costs. However-, since the projection 
values are equally distributed on the ray-path belonging to a, certain projection 
position, and the reconstructed values are simply the averages of the backprojected 
values, the result of this method is not satisfactory. Applying filters in the frequency 
domain of the projections is a very common way of improving the quality of the 
reconstruction. Still, in our case this is not enough to achieve the best possible 
result, because of the limited input data. To make this method even more suitable 
for breast tomosynthesis, the basic conception of the algorithm has to be modified 
as well. 
In the middle of 80's, researchers from Hamburg have been introduced a new 
non-linear method, as they called, the extreme-value reconstruction ([3, 5]). The 
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This way the reconstructed voxels were holding the minimum of the backprojected
values instead of their average, which is convenient in the case of angiography, since
the expected values are approximately 0 everywhere, except the vessels, due to the
injected contrast material (Digital Subtraction Angiography).
When we examine a few mammograms, we can see, that the situation is very
similar to the angiography. The fatty tissues are appearing as very dark areas, the
functional and other healthy tissues are brighter, while the abnormal structures
are very bright, or white regions. Since we are primarily interested in the correct
reconstruction of the abnormal structures potentially presented in the breast, after
an appropriate preprocessing of the projections, we can apply the above mentioned
extreme-value reconstruction. On the other hand, it is also obvious that there is
a relation between the number of projections used in the reconstruction of a voxel
and the noise-characteristics of the reconstruction algorithm itself. While averaging
the projections in a reconstruction step has a noise reducing effect, using only one
projection will end up in a much more noisy result, because of the extreme-value
selection. Thus, combining the two operators could lead us to a more optimal
result. As a first approach, we can construct an averaging operator that averages
all, but the K largest projections (to preserve the advantages of the minimum-type
operator). But, ignoring also the minimal (generally, the L smallest) value could
improve the noise-management of the algorithm. This way we finally end up with
the so called order statistic filter (OS-filter, or L-filter):
V ∗∗(X) =
1





where the projections are ordered by their value at the position X̄ every time a
voxel is being reconstructed:
Pmin(X̄) ≤ · · · ≤ PL+1(X̄) ≤ · · · ≤ Pk−K(X̄)︸ ︷︷ ︸ ≤ · · · ≤ Pmax(X̄). (7)
In the case, when there are more projections with the same value in the series
above, the randomly permutated order of these values should be used in order to
avoid some projections to be preferred to others. We have to emphasize, that we
are going to employ a minimum-type operator, so the value of L should be chosen
to be small, while the K should be larger. Regarding to the observations done so
far, we suggest the selection of {L = 2,K = 4}.
Note the relationship between the equations covered above. We can write up
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where the selection of the ωn weights determines the type of the operator described
with the formula (e.g. ωn = 1 for every n is the averaging operator). The appro-
priate selection of the weights depends on the a-priori knowledge associated with




1 if PL+1(X̄) ≤ Pn(X̄) ≤ Pk−K(X̄)
0 otherwise
, (9)
where the indexing of the projections is in accordance with (7).
From this point we are going to discuss the reconstruction algorithm. Be-
fore starting with the first step, a pre-processing of the input projection images is
needed. The purpose of this step is to correct the errors caused by the ray scat-
tering effect during the image acquisition, as well as to normalize the projections
against the geometrical distortion presented in the images caused by the varying
ray-path lengths within the imaged breast under the varying angles of incidence.
After this correction, every pixel of the projections will hold the average attenuation
value measured on the corresponding ray-path. We can also make a background
subtraction following the idea from digital subtraction angiography, assuming that
the fatty tissues are appearing as homogeneous, dark areas on the images. It is
important, however, to perform this kind of correction globally, to preserve the
images normalized. Since the algorithm is based on projection ordering, it is very
sensitive to intensity-level differences presented between the projections. This is
also the reason for leaving the projections unfiltered for the reconstruction.
In the first step of the algorithm we are doing a reconstruction using the op-
erator in (6) as the basis of the backprojection algorithm. As it was expected,
the reconstructed horizontal slices show reduced error rate caused by the so called
out-of-plane artifacts, the side-effect of the averaging operator. Also, the noise-
management has been improved comparing to the extreme-value reconstruction.
But, in spite of the seemingly good results, our algorithm is completely incorrect in
the mathematical point of view. When we analyze the result of the reconstruction,
it becomes obvious that the re-projection consistency constraint won’t be satisfied.
This criterion states against a reconstruction algorithm to produce a result that is
consistent with the projection data, i.e. if a second projection is applied on the
reconstructed data, the very same projections should be produced as in the case
of the original object. Mathematically, since the projection values are representing









where Pn(x) is the value of nth projection at the detector-position x, N is the
number of the reconstructed slices, and Ri(x̄) is the value of the pixel x̄ on ith
slice. Of course, this would be satisfied in the case when the projection values
are distributed equally on all of the reconstructed slices (like in the case of the
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averaging operator), but not in our case, when part of the projections is simply 
ignored during the reconstruction of each of the voxels. 
As the second step of the algorithm, we are going to modify the original projec-
tions in such a way, that after doing a second order-statistic based reconstruction 
the re-projection consistency constraint will become satisfied. Let's first write up 
the equation in (10) in the following form (from this point we will denote the ith 
slice of the first and the final reconstruction with Si and Ri, respectively): 
where i = 1 , . . . , N, and K C { 1 , . . . , N) is the set of slices where the Pu(x) value 
has no contribution in the reconstruction of the pixel x. The elements of the K set 
is being collected during the first reconstruction step, for each pixel on every pro-
jection. Since the reconstructed values found at x on these slices are not affected 
by the projection value Plt.{x), we can accept the result of the first reconstruc-
tion at these positions. However, since the modification of the other projections 
could have an influence on these values, we are accepting these values only as the 
approximations of the final reconstruction values. Thus: 
« £ s . t ( i ) . (12) 
Rewriting (11) we get: 
£ R+x) « N • fax)Si(x) j , (13) 
igh- \ igii / 
the approximate sum of the reconstructed values to which also the x pixel from the 
projection Pn had contribution during the first reconstruction. Since it is assumed 
that, after the pre-processing step, every projection value is representing the average 
attenuation, and the number of slices receiving contributions from Pn{x) is N minus 
the cardinality of K, we have to modify our projections in the following way: 
= ^ • fa) - j f - T , • (14) 
Now, that we have these enhanced projections, in the third step of the algorithm 
we are doing a final reconstruction of the horizontal slices. As in the previous case, 
the technique preserves the advantageous behavior of both the minimum-type and 
the averaging operators. Furthermore, the result is now mathematically correct, 
or, at least a mathematically correct approximation, regarding to the re-projection 
consistency constraint. As a fortunate side-effect of the projection modification, the 
contrast of the objects has been improved in the result, which was our additional 
criterion against the algorithm. This contrast enhancement could be explained by 
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the characteristics of the K set. Note, that a projection value and the cardinality 
of the corresponding K set are linearly related, since the higher values are more 
probably ignored during the reconstruction. At the same time, it is obvious from 
(14) that the projections ignored in most of the cases will be modified in the highest 
degree. This way, in the final result, the smaller, but higher intensity objects will 
have an increased contrast. As we know, this is very well suited to the breast 
tomosynthesis, since we are interested in discovering of such kind of structures. 
5 Experimental results 
In our experiments we compared the order-statistic based backprojection algorithm 
with the algorithms employing the conventional averaging and the extreme-value 
operator. We ran the tests for ideal and noisy projections as well. 
The experiments have been performed on an Intel P4 2.4GHz machine, with 
1GB RAM memory, and Windows XP operation system on it. We have generated 
breast phantoms containing several objects of different sizes and placements, that 
are responsible for simulating the inner structure of the breast. 27 of them are big-
ger spheres filling out the volume, and representing the healthy mass of a breast. 
The other 7 spheres are smaller, but having more concentrated mass, thus, higher 
attenuation coefficient, and imitating different kind of abnormalities. 5 of these ob-
jects are very small, simulating calcium deposits in the breast. These calcifications 
could be the first signs of a malign abnormality, so it is important to find them 
as soon as possible. The other 2 bigger objects are imitating already developed 
abnormal structures embedded within the healthy tissues. The parameters of the 
algorithm have been set to {L = 2, K = 4}, and 21 horizontal slices of size 512x300 
have been reconstructed with each algorithm, separately. The results can be seen 
in Figure 2. 
Regarding to the time complexity of these algorithms, they are performing very 
similarly, as it could be expected. The average time needed to finish a complete 
reconstruction (including the two runs of the backprojection algorithm, as well as 
the projection modification step) was 153.15 seconds. This is acceptable comparing 
to the time consumption of an iterative algorithm. 
Looking into the reconstructed images it can be seen that the algorithm using 
the averaging operator produced fairly the worst results. Although, the noise-
management was quite good, the objects on the slices are low-contrasted, thus, this 
method is not convenient to detect the structures in question. On the other hand, 
the minimum operator was able to restore the shapes nicely, but in the noisy case 
it performed weakly. Eventually, the algorithm presented in this paper produced 
the best results, tolerating the noise and increasing the contrast of the objects at 
the same time. 
Of course, regardless to the good results given, the. algorithm has to be devel-
oped further in the future. We are supposing, that an iterative projection enhanc-
ing technique could improve the results, since the applied approximation during the 
derivation is converging toward satisfying the re-projection consistency constraint. 
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Figure 2: The top row presents the 3D breast phantom containing the 7 abnormal-
ities with darker colors (a), the ideal (b), and the noisy 6th projection (c). The 
two rows below contains the central ( l ltl i ) reconstructed slice in the ideal (d-f) and 
noisy (g-i) case: using the averaging operator (d, g), the minimum operator (e, h), 
and the order-statistic based operator (f, i), respectively. As it is clearly visible, 
this latter produced the most contrasted result, especially in the point of view of 
the targeted objects. 
'• f i t / : .,• i • • • 
Also, more realistic breast phantoms, or even real data as input of the algorithm 
should be used in the experiments, to get more accurate results. Finally, the recon-
structed slices themselves could be also improved by employing image processing 
techniques for image refinement. 
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Improved Topic Identification for Similar Document 
Search on Mobile Devices* 
Kristóf Csorba* and István Vajk* 
Abstract 
This paper presents a novel, two level classifier ensemble designed to sup-
port document topic identification in mobile devicc environments. The pro-
posed system aims at supporting mobile device users who search for docu-
ments located in other mobile devices which have similar topic to the doc-
uments on the users own device. Conforming to the environment of mobile 
devices, the algorithms are designed for slower processor, smaller memory 
capacity and they maintain small data traffic between the devices in order 
to keep low the cost of communication. We propose a keyword list based 
topic comparison, enhanced with a two level classifier ensemble to accelerate 
the topic identification process. The new technique enables document topic 
comparison using few communication traffic and it requires few calculations. 
Keywords: document classification, topic hierarchization, keyword selection 
1 Introduction 
Due to the rapid improvement of mobile devices (like mobile phones and PDAs) 
in storage capacity and processing capabilities, more and more information can be 
stored on them. People reading e-books on PDA are not unusual. There is an in-
creasing interest in searching techniques designed for such ubiquitous environments, 
and most of the search engines are still based on keywords specified by the user. 
The techniques presented in this paper are designed for an automatic searching for 
documents which might be of the user's interest. The proposed system is analyz-
ing the local documents and notifies the user if there is a document with similar 
topics available for retrieval. It is running as a background process and requires 
user interaction only if it finds something. Our work is part of a project aiming at 
supporting semantic search in mobile devices connected to a peer-to-peer network 
[1] 
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Searching for documents with a given topic is a frequent task today. The most 
common approaches are based on keywords given by the user as search criteria. 
Another possibility is the " topic by example" [2] approach where the user presents 
documents for which similar ones should be retrieved. For this purpose document 
topics have to be compared. This is the case in our system as well, extended with 
the assumption that documents stored on the users own mobile device represent 
the interest of the user [3]. 
The most common solutions for topic comparison use the bag-of-words rep-
resentation of documents and calculate the similarity measure of them using the 
document feature vectors. These feature vectors may indicate relevance of some 
words to the document's topic or some extracted features. Due to the huge num-
ber of the possible words, the feature space methods usually reduce the number of 
features before comparing the documents. The two main approaches that use this 
method are feature selection and feature extraction [4] [5]. Feature selection means 
the selection of some already available features and discarding the remaining ones, 
feature extraction on the other hand aims at deriving new features based on the 
original ones. Some feature selection methods are based on information gain or 
mutual information [6], least angle regression [7] or optimal orthogonal centroid 
feature selection [8]. 
If there are many document topics, using a classifier ensemble [6] may avoid the 
need to compare a document to every possible topic during the classification. If 
the number of the possible topics of a document can be limited, a classifier can be 
created with significantly better classification capabilities. The paper [9] proposes a 
technique which creates a topic hierarchy using linear discriminant projection and 
trains multiple classifiers, like nodes of a decision tree, to improve the classification. 
The system proposed in this paper allows document classification and topic 
comparison of documents in mobile device environments. The main contribution 
consists of a feature selection algorithm and a topic hierarchy creation method. The 
most important property the proposed system requires is the applicability in mobile 
devices with limited processor and memory capacity The created classifiers and 
topic comparison method have to be easy-to-calculate, and the topic comparison of 
documents stored on different devices has to be performed using limited communi-
cation traffic because communication between mobile devices is usually not free of 
charge. To conform these requirements the size and processing complexity of the 
document topic representations have to be in balance between very small size and 
good comparability. This requirement makes the frequently used huge, weighted 
document vectors not applicable. 
The organization of the paper is as follows: section 2 presents an overview 
of the contribution which consists of a keyword selection and document search 
method presented in section 3, a two level topic identification technique presented 
in section 4 and experimental results presented in section 5. Finally, conclusions 
are summarized in section 6. 
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2 Overview of the contribution 
Our proposed document topic identification and comparison system is based on the 
following key ideas: 
A list of topic-specific keywords is assigned to every possible topic using a labeled 
training set and a supervised learning method. A document is represented by the 
identifier of the topic which has the most common keywords with the document, 
and a simple binary vector indicating the presence or absence of the given keywords 
in the document. This representation allows comparing the topics more detailed 
than just comparing the assigned topic labels of the documents. 
This representation is easy to generate: the document has to be parsed and 
every word has to be compared to the keywords in the keyword lists. The topic 
with the most common keywords is selected and the binary indicator vector is 
created. 
To create the classifier first the topic specific keyword lists have to be created: 
a set of the most topic-specific keywords for all possible document topics is created. 
Weighting of the keywords is not possible due to the binary vector in the represen-
tation which is essential for size limitations. Another important constraint implied 
by the proposed similarity measure (number of common keywords) is the following: 
keywords which would have to get negative weight cannot be used at all, because 
the similarity measure, the number of common keywords cannot decrease due to the 
presence of an additional keyword. This makes most feature selection approaches 
like mutual-information and information-gain based ones not applicable. 
After the keyword lists have been created, the mobile devices have to identify 
the topic best matching their documents. They could download every keyword list 
and compare all of them to the documents but this would reduce scalability of the 
system if there were many topics. To waive this limitation, a classifier ensemble is 
created which is similar to a decision tree: topics are ordered into topic sets which 
have their keyword lists as well. This enables the mobile device to omit the check 
of some keyword lists and limit the search space for the best matching topic to the 
promising topic sets. The reason for our system not being exactly a decision tree is 
the following: the keyword list based topic identification may make mistakes due to 
the noise involved in natural language documents. A false decision inside a decision 
tree may make the correct classification impossible. To overcome this limitation, 
the topic sets are only triggering the check of their topics but not limiting the search 
on them. All topic sets trigger the check of their topics if their keyword lists have 
common keywords with the document and topic identification is performed among 
the triggered topics. This way, the aim of the ensemble is to exclude hopeless topics 
from the identification procedure and not to strictly limit the number of checked 
topics by always restricting the decision to the best direction on a given level of 
classification. This solution allows robustness against misclassifications but still 
reduces the number of checked keyword lists. The extension using, topic sets is 
presented in section 4. 
The search for similar documents is a very simple procedure: the mobile device 
downloads the compact topic representation of remote documents and calculates 
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the similarity, the number of common keywords, using only the representations. If 
it exceeds a user defined threshold, the user is notified. The user can decide if the 
document itself should be downloaded or not. The similarity search is presented in 
subsection 3.2 in details. 
3 Document topic representation and comparison 
using keyword lists 
In this section, the keyword selection method, the document representation, and 
the process of searching similar documents are described. As the document search 
is executed in the background and the user is notified when a document similar to 
the local ones is found, the rate of misclassifications is of key importance in this 
application. It is much more important than finding all similar documents. 
For performance measurements we will use the common measures precision, 
recall and F-measure: if there is a specific target topic from which we want to select 
as many documents as possible, c is the number of correctly selected documents, 
/ the number of false selections, and t is the number of documents in the target 
topic then precision is defined as P = c / (c + / ) , recall is R = c/t, and F-measure 
is F = 2PR/(P + R). Our aim to avoid misclassifications means the requirement 
of a high precision even at the price of a lower recall. But we cannot entirely omit 
the recall either, so we optimize F-measure while maintaining a high precision. 
Intuitively described a classifier with high precision is selected which is low enough 
to allow an acceptable recall as well. 
In the description of the algorithms the following notations are used: 
• d e T indicates that the document d belongs to the topic T. 
• w £ d indicates that the word w is present in the document d. Documents 
are handled as sets of words. 
• Kt = {wi,Wo, ...,w.n} is the keyword list (set of keywords Wi) for the topic 
T. T might refer to a set of topics as well, in which case KT contains all 
keywords of the topics in the topic set. 
• A keyword is a word which appears in at least one keyword list. This means 
that keywords are words used in the topic representations. 
• ST is the selector which aims at selecting documents from the topic. T. We 
use the selector expression instead of classifier because it selects documents 
for one topic, and leaves the remaining ones to be selected by other selectors. 
Documents not selected by any selectors will have unidentified topic. ST is 
interpreted as the set of documents selected by the selector as well. 
• d 6 ST means that the document d is selected by the selector ST-
• S,i is a selector based on a document d which selects documents which have 
common keywords with the document d. 
Improved Topic Identification for Similar Document Search on Mobile Devices. 21 
target topic 
documents 
word 1 • • 
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word 3 • • 
word 4 B • • L 9 








Figure 1: Example for individual precision. Rows stand for words and columns 
stand for documents. 
3.1 Creating topic specific keyword lists 
The techniques proposed in the following will require topic-specific keyword lists. 
These are created using the Precision-based Keyword Selection (PKS) algorithm 
described and evaluated in [10] in details. The PKS algorithm is based on the 
individual precision of words which is defined as follows: 
Definition 1 (Individual precision). Individual precision of a keyword w is the 
precision of a selector for which d G Sw <=> w £ d, that is, it selects documents 
containing w. . 
Fig. 1 shows an example for the individual precision. Using this quality measure 
of the words the PKS algorithm collects words for a Kf keyword list for a given T 
target topic using the following definition: 
Definition 2 (Topic specific keyword), w G Kt if and only if P{T\w) > minprec, 
that is, a word w is keywor;d of the: topic T if and only if the conditional probability 
of the topic given'w is present in .a document is higher than a predefined minimal 
limit minprec. 
As the probability P{T\w) is the expected individual precision of ui, the min-
imal limit in the definition is called minimal precision limit minprec. The PKS 
algorithm selects topic specific keywords and selects documents containing at least 
one keyword. The minprec limit is set to allow the maximal F-measure for the 
selection of documents in the given topic as shown in Fig. 2. 
It should be noted that there are many words in the documents which are very 
rare (spelling errors belong to this category too) and thus might have very high 
precision if their few documents belong to the same topic. To avoid such words the 
system does not consider words appearing in less than 0.5% of the documents in 
the training set. Too frequent words (stopwords) usually cannot be topic specific 
keywords because their expected precision is low: it is near the a-priori probability 
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Figure 2: The PKS algorithm collects keywords starting from 100% minimal pre-
cision and decreasing it until the F-measure reaches its maximum. 
of the target topic which is far lower than the minprec limit. In spite of this, if 
the number of topics is too high and it leads to a too low minimal precision, the 
minimal precision limit has to be limited to a predefined minimal value in order to 
avoid stopwords being keywords. 
3.2 Searching for similar documents 
Using the keyword lists created with the PKS algorithm a compact representation 
for every document can be created: 
Definition 3 (Compact document representation). The compact document repre-
sentation of a document d is the pair (Z,p) where I is the unique identifier of the 
keyword list used for the representation, and p is the presence vector containing the 
binary presence indication of the keywords in the. keyword list I. 
The comparison of two documents means counting the common keywords. If 
the two documents are represented using the same keyword list, this is a simple 
inner product. If the keyword lists differ, the two vectors have to be mapped into 
the global keyword space where every keyword has a unique dimension. If all the 
keyword lists contain the unique dimension index of the contained keywords, it can 
be done easily. 
For the sake of simplicity, document vectors are considered in the global keyword 
space in the following if not stated otherwise, as these vectors are equivalent to the 
document representations. 
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If t and d are binary document (column) vectors in the global keyword space, 
than the similarity of the two documents is defined as 
similarity(i, d) = tT • d (1) 
Searching for documents similar to a set of local documents is performed with 
the merged base document vector: 
Definition 4 (Merged base document vector b). Merged base document vector b 
representing all local (base) documents for comparisons with remote documents is 
defined as 
b:= s i g n ( ^ d ) (2) 
deD 
where B is the set of base documents. 
Given a remote compact document representation it is transformed into the 
global keyword space. The result is the r remote document vector. The user is 
notified if 
similarity(6, r) > th (3) 
where th is the minimal similarity measure threshold which a remote document 
must have to the base documents in order to notify the user about its availability. 
The threshold is defined by the user and allows controlling the balance between 
precision and recall: lower threshold notifies about more documents while higher 
threshold notifies only if a document is really very similar to the base documents. 
In order to transform a document representation to the global keyword space, 
the index of the keywords (their associated dimensions) are required. This infor-
mation is supplied with the keyword lists themselves. If a document is represented 
with a keyword list not known by the mobile device, the keyword list is simply 
downloaded from a central repository using the keyword list identifier in the doc-
ument representation. If the new keyword list has common keywords with that of 
the base documents, it should be stored for later use. If it is not the case, only 
the identifier of the keyword list should be stored in order to remember that doc-
uments using this keyword list for the document representation cannot have any 
common keywords with the base documents. We believe that after some initial 
time, unknown keyword lists will be rare. (As a possible enhancement, the central 
repository could tell the mobile devices which keyword lists have common keywords 
with a given set of keyword lists (the ones of the base documents)). 
It should • be noted that this type of document representation can be further 
improved by word stemming, part-of-speech tagging, and by adding synonyms of 
the keywords to the representations. Applying stemming of part-of-speech tagging 
would require significantly more resources. According to the extension of the doc-
uments with synonyms of the keywords, the previous paper of the authors [11] is 
referred to which describes a method aiming to handle synonyms and hypernyms 
of the keywords. 
Using the methods described here, a mobile device can represent its documents 
for others and it can search for remote documents that are similar to the base 
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documents. In the following section we describe an extension which can reduce 
the number of keyword lists required to be checked during the topic identification 
process. It allows the mobile device to retrieve and store fewer keyword lists and 
to complete the topic identification by using fewer keyword lists. 
4 Two level topic identification using topic sets 
The topic identification aims at finding the topic which has the most common 
keywords with a given document. The keyword list of the best matching topic 
will be used to represent the document for other devices. A simple solution would 
be to calculate the number of common keywords with every available keyword list 
and find the best matching one. The drawback of this solution would be the high 
number of keyword lists: if the mobile device has to use all the keyword lists for 
the topic identification, it has to retrieve all possible keyword lists which decreases 
the scalability of the solution. In order to reduce the number of keyword lists the 
topic identification process has to check, a two level classifier ensemble is introduced 
which uses sets of similar topics on the upper level to approximate the topic of a 
document. Using these topic sets the number of checked topics can be limited by 
skipping the ones which have very low probability to be the best fitting one. In 
the current description we employ a two level classifier ensemble: the first level is 
using the topic sets and the second is using the keyword list of the triggered topics. 
Theoretically there is no limitation for the number of levels if the big number of 
topics makes more levels reasonable. 
The structure of the solution is the following: during the training of the system, 
multiple initial topic sets are created. All of these are evaluated with a simulated 
document classification. This allows us to remove the useless topic sets such as 
those that cover almost every topic, or those achieving very low recall. In the last 
step of the training, final keyword lists are created for the remaining topic sets 
using the PKS algorithm described earlier. 
During the classification, documents are first compared with the keyword lists 
of the topic sets. The topic sets having at least one common keyword with the 
document are collected (we call these topic sets the triggered topic sets), and fi-
nally only the keyword lists of topics in triggered topic sets (triggered topics) are 
compared to the document (Fig. 3). 
The key goal of the topic set based topic identification is to limit the number 
of keyword lists to be checked during topic identification while not decreasing the 
classification performance due to the internal classifications using the topic sets. 
4.1 Creating easy-to-identify topic patterns 
Topic sets are created in three steps: initial topic sets are generated, initial topic 
sets are evaluated (and modified/removed if necessary), and further topic sets are 
created for every topic not covered by the topic sets. The topics not covered by 
topic sets are covered with separate topic sets containing only one topic. 
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topic 1 topic 2 topic 3 topic 4 topic 5 topic 6 topic 7 
triggered topic maximal number of common keywords? 
I • selected topic 
Figure 3: Topic sets. Only triggered topics (topics of triggered topic sets) are 
checked during topic classification. 
4.1.1 Creating initial topic sets 
The first step is to identify sets of topics which are easy to identify. A brute force 
method could be the generation of every possible subset of the topics and let the 
topic set evaluation step discard the bad ones. This is not applicable due to the 
exponential growing number of subsets. The key idea behind the F-measure based 
Topic Set Creation (FTSC) is the identification of the topic set for every w word 
which is the easiest to identify using only w. Similarly to the individual precision, 
we define individual F-rneasure and assign every w word that set of topics for which 
w achieves the highest iF individual F-measure (Fig. 4). 
Definition 5 (Individual F-rneasure). . Individual F-measure iF(w,T) of a w word 
regarding a T set of topics is the F-measure of a classifier selecting exactly the 
documents containing w. 
T"p'(w) = argmax{v:F(to,T)} (4) 
r 
Individual precision is not suitable in this case as considering more topics as 
target can not decrease precision. The highest precision is achieved if all the topics 
are target topics. A similarly defined individual recall is unsuitable as well because 
it does not take the precision into consideration which is still very important as we 
are going to create keyword lists for the topic sets using PKS. 
The FTSC algorithm is searching for the topic set T0,,t{w) for every w word in 
a greedy way: it adds the T topics to the topic set in descending iF(w,T) order 
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documents 
target word 
topic 1 topic 2 topic 3 
H a • • • 
P 2/5, R 2/3 F 0.50 
P 1/5, R 1/4 F 0.22 P 2/5, R 2/4 F 0.44 
P 3/5, R 3/7 F 0.50 
P 3/5, R 3/7 F 0.50 
P 4/5, R 4/7 F 0.67 
P 5/5, R 5/11 F 0.63 
Figure 4: Example for the topic optimization for a given word. P, R. and F stand 
for precision, recall and F-measure respectively. In this example, the individual 
F-measure is maximized by a topic set containing topics 1 and 3. 
until the individual F-measure is maximized (Fig. 5). 
The set of initial topic sets consists of all topic sets returned by FTSC executed 
for every w word (without duplicates of coursc). 
Although FTSC is a greedy algorithm, it achieves optimal solution if the a-priori 
topic probabilities are equal for all topics: 
Proposition 1. The. FTSC algorithm selects .the optimal topic set T(w) = T"pt(w) 
for every word if the a-priori topic probabilities are equal'for all topics. 
4.1.2 Evaluating and modifying initial topic sets 
After the initial topic sets have been created, they have to be evaluated because 
some of them will not be useful.. For example, if a topic set covers all topics, we 
cannot take advantage of it. In order to use (or evaluate) a topic set its keyword 
list has to be created. This is-done using PKS just as it would be a single topic: 
PI<S searches for keywords which appear often in the documents of the topic set 
and rarely in the documents outside the topic set. 
The evaluation phase evaluates every initial topic set. It creates keyword lists 
to distinguish them using PKS, and simulates the classification of every document 
in the training set. The keyword list created for an ideal topic set would select 
exactly the documents of the topics contained in the topic set. But topic sets may 
be overlapping and keywords may cause misclassifications as well. The precision 
and recall of the resulting classification is calculated and topic sets fulfilling the 
following conditions are preserved: 
• Sufficiently high precision and recall. If a topic set has too low precision or 
recall, it is discarded. In our experiments, the minimal limit was set to 0.5 
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Figure 5: Evolution of individual F-measure in the 20 Newsgroups data set while 
increasing the number of target topics, presented for two example words. The size 
of the optimal topics sets are 8 and 6 in this case. 
for both precision and recall. 
• It cannot contain topics for which too few document were selected. Such 
topics are removed from the topic set because they have too low recall. The 
topic set would unnecessarily trigger these topics every time the topic set is 
triggered. In our experiments every topic had to have a 0.6 recall inside the 
topic set. 
• The topic set has to have topics satisfying the previous condition. If all the 
topics of a topic set are removed due to the previous condition, the topic set 
is removed entirely. 
• The topic set may not cover more than 50% of the topics. Otherwise there 
would be topic sets covering almost all topics using very common words. We 
believe that such topic sets are useless because they trigger almost every topic, 
and thus, do not support the exclusion of topics having minimal chance to be 
the best fitting one. 
4.1.3 Creating additional topic sets 
In the last step of FTSC, topics not covered by any remaining topic sets are moved 
into a separate topic set created for each of them individually. These additional 
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training dataset 
initial topic sets 
final topic sets 
Figure 6: Data flow diagram of the FTSC algorithm. The training set is used to 
create the initial topic sets and the evaluation phase creates the final topic sets by 
modifying or removing worse topic sets and adding new ones if necessary. 
topic sets contain only one topic. These topic sets are called small topic sets and 
the ones containing multiple topics big topic sets. 
The data flow diagram of the FTSC algorithm is presented in Fig. 6. 
4.1.4 Training the classifier ensemble 
After the topic sets have been created, a keyword list is created for them using PKS 
just as they would be the topics. The second level of the ensemble is trained just as 
there would be no topic sets: a keyword list is created for every topic independently. 
The trained first level of the classifier consists of a set of pairs 
where the first element is the set of topics contained in the current topic set and 
the second element is the keyword list for the topic set. 
4.2 Using the classifier ensemble 
After the training of the classifier ensemble (creating the keyword lists for all topic 
sets and topics) the classifier is ready to identify the topic of new documents. 
If the topic of a new document has to be identified, it is first compared with the 
keyword lists of the topic sets. If the document has at least one common keyword 
with a topic set (that means that the topic set is triggered) the topics contained in 
the topic set are all triggered. After checking every topic set the best fitting topic 
specific keyword list is searched just as in the case without the topic sets, however 
not triggered topics are not checked because they are considered to be "hopeless". 
Unfortunately there are always topics which are not covered by the initial topic 
sets and they have to be placed in a topic set containing only one topic. These 
are the small topic sets mentioned in the previous section. As this may increase 
{T={Ti,T2,...,T,l}-,Kr} (5) 
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the number of topic sets significantly, the following rule has been introduced: if a 
document triggers at least an mb minimal number of big topic sets (containing more 
than one topic), the small topic sets are not checked because we assume that the 
real topic of the document is covered by the big topic sets. We call this extension 
Small Sets on Demand (SSD) because small topic sets are only checked if there 
seems to be a need for it. 
Formally, given the d document, the Trig(d) set of triggered topic sets contains 
the topics sets having common keywords with the document. 
Trifj(d) = { T : \KT n d\ > 0} (6) 
The Small Sets on Demand means 
Trig'{d) = {T e Trig(d) : |T| > 1} (7) 
and Trig'(d.) is used instead of Trig(d) if \Trig'{d)\ > mb where mb is the minimal 
number of triggered big topic sets to skip the small topic sets entirely. 
The C(d) set of topics to check is the union of all topics in the triggered topic 
sets: 
C(d) = [ J T (8) 
TeTriij(d) 
And finally the identified topic of the document d is the topic with the most 
common keywords with the document among the checked topics: 
T{d) = arg max{|I<T U d\} (9) 
Tec 
5 Measurements 
This section presents measurement results according to various aspects of the topic 
set based document, topic identification and the search for similar documents. The 
measurements were performed using the commonly used data sets 20 Newsgroups 
[12] and the Reuters Corpus Volume 1 (RCV1, LYRL2004 split) [13]. 
First we present results according to the classifier ensemble used for topic iden-
tification in the 20 Newsgroups data, set because the interpretation is easier with 
this data set. After that we present the evaluation on RCV1 and finally we present 
measurement results about the searching for similar documents. 
r 
5.1 Evaluation of the classifier ensemble 
The most important condition the two level classifier has to satisfy is the minimal 
degradation in the classification performance. Table 1 presents the classification 
performance of the system without the application of topic sets, with topic sets 
but without SSD and with SSD using mb minimal triggered big topic set number 
1 and 2. 
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From Table 1 we can draw the following conclusions: 
• The case without topic sets is the baseline measurement as this is a simple 
classification using the keyword lists created with PI<S. 
• Using topic sets does not significantly influence the classification results, but 
without SSD, all the 13 topic sets are checked for every document, followed 
by the check of the triggered topics. The number of triggered topics (mean 
. value is 3.12) is presented in Fig. 7. This means that around 16-17 keyword 
lists are still compared to the documents which is almost the number of topics 
(which is 20), thus it does not lead to significant improvement. 
o By activating SSD the classification performance decreases slightly because 
some documents belong to topics in small topic sets but still trigger enough 
big topic sets which makes their real topics not checked. But for an exchange, 
with mb = 2, altogether 54% of the documents with topics in big topic sets is 
classified without checking the small topic sets (thus checking only 5 + 3.12 
keyword lists in average). 
• SSD with mb = 1 decreased the recall slightly more but it made the small 
topic sets skipped for every document which had a real topic in one of the 
big topic sets. 
Table 1: Classification results, with the 20 Newsgroups data set, with and without 
topic sets (no Small Sets on Demand, every topic set is always checked) and with 
SSD using mb (minimal number of triggered big topic sets to skip checking of the 
small topic sets) 1 and 2. 
precision recall F-measure 
without topic sets 0.61 0.45 0.50 
with topic sets 0.65 0.42 0.50 
SSD (mb = 2) 0.64 0.41 0.49 
SSD (mb = 1) 0.65 0.39 0.47 
If a user stores documents belonging to big topic sets on the mobile device, 
setting mb = 1 can decrease the number of keyword lists compared to the document 
during topic identification from 20 (no topic sets, no SSD) to 8.12 in average. If 
the small topic sets are needed as well, this value is 16.12 in average. 
Details about the topic sets are presented in Table 2. Some topic sets seem to 
be reasonable based on the name of the contained topics like merging atheism and 
religion.christian. Others may look strange in the first approach but after having a 
look at some keywords assigned to these topic sets, a connection can be recognized. 
Topic set 1 is based on connections with security and nation names, topic set 2 is 
about sports but nation names lead to the topic on the middle east as well. Topic 
set 3 is clearly about X-servers and MS-Windows, topic set 4 is based on security 
aspects of politics and computer science, and finally topic set 5 is clearly about 
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Figure 7: Histogram of the number of triggered topics in 20 Newsgroups. The mean 
value is 3.25 topics. 
religions. Small topic sets are not mentioned here but every topic not covered by 
the presented topic sets is covered by a small topic set. 
If we evaluate the FTSC method as a method for ordering topics into hierarchy, 
we can see that the created topic hierarchy is not the same as the original topic 
hierarchy of the 20 Newsgroups data set. The main reason for this difference is that 
the resulting "hierarchy" is created by merging topics which can be easier recog-
nized using keywords if they are merged, than if they would have to be recognized 
separately. This is caused by many common potential keywords shared between the 
documents of the topics. As there are many keywords it is not surprising that some 
of them suggest different merging of topics'than the merging defined by the original 
topic hierarchy of the data set. For example topic set 5 contains "alt.atheism" and 
"soc.religion.christian" together and it, is reasonable as well although the original 
hierarchy does not indicate this similarity. 
The covering of topics by topic sets is visualized in Fig. 8. During the application 
of the system, documents of a given topic may trigger multiple topic sets. The 
corresponding measurement results are presented in Fig. 9. The covering of the 
topic sets can be clearly recognized but there are false triggers as well. The average 
number of topic sets a document is triggering is 1.23, its histogram is shown in 
Fig. 10. 
2 4 6 8 10 12 
number of triggered topics 
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Table 2: Topic sets in 20 Newsgroups. Quality is shown in terms of precision (P) 
and recall (R). Topics not covered by any sets mentioned in this table have their 
own small topic set. 
ID contained topics quality example keywords 
1 soc. religion.christian P 57 christians church pgp soviet 
talk, politics, mideast R 70 muslim heaven spirit 
sci.crypt secret israeli secure arab 
sci. space security orbit encryption 
2 rec.sport, baseball P 71 teams team turkish baseball 
rec. sport, hockey R 65 season hockey player fans nhl 
talk, politics.mideast league players israeli arab 
3 comp.os.ms-windows.misc P 62 server microsoft window 
comp. windows.x R 68 motif 
4 talk, politics.guns P 63 cars pgp citizens cup economic 
rec.sport.hockey R 69 guns secure wings federal fbi 
sci. crypt warrant security weapons keys 
rec.autos enforcement hockey coverage 
talk.politics.misc gun criminal crime secret nhl 
car police encryption agents 
5 alt.atheism P 73 atheist christians bible holy 
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Figure 8: Topic sets retrieved for the 20 topics of the 20 Newsgroups data set. 
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topic sets 
Figure 9: Triggering of topic sets in 20 Newsgroups. The more often a topic set is 
triggered by the documents of a topic the darker is the rectangle corresponding to 
the (topic set;topic) pair. The measurement used SSD with rnd = 2. 
Figure 10: Histogram of the number of triggered topic sets in 20 Newsgroups. Mean 
value is 1.23 topic sets. 
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5.2 Evaluation on Reuters Corpus Volume 1 
The 20 Newsgroups data set has only 20 topics. The Reuters Corpus Volume 1 
(version 2) has 103 topics altogether and these are organized in a two-level hierarchy 
containing 4 topics on the upper level. The LYRL2004 split of the data set which 
we used for the measurements has an already prepared word-document matrix 
available on the World Wide Web. This prepared version of the data set has 
stemming already applied to it. 
During the preparation of the data set we removed the predefined upper level 
topics CCAT, GCAT, MCAT and ECAT from the data set, and some further topics 
which contained too few documents were removed too. 78 topics remained. 
We applied exactly the same methods to the RCV1 data set as to the 20 News-
groups previously. The classification results were obtained without topic sets and 
with topic sets using SSD with mb = 2. The results presented in Table 3 are similar 
to the ones for the 20 Newsgroups (Table. 1). We believe that the small decrease in 
performance with topic sets is caused by the imbalanced training set as the number 
of documents in the various topics in RCV1 is not constant. 
Table 3: Classification results on the RCV1 data set. 
precision recall F-measure 
without topic sets 0.04 0.41 0.47 
with topic sets 
SSD (mb = 2) 0.62 0.47 0.52 
As RCV1 has much more topics than 20 Newsgroups, the capability of the 
topic sets to decrease the number of keyword lists checked with a given document 
during topic identification is more significant: although there are 78 topics, the 
mean number of triggered topics is 37.8. If no small topics are required to check, 
only 12 big topic: sets are checked and 4.7 of these big topic sets are triggered by 
a document in average. This means that if there is no need to check small topic 
sets, the classification of a document requires the check of 12 big topic sets and 
those trigger 37.8 topics in average, so 12 + 37.8 = 49.8 keyword lists are checked 
in average, instead of 78. 
Examples on the merged topics and keyword lists of the topic sets are presented 
in Tables 4 and 5. Due to the high number of topics we cannot present every 
topic set with .all its keywords. Incomplete lists are marked with "...". There are 
many words which are rare enough not to be discarded as stopwords but they imply 
topic sets containing lots of topics. This leads to some topic sets (ID 10, 11 and 12) 
which have too many topics and thus too many and very diverse keywords as well. 
Although they were triggered by over 80% of the documents, they do not contain 
more than 50% of the topics so they were not discarded. Due to space limitations 
these 3 topic sets are not described in the table. 
Based on tables 4 and 5 the topic sets have clearly captures some similarities 
between the merged topics: sometimes it conforms the original hierarchy like topic 
sets 3 and 4, and sometimes it captures other similarities like topic set 5 containing 
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marketing, strategy and performance measurement together, or topic set 2 merging 
sports with related markets. 
Table 4: Topic sets in RCV1. The topics are represented by their code name in 
the RCV1 data set. The first letter identifies the four upper level topics corpo-
rate/industrial, economics, government/social and markets. 
ID topics 
1 M i l , C15 
2 M14, GSPO 
3 GPOL, GDIP 
4 M14, M i l 
5 M14, C15, M U , M13, M12, E12, C18, C i l , C31 
6 GCRIM, C15, GPOL, GPRO 
7 GCRIM, GPOL, C12 
8 M i l 
9 GPOL, M14, GSPO 
10 C15, GSPO, M14, GPOL, GDIS, GCRIM, M i l , C21, GDIP, M13, 
E12, C i l , GWEA, GVIO, E21, E l l , C42 
11 M14, C15, M i l , M13, GPOL, GCRIM, C18, C13, GDIP, C17, 
E21, C i l , M12, GSPO, GVIO, C21, E12, C24, C12, E51, C42, 
C31, C41, GPRO, C33, GDEF, GDIS, E l l , C22, G15, E13, E41, 
C14, GENV, C16, GHEA 
12 C15, M14, M13, GPOL, C31, GCRIM, M i l , C21, GDIP, E12, 
C13, GVIO, C i l , M12, C18, E51, E l l , E71 
5.3 Evaluation of similar document search 
In order to have an overview on the task of searching for similar documents first we 
identified the topic of documents in the 20 Newsgroups data set using the techniques 
discussed before. Using the document representations we calculated the document 
similarity matrix to have an overview on the similarity structure. The matrix is 
presented in Fig. i l . If we used a single base document which corresponds to a row 
(or column) vector in the matrix and the similarity threshold would be th = 1, the 
set of selectee' documents would be the set of documents indicated by dots in the 
figure. 
In order to evaluate the search method we simulated it using various settings: 
• The number of base documents were 1, 5, 10, 15 and 20. 
• Threshold values between 1 and 10 were investigated. 
• The base documents were always taken from one topic, but every 20 topics 
were investigated this way. 
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• For every setting of the previous parameters 100 measurements were per-
formed by selecting random sets of base documents with the given size.
Table 5: Topic sets in RCV1: the automatic reconstruction of the topic hierarchy.
Percentage under the topic identifier shows the ratio of documents triggering this
topic set. Keywords without proper ending are a result of the stemming applied to
the data set.











cup, cricket, medal, coach, sheffield,
yorkshir, wimbledon, athlet, mideast,






podium, obstruc, diplom, palestin,
gaza, elector, bosnian, sworn, boycot,






unlead, gallon, composit, backward,
meal, mideast, lbs, intermonth, over-












volum, benchmark, stead, technic,
buy, profit, actual, commod, mercantil,
pork, factor, unlead, gallon, chip, un-
chang, liquid, yen, outweigh, pfennig,
underperform, platin, bombay, payout,
midpoint, interbank, forint, overvalu,








widow, kidnap, jail, convict, ex-
traordin, cocain, crim, murd, amnest,







courtroom, conspir, kidnap, jail, cor-




equity markets chip, composit, fts, nikkei, dax, ibi, cac,






cargoe, cricket, halftim, medal, coach,
wimbledon, athlet, octan, goalkeep...
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Figure 11: Document similarity matrix of 20 Newsgroups. Dots indicate non-
zero similarity of the documents corresponding to the row and column. As the
documents are ordered by topics along the axes topics are visible as rectangles
along the main diagonal because documents inside the same topic tend to contain
common keywords.
The results are presented in Fig. 12. It is clear that increasing the threshold
increases precision and decreases recall as less documents have the chance to be
selected and documents from the target topic (topic of the base documents) have
usually more common keywords with the investigated remote document. Using one
single base document provides very few keywords for the similarity search thus it
leads to low recall values although with higher precision. More base documents pro-
vide more keywords, thus, it increases the recall but leads to more misclassifications
as well, because more keywords introduce more chances for false classifications. As
the threshold is defined by the user the balance between high precision and low
recall (few false notifications but few retrieved documents), or lower precision and
high recall (more mistakes but more found documents) can be set according to the
preferences of the user.
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Figure 12: Results of the search for similar documents. Precision and recall is 
presented for various b number of baseline documents in the function of the th 
threshold. 
6 Conclusions 
We proposed a similar document retriever system which employs topic specific key-
words to create compact topic representations allowing topic comparisons without 
downloading a whole document. The topic identification is an important step dur-
ing the creation of the compact document representation. The improvement of 
this step presented in this paper allows the topic identification to download and 
process less possible topics. This accelerates the procedure and reduces communi-
cation traffic. The details of the applied algorithms and experimental results were 
presented in this paper. 
Acknowledgements : This work has been fund of the Hungarian Academy of 
Sciences for control research and the Hungarian National Research Fund (grant 
number T68370). 
References 
[1] B. Forstner and H. Charaf. Neighbor selection in peer-to-peer networks using 
semantic relations. WSEAS Transactions on Information Science and Appli-
cations, Volume 2(Issue 2):239-244. February 2005. ISSN 1790-0832. 
[2] W. Buntine. Topic-specific scoring of documents for relevant retrieval In 
Proceedings of ICML 2005 Workshop 4•' Learning in Web Search, 7 August 
2005, Bonn, Germany, 2005. 
Improved Topic Identification for Similar Document Search on Mobile Devices. 21 
[3] Paul-Alexandru Chirita and Claudiu S. Firan and Wolfgang Nejdl. Summariz-
ing local context to personalize global web search. In CIKM '06: Proceedings 
of the 15th A CM international conference on Information and knowledge man-
agement, pp. 287-296, Arlington, Virginia, USA, 2006., ACM Press. 
[4] Sholom M. Weiss, Nitin Indurkhya, Tong Zhang, Fred J. Damerau, editor. Text 
Mining, Predictive Methods for Analysing Unstuctured Information. Springer, 
2005. 
[5] B. Fortuna, D. Mladenic, and M. Grobelnik. Semi-automatic construction of 
topic ontology. In Proceedings of SIKDD 2005 at multiconference IS 2005, 
Ljubljana, Slovenia, 2005. 
[6] L. R.. Oded Maimón, editor. The Data Mining and Knoiuledge Discovery Hand-
book. Springer, 2005. 
[7] S. S. Keerthi. Generalized lars as an effective feature selection tool for text 
classification with svms. In Proceedings of the 22nd International Conference 
on Machine Learning, Bonn, Germany, 2005. 
[8] J. Yan, N. Liu, B. Zhang, S. Yan, Z. Chen, Q. Cheng, W. Fan, and W.-Y. 
Ma. Ocfs: optimal orthogonal centroid feature selection for text categoriza-
tion. In SIGIR '05: Proceedings of the 28th annual international ACM SIGIR 
conference, pp. 122-129, New York, NY, USA, 2005. ACM Press. 
[9] Tao Li, Shenghuo Zliu, and Mitsunori Ogihara Hierarchical document clas-
sification using automatically generated hierarchy In Journal of Intelligent 
Information Systems Springer Netherlands, Volume 29, Number 2, 2007. 
[10] K. Csorba and I. Vajk. Supervised term cluster creation for document clus-
tering. Scientific Bulletin of Politehnica University of Timisoara, Rom,ania, 
Transactions on Automatic Control and Computer Science, Vol. 51, 2006. 
[11] K. Csorba, L Vajk Improving Document, Similarity Measurement for Mo-
bile Environment with Document Extension In ECML PKDD 2008, Ubiqui-
tous Knowledge Discovery Workshop Antwerp, Belgium, 2008. http:/ /www. 
ecmlpkdd2008.org/ 
[12] K. Lang. NewsWeeder: learning to filter netnews. In A. Prieditis and S. J. 
Russell, editors, Proceedings of ICML-95, 12th International Conference on 
Machine Learning, pages 331-339, Lake Tahoe, US, 1995. Morgan Kaufmann 
Publishers, San Francisco, US. 
[13] Lewis, D. D.; Yang, Y.; Rose, T.; and Li, F. RCV1: A New Benchmark Col-
lection for Text Categorization Research. In Journal of Machine Learning Re-
search, 5:361-397, 2004. http: / /www.jmlr .org/papers /volume5/ lewis04a/ 
lewis04a.pdf. 
28 
Kristóf Csorba, and István Vajk 
Appendix: formal proof of proposition on optimal-
l y of topic set selection in FTSC 
Proposition. The FTSC algorithm selects the optimal topic set T(w) = Tol'l(w) 
for every word if the a-priori topic probabilities are equal for all topics. 
Proof. We consider a given word which selects documents of a given target topic. 
Let c be the number of correctly selected documents, s the number of selected 
documents, and t the number of documents in the target topic. The precision is 
p = c/s and recall is r — c/t. 
. F = B - J i i i = U l { 1 0 ) 
p + r s- t(c/s + c/t) t + s 
If we search for the optimal topic set for a given w word, the .s number of 
selected documents is constant. We assume that the t target document number is 
the same for every topic (assuming equal a-priori topic probability). A topic set 
containing \T\ = n topics and maximizing F-measure is maximizing 
f = 2 - E rerCT 
n-t + s v ' 
where CT is the number of selected documents in the topic T. Due to the constant 
denominator, T has to maximize Y1T£TcT- Considering that the individual F-
measure of w in every topic is 
iF{w,T) = (12) 
where the denominator is topic independent, T has to contain the n topics with the 
highest individual F-measure regarding w. If we add the topics to T in decreasing 
individual F-measure order, the T maximizing F-measure is a global optimum. • 
Acta Cybcrnetica 19 (2009) 41-60. 
3-level Confidence Voting Strategy for Dynamic 
Fusion-Selection of Classifier Ensembles 
Csaba Főző and Csaba Gáspár-Papanek* 
Abstract 
There are two different stages to consider when constructing multiple clas-
sifier systems-. The Meta-Classifier Stage that is responsible for the combi-
nation logic and basically treats the ensemble members as black boxes, and 
the Classifier Stage where the functionality of members is in focus. Further-
more, on the upper stage - also called voting strategy stage - the method of 
combining members can be done by fusion and selection of classifiers. In this 
paper, we propose a novel procedure for building the meta-classifier stage of 
MCSs, using an oracle of three-level voting strategy. This is a dynamic, half 
fusion-half selection type method for ensemble member combination, which is 
midway between the extremes of fusion and selection. The MCS members are 
weighted and combined with the help of the oracle, which is founded on a vot-
ing strategy of three levels: (1) The Local Implicit Confidence (LIC), (2) The 
Global Explicit Confidence (GEC), and (3) The Local Explicit Confidence 
(LEC). The first confidence segment is dependent of classifier construction, 
via the implicit knowledge gathered simultaneously with training. Since this 
strongly depends on the internal operation of the classifier, it can not always 
be obtained, for example, when using some particularly complex classifica-
tion methods. We used several, known classifier algorithms (Decision Trees, 
Neural Networks, Logistic Regression, SVM) where it is possible to extract 
this information. The second goodness index is calculated on the validation 
partition of the labeled train data. It is used to obtain the general accuracy 
of a single classifier using a data set independent of the training partition. 
And finally, the third part of the confidence triplet depends also on the un-
labeled objects yet to be classified. Due to this, it can only be calculated in 
classification time. 
Keywords: multiple classifier systems, supervised learning, classifier ensem-
bles, voting strategies, confidence based voting, two-staged ensemble 
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1 Introduction 
One of the most promising ways of fighting the challenge of supervised learning in 
artificial intelligence, or classification as it is mostly known in the lingo of data 
mining, is using classifier ensembles. Classification is the most significant type of 
analysis in data mining |18], and thus an active area of research as well. More 
than 10 years ago a new performance increasing technique emerged by combining 
classifiers. Many studies have been published about the advantages of the paradigm 
over the individual classifier models [5, 14). This seems to be a quite easy and 
widespread way of further increasing classification accuracy, although, beyond the 
basic idea there are also several new challenges of key importance, like preserving 
ensemble members' accuracy while increasing their diversity [11|. 
The aim of this paper is to present a new combination method for Multiple 
Classifier Systems (MCS) [16, 17, 13] to further increase accuracy of classifier en-
sembles. Thus, this novel method is applicable to any MCS, that uses a separated 
algorithm to handle the MCS members' individual results as inputs, and provides a 
single, final result as an output. Our method treats the underlying single classifiers 
as black boxes. The only requirement for the individual classifiers is to be able to 
provide an implicit confidence value measuring the sureness of their decision. By 
dividing ensembles to a classifier and a meta-classifier stage, it's possible to build a 
pure meta-classifier stage algorithm, such as the 3 level confidence voting method, 
that has the advantages of transportability. 
Our method has three levels of confidence, GEC, LIC and LEC. In under-
standing the importance of each level, a parallel can be drawn between this voting 
technique and a group of specialists at a meeting. The process of classification 
would be paired with a discussion in the example. In case of a single classifier, 
the group would consist of only one specialist, who makes a decision. With more 
than one members, a chairman has the final word. The chairman would be the 
voting algorithm. The more information it has about the members, the easier to 
make the best final decision. In the three-level voting method, this information 
is materialized in the three levels. The global explicit, level refers to a statistical 
information about the given specialist's general accuracy when making decisions, 
based on past situations observed by the chairman. The local implicit level is a 
self-confidence-like value, describing how sure he really is about his answer, which 
can have a significant influence on how persuasive he is at convincing t.he chairman. 
It's not enough to know the correct decision, but we have to know, how sure he 
is about it, e.g. when two, usually very accurate specialists decide differently, the 
chairman has to size up the situation taking into account which one of them is more 
confident. And finally the local explicit level weighs the specialists by separating 
the question space into fields and determine how accurate the specialist generally 
is on the field of the given matter statistically. This way it helps identifying the 
level of diversity between MCS members, and assigning greater weights to the ones 
that are having more expertise on the field. 
The procedure is similar to [8], with the difference that we are interested in pre-
cise confidence values to select and weight members' decisions in the combination, 
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instead of the best single classifier for an unlabeled data point. As we could see in 
the example of the previous paragraph, neither of the three confidence levels can be 
omitted. Even with perfectly specialized members and complementary expertise, 
we have to take into consideration that the field of the question, the given subjcct 
matter can not be identified perfectly. The classifiers wouldn't make a good de-
cision, if the subject matter is, for example, near the boundary of two specialists 
expertise. In this case, using only the local confidencc can give a quite inaccurate 
weighing. Solving the problem is even harder in real situations, when specialist's 
expertise is always overlapping, and nor the matters can be clearly assigned to 
a specialist, neither the real expertise on the field can be derived. The error of 
locating the given subject can distort the measured LEC value substantially. In 
conclusion, the imperfection of finding the question's local region results that, at 
these hard cases, a good concept to follow is to complete local confidence with a 
general decision accuracy, such as the global explicit confidence. In fact, if we only 
wanted to select the best specialist to make the decision, like Giacinto ct al. [8|, 
this wouldn't be such an important matter, however, our approach can provide 
significant improvement in classification accuracy. 
The basic idea of combining these three levels of confidencc is similar to that used 
at building classifier ensembles instead of individual classifiers. We combine several 
confidence values of each single classifier, to determine the best weighing amongst 
them, resulting the best combination. It is like using an other ensemble system 
to support the whole classifier ensemble. The three-level voting technique applied 
to an ensemble of classifiers can be described as an MCS with two ensembles, one 
traditional ensemble of the classifier stage, and a second one of the meta-classifier 
(voting) stage. The first one summarizes the members' decisions, and the second 
one summarizes the members' confidence indices to provide weights for the first 
one. 
The following section offers a brief oversight of classifier ensembles and a possible 
categorization. Section 3 presents the three-level confidencc voting technique. The 
dataset used for experimental testing and the results are reviewed in Section 4. 
And finally Section 5 concludes the paper by summarizing retrieved experiences, 
furthermore outlining possible directions of future work. 
2 Classifier Ensembles 
One of the main reason of building classifier ensembles was that many classifiers 
that were considered weak was found to keep a significant part of their capabilities 
hidden if applied individually. Even the most simple algorithms, like decision trees' 
performance can be boosted by using a properly collected ensemble [19, 13]. The 
fundamental thought is that the precision of an individual classifier can be super-
seded by the diversity of a classifier ensemble. The key idea is similar to the theory 
of division of labour. In some ways, diversity is identifiable with specialization 
|15, 11]. 
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Definition 1 (Classifier Ensemble). Let x = [2.1, ...,a;/y] be a data point described 
by N features and let X = \x],..., 57Ti.] be the training dataset in a form of an 
n x N. matrix. Let yx = [yi, ...,yn}T be a vector of class labels for the training data, 
where y-i takes a .value from C = {11,..../,.} class label set. Let L be the number of 
classifiers in the ensemble denoted by D],...,D[J. Dj(X,yx,x) = dt is the decision 




V = V(d1,...,dL) (2) 
is the voting logic upon the Di ensemble members. 
2.1 Categorization 
Many dimensions can be used to categorize classifier ensemble systems. Different 
approaches are known on how classifiers should be collected (I.), what arc the con-
struction terms (2.). in what manner should they work together (3.). and how the 
final output of the ensemble should be crcated based upon the members' decisions, 
i.e. the voting strategy (4.). 
The member collection can be separated mainly into two large groups. I11 
the first segment, the same kind of classifiers are used in the ensemble, and the 
diversity factor depends totally on the different methods of training the model. 
E = {D\,.... DL,V) , where Di — D(Xi,Yi,x). On the other hand, the dissim-
ilarity of the ensemble can be largely enhanced by selecting members, based on 
different, core algorithms. In certain terminologies, only the firstly mentioned col-
lection is callcd a classifier ensemble, while the lingo of data mining is still unifying 
in this area, thus, from a more general view-point, any multiple classifier system 
(containing more than one classifier) can be called this way. 
The terms of construction also consist, of two possible directions. Considering 
dependencies between ensemble members, the single classifiers can be independent, 
hence the system can be built concurrently. While if there are dependencies, the 
construction has to be sequential. 
Working manner is typically partitioned into two complementary approaches 
[10]: Selection and fusion. Selection follows the assumption that, the members are 
having complementary competence 011 the feature space, thus in the divided space, 
they can be more specialized and accurate. While the underlying idea of classifier 
fusion is that the members arc experts of the whole feature space. Due t.o diversity, 
the ensemble members may misclassify different input objects, thus a consensus 
type voting will filter errors. A mixture of the two methods is also possible. 
Voting strategies can be various and can be heavily dependent, from the above 
mentioned techniques also. Consensus type voting is generally used with fusion 
working manner. The simplest way is balanced majority voting. The weights used 
can be derived by model validation, when each member's accuracy is measured 
by detaching a validation segment from the training data and using it to score 
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Table 1: References of ensemble systems 
1 I 2 I 3 I 4 
l.a l.b 2.a 2.b 3.a 3.b 4.a 4.b 4.c 4.d 
AdaBoost [7] X X X X 
MultiBoost [20] X X X X 
Bagging [4] X X X X 
RndForcst [6| X X X X 
RndSubspace [9] X X X X 
RotForcst [19, 13] X X X X 
RndLinOracle [12] X X X X X 
3-LevelVoting - - - - X X X X X 
aggregated performance of the particular classifier (e.g. Global explicit, confidence). 
On the other hand, it is possible to adjust the before mentioned weights based upon 
the member itself, by attaching a confidence value to each of its decisions (e.g. Local 
implicit confidence). And finally, some systems use a higher authority called oracle 
to calculate members' expertise based upon the object to be classified, making 
uneven merging of member outputs, or even totally excluding some members (e.g. 
Local explicit confidence). 
The uprising dimensions for characterizing ensemble systems are summarized in 
a list below and well-known algorithms with references are assigned to the classes in 
Table 1. Later, we will refer back to this enumeration to differentiate the analyzed 
methods to ease recognition of trends and possibly enticing fields of future work. 
1. Member selection 
a) Same kind of classifiers (one learning method) 




3. Working manner 
a) Selection based 
b) Fusion based 
4. Voting strategy 
a) Balanced majority voting 
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b) Validation based average confidence 
c) Self based confidence 
d) Oracle type 
In the following section, wc apply the upper mentioned categorization on the 
three-level confidence voting as it's summarized in the last row of Table 1, and wc 
give a detailed description of the algorithm and the three levels' logic. 
3 The Three-Level Confidence Voting 
As it was stated above, the three level voting technique is a nieta-classificr stage 
algorithm. Thus, it is separable from the classifier stage, resulting categories 1 and 
2 independent of our algorithm. On the 3. dimension of the system, our method 
falls within both 3.a and 3.b categories, since cither of them can be applied. And 
finally, our voting strategy is a novel mixture of 4.b, 4.c, and 4.d types. 
The general voting logic upon the Di ensemble members in (2) is partly modified 
here, due to more than one confidence metric is used. Hence, 
V = V3-level(VL,c(Dl,...Dc), VCEC(D, , ...Dl), VLEC{D,, ...D,•)), (3) 
where LIC stands for Local Implicit Confidence, GEC for Global Explicit Confi-
dence, and LEC for Local Explicit Confidence. First we demonstrate the details of 
the three levels, and then the -i, :„ci, that combines them. 
3.1 Local Implicit Confidence (LIC) 
The 'local' keyword means that this is a data point specific measure, that describes 
the data yet to be classified, instead of describing the classifier as a whole. Thus, 
it can be different for each test data point. Furthermore, it is measured implicitly, 
inside the classifier, bearing the information of both the model, and the test data. 
Most of the classifier algorithms are able to provide an index like this by the trained 
model and the given test data. With, others that are not, some modifications 
have to be applied first. In this paper, we only consider classification algorithms 
that are able to produce this measure (Decision Trees, Neural Networks, Logistic 
Regression, SVM). While training the model, numerous attributes, weights arc set 
by the classifier algorithm inside the model. These influence the model's accuracy as 
well, but their primary objective is to predict classification's expectable correctness, 
solely based on training experiences. Thus, when a classifier gives a decision, e.g. 
the label of data point x is Di(x) = Z7. then it assigns a probability to this decision 
as well, e.g. L1Cdu£ = c o n f D i ^ = i } = 70% that discribes the classifier's certainty 
that it is the good decision. 
3.2 Global Explicit Confidence (GEC) 
The GEC is greatly different from the previous index. The global explicit level is 
a statistical information about the given, individual classifier's general accuracy. 
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Global refers to the generality, which means that it is a feature of the classifier, 
and it is identical for all incoming data to be classified. Explicit refers to the 
measuring method's independence from the classifier's inner processes. Practically, 
it's the probability of making a correct decision, based on the average accuracy 
reached on the validation segment of the labeled data. After training has finished, 
the trained model is tested on validation data to determine the model's accuracy 
on an input different from the training data. This way, the model's real accuracy 
can be estimated much more precisely than by performance measured on the same 
data that it was trained on. The specific algorithm for calculating the GEC always 
depends on the dataset and the task to resolve. Otherwise, we would not be able 
to compare the results of the MCS and the individual classifiers. 
3.3 Local Explicit Confidence (LEC) 
The local explicit confidence, considering it's features, is somewhere between the 
above presented two. Practically, it's the accuracy measure describing the clas-
sifier, and the test data points as well. The latter part is somewhat similar to 
LIC, although it's statistically calculated, independently from the classifiers inner 
processes, which means that it's similar to GEC. The basic idea is to locate the 
training data points that are similar to the data point to be classified, and calcu-
late the classifiers' global explicit confidence upon this set of data points. Hence, 
it provides an accuracy that describes the local region of the test data point. So it 
depends on the test data point, because it's needed to gather the local region. 
First, the algorithm locates the X\,...,Xk, nearest neighbors (k-NN), also called 
the local region of z unlabeled object in the feature space, with the help of an appro-
priate distance metric over data objects. Naturally, this metric, is always strongly 
dataset dependent. In case of a normalized dataset, where data points' features are 
numeric values without further information, using an Euclidean distance metric 
proves to be a good choice. In other cases, the selection has to be considered more 
thoroughly. 
In the next step, we count the xMCa = [di(x),..., d^(x)} Multiple Classifier 
Behaviour [21], where dj(x) = Dj{~X.,y^,x), containing the ensemble members' 
decisions, for each Xi nearest neighbor, and for the z object to be classified. The 
local region is further narrowed by selecting the ones, having an MCB similar to 
the one z has. Afterwards, the remaining m objects' MCBs (m < k) are used to 
calculate the ratio of correct decisions for each single classifier, resulting the local 
explicit confidence. 
In this case, similarity has a greater importance than in the feature space, 
because in the MCB space, the dimensions are far from being normalized. Even if 
the confidences (LICs) in those dimensions are normalized, it is hard to compare 
LIC values of different individual classifiers. This means that the same distance 
would mean a different numeric threshold in the dimensions that those individual 
classifiers arc responsible for. For instance, in DT algorithms, the typical distance 
between LICs are 10 or 100 times greater, than in NN based classifiers. The solution 
is to normalize each dimension using the average distance of LICs. This average 
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is calculated for each classifier Di, and then for all Xj neighbors the di(z) — di(xj) 
distance gets divided by it. 
3.4 Combination of the Three Levels 
The implicit level and the two explicit levels arc representing classifier accuracy 
from different aspects, due to the dissimilarity of the classifier's inner process based 
(implicit) and the statistically measured (explicit) approach. Meanwhile, the two 
explicit levels are more similar. Beyond the usage of implicit measures, the appli-
cation of two explicit indices is one of the most important difference between our 
3-lcvel technique and dynamic classifier selection of Giacinto et al. |8|. Our aim is 
to rank the classifier ensemble members as precisely as possible, weight them, and 
combine those that have the potential to improve the whole ensemble's decision. 
We do not presume that the best decision at classifying a data point can be made 
by only one classifier. In our approach, we assume that all members arc responsible 
for the whole feature space, instead of just partitions of it. A well-chosen selection 
threshold is used to decide whether the given classifier should be involved in mak-
ing the decision for a given data point or not. Thus, it is a fusion-selection type 
method, having the advantage of being more flexible. 
Our task is to assign weights to all ensemble members, so that their weighted 
and summed decisions result a more accurate final decision. Any of the three 
confidences can be used as weights. Although, using all three confidence levels, and 
also in a selection-fusion manner is advisable. This enables the method to adapt 
at the same time to data points (1) that arc very different from the training set, 
(2) that fall within more than one of the ensemble members' expertise, thus all 
these members can classify them with good accuracy, and (3) that don't clcarly fall 
within any of the classifiers expertise, based on the locality computations. 
For instance, a simple classifier selection chooses the best member of the en-
semble to make the decision. Practically it is the member, that classified most 
data points correctly in the local region. The assumption of (1) results that the 
data points forming the local region will be highly different from the data point 
to be classified. Thus, the best member will not be able to classify the data point 
correctly. This means that the problem of encountering dissimilarities between the 
data point and its local region escalates also to the classifier selection. All in all. in 
this case it is highly probable, that a different ensemble member is selected, instead 
of the best one for the data point to be classified. With the help of our multi 
level technique, it's possible to detect these situations. If the local region becomes 
practically empty or highly unreliable because of these dissimilarities, our method 
uses the GEC instead of the LEC. 
The second type of problematic data points are less critical, since in these cases 
even only one. member is able to make the good decision with relatively high con-
fidence. In (2), again the challenge is that the local region can not be determined 
perfectly. Hence, weights calculated for members of the ensemble, based on this 
neighborhood does not really guarantee a clear ranking among the several classi-
fiers that are all have good expertise in that local region. Picking one that seems 
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to be the best can be a defective choice. This is the typical case of classifier fusion 
overshadowing selection. Considering a subset of generally accurate individual clas-
sifiers with divers errors, our tsci selection threshold enables each of these members, 
due to their high performance, and fusion will filter out errors. 
And finally, solving the third problematic case is the hardest using only selection 
methods. When non of the individual members could make the right decision on 
their own. Choosing amongst almost equally bad classifiers clearly would not be 
a good idea. Instead, by identifying those that have a recognizable confidence 
and combining their weighted decisions, the result can be much more satisfiable. 
Moreover, the weighting can be further improved by combining the LEC and the 
GEC, assuming that some accuracy differences between members were masked by 
local region computation error. 
LEC and GEC are utilizing the LIC values, as it was described in Sections 3.2 
and 3.3. However, the LIC index can be used also to complete the above described 
weightings. Practically, we can regard it as the basic probability of the decision's 
correctness. It is a much more sophisticated measure to use, instead of weighting 
only the decisions. 
Now we demonstrate the three-level voting method by and example. Assuming 
the ensemble has two members (L = 2), a binary classification task (C = 2), 10 
training data points (n = 5), and 1 unlabelled test data point (z). The members 
are trained (black-boxes), their LIC values and decisions are given in Table 2 by a 
combined LIC metric often used at binary classification tasks (LIC c m " b € [0,1]). 
This index describes the decision and its confidence as well. The closer this value 
is to 0 or 1, the higher the confidence is. Thus a value of 0.5 would mean a 
random decision with zero confidence. From now on, we use LIC in the example 
as a shorter name that stands for LIC':°'"'h. Then we calculate the GEC for both 
classifiers (i = 1,2). Let the evaluation method be the number of correct decisions. 
GECDi = ^^-—: ? - , 
n 
assuming that sgn(0) = 0. 
GECDl =1= 0.6, (4) 5 
GECD2 = 1= 0-4, (5) J 
To calculate the LEC, that also uses LIC, first, we have to gather the neighbor-
hood X 
•n.b{z) of the test point. First, k-NN is calculated from the N features of 
and z, where k is a parameter of the algorithm (now k = 3). The resulting training 
dataset is given in Table 3. The second step is the MCB filtering of Xni,{z). 
X%,CB(*) = {xi € X^NN(z)\distMCB(Si) < tMCB} , 
where the tMCB threshold is a parameter of the algorithm. The MCB distance is 
calculated with the above mentioned MCB normalization method, by the deriSDi 
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average LIC density of classifiers (Section 3.3). 
distal co(xj) \ 
! LICdí.xj — LICDÍ, s 2 
y densDi 
E» - l I r T/^sortiui r T/^sorted I densn, = - 1 — ——1 E/i— l j=i s 9 n LlCfj"'1"1 - LICQJ':^ 
assuming that sgn(0) = 0. 
, 0.01+0.02 + 0.03 
densDi = 5 = 0.02 
0.1 + 0 .1+0.1 + 0.3 
denso2 = 1 = 0-15 
(6) 
(7) 
distal cij (22) = 
0.07 — 0.01 \ 2 / 0 .5 — 0.45 N 2 
0.02 + 0.15 = 3.02 (8) 
Results of MCB distance calculations for the whole k-NN local region N N ) is 
shown in Table 3. In the example, we choose our second parameter £mcj3 = 2.5, 
hence X " C B = {3:4,15}. 
Table 2: Combined LIC values of the example 
X L I C D I LICD2 Y 
XI 0.01 0.2 0 
XO 0.07 0.5 1 
X-3 0.01 0.3 0 
X<1 0.04 0.8 0 
X5 0.02 0.4 1 
z 0.02 0.4 ? 
Table 3: k-NN filtered data point's combined LIC values of the example 
X N B N N ( Z ) L I C D I L I C D 2 V DISTALEN 
X-2 0.0,7 0.5 1 3.02 
X4 0.04 0.8 0 2.32 
Ï5 0.02 0.4 1 2.03 
Z 0.01 0.45 ? 0 
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The next step in deriving LEC is to calculate the average error rate of the 
ensemble members in this local region. The average distance of this error rate and 
the LIC = 1 value yields the confidence index we arc looking for (higher confidence 
at lower error rate). 
LECn. 2 — 
X'LF" ~ 1 LICQW - y j \ ) 
°i'z \XMCB\ nb I 
if / 0. Generally, we produce a small neighborhood, and thus derive the 
LEC values quite strictly. Due to this. is a fairly small set, the numerosity 
is zero quite often. In this case, ensemble members' weight is determined by the 
GEC as we stated previously. 
LECquZ = GEC Qj, 
if = 0. We can see in Equation (9) and (10), that neither of the individ-
ual classifier members of the ensemble has a convincing confidence based on the 
neighborhood. 
L E C d „ I = = 0 . 4 9 ( 9 ) 
^ . . - ' ' - • " » ^ - " • " ' - o . » ( .0) 
The third parameter of our algorithm is the i.s-e/—fus selection-fusion threshold. 
It is used to determine the minimum LEC value of DL members that are selected 
and considered for fusing. We chosen t„ci-jus — 0.25 in our example. The resulting 
TLV(z) probability that serves as the output of our method is calculated in Equa-
tion (11). Naturally, at least one member always has to be collected, otherwise no 
weight could be assigned. The TLV index of our Three-Level Voting strategy then 
derived using all three confidence measures (GEC is used implicitly in LEC). 
TLV(z) = ' L E C ° ^ 
T,Vi,Di£D„,:l(riLECDi,z 
Dsei(z) = {Di\LECDi> i } 
v ; 0.49 + 0.3 v ; 
Since D\ is proved to be more accurate than D 2 on neighboring data points, we 
can see that LICouz is stressed in (11), compared to the LIC of Do-
4 Results 
To measure the three-level confidence voting technique's accuracy and performance, 
we aimed to use a dataset widely available on the Internet. Furthermore, we wanted 
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to prove the expected performance in a manner not only reproducible, but imme-
diately comparable as well. Hence, we decided to test the method on the dataset 
of ACM SIGKDD's KDD Cup 2008, the oldest and most famous among the data 
mining competitions [1, 2|. Before going into details about the results, we present 
this dataset [3j, provided by Siemens Medical Solutions USA. 
4.1 KDD Cup 2008 
The competition's main task was to detect breast cancer at an early stage from 
X-ray images of the breast. This typically consists of 4 X-ray images, 2 images per 
breast that are taken from different directions, called MLO and CC. The data is 
preprocessed in 2 steps. 
1. Candidate generation from suspicious regions of the X-ray images. 
2. Feature extraction, that computes descriptive features for each candidate to 
represent them in the form of numerical values. 
Our task is to classify candidates to be able to differentiate between malignant 
cancers from the rest of the candidates based on the given feature vector. The 
rate of prevalence is extremely low, only 0.5-1% of the patients have breast cancer. 
The entries are judged by the area under the FROC curve, in the clinically relevant 
region 0.2-0.3 false positives per image. The participants had to return a confidence 
score for every candidate that indicates the confidence of their classifier that the 
candidate is malignant. 
The training data consists of 102294 candidates from 118 malignant, and 1594 
normal patients, each described with 117 features, and also an information seg-
ment about it's source image, patient, candidate's coordinates on the image, and 
a class label indicating whether or not it is malignant. The features are computed 
from several standard image processing algorithms, but there arc no additional 
proprietary features. 
4.2 Comparison of Results 
First, of all, we're going to introduce the individual classifier that are used to form 
ensembles and demonstrate their individual performance in the above mentioned 
classification challenge. 17 classifiers are tested including Neural Network (IDs 
beginning with 4), Support Vector Machine (IDs beginning with 5), Logistic Re-
gression (IDs beginning with 1 or 3) and Decision Tree (IDs beginning with 2) 
algorithms. The ID 1 was assigned to the classifier with the best individual perfor-
mance (later marked by GEC**). thus we can see that it was a logistic regression 
model. The "goodness of the individual classifiers is shown in Table 4. 
These confidence values were provided by the KDD Cup's evaluation method, 
which is based on the area under FROC, that is calculated from the LIC values 
of the validation partition of the dataset. The method' details arc introduced on 
the web page of the competition [2]. So these individual classifier goodness indices 
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Table 4: Accuracy (GEC) of individual classifiers in the ensemble 
ID(|) GEC ID GEC(T) 
1 76,79% 1 76,79% 
21 55,91% 51 74,55% 
22 55,90% 42 72,94% 
31 71,98% 31 71,98% 
32 63,91% 46 71,93% 
33 62,06% 34 71,00% 
34 71,00% 47 69,64% 
35 69,06% 35 69,06% 
41 59,17% 44 68,43% 
42 72,94% 52 67,93% 
43 56,81% 45 65,77% 
44 68,43% 32 63,91% 
45 65,77% 33 62,06% 
46 71,93% 41 59,17% 
47 69,64% 43 56,81% 
51 74,55% 21 55,91% 
52 67,93% 22 55,90% 
are practically the GEC values. First, we are to demonstrate the performance 
potential in using only the GEC measure for voting, and finally, all three levels 
are combined and accuracy is tested as the two explicit indices (GEC, LEC) get 
integrated (Subsection 3.4), still on local implicit basis, forming our Three-Level 
Voting (TLV) strategy. 
Given 17 individual classifiers, this would mean a tremendous amount of possible 
combinations. Hence, we decided to narrow clown the problem space by construct-
ing ensembles with only 2 members (classifier pairs). Evaluating only these pairs 
resulted 136 possible combinations. Several voting methods were considered, to 
give a wide range of possible comparison. The 136 ensembles arc sorted by best 
ensemble accuracy reached among tested voting methods. The 5 best, performances 
are listed in Table 5, referred also by ensemble members' IDs. 
MAJ (majority voting), AVG (average), HC (highest confidence), MAX (maxi-
mum), MIN (minimum), GEC-AVG, TLV-SEL, TLV-FUS rows represent the voting-
methods. Majority voting is the only decision based method amongst the tested. 
Both classifiers have a vote, equivalent with their decision. In the end, the votes 
are averaged and the resulting ratio serves as the confidence value required in the 
evaluation. In the next three methods the combined values can be calculated with 
the AVG(x 1,2:2), MIN(X\,X2), and MAX(X\,X2) functions, where xL represents 
the LIC values of the two ensemble members. 
54 Csáb a Főző and Csaba Gáspár-Papanek 
Table 5: Performance of top 5 ensembles using different voting strategies 
Ensemble #1 # 2 # 3 # 4 # 5 
ID1 1 1 1 1 1 
GEC1 76,79% 76,79% 76,79% 76,79% 76,79% 
ID2 35 32 31 42 52 
GEC2 69,06% 63,91% 71,98% 72,94% 67,93% 
Majority 34,59% 31,79% 38,49% 27,59% 52,32% 
Avg 77,53% 76,96% 75,48% 76,38% 72,53% 
HC 77,41% 78,88% 78,5% 78,48% 75,35% 
Max 76,79% 76,79% 76,79% 76,79% 76,79% 
Min 69,06% 65,93% 71,98% 72,95% 71,73% 
GEC-AVG 77,53% 77,48% 75,7% 76,38% 72,42% 
TLV-FUS 76,17% 75,9% 74,67% 74,38% 73,49% 
TLV-SEL . 79,63% 76,94% 77,08% 77,3% 78,38% 
MaxMeth 2LV-SEL HC. HC HC 2LV-SEL 
MaxGEC 79,63% 78,88% 78,5% 78,48% 78,38% 
DiffMax 2,83% 2,09% 1,71% 1,69% 1,59% 
OK 1 1 1 1 1 
The highest confidcnce method selects the classifier, which was more confident 
in it's decision. So the output is the LIC value of the classifier with the highest 
confidence (the most distant from 0.5, considering combined LIC). GEC-AVG is 
almost the same as AVG. but here, the members are weighted by their GEC in-
dex before calculating the average of LIC values. The SEL and FUS versions of 
the TLV method stand for selection and fusion. Since we are combining classifier 
pairs, there's only 2 possible implementations of selection-fusion: pure selection 
(TLV-SEL) and pure fusion (TLV-FUS). Hence, parameter tsei_jU!i can be omit-
ted. MaxMetliod row contains the best method for the given ensemble (column) 
and MaxGec contains the best method's GEC value. DiffMax shows the precision 
compared to the best member's GEC value in the ensemble (GEC*). The OK flag 
value is equal to 1, if MaxGec is equal or higher than the GEC*. 
In Table 5, we can see. that the best method amongst all was our TLV-SEL, that 
reached 79.03%, beating the GEC* by 2.83%. The GEC value of the best classifier 
amongst our 17 tested is marked by GEC**. Since in this case, the ensemble 
contained the best classifier of our 17 tested (thus GEC* = GEC**), our method 
was successful in increasing the overall performance compared to all our individual 
classifiers. The TLV-SEL algorithm is proved to be the best method also at # 5 of 
the 136 ensembles besides #1, and the second best method at # 3 and #4. At # 2 it 
is only the forth, while GEC-AVG was second best, hence it is highly probable that 
the TLV parameters are far from perfect, otherwise GEC-AVG, that uses GEC, 
which is also a part of TLV could not be more accurate. 
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61,04% 71,53% 69,17% 66,57% 66,67% 69,06% 67,11% 70,63% 67,39% 
60,27% 71,98% 71,27% 63,98% 71,64)1 69,06% 68,94% 74,57% 68,60% 68,37% 
63,58% 70,73% 63,94% 71,38% 73,95% 71,98% 66,78% 71,65% 73,90% 74,32% 71,92% 
64,80% 71,19% 65,06% 68,58% 69,21% 68,17% 60,96% 67,27% 70,13% 72,83% 71,46% 73,27% 
72,44% 72,53% 75,39% 73,73% 71,31% 75,10% 75,29% 73,07% 75,21% 73,35% 73,64% 72,98% 76,73% 
63,48% 70,70% 66,26% 69,16% 66.69% 70,89% 68,31% 70,32% 68,53% 69,85% 69.09% 70,05% 68,53% 74,57% 
22 31 32 33 34 35 41 42 
ID of e n s e m b l e m e m b e r «1 
Figure 2: Performance of method TLV-SEL on 136 ensembles 
The algorithm uses two main parameters, the k index of the k-NN method, and 
the (a /cb threshold. Our technique's accuracy is highly dependent on these param-
eters. First, we tuned these two parameters using all 136 ensembles. This resulted 
a local optimum of t^cB = 100, k = 50 that performed well on all ensembles. We 
included the results gathered by parameter setting in Table 5 presented previously. 
Considering computational expenses, we decided to run k-NN in a faster, approxi-
mative manner. This is done by searching k nearest neighbors only in a randomly 
chosen 1% of the training data points (approximatly 1000 data points). Meanwhile 
we kept all positive training samples in, to improve the rate of prevalence. The 
results of this setting is presented in Figure 1 for TLV-FUS, and in Figure 2 for 
TLV-SEL. The accuracy of the ensembles are demonstrated also by the fill color of 
the cell. The top three ensembles arc marked by red bordering. The best ensemble 
for these settings was the pair of ID1 and ID35. 
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Figure 3: Trends in accuracy of ensemble ID1+ID35, taken as function of parameter 
settings 
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75,01% 74,34%! 78,20%| 75,72% 75,80% 75,77% 
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72,15% 71,69% 74,75% 72,77% 74,30% 73,59% 
Figure 4: Numeric accuracy values of ensemble ID1 IID35, taken as function of 
parameter settings 
Afterwards, we searched the optimal parameter settings considering this pair of 
classifiers (ensemble ID1+ID35). This time, we applied k-NN on 10% of the training 
points plus positive samples to increase k-NN precision. Figure 3 demonstrates the 
trends in accuracy of method TLV-FUS on a 3D surface, while Figure 4 is the same 
result presented in 2D with numeric values of accuracy assigned to each parameter 
setting. These are plotted also for method TLV-SEL in Figures 5 and 6. The floor 
of the 3D figures represents the GEC*. On the 2D figures, red bordering is applied 
where the accuracy of the ensemble at that parameter setting is greater then the 
GEC* hence the combination successfully improved performance. Furthermore, 











Figure 5: Trends in accuracy of ensemble ID1+ID35, taken as function of parameter 
settings 
TLV-SEL k-NN parameter 
ID1-HD35 3 5 10 15 20 40 60 
10 79,53%j 80,11%| 81,1 
20 
40 79,80% 80,14%| 76,70% 75,45% 69,54% 70,12% 70,71% 
60 78.89%| 76,11% 74,97% 69,76% 67,26% 70,95% 70,17% 
80 74,96% 73,61% 74,20% 67,84% 67,79% 71,01% 70,17% 
100 71,63% 71,14% 67,37% 67,67% 68,20% 71,37% 70,17% 
120 71,65% 70,53% 67,06% 64,46% 67,63% 70,31% 69,06% 
Figure 6: Numeric accuracy values of ensemble ID1+ID35, taken as function of 
parameter settings 
cells containing the highest accuracy arc marked by red text. By method TLV-
FUS, this accuracy is 78.9% at parameters (k = \0;t.MCB = 20), while by using 
TLV-SEL, it is 83.21% at parameters (k = 10,15; thiCn = 20). The performance 
improvement compared to GEC* (76.79%) is 2.11% by TLV-FUS and 6.42% by 
TLV-SEL. The method that reached second best ensemble accuracy considering all 
136 ensembles was HC with 78.88% in Ensemble # 2 (in Ensemble #1 HC only 
reached 77.41%). TLV-FUS managed to surpass the best performance of HC by 
0.02%, while TLV-SEL overshadows it by 4.33%. 
We separated an independent, labeled data partition for filial evaluation pur-
poses, to be able to test the real accuracy of the best, optimized ensemble, with 
tuned parameters. For comparison, we also reevaluated the accuracy of our individ-
k-NN parameter (k) 
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Tabic 6: Accuracy of our technique evaluated on an independent datasct 
t srl -- jus k ÍMCB GECTLV GECDiff** GECDif fHC 
fusion 10 20 78.91% 0.12% -1.66% 
selection 10 20 84.04% 5.25% 3.47% 
selection 15 20 84.36% 5.57% 3.79% 
ua.1 classifiers ( G E C T L V ) . The best individual classifier readied a GEC of 78.79% 
(still Classifier ID1: GEC**). The second best ensemble accuracy reached 80.57% 
(HC method, Ensemble #2 : GECHC) on this independent partition. While the 
three best ensembles that use our algorithm among ensembles built of Classifier ID1 
and Classifier ID35 arc presented in Table 6, detailed with parameter settings, where 
GECDiff** = GECtlv - GEC** and GECDiffHC = GECTLV - GECHC. 
5 Conclusion 
In out paper, by using the confidence triplet of "general accuracy", "self confidencc", 
and "expertise on the particular field" at classifying data objects, we crcated a novel 
meta-classifier stage classifier ensemble algorithm. This fusion-selection method is 
able to outdo the best of the combined classifiers' accuracy by more than 5% and 
also overshadows the second best incta-classifier stage algorithm by more than 
3%. Hence, we experimentally proved that our algorithm has the.potential to 
significantly increase classification performance compared to individual classifiers 
and other voting techniques. Considering future work, there are still numerous 
aspects that can be improved. Since in this paper only one ensemble was subjected 
to parameter optimization, which was selected by local optimization, it is very 
probable that a global optimization can reveal even more potential. There is the 3 
dimensional space of (1) which individual classifier pairs to include in the ensemble, 
(2) and (3) setting the two main parameters. Furthermore, considering not only 
classifier pairs as ensembles, the third parameter of our technique is also present, 
instead of just, dividing the space into the two segments of selection and fusion; 
Hence (4) setting the selection-fusion threshold. And finally, our algorithm will be 
tested on other well-known datasets as well. 
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Clouds, p-boxes, Fuzzy Sets, and Other Uncertainty 
Representations in Higher Dimensions 
Martin Fuchs* 
Abstract 
Uncertainty modeling in real-life applications comprises some serious prob-
lems such as the curse of dimensionality and a lack of sufficient amount of 
statistical data. 
In this paper we give a survey of methods for uncertainty handling and 
elaborate the latest progress towards real-life applications with respect to the 
problems that come with it. We compare different methods and highlight 
their relationships. We introduce intuitively the concept of potential clouds, 
our latest approach which successfully copes with both higher dimensions and 
incomplete information. 
Keywords: uncertainty models, potential clouds, confidence regions, higher 
dimensions, incomplete information, reliability methods, p-boxes, Dempstcr-
Shafer theory, fuzzy sets 
1 Introduction 
Among the major problems in real-life applications of uncertainty representations 
we have identified two particularly complicated ones. One concerns the dimension-
ality issue. High-dimensionality can cause computations to become very expensive, 
with an effort growing exponentially with the dimension in many cases. This phe-
nomenon is famous as the curse of dimensionality [45]. Even given the full knowl-
edge about a joint distribution the numerical computation of error probabilities 
may be very time consuming, if not impossible. Moreover, rigorous computation 
or (preferably tight) bounding of failure probabilities can only be done in very few 
cases because the space of possible scenarios is too large. In higher dimensions 
full probabilistic models need to estimate high-dimensional distributions for which 
rarely sufficient data are available. Frequently it is just the other way around, i.e., 
statistical data are scarce. This leads to the second issue which is incomplete, im-
precise, or subjective information. Thus we can formulate our ultimate question 
for discussing an uncertainty method: How does the quality of the method respond 
* University of Vienna, Faculty of Mathematics, Nordbergstr. 15, 1090 Wien, Austria, E-mail: 
martin. fuchsSuniv ie .ac .a t , www.martin-fuchs.net 
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to a lack of information and to the dimensionality of the problem to solve? 
The dimension of a problem is determined by the number of uncertain variables 
involved. In some real-life design problems the dimension is low (say, smaller than 
about 5). In many problems, however, the dimension is significantly higher. 
We will see that many methods exist for uncertainty modeling. Depending on 
the uncertainty information available one identifies the problem class and applies a 
suitable method for that class. It is just like choosing the appropriate tool from a 
toolbox. This point of view can be described as a toolbox philosophy [74]. This 
strategy to solve a problem is defined by the problem itself and the characteristics 
of the uncertainties involved. Thus different approaches to uncertainty modeling do 
not contradict each other, but rather constitute a mutually complementing frame-
work. 
The most general point of view describing scarce, vague, incomplete, or con-
flicting uncertainty information are imprecise probabilities [95]. This approach 
alludes to existing uncertainty models being not sufficiently general to handle all 
kinds of uncertainty, and it encourages to develop a unified formulation [97], op-
posed to the toolbox philosophy. Thus it rather aims at unification on a theoretical 
basis, whereas our focus is on applicability in real-life reliable engineering. 
Uncertainty models in engineering applications are typically employed in the 
context of design optimization. An uncertainty method should enable to conduct 
a safety analysis for a given design and to weave this analysis into an optimization 
problem formulation as safety constraints towards finding a robust, optimal design 
point. 
This paper presents a survey of conventional and modern approaches to uncer-
tainty handling. For each method, the notation, the type of input information, and 
the basic concepts will be introduced. We will discuss the necessary assumptions, 
the rigor of results, and the sensitivity of the results to a lack of information. Typi-
cally, the more general a method is, the more expensive it becomes computationally, 
so we will also comment on computational effort, especially in higher dimensions. 
Eventually, we will highlight relationships between the presented methods and pos-
sible embedding in design optimization problems. 
We start with a section on the basic principles used in uncertainty handling. 
Then we present the several different approaches to uncertainty handling: reliability 
methods, p-boxes, Bayesian methods, Dempster-Shafer theory, fuzzy sets, convex 
methods, and potential clouds. By means of the potential clouds formalism we 
present a reliable and tractable worst-case analysis for the given high-dimensional 
information. This approach enables to determine a nested collection of confidence 
regions parameterized by the confidence level a, and has already been success-
fully applied to real-life engineering problems [31], [73] in 34 and 24 dimensions, 
respectively. 
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2 Basic principles 
Throughout this study we assume familiarity with the basic principles of probability 
theory. In this section we introduce the notation and fundamental concepts which 
are the basis for classical methods of uncertainty modeling and of many modern 
methods as well. 
We denote the sample space by Q, an n-dimensional random vector by 
e : Q, —> R". A random variable is a 1-dimensional random vector which we 
denote by X . We denote the probability of the statement given as argument by 
Pr. We denote the expectation of a random vector e by (e). We abbreviate the 
terms probability density function by PDF, and cumulative distribution 
function by CDF, respectively. 
2.1 Reliability and failure 
To employ uncertainty methods in design safety problems, we need to define failure 
probabilities pj and reliability R. The failure probability of a fixed design is 
the probability that the random vector e lies in a set F of scenarios which lead 
to design failure. The reliability is the probability that the design will perform 
satisfactorily, i.e., 
so determining R and p j are equivalent problems. A third important notion is that 
of a confidence region for e. A set Ca is a confidence region for the confidence 
level a if 
The relation between confidence regions and failure probabilities can be seen as 
follows. Assume that we have determined a confidence region Ca for the random 
vector e, and Ca does not contain a scenario which leads to design failure, i.e., 
C a n F = 0. Then Pr(C„ U F) = Pr(CQ) + Pr(F) < 1. Hence pf = Pr(F) < 
1 — Pr(C„) = 1 — cv, the failure probability is at most 1 — a. For the reliability 
R = 1 — pj we get R> a. 
2.2 Incomplete Information 
To make use of probabilistic concepts one often assumes that for the random vec-
tor e involved the joint distribution F is precisely known, provided by an objective 
source of information. In many design problems, the sources of information are 
merely subjective, provided by expert knowledge. Additionally, in higher dimen-
sions joint distributions are rarely available, and the typically available distribution 
information consists of certain marginal distributions. 
Often one simply fixes the CDF as normally distributed, arguing with the central 
limit theorem: a sufficiently large amount of statistical sample data justifies the 
R := Pr(e £ F) = 1 - Pr(e G F) = 1 - pf, ( 1 ) 
Pr(e 6 Ca) = a. (2) 
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normal distribution assumption. The critical question is, what is sufficiently large 
in higher dimensions? The generalized Chebyshev inequality (3) gives rigorous 
bounds for the failure probability p j = Pr(F), in case that F(r) = {e | ||e||2 > r } , 
r a constant radius. If the components of e = ( e 1 , . . . , e" ) are uncorrelated, have 
mean 0 and variance 1, we get from [72] 
pf = Pr(IF) < inin(l, J ) , (3) 




ii = 10 n = 100 
Figure 1: Failure probability pj for the failure set F(r) in different dimensions n, 
bounded from above by the Chebyshev inequality (solid line) and computed from 
a normal distribution (dashed line), respectively. 
The failure probability bounds from (3) differ significantly from those of a nor-
mal distribution as shown in Figure 1. If we assume a multivariate normal distri-
bution for e, uncorrelated is equivalent to independent. The bounds for normal 
distribution assumption can then be computed from the x 2 { n ) distribution (i.e., 
a x 2 distribution with n degrees of freedom). We see that the normal distribu-
tion assumption can be much too optimistic compared with the optimal worst-case 
bounds from (3). 
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An alternative justification of the normal distribution assumption is the maxi-
mum entropy principle, if the available information consists of mean and stan-
dard deviation only. The principle of maximum entropy originates from information 
theory [87], and is utilized in many fields of applications, cf., e.g., [34]. 
The intuitive meaning of entropy is: the larger the entropy the less information 
(relative to the uniformly distributed improper prior) is reflected in the probability 
measure with density p. In order to define a probability measure given incom-
plete information, the principle of maximum entropy consists in maximizing the 
entropy subject to constraints imposed by the information available. For example, 
in the case of given mean and standard deviation this ansatz leads to a normal 
distribution, in case of given interval information it leads to a uniform distribution 
assumption. Note that as soon as we employ the maximum entropy distribution as 
a probability measure we pretend to have more information than actually available. 
Hence critical underestimation of failure probabilities may show up. 
Figure 2: Small deviation in a distribution parameter (here 20% difference in the 
standard deviation of two normal distributions) can lead to critical underestimation 
of pf for a random variable X. Here pj is underestimated by the factor 2, if the 
design failure set was F = {X | X < —2}. 
In a nutshell, the concept of random variables and probability spaces enables one 
to derive rigorous statements about failure probabilities and reliability. But they 
require the probability measure to be precisely known. Otherwise, tails of CDFs 
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can be critically underestimated, so the estimation of failure probabilities becomes 
quite poor. In [18] one can find a demonstration that straightforward probabilistic 
computations are highly sensitive to imprecise information. Imagine a CDF is 
known almost precisely, but with a small deviation in some distribution parameter. 
This may easily lead to a situation as shown in Figure 2, which illustrates the fact 
that the failure probability is often underestimated (here by the factor 2). 
In the univariate case it is simple to overcome problems with lack of information. 
One can apply Kolmogorov-Smirnov (KS) statistics as a powerful tool. Assume that 
the uncertainty information is given by empirical data on a random variable X , e.g., 
a small set of sample points x^, . . . ¡x^ . The empirical distribution F is defined 
by 
£ jf- (4) 
№ j < a 
The KS test uses D := max — F|, the maximum deviation of F from F, as its 
test statistics, and it can be shown that y/ND converges in distribution to the 
Kolmogorov function 
+ o o 
m := E (-l)A :e-2 f c2A2 (5) 
A:= — oo 
for N —> oo, cf. [46]. Conversely, if we choose a fixed confidence level a, we can 
compute D from 
D = (6) 
\iN + 0.12 + ' ( ) 
cf. [81], and thus find a maximum deviation of the unknown F from the known F. 
That means that we have non-parametric bounds [F — D, F + D] enclosing F with 
confidence a, only given the knowledge of x\ , . . . , xyv-
In case of high-dimensional random vectors, classical probability theory has no 
means to cope with scarce data as in the univariate case with KS bounds. Although 
multivariate CDFs can be defined as in the ID case using the componentwise par-
tial order in R" , the computational effort for obtaining higher dimensional PDFs 
and their numerical integration prohibit the reliable use of standard probabilistic 
methods in higher dimensions. 
2.3 Safety margins 
A simple and widely spread non-probabilistic uncertainty model is based on so-
called safety margins. This model is applied when very little information is 
available, in situations where most information is provided as interval information. 
There are different kinds of sources for interval information, e.g., measurement 
accuracy. Safety margins are a special kind of interval information, namely one 
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which is provided subjectively by an expert designer, as typically the case in early 
design phases. If additional information is available, like marginal distributions or 
safety margins from further experts, the safety margins approach cannot handle it 
and thus loses some valuable information. Since safety margins are highly subjective 
information one cannot expect rigorous results for the safety analysis. However, 
engineers hope to achieve reasonably conservative bounds by using conservative 
margins. 
The first approach - a tool to handle all kinds of interval information - is 
interval analysis, cf. [64], [70]. We write X G [a, b] for a < X < b in the 
univariate case; in the higher dimensional case £ = ( e 1 , . . . ,£"'), we define interval 
information £ G [a, 6] pointwise via a1 < £! < b1,..., a" < £"' < bn, and call [a, b] a 
box. We always interpret equalities and inequalities of vectors componentwise. In 
the following we present two frequent approaches to handle the incoming interval 
information. 
Assume that the cost or gain (or another assessment) function s : M C K" —> 
K?", with design space M, models the response function of the design, and the 
information about the uncertain input vector e is given by the bounds e € [a, b] C 
M. By way of interval calculations one achieves bounds componentwise on s(e) -
also called an interval extension of s. 
Computing an interval extension is often affected by overestimation. A variable 
sl G [al,6l] should take the same value from the interval [a1, b'1} each time it occurs 
in an expression in the computation of s. However, this is not considered by 
straightforward interval calculations, so the range is computed as if each time the 
variable e1 occurs it can take a different value from [a%, bl], leading to an enclosure 
which may be much wider than the range for / (e ) . One possible way out is based on 
Taylor series, cf. [55]. Nonlinear interval computations in higher dimensions may 
become expensive, growing exponentially with n, but can often be done efficiently 
and complemented by simulation techniques or sensitivity analysis, as we will see 
later. Note that in case that s is given as a black box evaluation routine - as in 
many real-life applications - the interval extension cannot be determined rigorously 
anyway. Also interval methods are often not applicable as a toolbox, but require 
problem specific expert knowledge to overcome overestimation issues. 
In the literature we find much utilization of interval computations in uncertainty 
modeling. Analyzing the statistics for interval valued samples one seeks to bound 
mean or variance, which are then also interval valued, cf. [49]: Finding an upper 
bound on the variance is NP-hard, a lower bound can be found in quadratic time. 
The field of applications of interval uncertainty for uncertainty handling is vast, 
e.g., [23], [53], [67], [68], [79]. 
Also probability theory proper makes use of non-probabilistic interval uncer-
tainty models. For example, consider a Markov chain model with transition matrix 
(Pi-j), where the transition probabilities pij are uncertain, and only given as in-
tervals. Then one can build a generalized Markov chain model, cf. [88], [89]. In 
[30] one can find a study of imprecise transition probabilities in Markov decision 
processes. 
The second approach to handle safety margin interval information is a sirnpli-
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fication of the information by fixing each uncertain variable e l G [a',6l] at the 
value of one of the safety margins a¿ or bl, and simply insert this value, for instance 
a1 for all i, as worst-case scenario to compute the worst-case design response s(a). 
The decision where to fix the worst-case scenario is taken merely subjectively or via 
a list of relevant cases. A designer may overestimate intentionally the subjective 
safety margin assignments, e.g., by adding 20% = 2 -0 .1 to the nominal interval 
bounds for a variable, i.e., e £ [a — 0.1(6 — a), b + 0.1 (b — a)], in order to be suitably 
conservative in computing the worst-case design response. 
The computational effort with this latter approach is not very high and also 
applies well in higher dimensions. Actually, there is no extra effort in addition to 
the cost for evaluating s involved in this simple uncertainty model. 
A field where safety margins are very popular is multidisciplinar}' design op-
timization [1]. In many cases, in particular in early design phases, it is common 
engineering practice to combine the assignment of safety margins with an iterative 
process of refining or coarsening the margins, while converging to a robust opti-
mal design. The refinement of the intervals is done by experts who assess whether 
the worst-case scenario determined for the design at the current stage of the iter-
ation process is too pessimistic or too optimistic. The goal of the whole iteration 
includes both optimization of the design and safeguarding against uncertainties. 
The achieved design is thus supposed to be robust. This procedure enables a very 
dynamic design process and quick interaction between the involved disciplines. 
All in all, safety margins allow for a simple, efficient handling of uncertainties, 
also in large-scale problems, if no information is available but an interval bounding 
from a single source. Otherwise, we have to look for improved methods, which can 
handle more uncertainty information. It should be remarked that in most cases, 
even in early design stages, there is more information available than assumed for 
the safety margin approach. 
2.4 Safety factors 
Remember the concept of failure probabilities as introduced in Section 2.1. The 
failure probability was defined as p¡ = Pr(F), where F was the set of events which 
lead to design failure. Let s : R " —» K be the design response of a fixed design for 
uncertain inputs s £ M". Assume that there is a limit state t for which s(s) < t 
means design failure, and s(^) > i represents satisfying design performance, i.e., 
that F is defined by 
The idea behind safety factors is to build the design in a way that the expected 
value of s(e) is greater than the limit state t > 0 multiplied by a factor ksnfcty > 1, 
called the safety factor. In other words, a design should fulfill 
F = {£ I s(e) < t). (7) 
<s(e)> > ¿.safetyi- (8) 
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where the expectation has to be suitably estimated. For s(e) € we interpret 
this definition componentwise for each safety requirement on the design responses 
s 1 , . . . , ^ " ' , and e = ( e \ . . . , e m ) . 
Conversely, suppose that we are given a fixed design and (s(e)} > £, s(e) € K, 
s 6 C 1 . Define the maximal feasible safety factor as k := To sec the relation 
between k and the design failure probability pj we assume that we have fixed an 
admissible pf for the fixed design, then p/ = Pr(s(e) < £) = Fs(e). Here Fs is the 
CDF of s(e) with density ps given by 
Pn{x) = p ( s _ 1 ( x ) ) ' | det s'(a;)|-1, (9) 
with |dets'(a;)| the absolute value of the determinant of the Jacobian of s. Hence 
we get I = F~1(pj), assuming that Fs is invertible, and 
k= ( f ) } • (10) 
As we are applying standard methods from probability theory to compute safety 
factors, precise knowledge of p and of the limit state function s(e) - i is required 
to achieve rigorous probability statements. 
In the lower dimensional case, if p is unknown, but a narrow bounding interval 
and certain expectations (e.g., means and covariances) for the random vector e are 
known, safety factors can still be well described approximately. The expectation of 
smooth functions s of e is then achievable from the Taylor series for s, cf., e.g., [5], 
since expectation is a linear operator on random variables - similar to Taylor models 
for interval computations. The problems mentioned in Section 2.2 concerning lack 
of information in the higher dimensional case remain. 
Probabilistic computation of safety factors is not as much affected by subjective 
opinions of the designer as, for example, safety margins. Safety factors are directly 
associated with required reliability. One important subjective decision is how to 
fix the required reliability or the admissible failure probability, respectively. The 
decision can be based, e.g., on the assessment of failure cost or on regulations by 
legislation. 
2.5 Simulation methods 
Simulation methods are ubiquitous tools, and uncertainty handling is one of their 
application fields. Simulation means computational generation of sample points as 
realizations of a random vector e, assuming that the joint CDF, marginal CDFs, 
or interval bounds are given. Thus the not necessarily probabilistic uncertainties 
involved are simulated, which gives rise to the term simulation methods. Simulation 
methods are also referred to via the terms random sampling or Monte Carlo 
sampling. 
After sample generation, the design response s : M —» R"1 is evaluated for each 
generated sample point. If all or at least a reasonable majority of the points meet 
the safety requirements s(e) > i, the design is considered to be safe. 
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The core part of simulation is the sample generation. There is a large number 
of different techniques addressing it. Three classical variants are based on CDF 
inversion, Markov chains, and Latin hypercube sampling, respectively. CDF inver-
sion requires the CDF to be invertible, and is particularly not applicable in higher 
dimensions. The Markov chain method constructs a reversible Markov chain using 
the Metropolis approach [58], or the more general Hastings method [36], by way of 
a rejection method. The rejection rule assures that it is not necessary to compute 
Pi (i.e., the stationary probability of the state i), but only the easy-to-compute quo-
tient ji of two different states which is independent of the dimension of X1t. This 
makes the method highly attractive in higher dimensions. The Latin hypercube 
sampling (LHS) method [57], first determines a finite grid of size N", where N is 
the desired number of sample points and n is the dimension of the random vector 
for which we want to generate a sample. The grid is preferably constructed such 
that the intervals between adjacent marginal grid points have the same marginal 
probability. The N sample points Xi,X2, • • • Xi = (x\,..., x") e l " are then 
placed to satisfy the Latin hypercube requirement, 
Foii,ke{l,...,N}, je{l,...,n}: xj ji 4 if k £ i. (11) 
This procedure introduces some preference for a simple structure, i.e., we disregard 
correlations, tacitly assuming independence. The advantage of the method is that 
the full range of e is much better covered than with a Markov chain based method, 
giving deeper insight to the distribution tails of e. Hence failure probabilities can 
be better estimated. Moreover, one does not require more sample points for higher 
77., so the application of LHS in higher dimensions is still attractive. 
Often importance sampling is used to speed up simulation techniques by a 
reduction of the number of required simulations, e.g., [37], [44], [92]. The sample 
points are generated from a different distribution than the actual distribution of 
the involved random variables. The sampling density is weighted by an importance 
density, e.g., a normal distribution with standard deviation a depending on where 
the most probable failure points are expected, for instance, depending on the curva-
ture of s. Thus the generated sample is more likely to cover the 'important' regions 
for the safety analysis. 
Considering the rigor of the results one should be aware of the fact that no esti-
mation of failure probabilities computed from a simulation technique is a rigorous 
bound. These methods are based on the law of large numbers, and their results 
are only valid for a sufficient amount of sample points. It is difficult to assess 
what 'sufficient amount' means in a higher dimensional space; one might need to 
generate an excessively large number of sample points for estimating very small 
failure probabilities. That is why simulation methods are endangered to critically 
underestimate CDF tails [20]. It gets particularly dangerous when the CDFs to 
sample from are unknown. 
On the other hand, simulation methods are computationally very efficient, they 
can be parallelized [51], and also apply well in higher dimensions, where almost no 
alternatives exist at present. 
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Another important aspect comes with black box response functions s. They 
principally impose no additional difficulties applying simulation methods. However, 
if the computational cost for evaluating s is very high, problems will arise as simu-
lation typically requires many evaluations, hence is limited to simple models for s, 
often surrogate functions (cf., e.g., [17], [39]) for more complex models. 
As mentioned earlier simulation techniques have many applications, e.g., the 
computation of multi-dimensional integrals. They are related to many uncertainty 
methods, also non-probabilistic ones like interval uncertainty. 
2.6 Sensitivity Analysis 
Sensitivity analysis is actually not an independent uncertainty method itself, it 
rather applies in several different fields one of which is uncertainty handling. Sen-
sitivity analysis investigates the variability of a model function output f(e), f : 
R"' —» R, e = (e1, e 2 , . . . , £ n ) T , with respect to changes in the input variables e\ 
To this end one can follow different approaches, e.g., investigate the partial 
derivatives of / if they are available, using as an indicator for the influence 
of £% on / . One can also vary a subset of all single input variables £l of / while 
keeping all other inputs constant. Then one assesses the impact of this subset by 
the variability of the output / by means of some uncertainty methods introduced 
in this paper, e.g., fuzzy set or simulation methods. Thus one hopes to achieve a 
dimensionality reduction of / fixing those input variables which turn out to have 
little influence on / . Frequently, e.g., [50], one assumes monotonicity of / and 
interval uncertainty of e, since this enables the use of very fast techniques in higher 
dimensions, the effort is then growing only linearly in the dimension n. 
As a particular case of handling interval uncertainties in high dimensions with 
computationally expensive black box response functions s we mention the Cauchy 
distribution based simulation for interval uncertainty [51]: Assuming that the in-
tervals are reasonably small, e.g., given as measurement errors, it is reasonable to 
assume that s is linear. Generate N independent sample points for the measure-
ment errors from the scaled Cauchy(0,1) distribution, which is easy as the inverse 
CDF of a Cauchy (0,1) distribution is known explicitly in this case. Linear functions 
of Cauchy distributed variables are again Cauchy distributed [98], with an unknown 
parameter 0 . Having estimated the parameter O, e.g., by means of a maximum 
likelihood estimator, one can infer probabilistic statements about errors in s which 
are Cauchy(0,0) distributed. Thus this method exploits the characteristics of a 
Cauchy distribution to produce results the accuracy of which can be investigated 
statistically depending on N, also for low N in case of expensive s. No derivatives 
are required, only N black box evaluations of s. 
Applications of sensitivity analysis can be found, e.g., in [77], [80]. 
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3 Reliability methods 
Reliability methods are a very popular approach based on the concepts of reliability 
and failure probability and transformation to standard normal space, cf. [83]. 
They represent a significant improvement in computational modeling of reliability 
compared to rather old-fashioned methods like safety factors. 
In order to investigate the failure probability pj given the joint CDF F, or at 
least marginal CDFs, of the involved random vector e, one first applies a coordinate 
transformation u = T(e) to standard normal space, cf. [69], [84]. Then the failure 
surface F = (s(e) < <?} is approximated and embedded in an optimization problem 
to estimate pj. 
Once a T is found the new coordinates u live in standard normal space, that 
means the level sets of the density of u are {u | ||it||2 = const}, due to the shape 
of the multivariate normal distribution. Let s(u) be the design response in the 
transformed coordinates. Then the most probable failure point u* from the failure 
set F = {u | s(u) < ¿} is the solution of 
min |M|2 (12) 
u 
s.t. s(u) < t 
i.e., the point from F with minimal 2-Norm. This critical point is called /3-point, 
and 
PI « * ( - £ ) (13) 
approximates the failure probability, where /3 = ||'tt*||2 and <I> denotes the CDF of 
the univariate N(0,1) distribution. 
Thus we have reduced the estimation of pj to the standard problem of finding 
T and the remaining problem of solving the optimization problem (12). The lat-
ter is a nonlinear optimization problem with all the problems that come with it. 
Even if the limit state function is convex, after transformation it may become a 
strongly non convex problem in case that the CDF F significantly differs from a 
normal distribution. Using a linear approximation of the limit state function in the 
computation of /3 is called first order reliability method (FORM), a quadratic 
approximation is called second order reliability method (SORM). 
One hopes that a unique solution for P exists; however in general, there is usually 
no guaranteed global and unique solution for this optimization problem. Another 
problem about this approach is that the /?-point found may not be representative 
for the failure probability. A discussion on the involved optimization problem can 
be studied in [14], investigating difficulties like multiple /^-points. The entailed 
difficulties require some caveats assessing the results of reliability methods: the 
methods may fail to estimate pj correctly without warning the user. Especially 
when additional problems appear - like higher dimensionality or black box response 
functions s - the reliability methods become less attractive in many large-scale real-
life situations. It should be remarked that the search for u* can be supported by 
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sampling and simulation techniques like importance sampling, cf. Section 2.5, as 
means for corrections and reduction of the computational effort, e.g., [56]. 
Reliability methods are associated with design optimization within the field 
of reliability based design optimization (RBDO). Instead of the often occurring 
bilevel problem formulation (i.e., design optimization in the outer level, worst-case 
scenario search in the inner level) one formulates a one level problem as follows, 
cf. [43], [65]. Let ST — ST(0,U) = s(0,T(e)), the design response in transformed 
coordinates, with the controllable design vector 9 which fully specifies the design. 
Let g(9) be the objective function, e.g., the cost of the design or the cost of failure. 
One seeks to minimize g subject to some reliability constraint pj < pa where 
Pf = Pr(s(0, u) < £) is approximated by equation (13), and pa the fixed admissible 
failure probability. We get 
min g(&) (14) 
s.t. $ ( - / 3 ) < pa 
0 G T 
where T is the set of possible design choices. For s(e) G K m we have several 
constraints <!>(—/3,) < pa, i = 1 , . . . ,m. 
Usually simulation techniques are employed to solve (14), e.g., [85]. In [78] it is 
suggested to use Monte Carlo methods to check the probabilistic constraints, and 
to train a neural network to check the deterministic constraints, or even both prob-
abilistic and deterministic. This can be implemented as parallelized computations 
which improves computation time significantly. In any case, one should be aware 
that one uses a soft solution technique on top of a soft uncertainty model. 
4 j>boxes 
A p-box - or p-bound, or probability bound - is an enclosure of the CDF of a 
univariate random variable X, Fi < F < Fu, in case of partial ignorance about 
specifications of F. Such an enclosure enables, e.g., to compute lower and upper 
bounds on expectation values or failure probabilities. 
There are different ways to construct a p-box depending on the available infor-
mation about X , cf. [22]. For example, assume that we have empirical data for X . 
Then we can construct a p-box with KS statistics, cf. (6), after fixing a confidence 
level a. In [25] we find an exhaustive description which construction techniques 
can be applied to construct a p-box, related to the type of available information. 
Moreover, it is illustrated how to construct p-boxes from different uncertainty mod-
els like Dempster-Shafer structures (cf. Section 6) or Bayesian update estimates 
(cf. Section 5). The studies on p-boxes have already lead to successful software 
implementations, cf. [6], [21]. 
Higher order moment information on X (e.g., correlation bounds) cannot be 
handled or processed yet. This is a current research field, cf., e.g., [24]. 
C 
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To compute functions / of p-boxes, that means we have a p-box for e 1 , . . . , s n 
and seek a p-box for / = / ( e 1 , • • • ,£"), one first regards / consisting of elementary 
arithmetical operations and finds bounds for these expressions. To this end one dis-
cretizes the bounds for s 1 , . • • ,e1L towards a discretization of the bounds for / , and 
then finds an expression for the bound of / in terms of the bounds for e 1 , . . . ,e" . 
This can be done for all elementary arithmetic operations, without independence 
assumption for e 1 . . . . , £•", cf. [99], [100]. Thus the research on arithmetics for ran-
dom variables actually builds the foundation of p-boxes. The dependency problem 
is not trivial, assume that one has independent random variables X, Y, Z, then the 
variables S = X + Y and T = Y • Z are not independent in general. 
One learns that the problem of rigorously quantifying probabilities given in-
complete information - as done with probability arithmetic and p-boxes - is highly 
complex, even for simple problems, e.g., [52]. Due to their constructions the meth-
ods are rather restricted to lower dimensions and non-complex models / . Black 
box functions / cannot be handled as one requires knowledge about the involved 
arithmetic operations. All in all, they often appear not to be reasonably applicable 
in many real-life situations. On the other hand, as soon as we can apply methods 
like p-boxes to calculate with bounds on probability distributions, we are not re-
stricted to the use of selecting less rigorous single distribution assumptions (e.g., 
maximum entropy) anymore. 
Two more remarks about p-boxes: First, the definition of p-boxes can be gen-
eralized to higher dimensions based on the definition of higher dimensional CDFs, 
cf. [15]. However, this has not lead to practical results yet. Second, probability 
arithmetic can be regarded as a generalization of interval arithmetic which would 
be the special case given only the information X € [a, 6]. It is also related to the 
world of imprecise probabilities via sets of measures. From a j>box [Fi,Fu] for X 
one can infer bounds on the expectation for f(X) by ( / ) / = infV,<F<F„ Jn fdF, 
(/)„ = supFl<F<Fi i fi2 fdF, regarding F\ < F < Fu as a set of measures, e.g., [47], 
[96]. The bounds can be computed numerically by discretization and formulation 
of a linear programming problem (LP), cf. [93]. 
As soon as incomplete information is based on subjective knowledge and can be 
updated iteratively by additional information, one can consider using Bayesian 
inference to handle uncertainties. Bayesian inference means reasoning on the basis 
of Bayes' rule, working with conditional probabilities. 
Here we have the crucial problem, how to select a suitable prior distribution. For 
a reasonable choice real statistical data is needed in sufficient amount. Additionally, 
of course, incoming new observations are required for updating. Priors can be 
chosen, e.g., with the maximal entropy principle, cf. Section 2.2. In practice one 
often chooses a normal distribution to simplify calculations, or conjugate priors, 
i.e., a distribution where the posterior has a similar shape like the prior except 
from a change in some parameters. Actually, it is a well-known criticism that the 
5 
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choice of the prior often seems to be quite arbitrary and merely in the will of the 
statistician. 
A typically employed model in Bayesian inference is a so-called Bayesian or belief 
network (BN). A BN is a directed acyclic graph (DAG) between states of a system 
and observables. A node Af and its parent nodes in the DAG represent the input 
information of the network which consists of tables of conditional probabilities of TV 
conditional on its parent nodes. The whole DAG represents the joint distribution of 
all involved variables, even in higher dimensional situations. Computations using 
BNs can be done efficiently on the DAG structure, assumed that all conditional 
probabilities are precisely known. 
What if the conditional PDFs of the tables of conditional probabilities in BNs 
are unknown or not precisely known? This happens frequently in practice, in partic-
ular for variables conditional on multiple further variables. The Bayesian approach 
appears to become useless in this case. A generalized approach to BNs with im-
precise probabilities can be studied on the basis of so-called credal networks, 
e.g., [11], [35]. A credal network is a set of BNs with the same DAG structure, 
but imprecise values in the conditional probability tables. The probabilities can be 
given as intervals, or more generally described. 
The Bayesian approach applies in design optimization, cf. [103]. Similar to 
RBDO (14) one minimizes a certain objective like design cost subject to probabilis-
tic constraints involving the failure distribution. The associated joint distribution 
is estimated and updated from available data, starting with conjugate priors. 
6 Dempster-Shafer theory 
Dempster-Shafer theory enables to process incomplete uncertainty information al-
lowing to compute bounds for failure probabilities and reliability. 
We start with defining fuzzy measures, cf. [90]. A fuzzy measure ji : 2 n —> 
[0,1], fulfills 
m = 0,/Z(ii) = l, _ (15) 
ACB=> JI(A) < JL{B). (16) 
The main difference to a probability measure is the absence of additivity. Instead, 
fuzzy measures only satisfy monotonicit.y (16). To find lower and upper bounds 
for an unknown probability measure given incomplete information one seeks two 
fuzzy measures belief Bel and plausibility PI, where Bel is a fuzzy measure with 
Bel(4 U B) > Bel(i4) + Bel{B) - Bel(A n B), and PI is a fuzzy measure with 
Pl(i4 U B ) < P1(A) + PI(B) - P1(A n B). 
To construct the measures Bel and PI from the given uncertainty information 
one formalizes the information as a so-called basic probability assignment m : 
2n —* [0,1] on a finite set A C 2n of non-empty subsets A of Q, such that 
. „. f > 0 if A e A, 
m(A) { (17) 
I = 0 otherwise, 
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and the normalization condition YIa^a771^) ~ Sometimes m is also called 
basic belief assignment. 
The basic probability assignment m is interpreted as the exact belief focussed 
on A, and not in any strict subset of A. The sets A € A are called focal sets. The 
structure (m,A) , i.e., a basic probability assignment together with the related set 
of focal sets, is called a Dempster-Shafer structure (DS structure). 
Given a DS structure (rrt, Л) we can construct Bel and PI by 
Bel(B) = £ m{A), (IS) 
{AEA\AQB} 
PI (B) = £ m{A) (19) 
{А£А\АПВФЦ} 
for В e 2 n . 
Thus Bel and PI have the sought property Bel < Pr < PI by construction and, 
moreover, satisfy Bel(-B) = 1 — P1(BC). The information contained in the two 
measures Bel and PI induced by the DS structure is often called a random set. 
In the classical case the additivity of non-fuzzy measures would yield Pl(-C) = 
1 — P1(BC) = Bel. Thus Bel = Pr = PI and classical probability theory becomes a 
special case of DS theory. Also note that if we have a DS structure on the singletons 
of a finite f2, then we have full stochastic knowledge equivalent to a CDF. 
DS structures can be obtained from expert knowledge or in lower dimensions 2 
from histograms, or from the Chebyshev inequality P r d ^ — /i| < r) > 1 — ̂  given 
expectation value fi and variance <j2 of a random variable X , cf. [7-5], [76], [77]: 
Let г = ^ ^ for a fixed confidence level a, then Pr({|A' — fi\ < ~^==}) > a. The 
sets С a •= { w € f l | — m| < y j z ^ } f° r different values of a define focal sets, 
and we get Belief and Plausibility measures by Bel(C„) = a and P1(C£) = 1 — a, 
respectively. 
To extend one-dimensional focal sets to the multi-dimensional case one can gen-
erate joint DS structures from the Cartesian product of marginal basic probability 
assignments assuming random set independence, cf. [10], or from weighting the 1-
dimensional marginal focal sets, cf. [27]. In [103] we find the suggestion to employ 
Bayesian techniques to estimate and update DS structures from little amount of 
information. 
To combine different, or even conflicting DS structures ( m i , A i ) , (m.2, До) (in 
case of multiple bodies of evidence, e.g., several different expert opinions) to a new 
basic probability assignment ?nnew one uses Dempster's rule of combination [12], 
forming the basis of Dempster-Shafer theory or evidence theory [86], 
, m m 1 ( A 1 ) m 2 ( A 2 ) , о г Л 
' m n c w ( B ) = 2 ^ J f—^— 1 ( 2 0 ) 
{A1 ел I ,.43 ел2 \A , n/i2 = в } 
with the normalization constant К = 1 - £ ( ,41е .д1 ,л2е.42 | .41пл2=й} т\{А\)т2{А2) 
which is interpreted as the confl ict . 
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The combination rule enables to compute a joint DS structure. Also note that 
the combination rule is a generalization of Bayes' rule, motivated by the criticism 
that a single probability assignment cannot model the amount of evidence one has. 
The complexity of the rule is strongly increasing in higher dimensions, and 
in many cases requires independence assumptions for simplicity reasons avoiding 
problems with interacting variables. It is not yet understood how the dimensionality 
issue can be solved. Working towards more efficient computational implementations 
of evidence theory it can be attempted to decompose the high-dimensional case in 
lower dimensional components which leads to so-called compositional models, cf. 
[41]. 
The extension of a function / is based on the joint DS structure (m,A) . The 
new focal sets of the extension are B-i = /(A,), A; G A, the new basic probability 
assignment is mnew(Bi) - m(Ai)-
To embed DS theory in design optimization one formulates a constraint on 
the upper bound of the failure probability pf which should be smaller than an 
admissible failure probability pa, i.e., P1(F) < pa, for the failure set F. This can be 
studied in [66] as evidence based design optimization (EBDO). One can also find 
further direct applications in engineering computing, e.g., in [29], [75]. 
DS structures enable to construct p-boxes [7], [15], [93], i.e., to determine lower 
bounds Fi and upper bounds Fu of the CDF of a random variable X, 
Ft(t) = Bel({w G ii | X(u>) < t}), 
Fu(t) = Pl({w G V | X(w) < t}). 
Conversely it is possible to generate a DS structure that approximates a given p-
box discretely, cf. [2], [13], [25]. Fix some levels (X\ < A2 < • • • < A^ = 1 of the 
p-box, then generate focal sets by 
^ i:=[inf{a;|Ftt(a:) = a i},inf{a;|F t(a;)=a i}], (21) 
m(A\) = ai, m(Ai) = on — »¿-i, i = 2 , . . . , N. 
Another relation to a different uncertainty representation concerns nested focal 
sets, i.e., A = {AI,A2, . . . , A m } , A\ C A2 C • • • C AM. In this case 
Bel(A n B) = min(Bel(A), Bel(S)), (22) 
P1(A U B) = max(Pl(i4), P1(B)). (23) 
For nested focal sets the fuzzy measures Bel and PI directly correspond to possibility 
and necessity measures, respectively, which appear in fuzzy set theory, cf. [16], as 
we will see in the next section. . 
We have learned that DS structures can unify several different uncertainty mod-
els, see, e.g., [48], but cannot overcome the curse of dimensionality being pro-
hibitively expensive in higher dimensions. 
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7 Fuzzy sets 
The development of fuzzy sets has started roughly in parallel to the development 
of DS theory with the goal to model vague verbal descriptions in absence of any 
statistical data. It is a generalization of conventional set theory redefining the 
characteristic function of a set A by a so-called membership function / iA . The 
value HA(X) indicates the membership value of an uncertain variable x with respect 
to A. The value can be any real number between 0 and 1 as opposed to the 
characteristic function 1,4(3;) which only takes binary values. A fuzzy set is a set 
A together with its related membership function HA-
This section will give a short overview on fuzzy sets, focussing on their appli-
cation for uncertainty handling. The following terms play an important role in the 
theory of fuzzy sets. The height h of a fuzzy set is defined by h := maxx /J,a(X). 
The support of a fuzzy set is the set { x | ¡iA{x) ^ 0}- The core or modal values 
of a fuzzy set is the set {a; | ¡JLA{X) = 1}- The « -cut Ca of a fuzzy set for a fixed 
value a 6 [0,1] is the set 
The a-cut is determined by the values of the membership function. Conversely one 
can construct from the knowledge of the a-cuts, cf. [102], to achieve an a-cut 
based representation of a fuzzy set: 
Note the relationship between BPA-structures on nested focal sets, cf. Section 6, 
and a-cuts of a fuzzy set with non-empty core, which are nested by definition, 
i.e., Cn Q C0 for a > (3. Let 1 = ct\ > a2 > ••• > = 0 be a-levels of 
a fuzzy set, then we can construct a BPA m on the a-cuts Cn/ by m(Cai) = 
a.i — a7;_|_i, i < N, m(CON) - Q-N- Conversely a BPA-structure on nested focal sets 
Ai C A2 C • • • C AN allows to construct a fuzzy set by ayv = m(AN), CaN = 
AN, a/v-i = m(AN) + m{AN_i), CaN_i = AN-i, ..., a, = ]T\=1 m(Ai) = 1, 
Cai = Ai, and then applying (25). Thus it is possible to convert expert knowledge 
modeled by a fuzzy set into a DS structure. Using the Dempster's rule, however,-
to combine different bodies of evidence in general leads to non-nested focal sets, 
hence a conversion back to the fuzzy set formalism is not possible after applying a 
combination rule. 
Some special cases of fuzzy sets motivated the notation of fuzzy intervals and 
fuzzy numbers, cf. [101]. A fuzzy interval or convex fuzzy set is a fuzzy set 
with ^ia(x) > min(/.¿a(a), [¿A{b)) for all a, b, x € [a, 6]. A fuzzy number is a fuzzy 
interval with closed a-cuts, compact support, and a unique modal value. 
The definition of a fuzzy set and its membership function in higher dimensions 
is a straightforward generalization of the one-dimensioiial case. The extension of 
a function f(x) = z, f : R n —> R, for a fuzzy set with membership function /.i is 
constructed by the extension principle for a new membership function 
Ca ••= {x I ßA(x) > a}. (24) 
= supmin(a, lc a , {x) ) . (25) 
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AW-w(z) = sup fj.(x), (26) 
xej-Hz) 
cf. [101]. The construction involves an optimization problem with rapidly increas-
ing complexity in higher dimensions. 
It can be attempted to solve this problem by reduction of the problem to the 
a-cuts of the fuzzy set, cf. Section 7.1, or by sensitivity analysis, cf. Section 2.6. 
Except from the dimensionality issue another criticism of fuzzy sets is the fact 
that the assignment of membership functions appears to be quite arbitrary, often 
defined by a single expert opinion. In lower dimensions membership functions 
can be estimated, e.g., from histograms, but there is no general, statistically well-
grounded basis for the assignment of membership functions. Of course, if only 
vague verbal descriptions, i.e., highly informal uncertainty information, is available 
statistical properties are entirely absent. In this case, which represents the classical 
motivation of fuzzy sets, it can be argued that it is impossible to formulate a general 
recipe for processing the information. However, usually the information consists 
of a mixture of statistical and fuzzy descriptions, and conventional fuzzy methods 
cannot combine both. The concept of fuzzy randomness, cf. [54], [59], [63], [82], is 
one attempt of a combination. 
The applications of fuzzy methods in engineering computing are vast. A fa-
mous application of fuzzy methods is fuzzy control, cf. [91]. Moreover, most design 
analyzing methods have their counterparts in the context of fuzzy sets, for in-
stance, fuzzy reliability methods (e.g., [9], [63]), fuzzy differential equations (e.g., 
[28]), fuzzy finite element methods (e.g., [26], [60], [67]), fuzzy ARM A and other 
stochastic processes (e.g., [61]). 
In fuzzy statistics, i.e., with sample points that are modeled as fuzzy numbers, 
one can apply statistical methods on non-precise data, cf. [94]. 
In design optimization fuzzy methods can be used to find clusters of permissible 
designs with fuzzy clustering methods, e.g., [38], [42]. Seeking the optimal design 
one can use fuzzy methods to compare different design points of different clusters 
with respect to some criterion, e.g., weighted distances from design constraints [3], 
[8], [40]. 
The following subsection presents a special fuzzy set based method which is 
highlighted because of its relationship to our approach based on clouds, cf. Section 
9-
7.1 cx-level optimization 
The a-level optimization approach [62] is the most relevant fuzzy set based method 
for our purposes as it applies also in higher dimensional real-life situations and uses 
similar techniques as we will use employing the clouds formalism. 
The a-level optimization method combines the a-cut representation (25) and 
the extension principle to determine the membership function / i j of a function / (e ) , 
/ : R " —> R, given the membership function ¡i of the variable s. This is achieved 
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by constructing the a-cuts Cj belonging to ¡if from the a-cuts Cni belonging to 
To this end one solves the optimization problems 
(27) 
(28) 
for different discrete values a,;. Finally from the solution /¿. of (27) and /,* of (28) 
one constructs the a:-cuts belonging to ¿ty by C/n. = [/¿. ,/,*)• 
To simplify the optimization step one assumes sufficiently nice behaving func-
tions / and computationally nice fuzzy sets, i.e., convex fuzzy sets, typically trian-
gular shaped fuzzy numbers. 
In n dimensions one optimizes over a hypercuboid, obtained by the Cartesian 
product of the a-cuts C,n = C„t x C„ . x • • • x C'^., where Cft. := {ej \ nj(ej) > 
a-i), /iJ(eJ) := sup£k k^j fj.(e), e = (e1, e 2 , . . . , e") . Here one has to assume non-
interactivity of the uncertain variables e l , . . . , en . 
Using a discretization of the a-levels by a finite choice of a.; the computational 
effort for this methods becomes tractable. From (25) one gets a step function for f i j 
which is usually linearly approximated through the points /¿, and / * to generate 
a triangular fuzzy number. 
8 Convex methods 
Convex methods model uncertainty by so-called anti-optirnization over convex 
sets, cf. [4], [19]. Assume that we wish to find the design point 6 = (9], 6>2,..., 6'1") 
with the minimal design objective function value g(6,e), g : x R" —> R under 
uncertainty of the vector of input variables e. Also assume that the uncertainty of 
e is described by a convex set C. Anti-optimization means finding the worst-case 
scenario for a fixed design point 9 by the solution of an optimization problem of 
the type 
max g(0, e) (29) 
e -
S.t. £ 6 C 
The. corresponding design optimization problem would be 
mjn max g(9,e) (30) 
s.t. £ G C 
9e T 
where T is the set of possible selections for the design 6. As the inner level of 
problem (30), i.e., equation (29), maximizes the objective which is sought to be 
minimized for the design optimization in the outer level (i.e., one seeks the design 
min / (£) , 
e€ C„, 
max / ( e ) 
e6Citi 
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with minimal worst-case), the term anti-optimization has been proposed for this 
approach. 
Investigating convex regions for the worst-case search is motivated by the fact 
that in many cases the level sets of probability densities are convex sets, e.g., 
ellipsoids for normal distributions. In this respect the term convex uncertainty for 
a random vector e G R" is characterized by a convex set C = {e | Q(s) < c} , where 
Q is a quadratic form and e is known to belong to C with some confidence. The 
quadratic form could be, e.g., Q{e) = (e — m)TC~1(e — m) with a vector of nominal 
values m and an estimated covariance matrix C. 
Once one has a description by convex uncertainty one can apply optimization 
methods which can make convex methods applicable even in higher dimensions. 
It should be remarked that this particular idea is one of the inspirations for the 
potential clouds concept, see the next section, where the potential function will be 
constructed to have convex level sets. 
9 Potential clouds 
This section gives an intuitive introduction of uncertainty representation by means 
of clouds [71], inspired by and combining ideas from p-boxes, random and fuzzy 
sets, convex methods, interval and optimization methods. We will learn in this 
section about the natural approach that has lead to use clouds for uncertainty 
modeling, handling incomplete information in higher dimensions, and to weave the 
methodology into an optimization problem formulation similar to (30). 
The goal is to construct confidence regions in which we should be able to search 
for worst-case scenarios via optimization techniques. The construction should be 
possible on the basis of scarce, high-dimensional data, incomplete information, un-
formalized knowledge and information updates. As mentioned in previous sections, 
in lower dimensions and provided real empirical data one has powerful tools, like 
KS, e.g., to bound the CDF of a random variable X . What could one do to tackle 
the same problems for higher dimensional random vectors e G R" with little or 
no information available? To generate data we will first simulate a data set and 
modify it with respect to the available uncertainty information. To reduce the di-
mensionality of the problem we will use a potential function V : R" —> R. We will 
bound the CDF of V{e) using KS as in the one-dimensional case (like a p-box on 
V(e), cf. Section 4). From the bounds on the CDF of V{e) we get lower and upper 
confidence regions for V(e), and finally lower and upper confidence regions for e as 
level sets of V. 
Assume that we have a lower bound a and an upper bound a for the CDF F 
of V(e), a continuous from the left and monotone, a continuous from thé right 
and monotone. Then we find nested lower and upper confidence regions for e by: 
Çn := {x G R" | V(x) < Va}iîVn :=' min{VQ G R | â(Va) = a} exists, and 
Cn := 0 otherwise; analogously Ca := {x G R" | V(x) < Va} if Va := max{Kv G 
K I = a } exists, and C „ := R" otherwise. 
The regions Cn and Ca are lower and upper confidence regions in the following 
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sense: the region C c l contains at most a fraction of a of all possible values of e in 
R n , since Pr(e G Ca) < Pr(a(V(e)) < a) < Pr(F(V(e) ) < a) = a; analogously Cn 
contains at least a fraction of a of all possible values of e in R". Generally holds 
CU C Ca. 
The interval-valued mapping x —> [0(^(3;)), a (V(x) ) ] is called a potential 
cloud. 
Note that potential clouds extend the p-box concept to the multivariate case 
without the exponential growth of work in the conventional p-box approach. From 
the fact that we construct a p-box on V(s) one can also see the relation to DS 
structures generated from p-boxes as in (21), with A; = Cai\Cn.. Thus the fo-
cal sets are determined by the level sets of V. To see an interpretation in terms 
of fuzzy sets one may consider C a , C a as a-cuts of a multi-dimensional interval 
valued membership function defined by a and a. However, clouds allow for proba-
bilistic statements, so they become a more powerful tool in the estimation of failure 
probabilities. 
The potential clouds approach not only helps us to overcome the curse of di-
mensionality in real-life applications, but also it turns out to enable a flexible 
uncertainty representation. It can process incomplete knowledge of different kinds 
and allows for an adaptive interaction between the uncertainty elicitation and the 
optimization phase, reducing the incompleteness of epistemic information via in-
formation updating. The adaptive step is realized by a modification of the shape 
of V in a graphical user interface. This is a unique feature in higher dimensions. 
To illustrate how unformalized knowledge can be provided by clouds assume 
that a set of data points is given, but no formal information about the probability 
distribution is available, in particular no correlation information. Frequently an 
expert still has some knowledge about the dependence between the uncertain vari-
ables involved, and he may be able to provide linear constraints as shown in Figure 
3. The lower and upper confidence regions constructed with clouds then become 
polyhedra, cf. Figure 4. We also see that these regions reasonably approximate the 
confidence regions in case that we knew the correlations exactly. 
The basic concept of embedding our approach in a design optimization problem 
is as follows. The designing expert provides an underlying system model - e.g., 
given as a black box model - and all currently available uncertainty information on 
the input variables of the model. The information is processed to generate a cloud 
that provides a nested collection of regions of relevant scenarios parameterized by 
a confidence level a. Thus we produce safety constraints for the optimization. The 
optimization minimizes a certain objective function (e.g., cost, mass) subject to the 
safety constraints to account for the robustness of the design, and subject to the 
functional constraints which are represented by the system model. The results of 
the optimization, i.e., the automatically found optimal design point a.nd the worst-
case analysis, are returned to the expert, who is given an interactive possibility 
to provide additional uncertainty information afterwards and rerun the procedure. 
For further details on the construction of potential clouds and cloud based design 
optimization the interested reader is referred to [32] and [33]. 
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Figure 3: Two random variables e1 , e2 with non zero correlation. The linear 
constraints model the unformalized knowledge of the expert about the dependence 
of the variables. 
Figure 4: On the left, plotted with dotted and solid lines respectively, are the 
lower and upper confidence regions for a = 50%, 80%, 95% of a '2-dimensional ran-
dom variable (e1,^2) belonging to a polyhedral potential cloud. On the right the 
corresponding confidence regions if the correlation was exactly known. 
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Collaborative work appears between intelligent agents of different types. 
The problem discussed occurred when many construction workers were taken 
to Germany from Romania to work in construction projects. Managers have 
to make independent groups of workers from some categories, like carpen-
ters, brick layers, etc. To discover their collaborative attitudes they use the 
scoring method, where every worker scores the others from different trades. 
The objectives are to form groups of workers with high compatibility value 
and to have a high compatibility value for the worst group, too. The prob-
lem becomes more interesting if software collaborative groups or specialized 
intelligent agents are involved. One has to prospect also the level of knowl-
edge overlap between the trade groups of agents. This paper resumes to the 
problem of construction workers so as there is no overlap between the trades 
and the level of knowledge is not in the universe of discourse. We propose a 
Greedy and a genetic algorithm approach and we compare these methods. 
Keywords : human resource allocation, genetic algorithm, minimax problem 
1 Introduction 
Our world proceeds toward team work. Nobody can perform good tasks alone on a 
long term. Nitchi in [1] considers the collaboration as an intelligent activity based 
on 3C (Communication, Coordination and Cooperation). Collaborative work in 
a group needs compatibility analysis. One can perform this with personality and 
aptitude tests, but also with the scoring method, where the group actors score each 
other. This paper proposes to take in consideration a real-life problem that came 
up when many construction workers were taken to Germany from Romania to work 
in construction projects [2]. A managerial problem was to distribute them in in-
dependently working groups. And the objectives were that those groups should be 
balanced and with high compatibility factors. The meaning of 'balanced' in this 
case is that the least fitted group should have a maximum value. 
'Sapientia Hungarian University of Transylvania from Cluj-Napoca, Faculty of Business and 
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In this paper we take in consideration the next relaxations without a loss of gen-
erality: we use only the scoring method (the aptitudes are not tested), there is 
no overlap between trade workers (a carpenter does not perform bricklayer tasks), 
inside a trade there is no scoring. 
We organize the remainder of the paper as follows. In section 2 we provide the 
mathematical background. Section 3 and 4 show the Greedy and the Genetic Al-
gorithm approach. Experimental results are shown in section 5. Finally, we draw 
some conclusions to this paper. 
2 The mathematical model 
We consider N the total number of workers, n the cardinality of trades, rrii car-
dinality of workers in trade i, mrnin minimal cardinality of -m.,, c7J the score given 
by person i to person j. We have rrii = N, oLj = 1 , . . . , 5. In the case when 
worker i is in a same trade with worker j we have cVJ = 0. Considering the scoring 
matrix Cij we construct the symmetrical collaboration matrix = vji = C/,- * Cji. 
We denote with W the total social value of the groups formed. The mathematical 
model obtained is: 
N N 
max ( E E ' 0 ^ ' ) W 
¿=i ¡-1 
where Xij = 1 in case of worker i is in a same group with worker j and a = 0 
otherwise. 
The second objective function reflects the balance between the groups. This ob-
jective leads us to a max-min or min-max problem. In case we have the formed 
groups Uk with k = 1 , . . . , m7niU> the second objective has the next form: 
{ E (2) max I mm 
V '' "i,jeuk / 
For our testing purpose we choose an objective function that reflects both initial 
objectives. If we use the previous notations, the new mathematical model obtained 
will be: 
( N N \ ( E E ^ ^ l + T t £ ) (3) j = 1 i = l j,j€Uk J 
The first part of the formula reflects the first objective, the second, the second 
objective. 
The objective function can be extended into this more general form, where 
oc (m-min) is a function of the minimal cardinality trade: 
( N N \ 
( E E + ^ {m«ni>) * min ( E v i j ) ) ( 4 ) 
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We cannot reduce the whole problem to a minimax problem for many reasons. One 
of this appears when we can form more groups than needed. 
3 The Greedy approach 
Greedy algorithms, as the word suggests, mimic the behavior of the people, for 
example, in every moment they try to obtain the best result that the present situ-
ation offers. In this section we propose some Greedy approaches to solve the main 
problem or subproblems. We think that the Greedy coalition formation proposed 
by us is a very interesting one because it follows both objectives of the managers 
at the same time. 
3.1 Greedy exclusion of workers 
This procedure solves only a subproblem of the whole because after the exclusion 
of workers we have to try to proceed to the coalition formation. In case the workers 
cardinality in trades is not the same, one has to exclude some of the workers from 
the coalition formation. This is true even in cases when managers can form more 
groups than needed. The Greedy exclusion of workers can be applied to the score 
matrix Cij or to the collaboration matrix Vij. The Greedy exclusion using the 
score matrix means that we exclude the workers with the smallest sum of scores 
received from the others and who belong to trades with superior cardinality than 
iTiinin- The Greedy exclusion using the collaboration matrix means that we exclude 
from the same trades the workers with the smallest sum of collaborative values. 
We study the problem for a small numerical example having brute-force result to 
compare with the algorithm's results. Like we expected and in concordance with 
the defined objective functions, we find that the exclusion using the collaboration 
matrix performs better. We observe that both approaches can exclude the global 
optima. 
3.2 Greedy coalition formation 
This algorithm is considered to be in the focus of the paper. We consider the 'best 
individual' any worker who, included in the group, brings the highest collaboration 
value to that group. Algorithm 1 describes this approach. The Greedy approach 
for the first objective derives from Step 6 of the algorithm. The second objective is 
hidden in Steps 5 and 6. The worst group chooses first to gain some equilibrium. 
When we construct the collaboration matrix we put the members of each trade 
in an adjacent position. This arrangement is useful for the implementation and 
understanding of the algorithm. As we see on the table presented, trades are 
{1,2,3,4}; {5,6,7,8} and {9,10,11}. Because of the last trade, we can form only 
3 groups. In the first step, the algorithm gives the following three sub-groups: 
{9, 5}=20; {10, 2}=20 and {11, 6} = 16. In the following step, the group with the 
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Algorithm 1 A Greedy-type algorithm 
Funct GRW1 
l: Choose one trade from the smallest cardinality trades. 
2: Put each individual from that trade in a different group. 
3: Initialize the group's collaboration values with 0. 
4: while groups are not formed do 
5: Put the coalitions in the ascending order of collaboration points gathered. 
6: In the order obtained in the previous step, choose the 'best individual' from 
the remaining individuals belonging to the remaining groups. 
7: Add the collaboration values between the new member and the old members 
to the collaboration value of the group. 
8: end while 
Table 1: One representation of a collaboration matrix 
1 2 3 4 5 6 7 8 9 10 11 
1 0 0 0 0 2 12 10 6 4 5 3 
2 0 0 0 0 6 3 5 5 2 20 1 
3 0 0 0 0 15 25 1 3 2 6 3 
4 0 0 0 0 5 2 8 15 4 12 6 
5 2 6 15 5 0 0 0 0 20 3 3 
6 12 3 25 2 0 0 0 0 15 5 16 
7 10 5 1 8 0 0 0 0 12 12 5 
8 6 5 3 15 0 0 0 0 12 5 8 
9 4 2 2 4 20 15 12 12 0 0 0 
10 5 20 6 12 3 5 12 5 0 0 0 
11 3 1 S 6 3 16 5 8 0 0 0 
smallest value will choose first. In the case of tie results, the algorithm chooses 
in a lexicographical order. The next step's results are the following groups: {11, 
6, 3} =44; {9, 5, 4}=29 and {10, 2, 7}=37. In this case W=110 and the value 
of the objective function, named fitness function (that we will use in GA part) 
F/ = W + V.,nin = 139. The values used are emphasized in the matrix. 
3.3 Greedy coalition formation when supply dominates 
In this case we can form more groups than needed. The algorithm uses the previous 
algorithm, denoted with GRW1: 
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Algor i thm 2 A Greedy-type algorithm with domination of supply 
Funct GRWD 
1: Solve the problem with GRW1. 
2: Keep the best result 
3: while cardinality of groups is greater than necessary do 
4: Eliminate the worker from the smallest cardinality trade used at step 1 in 
GRW1 that is from the worst group. 
5: Solve the reduced problem with GRW1. 
G: Keep the best result so far. 
7: end while 
4 Genetic algorithm approach 
A genetic algorithm (GA) is a heuristic method that mimics the evolution of species, 
described in [3] by Charles Darwin. Holland, in [4] describes the canonical genetic 
algorithm. In such an algorithm we use a population of individuals. Those are coded 
in binary strings (chromosomes) that describe the solution space of the problem. 
The first population is generated in a pseudo-randomized mode. This population 
is evolved by the GA in certain cycles, named generations. An accuracy value, 
named value of the fitness function gives us how 'good' the solution is. One can 
calculate the fitness value after decoding the chromosome. The best solution of 
the problem has the best fitness value too. This value is used in the reproduction 
process. The individuals with high fitness value have more chance to reproduce 
their genes. Standard implementation of the principle is the roulette wheel, fitness 
based selection. After the selection, the selected individuals are submitted to other 
genetic operators: crossover and mutation. The first operator combines two strings 
of chromosomes, the second modifies a single chromosome in a few bits. Important 
factors of efficiency of the G A are the probability values of applying these operators; 
the first contributes to the exploitation, the second to the exploration of the search 
space. De Jong in [5, 6, 7], gives some numbers for the 'optimal' parameters of the 
GA. 
4.1 Chromosomes formed by independent gene chains 
Permutation design of an individual (chromosome) is introduced to handle the TSP 
(Traveling Salesperson Problem). In this case we have special codification of chro-
mosomes, every gene representing a specific city. The order of the cities in each 
chromosome represents the order of traveling, consequently genes are not substi-
tutable, every gene has to be in all chromosomes of all generations. Because of 
this, we have specific genetic operators to maintain the structure of the chromo-
somes. We have crossover operators: PMX (Partially Mixed Crossover), OX (Order 
Crossover), CX (Cycle Crossover), ERC (Edge Recombination Crossover), Greedy 
Crossover and mutation operators, like the inversion operator or the classical op-
erator of permutation mutation where two bits of the chromosome are switched. 
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The genetic representation of our problem space leads us to chains of permutation 
chromosomes that form the main chromosome. Every chain codes a trade of work-
ers. Workers from the first trade are denoted with a;. One chromosome could be 
the following: 
{a i ,a 2 ,a 3 ,a 4 ,a5 ;6|,6 2 ,6 3 ,6 4 ,& 5 ; c i , c 2 , c 3 , c 4 } 
The decoding of this chromosome means that the groups formed are {a i ,&i ,Ci } , 
{<22.62,C2}. {ft3,63, c 3 } , {a 4 , 64,04 }and (¿5,65 are not used in the coalition forma-
tion. To roarii the total search space we don't need to permute all the chains from 
the chromosome. A crossover of a chromosome will be in the following way: we 
fix one chain from the minimal cardinality trades (in our case Ci), the rest of the 
chains will be submitted to a classical permutation crossover operator separately. 
In case we use the PMX (Partially Mixed Crossover) with hot points in the 3 and 
2 positions in the 1st and 2nd sub-chains with the next parents: 
P I = {a,i,a2,a-j, ||, a4 l 05561,62, II, ̂ 3,64,65;ci, c2, c3 , c 4 } 
P2 = { a 5 , a 2 , a i , ||, a4 , a3 ; 64, 61, ||, 63, 65, b2\ci, c2, c3 , c 4 } the offsprings are: 
01 = {a1, a2,aii, ||, a5, a4; 6 1 , 6 2 , | | , 6 4 , 6 5 , 6 3 ; C i , c 2 , c 3 , c 4 } a n d 
02 = {a5,a2,a1, ||, a3, a4; b4, 6 1 , | | , 6 2 , 6 3 , 6 5 ; c i , c2, c 3 , c 4 } 
If we decode the 2 offsprings they give us the next coalitions: 
{ a i , 6 i , c i } , { a 2 , 6 2 , c 2 } , { a 3 , 6 4 , c 3 } , { a 5 , 6 5 , c 4 } , a4 and 63 are excluded 
{ a 5 , 6 4 , C i } , { a 2 , 6 i , c 2 } , { a i , 6 2 , c 3 } , { a 3 , 6 3 , c 4 } , a 4 a n d 6 5 a r e e x c l u d e d 
We use the mutation operator over every sub-chain. The probability of mutation 
for the whole chromosome is between 0.1% and 1%. We assume that the algorithm 
choses for mutation from the first trade, workers from positions 2 and 4: 
02 = { a 5 , a 2 , a i , a 3 , a 4 ; 6 4 , 6 i , 6 2 , 6 3 , 6 5 ; c i , c 2 , c 3 , c 4 } 
02' = {a 5 , a 3 , a i 1 a 2 , a 4 ; 6 4 , 6 i , 6 2 , 6 3 , 6 5 ; c i , c 2 , c 3 , c 4 } 
4.2 Chromosome representation with control genes 
Control genes mimic real gene structure behavior [8]. Every chromosome is formed 
by a chain of binary control genes and the permutation chains, representing the 
trades. Control genes can activate or deactivate the functionality of the corre-
sponding permutation chain. In this problem, if the control gene for a chain is 
'1', then crossover and mutation genetic operators are performed on that chain (or 
trade) and no operator is applied in the other case. The complex crossover operator 
has two parts, one for control genes and one for the permutation chain. Since every 
chromosome has a control gene structure, when we apply the crossover operator we 
randomly choose only one of the control genes from the two parents. In case one 
control gene is 'not connected' (0), the first offspring inherits the whole correspond-
ing sub-chain from the first parent without modification, and the second offspring 
inherits in the same way from the second parent. The 'connected' (where control 
gene is 1) sub-chains are subject to permutation crossover operators. Those oper-
ators are applied to the same chains (trades) from the two parental chromosomes. 
One can use all binary genetic operators known to obtain the offspring's control 
genes. Because we don't want to have any more mutational effects for this combi-
natorial space, we use the one point crossover operator and a single-gene mutation 
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operator with small probability for the control genes. 
Figure 1 shows an example of control gene structure. Trades formed by workers 
are {1,2,3,4} ; {5 ,6 ,7 ,8 ,9} ; {10,11,12,13}; {14,15,16,17}. Trades 2 and 3 are 
'connected' and subject to genetic operators. 
Figure 1: Example of control genes structure 
Pi 
1 0 1 1 1 1 0 1 
11 2 |3 h |9 h 1 8 6 1 12 13 10 111 |14 |K> |17 1 
P2 
1 1 1 1 1 0- ' 0 1 
h 3 1 2 u h |8 |6 1.7 5 I io 12 11 1 13 t 14 |15 1 16 |17 1 
Ol 
1 0 1 1 1 0 0 1 
11 2 h |3 h |7 1« 1 6 5 1 12 13 10 111 14 1 15 1 16 |17 1 
02 
1 1 1 1 1 1 0 1 
M 3 h 1 2 h I» |7 1 5 6 1 1° 12 1 11 |13 ¡14 115 lie 1 
Figure 2: Complex crossover-PMX and single hot point 
Figure 2 shows us how the complex crossover operator works: we have PMX 
operator for permutation chains when we use the second parent's control genes and 
single point crossover for the control chain. In this case the first and the second 
trades are subject to the crossover operator. We assume that the random generator 
chose the hot points between the 2nd and 3rd worker for both trades. The control 
genes are subject of a single point crossover operator with a hot point between 
the 2nd and 3rd genes. Trades are: {1 ,2 ,3 ,4} , {5 ,6 ,7 ,8 ,9} , {10,11,12,13} and 
{14,15,16,17}. The fitness function used for testing is defined in the Mathematical 
model section. 
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5 Comparative results of the methods 
5.1 Implementation 
The program is implemented in Java language. The genetic algorithm part is 
implemented using the Jgap3.3[9], freely available GA package. The whole structure 
of the Jgap and a reused code from A. Mescauscas, N. Rotstan, K. Meffert is used. 
The main reused code is from TSP problem solved by A. Mescauscas[10]. We 
implement the cycle crossover operator and the composed crossover operator for 
the control gene structure reusing the Greedy crossover operator code. We also 
implement the fitness function for this problem. We use a population with 512 
chromosomes, a generation number of 128, crossover rate of 100% and mutation 
rate of 1%. 
5.2 Results obtained from the three data sets 
We save the two generated data sets in files and we use those in the testing process. 
We have 20 workers and 4 trades in the first set and 120 workers and 6 trades in the 
second set. The third data set is the student database collection, where students 
were asked about their preferences and the trades are formed in a random process. 
The students had known each other for 2 years. An introduction to this problem 
is treated in [11]. 
GA with independent gene chains gives a better result only in the case of the student 
database (18 students) and maybe because the distribution is far from uniform one. 
Table 2 shows the results obtained for the student database. The Greedy solution 
of 492, at the bottom of the table is singular because the algorithm always chooses 
the best worker in lexicographical order. The genetic algorithms run 40 times to 
obtain these results and give us the min, max and avg values presented in the two 
columns inside the table for each type of GA (with or without control genes). All 
Table 2: The students example results 
Genetic algorithm Control genes G A 
mm 477.00 484.00 
max 500.00 525.00 
avg 488.90 502.90 
Greedy 492.00 492.00 
the results obtained with control gene structure are better than those obtained with 
the simple G A (with independent gene chains), and the simple G A performs better 
than the Greedy solution. 
In the other cases of 20 and 120 workers the Greedy algorithm performs better. 
In order to increase the results of these cases, we combine the two methods. We 
generate the first population in the neighborhood of the Greedy solution. In this 
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case 'neighborhood' means that the first population chromosomes are derived from 
the Greedy solution chromosome by switching one pair of workers from a trade. 
If we want to define a greater neighborhood we can switch two or more pairs of 
workers. 
The results obtained for the data set with 20 workers in 4 trades using the Greedy 
method, the simple GA (with independent gene chains), the GA with control genes 
and the combined Greedy+GA method are shown in Figure 3. The same results 
are shown for the 120 workers data with workers in 6 trades in Figure 4. As we see 
in both figures, the results obtained in the following ascendant order are: simple 
GA, GA with control genes, Greedy result and the mixed algorithm, when the first 
population of the GA algorithm is generated in the neighborhood of the Greedy 
solution. Like in the students case the Greedy method give here one result for each 
data set too. We note that if the workers cardinality increases, than the difference 
between the GA solutions with or without control genes are insignificant. The 
average values of both data sets results are better when we use the control-gene 
structure instead of independent gene chains. We can affirm that the algorithm 
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Figure 3: Results of the algorithms with 20 workers 
6 Conclusions and future work 
We solve this human resource allocation problem with a proper Greedy algorithm 
and with two genetic algorithms with different structures. The Greedy+GA algo-
rithm depending on the cardinality of the workers has similar or better result than 
the Greedy result. 
As future work we propose to search the students' preferences every year and ana-
lyze how to form better teams and what kind of networks they form. The knowledge 
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Figure 4: Results of the algorithms with 120 workers 
of the students and some personality aptitudes are considered. Game-theory con-
siderations are also a possible research topic for this problem, where we have an 
authority (the manager) and N players with different preferences. The players 
could lie if they are threatened to be eliminated. We can define types of individuals 
from the scores they give others if they do not lie. If somebody gives only high 
marks to the others, he may be exasperated about his job and hope to be chosen 
in a group. However, this idea would take us in the direction of psychology. 
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Adaptive Scheduling Solution for Grid 
Meta-Brokering* 
Attila Kertészf József Dániel Dombif and József Dombi* 
Abstract 
The nearly optimal, interoperable utilization of various grid resources play 
an important role in the world of grids. Though well-designed, evaluated and 
widely used resource brokers have been developed, these existing solutions still 
cannot cope with the high uncertainty ruling current grid systems. To ease the 
simultaneous utilization of different middleware systems, researchers need to 
revise current solutions. In this paper we propose advanced scheduling tech-
niques with a weighted fitness function for an adaptive Meta-Brokering Grid 
Service, which enables a higher level utilization of the existing grid brokers. 
We also set up a grid simulation environment to demonstrate the efficiency 
of the proposed meta-level scheduling solution. The presented evaluation re-
sults show that the proposed novel scheduling technique in the meta-brokering 
context delivers better performance. 
Keywords: grid computing, meta-brokering, scheduling, grid service, ran-
dom number generator function 
1 Introduction 
Ten years ago a new computing infrastructure called the Grid was born. Ian Foster 
et. al. made this technology immortal by publishing the bible of the Grid [1] in 
1998. Grid Computing has become an independent research field since then: cur-
rently grids are targeted by many world-wide projects. A decade is a long time: 
though the initial goal of grids to serve various scientific communities by providing 
a robust hardware and software environment is still unchanged, different middle-
ware solutions have been developed (Globus Toolkit [2], EG EE [3], UNICOR.E [4], 
etc.). The realizations of these grid middleware systems formed production grids 
that are mature enough to serve scientists having computation and data intensive 
applications. Nowadays research directions are focusing on user needs: more effi-
cient utilization and interoperability play the key roles. To solve these problems 
*This work was supported by the FP7 Network of Exccllcnce S-Cubc funded by the European 
Commission (Contract FP7/2007-2013). 
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grid researchers have two options: as a member of a middleware developer group 
they can come up with new ideas or newly identified requirements and go through 
the long process of designing, standardizing and implementing the new feature, 
then waiting for the next release containing the solution. Researchers sitting 011 
the other side or unwilling to wait for years for the new release, need to rely on 
the currently available interfaces of the middleware components and use advanced 
techniques of other related research fields (peer-to-peer, web computing, artificial 
intelligence, etc.). We have chosen the second option to improve grid resource 
utilization with an interoperable resource management service. 
Since the management and advantageous utilization of highly dynamic grid 
resources cannot be handled by the users themselves, various grid resource man-
agement tools have been developed, supporting different grids. User requirements 
created certain properties that resource managers have learned to support. This 
development is still continuing, and users already need to stress themselves to dis-
tinguish brokers and to migrate their applications, when they move to a different 
grid. Interoperability problems and multi-broker utilization have emerged the need 
for higher level brokering solutions. The meta-brokering approach means a higher 
level resource management by enabling automatic and simultaneous utilization of 
grid brokers. Scheduling at this level requires sophisticated approaches, because 
high uncertainty presents at all stages of grid resource management. Despite these 
difficulties, this work addresses the resource management layer of middleware sys-
tems and proposes an enhanced scheduling technique to improve grid utilization in 
a high-level brokering service. 
In the following sections of this paper we are focusing on a meta-brokering 
solution for grid resource management and present an adaptive scheduling technique 
that targets better scheduling in global grids. In Section 2 we introduce meta-
brokering in grids, in Section 3 we describe our proposed scheduling solution, and in 
Section 4 we present our simulation architecture and the evaluation of our proposed 
solution. Finally, in Section 5 we gather the related research directions and Section 
6 concludes the paper. 
2 The need for grid meta-brokering 
Heterogeneity appears not only in the fabric layer of grids, but also in the middle-
ware. Even components and services of the same middleware may support different 
ways for accessing them. After a point this variety slows down grid development, 
and makes grid systems unmanageable. Most grid middleware systems have fixed 
interfaces to access their components and propagate information flow. In case of 
resource management most of the middleware systems provide access to static prop-
erties (number of CPUs, size of memory, etc.) and some also give dynamic ones 
(number of waiting jobs, expected response time), but this data is usually outdated 
due to timely periodic refreshing. As a result we can state that there is a high 
uncertainty in current grids, which is not likely to change soon. Though the first 
de facto middleware, the Globus Toolkit [2], did not have a resource broker that au-
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tomates resource selection, the currently used middleware systems have built-in or 
supporting brokers [8]. The development of different brokers and grids has started 
a separation process in the research and user community, too. Therefore one of the 
major problems of current grids is grid interoperability. Focusing on the resource 
management layer of grids an obvious solution would be to interconnect brokers 
to create interoperability. Unfortunately current brokers do not have a common 
protocol and uniform interface for intercommunication, though the OGF-GSA [10] 
started to work on this issue. Once they standardize a solution we still would need 
to wait till all the brokers implement it in order to establish interoperability. In 
order to achieve this goal in a short term we have chosen to interconnect brokers 
by a high-level resource manager: we introduced meta-brokering (first proposed in 
[7]) that means a higher level utilization of the existing, widely used and reliable 
resource brokers. Since most of the users have certificates to access more Grids, 
they are facing the problem of grid selection: which grid, which broker should I 
choose for my specific application? Just like users needed resource brokers to choose 
proper resources within a grid, now they need a meta-brokering service to decide, 
which broker (or grid) is the best for them and also to hide the differences of utiliz-
ing them. In this way the meta-brokering approach solves the grid interoperability 
problem at the level of resource management by providing a uniform interface for 
the users of all the grids they have access to. 
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Figure 1: Components of the Grid Meta-Broker Service 
Figure 1 introduces the revised architecture of the Grid Meta-Broker Service 
that enables the users to access resources of different grids through their own bro-
kers. In this way, this higher level tool matches resource brokers to user requests. 
The system is implemented as a web-service that is independent from middleware-
specific components. The provided services can be reached through WSDL (Web 
Services Description Language). In the following we give a brief summary of its com-
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ponents and their operation. As the JSDL (Job Submission Description Language) 
standard [5] proposed by OGF (Open Grid Forum [9]) is general enough to describe 
jobs of different grids and brokers, we have chosen this to be the job description 
language of the Meta-Broker. The Translator components of the Meta-Broker are 
responsible for transforming the resource specification defined by the user to the 
language of the appropriate resource broker that the Meta-Broker selects to use for 
a given job. Regarding all the various job specification formats used by different 
grid middleware systems not all job attributes can be expressed in each document. 
Furthermore we revealed some useful scheduling-related attributes that are also 
missing from JSDL. To overcome these limitations we specified MBSDL (Meta-
Broker Scheduling Description Language [6]). The main attribute categories are: 
middleware constraints, scheduling policies and QoS requirements. This schema 
can be used to extend JSDL with scheduling-related attributes. Besides describing 
user jobs, we also need to describe resource brokers in order to differentiate and 
manage them. These brokers have various features for supporting different user 
needs. These needs should be able to be expressed in the users JSDL, and iden-
tified by the Meta-Broker for each corresponding broker. Therefore we proposed 
an extendable BPDL (Broker Property Description Language [6]) - similar to the 
purpose of JSDL - , to express metadata about brokers. The common subset of the 
individual broker properties is stored here: the supported middleware, job types, 
certificates, job descriptions, interfaces, monitoring features and dynamic perfor-
mance data. The scheduling-related ones are stored in MBSDL: fault tolerant 
features (checkpointing, rescheduling, replication), agreement support, scheduling 
policies (ranking by resource attributes) and QoS properties (e.g. advance reser-
vation, co-allocation, email notification). The union of these properties forms a 
complete broker description document that can be filled out and regularly updated 
for each utilized resource broker. These two kinds of data formats are used by 
the Meta-Broker: JSDL is used by the users to specify jobs and the BPDL (Broker 
Property Description Language) by administrators to specify brokers - both parties 
can use MBSDL to extend their descriptions. 
The Information Collector (IC) component of the Meta-Broker stores the data 
of the reachable brokers and historical data of the previous submissions. This infor-
mation shows whether the chosen broker is available, or how reliable its services are. 
During broker utilization the successful submissions and failures are tracked, and 
regarding these events a rank is modified for each special attribute in the BPDL of 
the appropriate broker (these attributes were listed above). In this way, the BPDL 
documents represent and store the dynamic states of the brokers. All data is stored 
in XML, and advanced XML-serialization techniques are used by the IC. The load 
of the resources behind the brokers is also taken into account to help the Match-
maker to select the proper environment for the actual job. When too many similar 
jobs are needed to be handled by the Meta-Broker an eager matchmaking may flood 
a broker and its grid. That is the main reason why load balancing is an important 
issue. In order to cope with this problem, there is an IS (Information System) Agent 
component reporting to the Information Collector, which regularly checks the load 
of the underlying grids of each connected resource broker, and store this data. This 
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tool is implemented as separate web-service connected to the Information System 
of the grids behind the utilized brokers. With the additional information provided 
by this agent the matchmaking process can adapt to the load of the utilized grids. 
Finally, the actual state (load, configurations) of the Meta-Broker is also stored 
here, and it can also be queried by users. The continuous monitoring of grid load 
and broker performances makes this grid service self-adaptive. 
The previously introduced languages are used for matching the user requests to 
the description of the interconnected brokers: which is the role of the Matchmaker 
component. The JSDL contains the user request (this supposed to be an exact 
specification of the user's job) using the extended attributes, while the intercon-
nected brokers are described by their BPDL documents. The default matchmaking 
process consists of the following steps to find the fittest broker: 
• The Matchmaker compares the JSDL of the actual job to the BPDL of the 
registered resource brokers. First the job requirement attributes are matched 
against the broker properties stored in their BPDLs: this selection determines 
a group of brokers that are able to submit the job. This phase consists of two 
steps: first the brokers are filtered by all the requirements stated in the JSDL. 
When none of the brokers can fulfill the request, another filtering process will 
be started with minimal requirements (those ones are kept which are real 
necessary for job execution). If the available brokers still can not accept the 
job, it will be rejected. 
• In the second phase the previous submissions of the brokers and the load 
of the underlying grids are taken into account: The MatchMaker counts a 
rank for each of the remaining brokers. This rank is calculated from the load 
that the IS Agent regularly updates, and from the job completion rate that is 
updated in the PerformanceMetrics field of the BPDL for each broker. When 
all the ranks are counted, the list of the brokers is ordered by these ranks. 
• Finally the first broker of the priority list is selected for submission. 
3 Adaptive Scheduling for meta-brokering 
In the previous section we introduced the Grid Meta-Broker. and shown how the 
default matchmaking is carried out. The main goal of this paper is to enhance the 
scheduling part of this matchmaking process. To achieve this, we have created a 
Decision Maker component and inserted it into the MatchMaker component of the 
Meta-Broker (see Figure 1). The first part of the matchmaking is unchanged: the 
list of the available brokers is filtered according to the requirements of the actual 
job read from its JSDL. Then the list of the remaining brokers along with their 
performance data and background grid load are sent to the Decision Maker in order 
to determine the fittest broker for the actual job. The scheduling techniques and 
the process are described in the following paragraphs. 
The Decision Maker uses a random number generator, and we chose a JAVA 
solution, which generates pseudorandom numbers. This generator produces exactly 
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the same sequence of random numbers for each execution with the same initial value. 
This initial value is called the seed. The JAVA random number generator class uses 
uniform distribution and 48-bit seed, which is modified by a linear congruential 
formula[l 1]. The default seed is the current time in milliseconds since 1970. We also 
developed a unique random number generator, which generates random numbers 
with a given distribution. We called this algorithm as generator function. In our 
case we defined a score value for each broker, and we created the distribution based 
on the score value. For example the broker which has the highest score number has 
the highest probability to be chosen. In this algorithm the inputs are the broker id 
and the broker score, which are integer numbers (see Table 1). 






The next step is to choose a broker and put it into a temporary array: the 
cardinality is determined by the score value (see Table 2). After the temporary 
array is filled, we shuffle this array and choose an array element using the JAVA 
random generator. In the example shown in Table 3 the generator function chose 
the broker with id 4. 
Table 2: Elements in the temporary array 
Broker ID 3 3 4 4 4 5 6 6 
Array ID 1 2 3 4 5 6 7 8 
Table 3: Shuffled temporary array 
Broker ID 4 3 ü 3 ! - ' 4 1 4 5 6 Array ID 1 2 3 4 |: 5 1 G 7 8 
Java Random generator: 5 
To improve the scheduling performance of the Meta-Broker we need to send 
the job to the broker that best fits the requirements and executes the job without 
failures with the shortest execution time. Every broker has three properties that 
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the algorithm can rely on: the successful counter, the failure counter and the load 
counter." 
• The successful counter represents the number of jobs which had finished with-
out any errors. 
• The failure counter shows the number of failed jobs. 
• The load counter indicates the actual load of the grid behind the broker (in 
percentage). 
We have developed four different kinds of decision algorithms. The trivial algorithm 
uses only a random number generator to select a broker. The other three algorithms 
take into account the previously mentioned broker properties. These algorithms 
define a score number for each broker and use the generator function to select one. 
To calculate the score value we build a weighted sum of the evaluated properties. 
This number is always an integer number. Furthermore, the second and third 
decision algorithms take into account the maximum value of the failure and load 
counter. This means that we extract the maximum value of the properties before 
multiplying them with the weight. The generator function of the third algorithm 
chooses a broker which score number is not smaller than the half of the highest 
score value. 
After testing different kinds of weighted systems, we conclude that the most 
useful weights are shown in Table 4) that represent the weights of the used decision 
algorithms. 
Table 4: The weights of the decision makers 
Decision Maker Success-weight Failed-weight Load-weight 
Decision I. 3 0.5 1 
Decision II. 4 4 4 
Decision III. 4 4 4 
During the utilization of the Meta-Broker, the first two broker properties (suc-
cessful and failure counter) are incremented through a feedback method, that the 
simulator (or a user or portal in real world cases) calls after the job submission is 
finished. The third property, the load value, is queried by the Meta-Broker from 
an information provider (Information System) of a Grid. During simulation this 
data is saved to a database by the Broker entities of the simulator (described later 
and shown in Figure 2). This means by the time we start the evaluation and till 
we do not receive feedback from finished jobs the algorithms can only rely on the 
background load of the grids. To further enhance the scheduling we developed a 
training process that can be executed before the simulation in order to initialize 
the first and second properties. This process sends a small number of jobs with 
various properties to the brokers and set the successful and failed jobs number at 
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the BPDLs of the brokers. With this additional training method we expect shorter 
execution times by selecting more reliably brokers. 
4 Evaluation 
In order to evaluate our proposed scheduling solution, we have created a general 
simulation environment, in which all the related grid resource management entities 
can be simulated and coordinated. The GridSim toolkit [12] is a fully extendable, 
widely used and accepted grid simulation tool - these are the main reasons why 
we have chosen this toolkit for our simulations. It can be used for evaluating VO-
based resource allocation, workflow scheduling, and dynamic resource provisioning 
techniques in global grids. It supports modeling and simulation of heterogeneous 
grid resources, users, applications, brokers and schedulers in a grid computing en-
vironment. It provides primitives for the creation of jobs (called gridlets), mapping 
these jobs to resources and their management, therefore resource schedulers can be 
simulated to study scheduling algorithms. GridSim provides a multilayered design 
architecture based on SimJava [13], a general purpose discrete-event simulation 
package implemented in Java. It is used for handling the interaction or events 
among GridSim components. All components in GridSim communicate with each 
other through message passing operations defined by SimJava. 
Figure 2: Meta-Brokering simulation environment based on GridSim 
Our general simulation architecture can be seen in Figure 2. On the bottom-
right part we can see the GridSim components used for the simulated grid systems. 
Resources can be defined with different grid-tvpes. Resources consist of more ma-
chines, to which workloads can be set. On top of this simulated grid infrastructure 
we can set up brokers. The Broker and Simulator entities have been developed 
by us in order to enable the simulation of meta-brokering. Brokers are extended 
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GridUser entities: 
• they can be connected to one or more resources; 
• different properties can be set to these brokers (agreement handling, co-
allocation, advance reservation, etc.); 
• some properties can be marked as unreliable; 
• various scheduling policies can be defined (pre-defined ones: rnd - random 
resource selection, fcpu - resources having more free cpus or less waiting jobs 
are selected, nfailed - resources having less machine failures are selected); 
• generally resubmission is used, when a job fails due to resource failure; 
• finally they report to the IS (Information System) Grid load database by 
calling the feedback method of the Meta-Broker with the results of the job 
submissions (this database has a similar purpose as a grid Information Sys-
tem). 
The Simulator is an extended GridSim entity: 
• it can generate a requested number of gridlets (jobs) with different properties, 
start and run time (length); 
• it is connected to the created brokers and able to submit jobs to them; 
• the default job distribution is the random broker selection (though at least 
the middleware types are taken into account); 
• in case of job failures a different broker is selected for the actual job; 
• it is also connected to the Grid Meta-Broker through its web service interface 
and able to call its matchmaking service for broker selection. 
4.1 Preliminary testing phase 
Table 5 shows the details of the preliminary evaluation environment. 10 brokers can 
be used in this simulation environment. The second column denotes the scheduling 
policies used by the brokers: fcpu means the jobs are scheduled to the resource with 
the most free cpus, nfail means those resources are selected that have less machine 
failures, and rnd means randomized resource selection. The third column shows the 
capabilities/properties (eg: coallocation, checkpointing, ...) of the brokers: three 
properties are used in this environment, subscript F means unreliability, a broker 
having such a property may fail to execute a job with the requested service with a 
probablity of 0.5. The fourth column contains the number of resources utilized by a 
broker, while the fifth column contains the number of background jobs submitted to 
the broker (SDSC BLUE workload logs taken from the Parallel Workloads Archive 
[14]) during the evaluation timeframe. 
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Figure 3: Diagrams of the preliminary evaluation for each algorithm 
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Figure 4: Diagrams of the preliminary evaluation for each algorithm with training 
phases 
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Table 5: Preliminary evaluation setup. 
Broker Scheduling Properties Resources Workload 
1. fcpu A 8 20*8 
2. fcpu B 8 20*8 
3. fcpu C 8 20*8 
4. fcpu AF 8 20*8 
5. fcpu BF 8 20*8 
6. fcpu CF 8 20*8 
7. nfail AFB 10 20*10 
8. nfail ACF 10 20*10 
9. nfail BFC 10 20*10 
10. rnd - 16 20*16 
As shown in the table we utilized 10 brokers to execute our first experiment. 
In this case we submitted 100 jobs to the system, and measured the makespan of 
all the jobs (time elapsed from submission till the successful finishing, including 
waiting time in the queue of the resources and resubmissions on failures). Out of 
the 100 jobs 40 had no special property (this means all the brokers can successfully 
execute them), for the rest of the jobs the three properties were distributed equally: 
20 jobs had property A, 20 had B and 20 had C. Each resource of the simulated 
grids has been utilized by 20 background jobs (workload) with different submission 
times according to the distribution defined by the SDSC BLUE workload logs. 
Figure 3 shows the detailed evaluation runs with the scheduling algorithms 
Decision 1 (Dl) , 2 (D2), 3 (D3) and without the use of the Meta-Broker (randomized 
broker selection - Rnd) respectively. Figure 4 shows the measured values with the 
three algorithms with training (we submitted 10 jobs to each broker to set their 
initial performance values). In Figure 5 we can see the averages of the tests with 
the different algorithms. This illustrates best the differences of the simulations with 
and without the use of the Meta-Broker. 
After we have seen the diagrams of the preliminary evaluations we can state that 
all the proposed scheduling algorithms (DI, D2 and D3) provide shorter execution 
times than the random broker selection. In the main evaluation phases our goal 
was to set up a more realistic environment and to experience with a higher number 
of jobs. 
4.2 Main testing phase 
Table 6 shows the evaluation environment used in the main evaluation. The simu-
lation setup was derived from real-life production grids: current grids and brokers 
support ony a few special properties: we used four. To determine the (propor-
tional) number of resources in our simulated grids we compared the sizes of current 
production grids (EGEE VOs, DAS3, NGS, Grid5000, OSG, ...). We used the same 
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Figure 5: Summary diagram of the preliminary evaluation 
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Figure 6: Simulation in the main evaluation environment 
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Table 6: Main evaluation setup. 
Broker Scheduling Properties Resources Workload 
1. fcpu /1 6 50*6 
2. fcpu Af 8 50*8 
3. fcpu A 12 50*12 
4. fcpu B 10 50*10 
5. fcpu BF 10 50*10 
6. fcpu B 12 50*12 
7. fcpu BF 12 50*12 
8. fcpu c 4 50*4 
9. fcpu c 4 50*4 
10. fcpu ApD 8 50*8 
11. fcpu AD 10 50*10 
12. fcpu ADp 8 50*8 
13. fcpu ABF 6 50*6 
14. fcpu ABCp 10 50*10 
notations in this table as before. 
In the main evaluation we utilized 14 brokers. In this case we submitted 1000 
jobs to the system, and again measured the makespan of all the jobs. Out of the 
1000 jobs 100 had no special property, for the rest of the jobs the four properties 
were distributed in the following way: 30 jobs had property A, 30 had B, 20 had 
C and 10 had D. The workload logs contained -50 jobs for each resource. In the 
training processes 100 jobs were submitted to each broker prior the evaluations to 
set the initial values. Figure 6 shows the graphical representation of the simulation 
environment. 
In the first phase of the main evaluation the simulator submitted all the jobs at 
once, just like in the preliminary evaluation. The results for this phase can be seen 
in Figure 7. 
In the first phase we could not exploit all the features of the algorithms, because 
we submitted all the jobs at once and the performance data of the brokers were 
not updated early enough for the matchmaking process. To avoid this, in the last 
phase of the main evaluation we submitted the jobs periodically: 1/3 of the jobs 
were submitted in the beginning, then the simulator waited for 200 jobs to finish 
and update the performances of the brokers. After this the simulator submitted 
again 1/3 of all the jobs and waited for 300 more to finish. Finally the rest of 
the jobs (1/3 again) were submitted. In this way the broker performance results 
could be used by the scheduling algorithms. Figure 8 shows the results of the last 
evaluation phase. Here we can see that the runs with training could not make too 
much advantage of the trained values, because the feedback of the first submission 
period compensates the lack of training. 
Figure 9 displays the summary of the different evaluation phases. The depicted 
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Figure 7: Diagram of the first phase of the main evaluation 
Figure 8: Diagram of the second phase of the main evaluation 
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Figure 9: Summary of the evaluation results 
columns show the average values of each evaluation runs with the same parameters. 
The results clearly show that the more intelligence (more sophisticated methods) 
we put into the system the higher performance we gain. The most advanced version 
of our proposed meta-brokering solution is the Decision Maker with the algorithm 
called Decision3 with training. Once the number of brokers and job properties will 
be high enough to set up this Grid Meta-Broker Service for inter-connecting several 
Grids, with the presented scheduling algorithms our service will be ready to serve 
thousands of users even under high uncertainty. 
Meta-brokering means a higher level solution that brokers user requests among 
various grid domains. One of these promising approaches aims at enabling commu-
nication among existing resource brokers. The GSA-RG of OGF [10] is currently 
working on a project enabling grid scheduler interaction. They try to define com-
mon protocol and interface among schedulers enabling inter-grid usage. In this work 
they propose a Scheduling Description Language to extend the currently available 
job description language solutions. This work is still in progress, up to now only 
a partial SDL schema has been created. The meta-scheduling project in LA Grid 
[15] aims to support grid applications with resources located and managed in dif-
ferent domains. They define broker instances with a set of functional modules: 
connection management, resource management, job management and notification 
management. These modules implement the APIs and protocols used in LA Grid 
through web services. Each broker instance collects resource information from its 
neighbors and save the information in its resource repository or in-core memory. 
The resource information is distributed in the Grid and each instance will have a 
5 Related work 
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view of all resources. The Koala grid scheduler [16] was designed to work on DAS-2 
interacting with Globus [2] middleware services with the main features of data and 
processor co-allocation; lately it is being extended to support DAS-3 and Grid'5000. 
To inter-connect different grids, they have also decided to use inter-broker commu-
nication. Their policy is to use a remote grid only if the local one is saturated. In 
an ongoing experiment they use a so-called delegated matchmaking (DMM), where 
Koala instances delegate resource information in a peer-2-peer manner. Gridway 
introduces a Scheduling Architectures Taxonomy [17], where they describe a Mul-
tiple Grid Infrastructure. It consists of different categories, we are interested in the 
Multiple Meta-Scheduler Layers, where Gridway instances can communicate and 
interact through grid gateways. These instances can access resources belonging to 
different administrative domains (grids/VOs). They pass user requests to another 
domain when the current is overloaded - this approach follows the same idea as 
the previously introduced DMM. Gridway is also based on Globus, and they are 
experimenting with GT4 and gLite [3]. Comparing the previous approaches, we can 
see that all of them use a new method to expand current grid resource management 
boundaries. Meta-brokering appears in a sense that different domains are being ex-
amined as a whole, but they rather delegate resource information among domains, 
broker instances or gateways. Usually the local domain has preference, and when 
a job is passed to somewhere else, the result should be passed back to the initial 
point. Regarding multi-grid usage, the existing grids are very strict and conserva-
tive in the sense that they are very reluctant to introduce any modification that 
is coming from research or from other grid initiatives. Hence the solutions aiming 
at inter-connecting the existing brokers through common interfaces require a long 
standardization procedure before it will be accepted and adapted by the various 
grid communities. On the other hand the advantage of our proposed meta-brokering 
concept is that it does not require any modification of the existing grid schedulers, 
since it utilizes and delegates broker information by reaching them through their 
current interfaces. The HPC-Europa Project researchers also considered taking 
steps towards meta-brokering [18]; currently we have an ongoing work together 
with them to define a common meta-brokering model. 
6 Conclusions 
The Grid Meta-Broker itself is a standalone Web-Service that can serve both users 
and grid portals. The presented enhanced, adaptive scheduling solution with this 
Meta-Broker enables a higher level, interoperable brokering by utilizing existing 
resource brokers of different grid middleware. It gathers and utilizes meta-da.ta 
about existing widely used brokers from various grid systems to establish an adap-
tive meta-brokering service. We have developed a new scheduling component for 
this Meta-Broker called Decision Maker that uses weighted functions with random 
generation to select a good performing broker to user jobs even under high uncer-
tainty. We have evaluated the presented algorithms in a simulation environment 
based on GridSim with real workload samples. The presented evaluation results 
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affirm our expected utilization gains: the enhanced scheduling provided by the De-
cision Maker enables better adaptation and results in a more efficient job execution. 
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Parameter Learning Online Algorithm for 
Multiprocessor Scheduling with Rejection* 
Tamás Németh1' and Csanád Imreh* 
Abstract 
In multiprocessor scheduling with rejection the jobs are characterized by 
a processing time and a penalty and it is possible to reject the jobs. The 
goal is to minimize the makespan of the schedule for the accepted jobs plus 
the sum of the penalties of the rejected jobs. In this paper we present a 
new online algorithm for the problem. Our algorithm is a parameter learning 
extension of the total reject penalty algorithm. The efficiency of the algorithm 
is investigated by an experimental analysis. 
Keywords: online algorithms, scheduling, experimental analysis 
1 Introduction 
In this paper we develop a new algorithm for the solution of the online scheduling 
with rejection problem on identical machines. The algorithm is based on the idea of 
learning the parameter of the Reject Total Penalty (RTP) algorithm. We measure 
the efficiency of the new algorithm by an experimental analysis. 
The problem of scheduling with rejection is defined in [2]. In this model, it is 
possible to reject the jobs. The jobs are characterized by a processing time and a 
penalty. The goal is to minimize the makespan of the schedule for the accepted 
jobs plus the sum of the penalties of the rejected jobs. In the online case a 2.618-
competitive algorithm is given for arbitrary number of machines. This algorithm 
is called Reject Total Penalty (RTP). One basic idea in scheduling with rejection 
is to compare the penalty and the load (processing time divided by the number of 
machines) of the job, and reject the job in the case when the penalty is smaller. This 
greedy algorithm can make a bad decision when the number of machines is large and 
this makes possible to appear large jobs with small loads. RTP handles these jobs 
more carefully. We give the detailed definition in the next section. In [2] a further, 
1.618-competitive algorithm is presented in the case of 2 machines. Matching lower 
bounds are also given. In the offline case an FPTAS is presented for fixed number 
*This research has been supported by the Hungarian National Foundation for Scientific Re-
search, Grant F048587. 
tInstitute of Informatics, University of Szeged E-mail: {tnemeth,cimreh}®inf.u-szeged.hu 
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of machines, and a PTAS in the case where the number of machines is part of the 
input. The preemptive version of online scheduling with rejection is studied in [14], 
a generalized version of the reject total penalty algorithm is analyzed, and it is 
proved that this generalized algorithm is 2.387-competitive for arbitrary number 
of machines. A general lower bound of 2.124, and a lower bound of 2.33 for the 
class of obliviously scheduling algorithms (the accepted jobs are scheduled without 
knowledge of the rejection penalties) are also proved. In [7] the offline scheduling 
problem with rejection is investigated in some more complex machine models. In 
[8] an FPTAS is given for scheduling with rejection on related parallel machines. A 
further extension of the problem where the machines have cost and the algorithm 
has to purchase the machines before using tliern is investigated in [6] and [13]. A 
general machine scheduling problem on two sets of machines which generalizes the 
problem of scheduling with rejection is presented in [11]. 
Typically, the quality of an online algorithm is judged using competitive analy-
sis. An online scheduling algorithm is C-competitive if the algorithm cost is never 
more than C times the optimal cost. On can find many details about competi-
tive analysis in [4], [9] and [12]. Considering the competitive ratio the problem of 
scheduling with rejection on identical machines is completely solved in the general 
case, where no further restrictions are given on the jobs, algorithm RTP is an opti-
mal online algorithm in the sense that it achieves the smallest possible competitive 
ratio. On the other hand in some cases the algorithm which has the best compet-
itive ratio does not work well in average cases or on real data sets. In the area of 
online scheduling algorithms only a few papers present experimental studies, such 
papers are, for example, the next ones: In [1] the algorithms for online multipro-
cessor scheduling to minimize the makespan are investigated. In [3] a multicriteria 
version of the scheduling problem is studied. In [5] online scheduling with release 
dates to minimize the weighted total completion time is investigated. 
The paper is organized as follows. In the next section we introduce the basic 
notations and recall the most important results which are used in the paper. In 
Section 3 we present the developed parameter learning algorithm. Section 4 con-
tains the description of the experimental analysis, and the evaluation of the results. 
In Section 5 we summarize the results and list some further open problems related 
to the paper. 
2 Notations and preliminaries 
In the problem considered there are m identical machines. Each job j has a pro-
cessing time denoted by Pj and a penalty denoted by Wj. For an arbitrary list J of 
jobs and an algorithm A, we denote by A( J) the cost of the schedule produced by 
algorithm A on list J. 
As a subroutine we will use an online scheduling algorithm. Several algorithms 
are developed for the online scheduling problem on n identical machines (see the 
survey [15]), we will use the classical, greedy online scheduling algorithm LIST 
([10]). This algorithm always schedules greedily the arriving job on the least loaded 
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machine. 
Considering the problem of multiprocessor scheduling with rejection, it is a 
straightforward idea to reject the jobs where the penalty is smaller than the load. 
The following greedy algorithm gives this solution for the problem. 
Algorithm Greedy 
If Wj < Pj/m is valid for job j then reject it otherwise accept and schedule it 
by LIST. 
Unfortunately Greedy makes bad decisions in some cases. If only one job arrives 
with a large processing time M and penalty M/m + e, then Greedy accepts and 
schedules it, and this shows that it is not better than m competitive. Therefore its 
competitive ratio is not constant. 
In [2] an algorithm called RTP is defined which achieves a constant competitive 
ratio. It is a refined version of Greedy, it also rejects some large jobs with uij > 
p-i/m, these jobs are collected in set R. We can define this algorithm as follows. 
Algorithm RTP ( a ) 
• 1. Initialization. Let R := 0. 
• 2. When job j arrives 
— (i) If wj < then reject. 
— (ii) Let r = *}2iea Wi + wj. If r < a • pj, then reject job j , and set 
R = Ru{j}. 
— (iii) Otherwise, accept j and schedule it by LIST 
In [2] the following statement is proved about the competitive ratio of RTP. 
Proposition 1. RTP is (3+\/(5)) /2 competitive, with parameter a = (\/(5) — 1)/2 
In the same paper it is proved that no algorithm with better competitive ratio 
exists. 
Proposition 2. There exists no online algorithm that is P-competitive for some 
constant P < (3 + \/5)/2 and for all m. 
3 Parameter learning algorithm 
Proposition 1 and Proposition 2 solves the problem of multiprocessor scheduling 
with rejection on identical machines for the general case as far as the competitive 
analysis is concerned. RTP((\/5—1)/2) is the best possible online algorithm for the 
solution of the problem. On the other hand sometimes the algorithms which have 
better competitive ratio show worst performance in average case on real or randomly 
generated inputs. In the area of online scheduling such example can be found in [1] 
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where the online algorithms for multiprocessor scheduling to minimize makespan 
are analysed by an experimental analysis and it is shown that the simple LIST 
algorithm has better performance than some of the more complicated algorithm 
with smaller competitive ratio. 
In the case of scheduling with rejection the parameter a — (\/b — l ) / 2 is the 
value which minimizes the competitive ratio, thus it is a natural question whether 
using some other parameter can improve the average case. In this section we present 
a new algorithm PAROLE (Parameter Online Learning) which tries to learn the 
best parameter during its execution. The algorithm works in phases, after each 
phase it chooses a new parameter based on the known part of the input. First 
we define a frame algorithm which uses the selection of the new parameter as a 
subrutin, then we define the subrutin which finds the new parameter. We defined 
the phases by the number of arriving jobs, the phase is finished after 250 jobs. 
Algorithm PAROLE (PHASE i) 
• At the beginning of phase i, use algorithm CHOOSE to find a new parameter 
OIL. 
• Perform RTP(ai) on the arrived part of the input. Change set R. 
• Use RTP(ai) for the jobs arriving during the phase. 
It is a straightforward idea to use the value a; where the cost RTP(q. ;)( / ) is 
minimal for the known part of input. Unfortunately it seems to be difficult to find 
the optimal .value of the parameter. RTP(a)(I) is neither monotone nor continuous 
function of a. It is a step function, but it may have many pieces. Our conjecture 
is that it is an NP-hard problem to find the optimal value of a, but it seems to 
be difficult to prove that. Therefore we used the following sampling algorithm to 
find the new value of the parameter. The algorithm uses the previous value of the 
parameter denoted by a*. 
Algorithm CHOOSE 
• Generate one element from the intervals [(z — l ) /10, i /10] by uniform distri-
bution for % — 1 , . . . , 10. Denote this set by Sj. Consider the value a from Si 
where RTP(a) has the smallest cost on I. Denote it by a. 
• Generate one element from the intervals [a* — z/100,a* — (i - 1)/100], [a* + 
(i - 1 ) / 1 0 0 , a* +¿/100], [a —¿/100, a-{i-1)/100], [a + {i - 1)/100, a + i/100] 
for i = 1 , . . .10 by uniform distribution. Denote the set of the generated 
elements by Si- Return the value a from S? U {a* } U { a } where R.TP(a) has 
the smallest cost on I. 
The basic idea of CHOOSE is to select a good parameter value. We investigate 
the neighborhoods of two candidates, one is the previous value of the parameter 
and a further one is a new value a which is the best among several candidates 
selected independently on the previous value of the parameter. 
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4 Experimental analysis 
4.1 Description of the performed tests 
To investigate the performance of the new parameter learning algorithm we per-
formed the following experimental study. We have implemented the algorithms 
presented above and analysed their behavior on randomly generated test cases and 
on real data. 
During the analysis we investigated the following algorithms. 
• the Greedy algorithm 
• RTP (a) with a = (\/5 — l ) / 2 
• the parameter learning algorithm PAROLE. 
To test the algorithms we considered the following classes of input. We used 
real data sets (Tests A and B) furthermore we used randomly generated inputs 
which were defined by the same distributions as in [1] and [3]. In each cases we 
used relatively large inputs in the tests, the reason is that for large inputs PAROLE 
has enough possibility to learn and use the best value of the parameter. 
• Test A (real data): We collected the processing times of the tasks on the 
server www.szakoktatas.hu. The database contained around 100000 jobs. 
The average size of the jobs were 2597.1, the standard deviation was 20129.96. 
The smallest job had size 1, the largest had size 3134460. Therefore the jobs 
sizes followed the situation described in [1], there were very large jobs. On the 
server each process had a priority value which measured the importance of 
the task, this value is received by some properties of the jobs. The following 
properties were considered: the owner of the jobs (each user had a priority), 
the type of the job (the jobs are assigned to different classes by their type 
and each class has some priority value), some jobs had deadline (the deadline 
were also taken into account). We used a linear combination of these values 
to define the penalty. The average penalty was 272.83 the standard deviation 
was 229.32. The minimal penalty was 1, and the maximal was 2613. 
• Test B (real data): We collected the processing times of the tasks on the 
server www.moravarosi.hu. The database contained around 200000 jobs and 
the jobs were larger than in the previous test. The average size of the jobs were 
15608.96. the standard deviation was 120991.53. The smallest job had size 1, 
the largest had size 18839728. We used the priority to define the penalty in 
the same way as in Test A. We obtained larger penalties, the average penalty 
was 572.99, the standard deviation was 481.58. The minimal penalty was 1, 
the maximal one was 5487. 
• Test C: In this case we generated the size of the jobs by exponential distribu-
tion. We used the parameter A = 1/1000, therefore the expected value of the 
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size of the jobs were 1000, the variance was 1000000. We generated the penal-
ties by exponential distribution as well, the used parameter was A = 1/100, 
therefore the expected value of the penalty of the jobs were 100, the variance 
was 10000. 
• Test D: In this case we generated the size of the jobs by hyperexponential dis-
tribution. We used two value At = 1/800, pi = 1/2, A, = 1/1200, p2 = 1/2. 
Therefore the expected value of the size of the jobs is pi /A] + p 2 /A 2 = 1000, 
the variance was 1080000. We generated the penalties by hyperexponen-
tial distribution as well, te used parameters were Ai = 1/80, pi = 1/2, 
Aj = 1/120, p2 = 1/2, therefore the expected value of the penalty of the 
jobs was 100, the variance was 10800. 
• Test E: In this case we generated the size of the jobs by Erlang-2 distribution. 
The used parameter was A = 500, thus the expected size was 1000, the 
variance was 500000. We generated the penalties by Erlang-2 distribution 
as well, the used parameter was A = 1/50, therefore the expected value of the 
penalty of the jobs was 100, the variance was 5000. 
• Test F: In this case we generated the size of the jobs by bounded pareto 
distribution. We used the distribution B(k,p,a) where k (the bound on the 
smallest job size) was 1, p (the bound on the longest job size) was 20000, a 
is chosed to get the expected size 1000. We used the same distribution for 
penalties with upper bound 1000 and expected value 100. 
In the case of the real data sets we used two subcases: the large input contained 
the full list of the jobs, in the small input we only used the first 20 percent of the 
jobs. We used 10 machines. The results are summarized in table 1. In the randomly 
generated tests we also investigated 2 subclasses. In the smaller size inputs 10000 
jobs, in the larger size inputs one million jobs were generated and again we used 10 
machines in the test. For every class we performed 100 randomly generated tests, 
the average results are summarized in table 2. 
Table 1: The cost for real data 
















We also investigated the number of rejected jobs. There was a big difference 
between test A and test B, in test A about 25 percent of the jobs was rejected and 
in test B around 42. This was expected since in test B the ratio of the expected 
values of the penalties and the jobs are smaller (in test A this ratio is 0,105 and in 
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' Table 2: The average costs for randomly generated inputs 
































test B it is 0.037). In the randomly generated tests the ratio of the rejected jobs 
moved between 22 and 30 percent. 
Considering the behavior of the algorithms we can observe that in each cases 
Greedy rejected the less jobs, and RTP rejected the most jobs. It is what we 
expected RTP and PAROLE reject each job which is rejected by Greedy. 
If we consider the two type of costs then Greedy pays the less penalty and RTP 
the most. On the other hand only a small difference appeared in the amount of 
the paid penalty, it was less than 2 percent in all cases. In most tests the penalty 
is between 35 and 45 percent of the total cost, in the case of test B this ratio is 
larger, 60 percent. 
4.2 Analysis of the results 
Evaluating the results of the tests we can make the following observations: 
• In most cases there is only small difference in the efficiency of the algorithms. 
The largest ratio of the costs occurred in test C(Small), where the ratio 
Greedy/RTP is 1.098. In most cases the ratio of the best and worst solution 
is below 1.05. 
• RTP gave the best results in 6 test cases, PAROLE in 4 test cases and Greedy 
in 2 cases. On the other hand we note that PAROLE never resulted the worst 
result among the three algorithms. Thus we can conclude that PAROLE 
either gives the best result or its performance is between the performance of 
the other algorithms. 
• The experimental results show that Greedy has better performance for the 
larger inputs. We think so that the reason of this property is that for large 
inputs Greedy can correct more easily the consequences of its bad decisions 
(when it accepts a large job, which actually should be rejected). 
• We excepted that Greedy rejects the less jobs, and it has the less penalty cost 
and RTP pays the most penalty cost. Our tests confirmed this assumption. 
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It seems that PAROLE is more careful in rejecting jobs than RTP. On the 
other hand we can conclude that there are not big differences in the number 
of rejected jobs, in the test cases the three algorithms have similar behavior. 
Summarizing the results of our experimental analysis we can conclude that 
the performance of PAROLE is usually between the performances of the other 
algorithms, therefore it can be useful in online computation where we have no 
information about the input. 
5 Conclusions and further questions 
In this paper we presented a new algorithm for the solution of the online scheduling 
with rejection problem. The efficiency of the algorithm is studied by an experimen-
tal analysis. The analysis shows that the algorithm gives good results on randomly 
generated inputs and on real data. Considering the algorithm defined in this paper 
some further open questions arise, we list them below. 
The most important question is to characterize the complexity of finding the 
optimal value of the parameter of RTP. We conjecture so that this problem is NP-
hard. It would be interesting to find better algorithms than CHOOSE to generate 
the next value of the parameter, we think so that such algorithm might improve 
significantly the efficiency of the algorithm. Finally we note that there exist further 
online problems where the best algorithm belongs to a class of algorithms and it is 
defined by fixing a parameter value which achieves the best competitive ratio. It 
is also an interesting question whether the idea of parameter learning is useful for 
such problems. 
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Determining Initial Bound by "Ray-method" in 
Branch and Bound Procedure 
Anett Racz* 
Abstract 
In this paper we present an algorithm for determining initial bound for 
the Branch and Bound (B&B) method. The idea of this algorithm is based 
on the use of "ray" as introduced in the "ray-method" developed for solving 
integer linear programming problems [11], [12]. Instead of solving an integer 
programming problem we use the main idea of the ray-method to find an 
integer feasible solution of an integer linear programming problem along the 
ray as close to an optimal solution of the relaxation problem as possible. The 
objective value obtained in this manner may be used as an initial bound for 
the B&B method. It is well known that getting a "good bound" as soon as 
possible can often significantly increase the performance of the B&B method. 
Keywords: integer programming, branch and bound, ray-method, initial 
bound 
1 Introduction 
It is well known that the performance of the B&B method mainly depends on the 
following three main factors: 
• the rule used to choose the "branching" variable, 
• the strategy used for generating binary search tree and 
• the value of the initial bound. 
Generally speaking, while the branching variable and strategy determine the size 
of the binary tree to be generated, getting a "good" bound as soon as possible can 
dramatically reduce the size of the tree to be considered, since the bound is used 
to prune those parts of the tree where the value of the objective function cannot 
be better than the bound. 
Numerous efforts have been made in the past decades to investigate the general 
properties and behavior of the B&B method, e.g. [3, 6, 7, 13, 14, 16, 17, 18], to im-
prove its computational efficiency, e.g. [4, 8, 9, 10, 15], to maximize its performance 
in different computational environments, see for example [5, 19], etc.1 
'Department of Applied Mathematics and Probability Theory, Faculty of Informatics, Univer-
sity of Debrecen, 4032 Debrecen Egyetem tér 1., Hungary, E-mail: anett . raczSinf .unideb .hu 
1 The list of the relevant literature is so long, that in the framework of the current paper there 
is not enough space even to begin to cover all of the relevant items. 
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However, there is still some research being done in order to develop alternative 
algorithms for problems involving discrete variables. One of such investigations was 
performed in the Computer Center of the Russian Academy of Sciences [11, 12]. 
Schematically, the method developed by Khachaturov et al. is based on the search 
of "better" feasible integer solutions in some special set along some direction called 
a "ray". In this paper we present a new procedure for determining an initial bound 
for the branch and bound method which uses the basic ideas of the ray-method 
described in [11, 12]. 
The paper is organized as follows. In Section 2 we briefly overview the original 
ray-method - its mathematical background, its general scheme, different ways to 
define the ray, and implementation issues. In Section 3 we explain the main idea 
of the algorithm proposed: here we define the ray, then describe the main steps of 
the procedure, and finally, using a small illustrative numerical example, we show 
how this algorithm may be utilized. Section 4 summarizes my conclusions and my 
plans for future research. 
2 The original " R a y - m e t h o d " 
Originally, the method was developed for a non-linear integer programming problem 
of the following form: 
f{x) — min (1) 
St. 
xeSc R'\ (2) 
X = (xi,x2,...,xu), XJ - integer, j = 1, 2 , . . . ,n, (3) 
where feasible set 
S = {x G Rn | gi(x) < bi, i = 1,2,..., m} 
is a convex, bounded and non-empty set, objective function f(x) is non-linear dif-
ferentiate V.t £ S and bounded from below on S, functions <?,;(x), i = 1,2,... ,m, 
are non-linear and differentiable. 
2.1 The mathematical background 
Definition 1. Let be given a feasible integer point x° £ R". We will say that 
integer point x' belongs to neighborhood set 0{x°), i.e. x' G 0(x°) if values 
are relative primes. 
Note that 0 ( x ° ) has the following obvious properties. 
Proper ty 1. x° £ 0{x°). 
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Property 2. If point x' e 0(x°), then on the straight, line open segment {.xl),x') 
there is no integer point, i. e. there is no integer point x such that 
x = x° + \(x'-x°), 0 < A < 1 . 
Let S(x°) denote the subset of feasible set S, where / ( x ) is strictly less than 
/Or0), i.e. 
S(xQ) = {xeS\ f(x) < f(x<])}. 
Using this notation we can formulate the following optimization criteria. 
Theorem 1. Feasible integer point x° is an optimal solution for problem (l)-(3) 
if and only if 
0(x°) n S(x°) = 0 (4) 
Proof: see. [11], [12]. 
2.2 The general scheme 
Let x° be an integer feasible solution for problem (l)-(3). In accordance with the 
main idea of the method we have to find such an integer point x' S 0(x°) that 
x' e O(z°)nS(:E0). If O(a:0)n5(.Tl)) = 0, then x° is an optimal solution for problem 
(l)-(3). The problem is solved. 
Otherwise, i.e. if 0(xa) fl S(x°) ^ 0, then we solve the following one-variable 
minimization problem: 
/ (A) = f(x° + X(x' - x0 ) ) — min (5) 
x° + A(.t' -x°)£S (6) 
A > 0. (7) 
Since both points xu and x' belong to the convex bounded non-empty feasible set 
5, constraint (6) defines the segment of straight line a;0 + X(x' — x°), which belongs 
to S. So constraints (6) and (7) determine a non-empty bounded subset of 5. Since 
original objective function / ( x ) is continuous Va; € S and bounded from below, it 
means that function /(A) is continuous and bounded too on any subset of S. The 
latter means that problem (5)-(7) is solvable and may be solved by any suitable 
numerical method. Let \„,.in be its optimal solution and [Amjn] denote its integer 




XQ + ([Amin] + l){x' - x°) i S, 
f(x° + (l\,nin} + l ) ( z ' - Z0)) > f(x° + [Kmi\(x'~ x°)) . 
Now we construct the following point: 
( x° + [A.„„;7l](x' - x°), if (8) or (9) takes place, 
1 x° + ([A.mjn] + 1)(.t' — XU), otherwise. 
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In other words, first, solving problem (5)-(7) we search the minimal value of 
function (5) 011 the ray beginning from point a;0 and passing through point x'. 
Then on this ray we have to find an integer feasible point x" for which fix") is 
most close to value /(A, ; i i„) . In the next step we denote point x" by a;0 and repeat 
the process. The new set Six 0 ) differs from the previous one by only one constraint 
f(x) <= fix0) = fix"). 
Since the number of integer points in feasible set S is bounded, the process will 
terminate in a finite number of iterations. 
2.3 Different rules to define the ray 
Let point x° be an integer feasible solution for problem (l)-(3), i.e. x° £ S. We 
will say that L = {x £ i?n | x = x° + XI, A > 0}, where I = (luh, • • • ,L) £ Rn, 
is a ray, if there is A' > 0 such that / ( a 0 + A'/) < fix0). Using this notation, we 
describe here the following three ways by [12] for constructing a ray. 
Procedure 1: Let x* be the optimal solution of the relaxation problem (i.e. 
the problem without the integrality constraints) (l)-(2). Define ray L as 
L = {x £ Ru | x = x° + A (x* - x"), A > 0}. (10) 
Procedure 2: Calculate the gradients V(/;(x) at the point x° for all giix), i = 
1, 2 , . . . , m, functions, and introduce rays Li, i = 1 , 2 , . . . , rn, in the following way: 
Li = x" + XVcjiix0), A > 0, 
if exists such A' > 0, that / ( x ° + A' V&(x 0 ) ) < fix0). And 
Li = x° - X Vgiix0), A > 0, 
otherwise. 
Procedure 3: Choose the following formula for the ray. 
L = x° - XV fix0), A > 0. (11) 
2.4 Implementation issues 
In contrast to the transparency of the theoretical background for the method there 
are serious difficulties with its implementation and computational efficiency. The 
main and most serious of them is checking optimality criteria for a given feasible 
integer point x° since set O(x 0 ) may contain a huge number of integer points. Note 
that, as was mentioned above, these integer points were selected on the basis of the 
usage of relative prime numbers, so determining these integer points may be a very 
hard and computationally very expensive problem. This is why the developers of 
the method for numerical experiments used different approximate variants of the 
method and tested it using problems of relatively small size (up to 100 constraints 
x 120 variables). 
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3 The new method proposed 
As was mentioned above, the ray-method was originally developed as a method 
for solving non-linear integer programming problems. Using the main ideas of the 
method, below we propose a new algorithm which may be used for determining 
the initial bound in the branch and bound method when solving integer linear 
programming problems. 
3.1 Preliminaries 
Consider the following pure integer linear programming minimization problem: 
¡i 
f(x) = Y1 c j xJ — " m i n ( 1 2 ) 
j = i 
St. 
IT. 
CL¡jXj < bi, i = 1 ,2 , . . . ,m, (13) 
.7 = 1 
x-j > 0, integer, j = 1,2,... ,n. (14) 
Here and in what follows we assume that relaxation problem (12)-(14) is solvable 
(i.e. has a non-empty feasible set and objective function f(x) over the feasible set 
has a finite lower bound) and vector 
•mill f iniii lililí iiiiu.\ 
X — > J'2 I • • • I •1'II J 
is its relaxation non-integer solution. Furthermore, we suppose that the corre-
sponding maximization relaxation problem is solvable too, and 
.max ( -max iillix niax\ .L — ^ A j , .L2 , . . . , J.,, ) 
is its optimal solution. These two assumptions play a very important role in our 
algorithm since we use points x'"mi and x'"au: to determine the ray for indicating 
the direction of the search. Moreover we assume that x"" '1 ^ xma'x. 
3.2 Main steps 
Using the given notation, the algorithm proposed may be described in the following 
steps. 
0. Initial point: Let us denote point x'"'u by x°, and I = (li, • • •, /„.), where 
lj =X'!UIX - x f i u , j = l...n. 
1. Ray: Define the ray in the following way: 
L = xa + \(x'""'r' -xa), 0 < A < 1 . 
Note that since feasible set S is convex, it means that all points of L are 
elements of set S. 
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2. Constructing set O(x 0 ) : Let J° be a set of indexes of integer components of 
a0 , i.e. Ju = { j G J| x° = [x°]}, where J — { 1 , 2 , . . . ,n } . We define set 0 ( x ° ) 
as the set of such points x which satisfy the following constraints: 
(15) 
Generally speaking 0(x°) is the unit-cube containing the point x°. If J° = 0, 
then the dimension of this unit-cube is n. 
Before starting the iterations let us define the point x' := x° and calculate 
the first perforation point Pact = (p-j ,p2,..., pn) solving the following opti-
mization problem: 
A —> max 
< Xj < + 1, if j £ J° , 
xj] < Xj < [*?] + 1, if j G J° and l j > 0 , 
x°] - 1 < Xj < ) if j G J° and l j < 0 , 
Xj = J if j G J° and l j = 0 . 
St. 
pj=xlj+Xlj j = l,2,...,n, 
W) < Pi 
< Pi 





S^l + 1, 
[x^] + 1, j G J° and lj > 0 
[xj>], j G J() and lj < 0 




Shifting: Now we enter new variables yj = xj — [x'y], j = '1,2, . . . , n , and 
construct new feasible set S' in the following way 




b[ = h - ^ a ^ J x ^ ] , z — 1 , 2 , . . . , T l x . 
i=l 
Obviously, set S' is the intersection of the current set O(x') and feasible set 
S shifted to point 0. Then we solve the following 0-1 LP problem 
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Vj — 0/1 , j = 1 , 2 , . . . ,n , (21) 
where 71 
CO = ^ C j l x ' j ] , 
¿=1 
using Balas' additive algorithm (implicit enumeration) [2]. If problem 
(19)-(21) has 0-1 optimal solution y*, then we determine vector 
x* = (xl,xT2,... ,x*l), where 
x* = y* + [x'j], j = l , 2 , . . . , n , 
and use value f(x*) = f'(y*) as an initial bound for the branch and bound 
method. Stop. 
Otherwise, 
4. Perforation point: We determine point P1lcr.t. where the ray "perforates" the 
hull of the next unit-cube along the ray solving the following optimization 
problem: 





Xj-Xj+Xlj j = 1 , 2 , . . . ,n , 
< Xj < \pj] + 1, j $ J' , 
< Xj < \pj] + 1, j G J' and lj > 0 




< [pj], j e J' and lj < 0 , 
Xj = bil. 'j e J' and = 0 > 
where J' = { j 6 J| p7- = [Pj]}- Here constraints (23) and (24) provide Puaxt £ 
L and Pnext £ 0(Parj,), correspondingly. Obviously, this problem is solvable, 
i.e. has a non-empty feasible set and its objective function is bounded from 
above. Let P„,c:,:i, = (p'l,p'2,... ,p'n) solve problem (22)-(24) and A' be the 
maximal value of objective function (22). 
Let us define middle point x! of the section \Paci.', Pnaxi]'-
, _ Pj+Pj j = l,2,...,n . (25) 
Furthermore, we do not need point Paci any more, so we overwrite it with 
the value of PNEXU i.e. PACT := PNEXT. 
5. Next unit-cube: Having point x' we can determine the next unit-cube along 
the ray using the following rule: 
< [x'j] + 1, if j J' , < Xi 
< Xj < [x'j] + 1, if j G J' and l j > 0 , 
1 < Xj 
l̂ -J 
if j G J' and l j < 0 , 
if j G J' and lj = 0 , 
(26) 
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where J' = { j G J\ x[- = [x'j]}. Go to step 3. 
Since the number of unit-cubes "perforated" by the ray is finite, the process will 
terminate in a finite number of iterations. It may occur that when determining next 
perforation point x' we obtain A' > 1. It means that unit-cubes constructed along 
the ray do not contain any integer feasible point for original problem (12)-( 14). It 
means the method fails. 
3.3 An illustrative numerical example 
Here the main steps of the method proposed using a small numerical example are 
illustrated. The method proposed was partially implemented in the frame of the 
educational linear and linear-fractional package WinGULF [1]. The package has 
numerous options for the B&B method - we can choose the direction of the search 
(first left node and then right one or vice versa), different rules for selecting a 
branching variable (for example, "fractional part most close to 0.5", "smallest frac-
tional part", "biggest fractional part", "smallest value", "biggest value", etc.), user 
defined initial bound, etc. When testing the method proposed, most of the options 
built in were used. 
Consider the following numerical example: 
/ ( * ) = 
St. 
. 20a; i + 2 1 x 2 + 18x3 — > min 
9x'i + 1 .5x 2+ 7x3 < 1350 , 
5.5xi + 1.1-2+ 9.X3 > 1250 , 
—4.5a;i — 10x2+ 2.5X3 < -1050 , 
X'l, x2 , X3 — integer. 
Solving both (minimization and maximization) relaxation problems we obtain the 
following: 
a,.»»" = ( 65.042, 97.799, 88.274) , 
xin"x = ( 0.000, 523.076, 80.769), 
L = ( -65.042, 425.277, -7.504) . 
Let us denote x " " n with x° and construct set 0 ( x ° ) , i.e. the following unit-cube: 
65 < x\ < 66 , 
0{x°) : <( 97 < xo < 98 , 
58 < x3 < 89 . 
So we can construct the first shifted problem: 
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f'(y) = 
at. 
20i/i + 21?y2+ 18 </3 + 4921 
92/1 + 1-52/2+ 7y3 < 3.5 , 
5.57/1 + 12/2 + 9 2/3 > 3.5 , 
•4.5j/i- IO2/2+ 2.5 y3 < -7.5, 
max 
V\-. 2/2, 2/3 - 0/1 
and try to solve it. Since the problem is infeasible, we have to determine the next 
unit-cube along the ray. In order to obtain the next unit-cube first we solve the 
following problem (see (23)-(24)): 
A —» max 
St. 
X l = 65.042 + A(—65.042) 
rc2 = 97.799 + A(425.277) , 
x3 = 88.274 + A(—7.504) , 
65 < xi , 
x2 < 98 , 
88 < x-A 
and obtain the first perforation point P\\ 
A' = 0.00047, Pi = (65.011, 98, 88.270) . 
To find the next perforation point Po we have to solve the following problem: 
A —> max 
xi = 65.042+ A(-65.042) , ' 
x2 = 97.799 + A(425.277) , 
x3 = 88.274+ A(-7.504) , 
65 < xi , 
x2 < 99 , 
88 < x3 , 
St. 
so we obtain 
A" = 0.00064, P2 = (65, 98.07, 88.26) 
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Using these points P\ and P-> we find the middle point 
x' = (65.006, 98.03, 88.26) . 
This point allows us to construct the next shifted problem: 
f'(v) 
St. 
202/! + 217/2 + 18273 + 4 9 4 2 
9 y i + 1-51/2 + 72/3 < 2 , 
5.51/1 + 1?72 + 92/3 > 2 . 5 , 
—4.52/1 — 1 0 2 / 2 + 2-57/3 < - 2 . 5 , 
Vu 2/2, 2/3 - 0/1 . 
This problem has no feasible solution. 
Proceeding to the next perforation point Pj, we obtain the following optimiza-
tion problem to solve 
A —* max 
St. 
x, = 65.042 + A(—65.042) , 
x2 = 97.799 + A(425.277) , 
x3 = 88.274 + A(—7.504) , 
64 < x\ , 
x2 < 99 , 
88 < x:i . 
We obtain A = 0.0028 and the next perforation point P3 = (64.85, 99, 88.25). 
Therefore the next middle point is x' = (64.93, 98.53, 88.26) and the shifted 
problem is as follows: 
f'(y) 
St. 
202/1 + 2 1 0 2 + I82/3 + 4 9 2 2 
9;yi + 1-52/2 + < H , 
5.51/1 + l?/2 + 9;</:Í > 8 , 
- 4 . 5 y i - 101/2 + 2-52/3 < - 2 — } 
Vu 2/2, 2/3 - 0/1 . 
The optimal solution of this problem is y* = (0, 1, 1) and / ' ( ? / ) = 4961. This 
value may be used as an initial bound. The corresponding integer point is x* = 
(64, 99, 89). 
Note that the initial bound obtained (4961) is very close to the optimal value 
(after solving the problem we obtain 4959). Below is presented a table with results 
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obtained from WinGULF after running B&B method on this numerical example 
using different strategies (from left to right and vice versa) and different branching 
rules. "Wo.I.B." means without an initial bound and "W.I.B." means with an 
initial bound. 
Branching Left -> Right Right - » Left 
variable Wo.I.B. W.I.B. Wo.I.B. W.I.B. 
Minimal index 291 37 37 33 
Maximal index 31 23 243 23 
Max. value 33 25 245 25 
Min. value 31 25 25 25 
Max. fract. part 105 41 37 37 
Min. fract. part 31 23 23 23 
Most close to 0.5 31 25 25 25 
4 Further work and ideas to improve efficiency 
Some simple manual tests were performed. These preliminary tests show that it 
could be worth making more efforts in the topic and in performing computerized 
numerical tests with different LP problems including MIPLIB and other test col-
lections. It is clear that test results depend very hard 011 the search strategy and 
branching rules used when running B&B. This is why it would be worth devel-
oping a special software application, which could be used when comparing the 
efficiency of the ray-method in different cases. Moreover, we would like to improve 
the ray-method too. One of the possible directions for further research may be an 
investigation connected with extending the main ideas of the method to the case 
of mixed integer programming problems. Another open question is ray-selection in 
the case when the maximization problem is unbounded. 
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A Fixed Point Theorem for Stronger Association 
Rules and Its Computational Aspects* 
Gábor Czédlit 
Abstract 
Each relation induces a new closure operator, which is (in the sense of data 
mining) stronger than or equal to the Galois one. The goal is to give some 
evidence that the new closure operator is often properly stronger than the 
Galois one. An easy characterization of the new closure operator as a largest 
fixed point of an appropriate contraction map leads to a (modest) computer 
program. Finally, various experimental results obtained by this program give 
the desired evidence. 
Keywords : Association rule, database, data mining, lattice, poset, context, 
concept lattice, formal concept analysis, Galois connection, functional depen-
dency. 
1 Introduction to a new closure operator 
Although the terminology of formal concept analysis is frequently used in the first 
two sections, the paper belongs neither to formal concept analysis nor to other 
applied fields about data bases. These fields are used only as a part of motivations 
of the present study. However, in the converse direction, there is some hope that 
this section and mainly the next one may give some motivation to these fields. This 
section is devoted only to definitions and some basic properties; our motivations 
will be given in the next section. 
Following Wille's terminology, cf. [11] or [7], a triplet 
is called a context 
if A™ and AW are nonempty sets and p C A^0' x A ' 1 ' is a 
binary relation. From what follows, we fix a context ( . 4 ^ , p) and let po = P and pi = p~l. "This rcscarch was partially supported by the NPSR of Hungary ( O T K A ) , grant no. T 049433 
and K 60148 
^University of Szeged, www.niath.u-szegcd.hu/~czedli/. E-mail: czedliamath.u-szeged.hu 
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From now on, unless otherwise stated, i will he an arbitrary element of {0 ,1 } . So 
whatever we say including i without specification, it will be understood as prefixed 
by Vi. The set of all subsets of A^ will be denoted by P(A(,)). 
It is often, especially in the finite case, convenient to depict our context in the 
usual form: a binary table with row labels from column labels from and 
a cross in the intersection of the .-r-th row and the y-th column iff (x, y) £ p. We will 
refer to this table as the context table. For example, a context is given by Table 1. 
(In an appropriate sense, cf. Table 2, this is the smallest interesting example.) The 
concrete meaning of this context is not relevant for this paper1. 
b i bo i>3 04 
Ű1 X X 
Ü2 X X 
tt:s X X X 
ÍM X 
a 5 X X X 
Table 1 
A mapping V^ : P(A^) - » P(A^) is called a closure operator if it is extensive 
(i.e., X C V^(X) for all X £ P{A^)),. monotone (i.e., X C Y implies V^{X) C 
£ > « ( r ) ) , and idempotent (i.e., = V^(X) for all X 6 P ( / l ( i ) ) ) . 
By a pair of extensive operators we mean a pair V = where 
P(A^t')) —> P(A^) is an extensive mapping for i — 0,1. If these mappings are 
closure operators then D is called a pair of closure operators. 
If V = and £ = (f:*",^1)) are pairs of extensive operators then 
V < £ means that P ( i ) (X ) C £ ^ ( X ) for all i £ {0,1} and all X e P{A^). 
Now, associated with (A^0^, A ^ , p ) , we define some pairs of closure operators. 
The motivation will be given afterwards. For X £ P(A^) let 
Xpi = {v e : for all a; e X , (x,y) £ Pi}, 
and, again for X £ P(A^), define 
y€Xpi 
Then Q = i?^1') is the well-known pair of Galois closure operators, which 
plays the main role in formal concept analysis, cf. Wille [11] and Ganter and Wille 
[7]. The visual meaning of 
g = g(Aw,A{1\P) 
is the following. The maximal subsets of p of the form i/ ( ( ) ) x ¡7(1) with U{i) C A^ 
are called the (formal) concepts, cf. [11] or [7]. Pictorially, they are the maximal 
full rectangles U ^ x U ( o f the context table. (Full means that each entry is a 
'This is a context about juggling, the details arc at Publications/[77] in the author's web site. 
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cross.) For Xi S P(A(l)) take all maximal full rectangles f / ( 0 ) x £/ (1) such that 
X C then g W ( X ) is the intersection of all the U^ 's . 
Now we define a sequence C/, i — 0 . 1 , 2 , . . . , of pairs of of closure operators. 
For X <E P(A^) let 
Xipi := {Y £ P(Al-]~i'>) : there is a surjection ip : X —» Y with ip C p j . 
Pictorially, the elements of X'lpi are easy to imagine. For example, let i = 0, i.e., 
let X C be a set of rows. Select a cross in each row of X , then the collection of 
the columns of the selected crosses is an element of Xtpo, and each element of X'</>o 
is obtained this way. For example, if X = {01,02} in Table 1 then Xtpo consists of 
{61}, {61,62}, {61,63} and {62,63}. 
Let Co = Q- If Cn is already defined then let 
C « 1 ( X ) : = C W ( X ) n P| ( J {y}Pl-i. (1) 
YeXfc y£C^-i\Y) 
This defines the pair Cu+1 = ( c j ,%, C^+i). 
The easiest way to digest formula (1) is to think of it pictorially. For example, let 
i = 0 and X C A ' 0 ' , and suppose that Cn = (Cn\ Ci1 ') is already well-understood. 
Then a row 2 belongs to C.,^i(X) if and only if z £ Cn\X) and, in addition, for 
each set Y £ Xtpo of columns there is a column y in ciP(Y) such that y intersects 
the row z at a cross. (Notice that X-i/>o has already been explained pictorially, 
C n \ x ) and C n \ Y ) are already well-known by assumption, and y need not be 
unique and it depends on Y.) 
Finally, let 
0 0 CO 
which means that, for all X e P(A^), 
00 
C™(X) = p| C ^ ( X ) . 
71 = 0 
Although the above definitions look neither friendly nor natural at the first sight, 
they had a proper application in [3]; proper means that C was heavily used when 
proving a theorem which has nothing to do with the notion of C. Notice also that 
it was routine to prove in [3] that we have indeed defined pairs of closure operators. 
Lemma 1. (cf. [3]) C = C{A^\A^\p) and. Cu = Cn(A^°\ A™,p) (n = 0 ,1 , . . J 
are pairs of closure operators. Further, Q = Co > C\ > Co > • • • > C. 
It is well-known and goes back to Galois that, for each context ( A ^ , 
the complete lattices ( { X e P{AW) : G^{X) = X } , C ) and ( { X e P(A^) : 
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Q ^ ( X ) = X } , C) are dually isomorphic. The analogous statement is far from 
being true for C; indeed, in case of the context given by Table 1, |{X € 
C ( 0 ) (X ) = X}\ = 12 while |{X £ P(A<'>) : C<-l\X) = = 10. 
From now on we always assume that ( A ^ , p) is finite. Then there are 
only finitely many pairs of operators, whence there is a smallest n with C = Cn = 
Cu+1 = C„+2 = • • • • This raises the natural question how large this ri can be. To 
shed more light on C, we answer this question below. 
Let us say that (A^0', A ^ \ p ) is a decomposable context if there a,re nonempty 
sets B ( i ) and C w with B^ U C™ = A « and B(i) n C ( i ) = 0 such that 
p = (p n (B(1)) x B<")) U ( p n (C ( 0 ) x C ( 1 ) ) ) . 
Otherwise A ' : ' , p ) is called an indecomposable context. We say that it is a 
uniform context if |{2.'}p;| = \{y}pi\ for all x.y G 
For example, all finite block 
designs (P, B, I) and, in particular, all finite projective spaces (P, L, I) are uniform 
contexts. If |{a;}p,;| = \{y}Pi\ = 2 for all x,y G A^ then we speak of a 2-uniform 
context In the terminology of context tables, a context is 2-uniform iff there are 
exactly two crosses in each row and in each column. 
Now, as an anonymous referee of [4] suggested, it is routine to extract from 
[3] that even if we restrict ourselves to finite indecomposable 2-uniform contexts, 
arbitrarily large numbers n with Q — Co > C\ > > Cj • • • Cn occur. We close 
this section by recalling an open problem about C; for motivation and a possible 
application cf. [3]. 
Prob lem 1. Is it true that for each indecomposable uniform context (A^1', A ' 1 ' , p) 
with |A(°>| > 3 and > 3 there exists an i G {0,1} and there are x,y,z G 
such that 
^ ( { i . y } ) n C^{{y,z)) n C^({z,x}) = 0? 
2 Motivations 
Now we give our motivations, and this will explain why "association rule" occurs 
in the title of the paper. Closure operators have been playing an important role in 
the theory of relational databases and knowledge.systems for a long time, cf. e.g., 
Caspard and Monjardet [2] for a survey. Nowadays most investigations of this kind 
belong to formal concept analysis, cf. Canter and Wille [7] for an extensive survey. 
The theory of mining association rules goes back to Agrawal, Imielinski and Swami 
[1]; Lakhal and Stumme [8] gives a good account on the present status of this field. 
For a data miner, the context is a huge binary database, and mining association 
rules is a popular knowledge discovery technique for warehouse basket, analysis. 
In this case is the set of costumers' baskets, AW 
is the set of items sold in 
the warehouse, and the task is to figure out which items are frequently bought 
together. This information, expressed by so-called "association rules", can help the 
warehouse in developing appropriate marketing strategies. For example, {cereal, coffee} —» {milk} 
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is an association rule (in many real warehouses), and this association rule says that, 
with a given probability p, costumers buying cereal and coffee also buy milk. When 
milk € (/^'{cereal, coffee} then this probability is 1 and we speak about a strong 
association rule. 
However, the importance of looking for the hidden regularities and rules is 
not restricted only to huge databases. The success of formal concept analysis, cf. 
Ganter and Wille [7], or Mendeleyev's classical periodic system of chemical elements 
show that exploring some rules in small databases may also lead to important 
results. From this aspect, the present paper offers C, a mathematical tool, to 
formulate some regularities in abstract contexts. Since C < Q, the "association 
rules" corresponding to C are stronger than the previously mentioned ones. It 
would be nice to find some concrete contexts outside mathematics, say in natural 
or social sciences, where C has some real applications and gives new insights that Q 
does not. This is much beyond the scope of the present paper but there is a hope, 
for finding associations is an integral part of any creative activity. 
Now we use the context given by Table 1 to develop our ideas further. Let 
X = {(¿1,02} C = { a j , . . . ,a 5 } . Then { « i , . . . ,(¿4} x {6]} is the only relevant 
maximal full rectangle to compute G^(X) = { a i , . . . , «4}. Since Y = {62,63} G 
Xtpo but there is no y G G^(Y) = {62,63,64} with a4 G {y}pi, formula (1) gives 
0.4 ^ After the trivial and therefore omitted details we can easily see that 
C = Cj and C(°>(X) = {a , , a2,a:i}. 
Suppose our whole knowledge is decoded in the context and we have to associate 
an element with X . Usually we want an element outside X , and we look for 
something similar, i.e., we want an element which shares the common attributes of 
the elements of X . So the first answer is that we should associate some element of 
G^°\X) \ X — {<23, «4}. This way we obtain more than one element, but we may 
want to chose only a single one. For example, which of a3 and 0.4 should a scientist 
choose if the context represents something in his research field and choosing both 
is not permitted2? The unique element a3 of C^'^(X) \ XI The other element, «4? 
We cannot answer to this question of decision making in full generality. 
The main motivation to investigate C is that [3], where C has a proper applica-
tion, witnesses that C is useful in algebra. 
We have seen that there is chance that C gives some insights and tools that 
Q, successfully used various fields, does not. But these are just hopes at present, 
and as a very first step to justify these expectations the paper gives some partial 
answers'to the question how often C is different from G-
2For the mentioned concrete meaning of Table 1 the beginner may ask which one of a-j and C14 
is easier to learn after ai and 0.2-
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3 From a fixed point theorem to a program 
Given a context (A(0 ) , let H = H(,4<0\ / l ^ , p ) be the set of all pairs of 
extensive operators defined in the previous section. Similarly, the set of all pairs of 
closure operators will be denoted by T = T(A(()>, p). Then H = (H, < ) and 
T = (T, < ) are posets, T is a sub-poset of H, and <7, C G T C H . Motivated by 
formula (1), we define a mapping / : H H, V = V^) h-> £ = i * 1 ' ) 
by 
£<I)(X):= V^\X)N H U IV)Pi-i- ( 2 ) 
Y £ XiJi j g p O - O ^ ) 
Clearly, £ = f(T>) 6 H, / is a monotone mapping, and /(C., l + i) = C„ for all n. 
Since /(23) < T> for all V G H, we will call / a contraction map. The following 
proposition is mentioned to shed more light on the topic only, and will not be used 
in the sequel. 
Proposition 1. Given a finite context (A(°\A^\p), T = (T, <), the set of pairs 
of closure operators over is an (upper) semimodular coatomistic 
meet-semidistributive lattice, and T is closed with respect to the contraction map 
/• 
Proof. Let Lj be the poset of closure operators over A™, •¿ = 0,1. Then, according 
to Corollaries 30 and 58 in Caspard and Monjardet [2], Lj is a lattice that has some 
nice properties, including those listed in the proposition. Notice that [2] attributes 
some of these properties to others, including Demetrovics, Libkin and Muchnik [5], 
Duquenne [6] and Ore [10]. Since T is the direct product of Lo and L\ and the 
properties we consider are clearly preserved by finite direct products, the first part 
of the statement is shown. The statement about the contraction map is included, 
modulo notational changes, in the proof of Lemma. 1 in [3]. • 
If V 6 H and f(V) = V then V is called a fixed point of / . As usual, for D e H 
the set {£ G H : £ < T>) will be denoted by (£>]. Since / is a monotone contraction 
map, {V) is always closed with respect to / . Remembering that (A'0 ) , A ' 1 ' , p) is 
assumed to be finite, we have the following theorem. 
Theorem 1. C is the. largest fixed point, of f in (Q\. 
Proof. Since the context is finite, there is a k with C^ = Ct+i = C. Hence f(C) = 
/(Cfc) = i = C, so C is a fixed point of / . Clearly, C G (G). 
Now let T> G ( G\ be an arbitrary fixed point. Then, using that / is monotone, 
T> = f{V) < f(G) = C,. So V = f{V) < / ( C , ) = C2, etc. Thus V<Ck = C. • 
Even if the above theorem is a simple statement, it is useful from algorithmic 
point of view. The speed of the obvious algorithm for computing C depends on how 
fast the sequence CQ — Q, C\, €2,- • • decreases. If we follow what formula (1) says 
then we obtain CN+I from Cn in two steps. In the first step we compute, say, C},0^ 
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from (Cn \ Cn ') , and then in the second step we compute C ^ from cl 1 ' ) . 
However, we could obtain a more rapidly decreasing sequence if we performed the 
second step from ( C ^ , cl1 '>) instead of ( d ° \ Ci1' ). (This would also mean less 
memory usage, which would save some additional time, too.) We will refer to this 
strategy as the modified algorithm. 
Remark 1. The modified algorithm computes C, and it is at least as fast as the 
straightforward algorithm suggested by formula (1). (In fact, it is usually faster.) 
Indeed, for i G {0,1} we define a mapping f\ : H —> H, >-> 
(£ ( l l ) , £ ^ ) such that is defined as in formula (2) and = £>('-'). (It 
follows easily from Proposition 1 that T is closed with respect to the contraction 
maps fi, i G {0 ,1} , but we do not need this fact in the proof.) The modified 
algorithm produces the sequence 
HQ), fMG)), WdMQ))), /i(/o(/i(/<>(£)))), ••• • 
Computing two new members of this sequence needs a slightly less computer work 
than computing one new member of the sequence Co = Q, C\, C2, • • • Hence all we 
have to show is that, for every « , the 2n-th member of the first sequence is above 
C and below C„,. But this follows via a trivial induction, since f(T>) < fi(T>) < V 
and / ( / ( © ) ) < / , ( / o ( V ) ) < f(D) hold for all D e H . 
It is clear from the proof of Theorem 1 and the argument, following Remark 1 
that instead of the poset H we could have worked only with the lattice T. How-
ever, the advantage of H is not only to make Theorem 1 stronger. In a practical 
calculation, like computing C ^ ( X ) just for a single X , it gives a better theoreti-
cal background: we can reduce the s for certain (not necessarily distinct) 
subsets Yj of and according to (2) in an arbitrary order, and we do not 
have to care if the actual pair of operators is a pair of closure operators, the process 
converges to C. 
The algorithm given by Remark 1 was developed into a modest computer pro-
gram which computes C. The program is available at the author's home page. 
(Although the source code is in Borland's old Turbo Pascal 7.0 for MS DOS, the 
executable version runs in today's Windows environment as well.) When or 
is large then it is not possible to determine C in the practice, at least not with 
this program, for we would need 2 
steps even to store C. However, 
as it is clear from formula (1), we can determine C^(X) for all X with < m 
and all i G {0 ,1} without determining the whole C, and this is much faster when 
m is not too large. The program allows m G 
{ 2 , . . . , 9} when |A(())|, lA^I < 14, 
and it allows only m = 2 when l-A^I < 48. However, the running time even 
for a single context with m = 9 and |j4(°)| = = 14 is usually too long to wait 
for. The program can generate and test many random contexts. The experimental 
results obtained by the program are reported in the following section. 
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4 Experimental results obtained by the program 
The computational results will be given by tables, which are followed by the expla-
nations of their concise notations. Even if these results are not exact mathematical 
theorems, they shed some light on the goal of the paper, and they may induce exact 
numerical bounds or asymptotical statements in the future. Notice that when only 
some specific relations (e.g., partial orders) are considered then the frequency of 
C ^ Q can be quite different from what we can learn from the present section, cf. 
[4]. 
size 4 5 6 8 10 12 14 20 30 40 48 
1{tests}1 1000 1000 1000 100 100 100 100 100 100 100 100 
( - • - , - ) 549 757 889 98 100 
( [ 0 , 4 ] , - , - ) 549 757 889 98 100 100 100 
( [ 0 , 2 ] , - , - ) 535 707 844 97 100 100 100 
( { 2 } , - , - ) 282 517 736 94 100 100 100 100 100 100 100 
( {2} , C, —) 235 484 721 94 100 100 99 86 18 4 1 
( [ 2 , o o ) , C , / ) 0 134 491 96 100 
( [2 ,4] ,C,^) 0 134 491 96 100 100 99 
0 134 470 92 100 100 99 86 18 4 1 
Table 2 
In Table 2, "size" denotes = l-A^I, i.e., only "square" contexts have been 
tested. The number of contexts tested with the given size is denoted by |{tests}|. 
For a given context, C ^ Q can be due to some more or less trivial reason like 
^ (7^(0). Therefore the program counted those contexts for which there 
is an i e {0 ,1} and an X G P(A^) such that C^(X) ^ g W ( X ) a n d X satisfies 
some further conditions. Each of these further conditions is denoted by a vector 
(a .p , j ) . Here a is missing or it is a set of integers, like [2,4] = {2 ,3,4} . If a is a 
set of integers then has to belong to a. if j3 not missing then it is the "C" sign 
and X has to satisfy X c C^\X). If 7 is not missing then it is the ' V sign and X 
has to satisfy Q^L\X) A ^ . For example, the row ( —, —, —) gives the number of 
contexts with C ^ Q, and the entry 484 means that among 1000 random contexts 
there are 484. contexts containing a 2-elernent subset.X with C^(X.) ^ Q ^ ( X ) 
and X C C^(X). 
It is important to emphasize that, for each column, the program produced the 
given number of random contexts first, and counted those context that have the 
desired property only afterwards. In other'words, different entries in the same 
column refer to the same set of random contexts. Due to the limited power of the 
program some entries are missing, but some obvious relations among the numbers 
in the same column give lower bounds for the missing entries. 
We may also ask the question that if we take a random context table of size n x n 
and choose an ¿ 6 {0 ,1} and a subset X of A^ randomly then what is the chance 
that ( - , - , - ) : C{X) ± g(X), or ([2,00), C , 2 < and X C C^(X) ± 
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^ A ^ . The experimental results for some values of n are reported in 
Table 3. 
size 3 4 5 6 7 8 9 
| {tests}| 1000 1000 1000 1000 1000 1000 1000 
17 39 82 185 306 402 571 
0 0 0 12 35 54 86 
Table 3 
Table 2 gives the strong belief3 that a "medium sized" square context gives an 
"essentially new" C with high probability. Here "essentially new" means that the 
condition ( {2} , C, holds for some X . However, this probability decreases rapidly 
when the size of the context grows. 
Let' us call a random context a p-random context, 0 < p < 1, if we put a cross 
to each entry with probability p, independently from other entries. So far we have 
considered 0.5-randorn contexts. However, we may get different results with other 
values of p. For example, we tested 100 p-random 40 x 40-sized contexts with 
different values of p, and counted the essentially new contexts among them (in the 
sense of ( {2} , C, 7^)). The result is given by Table 4. 
V 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
100 68 14 5 2 3 23 64 77 
Table 4 
Finally, we tested some contexts from the real life: essentially all those contexts 
from Ganter and Wille [7] which are given by simple context tables (with x being 
the only entry) and whose size fits into the program. (Sometimes the context was 
given by a multi-valued table and we had to reduce it.) Each column represents a. 
context, and the column label tells us which context of [7] is considered. "Yes" for 
a context means that C is distinct from Q and the condition (a, /3,7) given in the 
row label is satisfied. 
1.1 1.5a 1.5b 1.13 1.16 1.21 1.23 1.24 2.4 2.13 2.15 
8 8 5 5 14 6 6 8 7 12 14 
l ^ ' l 9 5 4 25 16 12 8 8 7 9 9 
( { 2 } , C , ^ ) no no no yes no no yes no yes no yes 
( [ 0 , 6 ] , - , - ) yes no no yes yes yes no yes 110 yes 
Table 5 
3Theoretically there could be some unknown hidden connection between C and the built-in 
random number generator and this could mislead us, but the chance of this is minimal. 
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Filter Bank Design for Melody Recognition 
Zoltán Gera* 
Abstract 
Recognizing different, features of a waveform to later reeompose the music 
that was originally present in the signal is a difficult task. There are nu-
merous fields of application where these techniques are known to be useful 
including music authoring, digitizer design, automatic music transcription. 
There are many different methods that can be used for this purpose giving 
somehow inadequate quality regarding noise, polyphony or time- / frequency 
localization compared to the human auditory system. In this article, I will 
show a new filter design method specifically designed to be aware of human 
perception features. I will also show the way how a complete filter bank can 
be assembled and used for melody recognition in real time. Finally, I will 
point out the benefits of this filter design compared to other methods. 
Keywords: DSP, melody recognition 
1 Introduction 
1.1 Main Objectives 
Melody recognition is a process where different features arc extracted from a wave-
form to later form music data. These features, such as pitch, note length and 
loudness, are high-level, subjective and abstract psychological perceptions [9] that 
are hard to deal with. Recognizing rhythm and melody simultaneously should 
involve an analyzation process both in time- and frequency domains [14]. This 
resolution should have special requirements compared to other conventional signal 
processing techniques. Examining these requirements makes us possible to reach 
superior quality over standard methods [1, 15, 20]. 
Time resolution must have an adequate separation property. Separation avoids 
blurring sounds together that were audible as two distinct notes. It should also 
give continuity in a way that it does not leave short but significant sounds out 
of processing. These requirements, together with their exact parameters, can be 
derived from psychoacoustic measurements [9]. 
The frequency resolution should fit the exponential scale of music [13). It should 
give correct state information about every note along the scale regarding the note 
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is sounded or not. Neighboring notes should be clearly distinguishable from each 
other. Every sound that has significant harmonic content should be classified along 
the melodic scale as one note. These requirements are related to music theory [13| 
and psychoacoustics [1, 9, 15]. 
Our computational load expectancies aim not less than real-time performance. 
Running the recognition process in real time is a key to give us numerous new ways 
of utilization-creating revolutionary techniques in digital music authoring. 
1.2 Idea of Filter Bank 
Every note of the melodic scale is now considered as a frequency interval or channel. 
We should create individual filters which fulfill our time domain requirements at one 
particular channel. These filters do their work with their own channel data only, 
they do not interfere with others, so the whole bank will also fulfill the frequency 
domain requirements as well. It is easy to find out that these filters should be 
bandpass filters with a well-defined passband. Having the scale of western music 
[13] where an octave difference is a multiplication by 2, an octave has 12 different 
notes and a convention exists where A-4 note means frequency 440Hz, we get the 
following center frequencies for notes: 
440- 2"/1 2 (1) 
where n is the note number relative to A-4. We want to have whole octaves in our 
range of investigation, so the interval from C-l to B-9 is n 6 [—45..62] which covers 
the full audible frequency spectrum. That is only 108 filters with the following 
passbands: 
440 • 2^2" - 1 ' /2 4 ,440 • 2 ' 2 n + 1 ' / 2 4 l (2) 
Every filter will be used to measure note state on a channel at a particular 
point of the input signal. Note state comes from a measurement that gives us some 
kind of value connected to perceptual loudness [9]. The time interval of different 
measurements should be short enough to fulfill separability criteria. This interval 
also depends on frequency. The higher the pitch is, the shorter the interval should 
be. (simple outcome of period length) However, a filter need not to be used at every 
point of the input data because far less work also gives adequate time domain 
resolution [8]. It would be also a waste of processing power. This means that 
only FIR (Finite Impulse Response) filters are good for this purpose because IIR 
(Infinite Impulse Response) filters can only be computed along an interval, rather 
than at a single point, because of their recursive nature. Filter length and every 
other parameter should be individually computed for every note, and separate filters 
should be designed for all notes. 
Filters should be created to give constant quality on every channel, so delivering 
the same attenuation features with every note. This idea has the same concept as 
the classic method called constant-Q transform (CQT) [18]. However, CQT and all 
derived methods [3] lack general using of psychoacoustic principles apart from the 
fact that thej' also operate with non-linear scale. This is the explanation why CQT 
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can be computationally more intensive than FFT, even if CQT produces less data 
and lacks reversibility features of FFT [18). Our constructed filters will form a filter 
bank. Under certain circumstances, the bank can produce analysis with adequate 
quality. I will show the details in the next section. 
2 Filter Design 
2.1 Creating a Filter 
We need a specifically designed bandpass filter which attenuates (suppresses) every-
thing outside passband, but gives perceptual loudness inside. According to the ex-
periments of Fletcher and Munson [5[, equal-loudness contours (or Fletcher-Munson 
curves) show the characteristics of how the human auditory system responds to 
different sound pressure levels at different frequencies. To have our filter produce 
perceptual loudness values rather than absolute levels, the filter's passband should 
fit the reciprocal of the mentioned curves called weightings. Different weighting 
functions do exist. We will use A-weighting in our work because it is designed to 
work well on harmonic waveforms. Other weightings perform better on noise-like 
waves. They could be used for special, rhythm intensive recognition tasks. 
Using a weighting function to get perceptual loudness instead of simple vol-
ume level is a key to be able to later compare different peaks and choose dominant 
harmonics. It is quite common that the detection or transcription of various instru-
ments give false results because the underlying algorithm uses absolute measure-
ments and direct physical values when dealing with abstract, cognitive parameters. 
There are more good approximations of the A-weighting. We will use one of them. 
The ideal filter for one channel and the A-weighting is shown in Figure 1. 
Filiei characteristics & weighting reference 
Figure 1: Ideal filter and A-weighting in frequency domain 
Creating the impulse response of this filter is easy for any arbitrary note n. 
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To realize this representation on computer, we choose a number /,/ as the design 
length of the filter. Because the filter designing is an off-line procedure (no real-time 
requirements), we choose Id to be large. The filter representation is 
[(,,440-2 < 2 » + 0 / 2 4 / s ] 









where / is the vector with length l,i, x G [0..l,i — 1], the [ . . . ] operator rounds to 
the nearest, integer. W/\ is the A-weighting function and s is the sample rate in Hz 
which defaults to 44100. The multiplication after the cosine applies the weighting 
function to the result. 
One interesting feature of the resulting vector that its significant coefficients are 
all near the two ends. It can be proven that whenever we add cosines with near 
frequencies, specially frequencies from a narrow interval, cosine functions are always 
in phase at the beginning and end of the interval giving the biggest coefficients there. 
We change the phase of the resulting vector to have the largest coefficients at the 
center of the vector. 
/ , / (¿rf - 1), / (0) , - - - , / 'Id 2 J. (4) 
This allows us to later apply window functions with smaller information loss. 
The impulse response of this quasi-ideal filter for note n is shown in Figure 2. 
(The filter is quasi-ideal, because it is discretized now, but is still in long-length 
representation.) 
T 
2000 4000 6000 10000 12000 M 000 16000 
Figure 2: Quasi-ideal filter in time domain 
The quasi-ideal filter has still perfect characteristics, but it is far too long to 
be used in real time. We need to chop insignificant parts off the vector to have a 
short and real-time applicable filter. Fortunately, we can do this because significant 
coefficients are in the center of the vector. 
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Chopping is best done through applying a window function. If we use a compact 
function for this purpose, we can keep the good features previously mentioned. 
Applying a window function on a filter can have further positive effects on the 
final result. Our goal is to reduce the power of crosstalk coming from outside the 
passband, so using Kaiser window which maximizes the ratio of the mainlobe energy 
to the sidelobe energy seems to be a good choice. Later we will also determine the 
parameters of this window. If g{x) is the final filter with length If (a parameter 
to be discussed later), f'{x) is our current filter with length ld (design length), 
the window function is w(x) also If long, then chopping and applying the window 
function on filter f'{x) is simply the following 
r + 2 + + 1 
g(x) = f"(x) • w(x) 
(5) 
(6) 
Filter design through manipulating different window functions is told to be an 
art, because many times, there arc no direct methods of getting the best, values. 
Several experiments arc required to find a close-to-the-bcst solution. This is def-
initely our case. The previously mentioned windowing step uses a window that 
is a combination of a standard rectangular window (for chopping) and a Kaiser 
window (for tuning up characteristics). It is possible to further improve our filter 
with more window functions combined into our windowing step. No matter how 
fancy our window composition is, this windowing step is done in one step only at 
design time. Figure 3 shows the impulse response of the filter after the windowing 
step). 
100 150 
Figure 3: Final impulse response of the filter 
Finally, wo should normalize the passband response of the filter to have ex-
actly the same attenuation as the A-wcighting has at the ccntcr frequency of the 
passband. The easiest way to do this is to use the filter on a sine wave of center 
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frequency, and measure the SPL (Sound Pressure Level) of the resulting wave to 
have the correct coefficient to be multiplied 011 the filter. This way. we have gained 
the desired response properties implicitly compensating the power distortion effect 
of the windowing step and the filter length difference between different channels. 
l ' 1 ' 440 • 2 i 2 " - 1 ) / ^ + 440 • 2 ( 2"+ 1>/2 1 
t(x) = c o s I (x ~ 0 ' 27T 
i=0 
' 9(h - i) (7) 
where g is the unnormalized filter, If is the final filter length and the length of g. 
t is the filtered wave. The length of t should not be too small to have adequate 
precision. Let this length be lp (we arc still in design time), so variable will go 
x e [0../p — 1]. The SPL of t is the quadratic mean 
SPL = ' E l k i M 2 (8) 
so the final filter h will be g multiplied by a constant: 
rj i o (um ( ^ ( 2 " - ' ) / 2 V 4 U 2(2" + 1 ) / 2 J ) /20) 
h(x) = g(x) 
SPL (
(J) 
Filtei chaiactensiics 4 weighting reteience 
Figure 4: Frequency response of the final filter 
Figure 4 shows the frequency response of the final filter. The ripples are the 
results of giving the filter a short discretized form to fit in a short vector. This is 
the cost of filtering real-time compared to the ideal filter world. 
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2.2 Evaluating the Design 
Our choice was the Kaiser window as a window function. We can use different 
¡3 parameters for the window. Zero equals the rectangular window. There arc 
some experiments in Table 1 where different window parameters were used with 
our design method. 
Increasing 0 lowers sidelobes which reduces crosstalk from stopbaud, but widens 
the mainlobe giving smoother transition between stopband and passband. In clas-
sical filter design, wider mainlobe is to be avoided. For us, wider mainlobe is not as 
harmful as crosstalk, because its effects can be reduced by post-processing between 
neighbors on the final data. This also happens in the human auditory system 
where auditory nerves apply inhibition on neighboring nerves and cells [15, 16|. 
This choice is also a key to mimic perceptual functions better. 
Evaluating the filter is important.. We should know how good it is, what quality 
docs it have. Evaluating a filter is done in frequency domain, in our case, with a 
logarithmic scale in both directions (frequency and amplitude level). Our design 
assures good approximation of the weighting function in the passband even in the 
worst case, so evaluating is mostly necessary in the stopband. 
An error function will be created to rate the filter. The stronger the attenuation 
is in the stopband, the smaller error value the filter will get. There should be an 
attenuation threshold called the ideal attenuation which is adequate to our needs. 
Beyond this threshold, no error value is given for the filter to the specific frequency 
point. The errors of different frequency points arc cumulated to form the final error 
value for the filter. 
where a is the frequency response of the filtering with p precision (length) having 
the attenuation values for different frequencies. These can be calculated the same 
way we did at the normalization procedure. The spectrum is calculated only for 
the audible interval, namely 20Hz — 20kHz. Coefficient, a,- is the ideal attenuation. 
Setting it to a reasonable value like constant 60 dB gives good results. 
As was mentioned before, our design ensures good features in the passband. 
The frequency response of the whole stopband is quantifically interesting and we 
use it in our error function. But the accurate frequency response of the stopband 
has no importance. 
This is not the case with the passband. The passband will let through peaks 
of the original signal which should be later compared to each other perceptually in 
both time- and frequency domains. The passband for this reason should be strictly 
fit to the weighting function. This is not a general criterion for all the passbands 
of different channels, but should specifically apply to all the individual passbands 
on their own. This causes that even the smallest ripples are not allowed inside the 
passband. Otherwise, small vibratos or other artistic techniques could cause level 
change in the output of a filter which was not present in the original signal at all. 
v 
(10) 
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Table 1: Filter design with different Kaiser 0 paranieters 
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This is a key feature to have a stable and steady output when the note is inside 
the channel of concern. 
The conclusion is that comparing our filter design to other filter design meth-
ods has little use. The error function itself also does not serve this purpose. For 
example, the Parks-McClellan optimal equiripple filter design method reduces the 
number of filter coefficients by introducing ripples in the passband. While this tech-
nique turns out to be quantifically better than ours under normal circumstances 
(evaluating error along a linear scale in both passband and stopband), our method 
is superior with the mentioned special error function (evaluating along logarithmic 
scale and only in stopband). Our method introduces ripples only in the stopband re-
ducing the number of coefficients without disturbing the important features gained 
in the passband. 
The length parameter of our filter design is still undetermined, so we get basi-
cally random error values after evaluating. Our error function will be used in the 
following to create an algorithm to determine the optimal filter for every note. This 
way, we will gain good performing filters on all channels specificalty tailored to our 
needs. 
3 Filter Banks 
3.1 Filter Bank Assembly 
A filter bank consists of many filters. It may contain more than one filter for a note. 
Our filter design method has many different parameters. We have determined what 
parameters have optimal values independent of frequency, so these parameters can 
be the same when designing filters that belong to different notes. However, the 
most important parameter, the final filter length is still a question. Figure 5 shows 
different quality measurements of a design of every filter along the scale using 
constant length parameters. 
Obviously, the final filter length parameter cannot be a constant. It will always 
depend on the note we arc designing. The quality measurement of a filter introduced 
in the previous section is a good point to start from. We should design filters for 
every note with constant quality (constant error value). We need an algorithm to 
locate an optimal filter length parameter for every note. Optimality is reached here 
when the resulting filter's error value is below a preset threshold, and the filter is 
as short as possible. The pseudo-code of this process should be something like this: 
1. Set parameters to their defaults and set length parameter to a really small 
value 
2. Design the filter with current parameters 
3. Evaluate the filter (using the error function) 
4. If the error is below the quality threshold, but it is close to it, stop procedure 
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Figure 5: Filter evaluation along the full scale with constant length parameters 
5. If the error is smaller then the quality threshold, decrease length parameter 
by a small amount, go to step 2 
6. If the error is bigger then the quality threshold, increase length parameter by 
a bigger amount, go to step 2 
As we have seen, the error values are not monotonic in the function of length. 
However, the trend of the function is monotonic, only small ripples cause the loss of 
strict-sense monotonicity. The above algorithm can be implemented as a modified 
logarithmic search, so determining the exact step amount at the increase/decrease 
phases is easy. (This exact step amount will be reduced as we get closer according 
to the original logarithmic search.) 
Because this filter design method is not optimized for real time at all (it will run 
in design time), a search where the design and evaluation phases are repeated many 
times can be quite time consuming. We do not need to have the best parameter, 
we only need to get a close approximation. That's the reason of the uncommon 
stop condition in step 4. The logarithmic search will find a near optimal length 
value. Choosing smaller steps can improve quality and degrade performance. The 
bigger step toward longer filters favors quality over length on the long run. 
The whole procedure finding optimal filters along the scale with this search 
algorithm using various error thresholds, extreme small step values and really close 
stop condition (to reach the ideal optimum and to be able to see the best result 
with worst performance) runs only some hours long on a common computer (test 
was done on Celeron 900MHz) in Matlab. This covers running the search algorithm 
for every channel-along the scale multiple times to gain filters for all channels with 
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different quality parameters (5 filters per channel in this experiment). Because the 
Matlab testbed was using only basic calculations (own DFT to be able to modify 
also some parameters inside), recoding the whole procedure in a real programming 
language should give a drastic speedup to the process. (The same can be run under 
less than a minute.) Figure 6 shows the lengths of the resulting filters along the 
scale. 
Figure 6: Lengths of filter results 
3.2 Filter Bank Usage 
Let vector / be the final filter of length If for a specific note, and let x be the.input 
waveform. The filtered wave y is then 
vi*) = + 
j=o 
(11) 
Our task is to determine the loudness level of the original signal in different 
point s of time via calculating the SPL of y at some points using the smallest number 
of calculations possible. The above equation allows finding values of y in one 
arbitrary point. We know that y only contains sines around the center frequency 
of the note that belongs to the filter. The basic unit of our real-time calculations, 
the perceptual loudness measurement at point i for the filter of note n with s as 
sample rate is as follows. 
z{i) = \ V M 
1 
440 • 2"/12 8 + y[i + 
1 
440 • 2"/i2 
(14) 
This is a straightforward consequence of the equation sin x + cos2 x = 1. 
170 Zoltán Gera 
This measurement is only accurate when we measure a signal containing only the 
center frequency. Other frequencies can also be present in y. These are frequencies 
near the center frequency, because we are using a well-defined passband filter. 
Taking the center as unit, these arc 2~1 . 21 /24 away from the frequency of 
center which means - 2 . 8 5 % . . . 2.93% fluctuation in frequency. This maximum 
3% fluctuation level gives the measurement inaccuracy sin2 x + cos2 (a; -f 2ir • 0.03) 
under the period of the center frequency shown in Figure 7. 
Figure 7: Perceptual loudness measurement inaccuracy through 1 period of center 
frequency 
The fluctuation of inaccuracy is two times faster then the change of the waveform 
level itself, so it is enough to do the loudness measurement once per period changing 
the exact phase a bit randomly, and average the last measurements to suppress the 
fluctuation and get the real perceptual loudness level. According to psychoacoustic 
considerations, we even do not have to do the measurement once per period. It is 
adequate to do it rarelier, but still the random phase, change and averaging logic 
should be used. 
Summing up the consequences, we only have to do the loudness measurement 
rarely, at most once per period (or rarelier if psychoacoustic features allow this). 
This only takes using the filter twice to calculate two distinct points of y. The func-
tion y is never fully computed. The random phase change in choosing the discrete 
points of y to be computed is not a simple smoothing technique. It is necessary to 
compensate for slightly out of tune instruments, but first of all, to compensate for 
inharmonic content of instruments. Dealing with inharmonic content is the most 
important factor of this kind of smoothing, because inharmonicity is there even in 
the most harmonic real-world instruments. Inharmonicity is also an organic part 
of rhythm instruments. 
It is obvious, that the measurement rate is proportional to the center frequency, 
so the note to which the filter belongs. Figure S shows the ratio between the filter 
length and the period length of the center, frequency. 
This result is really interesting, because not only docs it show that the longer 
filter length at low frequencies are compensated by the fact that these filters should 
be applied less, but it also turns out that using the method is cheaper on lower 
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Figure 8: Filter length per period length ratio on scale 
notes. 
It is possible to construct more filter banks with different quality threshold 
values. This would give the possibility to the real-time method to use extra com-
putational power on better machines, and still give adequate results on low-end 
ones. It is also possible to dynamically and adaptivcly change the used filter bank 
to have good time- and frequency resolution as well. This trick can be used to 
virtually get rid of the Heiscnbcrg uncertainty principle similar to what happens in 
the human brain as supposed by biologists [17]. 
3.3 Comparing to Other Methods 
Finally, we do some comparisons. First, we compare our method to a trivial solution 
of our problem that uses FFT. Special comparing is needed in case of real-time 
applications. A method running in real time is better described by the number of 
operations per second than the asymptotic number of operations in the function of 
input data (especially because the input rate is constant). However, our calculations 
will still be estimations under certain circumstances. We will investigate the basic 
case of the two algorithms, but we will focus on comparing the two with parameters 
having similar quality features. This quality will be really high to be able to sec 
the significant differences, if there are any. 
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operations. A perceptual loudness measurement at a point according to 
z ( i ) = \J V -
takes 
440 • 2"/1 2 + y « + 
1 
440 • 2"/1 2 (15) 
4 • lj + 8 (16) 
operations. 
Figure 6 gives us the exact l j (n) filter length values for every note. We also 
know the center frequency /c(rt) of note n. For simplicity, we use only one filter 
bank, but we make a measurement on every period of the center frequency. This 
gives the total number of operations per second as follows: 
03 
Y, fc(n)-(4lf(n) + 8) « 250,475,000 (17) 
7 i = —45 
This 251 million operations per second need a high-end machine to accomplish. 
Of course, the 60dB attenuation threshold can be lowered to give still adequate 
results with relaxed computational needs. 
Now, we crcatc a similar method using FFT to reach the same high quality 
resolution. Wc use a simple method of FFT overlapping windows and calculate the 
number of operations for this method. For simplicity, wc omit the use of window 
functions (which is obviously a cheat to help FFT). 
The center frequency of the two lowest notes are 32.703Hz and 34.648/7.2, there-
fore the minimal required resolution of FFT is approximately 2Hz. At sample rate 
44100Hz, this means a window length of 22050. The first applicable window length 
for FFT is therefore 215 = 32768. Using conventional radix-2 FFT with bit reversal 
in the beginning, the number of operations for one FFT is 
32,768 + 15 • (5 • 32,768) = 2,490,368 (18) 
To reach the desired time resolution as well, separate FFTs should be calculated 
according to the center frequency of the highest note. This is 16,744Hz, therefore 
the total number of operations per sccond is 
2,490,368 • 16,744 = 41,698, 721,792 (19) 




•Our algorithm is significantly faster than trivial FFT algorithm for the same 
task. In the investigation above, we have set all parameters to get the same quality 
from both methods. FFT turned out to be much slower. This also means, that with 
the same performance (same number of operations), FFT gives much lower quality 
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(which is inadequate for our special task) or on the other hand, our new algorithm 
delivers far higher quality than FFT with the same number of operations. 
Our special requirement is a frequency resolution using logarithmic scale. Using 
wavelet-like methods introduced in [14] would give high performance with extreme 
poor quality, because the octave frequency resolution is far not enough for a 12-
degree scalc (Wavelet transforms arc reversible, so dividing an octave into 12 parts 
would be a waste according to the wavelet philosophy). 
Methods that use linear scalc can deliver adequate quality, but perform worse 
than ours. This means lower quality with same performance (number of operations), 
or much lower performance with the same quality, simply because linear scalc does 
not fit our task. This is the case using FFT (as shown above) and FFB according 
to [3]. FFB (Fast Filter Bank) uses basically the same frequency resolution as 
FFT does, but uses more sophisticated filters for tuning up individual channel 
characteristics. The cost is also more operations per second which further lowers 
performance. 
The original CQT introduced in [18] uses pure logarithmic frequency resolution 
fit to the music scalc. The strange property of CQT is that it needs far more 
computations than FFT according to the original [18] results. There are more 
papers about faster methods of calculating CQT, the most recent is |3], but none 
of them could be faster than FFT. This is the simple result of CQT's original 
concept, that it wants to deliver continuous signal output as FFT docs. While this 
can be useful for some special off-line analyzation purposes (examining classical 
big orchestral music in printed paper), it was shown above that general melody 
recognition does not need this feature as the human brain also lacks this huge 
precision of resolution. My method can be faster than CQT only because I use 
psychoa.coustic features which are not used by previous works. 
The other remarkable result of |3] is the CQFFB (Constant Quality Fast Filter 
Bank), which also uses the filter tuning trick on CQT to deliver better separation 
properties. While this further lowers performance but raises quality compared 
to CQT, the main problem with this is that the' individual filters are still not 
constructed according to the features of music perception. They rather form a 
consistent bank of filters with similar passband limits, but passband frequency 
responses are not designed intentionally. CQFFB also lacks deep psychoacoustical 
design so inherits the weaknesses of CQT regarding low performance (high number 
of operations). 
It should be also mentioned that both CQT and CQFFB [3] methods have accel-
erated versions (BQT and BQFFB). These bounded- Q methods gain performance 
by using only one bank for an octave instead of using banks for all channels as the 
original versions did. This trick makes the frequency separation worse. Different 
notes have slightly different filters and passbands (because inside an octave, the 
frequency resolution is linear), so it is impossible to design filters with as strict 
criteria as we. did. My method designs filters specifically for all individual notes, 
and only one filter-bank is constructed which can be applied much faster delivering 
the expected frequency responses. 
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Complex Independent Process Analysis* 
Zoltán Szabó^ and András Lőrincz* 
Abstract 
We present a general framework for the search of hidden independent pro-
cesses in the complex domain. The task is to estimate the hidden independent 
multidimensional complex-valued components observing only the mixture of 
the processes driven by them. In our model (i) the hidden independent pro-
cesses can be multidimensional, they may be subject to (ii) moving averaging, 
or may evolve in an autoregressive manner, or (iii) they can be non-stationary. 
These assumptions are covered by integrated autoregressive moving average 
processes and thus our task is to solve their complex extensions. We show 
how to reduce the undercomplete version of complex integrated autoregres-
sive moving average processes to real independent subspace analysis that we 
can solve. Simulations illustrate the working of the algorithm. 
1 Introduction 
Our task is to find multidimensional independent components for complex variables. 
This task joins complex-valued neural networks [6] with independent component 
analysis (ICA) [4]. Although (i) complex-valued neural networks have several suc-
cessful applications and (ii) there is a natural tendency to apply complex-valued 
computations for the analysis of biomedical signals (see, e.g., [2] and [3] for the anal-
ysis of EEG and fMRI data, respectively) the methodology of searching complex-
valued independent components is barely treated in the literature. There are exist-
ing methods for the simplest ICA and blind source deconvolution tasks, but — to 
the best of our knowledge — there has been no study on non-i.i.d multidimensional 
hidden variables for the complex case. We provide the tools for this important 
problem family. 
The paper is structured as follows: We treat the simplest complex-valued inde-
pendent subspace analysis (complex ISA) problem and its solution in Section 2. In 
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the next section, the more general task, the complex-valued integrated autoregres-
sive moving average independent subspace task is formulated. Section 4 contains 
our numerical illustrations. Conclusions are drawn in Section 5. The Appendix 
elaborates on the reduction technique: we show the scries of transcriptions that 
reduce this task family to real independent subspace analysis. 
2 The ISA Model 
Below, in Section 2.1 we introduce the independent subspace analysis (ISA) prob-
lem. We show, how to reduce the complcx-valucd case to the real-valued one in 
Section 2.2. 
2.1 The ISA Equations 
We provide a joined formalism below for both the real and the complex-valued ISA 
models. To do so, let IK G {M, C} may stand for either real or for complex numbers 
and IK0 1*0 2 denote the set of Di x D2 matrices over K. The definition of the ISA 
task is as follows. We assume M pieces of hidden independent multidimensional 
random variables (components).1 Only the linear mixture of these variables is 
available for observation. Formally, 
x(i) = A e(£), (1) 
where e(t) = [e1 ( i ) ; . . . ; e M ( i ) ] G (Dc = Md) is a vector concatenated of the 
independent components em(£) G R'', where - for the sake of notational simplicity 
- we used identical dimension for each components. The dimensions of observation 
x and hidden source e are Dx and £>,.. respectively. A G KD*xD' is the so-callcd 
mixing matrix. The goal of the ISA task is to estimate the original source e(i) from 
observations x(£). Our ISA assumptions arc the followings: 
1. For a given m, er"(t) is i.i.d. in time t. 
2. / ( e 1 , . . . , eM) = 0, where I stands for the mutual information of the argu-
ments. 
3. A G K D x x has full column rank, so it has a left inverse. 
If K = C, then one can talk about complex-valued ISA (complex ISA). For the case 
of K = ffi, the ISA task is real-valued. The particular case of d = 1 gives rise to the 
ICA task. 
' A n excellent review can be found in [5] on complex random variables. Throughout this 
paper all complex variables are assumed to be full, i.e., they are not concentrated in any lower 
dimensional complex subspace. 
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2.2 Reduction of Complex-valued ISA to Real-valued ISA 
In what follows, the complex ISA task is reduced to a real-valued one. To do so, 
consider the mappings 
tpv : C 9 v hh. v <$ 
<pM • CL'xL' 3 M 
5R(.) 
S ( - ) 
M<g> 
p2 L 





where <8> is the Kronecker product, 5R stands for the real part, S for the imaginary 
part, subscript V ( 'M' ) for vector (matrix). Known properties of mappings <pv, 
tpM a r e a s follows [8]: 
det[v»A#(M)] = |det(M)|2 
y jw(M 1 M 2 ) = V?M(MI)<^aî(M2) 
¥»„(Mv) = ^pM{M)ipv(v) 
ipM{ M i + M 2 ) = <pM( M i ) + <PM(M2) 
<PM{CM) = apM( M ) 
(Ml e c t l x L a ) M 2 e 
( M € CLxL) 
( M e C L J X L ; ,V G 
( M i , M 2 € C L l X h 2 






In words: (4) describes transformation of determinant, while (5), (6), (7) and (8) 
expresses preservation of operation for matrix-matrix multiplication, matrix-vector 
multiplication, matrix addition, real scalar-matrix multiplication, respectively. 
Now, one may apply tpv to the complex ISA equation ((1) with DC =C) and use 
(6). The result is as follows: 
<pv(x) = <PM{A )<pv(e). (9) 
Given that (i) the independence of e m e Ccl is equivalent to that of ipv(eTIL) e R2</, 
and (ii) the existence of the left inverse o[<p,\,/(A) is inherited from A (see Eq. (5)), 
we end up with a real-valued ISA task with observation ip„(x) and M pieces of 
2d-dimensional hidden components ipv(ern). 
3 Complex-valued Integrated Autoregressive Mov-
ing Average Independent Subspace Analysis 
The solution of the complex-valued ISA task is important, because a series of tran-
scriptions enables one to reduce much more general processes to it. We elaborate 
on this transcription series in the Appendix. Here, we provide the end result of 
this series, the model for complex-valued integrated autoregressive moving average 
independent subspace analysis. This will be the subject of our illustrations in the 
next section. 
180 Zoltán Szabó and András Lőrincz 
The complex-valued autoregressive moving average independent subspace task 
is this: 
p 'I 
s(£) = ^ P i s ( £ - i ) + ^ Q , e ( i - j ) , (10) 
¿=1 ,v'=0 
x(t) = As(t). (11) 
These equations can be written in a more compact form by introducing the nota-
tions P[z] := I - Ei=i € K[*]°'xD' and Q[z] := £*=oQi2i £ K^P»*^. 
Here, polynomial matrices P[z] and Q[z] represent the autoregressive (AR) and the 
moving average (MA) parts, respectively. Now, we can simply write the complex-
valued autoregressive moving average independent subspace task as this: 
P\z}s = Q[z]e, (12) 
x = As. (13) 
Now, we provide the definition of the complex-valued integrated autoregressive mov-
ing average independent subspacc task. This means that the difference process is 
complex-valued autoregressive moving average process. For the sake of notational 
transparency, let V r[z] := (I — Iz) r denote the operator of the r t h order difference 
(0 < r £ Z), where I is the identity matrix. Then, the general integrated task 
as is follows. We assume M pieces of hidden independent random variables (com-
ponents). Only the linear mixture of ARIMA(p,r,q) (0 < p, r € Z; — 1 < q 6 Z) 
processes driven by these hidden components is available for observation. Formally, 
P[*]Vr[*]s = Q[*]e, (14) 
x = As, (15) 
where e(£) = [e1 (£) ; . . . ; eM (£)] € K D " ( D = Md) is a vector concatenated of 
the independent components e'"(£) G R''. Observation x € K D j ' , hidden source 
s G K 0 ' , mixing matrix A e K D x x D - , polynomial matrices P[z] := I - X w = i ^ » e 
K[z|° ' x D« and Q[z] := £ J = 0 Q jZ f € K[z]D»x £ > ' . The task is to estimate the orig-
inal source e(t) from observations x(£). 
The conditions, when we can reduce the complex-valued integrated autoregres-
sive moving average independent subspace task to an ISA task are as follows: 
1. For a given m, e" l ( i ) is i.i.d. in time t. 
2. I(el,...,eM) = 0 . 
3. A e C D - * D - has full column rank. 
4. Polynomial matrix P[z] is stable (det(P[z]) has no roots within the closed 
• unit circle). 
5. The task is undercomplete: Dx > Dc. 
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The case of r = 0 corresponds to the complex-valued autoregressive moving average 
independent subspace task. Details of the series of transcriptions can be found in 
the Appendix. The interested reader may find further details and a number of 
references about multidimensional independent component analysis in [13]. 
4 Illustrations 
The complex-valued integrated autoregressive moving average independent sub-
space analysis problem can be reduced to a real ISA task as it is detailed in Ap-
pendix B. Here we illustrate the performance of the algorithm based on those 
reductions. To evaluate the solutions we use a performance measure given in Sec-
tion 4.1. Our test database is described in Section 4.2. Numerical results are 
summarized in Section 4.3. 
4.1 Performance Index 
Using the reduction principle of Section B, in the ideal case, the product of matrix 
(pA,/(A)</?A'/(Qo) and the matrices provided by PCA (principal component analysis), 
ISA, i.e., G := (WISAWpca)<Pa-/(A)<^m(Qo) G R2D«x2£>» is a block-permutation 
matrix made of 2d x 2d blocks. This block-permutation structure can be measured 
by the normalized version of the Amari-error [1] adapted to the ISA task [19]. Let 
us decompose matrix G G ]R2DeX2De into blocks of size 2dx2d: G = [G,;,];. ,.=1 M . 
Let g-ij denote the sum of the absolute values of matrix Gj,- G R2 d x 2 r f . Now, the 
following term [15] 
denotes the Amari-index that takes values in [0,1]: for an ideal block-permutation 
matrix G it takes 0; for the worst case it takes 1. 
4.2 Test Database 
We created a database for the illustration, which is scalable in dimension d. The 
hidden sources e"1 were defined by geometrical forms in Cd. Using that ipv : Cd —> 
W2'1 is a bijection, variables em were created in R2'7-. Namely, we used geometrical 
forms in R2<i, applied uniform sampling on these and the c d e r i v e d image of the 
samples R2ri was taken as em G Cd. Geometrical forms were chosen as follows. 
We used: (i) the surface of the unit ball, (ii) the straight lines that connect the 
opposing corners of the unit cube, (iii) the broken line between 2d + 1 points 
0—>ei ei + —>...—• ei + . . . + e2 ,i (where e; is the i canonical basis vector in 
M2d, i.e., all of its coordinates are zero except the i, which is 1), and (iv) the skeleton 
of the unit square. Thus in our numerical studies the number of components M 
was equal to 4. For illustration, see Fig 1. 
R(G) : 
2M(M - 1) 
1 
(16) 
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(a) (b) (c) (d) 
Figure 1: Illustration of our test database. Hidden components e"1 G Cd are 
defined as variables uniformly distributed on geometrical forms, shown here. For 
this, bijection ipv : Cd —> K2,i was used. The figure serves illustrative purposes only, 
because 2d is even. 
4.3 Simulations 
We present our simulation results here. We focus on 2 distinct issues: 
1. How does the estimation error scale with the number of samples? Sample 
number T ranged between 2,000 <T< 30,000 and the orders of the AR and 
MA processes were kept low: p = 1, q = 1 (precisely, MA order: q + 1 = 2). 
2. We assumed that polynomial matrix P[z] of Eq. (14) is stable. In the case of 
r = 0 this means that process s is stationary. For r > 1 the model describes 
non-stationary processes. It is expected that if the roots of P[z] are close to 
the unit circle then our estimation will deteriorate. We investigated this by 
generating polynomial matrix P[z] as follows: 
v 
P [z ] = L I D - A I M ( | A | < 1 , A g R ) (17) 
¿=i 
Matrices Uj G C D ' x D ' were random unitary matrices and the A —> 1 limit 
was studied. Now, sample number was set to T — 20,000. For the 'small 
task' (p = 1, q = 1) we could not see relevant performance drops even for 
A = 0.99, therefore we increased parameters p and q to 5 and 10, respectively. 
In our simulations: (i) the measure of undercompleteness was 2 (Dx = Ds = 
2De), (ii) the Amari-iridex was used to measure the precision of our method. For 
all values of parameters (T,p,r ,q ) , the average performances upon 20 random ini-
tializations of e, Q[z],P[z] and A were taken. In economic computations, the value 
of r is typically < 2, we investigated values between 1 < r < 3. The coordinates of 
matrices Q j in the MA part (sec Eq. (14)) were chosen independently and uniformly 
from the {v = vi + iv2 G C : — | < v\, < 5} complex unit square. The mixing 
matrix A (see, Eq. (15)) was drawn randomly from the unitary group. Polynomial 
matrix P[z] was generated according to Eq. (17). The choice of A is detailed later. 
The order of the AR estimation (see Fig. 4) was constrained from above as follows 
de(/(WAR[z)) < 2(<7 + 1) + p (i.e., two times the MA length + the AR length). 
We used the technique of |9| with the Schwarz's Bayesian Criterion to determine 
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the optimal order of the AR process. We applied the method of [14] to solve the 
associated ISA task. 
In our first test the order of AR (p) and the order of MA processes (q) were set to 
the minimal meaningful values, 1. We investigated the estimation error as a function 
of the sample number. Parameter r of the process was set to r = 1, 2 and 3 in the 
different computations. Sample number varied as T = 2,5,10,20,30 • 103. Scaling 
properties of the algorithm were studied by changing the value of the dimension of 
the components d between 1 and 15. The value of A was 0.9 (see, Eq. (17)). Our 
results are summarized in Fig. 2(c), with an illustrative example given in Fig. 2(a)-
(d).2 According to Fig. 2(c), our method could recover the hidden components with 
high precision. The Amari-index r(T) follows power law r(T) oc T~': (c > 0). The 
power law is manifested by straight lines on loglog scales. The slope of the lines are 
about the same for different d values. The actual values of the Amari-index can be 
found in Table 1 for sample number T = 30,000. 
XD AO 
(b) (c) (d) 
-e-d= 1 (D=4) 
-0-d= 5 (D.20) 
• O d . 10(D=40) 
15(D-60) 
0.75 0.8 0.65 0.9 0.95 0.9 k 
(0 
Figure 2: Illustration of our method, (a)-(d): AR order p = 1, MA order q = 1, 
order of integration r = 1, sample number T = 30,000. (a)-(b): typical 2D pro-
jection of the observed mixed x signal, and its r' /l-order difference, (c): estimated 
components [<p„(e?")]. (d): Hinton-diagram of G, ideally block-permutation matrix 
with 2 x 2 blocks, (e): average Amari-index as a function of the sample size on 
loglog scale for different dimensional (d) components; A = 0.9, p=l, q = l,r = l 
(r < 3). For T = 30,000, the exact errors are shown in Table 1. (f): Estimation 
error on log scale as a function of the magnitude of the roots of polynomial matrix 
P[z]. (If A = 1 then the roots arc on the unit circle.) Parameters: r = 1,2 and 3; 
AR order: p = 5; MA order: q = 10. 
2 The r = 1 case is illustrated, results are similar in the studied r < 3 domain. 
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In our other test we investigated what happens if the roots of polynomial matrix 
P[z] move towards the unit circle from the outside. In these simulations, parameter 
A of Eq. (17) was varied. Our question was the following: How does our method 
behave when A is close to 1? The sample number was set to T = '20,000 and simul-
taneously the AR order p, and MA order q were increased to 5 and 10, respectively. 
Dimension d of components e m was 5. Parameter r took values on 1,2 and 3. 
Results are shown in Fig. 2(f). According to this figure, there is a sudden changc 
in the performance at around A = 0.9 — 0.95. Estimations for parameters r — 1,2 
and 3 have about the same errors. We note that for p = 1 and q = 1 we did not 
experience any degradation of performance up to A = 0.99. 
d= 1 d = 5 d = 10 d = 15 
0.29% (±0.05) 1.59% (±0.05) 4.36% (±2.61) 6.40% (±3.10) 
Table 1: Amari-index as a function of the dimension of the components d: average 
± std. Sample size: T = 30,000. For other sample numbers, see Fig. 2(e). 
5 Conclusions 
We have given a general framework for the search of hidden independent com-
ponents in the complex domain. This integrated autoregressive moving average 
subspace problem formulation can cover several distinct assumptions. The hidden 
processes (i) may be multidimensional, (ii) can be autoregressive or moving average 
processes, and (iii) may be non-stationary processes, too. We have shown that the 
undercomplete version of this task can be reduced to real-valued ISA problem. We 
investigated the efficiency of our method by means of numerical simulations. We 
experienced that (i) the estimation error decreases and follows a power law as a 
function of the sample number and (ii) the estimation is robust if the AR term is 
stable. 
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Appendix 
In this Appendix we elaborate on the details of the general K-AR.IMA-IPA model. 
Section A: wc describe special cases, going step-by-step to more general process 
models. In Section B we reduce the complex-valued ARIMA-IPA task to the real-
valued ease. This reduction is analogous to the main lines of Section 2.2. 
Wc defined the ISA task in Section 2.1. In case of ISA, one assumes that the hidden 
sources are independent and identically distributed (i.i.d.) in time. Temporal inde-
pendence is, however, a gross oversimplification of sourccs. Temporal dependencies 
can be diminished, e.g., by an 
• autoregressive (AR) assumption for the hidden sources. This is the AR inde-
pendent process analysis (AR-IPA) task [7, 11]: 
Here, wc assume the i.i.d. property for driving noise e(i), but not for hidden 
source s(f). The state equation ((18)) and the observation ((19)) can be 
written compactly using the polynomial matrix formalism: let z stand for the 
time-shift operation, that is (zv)(t) := v ( i — 1) and polynomials of Di x D2 
matrices are denoted as Kfz]0 1*-0 2 := {F[z] = Fn-z''\ F„. € K D l x D 2 } . 
Then, Eqs. (18)-(19) take the forms: 
A The K-ARIMA-IPA Equations 
V 
(18) 
x(£) = As(i). (19) 
P[z]s = Q0e, (20) 
(21) x = As. 
where P[z] := I - Yll= i PiZ1 € Ktz]0«*0* represents the AR part of order p. 
For p = 0, the K-valued ISA (K-ISA) task is recovered. 
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• moving average (MA) assumption. The observation in the K-MA-IPA task 
(which could also be called K-blind subspace deconvolution (BSSD) [16, 17)) 
task) is as follows: 
x ( i ) = ] T Qje(t-j). (22) 
j=o 
In polynomial matrix form 
x = Q H e , (23) 
where Q[z] := J2'j=oQ?z' e K[z ] D * x D " represents the MA part of order q. 
Here: 
- for q = 0 the K-ISA task appears. 
- If d = 1 holds, then we end up with the K-BSD (K-blind source decon-
volution) problem. 
Combining the A R and the MA assumptions the K-ARMA-IPA task emerges: 
v q 
s ( t ) = £ P.ts(t + QA* - J). (24) 
1=1 .7=0 
x(t) = A s (i), (25) 
which can be written compactly as 
P[z}s = Q[z]e, (26) 
x = As , (27) 
where P[z] := I - Ei=i ^ ^ e K[z]D -x D " and Q[z] := Q:r~J e K [ z ] D " x . 
For the general ARM A process the condition is that polynomial matrix P[^] is 
stable, that is det(P[2]) / 0, for all z £ C, \z\ < 1. We note that the stability of 
P[z] implies the stationarity of ARMA process s. 
Using temporal differences, we enter the domain of non-stationary processes. In 
such case the ARMA property is assumed for the first order difference process s(i) — 
s(i— 1), or similarly for higher order difference processes. For the general order r, let 
V'Jz] := (I — lz)r denote the operator of the rth order difference ( 0 < r £ Z), where 
I is the identity matrix. Then, the definition of the K-ARIMA-IPA task as is follows. 
We assume M pieces of hidden independent random variables (components). Only 
the linear mixture of ARIMA(p,r,q) (0 < p, r 6 Z; - 1 < q £ Z) processes driven 
by these hidden components is available for observation: Formally, 
P[z] V ' [z]s = Q[z]e, (28) 
x = As , ' (29) 
where e(t) = [ e 1 ^ ) ; . . . ; e M ( i ) ] £ K D ° (D e — Md) is a vector concatenated of 
the independent components e"'(t) £ Kfi. Observation x £ K D x , hidden source 
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K-ARIMA-IPA 
7 > 0 
K-ARMA-IPA 





Figure 3: The K-ARIMA-IPA model. Arrow« show the direction of generalization. 
The labels of the arrows explain the method of the generalization. For example: 
'K-ICA - ^ K - I S A ' means that the K-ISA task is the generalization of the K-ICA 
task such that the hidden independent sources may be multidimensional, i.e.. d > 1. 
s G K D s , mixing matrix A G K D x X D*, polynomial matrices P[z] := Piz> e 
K ( z ] ° ' x D " and Q[z] := £ ¿=0 E l ( f ' x ° ' . The goal of the K-ARIMA-IPA 
task is to estimate the original source e(£) from observations x(t). 
Our K-ARfMA-IPA assumptions arc listed below: 
.1. For a given in, e ' " ( i ) is i.i.d. in time t. 
2. I(e],...,eM) = 0. 
3. A G K D - x D " has full column rank. 
4. Polynomial matrix P[z] is stable. 
The K-ARMA-IPA task corresponds to the r = 0 case. 
The relations amongst the different tasks are summarized in Fig. 3. 
B Decomposition of the C-uARIMA-IPA Model 
Here, we reduce the C-ARIMA-IPA task to R-ISA for the undercomplete case (Dx > 
De\ C-uARIMA-IPA; letter 'u' is to show the restriction for the undercomplete 
case). The reduction takes two steps: 
1. In Section B.l, the C-uARIMA-IPA task is reduced to the K-uARIMA-IPA 
task. 
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2. The R-uARIMA-IPA task can be solved following the route suggested in [10], 
because it cau be reduccd to the R-ISA task. The undercomplete assumption 
is used in the second step only. For the sake of completeness, we also provide 
a description of the second step (Section B.2). 
In addition to the conditions of the ARIMA-IPA task, we assume that Q[z] has left 
inverse. In other words, there exists a polynomial matrix W [z] G Rfz]-00*0" such 
that W[z]Q[z] = ID<; (thus DH > Dc)3. 
B.l Reducing the Complex ARIMA-IPA Task to Real Vari-
ables 
Here we reduce the tasks of Fig. 3, which have complex variables to real variables. 
In particular, we reduce the C-uARIMA-IPA problem to the R-uARIMA-IPA task. 
One may apply <pv to the (28)-(29) C-AR.IMA-IPA equations (with K =C) and 
use (6)-(8). The result is as follows: 
<PA./(P[z])V'[z](p.„(s) = <pM(Q[z])</>,,(e), (30) 
<pv(x) = <pM(A)ipv(s). (31) 
Given that (i) the independence of e"' G Cd is equivalent to that of ipv(e'n) G R2</, 
and (ii) the stability of <PM(P[Z}) and the existence of the left inverse of ^>M{Q[Z}) 
are inherited from P[z] and Qf-s], respectively (see Eqs. (4) and (5)), we end up with 
an R-ARIMA-IPA task with (p,r,q) parameters and M pieces of 2d-dimcnsional 
hidden components <pv(e"1). 
B.2 Reduction of R-uARIMA-IPA to R-ISA 
We ended up with a R-uARIMA-IPA task in Section B.l. This task can be reduced 
to a R-ISA task as it has been shown in [10]. The reduction requires two steps: (i) 
temporal differencing and (ii) linear prediction. These steps are formalized by the 
following lemmas: 
Lemma 1. Differentiating the observation x of an M.-(u)ARIMA-IPA task in rUl 
order one obtains an R-(u)ARMA-IPA task: 
P[z](V''[z]s) = Q[z]e, (32) 
V r[z]x = A(V7 ' [z]s) , (33) 
(where, the relation zx = A(zs) has been used). 
We note that polynomial matrix v?ay(q[^]) derived from the C-uARIMA-IPA 
task has a left inverse (see Section B.l). Thus, wc can apply the above quoted 
linear prediction based result: 
3One can show for > De that under mild conditions Q[z] has left inverse with probability 
1 [12]; e.g., when the matrix [ Q o , . . . , Qr /] is drawn from a continuous distribution. 
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(C-uARIMA-IPA — - » - R-uARIMA-IPA K-uARMA-IPA — ^ R-ISA 
v v v 
<Pv,<PM v ' [ z ] W A R [ z ] , W p c A 
Figure 4: Reduction of C-uARIMA-IPA to K-ISA. Prefix V : undercornplete case. 
Double arrows: transformations of the reduction steps. Estimated K-ISA sep-
aration matrix: w , s a . w r _ a r i m a [ - z ] = w i s a w p c a w a r [ z ] v ' ' [ z ] . Estimated 
source: wr_arima[2]</?u(x), or after transforming back to the complex space 
L e m m a 2. In the R -uARMA-IPA task, observation process x( i ) is autoregressive 
and its innovation x(t) := x(£) — ¿J[x(£)|x(£ — l ) , x ( t — 2) , . . . ] is AQue(i) , where 
denotes the conditional expectation value. Consequently, there is a polynomial 
matrix w a r [ z ) e R[z]D*x£>:" such that w A R [ z ] x = A Q 0 e . 
Thus. AR fit of V ' [z] (<p.„jx(t)]) can be used for the estimation of 
ifiM(AQo)!p„[e(i)j. This innovation corresponds to the observation of an under-
complete R-ISA model (D x > D,.), which can be reduced to a complete R-ISA 
(Dx = De) using principal component analysis (PCA). Finally, the solution can be 
finished by any R-ISA procedure. The steps of our algorithm are summarized in 
Fig. 4. 
The reduction procedure implies that the derived hidden components ipv(e"1) 
can be recovered only up to the ambiguities of the M-ISA task (18]: components 
of (identical dimensions) can be recovered only up to permutations. Within each 
subspaces, unambiguity is warranted only up to linear transformations that can be 
reduced to orthogonal transformations provided that both the hidden source (e) 
and the observation arc white; their expectation values arc 0 and the covariance 
matrices are identity matrices. These conditions make no loss to the generality of 
our solution. Notice that the unitary property of matrix M is equivalent to the 
orthogonality of matrix </?,v/(M) |8]. Thus, apart from a permutation of the com-
ponents. we can reproduce components e" l only up to an unitary transformation. 
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Plagiarism Detection in Source Programs Using 
Structural Similarities 
Gergely Lukácsy* and Péter Szeredi* 
Abstract 
The paper presents a plagiarism detection framework the goal of which is 
to determine whether two programs are similar to each other, and if so, to 
what extent. 
The issue of plagiarism detection has been considered earlier for written 
material, such as student essays. For these, text-based algorithms have been 
published. We argue that in case of program code comparison, structure 
based techniques may be much more suitable. The main idea is to transform 
the source code into mathematical objects, use appropriate reduction and 
comparison methods on these, and interpret the results appropriately. 
We have designed a generic program structure comparison framework and 
implemented it for the Prolog and SML programming languages. We have 
been using the implementation at BUTE to successfully detect plagiarism in 
homework assignments for years. 
Keywords: plagiarism, program source, graph similarity 
1 Introduction and motivation 
Comparison of essays and other written materials has been in focus in recent 
years [27]. Detecting plagiarism in written materials is an issue in education as 
well as in law procedures. World wide public polls show that two-thirds of univer-
sity students have used other people's ideas in an impermissible way at least once 
during their studies. Law disputes include the SCO-IBM debate over the allegedly 
unauthorised use of portions of the AIX operating system in Linux. 
Regrettably, several sites on the Internet provide free or low cost, quick and 
efficient access to written materials of many types. Unbelievably, sites such as 
CheatHouse1 or SchoolSucks 2 proudly provide tons of essays, dissertations, re-
ports, etc. for students looking for an easy way to have their assignment of some 
sort, fulfilled. We do agree that it is a good idea to get acquainted with the area one 
'Budapest University of Technology and Economics (BUTE), Department of Computer Science 
and Information Theory, 1117 Budapest, Magyar tudósok körútja 2., Hungary, Phone: +36 1 463-
2585 Fax: +36 1 463-3157, E-mail: { lukacsy , szered i }Scs . bme. hu 
1http:/ /www.cheathouse.com 
2http: / /www.schoolsucks.com 
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is interested in by reading similar materials. However inspiring someone to cheat 
is a different issue. 
In case of programming assignments, it is important to detect the duplication 
of programs or parts of these. Students attending the course "Declarative Program-
ming" at BUTE arc expected to hand in a major programming assignment at the 
end of the semester. This means mass amount of program sources year by year. 
Checking these programs by hand seems to be beyond possibility. Having n 
programs we should check pairs to have all the cases covered. Notice, that 
we really should check all of the pairs, because the relation "Pi is similar to P2", 
where PI and P2 are programs, is not transitive. This practically means that even 
if we know that source A is similar to source B and source B to source C we cannot 
draw any direct conclusion about the similarity degree of sources A and C. 
Luckily, in our particular case several assignments can be excluded from the 
whole set. For example, we do not care whether two bad solutions are similar or 
. not (a solution is bad if it does not solve a certain percentage of the given test 
cases). However we still have 0(n2) pairs to test manually, where n is often greater 
than 100. 
Our aim was to develop methods and tools to assess the similarity of programs 
in order to narrow down the need for manual testing to an acceptable amount. We 
have defined the notion of a similarity degree which reflects how much two programs 
match. For the methods to be generic and flexible enough we have developed a multi 
phase comparison framework. 
The actual comparison is performed between mathematical entities where the 
meaning of similarity can be formally specified. These entities are generated from 
the programs to be compared. The procedure may vary for different programming 
languages, so separate front-end modules should be developed for each language. 
Naturally, the mathematical entities must be generic and powerful enough to be 
applicable to different languages. We have chosen directed, labelled graphs for this 
purpose. Now, the comparison of source programs is actually reduced to calculat-
ing the similarity measure of graphs. Notice, that this way it is also possible to 
determine the similarity degree of two programs written in different languages. 
The framework is customisable, so that it remains usable under varying circum-
stances. For instance, in ease of shorter programs a different similarity threshold 
may be more appropriate than in the case of bigger ones. Moreover, we found that 
applying certain well selected simplifying graph transformations, called reductions, 
has favourable effects on the efficiency of the approach. Such reductions include 
removing specific nodes and edges and thus creating higher level, more abstract 
views of the programs. 
The structure of the paper is as follows. In Section 2 we give a brief comparison 
of our approach with other ongoing research work. Next, we describe what we 
expect from a plagiarism detection framework, i.e. what are the types of student 
tricks it should be resistant to. In Section 4 we give an overview of the proposed 
framework and introduce the main concepts. Following this, we describe the three 
components of the framework: the Front-end module, the Sirnplifier and the Com-
parator. Section 5 describes the prototype implementation of the framework for 
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Prolog and SML programs. Next, we evaluate the system and show execution 
results. Finally, we give a summary of our work. 
2 Related work 
Several solutions exist for detecting plagiarism in written documents (like iThen-
ticate [16], FindSame |15], CopyCatch [14], SCAM ¡26] or the new Hungarian portal 
from the Computer and Automation Institute of the Hungarian Academy of Sci-
ences called KOPI [5|). However, this is not the case for program sources. A reason 
for this may be that it is widely believed that detecting plagiarism in programs is 
much easier than in free text. This is because programming languages are formally 
defined and, as opposed to the case of free text, it is generally assumed that people 
use only a few tricks to hide the fact of plagiarism. 
Alan Parker and James Hamblen in [23j explicitly say that copied software is 
"a program which has been produced from another program with a small number 
of routine transformations". These routine transformations include modifying the 
comments, changing the names of the variables or (in the worst case) changing the 
control structures (e.g. using while instead of for ) . The suggested technique for 
comparing programs is the following: 
1. Get rid of every comment in the source codes. 
2. Get rid of every useless new line, white space, etc. 
3. For each pair of source programs use a normal UNIX diff program, which 
compares the files line by line. 
4. Examine the results. 
In [8j J. A. Faidhi and S. K. Robinson suggested a scale which defines the level 
of plagiarism (L0-L6) based on what kind of modifications the cheater used. For 
example, we obtain LI from LO by modifying the comments, L2 from LI by further 
modifying the variable names as well, etc. This scale is often used by programs for 
plagiarism detection to "position" themselves. 
Most existing software solutions arc based on statistical or lexicographic ap-
proach where, for example, they compare identifiers with identifiers to determine 
how similar the source programs are. Such systems are the DUP [2], SIM [9], SIFF 
[3] or Bandit [28]. 
On the other hand, approaches based on structural properties were already 
proposed several decades ago. For example, in [4] J. M. Bieman and N. C. Debnath 
suggested building program graphs, while T. J. McCabe proposed |20] to compute 
a characteristic numeric value, a metric, for each program code according to its 
complexity (which was based on the number of computation paths available within 
the program). This metric is widely known today as cyclomatic complexity. 
Further programs that support structure comparison include the Plague [29], 
the YAP (Yet Another Plague) series [30J, and the Moss (Measure Of Software 
Similarity) [25| program. Plague builds so called structure profiles for source codes 
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and compares them. The YAP programs implement a two phase approach. First 
they convert the source programs into a more unified form, e.g. removing comments, 
translating upper-case letters to lower case. In the second phase (depending on the 
actual YAP version) they apply algorithms, such as Heckel's isolation technique 
[12], that are resistant to specific structural changes, e.g. changing the order of 
independent statements or replacing a procedure call by the procedure body. The 
authors of Moss have developed a general algorithm for calculating a so called 
fingerprint from an arbitrary document which they claim to be especially precise 
in case of source programs. 
Paper |21] introduces an XML-based model called XPDec (XML Plagiarism 
Detection Model) suitable for programs written in a procedural language such as 
C or Pascal. XPDec uses XML to represent structural properties of the source 
programs and is useful for detecting common forms of reordering plagiarism. An 
extended version of this approach is presented in [22] which takes also into account 
the structure of the control sequences in the source programs. 
Plagiarism detection is also closely related to code duplication detection. Here, 
the idea is to detect when developers use previously existing code which solved a 
problem similar to the one they are currently trying to solve. This may indicate a 
design problem as the duplicated code is difficult to maintain (e.g. fixing bugs must 
be done in several places). Although most of the existing solutions for duplication 
detection are based on the lexicographic approach, some of them use the structural 
properties of the source codes [24, 18]. 
Our approach introduced in this paper belongs to the group of program plagia-
rism systems utilising the structural properties of the source programs. However, 
instead of providing sophisticated comparison techniques that are resistant to the 
most common tricks we apply so called reduction steps to create more abstract 
views of the programs. These views are then compared by using relatively sim-
ple comparison algorithms. We argue that this approach makes our system fairly 
efficient and easy to customise. 
3 Goals 
We now discuss the most significant student tricks we believe a plagiarism de-
tection framework should be resistant to. To illustrate such tricks in a language 
independent way we use pseudo-language examples below. We realise that there 
exist tricks only applicable for specific programming languages. Handling these is 
the task of the concrete implementation of such a framework (cf. Section 4). 
Changing the names of identifiers and variables is the most common trick. A 
piece of source code which contains only single letter variable names may look rather 
confusing and tangled. However, it can be easily transformed into a program which 
uses talkative names. For humans, sometimes only this is enough to hide the fact of 
plagiarism. A similar trick is to change the natural language in which the program 
identifiers are formulated: use English names in one program and use another 
language in the other. It is also possible to change not just the variable, but the 
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function and/or predicate names, too. For example, it is very easy to transform 
the function 
void solve_the_problem(Input_data, Results) { . . . } 
. . . to the following: 
void do(Input, Output) { . . . } 
One can also change the number of arguments (the so called arity) of the func-
tions, without affecting the code. For example one can use dummy parameters, 
which are set to something irrelevant at call time. If one changes not only the 
name of a function, but also its arity, it may become really difficult for the human 
to recognise that it is semantically equivalent to some other function. 
Sometimes it is profitable for students to cut the code into several pieces and 
place them into separate files using the module system of the given language. Sim-
ilarly, reordering the sequence of the function definitions in a source file is an easy, 
but often effective trick. Students also like to change the order of statements in the 
body of a function if these statements do not depend on each other: for example, 
two independent variable assignments can be switched. In case of logic program-
ming languages, this kind of trick is very common as a body of a predicate is the 
logical conjunction of so called goals. This means that these goals can often be 
reordered freely without effecting the execution of the program. 
Putting useless functions into the code may also be used to disguise plagiarism. 
For example we can "borrow" some code from another program which has nothing 
to do with the current programming assignment. Computer based methods may 
find this disturbing, because this technique introduces new variables and functions, 
changes the size of the file, etc. Sometimes one can recognise this trick by doing 
static source code analysis and detecting that these functions are never called, but 
this is not true in general. 
Consider the following example, where the procedure c a l c u l a t e will never be 
called. This procedure can be anything, most likely a piece of some big code, with 
the only aim to conceal the fact that the original source code for 
so lve_the_prob lem was made by some other individual. 
int solve_the_problem(A, B) { 
i f (A > 0) { 
X = A + 35; 
i f (X < 0) / / X cannot be negative here 
calculate(X, B); 
else 
X = 2; 
> 
> 
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In the general ease those parts of the program which are never called can only 
be detected at run time. Unfortunately; even if we detect such code fragments it 
does not mean that we found an instance of plagiarism. Sometimes such code is 
simply the result of programming errors, which even the author of the program is 
not aware of. 
Analogously to placing useless procedures in the program code one can place 
useless calls in the body of a procedure without changing its task. In the following 
example we show two totally useless lines inserted into a function, not changing 
the execution of the program: 
C = 2; A = 3-C; / / A = 1 
if (C == A+l) { / / check if C = 2 
Finally, we show two tricky, but easily implementable types of program trans-
formation. The first we named call-tunneling, while the second call-grouping. Call 
tunneling is based on the idea that instead of letting function A to call function C 
directly, we insert an intermediate function B. In this new scenario A calls B and 
B calls C. If function B returns what it got from C without any modification, then 
the transformed program will be equivalent to the original one. Call-tunneling is 
very hard to detect, because, for example, function B is actually called during the 
execution, therefore it seems to be an important part of the program. 
Call-grouping is a simple technique to significantly modify the structure of a 
program even if one does not really understand what the code actually does. The 
main idea is very similar to that of call-tunneling: if there is a function which calls 
several others, we can regroup these calls into some new functions to produce a 
totally different code structure. Let us consider the following piece of code: 
int original_function(A, B) { 
T = c a l l l ( A ) ; 
Q = cal l2(B, T); 
E = cal l3(Q) ; 
Z = cal l4(A, E); 
return c a l l 5 ( Z ) ; 
} 
Using call-grouping one can transform it to the following equivalent program. 
int groupped_function(A, B) { 
E = tempi(A, B); 
return temp2(A, E); 
> 
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int tempi(A, B) { 
T = ca l l1 (A) ; 
Q = call2(B, T); 
return cal l3(Q) ; 
> 
int temp2(A, E) { 
Z = cal l4(A, E); 
return ca l l5 (Z ) ; 
> 
Notice that functions c a l l l , . . . , c a l l 5 are invoked in the same way as in 
o r i g i n a l _ f u n c t i o n , but two new grouping functions are also introduced. 
4 The framework 
The proposed framework consists of three main components which are handled 
by independent prograrh modules: 
1. Front-end: performs source code to model mapping 
2. Simplifier: carries out model reduction 
3. Comparator: does model comparison 
The Front-end creates a mathematical entity — which we call a m o d e l or an ab -
stract v i e w — from the source program to be examined. Subsequently, these 
views can be reduced in many ways by the Simplifier, creating different a b s t r a c -
t ions of the original model. Having the abstractions of two source programs, we use 
the Comparator to compare models on the same abstraction level and determine a 
similarity degree (a number between 0 and 1). As the abstraction becomes higher, 
the similarity of the abstract views is less and less indicative of the similarity of the 
original programs. Therefore we assign a factor (again a number between 0 and 
1) to each abstraction level, with which we multiply the similarity degree obtained 
earlier. 
Figure 1 shows the overview of the proposed framework. Here we start from 
two source programs source A and source B. The Front-end maps these sources to 
two models, model A and model B. Higher and higher abstractions of these models 
are produced by reductions, using the Simplifier. Finally, the models on the same 
abstraction levels arc compared with each other. 
In the following subsections we discuss in detail the main parts of the framework. 
4.1 Source code to model mapping 
In general, the entity to which a program source is mapped can be chosen 
arbitrarily. For example, let us consider the size of the program source (e.g. in 
terms of characters used) as an abstract entity characterising the program, and 
consider the advantages and disadvantages of this choice. It Is true that if we 
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Figure 1: Overview of the proposed framework 
examine two entirely identical programs, then the comparison of their abstract 
views will signal match (the sizes of the programs will be the same). It also sounds 
feasible to consider the two program instances suspicious, if their size, in terms 
of characters, is exactly the same. However, if the programs arc similar, but not 
identical, then the program size abstraction cannot give any hint on their similarity. 
A further issue is that of simplifying transformations. When a program is 
characterised by its size, practically no further simplifications can be applied. The 
only, very weak option is to make further abstractions by rounding the size, e.g. 
using 1 kbyte instead of 1324 bytes. 
Therefore, the abstract view must be more sophisticated (to allow diverse ab-
straction levels) and, more importantly, it must be possible to draw conclusions on 
the similarity of the programs from the similarity of the abstract views. 
Therefore we suggest the use of directed, labelled graphs as the abstract views 
characterising the programs. Here the meaning of nodes, edges and their labels 
may vary from implementation to implementation. For example, the abstraction 
may be the program call graph, the data-flow graph of an execution, or — in case of 
object-oriented languages — the graph describing the object structure. The labels 
are used to describe the properties of the nodes and edges, e.g. to express that a 
node represents a built-in entity and not a user function. 
Note that we suggest to ignore the labels in graph comparison, as we would like 
the similarity measure to focus on the graph structure. A further benefit of this is 
that it makes the comparison algorithms simpler and faster. However, the reduction 
steps do use the information stored in labels. This may result in somewhat strange 
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effects: two graphs, that are considered isomorphic on one abstraction level, become 
non-isomorphic on the next level, provided the given reduction step uses the labels. 
The graph representation is general enough to describe any kind of entity. As 
an extreme, even our first example, the program size abstraction, can be described 
as a labelled graph (with a single node whose label is the size). 
4.2 Model reduction techniques — abstraction levels 
One can envisage some kind of perfect mathematical models, that contain every 
bit of information present in the program source code. In this case we can be sure 
that, when two such perfect models are isomorphic, the corresponding program 
source code is the same. Of course, such a model is nothing else, but the source 
code itself in a different representation. 
For any programming language and for any specific piece of source code, the 
lowest abstraction level, which we call level 0, could be considered to contain per-
fect models only. At first, one may think that the best one could do is to directly 
compare such perfect models. However, this may require a very sophisticated com-
parison algorithm, which is on one hand fast and easy to customise, and on the other 
hand resistant to the possible cheating methods mentioned in Section 3. Instead, 
we decided to follow a different approach using a series of views with increasing 
abstraction levels. 
We thus propose to use several abstraction levels (as shown in Figure 1) and use 
relatively simple and fast comparison algorithms between models on the same level. 
Higher abstraction levels are built from lower ones (possibly utilising the labels in 
addition to graph structure) using certain transformations, called reduction steps. 
Our task is to transform the initial perfect models to ones which arc more and more 
resistant to specific tricks, and which still represent the original program sources 
as much as possible. 
Naturally, reduction steps arc destructive operations: with every bit of dropped 
information we widen the gap between the perfect model and the model in ques-
tion.3 Because of this, a perfect match (isomorphism for example) between two 
models on a high abstraction level "means less" than the same type of match on a 
lower level. To handle this, we assign a factor to each abstraction level in question, 
with which we multiply the similarity degree achieved on that level. 
We define the similarity of two programs as 
max FiSi (1) i <i<n 
where n is the number of abstraction levels in the concrete implementation of the 
framework. Fj is the factor assigned to abstraction level i (a number between 0 
and 1) and Si is the actual similarity degree obtained on abstraction level i (also a 
number between 0 and 1). We require that F,;+1 < F,; holds for any i, i.e. the factors 
3In theory we may end up in a point where every model becomes a singleton graph (a graph 
consisting of a single node): on this level every pair of models is isomorphic. 
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1. i = l, Max = 0 
2. compare the two models on abstraction level i, i.e. calculate Si 
3. calculate Max = max(Si * F.t, Max) 
4. in case of isomorphism (S7; = 1), exit with the output value Max 
5. if Max > Fi+\, exit with value Max, otherwise i = i + 1 and goto step 2 
Figure 2: The algorithm for determining the similarity degree of two programs 
assigned to the abstraction levels form a strictly monotonic decreasing sequence. 
However, we do not pose any restrictions on the values Si and S,;+i. 
To determine the maximum, we may simply calculate expression (1). For ex-
ample, let us assume we have two abstraction levels, level 1 and 2 with factors 1 
and 0.9 respectively. If our models are assigned a 98% similarity on level 1 and 
arc isomorphic on level 2, the algorithm calculates the values 0.98 * 1 = 0.98 and 
1 * 0.9 = 0.9 respectively. The final result is the larger of these, namely 0.98. 
We can optimise this naive algorithm in the following way. Whenever we detect 
that the maximum value we may obtain in the next abstraction level (which is F-i+\ 
as Si+i < 1 holds) is less or equal than the current maximum value Max, wc can 
stop. This is because the factors are decreasing, thus for every j = i + I,... ,n 
it holds that F.j * Sj < Max. This trivially means that if we detect isomorphism 
between two models at abstraction level i we can immediately finish execution. 
When we stop, the final result (i.e. the similarity degree of the source programs in 
question) is the current maximum Max. This algorithm is shown in Figure 2. 
4.3 Model comparison algorithms 
In Section 4.1 we argued that directed, labelled graphs are good mathemati-
cal constructs for describing models of programs. Considering this, the concrete 
comparison algorithms arc most likely related to graph theoretical algorithms. 
In general, our task is to define in what extent arc two graphs similar to each 
other. Let us first consider the problem of graph isomorphism as an extreme case 
of graph similarity. 
4.3.1 Graph isomorphism 
The problem of graph isomorphism is the following. Given two graphs, G and 
H, we look for bijection / between the nodes of the graphs, so that (x, y) is an edge 
in G if and only if (f(x), f(y)) is an edge in H. 
The graph isomorphism problem belongs to the class of NP problems, but we 
still do not know if it is NP-complete [1|. However, in special cases we know the 
complexity exactly or at least we can produce algorithms which run with acceptable 
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To calculate the code C(T) of tree T: 
1. determine the child subtrees of the root of T, Ni, N2, • • •, Nk 
2. determine the codcs for N], N2, • • •, Nk 
3. sort the codes C(N\), C(N2), •••, C(Nk) into ascending order using their 
binary values for ordering. Assuming the concatenation of these produces 
a sequence S: return the sequence 150 as the code assigned to T 
Figure 3: The algorithm for calculating the code of a tree. 
speed. For example we know polynomial algorithms for planar graphs as well as 
for graphs where the maximum vertex degree is bounded [7|. 
In case of trees a more straightforward approach is applicable [17]. Namely, it 
is possible to construct a code in linear time for two trees 7\ and To, which fulfils 
the following two criteria: 
1. if Tj is isomorphic to T2, then the code of T\ equals to the code of T2 
2. if the code of T\ equals to the code of T2, then T\ is isomorphic to T2 
Actually creating a tree code is nothing more than applying a geometrical trans-
formation that maps a 2D tree to a one dimensional sequence of two characters. 
One can use the digits "0" and "1" or the parentheses "(" and ")" as the elements 
of the sequence, and accordingly the code of a leaf is "10" or, when parentheses are 
used, "()". Let T be the tree to be encoded and let C(T) denote the code assigned 
to the tree T. Now, the recursive algorithm presented in Figure 3 assigns a binary 
number to any tree T. 
Two examples of such encoding are given in Figure 4. We note that sometimes 
it is useful to apply a special notation for the leaves, to distinguish these from 
the code corresponding to other parts of the tree. We will use letter L for this 
purpose. Accordingly, the codes in Figure 4 can be written as 1LL0 and 1L1LL00, 
respectively. 
It is important that the algorithm in Figure 4 can also be used for DAGs (Di-
rected Acyclic Graphs), i.e. directed graphs, not containing directed circles. In this 
case, in addition to a DAG, the algorithm requires that a "root node" is specified, 
which serves as a starting point for the algorithm. An example of such a graph 
(the starting node is denoted by R) and its code can be seen in Figure 5. 
Note that the code of a DAG can also be obtained by first transforming the 
DAG into a tree, and then taking the code of this tree. The transformation takes 
a vertex a with n > 1 incoming edges and replaces it by n new vertices, each with 
a single incoming edge (and each new vertex inherits all the outgoing edges of the 
original one). By repeating this transformation step we can eliminate all vertices 
with multiple incoming edges and thus obtain a tree from the DAG. The right hand 
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Code: 110100 Code: 1101101000 
Figure 4: Two examples for the coding scheme 
side of Figure 5 shows the result of this transformation process, when applied to 
the DAG on the left hand side. 
Code: 11L01L00 
Figure 5: A DAG and the corresponding tree with its code 
4.3.2 Graph similarity 
Checking isomorphism is usually not enough by itself. The reason is that we 
cannot expect (at least on the lower abstraction levels) that the program graphs 
will be totally isomorphic, even with the most sophisticated source code to model 
mappings and reduction techniques. Actually we would like to detect if two graphs 
of hundreds of nodes (which are very typical for the programs we use) at a given 
abstraction level are nearly identical. 
The general approach we use is to check how it is possible to transform one 
DAG code to another. For example, let us consider the following two sequences 
that correspond to the codes in Figure 4. 
First sequence (F): 1L1LL0 
Second sequence (S): 1LL0 
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The transformation steps we need to e.g. convert the first sequence into the second 
one can be described as follows: "remove 1 and then L from position 3 and 4 in 
sequence F''\ Such transformation steps can be constructed by e.g. using algorithms 
solving the so called longest common subsequence (LCS) problem [13]. Let us denote 
by A(A, B) the transformation steps between two arbitrary sequences A and B. 
A(A, B) is a set. containing pairs. The first part of such a pair can be 0, 1 or L, 
the element to be added or removed. Each of these elements is preceded by either 
a plus(+) or a minus(-) sign, corresponding to clement addition and removal. The 
second part of a pair is an integer, describing the position the specific transformation 
step should be applied at. In our case, A ( F , S ) is the set { ( -1 ,3 ) , ( -L,4) } . 
To determine the similarity degree of two arbitrary codes we assign penalties to 
the specific transformation steps. For example, we may say that the removal of a 
leaf (i.e. a -L in the transformation set) reduces the similarity by a certain amount, 
let us say by 0.01. Using the penalties we calculate Q(A,B), the discrepancy 
function describing to what extent codes A and B are different: 
Here P is the penalty function that assigns a value to a given type of transformation 
step. Using f l (A, B) we define the similarity degree of graphs A and B as: 
Let us note that what we actually calculate here is a variant of the so called 
Levenshtein and edit distances. The Levenshtein distance [19] between two strings 
is the minimal number of operations needed to transform one string into the other. 
By operation we mean an insertion, deletion, or substitution of a single character. 
The edit distance [6] is a generalisation of the Levenshtein distance in that the 
operations have costs assigned to them, similar to the costs we have defined above. 
4.3.3 Distinct paths in the graphs 
Unfortunately, in a special case very similar graphs are considered to be far 
from each other according to the similarity degree introduced above. The reason 
for this is the way how DAG codes are built. We have seen in Figure 5 that the 
code corresponding to node C appears in the code of the whole DAG twice (i.e. we 
have two L characters in the code, although the original DAG has only one leaf). 
In general, for any DAG G, the code of a node v appears in the code of G exactly 
m times, where m equals to the number of distinct paths from the root to v. 
Let us assume that the DAGs corresponding to programs A and B differ only 
slightly in a single node, which is, however, accessible from the root along many 
distinct paths. Because of the reasons outlined above, the DAG codes corresponding 
to A and B will differ significantly. 
We suggest two ways to overcome this shortcoming, both of which are used 
in our prototype system described in the next section. First, we suggest to use 
1 - Q.(A, B) (3) 
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reduction steps which decrease the number of distinct paths from the root, thus 
making the graphs more "tree like". For example, filtering multiple edges in a graph 
(cf. Section 5.2) reduces the number of distinct paths significantly. 
As a second solution we suggest to introduce a slight modification of the sim-
ilarity degree as defined in (3). This modification relies on identifying nodes with 
numerous incoming edges (let us call these nodes popular)4. Using structural de-
composition we suggest to calculate a variant of the discrepancy function f2 specified 
in Equation 2, called fl ' . The final similarity degree will thus be 1 — f l ' (A , B). 
We how describe how to compute the value of Of (A, B) for arbitrary two graphs 
A and B. We assume that a popular node N in .4 can be associated with its 
counterpart M in B. In our implementation we use a very simple heuristics for 
this: we pair those popular nodes whose number of incoming edges and number 
of arguments are the closest (proving the mathematical properties of this heuristic 
is a future work). If such a pairing is not possible (if at most one of the graphs 
contains popular nodes) then Q'(A,B) simply equals to i?). If a pairing is 
possible then we first apply our algorithm recursively to the subgraphs rooted at 
N and M, i.e. we calculate the value L = Q'(N,M). Next, we create DAGs A' 
and B' from the original ones by replacing N and M by single nodes, having no 
outgoing edges. The modified discrepancy is then calculated recursively as 
n'{A,B) = Q.'(A',B') + L (4) 
The algorithm introduced above is summarised in Figure 6. In our implementation 
we offer the user a choice of the discrepancy function (CI or Q') through the graphical 
user interface (see Section 5.5). 
n'(A,B) = 
i f pairing_popular_nodes_possible(A,B) then 
(N,M) = pair_popular_nodes(A,B); 
A' = reduce(A, N); 
B' = reduce(B, M); 
return n'CA'.B') + n'(N,M); 
else 
return fi(A,B); 
Figure 6: The DAG discrepancy algorithm with popular nodes. 
5 The prototype implementation 
In the following we present our test implementation of the framework, the Match 
plagiarism detection tool. The current version of Match supports two Front-ends, 
4In our implementation (see Section 5) nodes with at least 10 incoming edges are considered 
popular. 
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for Prplog and SML, as we teach these two languages as part of a Declarative 
Programming course, and major assignments must be written in these languages. 
In this paper we describe the Prolog Front-end only, more about the SML interface 
can be read in [10]. 
In the following we discuss the implementation details of the relevant parts of the 
comparison framework (Front-end, Simplifier and Comparator), then we describe 
the graphical user interface of the system. 
5.1 Mapping source code to a model 
We chose call graphs as the models of Prolog programs. A call graph is a graph 
where the nodes correspond to the Prolog predicates and the edges to the calls. If 
in the body of predicate A there is a call to predicate B then an edge between the 
nodes A and B is present in the graph. When there are multiple calls, multiple edges 
are present. We decided to exclude the built-in predicates (such as i s / 2 ) from the 
graph, because they do very elementary tasks and would increase the graph size 
considerably, without increase in the precision of the model. The graph includes, 
however, the library predicates and also reflects implicit meta calls, made by using 
f i n d a l l / 3 , for example. 
Furthermore we made some simplifications to our model: we remove from the 
call graph the self-loops, which correspond to recursive calls. This is because ex-
plicit recursion is so common is Prolog that for us it docs not contain valuable 
information. We also remove back edges (i.e. edges which point to an already vis-
ited node during a depth-first search) in order to avoid cyclic graphs, so that we 
can work with DAGs instead of general graphs. Although this means that simple 
reordering tricks can change the resulting graph (as they change the order in which 
a depth-first search visits the nodes) we do not consider this a problem. This is 
because in our model, circles actually correspond to so called mutual recursion (for 
example when A calls B and vice versa). Our experience, however, is that mutual 
recursion is very rarely used by students and so neglecting it does not effect the 
final similarity measure in a significant way. 
Finally, those predicates to which there was no reference in the source code are 
not included in the graph, i.e. the call graph consists of a single component. 
Call graphs arc well suited for Prolog programs. This is because the only control 
structure of Prolog is the predicate invocation, it lacks while, f o r , goto or any 
other "usual" imperative control elements. 
The call graph is built from the program source code by using static source code 
analysis. For this we slightly modified the xref package of SICStus Prolog. 
5.2 Model reduction techniques 
For the comparison of Prolog programs we have defined four reduction steps, 
which are applied in succession. This means that the comparison can be performed 
on five abstraction levels. To each reduction step we have assigned a similarity 
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factor as introduced in Figure 1. These factors were chosen empirically. The actual 
reduction steps and their similarity factors arc the following: 
1. non-called, predicates: we remove those predicates which were not called dur-
ing a test call. The test call is provided by the tester. Test calls are usually 
simple tests which are easily solvable by the programs. The assigned similar-
ity factor is 0.95. 
2. library or dynamic predicates: here we omit the library and dynamic predi-
cates from the call graphs. The similarity factor is 0.9. 
3. multiple edges: we remove multiple edges from the call graph and only keep 
one edge between any given two predicates. This helps handling the popular 
node problem presented in Section 4.3.3. We set the similarity factor to 0.8. 
4. topological isomorphism: we remove those vertices from the call graphs which 
have a degree of 2 (one incoming and one outgoing edge). This helps to detect 
the call-tunneling trick. The similarity factor here is 0.7. 
Actually the user of the plagiarism detection system can decide to skip some of 
the reductions steps (cf. Section 5.5), which results in less than 5 abstraction levels. 
In this ease the factors can be different from the ones shown above, as the value of 
a factor is usually set in a "context sensitive" way, considering what other reduction 
steps have been done previously. For example, in our concrete implementation, if 
we use the first, second and fourth reduction step, but we do not filter multiple 
edges, the factor for the highest abstraction level (the one corresponding to step 
four above) is set to 0.8-5. Thus step 4 when applied after steps 1 and 2 is considered 
to be slightly less "destructive" than step 3 in the same context (the corresponding 
factors being 0.85 and 0.8, respectively). Our experience is that using step 3 and 4 
simultaneously has significant cumulative effect, justifying the similarity factor of 
0.7, when all the above reduction steps are applied. 
5.3 Model comparison algorithms 
In our system the comparison of models is based on the coding technique and the 
similarity degree introduced in Section 4.3. We have chosen this approach because 
we found that comparing codes often gives a good intuitive characterisation of the 
similarity of the programs. 
For example, if the codes match the corresponding models arc trivially the same. 
If one of the codes contains the other as its subsequence, then it can be suspected 
that one student got the other's program and added some new structure to it. 
Call grouping can also be detected from the codes5. For example if predicate 
P calls T which calls four other predicates, the corresponding code will be ( L ( 
L L L L ) ) , where parentheses represent binary values and L represents a leaf as 
described in Section 4.3. If we apply call grouping, for example T will call Q and W, 
each of which will call two other predicates, then the code takes the form ( L ( ( 
5 W e will use parenthesis in the codes below, instead of binary digits, as this makes call nesting 
more apparent. 
Plagiarism Detection in Source Programs Using Structural Similarities 207 
L L ) ( L L ) ) ) . Here the second, third, fourth and fifth parenthesis has to be 
removed in order to get the original code. 
We use the widely available UNIX d i f f program to actually enumerate the 
differences between the codes A and B, i.e. to calculate A(A, B). The d i f f program 
uses a variation of the LCS algorithm (cf. Scction 4.3.2). The way we make use of 
d i f f is the following. First we make two files corresponding to the two codes we 
would like to compare. The way we create the content of such a file is the following: 
each (, ) and L in the tree code is put on a separate line. For example the file 





Next, we let the UNIX d i f f utility calculate how these files can be made equal, 
i.e. to produce the instructions on which leaves and nodes should be added or 
removed to make call graphs A and B isomorphic. Actually we always try to modify 
the bigger graph (i.e. the graph with longer code) and check what transformations 
we can use to obtain the smaller one. 
By analysing the information given by the d i f f utility we assign a similarity 
degree to the pair of codes. As we described in Section 4.3, we start with degree 1 
and for each difference we subtract a "penalty" fraction, which reflects how much 
we should "punish" the given modifications of the code sequences. This corresponds 
to calculating equation (3) in Section 4.3.2. We found that the penalties shown in 
Table 1 are very usable0: 
Type of modification Penalty 
removal of a leaf 0.01 
addition of a leaf 0.03 
removal of a node 0.02 
addition of a node 0.06 
Table 1: Penalties used by the Match system. 
Accordingly, if we need to remove one leaf from our bigger call graph to make 
it identical to the smaller one, then the similarity degree is 0.99. As one can see, 
addition is always penalised more than removal. This is because of our experience 
that cheating students usually try to copy and modify the work of a fellow student 
°Note that the addition and removal of a node actually corresponds to two differences, one for 
the opening and the other for the closing parenthesis. 
208 Gergely Lukácsy und Péter Szeredi 
while keeping the original parts intact. This way the original program will be part 
of the resulting (bigger) program. So., our assumption is that in case of plagiarism 
the bigger graph can be reduccd to the smaller one by applying node and edge 
removals. 
According to this assumption, we actually offer to use the d i f f program in 
two different modes. The mode named s d i f f (simple d i f f ) means that we only 
consider those transformations that require only node or edge removals from the 
bigger graph. Otherwise we conclude that no plagiarism happened. In the other 
mode, called f d i f f (full d i f f ) , we make no such assumption. This results in more 
false positive results, but it also increases recall significantly (see Section 6). 
Having explained the concretc implementation, we reiterate the issue of abstrac-
tion levels. Let us consider two graphs which differ only in the multiplicity of the 
edges. In the absence of abstraction levels, using d i f f alone, we could easily get a 
similarity degree of 0, provided there is a sufficient number of multiple edges in the 
graph. However, when the multiple edge removal abstraction is applied we get a 
similarity of 0.9, which may be more appropriate. This shows that the introduction 
of abstraction levels is a useful extension, in addition to the d i f f algorithm. 
We have also made a further improvement in the calculation of the similarity 
degrees, as discussed in the following subscction. 
5.4 Generating mappings between predicates 
Although by calculating the similarity degree of the source programs and pre-
senting the user the most promising pairs we have already fulfilled our original 
goal, it greatly helps the user of the system if we present some kind of a "proof" 
of cheating as well. We produce such a "proof" in the form of a mapping between 
the predicates of the two programs. In this mapping a predicate of one program is 
paired with the predicate of the other program which is most similar to it. This is 
a very useful guide to the user when she verifies the results manually. 
These mappings are generated by a systematic deterministic traversal of the 
codes in question. We start from the nodes corresponding to the root predicate 
(i.e. a predicate which is the entry point of all the student programs). These nodes 
are paired with each other. Then we visit the neighbours of the starting nodes and 
pair them using their codes. We continue this algorithms recursively. Whenever 
there is ambiguity, e.g. we arc examining two nodes with multiple neighbours having 
the same codes, we use a heuristic: those nodes will be paired whose number of 
arguments differ the least. Note that the mappings are actually derived from the 
models belonging to the abstraction level where the maximal similarity degree was 
found. An example mapping is shown in Figure 8. 
As mentioned above, the "quality" of the mapping is also taken into consider-
ation when calculating the similarity degree. In the current implementation we 
actually decrease the similarity degree of the programs by 0.005 for each pair of 
predicates mapped to each other, which have different aritics. 
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5.5 The graphical user interface 
Match offers a graphical user interface (GUI) where the user can customise the 
parameters of the comparison and can view the results. 
A screcnshot of the main window can be seen in Figure 7 (it shows the state of 
the system right after a successful execution)7. On the top of the window we find 
four buttons. The first one called "Make info" invokes the Front-end, i.e. it creates 
the models from the source codes. This practically means that Match searches for 
sourcc programs in the given directory and for each sourcc code it creatcs a special 
file containing the labelled call graph. 
These files arc loaded by the second button named "Load info". In the bottom 
of the window we can see that in this specific example we loaded 32 such graphs. 
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Figure 7: The Graphical User Interface of the Match system 
The third button called "Analyse" starts the comparison process based on the 
parameters the user specified by using the check boxes located in the "options" and 
"advanced" areas. These options basically tell Match what kind of reduction steps it 
should apply, whether it should use the d i f f algorithm8 and what is the similarity 
threshold (i.e. only hits with similarity degree greater than the threshold will be 
presented). In the example shown in Figure 7 we selected all the reduction steps, 
7Note that we changed the name of the students because of privacy issues. 
8 I f this option is disabled, then isomorphism is used instead of similarity, i.e. the similarity 
degree of the models is considered to be a binary value: 1 means that the models are isomorphic, 
0 means they are not. 
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asked Match to use d i f f . take special care of the popular nodes (called famous in 
the GUI) and set the threshold to 60%. 
H11 c t I j b l l S 17. ' 
Similarity degree: 68.57. A 







tagolasn <- >member3/3 U 
Return | 
Figure 8: A mapping between predicates proving the fact of plagiarism 
When we use the d i f f algorithm, we can also set the penalties (in units of 0.01) 
the Match program should use to determine the similarity of the two graphs. In 
this example the penalties arc set to the ones described in Section 5.3. 
After a successful execution the suspicious pairs of programs are shown in the 
middle of the screen under the title "Results". In Figure 7 we have 15 such pairs. 
If we select one of these pairs, Match displays the predicate mapping between the 
two source programs. Namely, we can see which predicate in one program matches 
which predicate in the other, as shown in Figure 8. In this concrete mapping we 
can sec that, for example, predicate kul corresponds to predicate kulonb, both of 
them having 3 arguments. We can also see that the similarity of these programs 
is calculated to be 68.5%. and that this was found on abstraction level 4. The 
next line, "Type:", indicates that even on this abstraction level the codes were only 
"similar", i.e. non-isomorphic. 
6 Evaluation 
Below we first reiterate our goals presented in Section 3 and examine how they 
arc fulfilled by the Match system. Next, we present real life execution results 
showing that the framework convincingly detects plagiarism in student programs. 
Table 2 summarises the student tricks we have described in Section 3 and for 
each gives a brief explanation of how the given trick was handled in the implemen-
tation of the plagiarism detection framework. 
We now proceed to discuss the performance evaluation of the Match system. 
We were lucky enough to have abundant amount of Prolog source programs to test 
the prototype on. Moreover, several students were kind enough to provide us with 
some hints on what cases were they cheating (after they completed the course and 
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Student trick Preemptive measure 
changing the names of the identifiers we do not store names in our models 
changing the arity of the functions arity is not used in model comparison 
splitting the program into several 
modules 
module boundaries are not taken into 
account 
reordering the function definitions the call graph is not affcc.ted 
reordering the statements within a 
function 
the call graph is not affected 
putting useless functions in the pro-
gram 
using the "non-called predicates" re-
duction step 
putting useless calls in a function using the "non-called predicates" re-
duction step 
call-tunneling using the "topological isomorphism" 
reduction step 
call-grouping using the d i f f algorithm 
Table 2: Our goals and the way how they are achieved. 
were promised full amnesty). So we had the minimal expectation that the Match 
system should at least mark those assignments as matched pairs. 
The 73 source programs9 were evaluated against 4 different similarity thresholds. 
For example, the 60% threshold means that our system shows pairs of source codes 
which have similarity degree at least 60% percent. For every threshold, the system 
was run with 18 different parameter variations. These include the most useful 
settings in practical cases. These 18 variations are based on the following 6 basic 
variants: 
variant B: all options are disabled (base case) 
variant N: filtering non called predicates 
variant NL: N + filtering library/dynamics predicates 
variant NLM: NL + filtering multiple edges 
variant NLT: NL + topological isomorphisms 
variant NLMT: NLM + topological isomorphisms 
In the first six cases we do not use d i f f , i.e. we only consider graph isomorphism 
°We had actually 92 submitted Prolog homework, but from these we excluded those programs 
that either do not compile or do not solve the required number of test cases. 
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between the models at different abstraction levels. The next twelve variations arc 








B 15.40s 2628 6 6 46% 100% 
N 20.33s 2628 6 6 46% 100% 
NL 30.11s 2628 6 6 46% 100% 
NLM 31.50s 2628 6 6 46% 100% 
NLT 31.28s 2628 6 6 46% 100% 
NLMT 33.40s 2628 16 8 61% 50% 
B + sdiff 60.13s 2628 8 6 46% 75% 
N + sdiff 78.07s 2628 8 6 46% 75% 
NL + sdiff 124.41s 2628 17 8 61% 47% 
NLM + sdiff 179.78s 2628 22 8 61% 36% 
NLT + sdiff 162.34s 2628 17 8 61% 47% 
NLMT + sdiff 364.04s 2628 32 10 76% 31% 
B + fdiff 98.2s 2628 48 10 76% 21% 
N + fdiff 122.02s 2628 48 10 76% 21% 
NL + fdiff 180.78s 2628 65 11 84% 17% 
NLM + fdiff 295.6s 2628 70 11 84% 16% 
NLT + fdiff 232.60s 2628 65 11 84% 17% 
NLMT + fdiff 414.43s 2628 80 13 100% 16% 
Tabic 3: Match results for the threshold of 60%. 
For every setting we measured the run time, the number of hits and the ratio of 
hits and the relevant hits (precision). To determine the relevant hits we examined 
the program pairs manually, and clecidcd if the given case should be considered 
plagiarism or not. We also made a serious manual effort to check if there were 
any cases of plagiarism that were not found by Match. We concluded that the 13 
pairs discovered by the most complex run of Match were the only cases where one 
program code was derived from the other one. 
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Assuming that the number of all hits is 13, we calculated the so called recall 
which is the ratio of the number of relevant hits returned by the program and the 
number of all hits.10 
The results for threshold 60% arc listed in Table 3. The test were run under 
Linux on Intel Celeron 450Mhz processor with 128 MByte of RAM. 
From our tests we can draw several conclusions. First, we found that students 
do not often use sophisticated tricks. This can be seen from the fact that adding 
more reduction steps does not significantly improve the effectiveness of Match: 
most of the cheaters are caught already at the lower levels. At the same time 
further reduction steps do result in new hits, so higher abstraction levels are by no 
means useless. For example, 80% percent of the cheaters found in the second block 
were already uncovered after two reduction steps (variant NL). These included the 
programs of a pair of students who claimed they worked on the modifications for 
more than 5 hours, and in spite of this, their similarity degree was nearly 90%. 
We can also sec that although precision drops back significantly as we use more 
and more abstraction levels, the results arc still acceptable. In the worst case (here 
the precision is 16%) one in six pairs of codes is a proper hit among 70 suspicious 
pairs. Although this requires some effort from the person verifying the results of 
Match, the amount of manual work is still almost two magnitudes less than that 
required when the plagiarism detection framework is not used (over 2500 cases). 
We can also conclude that, both the abstraction mechanism and the similarity 
degree calculated in (3) are needed. There were cases when the plagiarism was 
detected with a high degree of similarity due to the fact that only minor differ-
ences were found on abstraction level 1, for example. Without considering graph 
similarity, we would have needed to use more reduction steps to make these models 
isomorphic; resulting in a smaller similarity degree. This shows how useful the 
technique introduced in (3) can be. However, the opposite situation also occurred. 
Namely, we could find programs (relevant, hits) which were isomorphic on a rela-
tively high abstraction level, but calculating (3) on the previous level gave much 
lower similarity. This shows the significance of using reduction steps. 
Our approach is very fast. For 73 programs, checking of all the pairs took 
between 15.4s (no diff and no abstraction levels) and 414s (when all of the reduction 
steps were applied and the full diff algorithm was used). 
7 Future work 
Our future plans include the integration of the most promising statistical and/or 
lexicographic approaches in the framework. This way we can use hybrid comparison 
techniques which we hope can be more efficient than the pure structural approach 
in some cases. 
We would also like to develop Front-ends for further programming languages. 
In case of procedural languages, such as C, Pascal or several script languages, the 
'"Precision and recall are measures widely used for evaluation information retrieval techniques, 
see e.g. in [11]. 
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control structures are the main bearers of information. When dealing with object-
oriented languages. C + + or Java for example, the class hierarchies should also be 
properly represented in the models. 
The heuristics used by the Match system can also be improved. These include 
the heuristics used when pairing popular nodes and predicates between two models. 
Furthermore, the user interface lacks some functionality. For example, it is often 
the case that a larger group of students submit similar assignments. In such a case 
Match returns all pairs within the group as suspicious. It would help the person 
verifying the results, if the group of cheaters was identified, as a whole. 
Beside homeworks, we would also like to measure the performance of the frame-
work for really large source programs (e.g. millions of lines of codes) as well. 
Finally, it would be interesting to extend the Match system with adaptive 
penalty weights, i.e. to let the system automatically determine the penalty function 
based on certain properties of the given source programs (size, complexity, etc). 
8 Conclusions 
In the paper we have presented a plagiarism detection framework which is capa-
ble of calculating a similarity degree for a pair of program sources. The framework 
uses directed, labelled graphs to represent the structural information extracted 
from the programs. Instead of using sophisticated comparison algorithms our ap-
proach combines the use of relatively simple comparison techniques together with 
simplifying graph transformations, called reduction steps. 
We have presented the three main components of the generic framework: the 
Front,-end which converts programs to graphs, the Simplifier, which carries out 
the reduction steps and the Comparator, which calculates a similarity degree for 
the graphs. We have described the implementation of the framework, the Match 
system, which has been successfully used to detect plagiarism in homework assign-
ments for years. We have also presented a detailed performance evaluation of the 
system. 
We believe that the novel architecture of our approach, based on simplifying 
graph transformations and straightforward comparison algorithms, has proved to 
be a viable technology for plagiarism detection in source programs. 
Acknowledgements 
The authors would like to thank the help of Tamas Benko in the development 
of the Match system. 
References 
|1] V. Arvind and Piyush P. Kurur. Graph isomorphism is in SPP. Inf. Cornput.. 
204(5):835-852, 2006. 
Plagiarism Detection in Source Programs Using Structural Similarities 215 
Brenda S. Baker. A theory of parameterized pattern matching: algorithms 
and applications. In In Proceedings of the 25th Annual Symposium on Theory 
of Computing, pages 71-80. 1993. 
Brenda S. Baker and Udi Manber. Deducing similarities in Java sources from 
bytecodcs. In Proe. of Usenix Annual Technical Conf, pages 179-190, 1998. 
J.M. Bieman and N.C. Debnath. An analysis of software structure using gener-
alized program graph. In In Proceedings of COMPSAC, pages 254-259, 1985. 
Computer and Automation Institute of-thc Hungarian Academy of Sciences. 
Online plagium detection portal, ht tp : / /www.kopi . sz taki .hu / , 2007. 
M. Crochemore, C. S. Iliopoulos, Y. J. Pinzón, and J. F. Rcid. A fast and 
practical bit-vector algorithm for the longest common subsequence problem. In 
L. Brankovic and J. Ryan, editors, Proceedings of the 11th Australasian Work-
shop On Combinatorial Algorithms, pages 75-86, Hunter Valley, Australia, 
2000. 
David Eppstein. Subgraph isomorphism in planar graphs and related problems. 
In SODA: ACM-SIAM Symposium on Discrete Algorithms (A Conference on 
Theoretical and Experimental Analysis of Discrete Algorithms), 1995. 
J. A. W. Faidhi and S. K. Robinson. An empirical approach for detecting pro-
gram similarity and plagiarism within a university programming environment. 
Comput. Educ., 11(1):11-19, 1987. 
Dick Grune. The software and text similarity tester sim. http : / /www.cs .vu . 
nl /~dick/s im.html . 
David Hanák. Computer based support for teaching declarative languages (in 
hungarian). Master Thesis, 2001. 
David Hawking and Nick Craswell. Very large scale retrieval and web search. 
In Ellen Voorhecs and Donna Harman, editors, TREC: Experiment and Eval-
uation in Information Retrieval. MIT Press, 2005. 
Paul Heckel. A technique for isolating differences between files. Comrnun. 
ACM, 21(4):264-268, 1978. 
Daniel S. Hirschberg. Algorithms for the longest common subsequence prob-
lem. J. ACM, 24(4):664-675, 1977. 
Gwyneth Hughes, Sharon Brown, Mike Jakobson, Chris Philpot, Paul Dwight-
Moore, Nick Jarrett, Toby Grainger, and Barry Short. Report on the viabil-
ity of copycatcli plagiarism detection software. http: / /www.copycatchgold. 
com/, 2002. 
Digital Integrity. Findsame. http:/ /www.findsame.com/, 2007. 
¡Paradigms LLC. iThenticate. http : / /www.i thent icate .com/ , 2007. 
A. Jovanovic and D. Danilovic. A new algorithm for solving the tree isomor-
phism problem. Computing, 32(3):187-198, 1984. 
216 Gergely L ukácsy and Péter Szered i 
[18] Rainer Koschkc, Raimar Falke. and Pierre Frenzel. Clone detection using 
abstract syntax suffix trees. In WCRE '06: Proceedings of the 13th Working 
Conference on Reverse Engineering, pages 253-262. Washington. DC. USA. 
2006. IEEE Computer Society. 
[19| Vladimir I. Lcvenshtein. Binary codes capable of correcting deletions, inser-
tions, and reversals. Soviet Physics Doklady, 10(8):707-710, 1966. 
[20| Thomas J. McCabe. A complexity measure. IEEE Trans. Software Eng., 
2(4):308-320, 1976. 
[21] Seo-Young Noh, Sangwoo Kim, and S.K. Gaida. An XML plagiarism detection 
model for procedural programming languages. In In Proceedings of the 2nd 
hiternational Conference on Computer Science and its Applications, pages 
320-326, 2004. 
[22] Seo-Young Noh, Sangwoo Kim, and Cheonyoung Jung. A lightweight, pro-
gram similarity detection model using XML and Levenshtein distance. In The 
2006 World Congress in Computer Science Computer Engineering, and Ap-
plied Computing, pages 3-9, 2006. 
[23] Alan Parker and James Hamblen. Computer algorithms for plagiarism detec-
tion. IEEE Tmnsactions on Education, 32(2):94-99, 1989. 
[24] Matthias Rieger, Stéphane Ducassc. and Michcle Lanza. Insights into system-
wide code duplication. In WCRE '04: Proceedings of the 11th Working Con-
ference on Reverse Engineering, pages 100-109, Washington, DC, USA, 2004. 
IEEE Computer Society. 
[25] S. Schleimer, D. Wilkerson, and A. Aiken. Winnowing: local algorithms 
for document fingerprinting, 2003. h t t p : / / t h e o r y . s t a n f o r d . e d u / ~ a i k e n / 
publ ications/papers/s igmod03.pdf . 
[26] Narayanan Shivakumar and Hector Garcia-Molina. The SCAM approach to 
copy detection in digital libraries. D-Lib Magazine, 15, 1995. 
[27j Jill Suarez and Allison Martin. Internet plagiarism: A teacher's combat guide. 
Contemporary Issues in Technology and Teacher Education, 1(4), 2001. h t tp : 
/ / w w w . c i t e j o u r n a l . o r g / v o l l / i s s 4 / c u r r e n t p r a c t i c e / a r t i c l e 2 . h t m . 
[28] Adrian West. Coping with plagiarism in computer science teaching laborato-
ries. Computers in Teaching Conference, Dublin, 1995. 
[29] G. Whale. Identification of program similarity in large populations. Comput. 
J., 33(2):140-146, 1990. 
[30] Michael J. Wise. YAP3: Improved detection of similarities in computer pro-
gram and other texts. SIGCSEB: SIGCSE Bulletin (ACM Special Interest 
Group on Computer Science Education), 28, 1996. 
Received 18th July 2007 
Acta Cybernetics 19 (2009) 217-123. 
Limited Codes Associated with Petri Nets 
Genjiro Tanaka* 
Abstract 
The purpose of this paper is to investigate the relationship between limited 
codes and Petri nets. The set M of all positive firing sequences which start 
from the positive initial marking /j. of a Petri net and reach itself forms a 
pure monoid M whose base is a bifix code. Especially, the set of all elements 
in M which pass through only positive markings forms a submonoid N of M. 
Also N has a remarkable property that TV is pure. Our main interest is in the 
base D of N. The family of pure monoids contains the family of very pure 
monoids, and the base of a very pure monoid is a circular code. Therefore, we 
can expect that D may be a limited code. In this paper, we examine "small" 
Petri nets and discuss under what conditions D is limited. 
Keywords: free monoid, Petri net, code, prefix code, circular code, limited 
code 
1 Introduction 
Let A be an alphabet, A* the free monoid over A, and 1 the empty word. Let 
A+ = A* — {1} . A word v £ A* is a right factor of a word u G A* if there is a word 
w G A* such that u = um. The right factor v of u is called proper if v ^ u. For 
a word VJ G A* and a letter i G A w e let \w\x denote the number of x in w. The 
length |uj| of w is the number of letters in w. 
A non-empty subset C of A+ is said to be a code if for x\, ..., xv, y\,..., yq G 
C, p,q> 1, 
Xi • • • xp=yx • • • y,, => p=q, X]=yu ..., xp=yp. 
A subset M of A* is a submonoid of A* if M2 C M and 1 G M. Every submonoid M 
of a free monoid has a unique minimal set of generators C = (M — {1}) — (M — {1 })2. 
C is called the base of M. A submonoid M is right unitary in A* if for all u,v G A*, 
u, uv G M v G M. 
'Dept . of Computer Scienc.c, Shizuoka Institute of Science and Technology, Fukuroi-shi, 437-
8555 Japan. E-mail: tanakaScs. s i s t . a c . j p 
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M is called left unitary in A* if it satisfies the dual condition. A submonoid M is 
biunitary if it is both left and right unitary. 
Definition 1.1. Let M be a submonoid of a free monoid A*, and C its base. 
If CA+ n C = 0, (resp. A+C D C = 0), then C is called a prefix (resp. suffix) code 
over A. C is called a bifix code if it is a prefix and suffix code. 
A submonoid M of A* is right unitary (resp. biunitary) if and only if its minimal 
set of generator is a prefix code (resp. bifix code) ([1, p.46],[3, p.108]). 
Definition 1.2. A Petri net is a 4-tuple, PN = (P,A,W,fa) where P = 
{pi,p2, • • • ,Pm} is a finite set of places, A = {t\,t2,... ,tn) is a finite set of transi-
tions such that P n A = 0 and P U A ± 0, W : (P x A) U (A x P) — {1, 2 , . . . } is a 
weight function, fi0 : P —» {0 ,1 ,2 , . . . } is the initial marking. 
Let t G A, and let -t = {p G P\(p,t) G P x .4} and t- = {p G P\(t,p) G Ax P}. 
In this paper we shall assume that a Petri net has no isolated transitions, i.e., no 
t such that -t U t- = 0. A transition t is said to be enabled in a marking fa), if 
W(p, f) < po(p) for all p G -t. A firing of an enabled transition t removes W(p,t) 
tokens from each input place p G -t, and adds W(t,p) tokens to each output place 
p G t-. A firing of an enabled transition t in fa produces a new marking p.) 
fa(p) = fa{p)-W{p,t) + W{t,p) 
for any p G P, denoted by ¿¿i = <5(/i, t). A string w = t\t2 ... tr, U G A, of transi-
tions is said to be a ( f i r ing) sequence from ¡J,Q if there exist markings 1 < i < r, 
such that 5(ni-i,ti) = fa for all i, 1 < i < r. In this case, fa. is reachable from /xq 
by w and we write ¿(/jo,w) = fa.. The set of all possible markings reachable from 
fa) is denoted by Re(fio), and the set of all possible sequences from /t0 is denoted by 
Seq(fa). The function 5 : Re(fa) x A —> fle(^o) is called a next-state function of 
a Petri net PN [5.p.23]. We note that the above condition for r = 0 is understood 
to be p.o G Re(fa)). A marking p, is said to be positive if fi(p) > 0 for all p G P. 
A sequence ¿ii2 • • • tu G Seq(fa)), U G A, is called a positive sequence from /¿0 if 
S(p.Q,t}t2 . •. tj) is positive for all i, 1 < i < n. The set of all positive sequences 
from is denoted by PSeq(p.o). 
Let P = {pi, p2, • • • , pn}. A marking p. can be represented by a vector /i = 
(p(pi), p{p2),- • • , p(pn))- For every t G A the vector At is defined by 
At = (A t(Pl), A t(p2),..., A t(pn)), n = |P|, 
where A t {p ) = -W(p,t) + W(t,p). For a sequence w = tit2...tn G Seq(fa>) 
and p G P, Aw = Aii and Aw(p) is a p-th component of a vector Aw, i.e., 
Aw(p) = Ati(p). Note that if ¿(/¿0, w) = fa, w G Seq(fa)), then fa = na + &w 
as a vector. 
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2 Some codes related to Petri nets 
For a Petri net PN = (P, A, W, fi) and a subset X C Re(/i) we can define a 
deterministic automaton A(PN) as follows: Re(fj.), A, S : R.e(fj.) x A —> RC(^L), 
H, and X , are regarded as the state set, the input set, the next-state function, 
the initial state, and the final set of A(PN), respectively (For basic concepts of 
automata, refer to [l,p.lO]). By using such automata, in [9] we defined four kinds 
of prefix codes and examined fundamental properties of these codes. 
The set 
Stab(PN) = {w | w £ Seq(p) and 5(fi, w) = ¡j.} 
forms a submonoid of A*. If Stab(PN) ^ {1}, then we denote the base of Stab(PN) 
by S(PN). Since S{PN)A+ n S(PN) = 0, S(PN) is a prefix code over A. 
A submonoid M of A* is called pure [6] if for all x £ A* and n > 1, 
xu £ M => x £ M. 
A subsemigroup H of a semigroup S is extractable in S [8, p. 191] if 
x,y £ S, z £ H, xzy £ H ==> xy £ H. 
Proposition 2.1. Stab(PN) is an extractable pure monoid. 
Proof. It is clear that Stab(PN) is right unitary. Let y,xy £ Stab(PN). Then 
X is a sequence from the initial marking ¡i. Since Ay = 0(the zero vector) and 
A (xy) = Ax + Ay = 0, we have x £ Stab(PN). Thus Stab(PN) is left unitary. 
Therefore Stab(PN) is biunitary. 
Assume that xn £ Stab(PN), n > 1. Then it is obvious that a: is a squence from 
¡1. Since A(xll)Ax = 0, we have A z = ODThus x £ Stab(PN), and Stab(PN) is 
pure. 
Let x,y £ A* and z, xzy £ Stab(PN). If x = 1, then zy £ Stab(PN). 
Since Stab(PN) is biunitary, we have y £ Stab(PN) and xy £ Stab(PN). Simi-
larly y = 1 implies xy £ Stab(PN). Suppose that x, y £ A+. y is a sequence from 
[M + AXZ = P.+ Ax. Thus xy is a squence from FI. From FJ. + A(xzy) = FI+A(xy) = FI 
we have xy £ Stab(PN). • 
Definition 2.1. Let PN — (P, A, W, p) be a Petri net with a positive marking 
/¿. Define the subset D(PN) as the set of all positive sequence w of S(PN). 
Since D(PN) is a subset of a bifix code S(PN), also D(PN) is a bifix code over 
A if D(PN) ^ 0. By the same argument mentioned above, we have 
Proposition 2.2. If D(PN) 0, then D(PN)* is an extractable pure monoid. 
Example 2.1. Let PN = ({p,q},{a,b},W,f.t) be a Petri net defined by 
W(a,p) = W(p,b) = W(q,a) = W(b,q) = 1, ¡x(p) = n(q) = 2. Then D(PN) = 
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{ab, ba}, therefore {ab, ba}* is pure [1, p.324]. 
Proposition 2.3. If x,y £ A+, z, xzy G D(PN), then xz*y C D(PN). 
Proof Let x,y £ A+, z,xzy G D(PN) and i an initial marking of PN. 
First we show that xy G D(PN). x is a positive sequence from /¿, and y is 
a positive sequence from ¡.i + A ( x z ) = [i + Ax. Therefore xy G PSeq(fx). Since 
A (xzy) = A (xy) = 0, we have that xy G D(PN)*, so that xy = d\ • • • d,n for some 
di G D(PN), m > 1. We have the following three cases. 
Case (a), m = 1 .xy = dx £ D(PN) 
Case (b). m > 2, x = d\u for some u G A*. 
Case (c). m> 2, d\ = xu, y = uv, v = <¿2 • • • for some it, u G A*. 
In Case (b) we have d\, xzj/ = d\uzy G D(PN), but it dose not occur since D(PN) 
is a prefix code. In Case (c), if u = 1, then d\,xzy = d\zy G £>(PA'')DThis 
contradicts the fact that D(PN) is a prefix code. Therefore u lDIt follows that 
both d,n and xzy = xzudo • • • dm are elements of D(PN). This contradicts the fact 
that D(PN) is a suffix code. Therefore only Case (a) is possible to occur. Thus 
xy G D(PN). 
Next we show that x,y G A+, z, xzy G D(PN) implies xz2y G D(PN). Since 
z is a positive sequence from fi + Ax = fx + A(xz), we have xz2 G PSeq(p). Since 
y is a positive sequence from /.1 + A (xz) = /t + A(xz 2 ) . we have xz2y G PSeq(/.t). 
Therefore, from A (xz2y) = A (xzy) = 0 we have xz2y G D(PN)*DThus 
xz2y = di • • • d,n, di G D(PN), m > 1. 
We have the following four cases. 
Case 1. TO = 1, xz2y = G D(PN), 
Case 2. rn > 2, dj = xz2u, y = udo • • • d,n for some u G A*, 
Case 3. 'm > 2 , di = xzii, z = uv, vy = d2- • • dln for some u, w £ A*, 
Case 4. m > 2 , rf] = xu, z = uv, vzy = do • • • dln, u, v G A* for some u, v £ A*, 
Case 5. TO > 2 , 2; = cZi w, for some u £ A*. 
In Case 2, d m , a;zy = xzud2 • • • dm G D(PN). Thus Case 2 cannot occur since 
D(PN) is a suffix code. In Case 3, dm G D(PN), and xzy — xuvy = xud2 • • • drn G 
D(PN). However Case 3 cannot occur since D(PN) is a suffix code. Since D(PN) 
is a prefix code, Case 4 and Case 5 cannot occur. Therefore only Case 1 is possible 
to occur. Thus xz2y G D(PN). 
Now suppose that x,y G A+,z,xzlly G D(PN), n > 2. Then, xzn~\ y G A+, 
z, (xzn~1)zy G D(PN). Therefore we have (xzu~l)z2y=xzu+1y G D(PN). • 
Let C be a code over A. C is an infix code ([7,p.129]), if for all x, y,z £ A*, 
z, xzy £ C x = y = 1, 
Proposition 2.4. If D(PN) is a non-empty finite set, then D(PN) is an infix 
code. 
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Proof Let x,y £ A*, z,xzy £ D(PN). x = l,y^l or xj£l,y=l cannot 
ocuur because D(PN) is a bifix code. Therefore either x = y = 1 or x, y £ A+. By 
Proposition 2.3, x,y £ A+ and z, xzy £ D(PN) follow that xz*y £ D(PN). This 
contradicts the fact that D(PN) is a finite set. Thus we have x = y = 1. • 
Example 2.2. (1). Let PN=({p,q,r}, {a,b,c,d}, W,Ho) be a Petri net such 
that W(p,a) = W(a,q) = W(q,b) = W(b,r) = W(r,c) = W{c,q) = W{q,d) = 
W(d,p) = 1, HQ = (2,1,1). Then D(PN) = a{bc)*d. Therefore the infinite code 
D(PN) is infix. Thus the converse of Proposition 2.4 is false. 
(2). Let PN = ( {p} , {a,b},W,no) be a Petri net such that W{a,p) = 1 ,W{p,b) = 
1, fi0 = (1). Then ab, a2b2 £ D(PN). Therefore the infinite code D{PN) is not 
infix. 
3 Limited code 
A submonoid M of A* is very pure if for all u,v £ A*, 
uv, vu £ M => u, v £ M. 
The base of a very pure monoid is called a circular code. 
Let p, q > 0 be two integers. A code C is called (p, q)-lim,ited if for any sequence 
-¡to, ui,..., Up+(, of words in A*, the assumptions iXj-jUi £ C* (1 < i < p+q) imply 
up £ C*. 
Any limited code is circular ([1, p.329, Proposition 2.1]). If a subset C of A* is a 
bifix (l,l)-limited code, then for any U0,U\,U2 £ A* such that UoU\,U\U2 £ C* we 
have ui £ C*. Thus uqUi,u\,u\U2 £ C*. This imples that uq,ui,U2 £ C* because 
C* is biunitary. Therefore C is (p, <7)-limited for all p, q with p + q = 2. 
Let PNo = ( {p} , {a, W, Ho) be a Petri net such that W(a,p) = a, W(p, b) = 
(3, HQ = (\j), Xp > 0. 
Consider the set of all positive markings in PNQ; 
il = {h | H — f*o + Aw, w £ PSeq(Ho}-
Let g = gcd(a,P) be the greatest common divisor of a and /3, and let N = 
{0,1,2, • • •} be the set of non-negative integers. Then we have 
(0) D(PNQ) is dense, that is, D(PN0) D A*wA* / 0 for every w £ A*. 
(1) If Xp < g, then ft = {A,, + ng\n£ N}. 
(2) If Xp = sg, s > 1, s £ N, then ft = {rig \ n> l , n 6 N}. 
(3) If Xp = sg + tp, s > 0, 0 < tp < g, then ft = {t.p + ng | n > 0, n £ N}. 
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Proposition 3.1. If Ap > gcd(a,P), then D(PNU) is not circular. 
Proof. Let D = D(PNo), and let g = gcd(a,P). Note that ¿xo = Xv. We have 
the following two cases: 
Case 1. g = a or g = p. Case 2. a=a'g, P = P'g, a' > 2, P' > 2, gcd(a',P') = 1. 
Case l-(i). If a = gcd(a,0),P = ka,k > 1, then aak~1b, ak~1ba £ D and 
a D*. Therefore D is not circular. 
Case l-(ii). If P = gcd(a,P), a = kp, k > 1, then abk~xb, babk~y £ D and 
b ^ D*. Thus D is not circular. 
Case l-(iii). If a = gcd(a,P),a = 0, then ab,ba £ D. Consequently D is not 
circular. 
Case 2. Since g = gcd(a. P), there exist some integers x' and y' such that 
ax' + Py' = g. 
Case 2-(i). We consider the case ax'+Py' = g, x' > 0, y' < 0. We set x = x', y = 
—y1, then ax — 0y = g,x > 0, y > 0. Since ax = Py + g > pi, for i = 1, • • • , y, by 
is a sequence from A;, + A(a : c), and A,, +A (ci xb v ) = \p+g. Consequently axby is also 
a sequence from XV + A(axbv), therefore (a xbv)2 £ PSeq(fa). Similarly we have 
(axb»Y G PSeq(n{)) and A(, + A ( (d x b"Y ' ) = AV + P'g. Thus (ax&")"'6 € D{PNQ). 
On the other hand, since XP > g, we have XP + A ( (a xb")P ~]b) = XP - g. It follows 
that (axby)P'~lb- dxb" G D. However axbv <£ D*. Thus D is not circular. 
Case 2-(ii). We consider the case —ax + Py = g for some positive integers x 
and y. Then a(axby)i e PSeq(n0), 1 < j < a'. Thus a{dxb»)a' £ D. On the 
other hand, from XP > g and a' > 2 we have XP + A (a x b v ) = XP — g > 0. Thus 
axbva £ PSeq(fto). It follows that a x b y a ( a x e D. However axb'•> $ D*. 
Therefore D is not circular. • 
Proposi t ion 3.2. If XP < gcd(a,P), then any nonempty subset of D(PNQ) is 
(p, <7)-liniited for all p, q with p + q = 2. 
Proof. Let D = D(PNo) and g = gcd(a,P). Let d be an arbitrary element 
in D. Then d has a proper right factor v ^ l,d, because a, b ^ D. Let. d = uv, 
u,v £ yl+D 
First, we shall show that Av < —g. Assume the contrary. Then Av > —g, 
and we have Av > 0 since Av is a multiple of g. If Av = 0, then Au = 0 since 
Ad = A (uv) = Au + Av = 0. Therefore we get u £ D*. This contradicts the 
fact that D is a prefix code. Thus we have Av > 0, it follows that Aw > g and 
Au = —A(v) < —g. Then we have /uo + Au = XP + Au < XP — g < 0, showing that 
u ^ PSeq(iito) and contradicting d £ D. Therefore we have prove Av < —g. 
Next we shall show that any nonempty subset C of D is (l,l)-limited. Note 
that C is a bifix code. Suppose that u.q, ui,uo £ A* and u^u\, UiU2 £ C*. If Ui = 1 
for some i, 0 < i < 2, then uo,ui,ii2 £ D* since C* is biunitary. We assume that 
u-i ^ 1 for all ¿,0 < i< 2. We may write 
UQ =V0XI, Ui - y\wi, ,tiy\ £ C, v0, Uli £ C*. 
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If yi ^ 1 and yi ^ C, then yi is a proper right factor of G D. Therefore 
A(j/i) < —g as mentioned above. It follows Xp + Aj/i < 0, and y\ £ PSeq(iH))-
However, u\u2 — y\W\u2 G C* Ç D*. Thus y\ G PSeq(/j,o). This is a contradic-
tion. Therefore yx = 1 or yi G C. Thus u\ £ C*. • 
Let PNi = ({p,q},{a,b}:W,fio) be a Petri net such that W(a,p) = a > 
0, W{p, b)=a'> 0, W{q, a) = 0 > 0, W(b, g) = P' > 0, //0(p) = A„, HO(Q) = A,. 
We examine the code D(PNj) associated with Petri net PN\. 
Suppose that D(PNi) / 0 and w G D(PNi). Let n — |iu|a and m = then 
A(w)A(a) + mA(b) = 0. Consequently the linear equation 
a -a' \ f n \ _ f 0 
-p p' J V m J ~ { 0 
has a non-trivial solution. Thus aP' =' a'P. Therefore, if D(PN\) ^ 0, then 
PN\ = ({p, q}, {a, b}, W, po) has the following form: 
W(a,p) = a, W{p, b) = ka, W(q, a) = P, W(b, q) = k.p, for some k > 0. 
Here we assume that k is a positive integer. That is, we define a Petri net 
PNi = ({p, (?}, {a, b},W, /¿o) as follows: 
A (a)=( « V A(6) f ~ k a -p y v w 
where k is a positive integer. 
We define an integer Mp as follows 
f 1, if 
AP 
a a 





is not an integer, 
where [ ] is the symbol of Gauss. Similarly we difine an integer Mq as follows, 
Mq = ^ — 1 if ^ is an integer, and Mq = if ^ is not an integer. Note that 
a, a2,• • • , aM,i G PSeq{no) and aM»+1 £ PSeq(no)- If Mp > k, then b G PSeq(p,o)-
Now, we observe that Mp + Mq < k-1 implies D(PNi) = 0. If Mp + Mq < k-1, 
then Mp < k — 1. It follows that b ^ PSeq(/.io). Furthermore, if Mq = 0, then 
a £ PSeq(na) and PSeq(/j,0) = {1}. If Mq > 0, we have 
a1 G PSeq(iit0), 1 < i < Mq, and Aa^p) = Xp + ai < Xp + aMq. 
Assume that Xp -f aMq — ak > 0. If ^ is an integer, then Mp + 1 + Mq — k > 0. 
This contradicts the hypothesis. If Xp = a.Mp + s for some s, 1 < s < a, then 
0 < Mp + M„ + - - k< Mv + M„ + 1 - k. 
a 
224 Genjiro Tanaka. 
This also contradicts our hypothesis. Therefore we get Xp + aMq — ak < 0, show-
ing that b is not enabled in + ¿Ma1). 1 < J < Mq. Therefore PSeq(po) = 
{1, a, a2, • • • , aM"}. Thus the condition Mv + Mq < k - 1 implies D(PN 1) = 0. 
Lemma 3.3. Let d — uv G D(PN\),u,v G A+. 
(1) If MJt = 0 and Mq > k, then Av(p) < -a. 
(2) If Mv > k and Mq = 0, then Av\q) < -/3. 
Proof. (1). Suppose that Av(p) > —a. Then, since Av(p) is a multiple of a, 
we have Av(p) > 0. Note that 
If Av(p) = 0, then |i>|„ - fc|u|(, = 0. Thus Av = 0, it follows that Au = 0 
and u G D(PNi)*. This contradicts the fact that D(PN\) is a prefix code. 
Thus Av(p) > o. It implies that Au(p) — —Av(p) < —a. Since Mv = 0, 
Mo(p) + Au(p) < \v — a < 0. This yields u ^ PSeq(nu). This is a contradic-
tion. Therefore we have Av(p) < —a. 
(2). Proof is omitted. • 
Proposition 3.4. We have 
(1) If Mp + Mq > k,Mp > k and Mq > 1, then D(PNX) is not circular. 
(2) If Mp + Mq > k,k > Mp > 1, Mq > 1, then D(PNx) is not circular. 
(3) If Mp + Mq = k, then D(PNX) is a singleton. 
(4) If Mp = 0 , M q > k, then any nonempty subset of D(PN\) is (p,i;)-limited for 
all p, q with p + q = 2. 
(5) If Mp > k,Mq = 0, then any nonempty subset of D(PNX) is (p, g)-limited for 
all p, q with p + q = 2. 
Proof. Let D = D(PNi). 
(1) From M p > k it follows that b G PSeq(p.0) and bak G D. On the other 
hand, from \p > ka we have \p + a — ka > a. Thus ah G PSeq(f.io)• Since 
Ap + (k — 1 )P > (k - 1)/?, we have abak~l G D. Therefore D is not circular. 
(2) Let k = Mp + rDSince Mp + Mq > k, we have Mq > r. It follows that 
dr G PSeq(po). Since Xp + ra — ka = Xv — aMp > 0, we have ci'b G PSeq(p,o). 
Consequently arbaM'' G D. On the other hand we have ar+1baM''~l G D since 
Mq > r. Therefore D is not circular. 
(3) First we consider the case that Mp > l,Mq > 1. Since Mp = k — Mq < k, 
we have b £ PSeq(iio). It is obvious that a1 G PSeq(fio) for i — 0,1, • • • , Mq. If 
i < Mq ~ 1> then from Xp + ia — ka = Xp — Mpa — (Mq — i)a and Xp — Mva < a, we 
get Xp + ia — ka < 0, showing that atb ^ PSeq(p.0), 0 < i < Mq — 1. It is obvious 
that aM"b G PSeq(fio) and 
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For j = 0, • • • , k - Mq, we have aM,'ba:> £ PSeq(p0) since A(/ + (3MP - (3j > Xq. 
However aM"ba^b £ PSeq(po) since 
\p - aMp + aj < Xp - aMp + a(k - Mq) = Xv < ka. 
Therefore D = {aM«bak~M«}. Similarly, if Mv = 0 , M q = k, then D = {akb}. If 
Mp = k, Mq = 0, then D = {6aA:}. 
(4) Let C be a nonempty subset of D. Suppose that vjq,w\,W2 £ A* and 
wowi, W\W2 € C*. If Wi = 1 for some i, 0 < i < 2, then wo,w\,w2 £ C* since C* 
is biunitary. We assume that u>i ^ 1 for all i, 0 < i < 2. We may write 
Wo = uqXi, W] = y\V], x\ij\ € C for some X\,y\ £ A*, uq, vi £ C*. 
If either y\ = 1 or y\ £ C, then w\ £ C*. Assume that y\ ^ 1 and y\ $ C. Then 
y\ is a proper right factor of an element in D. Since Mp < a, Xp + Ayi < 0 by 
Lemma 3.3, we have y\ £ PSeq(f.io). However W\Wo = y\V\W2 £ C* C D*. Thus 
?/i £ PSeq([io). This is a contradiction. Therefore yi £ C u { l } . This yields 
wi £ C*. 
(5) The proof of (5) is similar to the proof of (4), therefore it is omitted. • 
Remark 3.1. In the above proof for (3) we have D = {w} , w = aM«bak~M«, 
Mq ^ 0, k - Mq ^ 0. D is (s, t)-limited for all s, t > 0 with s + t = 3'. For 
any n, rn > 0 the code D = {anbak~" } = {aubd"i}, k + m, is realizable as a Petri 
net code which is produced by the Petri net PNi such that W(a,p) = W(q,a) = 
1, W(p,b) = W(b, q) = k, /¿o(p) = rn + 1, iio(q) + 1. 
Let PN = {P,A,W,im) be a Petri net. By PRe(fi0) we denote the set of all 
possible positive markings reachable from //(). For a Petri net P N we define a 
deterministic automaton A(PN) as follows: 
PRe(no), A, S : PRe(fio) x A —> PRe(i-io), p®, and {/io}, are regarded as the 
state set, the input set, the next-state function, the initial state, and the final set 
of A(PN), respectively. 
Corollary 3.5. Let n and k be arbitrary integers such that n > k > 1. Define 
the automaton 
A",AO = ({1/2, - - - , n} , {a, 6 } , / , 1, {1} ) 
by f(i, a) = i+l, 1 <i <n— 1, f ( j , b) = j — k, k + 1 < j < n. Then any nonempty 
subset of the base of language L(A(n,k)) recognized by A(,hk) is a (p,q)-limited code 
for all p, q with p + q = 2. 
Proof. We define the PN\ = ({p, <7}, {a, b}, W, /io) as follows: 
W(a,p) =. hW(p,b) = k,W(b,q) = k,W(q,a) = 1, pQ(p) = 1,IM>(«)• Then 
Mv = 0, Mq - 1 > k. Therefore, by Proposition 3.4, D(PN) is (l,l)-limited. 
Since A{PN]) is isomorphic to as an automaton, we have Corollary 3.5. • 
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Proposi t ion 3.6. Let P/V = ( {p i , - - - ,p r l}, {ai , • • • , a,L], W, /z0), n > 2, be 
a Petri net such that W(pi,a,i) = ai, W(a,i,pi+\) = Pi, 1 < i < n — 1, and 
W(pn,an) = a n . W ( a n , p i ) = / ?„ , /¿0 = ( A I , - - , A „ ) , ^O(PI) = A ; , 1 < i < n. 
Furthermore let gj = gcd(Pj-\,aj),2 < j < n. If A\/a\ > 1 and Ai < gL for all 
i = 2, • • • ,n, and if D(PN) ^ 0, then any nonempty subset of D(PN) is (p, q)-
limited for all p, q with p + q = 2. 
Proof. We set D = D(PN). Since Ai < gt for all i = 2,••• ,n, we have 
D C aiA+. Let d £ D, d = auv,u £ € i4+DNote that v is a proper right 
factor of an element in D. 
First we show that Av(pi) < 0 for all i = 2, • • • ,n. Suppose that Av(pj) > 0 for 
some j > 2. Since Av{p.j) > 0 is a linear combination of (ij~\ and aj, Av(pj) is a 
multiple of g.j. Therefore Av(pj) > 0 implies A(v)(pj) > gj. Thus — Av(pj) < —gj. 
On the other hand, Ad = A(aiti )+A?; = 0, and we have A(aiw) = —Av. Therefore 
A (aiu)(pj) = - A v(pj) < -gj. However, (.iQ(pj) + A(cnu)(pj) < A j - gj < 0. This 
contradicts the fact that a\u e PSeq(fi^). Consequently we have that Av(pi) < 0 
for all i, (i > 2). 
Next we show that v ^ PSeq(p,o). To prove this we show that there exists some 
Pi, t > 2, such that Av(pt,) < —gt.. Suppose the contrary. Then Av(pi) = 0 for all 
i > 2. Let Xj be the number of the letter ay- in v, then 
( 0 • • 0 \ / X\ \ ( A(v)(Pi) \ 
Pi —ai 0 0 •x2 0 
A(v) = 0 P2 • 0 0 = 
\ 0 0 • Pn-1 - a n / \ •En / 1 o J 
We regard the equation above as a system of linear equations. Since D ^ 0, the 
determinant of a matrix (Aai , • • • , Aa„.) is zero. That is, a\a2 • • • an = /?i/?2 • • • Pu-
Since there exists a solution, we must have Av(p\) = 0. Consequently A(aiii ) = 
—Av = 0 and aiu G PSeq(p.o). Therefore axu € D*. This contradicts the fact that 
D is a prefix code. Thus we have proved that Av(pi) < —gt for some pt, t > 2. 
This means that v ^ PSeq(i-io) since Ho(pt) + A(v)(pt) < A j — gL < 0. 
Finally we prove that any nonempty subset C of D is (l,l)-limited. Suppose 
that WQ,W\,W2 £ A*, and uiou>i,wiu>2 € C*. We may write 
WQ = UQXI, W\ = y\Vi, X\y\ £ C for some X\,y\ € A*, UQ, £ C*. 
Note that yx is a right factor of an element of D. If y\ ^ I and y\ £ C, then 
y\ ^ PSeq(no) as we mentioned above. Therefore wxw2 = y\V\w2 PSeq(po). 
This contradicts our hypothesis. Thus i/i = 1 or y\ £ C. This shows that w\ £ C*. 
• 
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Let PN2 = ({pi , P2}, {a, b, c}, W, /¿o) be a Petri net such that 
W(a,P]) = auW(jpub) = a 2 ) W{b,p2) = p{, W{px, c) = a:hW(p2,c) = p2, 
Mo(pi) = M, Mo(P2) = A2. 
Lemma 3.7. Let PN 2 be a Petri net mentioned above, and let 
a = gcd(a\,a2,a3), ¡3 = gcd((3\, P2). Suppose that D(PN2) ^ 0 and Ai < a, \2 < 
P. If d G D{PN2) and v, v ^ 1, is a proper right factor of d, then we have one of 
the following: 
(1) Av(Pl) < -a, Av(p2) < -P. 
( 2 ) Au(p1) = 0, Av (p 2 ) < -p. 
(3) Av(Pl) < -a, A v { p 2 ) = 0 . 
Proof. Let D = D(PN2). It is obvious that b and c are not enabled in ¿¿o, 
so that D C aA*. Let d e D, d = auv,u € A*,v G A+. If u = 1, then 
Av = —Aa and (3) holds. Assume u ^ 1. If Av{p\) > 0, then A-u(pi) > a 
because Av(pi) is a multiple of a. Thus A (au) (p i ) = — Av(Pi) < —a. Hence 
Ho(pi) + A(au)(pi) < Ho(px) — a < 0. This contradicts the fact that av, G PSeq{no). 
Therefore A-y(p1) < 0. Similarly we have Av(p2) < 0. If A-u(pi) = 0 and 
Av{p2) = 0, i.e., Av = 0, then A (au) = 0. Since av. G PSeq(/io), we have au G D*, 
contradicting the fact that D is a prefix code. Therefore at least one of (1),(2) or 
(3) occurs. • 
Proposi t ion 3.8. If D(PN2) 0 and A] < a, \2 < P, then any nonempty 
subset of D(PN2) is (p, g)-limited for all p, q with p + q = 2. 
Proof. Let D = D(PN2). We note that for a right factor v, v / 1, of an element 
d G D the vector /iy + Av is not positive by Lemma 3.7. That is, v PSeq(fiu). 
Let C be a nonempty subset of D. Assume WQ, wi ,u^ga* and WQW\,W\W2 G C*. 
If either via = 1 or W\ = 1, then W\ G C*. Therefore we consider the case where 
mo / 1 and w-1 ^ 1. Let wowi = di • • • dnl, di G C, 1 < i < m. There exist 
an integer i, 1 < i < to, and u, v G A* such that wo = d\ • • • di-\u, di = uv, 
W\ = vdi+\ • • • dm. If v / 1 and v £ D, then v is a proper right factor «¿¿. Thus 
v fi PSeq(/j.n). However, from W]W2 = vdi+\ • • • d,nw2 G C*, we heve v G PSeq(¡.to). 
This is a contradiction. Hence v = 1 or d G C. It follows that W\ G C*. Thus C is 
(l,l)-limited. • 
Let PN:i = ({p,q},{a,b,c},W,[io) be a Petri net such that W(a,p) = a, 
W(q,a) = p,W(p,b) = a + P,W(b,q) = a + p,W(c,p) = P,W(q,c) = a, M ( p ) = 
\»vo {q ) = K v 
Lemma 3.9. Let PN3 be a Petri net mentioned above. If P < Xv < a + P and 
P < A(/ < a, then for any u G PSeq(fio) we have one of the following: 
228 Genjiro Tanaka. 
(3) Au = k(a - ß ) - l ß k(a — ß) + la , k > 0, I > 1. 
Proof. We shall prove the lemma by induction on the length of u in PSeq(iM>). 
Since ß < Ap < a + ß, and ß < Xq < a, only a is enabled in /¿o. That is, a positive 
sequence of length 1 is only a, and A a is of the form (2). 
Since X,, — ß < a — ß < a, c is not enabled in /t0 + A a. A (a2) is of the form (2), 
and A (ab) = (—ß,a) is of the form (3). c is not enabled in /to + A (a2), b is not 
enabled in /¿o + A (ab). A (a3) is of form (2). A (a2 b), A (aba) and A (abc) are of the 
form (1). 
Now we suppose that for u £ PSeq(ß{)),\u\ > 3, the vector Au has a form 
(1),(2) or (3). Let x be an element in {a.b.c} such that ux £ PSeq(/i,o). We shall 
show that A (ux) is of the form (1),(2) or(3). 
Case 1. am = (k(a-ß),k(a-ß)). a (ua ) is of the form (2). If k = 0, then both 
b and C are not enabled in /t() + Au. For k > 1, A(ub) = ((k — l ) ( a — ß) — 2ß, (k — 
1)(a-ß) + 2a) is of the form (3).. A(uc) = ((k - l ) ( a - ß) + a, (k - l ) ( a - ß) - ß) 
is of the form (2). 
Case 2. Au = (k(a - ß) + la,k(a - ß) - Iß). A (ua) is of the form (2). If 
I = 1, then A(ub) is of the form (3). If I > 2, then A(ub) = ((k + l ) (a - ß) + (I -
2)a, (k + l)(cv - ß ) - ( l - 2)ß) is the form (1) or (2). If k = 0, then c is not enabled 
in / l ( ) + a m . For k > 1, a ( m c ) = ((k - 1 )(a - ß) + 2a, (k - l)(a - ß) - 2ß). 
Case 3. a u = (k(a - ß) - Iß, k(a - ß) + la). a (ua) = ((k + l)(a - ß) - (I -
l)ß, (k + l ) ( a -ß) + (l- l ) a ) is of the form ( 1 ) or (3). a ( m , c ) = (k(a -/?)-(/-
l)ß, k(a - ß) + (I - ljcv). If k = 0, then b is not enabled in /tD + Au. For k > 1, 
a (ub) = ((k - l ) (a - ß ) - ( l + 2)ß, (k. - l)(a - ß) + (I + 2)a). Thus Lemma 3.9 is 
proved. • 
Propos i t ion 3.10. If D(PNj) ± 0, and if ß < A?) < a + ß and ß < Xq < a, 
then any nonempty subset of D(PN3) is (p, </)-limited for all p, q with p + q .= 2. 
Proof. Let D = D(PN3), and let v, v ^ 1, be a proper right factor of d £ D. 
First we shall show that v £ PSeq(ßo). Let d = uv,u,v £ A+, then ai> = — am. 
Since m £ PSeq(f.io), by Lemma 3.9 we have one of the following: 
We consider Case (iii). If v £ PSeq(p0), then, by Lemma 3.9 we have the following 
three cases. Case (iii)-(l) 
Aw = -k(a -ß)+lß -k(a - ß ) - l a 
x(a - ß) 
x(a - ß) , k > 0, I > 1 , x > 0. 
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In this case, there is not a solution for .tD 
Case (iii) :(2) 
A . - ( X - S -1 1 
In this case, only one solution of linear system is a non-positive (x, y) = (—(k + l),l). 
Case (iii)-(3) 
\ -k(a — P) — la J \ x(a - P) + ya J 
In this case, only one solution of linear system is a non-positive {x,y) = (—k, —I). 
Therefore in any cases we have v £ PSeq(po). Similarly, in Case (i) or Case (ii) we 
cannot write Av in the form (1), (2) or (3) of Lemma 3.9. Therefore v ^ PSeq(po). 
Let C be a subset of D. Assume WQ,W\,W2&A* and WQW\,W\W2 £ C*. If 
either wq = 1 or w\ = 1, then w\ € C*. Therefore we consider the case where 
WQ ^ 1 and w\ 1. Let w^vji = rfj •••(/,„., dj € C, 1 < j < rri. There exist 
an integer i, 1 < i < ??i, and n, v G A* such that uio = di • • • d;_iu, di = uv, 
W\ — vdi+i • • • dvl. If v yí 1 and v ^ <i;, then v is a proper right factor di. By 
using the above fact that v £ PSeq(iiu), we obtain wi ^ PSeq^io). This is a 
contradiction. Thus we have either v = 1 or v = di which implies w^ € C*. Thus 
C is (l,l)-lirnited. • 
When a submonoid of a free monoid is given, it seems complicated to judge 
whether the submonoid is pure or not. This is because we have to show it by the 
treatment of many different cases of words which belong to the submonoid. Also it 
doesn't seem easy to decide whether the base of a pure monoid is limited or not. 
Proposition 2.1 and 2.2 ensure that any submonoid generated by a code D(PN) 
or S(PN) is always pure. The proof techniques of Proposition 3.2-3.10 which use 
the properties of right factors of the elements in D(PN) may be usable to decide 
whether D(PN) is limited or not in other Petri nets. 
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On Nilpotent Languages and Their 
Characterization by Regular Expressions 
György Gyurica* 
Abstract 
Tree languages recognized by deterministic root-to-frontier recognizers are 
also called DR-languages. The concept of generalized R-chain languages was 
introduced by the author in his paper On monotone languages and their 
characterization by regular expressions (Acta Cybernetica, 18 (2007), 117-
134.) and it has turned out that the monotone DR-languages are exactly 
those languages that can be given by generalized R-chain languages. In this 
paper we give a similar characterization for nilpotent DR-languages by means 
of plain R-chain languages. Also a regular expression based characterization 
is given for nilpotent string languages. 
1 Introduction 
Monotone string and DR-languages were characterized by means of regular ex-
pressions in [4] and [9]. For string languages it was shown in [4] that the class of 
monotone languages and the class of languages represented by finite unions of semi-
normal chain languages are the same. In case of DR-languages it is turned out in 
[9] that the class of monotone DR-languages and the class of languages represented 
by generalized R-chain languages are the same. In this paper our goal was to find 
a similar characterization for both nilpotent string and DR-languages, however our 
main focus was directed towards nilpotent DR-languages because nilpotent string 
languages were already studied in the past intensively. 
After introducing the necessary concepts we brought in the concept of plain 
chain languages by which we characterized nilpotent string languages. Later, a 
similar chain-like structure was introduced for DR-languages, that were given the 
name plain R-chain languages. It has turned out that a DR-language is nilpotent 
if and only if it can be given as a plain R-chain language. The proof required some 
additional results, among which one states a condition by which the class of DR-
languages is closed under .x-product. We have also defined when a DR-language is 
path complete or ^-terminating. These concepts turned out to be very handy if we 
want to characterize the ¡r-product of nilpotent DR-languages. 
* Department of Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hungary 
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For notions and notation not defined in this paper we refer the reader to [8] and 
[9]. 
2 Nilpotent string languages 
Let X be a finite nonempty alphabet. X* denotes the set of all words over X. The 
length of a word u G X* is denoted by which is the number of occurrences of 
letters from X in u. The empty word is denoted by e. As usual, N will denote 
the set of natural numbers, i.e. N = { 1 ,2 , . . . } . X + ( = X* \ {e } ) denotes the set 
of words with length greater than 0. The set of words no longer than k G /V is 
X*'k = {u G X* : |u| < k}. A word w G X* is a prefix of a word u G X* if there is 
a word v G X* for which u = wv. Moreover, we say that w G X* is a proper prefix 
of u G X* if w is a prefix of u and |w| < |u|. 
A system A = (A, X, 5, an, A') is called an X-recognizer, if A is a finite set 
of states, X is the input alphabet, 5 : A x X —» A is the next-state function, 
do G A is the initial state, and A! C A is the set of final states. The next-state 
function can be extended to a function <5* : A x X* —> A, where 5*(a,e) = a, and 
S*(a,xu) = 6*(5(a,x),u) for every a G A, x G X, u G A'*. If there is no danger of 
confusion, instead of 6*(a,u) we can use the notation 8(a,u) or simply au. 
The language L(A) recognized by A is given by 
L{A) = {u€ X* | aQu G A'}. 
A language L C X* is called regular or recognizable if it can be recognized by 
an X-recognizer. 
An X-recognizer A = (A,X,6,ao,A') is nilpotent if there is an integer k > 0 
and a state a G A such that au = a for all a G A, u G X* with |w| > k. The state a 
is called the nilpotent element of A, and the least k for which the above condition 
holds is called the degree of nilpotency of A. A language L C X* is nilpotent if 
there is a nilpotent X-recognizer A for which L(A) = L. 
Remark 1. Nilpotent element has various names in the terminology like absorbent 
element (see [2]), or trap state, etc. We will use the term nilpotent element in the 
rest of this paper. 
The complement of a language L C X* is defined as X* \ L and will be denoted 
by c(L) in the sequel. The following lemma is well-known (see [5]). 
Lemma 1. A language L C X* is nilpotent if and only if L or c(L) is finite. 
We introduce some chain-like languages that were used in [4] and [9]. A language 
L C X* is fundamental, if L = Y* for a Y C X . A language L C X* is a chain 
language, if L can be given in the form L = LQX\L\X2 • • • Xk~\Lk~\XkLk, where 
x\,... ,Xk G X and every Li (0 < i < k) is a product of fundamental languages. 
We will call a chain language L = L^x^Lxxo .. .Xk-\Lk-\Xk.Lk plain , if L<. = {e } 
for every 0 < i < k and — Y*, where Y = 0 or Y = X. We will use small Greek 
letters like rj, 6 , . . . to denote plain chain languages. 
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Let £ = X1X2 • • • Xk.Lk be a plain chain language. Clearly, £ is finite if Lk = { e } , 
and £ is infinite if Lk = X*. Furthermore, the length of C is defined as |£| = k. We 
consider the plain chain language £' = X1X2 •••x.j as a prefix of £ if either j > k 
with £ fc+ i . . . Xj G Lfc or 1 < j < k. Note that every word of X* can be considered 
as a finite plain chain language. 
The following two remarks are trivial. 
Remark 2. The languages { e } and X* are nilpotent. 
Remark 3. Every finite language can be given as a union of finitely many plain 
chain languages. 
Lemma 2. Let L C X* be an infinite lariguage that is given as a union of plain 
chain languages £ 1 , . . . , Q (I £ N). If for all u e X* there is an % G { 1 , . . . , 1} such 
that u is a prefix of £,;, then L is nilpotent. 
Proof. Let us suppose that the conditions of the lemma hold. We construct a 
recognizer A = (X*'k U {a},X,6, {e},A') where k = max{\Qi\ : 1 < i < I}. For 
every a G A and x G X, we define the next-state function S as follows: 
To define the set of final states A' , let a G A'. Moreover, let x\ .. .x.j G A' for 
every X\...XJL.j G {£1 ,•••,£/}, a r l d if LJ = X* then for every u G X*>k~'-> let 
xi ... x.jU G A'. 
Let us now take a word u G L and let £ G {£1, • • •, 0 } k e the shortest plain 
chain language for which u is a prefix of If |m| > k then a$u = a hence u G L(A). 
If |w| < k then |£| < |w| holds since u, is represented by £ in L, therefore by the 
construction of A' we get u G L{A). Let us now take a word w G L{A). The 
construction of A' implies that there is a plain chain language £ G {£1, • • •, £;} for 
which w is a prefix of £ and |£| < |io|. Since £ takes part in the representation of 
L, we get w & L. Thus L = L(A). It is obvious that ev = a for any word v G X* 
with > fc, therefore L is nilpotent with the nilpotent element a and with the 
degree of nilpotency of k + 1. • 
Let A = (A, X, ¿A: <"'0! A') and B = (B, X, ¿b , bo, B') be X-recognizers. 
The direct product of A and B is defined as the A'-recognizer 
A x B = (A x B, X, S, (ao, b0), F), where F C Ax B and 5 is defined as 6((a, b),x) = 
(6A{a,x),6&(b,x)) for all a G A,b G B and x G X. Let r be a mapping from A 
onto B. We say that r is homomorjjhism of A onto B if r(ao) = bo, T~1(B') = A' 
and t ( 5 a ( g , x ) ) = SB(T(O,),X) for every a £ A and x G X. In this case B is the 
hornomorphic image of A beside r . 
The following properties of nilpotent recognizers are well-known. 
Lemma 3. The direct products and hornomorphic images of nilpotent recognizers 
are also nilpotent. 
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Proof. It is obvious that the class of nilpotcnt recognizers is closed under direct 
products (see [5]). 
To prove that the class of nilpotent recognizers is closed under the homomorphic 
images, let the recognizer B = (B, X, ¿b, BO, B') be the homomorphic image of the 
nilpotent recognizer A = (/1, X, 5 A, DO, A') under a homomorphism T : A B. Let 
the state a G A be the nilpotent element of A and let k be the degree of nilpotency 
of A. Let r(a) = b. Taking any word u G X* for which |u| > k and an element 
a G A we get that a.u = a, and thus r(a)u = r(a). As every element of B has an 
inverse image in A we can state that B is nilpotent with the degree of nilpotency 
of k and with the nilpotent element b. • 
It is a widely used fact that the unions and the intersections of languages recog-
nized by given recognizers can be recognized by direct products of these recognizers 
(see [5]). Also it is clear that the complement of a nilpotent language is also nilpo-
tent (again, see [5]). Thus we get 
Corollary 1. The family of nilpotent languages is closed under union, intersection 
and complement. 
Let A = (A, X,5A,O.Q, A') be an X-recognizer. The X-recognizer 
B = (B, X , $13,̂ 0, B') is the connected subrecognizer of A, if B = {ao?t|u G X * } , 
B' = A! n B, a0 = b0 and 5B{b,x) = 5A(b,x) for every b G B,x G X . 
Lemma 4. The connected subrecognizer of a nilpotent recognizer is nilpotent. 
Proof. Let A = (A, X , 5a, «•(), A') be a nilpotent X-recognizer with the nilpotent 
element of a and with the degree of nilpotency of k. Also let B = (B, X , ¿b , bo, B') 
be the connected subrecognizer of A. By the definitions of connected subrecognizer 
and nilpotent X-recognizer we get that a G B. Again, by the definition of connected 
subrecognizer we obtain that bou = a for every word u G X* with |zt| > k. Thus B 
is nilpotent. • 
It, is also a well-known fact that the minimal recognizer recognizing a language 
L is a homomorphic image of the connected subrecognizer of any recognizer recog-
nizing L (see [8]). Thus we have 
Corollary 2. A language is nilpotent iff the minimal recognizer recognizing it is 
nilpotent. 
Before we continue studying nilpotent languages, we observe some basic corre-
lations between nilpotent and monotone languages. 
An X-recognizer A = (A, X, 5, ao, A') is monotone if there is a partial ordering 
< on A such that a < 5(a,x) holds for all a G A and x G X . It is obvious that 
for all a G A and u G X " , a < au holds, too. A language L C X* is monotone if 
L = L(A) for a monotone X-recognizer A. Later we will use the fact that every 
partial ordering on a finite set can be extended to a linear ordering. For more 
details on monotone languages we refer the reader to [4]. 
The following property of nilpotent languages is well-known (see [10]). 
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Lemma 5. Every nilpotent language is monotone. 
Proof. Let L C X* be a nilpotent language and let A = (A, X, 5, ao, A') be a 
nilpotent recognizer for which L = L(A). Moreover, let us suppose that L is 
not monotone. This means that there are states a,b € A with a ^ b and words 
u, v £ X* such that au = b and bv = a. Let k be the degree of nilpotency of 
A. Then a(uv)k = a and b(vu)k = b, which contradicts the assumption that A is 
nilpotent with degree of nilpotency of k. • 
Remark 4. In the proof of Lemma 5 we relied on the assumption that there are 
states a and b and words u and v such that a ^ b, au = b and bv = a. If there is no 
such a pair of states a and b, then the relation defined by a' < a'u for every a' £ A 
and u £ X*, is a monotone order. 
From Lemma 5 we easily get 
Corollary 3. Let A = (A, X, 5, ao, A') be a nilpotent recognizer. There is a linear 
ordering < on A such that a < ax holds for all a £ A and x £ X. 
The converse of Lemma, 5 does not hold as the following example shows. 
Example 1. It is easy to see that L = ab* is monotone, but is not nilpotent. 
In the sequel, we will characterize nilpotent languages by means of plain chain 
languages. 
Lemma 6. Every nilpotent language L C X* can be given as a union of finitely 
many plain chain languages Cii • • • N), where in case of infinite L it holds 
that for all u £ X* there is an i £ {1,..., 1} such that u is a prefix of Q. 
Proof. Let L C X* be a nilpotent language. If L is finite, then by Remark 3 L can 
be given as a union of finitely many plain chain languages. If L is infinite, then let 
A = (̂ 4, X, 5, ao,A') be the minimal ziilpotent recognizer for which L = E(A). If A 
is singleton, then L(A) = X*, thus L is a plain chain language. Let us now assume 
that A = {«o, • • • ,0-n] (n > 0), and let the state au be the nilpotent element of 
A. Using Corollary 3, we have a linear ordering < on A such that ao < ... < au 
holds. Since A is nilpotent and minimal, a ^ au implies ax ^ a for all a £ A and 
x £ X. Let us define the recognizer A = (A,X,5,a~i, { a , } ) for all 0 < i, j < n. 
Furthermore, for all x £ X, let us define the recognizer A.R = (A, X, 5, ao, Ax), 
where Ax = {a £ A \ {an} \ ax = a n } . Using the recognizers defined above we can 
write L(A0I71) = UXEV L(Ax)xL(A„,„,). Since L(AX) is finite and L(AN>„) = X*, 
we get that L(AotU) is given as a finite union of plain chain languages. Using the 
languages L(A/I7), we can give L as 
L = L(A)= (J L(A„,m)= |J L(Ao, m )U |J L(Ax)xL(An>n), 
where every L(Ao,m) is finite (0 < m < n), hence by Remark 3 we gave L as the 
union of finitely many plain chain languages. Let us now take a word u £ X* and 
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let W G X * be any word for which |tiui| > n . Since UQUW = an there is a plain 
chain language £ in the above representation of L(A0 .„) for which u is the prefix 
of C- • 
From Lemma 1, Lemma 2 and Lemma 6 we directly obtain 
Theorem 1. Let L C X* be a regular language. L is nilpotent iff L can be given 
as a union of finitely many plain chain languages Ci> • • • , 0 G N). where in case 
of infinite L it holds that for all u G X* there is an i G { 1 , . . . , 1} such that u is a 
prefix ofQ. 
3 Nilpotent DR-languages 
A finite nonempty set of operational symbols is called ranked alphabet and will be 
denoted by E in this paper. The subset of all m-ary operational symbols will be 
denoted by E m (C E), m > 0. We shall exclude the case m = 0, so it is supposed 
that Eu = 0 in the sequel. 
Let X be a set of variables. The set Tv(X) of EX-trees is defined as follows: 
(i) x c T S ( X ) , 
(ii) er(pi,. . .,p.,n) G r E ( X ) if m > 0, a G E„, and pu . . . ,p .m G TS(X), 
(iii) every EX-tree can be obtained by applying the rules (i) and (ii) a finite 
number of times. 
In the rest of this paper X will stand for the countable set {x ¡ ,x2, •..}, and for 
every n > 0, X„. will denote the subset {rc j , . . . , re,,} C X . The power set of the 
set S will be denoted by p(5). 
A deterministic root-to-frontier T,-algebra (or DR E-algebra for short) is a pair 
A = (̂ 4, E), where A is a nonempty set and E is a ranked alphabet. Every o G E m 
is represented as a mapping oA : A —> A'". We call A finite, if A is finite. 
A system 21 = (^4,ao,a) will represent a deterministic root-to-frontier EXV[-
recognizer (or a DR T.X„ -recognizer for short), where A = (/1, E) is a finite DR 
E-algebra, a0 € A is the initial state, and a = (A^1) , . . . , A^) G p(^4)"' is the final 
state vector. If E or X.n is not specified, we speak of DR-recognizers. 
Let 21 = (^4, ao, a) be a DR EX„-recognizer. Let us define the mapping a : 
T e ( X 7 1 ) - > p ( A ) as usual. For every p G T S ( X N ) 
(i) if p = Xi G Xn, then a(p) = 
(ii) if p = er(pi,.. . ,p,„), then a{p) = {a G A |cr^(a) G a(pi) x ... x a(p.,n)j. 
The tree language recognized by 21 is denoted by T(2l) and is given by 
T(21) = { p G Ts(Xn) | a 0 G a ( p ) } . 
Tree languages recognized by DR-recognizers are also called DR-languages. 
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Let 21 be a DR. EX„-recognizer and a £ A one of its states. The tree language 
recognized by 21 from the state a is defined by 
T(%a) = {p£T^(X.n) | a£a(p)}. ' 
A state a is called 0-state if T(2l, a,) = 0 . 21 is called normalized if for all a £ E m and 
a € A it holds that each component of aA{a) is a 0-state or no component of aA(a) 
is a 0-state. Moreover, 21 is called reduced if for all states a,b £ A it holds that 
a ^ b implies T(2l ,a) ^ T(2l,6). It is a well-known fact that every DR-language 
can be recognized by a normalized and reduced DR-recognizer. For more details 
we refer the reader to [6], [7] and [8]. 
Now we define the ordinary alphabet E corresponding to the ranked alphabet 
E. For all or, t £ E, let 
(i) t a = {<7i , . . . , cr.,„ } , if a £. E.m (m > 0), and 
(ii) £ C T n E T = 0 , if <7 t . 
We define E as E = IJ ( £ „ | a £ E). 
For each x £ Xu, the set yx(t) of x-paths of a tree t £ T^(Xn) is defined as 
follows: 
(i) gx(x) = { e } , 
(ii) gx{y) = 0 for y £ Xn,x / y, 
(iii) <?:,;(£) = (rigx{ti)U.. . U o i n g x ( t m ) for t - o(tL,... , t m ) , a £ E71i, U £ T S (X„ . ) , 
1 < ¿ < rn, rn > 0. 
The mappings gx are extended to £X n - t ree languages in the natural way, that 
is, for any tree language T C T^(Xn) and variable x £ Xn, let gx{T) = \JleT 9x{t)-
The sets gx(T) C E* are also denoted by Tx and are called the path languages of 
T. Moreover, let us define g(T) as g{T) = U:,;C.Y A t r e e language T C T E (X„ . ) 
is said to be closed if a tree t £ T^(Xn) is in T if and only if gx{t) C Tx for all 
x £ Xu. It is a well-known result that a regular tree language is DR-recognizable 
if and only if it is closed (cf. [1] and [11]). 
For any integer n £ N and sets S i , . . . , SJM let 7r¿ : Si x . . . x S„, —• S¿ be the 
i-th projection, that is, 7r¿(si , . . . , s ¿ , . . . , s1L) = Si for all s.¿ G S¿ and 1 < i < n. 
Let E be a ranked alphabet, and let E be the alphabet corresponding to it. Let 
A = (A, E) be a D R E-algebra, For every u £ E*, the mapping uA : A —* A is 
defined as follows: 
(i) If u = e, then auA = a, and 
(ii) if u = OjV, then auA = iTj{a{a))vA for all a £ A, a £ E,,t, v £ E*, and 
j £{!,... ,rn}. 
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The mapping defined above can be extended to subsets of E* in the natural way. 
In the rest of this paper we will omit the superscript A in uA if the D.R E-algebra 
A inducing uA is obvious. 
A DR E-algebra A = (A, E) is nilpotent, if there are an integer k > 0 and an 
element a £ A such that au = a for all a G A and t ig E* with |tt| > k. The state a 
is called the nilpotent element of A and the least k for which the above condition 
holds is called the decjree of nilpotency of A. A DR EX,i-recognizer 21 = (_4,ao,a) 
is nilpotent if the underlying DR E-algebra A is nilpotent. Finally, a EX„-tree 
language T is nilpotent if it can be recognized by a nilpotent DR EX,i-recognizer. 
Remark 5. A different definition of nilpotent DR E-algebras and a typical charac-
terization can be found in [3]. We will show that the two definitions define the same 
set of DR E-algebras. 
Let A = (A, E) be a DR E-algebra, let a £ A be an element and let 
be a tree. We define the word fr(aí) G A* as follows: 
(i) if t G X, then fr(ai) = a, 
(ii) if t = o(ti,..., tm ) , then fr(ai) = fi^ai^)... f r (a m f m ) , where 
a G E m , aA{a) = ( a i , . . . , a m ) , t.,,..., t,n G TS(XU), m > 0. 
For any tree t G Te(X„.), let mh(t) = min{\u\ : u G g{t)}, that is, mh(f) is 
the length of the shortest path leading from the root of t to a leaf. Now we recall 
the definition of nilpotent DR. E-algebra from [3]. A DR E-algebra A = (A, E) is 
nilpotent if there are an integer k > 0 and an element a G A such that for all a G A 
and t G t e ( x „ ) with mh(i) > k, fr(ai) = a' for a natural number I. This a is called 
the nilpotent element of A and the least k for which the above condition holds is 
called the degree of nilpotency of A. 
Lemma 7. The two definitions of nilpotent DR languages above define the same 
set of DR H-algebras. 
Proof. Let A = (A, E) be a DR E-algebra, let k be an integer, and let a £ A be 
an element such that for any a £ A and t £ T E ( X u ) with rnh(t) > k we have 
fr(ai) = a1 for a natural number I. Let us now take a word u £ E* such that 
M > k. By taking any tree p £ Tz(Xn) for which u is the shortest path in g(p) we 
have fr(ap) = a1 for a natural number I'. That means au = a. 
Conversely, let k > 0 be an integer and a G A a state such that for every a £ A 
and u £ E* with |it| > k, au = a holds. Let us now take a tree p £ T s ( X n ) for 
which mh(p) > k. Since every path in g(p) is at least k long, we have fr(ap) = a1 
for a natural number I. Therefore the two definitions define the same set of DR 
E-algebras. • 
A DR E-algebra A — (A , E) is called monotone if there is a partial ordering < on 
A such that o < 7r¿(a-(a)) for all a £ A, o £ E.,„ and 1 < i < m. Moreover, we say 
that a DR EA^-recognizer 21 is a monotone DR T,Xn-recognizer if the underlying 
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DR. E-algebra A i,s monotone. Finally, a language T C T V ; ( X , i s monotone, if 
T = T(21) for a monotone DR EX„.-recognizer 21. 
As in the string case, there is a basic correlation between the nilpotent and 
monotone DR-languages that we state in 
Lemma 8. Every nilpotent DR-language is monotone. 
Corollary 4. Let 21 = (.4, ao,a) be a nilpotent DR T,X.„recognizer where A = 
(A, E). There exists a linear ordering < on A such that a < 7r¿(<x(a)) holds for all 
a £ A, a £ Em and i £ {1,... ,m). 
Similarly to the string case, the converse of Lemma 8 does not hold. 
4 Simple approach 
Before we continue, we have to clarify some details regarding some particular ope-
rations on tree languages. The cr-product of EXn-tree languages T\,... ,T.,n. is the 
tree language CT(Tj, . . . ,T m ) = {a(ti,... , t m ) | t¿ £ T-¿, 1 < i < ???,}, where m > 0 
and a £ E„,.. We assume that the reader is familiar with the operations of union, 
x-product and x-iteration. In the sequel, we use the operation of x-product in 
right-to-left manner, that is, for any tree languages S,T C T^(Xn) the x-product 
T -x S is interpreted as a tree language in which the trees are obtained by taking a 
tree s from S and replacing every leaf symbol x in s by a tree from T. Note that 
different occurrences of x may be replaced by different trees from T. We will also 
assume that T -y R -x S always means T -y (R -x S) for any variables x,y £ Xn and 
tree languages S,R,T C T^{XU). 
Let E be a ranked alphabet and let Xu be a set of variables. The set RE(T,XU) 
of all regular EX„-expressions and the tree language T(r¡) represented by 77 £ 
RE(HXn) are defined in parallel as follows: 
• 0 G RE(EX,,.), T ( 0 ) = 0, 
• V i e x.„. : x G i ? £ ( £ X „ ) , T(x) = {x } , 
If a £ E.m, 7/1,772, • • •, rjm G RE(EXn), x G X.,,., m > 0, then 
• ( » 7 1 ) + (%) G RE(EXn), T((r/,) + (772)) = T(77i) U T(r /2), 
• (772) •,; (Vi) G RE(EX.n), T((77,) (771)) = T(7 / 2 ) •, T(77A), 
. fa)*-* £ RE(ZXn), T ( ( m m = T(r¡i)*'x, 
• <7(771,... ,rhn) £ RE(EXN), T(cr(r) 1 , . . . ,7/.M)) = CT(T(77I), . . . ,T(rhn)). 
Some parentheses can be omitted from regular EX„.-expressions, if a precedence 
relation is assumed between the operations of cr-product, x-iteration, x-product, 
and union in the given order. 
Let 21 = (^4,ao,a) be a nilpotent DR EXn-recognizer, where A = (A,E) , A = 
{a 0 , . . . ,a fc } and a = . . . , A^). Due to Corollary 4 we assume that a0 < 
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cii < . . . < a.k holds and we can also suppose that a^ is the nilpotent element of 
21. Let Efc = {£0, • • • be a set of auxiliary variables for which Xu fl E^ = 0 
holds, and let 0 : >1 —» E^ be a bijective mapping defined by 4>(ai) = for every 
0 < i < k. Since every nilpotent DR-language is monotone, we may recall the 
trivial regular expression belonging to 21 ('//«a for short), which is defined in [9] as 
follows: 
V* =Vk-£kVk-i -u-i ••• 'ii 
where for each i = 0 , . . . , k, 
V, (p\ I-- — p\, -i v\ !• ••• I"«; ,)-i , ('•', I i - ^ ) * ^ 
and where 
1) y\,... ,y'Ti are all the elements of the set { x - G Xlt\ a.L G A^, 1 < z < n} , 
2) pi = cr(^ii,..., £,;m) for such o G £,„ and ^ G E^ (1 < v < m) that 
o(a,i) = ( r 1 fe,),-.., r ' f e J ) a n d ni £ U i ^ ^ m i ^ ^ K ) ) } hold for every 
s G 
3) i* = <t(̂ £, , . . . , £j„J for such <r G £ m and G E^ (1 <v< m) that o-(oj) = 
• • • a n d «i e Ui<.u<„ l{ ' r-«(«7K))} h o l d f o r e v e r y s e 
{ ! > • ••>.?/}» 
4) I R - . - . p U I + I { ¿ i , . . . , i U 1 = 1 £ I-
In each the part (p\ + • • • + p\. + y\ + • • • + y)..) is called the terminating part 
oirji, furthermore, the part (t\ + • • • + is called the iterating part of 77.;. The 
expressions of the form .. .7/1 -j, r\0 are called chains. 
Let us now observe the regular £ ( X „ U5/,:)-expression 7751 that is detailed above. 
It is obvious that in each rji (0 < i < k) the iterating part is empty because there 
is no symbol <7 £ £„, and state a G A \ {at-.} for which a G Ui<„<„ i {7 r»(< T (a ) ) } -
Thus we can omit these iterating parts from r/y. By these omissions we simplified 
the trivial regular expression belonging to 21, and we will call the result the plain 
regular expression belonging to 21 (denoted by £<a). 
5 Characterization 
Let S C T e ( X n ) be a tree language and let p G T^(Xn) be a tree. The height 
height(p), root root(p), leaves leaves(p) and the set of subtrees Sub(p) of the tree 
p are defined as follows: 
(i) If p G X„, then height(p) = 0, root(p) = p, leaves(p) = {p}, and Sub(p) = 
{P}-
(ii) If p = o(tu..., i m ) , cr £ £.,„., ti £ T £ ( X n ) , 1 < i < 771, 777, > 0, then 
height(p) = 1 + max {height (t,;) : 1 < i < m}, root(p) = 0, leaves(p) = 
Ui<i<m Isaves(ti), and Sub(p) = {p} U \J^<i<-,n(Sub(ti))-
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The above functions (except height) are extended from trees to tree languages 
as follows: root(S) = {root(p) | p £ S}, leaves(S) = Uy,eS'eaves{p), and Sub(S) = 
U p esS u b(p)-
For any tree language S C T^(XU), let the set of operational symbols appearing 
in S be defined as root(Sub(S))\Xn and let it be denoted by Eg. For any language 
S C Tz(Xn) and variable x £ Xn, let Es,x denote the set {cr € E„, | 3u G 
gx{S), 3v £ E*, 3i e { 1 , . . . ,m} : lur-tv £ g(S), m > 0}. 
Later we will use the following lemma. 
Lemma 9. Every finite DR-language is nilpotent 
Proof. Let T be a finite DR-language and let us assume that, the DR EX,¿-recognizer 
21 recognizes T. It is obvious that 21 is nilpotent with the degree of nilpotency of 
1 + max {height (t) : t £ T}. • 
The following lemma is similar to Theorem 18 in [9] with the only difference 
that monotonicity is not included. 
Lemma 10. Let S andT be DR-languages, and let x £ X„,. If root(T) PlEsix = 0, 
then T -x S is deterministic. 
Proof. The proof is the same as the proof of Theorem 18 in [9] except that we have 
to omit monotonicity from the conditions and conclusion. • 
We say that a tree language S C T s ( X n ) is path complete if for every word 
u £ g(S) and for every prefix w = W\ . . . uii-iwi of u, the word W\ . . . wi-iw is a 
prefix of a word from g(S) for all iv, wi,..., wi G E, I £ N. 
Lemma 11. Let x £ Xu be a variable and let S C T s ( X n ) , T C T^(Xn), and 
T S be DR-languages. If S and T are path complete, then so is T -x S. 
Proof. Let the conditions of the lemma hold. Let us take a word u from g(T -x S) 
and take a prefix w = wj ... wi^iwi of u where w\,... ,wi G E and I G N. Let 
w £ E be also arbitrarily chosen. If u £ g(S) then wi . . . is a prefix of a word 
from g(S) because S is path complete, and so wi.. .wi-\w is a prefix of a word 
from g(T-x S). If u = USUT where US G gx{S) and UT £ g{T), then we differentiate 
3 cases: 
(i) If w is a prefix of us then wj . . . wi-jw is a prefix of a word from g(S) because 
S is path complete. Thus w\ . . . w/_riD is a prefix of a word from g(T -x S). 
(ii) If us = e then w\ ...ui/_\U> is a prefix of a word from g{T) since T is path 
complete. Hence ui\ . . . wi-xili is a prefix of a word from g(T -x S). 
(iii) If us is a prefix of w then there is an integer i £ N such that us = w^ . . . w,;. 
In this case . . . wi-\U) is a prefix of a word from g{T). Since us £ gx(S) 
vii . . . uiiWi-|_i . . . wi-iui is a prefix of a word from g(T -x S). 
Since in every case w\... u>/_ i w is a prefix of a word from g(T -x S), we proved that 
T -x S is path complete. • 
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For any variable x G Xn, a tree language S C T v ( X n ) is said to be x-terminating 
if the following condition holds. For every u G g(S), if u is not a proper prefix of 
any w G g(S), then u G gx{S). 
Theorem 2. Let Xi G Xn be a variable and let S C T^X-n) and T C Ts;{X„) be 
nilpotent DR-languages. If root(T) fl = 0 an<l S is finite, path complete and 
Xi-terminating, thenT -x. S is nilpotent. 
Proof. Let the conditions of the theorem hold. Let 21 = ( .4 ,ao ,a) and 03 = 
(B, bo, h) be reduced, connected and normalized nilpotent DR EX^-recognizers, 
where A = (A, E), a = ( / l ^ , . . . , A™), B = {B, E), b = . . . , B ( " ' ) and 
AHB = ® such that T(2l) = S and T(93) = T. Let_/c and I be the degrees of 
riilpotency of 21 and 93, respectively, and also let a and 6 be the nilpotent elements 
of 21 and 93, respectively. 
We construct a nilpotent DR EXn-recognizer £ = (C,cq,C) that recognizes 
T-Xi S. Let C = (C, E), C = (AU B) \ { a } , c0 = a0 and c = ( C O , . . . , C<n ) ) , where 
c is defined in the following way: 
{.AW U U .4^), if x.j £ T, j i i, A^UB^, if x:i (f. T, j i- i, 
if xJ&T,j = i, B{']: if Xj j = i. The elements of E in C are represented as follows. For all A 6 E and c G C , let 
<75(c), i f c G B , 
aB(6„), if ce cr £ root(T), 
oB{ba), if c G caA = a for any u G E, 
oA(c), otherwise. 
First we show that T(€) = T -Xi S. In order to show T(C) C T -x. S, let us 
consider the definition of c. Obviously, we need to keep B ^ in in all cases. 
Then, in case of j ^ i we need to keep A^ in to retain all Xj-paths in T{€) 
that we had in T(2t). Finally, if Xj G T, then we need to derive x.j in all states of 
A^ in £ since in this case every path from gXi(S) is in gXj(T-.,:. S) as well. To show 
T -Xi S C T(C), let us consider the definition of crc(c) which is consisted of four 
parts. In the first we guarantee a 23-like processing in CI. The second and the third 
cases ensure that the processing of a word from T -Xi S, that is in a state a G A^ 
at the moment, can be continued in 03. This is important because for any variable 
Xj G X„. and every path uv G gXj{T 'a,-,- S) with v G gXj(T) and u G gXi{S) we need 
CQUV G 
Finally, the fourth case manages the processing of any path g(S) in 
Also, the condition root(T)nHs,xi = 0 guarantees us that € can determine at every 
step during the processing of a tree whether the next input symbol is evaluated in 
2i or in 93. Thus we have T(£) = T -Xi S. 
Now we show that £ is nilpotent. It is trivial that a is the trap state of 21 
since S is finite. Furthermore, au = a implies au' = a for every a G A and 
u, u' G £ because S is path complete. Moreover, since S is x,¡-terminating, every 
< 7 c ( c ) = 
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state a £ A \ { a } with av = a implies that a £ for any v £ E. Thus, knowing' 
that T is nilpotent, we easily get that cw = b for every state c £ C and path w £ E* 
where |w| > k + I. Therefore, £ is nilpotent with the nilpotent element b and with 
the degree of nilpotency of not greater than k + I. • 
L e m m a 12. The DR-language T^(Y) is nilpotent for any Y Ç Xn. 
Proof. Let T = Ts(Y) be a DR-language for which Y Ç Xn. We construct the 
D R EX-recognizer 21 = ( .4 ,ao ,a) where A = ( { a ( ) } ,E ) , a"4(ao) = ( a a , . . . , a 0 ) for 
all a £ E, and a = where A™ = { a 0 } if Xi £ Y, 0 otherwise. 
Obviously, 21 is nilpotent with the nilpotent element a() and with the degree of 
nilpotency of 0. • 
A tree language represented by ?/ = IJK -çfc . . . TJQ is called a plain R-chain 
language, if T(r/;) is finite and path complete, leaves(T(rji) \ Xn) Ç { ^ i + i , . . . 
root(T(7?,;+])) n ET ( r , r i . . . . . 5 i , , o ) , i i + 1 = 0 for all i £ { 0 , . . . , k - 1}, and T(Vk) = 
Z T E ( y U {Çfe}) where Y,Z Ç Xn. 
T h e o r e m 3. Let T Ç Ts(Xn) be a DR-language. T is nilpotent iff it is a plain 
R-chain language. 
Proof. Let T be a nilpotent DR-language and let 21 be a reduced and normalized 
nilpotent D R EX„-recognizer that recognizes T. By constructing the plain regular 
expression we represent T as a plain R-chain language. 
Conversely, let 77 = r)k • • • Vo be a plain R,-chain language for which T(ii) = 
T. Using Lemma 12 it is obvious that T(rji-) is nilpotent. By repeated use of 
Lerpma 10 and Lemma 11 we get that T(r)k-i ••• -Çj Vo) is path complete 
DR-language and is also nilpotent because of Lemma 9. Moreover, we see that 
. . ••ÇtVo) is ^--terminating because every z-path of T(i7fc_i • i f c_1 . . ??0) 
is a proper prefix of a ^,-path of T{rjk-\ -{fc_i ••• '{i Vo), z G Xn. Thus using 
Theorem 2 we get that T{i% • • • Vo) is nilpotent, hence T is nilpotent, too. • 
6 Conclusion 
We have characterized nilpotent DR-languages by means of plain i?-chain lan-
guages. To achieve this result, we have stated among others a. condition by which 
the class of DR-languages is closed under the operation of »-product. Unlike in 
[9] we did not investigate the possibility of reducing plain R-chain languages nor 
we have investigated the number of auxiliary variables in them, however similar 
methods seem possible that we have seen in [9]. 
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