Abstract-The traditional approach for estimating the performance of numerical methods is to combine an operation's count with an asymptotic error analysis. This analytic approach gives a general feel of the comparative efficiency of methods, but it rarely leads to very precise results. It is now recognized that accurate performance evaluation can be made only with actual measurements on working software. Given that such an approach requires an enormous amount of performance data related to actual measurements, the development of novel approaches and systems that intelligently and efficiently analyze these data is of great importance to scientists and engineers. This paper presents new intelligent knowledge acquisition approaches and an integrated prototype system, which enables the automatic and systematic analysis of performance data. The system analyzes the performance data which is usually stored in a database with statistical, and inductive learning techniques and generates knowledge which can be incorporated in a knowledge base incrementally. We demonstrate the use of the system in the context of a case study, covering the analysis of numerical algorithms for the pricing of American vanilla options in a Black and Scholes modeling framework. We also present a qualitative and quantitative comparison of two techniques used for the automated knowledge acquisition phase. Although the system is presented with a particular pricing library in mind, the analysis and evaluation methodology can be used to study algorithms available from other libraries, as long as, these libraries can provide the necessary performance data.
gested by the relatively small number of studies that appear in the literature. The early work by Geske and Shastri [1] , the more recent work of Broadie and Detemple [2] , [3] , and the work by AitSahlia and Carr [4] are some of these limited in number studies.
In general terms, pricing algorithms can be evaluated in a qualitative, econometric, or computational framework. Econometric or computational evaluation is quantitative in nature and is based on experimental data. Qualitative evaluation is often subjective and, in that sense, difficult to pursue in an automated and systematic manner. For example, whether an algorithm is easy to implement, or whether it is difficult to modify, are salient properties of the algorithm but their values are, to a great extent, subjective. On the other hand, econometric and computational evaluation can be systematically attacked within a methodological framework and provide objective classification properties of the pricing algorithms. Econometric evaluation is more properly addressed in the model level; for example, the widely used Black and Scholes model [5] can be, and has been, compared to the actual market. Within a given model there are numerous algorithms that implement it. Computational evaluation analyzes the algorithms based on their numerical properties, and establishes their relative performance, based on a set of quantitative characteristics, such as error, memory and speed.
In this work we are primarily interested in the computational evaluation of various pricing algorithms. The methodological performance analysis and classification of numerical algorithms has been treated extensively, in the context of partial differential equation models [6] , [7] using integrated software frameworks [8] . An example of such a system is Parallel ELLPACK [9] which generates a large number of experimental data that can be analyzed in a postmortem fashion by intelligent systems [10] [11] [12] [13] [14] [15] . Such systems have utilized the systematic description and abstraction of problems and available algorithms to create high level user interfaces and general database schemes for the management of scientific data and for their utilization.
This paper presents the design and prototypical implementation of a system that aims in the automated analysis and classification of option pricing algorithms based on experimental performance data. The main objective is to assist in the generation, the storage, and the evaluation of large amounts of experimental option pricing performance data and also to facilitate the identification of performance properties of the pricing algorithms with respect to the various problems.
The enabling features necessary for such an automated approach emanate from the unifying description of the problem space, i.e., the various financial derivative products and their mathematical models, and the algorithm space, i.e., the various pricing algorithms that can be applied. The implementation of the system is based on an object oriented model for representing the algorithms and the problems. The system itself consists of four main components: 1) FINANZIA subsystem developed in [16] ; 2) intelligent user interface; 3) database of experimental performance data; 4) analysis and evaluation subsystem. The rest of the paper is organized as follows. Section II discusses the methodological framework for comparing option pricing algorithms. Section III discusses learning specific issues and techniques that will be used in this study. Section IV presents an architectural overview of the system and discusses its various components and their functional interaction. The analysis and evaluation component, as well as the overall methodology adopted, is presented separately, and to a greater detail in Section V. In Section VI, we demonstrate the use of the system for a test case which covers American vanilla options and a subset of the FINANZIA pricing algorithms. Section VII concludes and provides pointers to future extensions and research.
II. METHODOLOGICAL FRAMEWORK A set of option problems
, and a set of option pricing algorithms , must be specified. The Cartesian product of the two sets defines the problem/algorithm universe that is going to be used in the analysis and evaluation. Once the problem/algorithm universe has been decided upon, the experimental data are retrieved from the database. This assumes that all the members of have been executed and that performance data have been stored in the database.
The starting point of the analysis is the identification of the characteristics based on which the algorithms are going to be evaluated. These characteristics depend on the algorithm and the problem domain. The most appealing characteristics to consider, given that all the algorithms used for pricing are numerical in nature, are the error and the speed (we assume that memory is not a bottleneck for the computer system we run the experiments).
Speed can be defined in several ways. For example, one can statically identify the theoretical complexity of a given algorithm. The complexity of the algorithm gives a rough (asymptotic) indication of its runtime behavior. The more applied approach to define speed is to measure the actual time an algorithm takes to solve a given problem. FINANZIA produces the time in seconds taken by a given algorithm applied to a given problem. Although greater resolution to the runtime behavior of an algorithm can be achieved by splitting the time in crisply identified stages of the algorithm, e.g., how long it takes to initialize, how long it takes to compute, etc., in this study we only consider the total execution time.
For a given algorithm/problem pair , the total time of computation is , measured in seconds, where is the set of parameters of the algorithm. Although is dependent on the physical system that the experiments are done, for example what kind of computer, which compiler, etc., we are not going to be concerned with this distinction here since all the experimental data are obtained uniformly from the same physical system. The parameter set is dependent on the class of the algorithm. For example, a different parameter set is needed for a PDE based algorithm than that for a multinomial based algorithm. If the algorithm set selected for the problem universe is homogeneous, i.e., all its elements are algorithms from the same class, then this does not pose a problem. However, if it is heterogeneous, only those parameters that belong to the intersection of the parameter sets can be used to jointly study the set of algorithms. In the case study presented in Section III, the algorithm set consists of PDE and multinomial based algorithms and the intersection of the two parameter sets is the number of time steps.
The second characteristic used in the evaluation is the error of algorithm on problem with a given parameter set . The definition of the error presents a difficulty; for most of the interesting problems there is no known exact solution. Consequently the error can only be computed with respect to some benchmark solution of the problem. The benchmark solution depends on the algorithm that has been used to obtain it, and the values of the parameter set. We use the maximum norm error defined as , where is the number of points where the solution is computed, is the solution and is the benchmark solution.
In the above definition, the dependence of the error on the choice of the benchmark solution is made explicit. The algorithm that is used to compute the benchmark solution is called the "benchmark algorithm" and is denoted by . The option pricing problem at hand, i.e., pricing of an American option (call or put) on a dividend paying asset (such a stock or an index) is known not to have an analytic (exact) solution. The problem is formulated as a free boundary problem on a time dependent PDE or as an optimal control problem (through variational inequalities). The algorithm that is used as a benchmark is the binomial tree approach which has been proven to converge to the true solution for a large number of steps (see [17] ). The binomial tree method solves a formulation of the problem similar to the variational inequalities method. We compare the other numerical methods to this one for a large number of steps.
The algorithm used to compute the benchmark solution may, or may not be a member of . When the dependence is understood, the notation can be lightened. Observe that the computation of assumes the availability of and at distinct points. This is not a problem for PDE based algorithms but for algorithms of multinomial, monte carlo, or analytical type it implies the execution of the algorithm times. 1 For this reason, when the error is computed by an algorithm that requires successive runs, the execution time is defined as the arithmetic average of the individual times, i.e., if was a multinomial based algorithm then its execution time would be recorded as . In [4] , the authors consider an option for different underlying asset prices to be a distinct problem and compute the error at each point. The points are selected uniformly in the asset price dimension. A similar approach is taken by [2] but in that study the points are selected based on some probability distribution. In both these studies . One reason for such an approach is that the problem can be characterized according to its moneyness ratio as in-, out-, or at-the-money.
Choosing to compute the error in the complete solution domain by the maximum norm, one computes the worst case scenario (i.e., the maximum error.) If the universe contains only one problem, or a small number of problems, the evaluation is relatively straightforward. A tabulation of the results can provide a complete and concise picture. However, to obtain a realistic insight in the behavior of a set of option pricing algorithms, a large number of problems must be considered. This leads to the need of aggregating the results in some meaningful way. One approach, taken for example in [2] , is to use the average error and speed over the complete set, or specific subsets, as an aggregate metric of performance. One problem with this approach is that characteristics of the algorithms might be lost in the aggregation (averaging) process. Another problem is that the relationship of error and speed as a function of the parameter set is usually nonlinear, and in that sense, an ordering is far from obvious. The combination of the statistical and inductive post processing that we advocate here aims in addressing these two problems. The statistical processing provides a linearized ranking of the algorithms, while the intelligent processing maintains the characteristics of the problems solved, and the algorithms that were used, during the aggregation.
The examination of the experimental data in order to identify optimal relationships of algorithm and problem pairs is based on the ability to classify the problem and the algorithm set based on some characteristics. As already mentioned, the two characteristics used in the evaluation of the algorithms are error and speed. In order to have a complete characterization of the universe , the characterization of the problem set is also needed. Unlike some application domains where such a classification can be done objectively, for option problems some degree of subjectivity cannot be avoided. For example, an American vanilla option problem can be characterized
• based on the payoff as call or put;
• based on the contract duration as short, medium, or long term; • based on the volatility, as low, medium, and high; • based on the moneyness ratio as, in-, at-, or out-of-the money; • based on the ratio of the rate and yield as smaller, equal, or greater. The subjectivity comes in to play when one has to identify the crisp regimes that provide the various distinctions. For example, is 0.6 volatility low, high, or medium? Is a contract with one year to maturity short term or long term? Whatever the choice of regimes used to characterize the problems in the universe , one must keep in mind that the findings and analysis is going to depend on this choice. In this sense one would qualify the problem/algorithm universe as in order to indicate the dependence on the choice of the characteristics set for the problem set . To what extent the analysis done under a characteristics set can be extended to another set is not obvious and needs to be studied. In the case study presented in Section VI, the universe is accompanied by the characteristics , where and, , . As mentioned before the relationship of the error and time as a function of the parameter set for a given problem is nonlinear and hinders the ability to rank different algorithms for the same problem. In the study of PDE based and multinomial type algorithms that follows, denotes the number of different time steps used. For a given set of parameters , we can obtain the different sequences for and corresponding to a particular problem , and the set of algorithms using the pricing subsystem. The values of and for the various values in are a metric of the algorithm convergence.
To summarize the above, the methodological framework adopted, provides for the ability to evaluate on a universe a set of algorithms based on error and speed.
III. INDUCTIVE LEARNING TECHNIQUES
The traditional and very useful approach, for estimating the performance of numerical methods, is to combine an operations count (usually one counts multiplications or multiplications and additions) with an asymptotic error analysis. This analytic approach gives a general feel of the comparative efficiency of methods, but it rarely leads to very precise results. It is now recognized that precise performance evaluation can be made only with actual measurements on working software. The variations in the performance of different implementations of the "same method" are just too large to allow one to rely only on analytic estimates of performance. The idea of the experimental approach is simple: One applies a program to a large set of representative problems, measures its performance, and analyzes the resulting data to estimate the expected value for performance in general. This is the standard approach in all of experimental science. There are many ways one can go wrong: the sample set might be too small, the sample might not be representative, the measurements might be biased by the machine or computer system used, and so forth. For this reason, the evaluator should be able to perform more experiments, identify alternative ways for analyzing the data, and in general iterate through the entire process maybe more than one times. Unless this process is well-defined and primarily automated, it will result in excessive overhead for the scientists and engineers.
The system presented here demonstrates that the task of the performance evaluation of option pricing algorithms can be effectively carried out by using statistical methods and inductive learning techniques that automate the entire process and facilitate the identification of interesting patterns and regularities in the experimental data sets. This process is commonly referred to as data mining. Data mining is the core part of the knowledge discovery in databases process. This process usually consists of the data selection, the data cleaning, the data transformation, the pattern searching or data mining, the finding presentation, the finding interpretation and, the finding evaluation. We consider the problem of data mining in the general framework of inductive learning, logic programming and database systems.
The global perspective is the following: starting from a set of data (i.e., raw performance data of option pricing algorithms), we use automatic methodologies that allow the development of an optimal representation of the structure in the given data. The knowledge, thus acquired, can be extended to larger sets of data under the assumption that these larger sets have a structure similar to the sample data. Alternatively, the knowledge can be linked with other knowledge related to the same set.
Machine learning-based knowledge discovery techniques, such as rule induction, instance-based learning, neural networks and genetic algorithms, have been successfully applied to various problems. Most of these applications rely on attribute value-based learning, exemplified by the induction of decision trees, graphs and sets of "if-then" rules. The advantages of the attribute value-based learning are relative simplicity, efficiency, and existence of effective techniques for handling noisy data. However, attribute value-based learning is limited to nonrelational description of objects in the sense that the learned descriptions do not specify relations among the object's parts. Consequently, attribute value-based learning has two strong limitations: 1) The background knowledge can be expressed in rather limited form, and 2) the lack of relations makes the concept description language inappropriate for some domains.
An attempt to overcome the limitations of attribute valuebased learning has led to recent development of a number of programs that learn at the level of first order predicate logic, like , and . These systems fall under the category of Inductive Logic Programming (ILP) (see [18] [19] [20] ) which is a new discipline that investigates the inductive construction of first-order clausal theories from examples and background knowledge.
The learning problem in ILP is normally stated as follows: 1) a set of training examples, consisting of true and false ground facts of an unknown predicate; 2) a concept description language, specifying syntactic restrictions on the definition of the predicate; 3) background knowledge defining other predicates which may be used in the definition of the unknown predicate, find a complete and consistent (with respect to training examples and the background knowledge) definition for the unknown predicate expressed in the concept description language. One usually refers to the true facts as positive examples, the false facts as negative examples and the definition of the unknown predicate as the definition of the target relation. Positive examples are tuples known to belong to the target relation, while negative examples are tuples known not to belong to the target relation. A definition of the target predicate is sought that will characterize the examples precisely (i.e., will explain all of the positive and none of the negative examples). When learning from noisy examples, the completeness and consistency criteria need to be relaxed, i.e., an approximate characterization of the examples is considered sufficient.
IV. SYSTEM OVERVIEW Fig. 1 presents an architectural diagram of the system. There are four main components: 1) FINANZIA pricing subsystem; 2) intelligent user interface; 3) database management subsystem; 4) analysis and evaluation subsystem. A description of each of the individual components is given below.
A. FINANZIA Pricing System
The FINANZIA pricing component consists of the pricing library, the execution kernel and the specification parser as shown Fig. 1 . The library is based on an object oriented model of the problem and the algorithm space. The object oriented model of the library is reflected in all the components of the system and forms its unifying framework. Interaction with FINANZIA starts with the creation of an experiment specification file (FI-NANZIA specification file
) which describes what is to be done. This file is parsed to generate the appropriate instructions to the execution kernel which in turn produces the necessary instants of a problem class and an algorithm class. The instantiated algorithm is applied to the problem instance to produce an output also defined in the specification file. In a stand-alone, use of the pricing subsystem one would have to manually create the specification file and to manage the resulting experimental data. Even for modest size experiments this task is far from trivial and error-prone. One needs to take into account that the consistency of the specification file when in stand-alone mode, lays with user. For example, the user must ensure that the specified parameters are applicable to the indicated algorithm and that the algorithm is applicable to the problem. If this is not the case, an execution time error will occur. Furthermore, the analysis and evaluation of the experimental data must be handled independently by the user.
The FINANZIA pricing library [16] , [21] consists of a large population of option pricing algorithms. The library has been implemented in C++ taking advantage of object oriented techniques such as inheritance, subtyping, and instantiation to model the various algorithms as derived classes from some abstract specification. The derived classes are appropriately instantiated based on the type of the problem. The problem specification is also manifested in an object oriented derivation hierarchy.
The interface to the library is through the definition of the FI-NANZIA specification file. An example of such a specification file is given in Fig. 2 .
B. Intelligent User Interface
The intelligent user interface (IUI) component is placed on top of the pricing subsystem in order to ease and automate the tasks of creating the specification file, collecting the experimental data, and analyzing them. The IUI uses the natural object abstraction that is incorporated in the pricing subsystem to assist in these tasks. It provides for interactive specification of the problem, algorithm, and input/output (I/O) attributes, as well as of their parameters, and assists in the database storage of the experimental data and the application of various analysis techniques on them.
The IUI has been prototyped using . The graphical implementation follows closely the tabular information depicted in Tables I-III. Table I lists the attributes necessary to identify the problem at hand. Table II lists the attributes needed for the identification of a solution method. Table III lists the attributes used to specify the I/O for the pricing subsystem. The tabular information is exactly the one needed to appropriately instantiate the various classes in the pricing subsystem. The user interacts with the windows of the IUI to set up all the necessary attributes and then generates the corresponding FINANZIA specification file. The three main windows of the IUI are shown in Fig. 3 .
C. Database of Experimental Data
The database of the experimental data stores the raw performance data while maintaining the important relationships of problem/algorithm pairs used to generate them, as well as the runtime attributes applied. The analysis and evaluation subsystem contains tools for browsing the experimental data and identifying performance properties of the various algorithms. For each type of problem and each type of algorithm, there are a number of relations that have been created taking into consideration consistency factors and other expert knowledge, in order to assist in the matching among them. This is accomplished by identifying and mapping all the available algorithm classes, problem classes and their relationships into the [22] DBMS. An example of the kind of relations stored in the database, is shown in Fig. 4 . In that figure we can observe that the underlying object oriented model is maintained since the database tables are reflecting the information provided by the IUI which in turn is adopted from the object oriented model of FINANZIA pricing library.
V. ANALYSIS AND EVALUATION SUBSYSTEM
In this section we discuss the analysis and evaluation of the option pricing algorithms and the structure of the analysis and evaluation subsystem. 
A. Analysis and Evaluation Component
The evaluation and learning phase in general, consists of the following steps.
1) Select a population of problems. These problems are characterized by problem specific domain features. The problems used, have been selected in such a way that their features cover the corresponding multidimensional space of problem features. 2) Select a set of algorithms to be applied to the population of problems selected in the previous step. 3) Decide upon the performance metrics to be measured. 4) Run the experiments and collect information and values for the metrics determined in the previous step. 5) Apply statistical techniques to compare the set of algorithms based on the performance measurements for the metrics above. 6) Use learning techniques to automatically generate mappings between problem features and specific algorithms that exhibit better behavior, with respect to these features, than other algorithms. The first four steps listed above, have been covered in Sections I-IV. Our focus in this section is on describing the last two steps.
The analysis and evaluation component interacts with the database to access the performance records and process them for learning various interesting concepts. The ultimate objective is to automatically produce rules which will enable the user to choose the best algorithm for an option problem in the sense of minimum total execution time and minimum error. The performance data records retrieved from the database are associated with problem and algorithm records. Each performance data record consists of logical links to the problem/algorithm records and values for the user specific performance criteria for a certain value drawn from the parameter set .
B. Statistical Ranking and Performance Profiles
Statistical techniques usually have been applied to raw data of experiments and observations either to conjecture hypotheses or to compute various order statistics. In this study, a nonparametric statistical technique is considered for the "ranking" of methods with respect to the problems, these methods are applied. Ranking, in this context, refers to the statistical ordering of the methods by determining their relative performance. The methodology we use to accomplish this ranking is the following: an algorithm is applied to a problem, so many times as the size of the parameter set . We define as a linearized profile of a method with respect to a performance metric, the line which results from a least square approximation to the logarithm of values, for the performance criterion considered (error or time), corresponding to the logarithm of values of the parameter set . This profile is considered as a close approximation to the actual computational behavior exhibited by the method under consideration.
Consider now, two profiles corresponding to two different methods, with respect to the measurements of a performance criterion, taken on the values of the parameter set . We have both theoretically proved and experimentally observed, that the method with the smaller slope of the profile, is better than the other, since, the slope indicates how fast a method converges. This implies that we can rank the various methods, being evaluated in this study, by using their slopes. We demonstrate this approach here. Suppose we have three methods, namely M1, M2, and M3 to evaluate, and a population of four problems, P1, P2, P3, and P4. Having determined the performance profiles of the methods, we can build Table IV. The table entries are the slopes, and next to them (within parentheses) are the rankings of the methods for each problem. The last row shows the total ranking of the methods for all the problems considered. The actual program's complete output, not shown here, determines whether the rankings are significant or not, based on the chi-square statistic.
The total ranking produced by the statistical processing component is used to identify the best algorithm for solving each problem in the universe . Having obtained this information, the next phase is the intelligent processing. We are interested in finding close form relations among problem characteristics and the algorithms under consideration, in such a way that a potential user of the FINANZIA library can be assisted in the selection of the best available algorithm for the characteristics of his/her problem.
C. Learning Systems and Knowledge Acquisition
In the last step of the methodology, we apply both a relational learning technique implemented by the [23] system, and an attribute value-based decision tree induction technique known as , which is implemented by the MLC++ [24] library. The selected algorithms generate knowledge in a form that is amenable to inspection and interpretation. This allows knowledge engineers and domain experts to easily understand the underlying decision boundaries in the data, and take action based upon them. A major difference between the two learning systems is that is a purely symbolic system which deals only with symbolic attributes, in contrast with which can deal with both numerical and symbolic ones. As we will see later on, this is not a problem for the analysis we perform, because the data set has been appropriately selected and preprocessed in order to match the input format required by both learning systems.
[23] is an ILP system classified as empirical. This classification implies that is a batch, noninteractive system that learns single predicates from a large number of examples. It is implemented in the framework of inverse resolution for inductive inference rules, following the realization that the inverse resolution should be complete for induction, in the same way the deductive rule of resolution is complete for deduction. The system is able to deal with noisy data by predicting a small percentage of negative examples. uses a form of declarative bias which is called semantic bias in the form of "type" and "mode" declarations that allows the user to specify declarations of the predicates in the background theory in such a way that the learner can guarantee termination by assuring that the queries it generates are mode-conform, and can optimize its search when answering queries.
[33] stands for induction of decision trees, and is a supervised learning system for top-down induction of decision trees from a set of examples. Algorithms for inducing decision trees follow a greedy divide-and-conquer approach which can be outlined as follows.
• Begin with a set of examples called the training set, TS. If all examples in TS belong to one class, then stop.
• Consider all tests that divide TS into two or more subsets.
Score each test according to how well it splits up the examples.
• Choose "greedily" the test that scores the highest.
• Divide the examples into subsets and run this procedure recursively on each subset. A decision tree is a tree-like knowledge representation structure where 1) Every internal node is labeled with the name of one of the predicting attributes. 2) The branches coming out from an internal node are labeled with values of the attribute in that node. 3) Every leaf node is labeled with a class (i.e., the value of the goal attribute). The training examples are tuples, where the domain of each attribute is limited to a small number of values, either symbolic or numerical. The system uses a top-down irrevocable strategy that searches only part of the search space, guaranteeing that a simple-but not necessarily the simplest-tree is found. A simple tree can be generated by a suitable selection of attributes. In , an information based heuristic is used to select these attributes. The heuristic selects the attribute providing the highest information gain, i.e., the attribute which minimizes the information needed in the resulting subtrees to classify the elements.
D. Learning Methodology
Both learning systems have to be trained in order to learn the patterns we look for. In order to be trained, we have to provide them with examples of the concepts they have to describe. In particular, what we look for in this study is to come up with highly comprehensible descriptions of the predicate. We expect these descriptions to associate the predicate, which characterizes the computational behavior of the various algorithms, with static/inherent characteristics of the problems in such a way that if a user is able to determine the characteristics of his/her problem, then to be able automatically to find out which is the best algorithm (with respect to the performance criteria he/she sets) to apply, for solving his/her problem.
As we explained earlier, the database contains tables for both the static characteristics of problems and algorithms, and also the dynamic characteristics (error, execution time) of applying the set of algorithms to a population of problems. All this information has to be accessed and appropriately be transformed before it is provided to the learning systems.
1) :
The system takes as an input positive examples, negative examples as well as background information.
however, accepts only positive examples as input. We describe the approach we adopted, for the learning process, separately for each one of the systems, in the following paragraphs.
In order to provide with the necessary information, the database is accessed for retrieving the problem characteristics. This is done by submitting a simple query to the underlying DBMS. All the pertinent information is stored in the problem specification table (see Fig. 4 ). Before given to the system, the data must be properly transformed. The mapping applied to the numerical values of the various characteristics found in the problem specification record is based on the categorization of the numerical attributes. Domain expertise is applied at this stage in such a way that the mapping process is as effective as possible, without losing important information that might be conveyed in the numerical values domain.
Following this transformation, simple predicates are generated based on the characteristics retrieved and the specific discrete parameters of the problem at hand. For example, if the value for the volatility in the problem specification falls between the range of values that is characterized as "high," then the predicate generated will be of the form where is the identifier of the problem stored in the database. After all the attributes related to a particular class of problems have been specified, the system collects the results which become available during the statistical processing phase of the algorithms for the entire set of problems under evaluation, and generates predicates of the form , which encode the knowledge that the best algorithm for problem with identifier is the algorithm with identifier . Although the ranking of the algorithms is done based on the performance profiles for both the error and speed, other performance criteria could be specified at some later time. Consequently, multiple predicate instances having the same problem identifier can be generated, with different best algorithms in their second argument, as long as the identified algorithms are the best for the specified criterion. This can be effectively utilized by the system to drive appropriately its inference capability.
Another issue related to the information that is provided to the ILP system has to do with the fact that a relational database does not explicitly store negative data. Since the negative examples are used for specialization purposes, while the positive ones for generalization, we should observe that no explicitly specified negative examples can be used for specialization. Even though this is true, for accuracy reasons, we adopt the following approach (we have adopted a different approach in a previous work [25] , where learns only from positive data). The ranking of the methods' profiles gives as output an ordered list of algorithms, the very first one of which is selected as the second argument to the predicate for the problem considered. The rest of the algorithms are used as negative examples of this predicate for the same problem.
The input to the intelligent processing component, when the systems is used, is given in the form of a specification file. The first part of the specification file contains various mode declarations instructing the system how to search for the rules to be generated, and some type declarations that attach a particular type to the various identifiers, such as " " or " ." The second part lists the problem features using predicates like the ones described earlier in this section. The information in this part is considered as the background knowledge that is provided to the system. The third part contains the positive examples which have to be specified followed by all the negative examples.
After the input has been given, produces an output in the form of learned rules that can be used to answer user queries specified in the language. This can be seen as a data compression technique where the system substitutes all the data regarding problems and algorithms by the generated rules, since it can produce the same information (or almost the same-it depends on the degree of accuracy attained in the learning process) by using the learned rules. In the case study presented in Section VI we use the standard technique for the evaluation of the generated rules, where the examples are divided into two sets, and, the first one is used by the system to learn the rules, while the second one is used for evaluating the rules generated.
2) : Along the same lines, must be given as input, data in a tabular format. We have to specify the classes and the domain of each attribute. Values for these attributes are provided as input records. No predicates are necessary for this system. A comma separated list of these values, taken from the performance database, is used as an input record for . The classes used for training are the algorithms that are characterized as best for each problem by the statistical analysis phase. The distribution of training examples into their classes appears in every node of the decision tree which is presented below in Fig. 9 .
produces as output, knowledge structures in the form of trees. Of course, this might not be a very easy to use information. Notice though, that a decision tree can be straightforwardly converted into a rule set, by converting each path of the tree into a rule as follows: 1) The internal nodes and their output branches are converted into conditions of the antecedent ("if-part") of the rule, and 2) the leaf node is converted into the consequent ("then-part") of the rule. By editing the rule set produced by this process, and selectively (based on their corresponding accuracy) dropping rules, we can achieve, most of the times, better results than by using the decision tree produced in the first place. In this section we demonstrate the use of the system and the methodology described in Section V to study a set of multinomial and PDE-based algorithms for American vanilla options [26] . Options come in many different flavors. The most basic are calls and puts, often referred to as vanilla options. A call is a financial contract among two parties with the buyer of the contract having the right, but not the obligation, to buy the underlying asset for the strike. A put allows the buyer to sell the underlying asset for the strike price. If the buyer of an option can only exercise the right at the expiration of the option, then the option is European. If the right can be exercised at any time on or before the expiration the option is American.
A. Experiment Description
We begin by defining the universe and its constituents used in the experimental setup. The set of algorithms consists of 13 algorithms, included in FINANZIA:
. Table V shows which algorithm corresponds to which identifier.
The problem set consists of 162 distinct problems which are classified based on the payoff type, duration, volatility, dividend and ratio. There are 81 calls and 81 puts. The parameters are generated by all the combinations of the following: , , , ,
. 2 The problems are identified with in the range -. The mapping from the identifiers to the problems is stored in the database. The parameter set that is used, i.e., the number of different time steps, is The benchmark solution is obtained for each of the problems by for 2,500 time steps at 20 points equally spaced between and . The set of characteristics describing the problems and the mapping is defined in Table VI . The setup given above implies that different experiments are needed to obtain the data for the evaluation. Each experiment will produce an ( , ) pair. All the information for the pairs of and the values of is collected automatically by the system and stored in the database as unique records/rows in the relation/table of problem specifications. The IUI is used to access the relevant experiment records, to generate the files, to run the specified algorithm/problem pairs, collect the results, and store them in the performance records.
For the evaluation phase we consider the entire set of algorithms . The statistical processing establishes the ranking using the raw performance data. The distribution of examples into clauses is given in Fig. 7 . For the given set , there are three individual rankings that are performed. The algorithms are ranked based on the error, the speed, and the error and speed together.
The problem set is partitioned into two subsets: a training set and a testing set. The information regarding the characteristics of the problems and the ranking of the algorithms, as produced by the statistical analysis phase, is provided to both the learning systems. The problem characteristics and algorithm rankings is all the intelligent processing component needs to start the training.
B. Experimental Results
In the following we present the results we obtained using the experimental setup described above. The rankings have been produced by the statistical analysis of the linearized profiles for each problem and performance criterion. An example of a linearized profile is given in Fig. 5 for the complete set of algorithms applied to problem using the error as performance criterion.
We describe the results of the learning process in detail for both the learning techniques and for the selected set of algorithms considering the elapsed time performance criterion only. Regarding the quantitative comparison of the two learning systems we should say that takes more time to process the data than but produces slightly more accurate patterns. Qualitatively, both algorithms are almost equivalent for this study. 
1) Results Obtained by Progol:
came up with 58 clauses for the training set used.
starts from the very first positive example and tries to generalize by dropping conditions in the antecedent of the rules or by substituting ground facts by variables. The examples, positive and negative ones covered by the current rule, are retracted from the database provided as input to the system, and the system continues its processing with the next in order, of the remaining in the database, example. For space limitation reasons, we list only 12 out of the 58 rules discovered in Fig. 6 . The very first rule from the rule set produced, explains that the best method for a problem is the if the problem has call as its payoff value, and high volatility. In the same way, the second one states that the best method for a problem is the if the problem is a put option and has a high volatility. If we look forward in the results we will see that by manually generalizing even further these two rules, we would come up with a rule that states that the is the best method for a problem if it simply has high volatility. This is the same rule that is described by the right-most path in the decision tree in Fig. 9 . The rest of the rules can be easily interpreted the same way. The results obtained on the test set require in depth explanation.
has taken each of the examples from the test file, and checked whether the information in its current program (which includes the learnt rules and the new background information given to the system) predicts the best method correctly or not. The outcome of this process is demonstrated by the range of statistics concerning the predictions of the rules learnt. The table depicted in Fig. 6 is a contingency table-is for predicted and for actual results. More specifically, there are 351 examples in the test set: 27 examples are positive, and the rest 289 are negative. The reason that we have so many negative examples is the following: As we said before, for each one of the problems in the population, and there are 162 of them, we have applied 13 algorithms. From the statistical ranking applied, we got an ordering of those algorithms with respect to each problem, regarding their computational behavior. The very first algorithm from the ordered list is used as positive example of the predicate, while all the rest ones are used as negative examples. If in the first place we use 27 cases for the test set for both the learning algorithms used in this study (Fig. 7 ) this corresponds to 27 1 positive examples, and 27 12 negative ones for . From the list of positive examples, 10 have been predicted correctly by the rules, and 17 incorrectly. From the negative examples, 272 have been correctly categorized by the learnt rules and 52 incorrectly. The overall accuracy of the learnt rules in the selected test is 80.34%. The rest of the information is related to accuracy and statistics.
2) Results Obtained by ID3:
An appropriately modified, as we will explain, version of the decision tree induced by the algorithm is shown in Fig. 9 . The output statistics, by testing the decision tree, is shown in Fig. 8 . The contingency matrix which is called confusion matrix in this software, displays that there are only 27 training examples. This is because that only the very first algorithm from each one of the ordered lists generated by the statistical analysis phase has been used for training purposes. The approach we have followed to test the accuracy achieved by the induced model is to use the examples from the test set, and label those that belong to a default user-selected algorithm as examples of the class "yes" and all the rest ones as examples of the class "no." In particular, there are six positive examples and 21 negative ones. The class "yes" means that the selected algorithm is the best algorithm for a set of problem characteristics, while the class "no" means that the same algorithm is not the best for another set. Only five of the examples from the test set have been incorrectly classified, while 22 have been correctly classified. The accuracy of the model is described by the error, which is 18% for this data set.
The decision tree shown in Fig. 9 is a pruned version of the one actually generated by the induction algorithm. A pruning technique, post-processes the decision tree and tries to remove certain subtrees from the tree that do not improve the accuracy of the induced model above a certain user specified amount. We also observe that the leaves of the tree are labeled by the pricing algorithms that have been found best for the corresponding set of problem features, that is determined by the labels of the nonleaf nodes of the tree. For example, the very left-most path of the decision tree implies the rule that the algorithm is the best (in a majority sense) if the problem has low volatility, is a call option, and has a low risk-free-ratio. As we mentioned before, the distribution of examples to the classes is shown in the comma separated list of numbers inside each node of the tree. For example, the list of numbers inside the node labeled as "volatility" in Fig. 9 indicates that four examples belong to the class of the very first pricing algorithm, which is the , 10 examples belong to the and so on. We should mention here that the full set of 162 have been used for the induction of the decision tree shown.
VII. CONCLUSION
In this paper, we have presented new intelligent knowledge acquisition approaches and an integrated prototype system, which enables the automatic and systematic evaluation of option pricing algorithms. The system analyzes the performance data stored in a database with statistical, attribute value-based and ILP techniques and generates knowledge structures which can be incorporated in a knowledge base in an incremental fashion. The knowledge base can be used to assist in selecting the appropriate algorithm for a given problem. Although the system has been presented with a particular pricing library in mind, the analysis and evaluation methodology can be used to study algorithms available from other libraries, as long as, these libraries provide the necessary performance data. A major advantage in adopting an evaluation methodology like the one presented here is that one obtains results in a systematic form.
Moreover, the results of the analysis are automatically formalized and stored for subsequent use. The consistency of the data is ensured by the underlying methodological framework.
Further experimentation and testing needs to be performed in order to better understand the sensitivity of the learning process with respect to the problem characteristics set. This can be either pursued by perturbing the characterization considered here, or by comparing different characterizations. Although the results obtained for the test case (covering American vanilla options) are quite encouraging, more complicated problems need to be considered, in order to assess the usefulness of the proposed methodology in a wider problem domain.
