We show that the mean curvature blows up at the first finite singular time for a closed smooth embedded mean curvature flow in R 3 .
Introduction
Let x 0 : Σ 2 → R 3 be a closed smooth embedded surface in R 3 . A one-parameter family of immersions x(p, t) : Σ 2 → R 3 is called a mean curvature flow, if x satisfies the equation
where H denotes the mean curvature of the surface Σ t := x(t)(Σ) and n denotes the unit normal vector field of Σ t . In [30] , Huisken proved that if the flow (1.1) develops a singularity at time T < ∞, then the fundamental form will blow up at time T . A natural conjecture is that the mean curvature will blow up at the finite singular time of a mean curvature flow. There are many results toward this conjecture(cf. Cooper [5] [6], Le-Sesum [22] [23] [24] , Lin-Sesum [25] , Xu-Ye-Zhao [49] ...). This conjecture is also proposed in page 42 of Mantegazza' book [36] as an open problem. In this paper, we confirm this conjecture in dimension three: |H|(p, t) = +∞.
It is interesting to compare the extension problem of mean curvature flow with Ricci flow. In [27] Hamilton proved that the Riemann curvature tensor will blow up at the finite singular time of a Ricci flow. In [37] Sesum extended Hamilton's result to the Ricci curvature by using Perelman's noncollapsing theorem. In a series of papers [40] [41] [12] Wang and Chen-Wang provided several conditions which can be used to extend Ricci flow, and they gave a different proof of Sesum's result. It is also conjectured that the Ricci flow can be extended if the scalar curvature stays bounded. Important progresses have been made by Zhang [50] , Song-Tian [39] , Bamler-Zhang [2] and Simon [38] .
The mean curvature flow with convexity conditions has been well studied during the past several decades. If the initial hypersurface satisfies some convexity conditions, like mean convex or two convex, then the mean curvature flow has some convexity estimates (cf. Huisken [30] , Huisken-Sinestrari [32] [33], Haslhofer-Kleiner [28] ). These convexity estimates are important for studying the surgery of mean curvature flow (cf. Huisken-Sinestrari [34] , Brendle-Huisken [3] , Haslhofer-Kleiner [29] ). In [44] [45] White also gave some important properties of the singularities of a mean curvature flow with mean convex initial hypersurfaces. However, all these results rely on the convexity condition of initial hypersurfaces, and it is very difficult to study general cases (cf. Colding-Minicozzi [16] [17] , T. Ilmanen [35] ). Theorem 1.1 can be viewed as an attempt to study the general singularities without assuming convexity conditions. Now we sketch the proof of Theorem 1.1. Assume that the mean curvature is bounded along the flow (1.1) and the first singular time T < +∞. Consider the corresponding rescaled mean curvature flow ∂x ∂t = − H − 1 2 x, n n, ∀ t ∈ [0, ∞).
(1.2)
Then the mean curvature decays exponentially to zero along the flow (1.2). We have to show that the flow (1.2) converges smoothly to a plane with multiplicity one. The proof consists of two steps:
Step 1. Convergence of the rescaled mean curvature flow with multiplicities. In this step, we first follow the ideas of Chen-Wang [9] [10] to develop the weak compactness theory of mean curvature flow with certain properties, which are basically area doubling property together with bounded mean curvature H and bounded energy Σ |A| 2 . To prove such weak compactness, there are two main technical ingredients:
• The two-sided, long-time pseudolocality theorem.
• The energy concentration property.
The short-time forward pseudolocality theorem for mean curvature flow was studied under the local graphic condition, which says that the surface can be written locally as a graph of a single-valued function. See Ecker-Huisken [19] [20] , M.T. Wang [43] , Chen-Yin [4] and S.Brendle [3] . In our case, we need to remove this graphic condition since the flow may converge with multiplicities. Under the assumption that the mean curvature is bounded, we will show a new short-time, two-sided pseudolocality type theorem(c.f. Theorem 3.7). Moreover, the pseudolocality theorem can be improved as long-time version(c.f. Theorem 3.8) whenever the mean curvature is very small. Then the energy concentration property follows from the pseudolocality theorem. Once we have the long-time, twosided pseudolocality theorem and the energy concentration property (cf. Lemma 3.10), we can show the weak compactness of mean curvature flow and get the "flow" convergence of the rescaled mean curvature flow. Since the limit is both minimal and self-shrinking, we obtain the limit must be a plane passing through the origin, with possibly more than one multiplicity.
Step 2. Show that the multiplicity of the convergence is one. In this step, we use the ideas from the compactness of self-shrinkers and minimal surfaces (cf. Colding-Minicozzi [14] [15] , L.Wang [42] ) to show that the multiplicity is one. For otherwise we can construct a sequence of positive solutions to the corresponding parabolic equations on compact sets of the limit surface away from singularities. However, we shall show that the existence of such a solution contradicts the fact that the limit is a plane with multiplicities. To obtain the contradiction, there are also two main technical ingredients:
• Uniform estimates of the sequence of positive solutions.
• The L-stability of the limit surface across the singular set.
To show uniform estimates of these positive solutions, we introduce a new "almost" decreasing quantity along the rescaled mean curvature flow, and use this quantity with the parabolic Harnack inequality to control the positive solutions. After normalization and taking the limit, we get a positive solution with good estimates on the limit surface away from singularities. Using these estimates, we show that the limit surface is L-stable away from singularities. Recall that a hypersurface Σ is called Lstable(c.f. Colding-Minicozzi [15] ) if for any compactly supported function u, we have
where L is the operator Lu = ∆u + |A| 2 u − 1 2 x, ∇u + u 2 defined by Colding-Minicozzi [16] . Following the argument of Gulliver-Lawson [21] in minimal surfaces, we show that the limit surface is actually L-stable across the singular set. However, the limit surface is a plane which is not L-stable. Thus we obtain the desired contradiction. This contradiction forces that the convergence of (1.2) must have multiplicity one and hence in the smooth topology.
Once the rescaled mean curvature flow (1.2) converges smoothly to a plane with multiplicity one, we use Huisken's monotonicity formula and White's regularity theorem to show that the mean curvature flow (1.1) actually has no singular points at time T . This finishes the proof of Theorem 1.1.
The strategy of the proof of Theorem 1.1 is very similar to the one used in the study of the Kähler Ricci flow on Fano manifolds by Chen-Wang [10] and Chen-Sun-Wang [8] . Actually, in Chen-Wang [10] , the flow weak-compactness was setup for the normalized Kähler Ricci flow, which is comparable to the step 1 mentioned above. Then in Chen-Sun-Wang [8] , the limit and convergence topology can be improved to be "smooth" whenever the underlying manifold is K-stable. This is related to our step 2 described above. However, here we used the L-stability of the limit surfaces, instead of the K-stability of the the underlying manifolds to rule out the possible singularities. Not surprisingly, the strategy can also be applied to study the extension problem for the 4-dimensional Ricci flow with bounded scalar curvature. Actually, based on the calculation of M. Simon(c.f. [38] ), we have uniform bounded energy M |Rm| 2 along the flow. Then the weak-compactness of the parabolic normalized Ricci flows(compared with equation (1.2))
follows from Chen-Wang [9] (See also [2] for a different approach). The limit of the above flow is then a Ricci-flat gradient shrinking soliton with finite singular points, which is nothing but a flat metric cone over S 3 /Γ for some finite subgroup Γ of SO(3). Similar to the step 2 mentioned above, the 4-dimensional Ricci flow extension problem will be confirmed if one can develop methods to rule out the nontrivial Γ's.
We remark that the weak compactness of the mean curvature flow, i.e., step 1, is based on the observation that locally the structure of the mean curvature flow with bounded H and energy Σ |A| 2 is modeled by the structure of minimal surfaces with uniformly bounded topology. Similar observation is also the key for the weak compactness of the Ricci flow with bounded energy M |Rm| m 2 and bounded scalar curvature R. The two-sided, long-time pseudo-locality(c.f. Chen-Wang [9] , [10] and [11] ) and the energy concentration are the technical tools for writing down the observation in rigorous analysis estimates. It seems that such observation holds for many other geometric flows, e.g., the harmonic map flow and the Calabi flow.
The organization of this paper is as follows. In Section 2 we recall some basic facts on mean curvature flow and minimal surfaces. In Section 3 we develop the weak compactness theory of mean curvature flow under some geometric conditions. In Section 4 we show the rescaled mean curvature flow with the exponential decay of mean curvature converges smoothly to a plane with multiplicity one. Finally, we finish the proof of Theorem 1.1 in section 5.
Preliminaries
Let x(p, t) : Σ n → R n+1 be a family of smooth embeddings in R n+1 . {(Σ n , x(t)), 0 ≤ t < T } is called a mean curvature flow if x(t) satisfies
and called a rescaled mean curvature flow if x(t) satisfies
2)
It is easy to check that the rescaled mean curvature flow is equivalent to the mean curvature flow after rescalings in space and a reparameterization of time.
It is well known that the volume ratio is bounded from below along the flow (2.1). See, for example, Lemma 2.9 of Colding-Minicozzi [16] .
A hypersurface x : Σ n → R n+1 is called a self-shrinker, if it satisfies the equation Observe that the equation (2.1) is invariant under the rescaling
where λ > 0. In fact, under the rescaling (2.4) we have the relations
whereÃ,g andH denote the second fundamental form, the induced metric and the mean curvature of the surfaceΣ =x(Σ) respectively. Moreover, by direct calculation we have Lemma 2.3. Let Σ 2 be a smooth surface in R 3 . The area ratio and the L 2 norm of the second fundamental form are invariant under (2.4) . Namely, we have
and
Now we recall some facts on compactness of immersed hypersurfaces in R n+1 . For any B R (p) ⊂ R n+1 , we say an immersed (or embedded) hypersurface Σ n ⊂ R n+1 properly immersed (or embedded) in B R (p), if either Σ is closed or ∂Σ has distance at least R from the point p. We say that a sequence {Σ i } converges in C k,α topology to a hypersurface Σ, if for any p ∈ Σ each Σ i is locally (near p) a graph over the tangent space T p Σ and the graph of Σ i converges to the graph of Σ in the usual C k,α topology.
The following theorem is well known and it shows the convergence of properly immersed surfaces under the second fundamental form bound. The readers are referred to [48] for the details. To study the convergence of mean curvature flow, we define the convergence of a sequence of one-parameter hypersurfaces as follows. Definition 2.5. We say that a sequence of one-parameter smoothly immersed hypersurfaces {Σ n i,t , −1 < t < 1} in R n+1 converges in smooth topology, possibly with multiplicities, to a limit flow {Σ ∞,t , −1 < t < 1} away from a space-time singular set S ⊂ R n+1 × (−1, 1), if for any t ∈ (−1, 1), any p ∈ Σ ∞,t \S t and large i, there exists r > 0 and ǫ > 0 such that the hypersurface Σ i,s ∩B r (p) with s ∈ [t− ǫ, t+ǫ] can be written as a collection of graphs of smooth functions {u 1 i (x, s), u 2 i (x, s), · · · , u N i (x, s)} over the tangent plane of Σ ∞,t at the point p. Moreover, for each k ∈ {1, 2, · · · , N } the functions u k i (x, s) converges smoothly in x and s as i → +∞.
In the above definition, S t is defined by S t = {x ∈ R n+1 | (x, t) ∈ S}. If S t is independent of t, then we can also replace the space-times singular set S simply by S t 0 for some t 0 .
The following compactness result of mean curvature flow is well-known. See, for exmaple, page 481-482 of [4] for a detailed proof.
The pseudolocality theorem
The pseudolocality type results of the mean curvature flow were studied by Ecker-Huisken [19] [20], M. T. Wang [43] , Chen-Yin [4] and Brendle-Huisken [3] . However, all these pseudolocality theorems above require the condition that the initial hypersurface can be locally written as a graph of a singlevalued function. In our case, we need to remove this graphic condition since the flow may converge with multiplicities. Here, we give a different type of pseudolocality theorem under the assumption that the mean curvature along the flow is uniformly bounded.
Let {x 1 · · · , x n+1 } be coordinates of radius r 0 around x 0 such that
Then there is a map u :
Using Lemma 3.2, we show that the local area ratio of the surface is very close to 1.
For any δ > 0, there is a constant ρ 0 = ρ 0 (r 0 , δ) such that for any r ∈ (0, ρ 0 ) and any
Proof. By Lemma 3.2, for any x ∈ B r 0
can be written as a graph of a function u over the tangent plane at x, which we assume to be
Thus, we can choose r sufficiently small such that (3.1) holds. The lemma is proved.
The next result shows that we can control the local volume ratio along the mean curvature flow with bounded mean curvature. 
where p t = x t (p, t) for some p ∈ Σ and
Proof. Since the mean curvature is bounded, for any Ω ⊂ Σ we calculate
which implies that
Note that for any p, q ∈ Σ, we have
It follows that |x(p,
Let p t = x(p, t). Then we have
Therefore, we have the area estimates
where we used (3.3) in the last inequality. For any x ∈ Σ n ⊂ R n+1 and r > 0, we have
where r 1 , r 2 satisfy the following relations:
The lemma is proved.
Using the idea of the monotonicity formula of minimal surfaces, we show that the volume ratio is almost monotone if the mean curvature is bounded. See, for example, Proposition 1.12 in ColdingMinicozzi [13] .
Lemma 3.5. Let Σ n ⊂ R n+1 be a properly embedded hypersurface in B r 0 (x 0 ) with x 0 ∈ Σ and |H| ≤ Λ. Then for any s ∈ (0, r 0 ) we have
In particular, letting s → 0 we have
Proof. Note that the function f (x) = |x − x 0 | satisfies the identity
By the Stokes' theorem, we have
The coarea formula implies that
Combining the identities (3.5)-(3.6), we have
Let F (s) = s −n Vol({f ≤ s}). Then for any s ∈ (0, r 0 ) we have
Thus, the lemma is proved.
Lemma 3.6. For any C > 0, there exists δ = δ(n, C) > 0 satisfying the following property. Any complete smooth minimal hypersurface Σ n ⊂ R n+1 with bounded second fundamental form |A| ≤ C and volume ratio
must be a hyperplane.
Proof. Suppose not, there exists a sequence of non-flat minimal hypersurfaces Σ i with |A i | ≤ C and
where p i ∈ Σ i and δ i → 0. Since Σ i are non-flat, we can assume that |A i |(p i ) = 1. By Theorem 2.4, a subsequence ofΣ i = Σ i − p i converges smoothly to a complete smooth minimal hypersurfaces Σ ∞ with |A ∞ |(0) = 1 and volume ratio
(3.9) implies that Σ ∞ is a hyperplane(c.f. Corollary 1.13 of Colding-Minicozzi [13] ), which contradicts the equality |A ∞ |(0) = 1. Thus, the lemma is proved.
Combining the above results, we show the following pseudolocality theorem.
Theorem 3.7 (Two-sided pseudolocality). For any
and the following properties. Let {(Σ n , x(t)), −T ≤ t ≤ T } be a closed smooth embedded mean curvature flow (2.1) . Assume that
Then for any (x, t) satisfying
where p t = x t (p), we have the estimate
Proof. The proof consists of the following steps:
Step 1. Without loss of generality, we assume r 0 = 1. By Lemma 3.3 and the assumption (1), for any fixed δ > 0 there exists a constantρ 0 =ρ 0 (δ) ∈ (0, 1 2 ] such that for any r ∈ (0,ρ 0 ] we have
For any ρ 0 ∈ (0,ρ 0 ], we define
where η 0 is defined by (3.13) . Note that ρ 0 and η 0 have positive lower bounds depending only on n and δ as Λ → 0.
Step 2. By Lemma 3.4, (3.12) and (3.13), for any t ∈ [−T, T ] with Λ|t| + Λ 2 |t| ≤ η 0 we have
where
. Then (3.15) holds for any
. By Lemma 3.5, (3.14), (3.15) and the definition of ρ 1 , for any s ∈ (0, ρ 1 ] and any t ∈ [−2η 2 1 , 2η . By the assumption (2), we have
Using the assumption (2) again, for any
Combining this with (3.16), for any
Step 3. Suppose there exist Λ > 0, a sequence of ǫ → 0, ǫ ∈ (0, η 1 ] and smooth solutions to the mean curvature flow
. Check whether there exists a point
satisfying |A|(x, t) > 2Q 1 . Here we define
If there is no such point, then we stop. Otherwise, we can find a point, which we denote by (x 2 , t 2 ), satisfying (3.19) and Q 2 := |A|(x 2 , t 2 ) > 2Q 1 . Then we check whether there exists a point
satisfying |A|(x, t) > 2Q 2 . We can also check that x 2,t ∈ B KQ
If there is no such point, then we stop. Otherwise, we can find a point which we denote by (x 3 , t 3 ). Repeating the process, we can find a sequence of points (x k , t k ). Note that
and the Euclidean distance
where we choose
, the process will stop at some finite k and we get a point (x,t) satisfying the following properties:
Step 4. We rescale the flow bỹ
Then the rescaled flowΣ s :=x s (Σ) is a mean curvature flow satisfying the following properties:
• For any (x, s) ∈ Cx
• For any r ∈ (0, ǫ
Here we used (3.17), (3.18) and the facts that KQ −1 ≤ KQ
• The mean curvature of the flowΣ s satisfies |H| ≤ ΛQ −1 .
Since ǫ → 0 andQ → +∞, the flow Cx
, 0] converges smoothly to a complete smooth minimal surface Σ ∞ with sup Σ∞ |A Σ∞ | ≤ 2, |A Σ∞ |(0) = 1 and volume ratio
If we choose δ = 1 3 δ 0 where δ 0 = δ 0 (n) is the constant in Lemma 3.6, then Σ ∞ is a hyperplane, which contradicts |A Σ∞ |(0) = 1. The theorem is proved.
A direct corollary of Theorem 3.7 is the following long time pseudolocality theorem. The longtime-pseudolocality type theorem originates from the study of the Kähler Ricci flow by Chen-Wang(c.f. Theorem 1.4 of Chen-Wang [10] , or Proposition 4.15 and Remark 5.3 of Chen-Wang [11] ). It will be inspiring to compare the following theorem with its Kähler Ricci flow counterpart. 
(2) the mean curvature of {(Σ n , x t ), −T ≤ t ≤ T } is bounded by δ.
Then for any
Proof. We apply Theorem 3.7 for Λ = δ, then we get the constant η(n, δ) and ǫ(n, δ). By (3.11), the conclusion holds for any
Since η 0 (n) = lim δ→0 η(n, δ) > 0, there exists a constant δ = δ(n, r 0 , T ) such that (3.21) holds. Note that lim δ→0 ǫ(n, δ) = ǫ 0 (n) > 0 by (3.10). Thus, the theorem is proved.
Energy concentration property
In [7] , Choi-Schoen showed the following energy concentration property for minimal surfaces. This property says that the energy near a point with large curvature cannot be small .
Motivated by Choi-Schoen's result, we show that the energy concentration property holds for mean curvature flow with bounded mean curvature by using the pseudolocality theorem. 
Here d denotes the Euclidean distance in R n+1 . Note that f = 0 on the boundary ∂Ω, if ∂Ω = ∅, and f = 1 at the center point x 0 . Case 1. max Ω f < 10. We rescale the flow byx(p, t) = Q(x(p, Q −2 t) − x 0 ) and letΩ := B 1 (0) ∩Σ 0 , whereΣ 0 :=x(0)(Σ). Note that the mean curvature ofΣ
and maxΩ |Ã|d(x, ∂Ω) = max Ω f < 10. Thus, we have |Ã|(x, 0) <
for any x ∈ B 1 (0) ∩Σ 0 .
In particular, inside B 1 2 (0) ∩Σ 0 we have |Ã| < 20. Theorem 3.7 implies that there exists δ 0 = δ 0 (n, Λ, K, T ) ∈ (0, 1) such that |Ã|(p, t) ≤ 1 δ 0 for any t ∈ [−δ 2 0 , δ 2 0 ] and p ∈Σ t ∩B δ 0 (0). Therefore, there exists δ 1 = δ 1 (n, Λ, K, T ) ∈ (0, δ 0 ) such that we have all higher order curvature estimates in
. Note that |Ã|(0, 0) = 1, the higher order curvature estimates implies that |Ã|(q, 0) ≥ 1 2 on B δ 2 (0) ∩Σ 0 for some δ 2 (n, Λ, K, T ) ∈ (0, δ 1 ). Therefore, we have
where we used Lemma 3.5 in the last inequality. Case 2. max Ω f ≥ 10. Let y 0 be the point where f achieve the maximum and Q ′ := |A|(y 0 , 0).
We rescale the flow byx(p, t) = Q ′ (x(p, Q ′−2 t) − x 0 ) and we definẽ
whereΣ 0 :=x(0)(Σ). Then the functionf (x, 0) := |Ã|(x, 0)d(x, ∂Ω) achieves the maximum at the pointỹ 0 and the mean curvature ofΣ t is bounded by
Then using the backward pseudolocality as in case 1, we obtain that
for some ǫ(n, Λ, K, T ) > 0. Using the scaling invariance, we have
By the definition of y 0 , we have
and we have the inequality
A direct corollary of Lemma 3.10 is the following result. 
for some r > 0, then we have
Proof. For any p ∈ B r 2 (q) ∩ Σ 0 , if Q := |A|(p, 0) satisfies Q −1 < r 2 and Q > 1, then by Lemma 3.10 we have
where ǫ 0 is the constant determined by choosing K = Λ = 1 in Lemma 3.10. Therefore, we have Q ≤ 1 or Q −1 ≥ r 2 , which implies (3.24). The corollary is proved.
Weak compactness
In this subsection, we focus on the case n = 2. As in Ricci flow [9] , we study the refined sequence of mean curvature flow, which can be viewed as a sequence blown up from a rescaled mean curvature flow with bounded mean curvature and bounded energy. (2) The mean curvature satisfies the inequality
There is a uniform constant Λ such that
(4) There is uniform N > 0 such that for all r > 0 and p ∈ R 3 we have
(5) There exist uniform constantsr, κ > 0 such that for any r ∈ (0,r] and any p ∈ Σ i,t we have
Proposition 3.13 (Weak compactness of refined sequences). If {(Σ 2 i , x i (t)), −1 ≤ t ≤ 1} is a refined sequence, then there exists a finite set of points S 0 ⊂ R 3 and a smooth embedded minimal surface Σ ∞ such that a subsequence of {(Σ 2 i , x i (t)), −1 < t < 1} converges in smooth topology, possibly with multiplicity at most N 0 , to {Σ ∞ } away from S 0 .
Proof. We follow the argument of compactness of minimal surfaces (cf. White [47] [48], or ColdingMinicozzi [13] ). Fix large ρ > 0 and let Ω = B ρ (0) ⊂ R 3 . By Property (1) in Definition 3.12, we have Σ i,0 ∩ Ω = ∅ for large ρ. For any U ⊂ Ω, we define the measures ν i by
The general compactness of Radon measures implies that there is a subsequence, which we still denote by ν i , converges weakly to a Radon measure ν with ν(Ω) ≤ Λ. We define the set
where ǫ 0 is the constant in Corollary 3.11. It follows that S 0 contains at most
points, which is independent of ρ. Given any y ∈ Ω\S 0 . There exists some s ∈ (0,
Corollary 3.11 implies that for i sufficiently large we have the estimate
Note that by Property (2) in Definition 3.12 the mean curvature of Σ i,t tends to zero. By Theorem 3.8 there exists a universal constant ǫ > 0 such that for large i and any small s ∈ (0, 27) where r 0 = 5s. Therefore, we have all higher order estimates of the second fundamental form at any point away from the singular set. By Theorem 2.6 and a diagonal sequence argument we can show that a subsequence of {(Σ 2 i , x i (t)), −1 < t < 1} converges in smooth topology, possibly with multiplicities, to an embedded minimal surface Σ ∞ away from the singular set S 0 . Property (4)- (5) imply that the multiplicity of the convergence is bounded by some constant N 0 . Since Σ ∞ is minimal and the convergence is smooth outside S 0 , the same argument as in Proposition 7.14 of Colding-Minicozzi [13] shows that Σ ∞ ∪ S 0 is a smooth embedded minimal surface. The proposition is proved.
Multiplicity-one convergence of the rescaled mean curvature flow
In this section, we show that a rescaled mean curvature flow with mean curvature exponential decay will converge smoothly to a plane with multiplicity one. Theorem 4.1. Let {(Σ 2 , x(t)), 0 ≤ t < +∞} be a rescaled mean curvature flow Proof. The proof divides into the following steps.
Step
The energy of Σ t is uniformly bounded along the flow (4.1). In fact, we rescale the flow
such that {Σ s , T −1 ≤ s < T } is a mean curvature flow satisfying (2.1) with mean curvature bounded by Λ 0 . Note that the scalar curvatureŜ ofΣ s satisfiesŜ =Ĥ 2 − |Â| 2 , whereĤ andÂ denote the mean curvature and the second fundamental form ofΣ s respectively. By the Gauss-Bonnet theorem we have
where we used the fact that Area(Σ s ) is non-increasing in s. Here χ(Σ) denotes the Euler characteristic of Σ. Therefore, by Lemma 2.3 the energy of Σ t satisfies the inequality
Step 2. For each sequence t i → +∞, we can obtain a refined sequence converging to a limitΣ ∞ . For any sequence t i → +∞, we can rescale the flow Σ t by
such that for each i the flow {Σ i,s , 1 − e t i ≤ s < 1} is a mean curvature flow satisfying (2.1) with the following properties: In fact, Property (a) and (e) follow from the assumption (4.2), and Property (b) follows from (4.4). Property (c) follows from Lemma 2.1 and Lemma 2.3, and Property (d) follows directly from Lemma 3.5. Therefore, by Definition 3.12 for any T > 0, small λ > 0 and any s 0 ∈ [−T + 1, −λ] the sequence {Σ i,s 0 +τ , −1 < τ < 1} is a refined sequence. By Proposition 3.13 a subsequence of {Σ i,s 0 +τ , −1 < τ < 1} converges in smooth topology, possibly with multiplicity at most N 0 , to a smooth embedded minimal surfaceΣ ∞ away from a finite set of pointsS = {q 1 , · · · , q l }. Proof. We first let s 0 = −T + 1 and we get a subsequence, denoted by {Σ i
such that it converges in smooth topology, possibly with multiplicity at most N 0 , to a limit minimal surfaceΣ ∞ away from a singular setS = {q 1 , · · · , q l }. Then we take s 1 = −T + 2 and consider the convergence of the sequence {Σ i
Note that the two sequences
k ,s 0 +τ , −1 < τ < 1} coincide on a nonempty time interval.
Therefore, we can take a further subsequence of {Σ i
k ,s 1 +τ , −1 < τ < 1} such that it converges to the same limit surfaceΣ ∞ away from the same singular setS. Repeating this process at finite many times and we get a subsequence of {Σ i,s , −T < s < 1 − λ} such thatΣ i,s converges toΣ ∞ away fromS for all s ∈ (−T, 1 − λ). The Claim is proved.
Step 3. Each limitΣ ∞ must be a plane through the origin. In fact, by Huisken's monotonicity formula, along the rescaled mean curvature flow (4.1) we have
This implies that
For any t i → +∞, we rescale the flow (4.1) by (4.5) such that for each i the flow {Σ i,s , 1 − e t i ≤ s < 1} is a mean curvature flow satisfying (2.1) and we denote the solution byx i,s . Therefore, for fixed T > 0, small λ > 0 and large i we have 
Therefore, {(Σ ∞ ,x ∞ (p, s)), −T < s < 1 − λ} satisfies the equatioñ
away from the singular setS. SinceΣ ∞ is a smooth embedded minimal surface, we haveH = x ∞ , n = 0. By Lemma 2.2Σ ∞ must be a plane passing through the origin. Let x i (p, t) = x(p, t i + t) and Σ i,t = Σ t i +t . Since {Σ i,s , −T < s < 1 − λ} converges locally smoothly toΣ ∞ away fromS, the flow {Σ i,t , − log(1 + T ) < t < − log λ} also converge locally smoothly to the planeΣ ∞ away from the singular set S = {(x, t) | t ∈ (− log(1 + T ), − log λ), x ∈ e t 2S }. The lemma is proved.
Decomposition of spaces and a "monotone decreasing" quantity
To study the long-time behavior of the flow (4.1), we can decompose the space as follows.
Definition 4.4. (1).
We define the set S = S(ǫ, Σ t ) = {y ∈ Σ t | |y| < ǫ −1 , |A|(y, t) > ǫ −1 }.
(2). The ball B ǫ −1 (0) can be decomposed into three parts as follows:
• the high curvature part H, which is defined by H = H(ǫ, 
Figure 2: Decomposition in the limit space
• the thick part TK, which is defined by
connecting x and some y with B(y, ǫ)
• the thin part TN, which is defined by TN = TN(ǫ,
Intuitively, the high curvature part H is the neighborhood of points with large second fundamental form(c.f. Figure 1) . The thin part TN is the domain between the highest and lowest sheet. The thick part is the union of path connected components of the domain "outside" the sheets. Note that in the above definition, the existence of curve γ is to guarantee the path-connectedness. Because of the boundary issue, some points in TK may be very close to the points in TN or H. [10] . Proof. For otherwise, we can find an ǫ and a sequence t i → ∞ such that
Remark 4.5. The decomposition of space is motivated by the decomposition of Ricci flow time slices in Chen-Wang
However, Σ t i converges locally smoothly to a plane Σ ∞ passing through the origin away from the singular set S 0 ⊂ Σ ∞ . Therefore, the sets S(ǫ, Σ t i ) converge to S 0 as i → +∞. Without loss of generality, we can assume that Σ ∞ is determined by x 3 = 0 and the singular set S 0 = {(1, 0, 0)}. Then the high curvature parts H(ǫ, Σ t i ) converge to B ǫ 2 ((1, 0, 0))(c.f. Figure 2) . 0, 0) )) contains two partsB + ∪B − , wherê
Fix an arbitrary point x ∈B + . It is not hard to see that x can be connected to (0, 0, 1) by a continuous curve γ ⊂B + . Furthermore, it is clear that B ǫ ((0, 0, 1)) ∩ B ǫ ((1, 0, 0)) = ∅. Similar argument applies forB − . Therefore, we see thatB + ∪B − are contained in the limit of TK(ǫ, 0, 0) ). Following from its definition, it is clear that the Hausdorff limit of TN(ǫ, 0, 0) ). In particular, we have
This contradicts the assumption (4.7).
It is not hard to observe that Lemma 4.7. If Σ ∞ has multiplicity more than one, then for sufficiently large t i we have
Proof. Since Σ t is embedded and Σ t i converges locally smoothly to the limit plane Σ ∞ , all components of ( However, in general we do not know whether |TN(ǫ, Σ t )| is a continuous function of t, but we can choose t i carefully such that |TN(ǫ, Σ t )| is bounded on a time interval.
Lemma 4.8. There is a sequence of times
If no such time exists, then we set t 1 = s 1 . Otherwise, we choose such a time and denote it by s
1 . Then search the time interval [s
and stop the searching process. Otherwise, choose a time s
with more than doubled |TN| value and continue the process. Note that
This process must stop in finite steps. After we find t 1 , set s 2 + 2] with more than doubled |TN|-value, with slight change that the time-interval has length 2. Similarly, for some finite k, we have
Then we define t 2 = s (k) 2 . Inductively, after we find t l , we set s 
Construction of auxiliary functions
In this subsection, we will construct a function which will be used to show that the limit plane is L-stable. For any sequence t i → +∞, we assume that the multiplicity of the convergence of {Σ i,t , −T < t < T } is is at least two. Without loss of generality, we assume that the limit plane is Σ ∞ = {(x 1 , x 2 , x 3 ) | x 3 = 0} ⊂ R 3 . By Lemma 4.2, Σ i,t converges in smooth topology to Σ ∞ away from the singular set S t = e t 2 S 0 , where S 0 consists of finite many points. Fix small ǫ > 0. We define
and for any time interval I ⊂ (−T, T ) we define Ω ǫ (I) = t∈I Ω ǫ (t). Moreover, we definê
For any t ∈ (−T, T ) and large t i the surface Σ i,t ∩Ω ǫ (t) is a union of graphs over the set Ω ǫ (t). By embeddedness and orientability, these graphs are ordered by height. Let u 
where x ∈ Ω ǫ (t) and n ∞ denotes the unit normal vector field on Σ ∞ . Then u 
where x = (x 1 , x 2 , 0) ∈ Ω ǫ ((−T, T )) and ∆ 0 is the standard Laplacian operator on the plane Σ ∞ . We define u i = u
Therefore, we have
12)
Combining (4.10) with (4.11), we get the equation of u i
for any (x, t) ∈ Ω ǫ ((−T, T )) × (−T, T ). Fix some x 0 ∈ Σ ∞ \ ∪ t∈(−T,T ) S t . Then for sufficiently small ǫ > 0 we have x 0 ∈ Ω ǫ ((−T, T )). We define 15) where ǫ ′ > 0 will be determined later. Then w i (x, t) is a positive function with w i (x 0 , ǫ ′ ) = 1 and satisfies the equation on Ω ǫ ((−T, T )) × (−T, T )
where a pq and b p are defined by (4.12) and (4.13). Note that for fixed ǫ and T the coefficients a pq and b p are uniformly bounded as t i is large and tend to zero as t i → +∞.
Remark 4.9. Note that u i (x, t) can be extended to a smooth function, still denoted by u i (x, t), on Ω ǫ,i (I) × I for any time interval I ⊂ (−T, T ). Therefore, (4.14) and (4.16 ) also hold on Ω ǫ (I) × I.
Now we estimate |TN| of the surface Σ t i +t for any t ∈ (−T, T ).
Lemma 4.10. For any sequence {t i } chosen in Lemma 4.2, there exists t T > 0 such that for any t ∈ (−T, T ) and t i > t T we have 17) where dµ ∞ denotes the standard volume form of Σ ∞ .
Proof. Recall that we assumed Σ ∞ = {(x 1 , x 2 , x 2 ) ∈ R 3 | x 3 = 0}. For any t ∈ (−T, T ) and large t i , we define
Then the Euclidean volume of Φ(ǫ, Σ i,t ) can be calculated by
We claim that for large t i and any t ∈ (−T, T )
In fact, since Σ i,t converges locally smoothly to Σ ∞ away from S t , for any t ∈ (−T, T ) and large t i we have S(ǫ,
(p). By the definition of H, we have
For any x = (x 1 , x 2 , x 3 ) ∈ Φ(ǫ, Σ i,t ), we have (x 1 , x 2 , 0) ∈ Ω ǫ (t), which implies that (x 1 , x 2 , x 3 ) ∈ B ǫ (S t ). Therefore, x ∈ H(ǫ, Σ i,t ) and we have Φ(ǫ, Σ i,t ) ⊂ TN(ǫ, Σ i,t ) when t i is large. On the other hand, for any x ∈ TN(ǫ, Σ i,t ), we have x ∈ TK(ǫ, Σ i,t ) and x ∈ H(ǫ, Σ i,t ), which implies that d(x, S) ≥ ǫ 2 by the definition of H. Since S t consists of finite many points, d(x, S t ) is attained by some point q 0 ∈ S t . Thus, we have
where we used the fact that d(x, z) ≥ . Moreover, since x ∈ TK(ǫ, Σ i,t ), x is sufficiently close to Σ ∞ . This together with (4.21) implies that x ∈ Φ( ǫ 5 , Σ i,t ) when t i is large. Therefore, (4.19) is proved.
Thus, the inequality (4.17) follows from (4.18) and (4.19) . The lemma is proved.
Using Lemma 4.8, we get some uniform estimates on the functions w i . 
Moreover, at time t = a there exists C 3 = C 3 (ǫ, K, S 0 , a, x 0 ) > 0 independent of b such that
Here x 0 is the point chosen in (4.15) .
Proof. Since the sequence {(Σ, x i (t)), −T < t < T } converges locally smoothly to the plane Σ ∞ away from the singular set S, for large t i the coefficients of (4.16) satisfy
where I is any time interval contained in (−T, T ). 
where we used the fact that w i (x 0 , ǫ ′ ) = 1. On the other hand, Lemma 4.8 and Lemma 4.10 imply that for any
Combining (4.27) with the definition (4.15) of w i , we have the following inequality for any t 
where we used (4.28) in the last inequality. Therefore, w i (x, t) is bounded from above. We next show that w i (x, t) has a positive lower bound on K × I. Note that there exists
. 
where we used the fact that w i (x 0 , ǫ ′ ) = 1 and we assumed that ǫ ′′ and ǫ ′ are small such that a − ǫ ′′ > ǫ ′ . Here C might be different from one another. Note that when t = a, the constant δ can be chosen to be independent of b and we have the estimates:
Lemma 4.12. The same conditions as in Lemma 4.11. As t i → +∞, we can take a subsequence of the functions w i (x, t) such that it converges in C 2 topology on any compact subset
, to a positive function w(x, t) satisfying
Moreover, there exist constants 30) and at time t = a there exists C 3 = C 3 (ǫ, K, S 0 , a, x 0 ) > 0 independent of b such that
Proof. By Lemma 4.11, the function w i (x, t) is uniformly bounded from above and below. By the interior Hölder estimate (cf. Theorem 4 in [1] or Theorem 12.3 in [26] ) w i (x, t) has local space-time C α estimates. Thus, by Theorem 4.9 in [26] w i (x, t) has local space-time C 2,α estimates, which implies that a subsequence converges uniformly in C 2 to a nonnegative function w(x, t) on (x, t) ∈ K × I satisfying (4.29)-(4.31). The lemma is proved.
Proof of the multiplicity-one convergence
In this subsection, we shall show Theorem 4.1, i.e., the limit plane is multiplicity one, under the special condition H decays exponentially fast. Our argument largely follows that of Colding-Minicozzi [15] . However, some new technical difficulties need to be addressed. For example, the proof of the limit surface to be L-stable(c.f. Lemma 4.13) is technically different from the classical one. Due to the loss of general self-shinker equation, we need to delicately choose subsequence and apply parabolic version of maximum principle. The final contradiction relies heavily on the discussion in previous subsections. Proof. Consider the singular set S t = e t 2 S 0 of the convergence of the sequence {(Σ, x(t i +t)), −T < t < T }, where {t i } is the sequence of times in Lemma 4.8. Since S 0 consists of finite many points, all points in S t \{0} will move further away from the point {0} when t is increasing. Therefore, any compact set will contain no points in S t \{0} when t is large. Let min S 0 := min{|y| | y ∈ S 0 \{0}} > 0. Then for any t > t ǫ := 2 log 1 ǫ min S 0 and any y 0 ∈ S 0 \{0} we have e t 2 |y 0 | > ǫ −1 . This implies that (S t \{0}) ∩ B ǫ −1 (0) = ∅ for any t > t ǫ . Note that t ǫ is independent of T and we choose T large such that T > t ǫ .
Let
. By the definition of t ǫ , we know that K ⊂ Ω ǫ (I). We apply Lemma 4.12 for the compact set K and the time interval I, and we get the limit function w(x, t) which is positive on K × I. Let v := log w. Then v is bounded from above and below by (4.30) . Note that v satisfies the equation 
where C is independent of T by (4.30) and (4.31). Thus, we have
Note that t ǫ is independent of T . Letting T → +∞ in (4.34) we have the inequality (4.32) holds for any φ ∈ W 1,2 0 (Σ ∞ ∩ A(ǫ, ǫ −1 )). Since ǫ is arbitrary and the limit plane Σ ∞ is unique up to rotations, we know that (4.32) holds for any φ ∈ W 1,2 0 (Σ ∞ \{0}). The lemma is proved.
Following the argument of Gulliver-Lawson [21] , we show that Σ ∞ is L-stable across the singular set S. In other words, we have the following Lemma. Proof. Choose 0 < δ < R < 1 and define the function
|x| ≥ R and the function β(x) = β(|x|) such that β(x) = 0 for |x| < The lemma is proved.
The rest of the argument is the same as that in Colding-Minicozzi [15] . If φ is identically one on B R and cuts off linearly to zero on B R+1 \B R , then (4.38) Note that the right hand side of (4.39) is negative when R is sufficiently large. Therefore, we get a contradiction. Thus, for the sequence of times {t i } in Lemma 4.8, the multiplicity of the convergence of {(Σ, x(t i + t)), −T < t < T } is one and the convergence is smooth everywhere. Theorem 4.1 is proved.
Proof of the extension Theorem
For the convenience of readers, we copy down the statement of our main extension theorem, i.e., Theorem 1.1 as follows. |H|(p, t) = +∞.
Proof. Suppose not, we can find (x 0 , T ) such that the mean curvature flow x(p, t) blows up at x 0 ∈ R 3 at time T with Λ 0 := sup
|H|(p, t) < +∞.
(5.1)
Then Corollary 3.6 of [18] implies that for all t < T we have
where d(Σ t , x 0 ) denotes the Euclidean distance from the point x 0 to the surface Σ t . We can rescale the flow Σ t by s = − log(T − t),Σ s = e which implies that (x 0 , T ) is a regular point by Theorem 3.1 of B. White [46] . Thus, the unnormalized mean curvature flow {(Σ, x(t)), 0 ≤ t < T } cannot blow up at (x 0 , T ), which contradicts our assumption. The theorem is proved.
Appendix A The parabolic Harnack inequality
In the appendix, we collect the results on the parabolic Harnack inequality of Aronson-Serrin in [1] for the reader's convenience.
Let Ω be a bounded domain in R n . Consider the space-time cylinder Q = Ω × (0, T ) for some fixed T > 0. Let u(x, t) be a solution of the equation Note that in Theorem A.1 the subdomain Ω ′ is assumed to be convex. However, we can slightly modify Theorem A.1 such that it still holds for a general subdomain Ω ′ in Ω. In fact, for any two points x, y ∈ Ω ′ there is a continuous path γ(s) ⊂ Ω ′ connecting x and y, and we can apply Theorem A.1 on the small balls centered at each point p ∈ γ(s). Therefore, we have the following result. 
