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midpoint of E by x E and the barycenter of F by x F . We associate a degree of freedom (the scheme unknowns) with each one of these points; hence, the unknown scalar variable takes the form:
We denote the collections of the boundary items (vertices, edges and faces) by ∂ N , ∂ F E and we introduce the set of boundary cells ∂ M which is composed by the boundary faces here considered as degenerated control volumes. Dirichlet boundary conditions are easily introduced into the scheme through the set of boundary data
The scalar solution field u is approximated by the degrees of freedom (u T , δ u T ).
The gradient formula is given on each diamond cell D ∈ D, which is the convex hull of the points K, L, x A , x B , x F , x E , by
. Gradient formula (1) allows us to define the numerical flux through each interface of the control volumes of the three meshes M , N and F E . Let Q be the linear space of piecewise constant vector fields defined on the mesh of diamonds D and X be the linear space of triples of piecewise constant scalar fields defined on the three meshes M , N and F E . Three finite volume schemes are written by using a discrete divergence operator that maps each vector field in Q to a triple of scalar functions in X. Formally, we introduce the operator
In the previous statements, the symbols D K , D A , D E , D F refer to the diamond cells which overlap the cells labeled by the corresponding subscripted indices K, A, E, and L. Since each of the div C ξ approximates 1 |C| C div ξ (for C = K, A, E, F), the right hand side of the discrete problem is given by the piecewise constant projection of the function f onto the space X,
where K D = 1 |D| D K(x)dx is a piecewise constant tensor field on the mesh of the diamond cells. The scheme in (4) originates a symmetric and positive-definite linear system of equations (see [1] for a thourough discussion of the other properties). The case of the discontinuous permeability tensor of test 5 deserves a special treatment that is thouroughly discussed in [2] .
Mesure on the error
To put the discrete and the exact solutions "at the same level", we use the projection π T u e of the exact solution and the associated discrete gradient reconstruction ∇ T π T u e . Approximation errors are evaluated through the following norms:
In the case of the discontinuous tensor of test 5, the diamond cell D is divided in two subdiamond cells, namely, D K and D L .
Numerical results
The following results were obtained by using a BiCG-stab solver with ILU(0) preconditioner (routine MI26 of HSL implementation).
• 
Comments
This finite volume method assigns one degree of freedom to any mesh item (cells, faces, edges, and vertices). For this reason, the scheme has a large number of degrees of freedom if compared to other finite volume methods or similar discretization techniques (such as mimetic finite differences). Nonetheless, the method was proved very effective both for two and three dimensional problems with strong anisotropic coefficients and using meshes with strongly distorted cells. Among the other advantages offered by the method, we mention the coercivity of the method that eases the convergence analysis and the fact that this finite volume method generally shows second order of accuracy in all numerical experiments where the exact solution is sufficiently regular. The results shown in the tables of the previous section confirm this general behavior.
All linear systems were solved efficiently by standard preconditioned Krylov methods as BiCG-stab or GMRES. Direct solvers for general asymmetric systems (UMFPACK) can also be used, but they normally require a huge memory storage, in particular for the biggest problems. In Table 1 -2, we see an example of the performance of the different solvers offered by the benchmark site when solving Test 1 on the checkerboard meshes 8 × 8 × 8 and 16 × 16 × 16. The comparison reveals that PETSc implementation of the CG solver is the fastest one, in particular, when combined with the diagonal preconditioner (Jacobi). A good performance in terms of CPU costs is also provided by the ISTL-BiCGstab implementation using Jacobi or ILU(0) preconditioners. CPU times are usually smaller than those obtained by using the direct solver UMFPACK, which is also available in the benchmark site.
