Abstract. It is shown that for the class of cosine series satisfying a(»)log n = o(l) and ¿Sa(n) > 0 that integrability and L1 convergence occur together. Relaxing the monotonicity to bounded variation we show that our previous result cannot be extended.
It is well known that the condition a(n)log n = o(l) is both necessary and sufficient for L1 convergence for some classes of Fourier cosine series. Here we show, for the class of cosine series satisfying a(«)log n = o(l) and Aa(n) > 0, that integrability and L1 convergence occur together. Relaxing the monotonicity to bounded variation we show that our previous result [1] cannot be extended. Finally we show that a cosine series with Aan > 0 is integrable if the norm of the derivative of the partial sums of its conjugate series are bounded.
In what follows f(x) = lim,,^^ Sn(x) where
We denote on(x) = \/(n + i)~2"k=0 Sk(x), and S'n(x) is the derivative of the conjugate of Sn(x). + ß«a(«)log « + Bnb(n)log n where />"(.*) and ö"(x) are the Dirichlet and conjugate Dirichlet kernels, and B is an absolute constant arising from the fact that \\D"(x)-l/2\\=0(logn) and || L\(x)\\ = O (log n).
Four terms are o(n) since a(n)log n = o(l), b(n)log n = o(l), and the (C,l) method is regular. Thus,
the (C,l) method is regular, and log(l + 1/ k)k converges to one. In Corollary 1 we required Aa(«) > 0. Several results on L1 convergence of cosine series are known that only require bounded variation of ain), that is, 2*_i |Aa(«)| < oo. It is well known that if ain) = oil) and a(n) is quasiconvex (2^xin + l)|A2a(«)| < oo) that Sn converges to /in L1 metric if and only if a(n)log n = o(l). Using an inequality of Sidon, Telyakovskii [2] has proved the following theorem where quasi-convexity is relaxed. Here we show that if we require the conditions ain) = o(l) and 2"=i|Ai«(rt)| < oo then Theorem A cannot be extended beyond Corollary B. + -a(n + 1) + 2 a(n + l)cos kx
But \\a(n + l)Dn(x)\\ = o(l), since a(n)log n = o(l) and ||Z>"(jc)|| = O (log n). Thus, Sn converges to/ in L1 metric if and only if gn converges to /in L1 metric. We see that the coefficients a(n) satisfy the requirements of Theorem B, so the result follows.
At this point we see that if \2™=xb(n)\ < oo then ||SJ| = 0(||S^||). For s.!-r r^(t)dt+fb(n) 
