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1. Introduction
In rigorously establishing the notion of a stochastic integral K. Itô smoothed the way for
applicationers to represent eﬀects, for instance due to imperfect information or imprecise
measurement, into their mathematical models by noise in a formally sound way. And in
places where those applicationers had previously pursued stability results for ordinary dif-
ferential systems, the spotlight fell on new concepts in order to compensate the unsatisﬁable
desire to bound processes pathwise for instance by the concept that certain bounds hold
with high probability. And where observation times of ODEs had only played a minor
role unless the system had been signiﬁcantly changing with time, the stochastic integral
established a sort of inner clock to the classical deterministic perturbation theory. Even
for time-stationary systems it is no longer exhausting to ask if corresponding solutions fea-
ture interesting behavior, but it turns out naturally to ask how long it takes such systems
to do something exciting. Exemplary, one might think of a particle movement driven by
diﬀerential law due to the symmetric one-dimensional double-well potential. It is kind of
hard to think of something interesting to ask, to observe or to say about that particle left
only to the potential. But by adding only the slightest amount of white noise, the particle
hops from one well to the other, regularly in terms of the Kramer's times. It is evident that
classical stability concepts for deterministic systems are of fairly limited use in the study of
noisy systems. Further, the introduction of a time-delayed argument in the formulation of
a diﬀerential law reﬂects the idea that a system's evolution is inﬂuenced from a prior state
of the system itself. Early motivation and has conveniently arisen in biology, chemistry, and
mechanical engineering. There, a time-delayed argument has natural applications in the
description of real-world systems which evolve depending on a prior state through memory,
duration of signal transaction, reaction duration, minimal response time, or gestation period.
To describe the behavior of a system subject to stochastic perturbation there are several well-
established techniques like the Fokker-Planck approach, which can provide insights about
the stationary distributions and the transition probabilities of a system, [KS91], [SV06].
Also the large-deviation theory has approved as a powerful tool in various situations. It
often provides sharp estimates of the probability of atypical or rare events of a solution
path in terms of exponential rates, [DZ92], [Fre12]. Another main tool for the description
of such diﬀerential system subject to stochastic noise, say with the solution denoted as
X = (X(t))t∈[0,T ], are concentration estimates of the form
P
{
sup
t∈[0,T ]
|X(t)−E[X(t)]| > h
}
≤ C(h, T ), (1.0.1)
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Figure 1: Suppose that y(t) = X(t) − E[X(t)], t ∈ [0, T ], is the deviation of some stochastic
process from its deterministic counterpart and let us introduce the short notations
for the variance σ2T := var y(T ), and A := {sups∈[0,T ] |y(s)| > hσT } for the event
that a deviation path leaves the interval [−hσT , hσT ] before time horizon T > 0
for some h > 0. The ﬁgure shows several paths of the stochastically perturbed
deviation process y. The two black lines correspond to paths that satisfy A, while
the gray line does not.
that provide upper bounds on the probability of an escape from an environment of the
expectation process within a ﬁnite time horizon T > 0. Here C(h, T ) is some expression
that depends on h and T . In the following we will refer to estimates of that, or closely
related form as concentration inequalities. Figure 1 serves as an illustration. Typically, h
is formulated as a multiple of the standard deviation of X. Concentration inequalities have
been well-known for a long time; for instance concerning partial-sum processes in form of the
DvoretzkyKieferWolfowitz inequality, when increments are given by independent, identi-
cally distributed and bounded random variables, [DKW56]. And in the continuous-time case
Doob's celebrated maximal inequality, [Kle14] has been available, when studied processes
are submartingales. Due to the robustness of the Gaussian property, stochastic integrals, in
case of an integrand that solely depends on time, are centered Gaussian processes, [Bau96].
And for such a process, say (X(s))s∈[0,T ] on some probability space (Ω,F ,P), the Borel-TIS
inequality, [AT07, Theorem 2.1.1], yields that
P
{
sup
s∈[0,T ]
|X(s)| > E‖X‖[0,T ] + h
}
≤ exp
(
− h
2
2E‖X‖2[0,T ]
)
for h > 0,
where ‖·‖[0,T ] denotes the supremum norm over [0, T ]. The Borel-TIS inequality is certainly
one of the most valuable inequalities in the context of Gaussian processes. Its preciousness
arises on the one hand from rather general validity, on the other hand from its simple,
elegant structure. Let us mention one more type of concentration inequality, established by
X. Fernique in 1964, which is applicable for a rather general class of Gaussian processes, and
which is not explicitly given here due to a bit of notational bulkiness that is involved, but
we present the original Fernique inequality in detail in Section 2.1.
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1.1. Placement in the Literature and Aim
The predominant goal of this thesis is to establish a description of pathwise concentration
results for stochastic delay diﬀerential equations (SDDEs) including the nonautonous case,
and, at least in special cases, the more general stochastic functional diﬀerential equations
(SFDEs) with additive noise. The book [BG06] by N.Berglund and B.Gentz serves as a
paragon for our study. In particular, we aim for precisely-as-possible conﬁned areas that
solution paths do not leave with high probability, formulated in terms of concentration
inequalities in the form (1.0.1) with C(h, T ) = C(1) exp(−C(2)h2). There are three points of
particular importance, that delimit this work from the established results, that the literature
provides so far:
• Paths stay in determined areas over ﬁnite time intervals with high probability, not
asymptotically.
• Pathwise properties hold for speciﬁed sizes of respective parameters rather than solely
in the small-noise limit.
• Special emphasis lies on estimates on the constants C(1) and C(2) regarding their
dependence on the underlying set of parameters to track the role that the delay term
as well as other involved quantities play.
Striving for pathwise properties of processes, distributional properties, such as we may obtain
from the Fokker-Planck approach or generally concerning stationary distributions, do not
suﬃce, because, even in case that the distribution density can be satisfactorily obtained, it
only provides the one-dimensional distributions, [Lon10]. And in general, there is no way
to gain insight on the level of paths from that. Regarding large deviations, the ﬁrst one
to study SFDEs in the white noise case was M. Scheutzow, [Sch84]. Further results have
been contributed e.g. by R. Langevin, W.M.Oliva and J.C. F. de Oliveira in [LODO91].
An extension to more general diﬀusion terms has been achieved by S.-E.A.Mohammed
and T. Zhang in 2006, see [MZ06]. Furthermore, Lévy noise was considered by K. Liu and
T. Zhang in [LZ14] for the retarded type, and by J.Bao and C.Yuan in [BY15]. One part in
the derivation of a large-deviation result is typically based on concentration inequalities. For
instance, we follow the presentation in [LODO91], where X(ε) solves X˙(ε)(t) = b(X(ε)(t)) +
εW˙ (t), and x solves x˙ = b(x(t)). Then, the authors show that
P
{
sup
s∈[0,T ]
‖X(ε)(t)− x(t)‖ > δ
}
≤ C1 exp
(
−C2
ε2
)
,
which serves to reason that
lim
ε→0
P
{
sup
t∈[−1,T ]
|X(ε)(t)− x(t)| > δ
}
= 0.
But unfortunately, apart from the missing relation between δ and ε, the concentration
inequality bears the unknown constant C1 and prefactor C2 in the exponent, which is why
is does not suit our needs. Moreover, there are excellent results available on the asymptotic
maxima of Gaussian processes, in particular in the stationary case, e.g. [Pic67] [Mar72], see
also [AMW10]. For instance, in fairly general situations, we know that there is a process ρ
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such that
P
{
lim sup
t→∞
X(t)√
ρ(t)
= 1
}
= 1,
in which case ρ(·) is called the essential growth rate, or running maximum, which is explicitly
known in many cases. Such essential-growth rate results do not provide any insight for ﬁnite
time horizons, but they will serve as orientation, even when only formulated with ≤ inside
the braces. Concerning growth rates for SFDEs, recent studies have been performed in
[Sch05], [AGR06], [Sch13], [AGR11], [AP15], [AP17], see also [HP14]. In the context of
stochastic processes, a whole zoo of notions of stability is well-established in the literature.
Among them let us mention the concept of almost-sure exponential stability. For example,
the work [Mao07] of X.Mao provides an introduction and overview. A process (X(t))t≥t0 is
said to be almost-surely exponentially stable, if
lim
t→∞
1
t
log |X(t)| < 0 P-almost surely.
If it exists, the left-hand side is called the Lyapunov exponent. Results for SFDEs are due to
[MS90], [MS96], [MS97], [Els99], [Sch05], [Sch13]. In the same spirit as the essential-growth
rate results, the concept provides a picture of the long-term behavior of a process. This
picture is a rather crude one in the sense that constants and subexponential correction terms
are lost in the statement. Regarding the mentioned concentration inequalities, solutions of
SFDEs lack the martingale property, which in turn implies that the Bernstein-type inequality
for stochastic integrals, a former valuable tool, is not straightly applicable here, [BG06]. The
Borel-TIS inequality requires knowledge of the ﬁrst two moments of the running supremum
of the process, which are not easily available. Therefore, all but the Fernique inequality
of the mentioned representatives of concentration inequalities will only be of limited use,
and some of no use at all. In fact, we will build our analysis on a combination of the
Bernstein-type and the Fernique inequality.
More than that, the broad ﬁeld of SFDEs generally has remained under constant intense
scientiﬁc study for several decades. This includes the classical rather abstract research areas
like the question for existence and uniqueness For example [vRS10] considers fairly general
conditions on the coeﬃcient functions, [WYM17] treats a setting with inﬁnite-delay, [BM16]
and [ZAL+17] provide results for the fractional-derivative formulation. The numerics of
stochastic functional diﬀerential equations have for example been studied in [BB00], [Mao03],
[HMY04], [Buc04], [Buc06], [Mao07], [BKMS08], [FN09], [AB10], [KS12], [Kim16]. Deter-
ministic systems have experienced a tremendous amount of scientiﬁc research with regard
to stability issues; [vC15] provides an overview. Regarding the large ﬁeld natural-scientiﬁc
research, time-delayed diﬀerential laws have found a variety of applications like for in-
stance optical devices (e.g. [HKGS82]), chemical dynamics (e.g. [Rou96]), traﬃc ﬂow models
(e.g. [SN10], [Hel01]), mechanical engineering (e.g. [DK92]), neural networks [BMS01], or
ﬁnance (e.g. [KP07], [AI05], [AIK05], [AHMP07], [ARS13], [Zhe15], [TKBM15]). For an
introduction and survey see [Ern09], [Lak11], for diﬀerence equations [IKS03]. A beautiful
introduction to the applications is provided by T.Erneux in [Ern09].
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1.2. Structure and Progress
The actual content of this work starts with Chapter 2 with a review of a concentration
inequality for a rather general class of Gaussian processes. The main result is due to
X. Fernique and was originally established in 1964, [Fer64], [Fer90], which is why we re-
fer to it as the Fernique inequality. We will basically repeat the arguments except for
negligible modiﬁcations. Save for technical assumptions, the requirements of the Fernique
inequality consist of simply one integrability condition on the covariance structure. It is
not restricted to stationarity or autonomy. Many of the concentration inequalities in this
work including solutions of autonomous linear functional diﬀerential equations with addi-
tive noise, constant-coeﬃcient SDDEs and linearizations of a special kind of nonautonomous
nonlinear functional diﬀerential equations subject to noise, will be based on the Fernique
inequality.
The subsequent Chapter 3 provides a short introduction to stochastic retarded functional
diﬀerential equations (SRFDEs), mainly consisting of existence and uniqueness results and
solution representations. The purpose is a review of fundamental-solution concept and the
variation-of-constants formula, which is the reason why most of the details are basically
taken from the literature. The very core, and the beneﬁt of this Chapter, is the variation-
of-constants formula for nonautonomous linear stochastic retarded functional diﬀerential
equations. This one plays a crucial role, especially in Chapter 5, when we consider a re-
tarded diﬀerential equations in a scenario where stability is slowly vanishing. As a ﬁrst
application of the Fernique inequality, a concentration inequality for autonomous retarded
functional diﬀerential equations will be established. Due to recent work [AMW10] of Ap-
pleby, Mao and Wu the essential growth rate is explicitly known here in the stable regime.
Their result and the concentration result, that we will achieve, suit each other. The gener-
ality comes with a price, there are constants involved on which we know almost nothing.
In Chapter 4 the generality is tremendously weakened in order to provide transparency
on the respective impact of the underlying parameters involved in the formulation of the
concentration inequality. We will consider stochastic delay diﬀerential equations (SDDE),
which means systems of the formdx(t) = −ax(t)dt+ bx(t− r)dt+ σdW (t) for t ≥ 0,x(t) = Υ(t) for t ∈ [−r, 0],
where Υ ∈ C([−r, 0],R) and a ∈ R, b, σ > 0, and W denotes a standard Brownian motion.
As a central result we will show that for every a = b > 0 and every Υ ∈ C([−r, 0],R) the
corresponding solution converges to a non-trivial limit in the deterministic case, i.e. σ = 0.
We will provide the exact limit as well as a lower bound for the rate of convergence. This
provides concrete knowledge adding to the presentation in [ARS13], [DvGVLW95], who
were able to acquire the asymptotic limit for a general class of time-delayed feedback and
in SDDE case at least for certain parameter combinations a and b. We will provide a self-
contained presentation of the convergence result as well as a lower bound for the rate of
convergence for the fundamental solutions. Knowledge on the convergence rate is crucial in
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the computation of concentration inequalities. In particular, we will show that
P
{
sup
s∈[0,T ]
|x(s)−E[x(s)]| > h
√
T
1 + ar
}
≤ 5
2
T 2 exp
(
− h
2
2σ2
(1 +O(T− 12 ))
)
for big T,
under irrestrictive conditions on h > 0. This result is due to an application of the Fernique
inequality. We will show how the convergence result can be taken over to arbitrary parameter
combinations with b > 0, and provide concentration inequalities in a variety of regimes. A
careful study of small-ball probabilities further reveals that the ﬁrst-exit-time distribution
of x(t)−E[x(t)], t ≥ 0, is to some extend very similar to the one of the rescaled Brownian
motion W (t)1+ar , t ≥ 0.
In Chapter 5 we will consider a particular nonautonmous system that features delay-feedback
and nonlinearity. We consider systems of the form
dx(t) = f(x(t), νt)dt+ g(x(t− r), νt)dt+ σdW (t), t ≥ 0. (1.2.1)
where f and g are potential gradients that slowly change with time due to the small pa-
rameter ν. This formulation of an SRFDE, consisting of two possibly diﬀerent potentials
acting on the current value and on the delayed term, has been inspired by the work [FI05] of
P. Imkeller and M.Fischer, who study the eﬀective dynamics of a bistable system featuring
stochastic resonance. There, f(t, ·) = f(·) = V ′(·) where V is a symmetric one-dimensional
double-well potential, and g(t, ·) = g(·) = U ′(·), where U is a quadratic potential. Due to an
analysis of residence times in a two-state model, and corresponding limiting distributions,
they establish an instance of stochastic resonance.
The analysis, that we present, includes concentration results in rather general situations
in a uniformly stable environment. Those are actually applicable for the model in [FI05];
there we can provide a lower bound on residence times that hold with high probability. The
actual transition, i.e. an upper bound on residence times, is not included.
The procedure, which means the way the system changes with time, is inspired by [BG06,
Chapter 3] where no delayed feedback is involved. We will present several methods to achieve
concentration inequalities, one of them again inspired by the just mentioned work. Part of
the description crucially relies on the nonautonomous variation-of-constants formula that is
derived in Chapter 3 of this work. Without that particular variation-of-constants formula,
a pathwise description of the transition from stability to instability is hardly thinkable. A
signiﬁcant role is taken by an appropriately chosen reference system that substitutes the
lack of a conveniently deﬁned equilibrium-branch concept. Furthermore, the transition to
instability will either occur through a certain type of symmetric pitchfork bifurcation, or
the system will be assumed to be linear. Denoting the time-speed parameter by ν > 0,
then under the assumption that σ < ν/| log ν|, the predominant achievements regarding
nonautonomous systems (1.2.1) are the following.
• Uniformly stable branches attract solution paths into a neighborhood of order ν, when
these have been initiated at a distance of order 1 within a time of order | log ν|/√ν .
• A solution path, that is initiated close to a uniformly stable branch, remains in a
neighborhood of order ν for an exponential amount of time.
• With regard to residence-time results with respect to neighborhoods around destabi-
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lizing branches from [BG06, Chapter 3], we manage to carry over established results
to the delayed-feedback case. Compare [BG06, Figure 3.12, Section 3.4] and Figure 8,
and 12 which applies under stricter conditions.
• Ignoring nonlinear terms, we will show that solutions paths typically leave unstable
branches in a time that is comparable to the delay-free case.
The above statements hold with high probability, formulated in terms of concentration in-
equalities. To the best of our knowledge there is no attempt to the pathwise analysis of
SDDEs in terms of concentration inequalities anywhere in the literature, not even in the
simplest constant scalar case, and results are generally scarce for nonautonomous systems.
Concerning (stochastic) delay diﬀerential equations provides plenty of details regarding bi-
furcation diagramms, e.g. [YB11], [BC94], [CYB05], [GFF17] but the author has not seen
any evidence of an approach of the kind that will be presented in this work. We will con-
stantly work out explicit-as-possible conditions on the size of ν, that are necessary for our
results to hold. And that is also the reason why we focus on basically simple settings and
tend to avoid building on asymptotic spectral-theoretic results.
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2. The Fernique Inequality: A Concentration Inequality
for Gaussian Processes
This section is devoted to a review of a famous result on concentration inequalities of con-
tinuous real-valued Gaussian process (X(s))s∈T over a multidimensional time-index set
T = [a, b]n where a < b ∈ R and n ∈ N. The result has originally been established by
X. Fernique in 1964, see [Fer90] or [Fer64]. The proof is comparably straightforward using
rather basic estimates concerning normally distributed random variables. The proﬁt, and to
some extend the real power of the Fernique inequality, is its robustness to apply in quite gen-
eral situations. We will formulate and prove the concentration inequality originally stated
as Théorème 4.1.1 from the above-mentioned reference. In Corollary 2.4 we will present an
upper bound on the essential growth rate, that was established by M.B.Marcus [Mar70]
based on a variante of the Fernique inequality. We will provide an own proof based on the
version that we present below.
2.1. The Fernique Inequality
Let X = (X(s))s∈T be some centered continuous R-valued Gaussian process over some
time-index set T ⊂ Rn on a probability space (Ω,F ,P) with covariance structure Γ(s, t) =
E[X(t)X(s)] for s, t ∈ T and start in X(0) = 0. Dealing with ﬁnite-dimensional objects, we
denote the maximum norm by ‖ · ‖max, e.g.
‖t‖max := max
i∈{1,...,n}
|ti| for all t = (t1, . . . , tn) ∈ T ,
only if we want to emphasize the ﬁnite dimensionality. Otherwise, and if ambiguity can be
excluded, we simply write ‖ · ‖ for the sup-norm as well as for the max-norm. We deﬁne
ϕ(h) = sup
s,t∈T
‖t−s‖max≤h
√
Γ(s, s)− 2Γ(s, t) + Γ(t, t)
= sup
s,t∈T
‖t−s‖max≤h
√
E
[(
X(t)−X(s))2] for all h > 0.
In particular, by the CauchySchwarz inequality, we have that
sup
(s,t)∈T ×T
Γ(s, t) ≤ sup
s∈T
√
Γ(s, s) sup
t∈T
√
Γ(t, t) = sup
s∈T
Γ(s, s) ≤ sup
s∈T
sup
t∈T
Γ(s, t), (2.1.1)
and so there must be equality in every step in (2.1.1), i. e.
sup
(s,t)∈T ×T
Γ(s, t) = sup
s∈T
Γ(s, s) = ‖Γ‖. (2.1.2)
As a matter of fact, in 1964 Fernique formulated the following concentration inequality to-
gether with a suﬃcient condition on Gaussian processes to be continuous. The continuity
part of the theorem aroused much more attention in the literature than the actual concen-
tration inequality, and while solutions of SRFDEs are required to be continuous anyway,
the converse is true in this work. The proof is almost the same save a tiny alteration for
clearity sake that comes up as an additional factor of 2 within the formulation of ϕ.
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Theorem 2.1 (The Fernique inequality, Théorème 4.1.1 in [Fer90]). Let T = [0, 1]n, n ∈ N,
and let X = (X(s))s∈T , a separable, real-valued, centered Gaussian process with covariance
structure Γ(s, t) = E[X(s)X(t)] for s, t ∈ T on some probability space (Ω,F ,P). Further,
we assume
∫∞
0
ϕ
(
exp
(−u2)) du to be ﬁnite. Then:
a) The process has continuous paths almost surely.
b) For all p ∈ N, p ≥ 2 and real h ≥ √1 + 4n log p , we have
P
{
sup
s∈T
|X(s)| ≥ h
(√
‖Γ‖ + (2 +√2 ) ∫ ∞
1
ϕ
(
p−u
2
)
du
)}
≤ 5
2
p2n
∫ ∞
h
exp
(
−u
2
2
)
du.
Proof. a) This part is of no particular interest for us, it is stated for completeness sake.
b) Let m ∈ N\{0} be arbitrarily given. By Im we denote the collection of multi-indices
Im := {0, . . . ,m− 1}n. Further, we let
t
(m)
i :=
1
m
(
i1, . . . , in
)
for all i = (i1, . . . , in) ∈ Im
denote what we may think of as lattice points of T due to ﬁneness m−1. The collection
of those lattice points for ﬁneness m−1 is denoted by T (m), i. e. , with a slight abuse of
notations,
T (m) := {t(m)i : i ∈ Im} = 1mIm.
And we denote by
B
(m)
i :=
{
t ∈ [0, 1)n : ij ≤ mtj < ij + 1 for all j ∈ {1, . . . , n}
}
=
n×
j=1
[
ij
m
,
ij + 1
m
)
for all i ∈ Im,
those boxes in the time-index set T that are canonically associated with the lattice set T (m).
The partition B(m) := {B(m)i : i ∈ Im} serves as container for all those boxes. Figure 2
serves as an illustration.
Remember that for two random variables ξ1, ξ2 that are normally distributed with respect
to P with mean 0 and standard deviations
√
var ξ1 <
√
var ξ2 , we have that
P
{|ξ1| > h} ≤ P{|ξ2| > h} for all h ≥ 0. (2.1.3)
Note that, by the simple fact that
for all m ∈ N\{0} and i ∈ Im there is unique tˆ ∈ T (m) such that tˆ ∈ B(m)i ,
which is of course given by tˆ = t(m)i , there is a one-to-one corresponence between boxes and
lattice points. In order to deﬁne an appropriate sequence of approximations
(
X(m)(·))
m∈N
of X, we observe the values X takes at the mn lattice points of T (m) and endow X(m) in
every point in a given tile B(m)i with the value X
(
t
(m)
i
)
, where i ∈ Im. For an illustration,
see Figure 3. Formally, for all m ∈ N, we deﬁne X(m) for all t ∈ T by
X(m)(t) := X(t
(m)
i ) if t ∈ B(m)i for i ∈ Im. (2.1.4)
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Figure 2: Illustration of the partition of T = [0, 1]2 proposed in [Fer90] for m = 4. Line
crossings refer to the elements of T (4) and tiles correspond to elements of B(4).
Well-deﬁnedness is then due to the one-to-one correspondence of lattice points and boxes.
Of course, when studying ‖X(m)‖, it suﬃces to restrict the attention to the lattice points
T (m). Formally,
‖X(m)‖ = sup
t∈T
|X(m)(t)| = sup
i∈Im
sup
t∈B(m)i
|X(t)|
= sup
i∈Im
|X(m)(t(m)i )| = sup
i∈Im
|X(t(m)i )| = sup
t∈T (m)
|X(t)| (2.1.5)
is the maximum of mn absolute values of (possibly correlated) Gaussian random vari-
ables. In other words, the probability P
{
‖X(m)‖ ≥ h√‖Γ‖ } depends on anmn-dimensional
marginal distribution of X which is, of course, a Gaussian distribution, but still it is not too
handy. The following provides a way to deduce an estimate that actually only relies upon
the one-dimensional marginal distributions:
P
{
‖X(m)‖ ≥ h
√
‖Γ‖
}
= P
{
sup
t∈T (m)
|X(t)| ≥ h
√
‖Γ‖
}
(2.1.6)
= P
 ⋃
t∈T (m)
{
|X(t)| ≥ h
√
‖Γ‖
}
≤
∑
t∈T (m)
P
{
|X(t)| ≥ h
√
‖Γ‖
}
≤ mn sup
t∈T (m)
P
{
|X(t)| ≥ h
√
‖Γ‖
}
for all h > 0. (2.1.7)
As X is Gaussian, for arbitrary t ∈ T the random variable X(t) is normally distributed with
mean 0 and its standard deviation is dominated by
√‖Γ‖ . Then X(t)√‖Γ‖ has mean 0 and
its standard deviation is dominated by 1. Let X be a normally distributed random variable
(with respect to P) with mean 0 and standard deviation σX = 1. Then by (2.1.3), we may
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Figure 3: An illustration of the approximation X(4) taking the value X(t
(4)
i ) on every B
(4)
i
for i ∈ I4 = {0, 1, 2, 3}2. The original process X is not included in the ﬁgure. One
can imagine the process X as wavering plain that coincides with the ﬂoating tiles
in that very point of a tile that is closest to the origin.
deduce
P
{
|X(t)| ≥ h
√
‖Γ‖
}
≤ P {|X | ≥ h} = 2√
2pi
∫ ∞
h
exp
(
−u
2
2
)
du for all t ∈ T , h > 0.
(2.1.8)
Then (2.1.7) and (2.1.8) yield
P
{
‖X(m)‖ ≥ h
√
‖Γ‖
}
≤ mn
√
2
pi
∫ ∞
h
exp
(
−u
2
2
)
du for all h > 0. (2.1.9)
The above inequality constitutes an upper-bound estimate for the probability that X(·)/‖Γ‖
exceeds h, when only observed at the mn lattice points of T (m), where m ∈ N is arbitrary.
In the next step, we work out how the probability on the left-hand side of (2.1.9) evolves
when we put more and more points into observation. To this end, let the sequence (mi)i∈N
be successively divisible, i. e. mi+1/mi ∈ {2, 3, 4, . . .} for all i ∈ N. Then for k < l, we have
that Imk ⊂ Iml and the partition B(ml) is a reﬁnement for B(mk). Furthermore, for all
k ∈ N, the random variable X(mk+1) −X(mk) is Gaussian again, because it is the image of
a linear mapping of Gaussian variables. It is centered and its supremum is determined over
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the lattice points T (mk+1) in the sense that
‖X(mk+1) −X(mk)‖ = sup
t∈T
|X(mk+1)(t)−X(mk)(t)| = sup
t∈T (mk+1)
|X(mk+1)(t)−X(mk)(t)|
(2.1.10)
is the maximum of mnk+1 normally distributed random variables. Consider an arbitrary
ﬁxed t0 ∈ T . By the correspondence between lattice points and tiles there must be unique
i0 ∈ Imk such that t0 ∈ B(mk)i0 , and so |t0−t
(mk)
i0
| ≤ m−1k holds true for all k ∈ N. Therefore,
the variance of X(mk+1)(t0)−X(mk)(t0) is dominated by
E
[(
X(mk+1)(t0)−X(mk)(t0)
)2]
= E
[(
X(mk+1)(t0)−X(mk)(t(mk)i0 )
)2]
= E
[(
X(mk+1)(t0)−X(t(mk)i0 )
)2]
≤ sup
s,t:‖s−t‖≤1/mk
E
[(
X(s)−X(t)
)2]
.
And therefore,
E
[(
X(mk+1)(t0)−X(mk)(t0)
)2]
≤ ϕ2
(
1
mk
)
for all t0 ∈ B(mk)i0 . (2.1.11)
Then, applying the same ideas as between (2.1.6) and (2.1.7), together with (2.1.10), we
may deduce that
P
{
‖X(mk+1) −X(mk)‖ ≥ hϕ
(
1
mk
)}
≤ P
 ⋃
i∈Imk
 sup
s∈B(mk)i
∣∣X(mk+1)(s)−X(mk)(s)∣∣ ≥ hϕ( 1
mk
)

≤
∑
i∈Imk
P
 sup
t∈T (mk+1)∩B(mk)i
∣∣X(t)−X(t(mk)i )∣∣ ≥ hϕ( 1mk
)
≤
∑
i∈Imk
∑
t∈T (mk+1)∩B(mk)i
P
{∣∣X(t)−X(t(mk)i )∣∣ ≥ hϕ( 1mk
)}
≤ mnk+1
√
2
pi
∫ ∞
h
exp
(
−u
2
2
)
du for all h > 0, (2.1.12)
where in the last step we have used (2.1.9) and the fact that T (mk+1) contains
(
mk+1
mk
)n
times so many lattice points over B(mk)i as T mk for all i ∈ Imk . Combining (2.1.9) and
(2.1.12), and using the fact that the probability, that a sum overcomes a given threshold, is
dominated by the probability that, informally, at least one addend overcomes its share of
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the threshold, leads to the following estimate,
P
{
‖X(m1)‖+
∞∑
k=1
‖X(mk+1) −X(mk)‖ ≥ h0
√
‖Γ‖ +
∞∑
k=1
hkϕ
(
1
mk
)}
≤ P
({‖X(m1)‖ ≥ h0√‖Γ‖ } ∪ ∞⋃
k=1
{
‖X(mk+1) −X(mk)‖ ≥ hkϕ
(
1
mk
)})
≤
√
2
pi
∞∑
k=0
mnk+1
∫ ∞
hk
exp
(
−u
2
2
)
du for all hk > 0 for all k ∈ N ∪ {0}.
We let T˜ := ∪k∈NT (mk) which is a countable dense subset of [0, 1]n. Therefore, ‖X‖ has the
same law as sups∈T˜ |X(s)| by continuity. And as X(0) = X(0) = 0, that one is dominated
by
sup
s∈T˜
|X(s)| ≤ ‖X(m1)‖+
∞∑
k=1
‖X(mk+1) −X(mk)‖ =
∞∑
k=0
‖X(mk+1) −X(mk)‖.
We deduce, formally by applying monotone convergence on both sides, that
P
{
‖X‖ ≥ h0
√
‖Γ‖ +
∞∑
k=1
hkϕ
(
1
mk
)}
≤
√
2
pi
∞∑
k=0
mnk+1
∫ ∞
hk
exp
(
−u
2
2
)
du
for all hk > 0 for all k ∈ N ∪ {0}.
(2.1.13)
The remainder is due to a neat choice of the sequences (mk)k∈N and (hk)k∈N∪{0}. For an
arbitrary integer p ∈ N, p ≥ 2 and h > 0 we let
mk = p
2k , xk = 2
k
2 , h0 = h, hk = 2
k
2 h = xkh for all k ∈ N. (2.1.14)
Then for all k ≥ 1, as ϕ is increasing and
xk − xk−1 = 2 k2 − 2
k−1
2 = 2
k
2
(
1− 1√
2
)
=
2
k
2
2 +
√
2
=
xk
2 +
√
2
⇔ xk = (xk − xk−1)(2 +
√
2 ), (2.1.15)
for the series on the left-hand side in (2.1.13), we apply the deﬁnition of hk to achieve
hkϕ
(
1
mk
)
= h(2 +
√
2 )(xk − xk−1)ϕ
(
p−x
2
k
)
≤ h(2 +
√
2 )
∫ xk
xk−1
ϕ
(
p−u
2
)
du. (2.1.16)
Iterated applications of (2.1.16) directly lead to
∞∑
k=1
hkϕ
(
1
mk
)
≤ h(2 +
√
2 )
∫ ∞
1
ϕ
(
p−u
2
)
du,
which is ﬁnite due to the assumption
∫∞
0
ϕ
(
exp
(−x2)) dx <∞. And for the series on the
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right-hand side of equation (2.1.13), using the substitution u = v2
k
2 , we ﬁnd that
mnk+1
∫ ∞
hk
exp
(
−u
2
2
)
du =
(
p2
k+1
)n ∫ ∞
hk
exp
(
−u
2
2
)
du
= pn2
k+1
2
k
2
∫ ∞
h
exp
(
−v
2
2
2k
)
dv
=
∫ ∞
h
exp
(
n2k+1 log(p) +
k
2
log(2)− v
2
2
2k
)
dv for all k ∈ N.
(2.1.17)
To ﬁnd an upper bound for the exponent that appears in (2.1.17), we apply in particular
that for all v ≥ h ≥√1 + 4n log(p) , we have that
n2k+1 log(p) +
k
2
log(2)− v
2
2
2k = 2k
(
2n log(p)− v
2
2
)
+
k
2
log 2
=
1
2
2k
(
4n log(p)− v2)+ k
2
log 2
=
1
2
(
4n log(p)− v2)+ 1
2
(2k − 1)(4n log(p)− v2)+ k
2
log 2
≤ −v
2
2
+ 2n log(p) +
1
2
(
k log(2) + 1− 2k) for all k ∈ N,
where in the last step, we have applied that 4n log(p) − v2 ≤ −1 due to the assumption
above. And therefore, we ﬁnd that
∞∑
k=0
mnk+1
∫ ∞
hk
exp
(
−u
2
2
)
du ≤ p2n
∞∑
k=0
2
k
2 exp
(
−2
k − 1
2
)∫ ∞
h
exp
(
−u
2
2
)
du.
To derive the claimed estimate, it suﬃces to plug in this estimates into (2.1.13) and calculate
∞∑
k=0
2
k
2 exp
(
−2
k − 1
2
)
≤ 5
2
, (2.1.18)
which is done in [Del65] or [Fer75], and this part of the proof is complete.
Remark 2.2.
• It is not too hard to derive an even slightly better estimate in (2.1.18) using sharp-as-
possible estimates of the ﬁrst addends (those with signiﬁcant contribution) and then
ﬁnd an upper-bound estimate with the help of an appropriate geometric series.
• The original reference brings up an interesting fact concerning the integrability as-
sumption of ϕ. According to that the only functions ϕ (increasing, positive) for which
there exists an appropriate nonnegative sequence (hk)k∈N and a sequence (mk)k∈N of
(divisible) integers such that the two series converge, are those for which the integral∫∞
0
ϕ(exp(−u2))du converges, see [Fer90]. For that reason, the particular choice of
(hk)k∈N and (mk)k∈N∪{0} within the proof does not raise any not strictly necessary
assumptions on ϕ.
• In [Mar70] one ﬁnds a modiﬁcation of the presented inequality. It leads to a prefactor
improvement that can be noteworthy in special cases. A discussion can be found in the
stated reference.
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Corollary 2.3 (Lemme subsequent to Théorème 4.1.1 in [Fer90]). Consider 0 ≤ a < b and
let X be a separable Gaussian process on T = [a, b]n, then with the notations from above,
deﬁne for l > 0,
Q(l) :=
(
2 +
√
2
) ∫ ∞
1
ϕ
(
lp−u
2
)
du. (2.1.19)
Then
P
{
sup
s∈T
|X(s)| ≥ h
(√
‖Γ‖ +Q(b− a)
)}
≤ 5
2
p2n
∫ ∞
h
exp
(
−u
2
2
)
du. (2.1.20)
Proof. Simple; we only set mk =
p2
k
b−a instead of p
2k in the proof of Theorem 2.1, one gets
the desired result. Notice that none of the assumed properties is aﬀected.
Let us restrict to the situation of a single time dimension, n = 1, where (X(t))t∈[0,∞) is a
real-valued Gaussian process. If Γ(·) is bounded by some ﬁnite Γ, the assumptions of the
Fernique inequality imply a lower bound on the essential growth rate due to [Mar70]. The
important properties in this situation are
E
[
(X(t)−X(s))2] ≤ ϕ(|t− s|), EX2(t) ≤ Γ and ∫ ∞
1
ϕ(e−u
2
)du <∞.
Corollary 2.4 (Upper bound of the essential growth rate, [Mar70]). Suppose that E[X2(t)] <
Γ for all t ∈ [0,∞), and that ∫∞
1
ϕ(e−u
2
)du <∞. Then
P
{
lim sup
t→∞
|X(t)|√
2 log t
≤
√
Γ
}
= 1. (2.1.21)
Proof. Following the presentation in [Mar70], this can be seen by denoting Yk(t) = X(k+ t)
for all t ∈ [0, 1] and k ∈ N. Observe that∫ ∞
1
ϕ
(
p−u
2
)
du =
1√
log p
∫ ∞
√
log p
ϕ
(
e−u
2
)
du for all p ∈ N, p ≥ 2.
Through the integrability condition that shows that for given ε > 0, there is p suﬃciently
large such that
2 +
√
2√
Γ
∫ ∞
1
ϕ
(
p−u
2
)
du <
ε
2
, which implies
√
‖Γ‖ +Q(1) ≤
(
1 +
ε
2
)√
Γ .
(2.1.22)
Given such p an application of the Fernique inequality yields
P
{
sup
t∈[0,1]
|Yk(t)| > max
{√
2 log k ,
√
1 + 4 log p
}
(1 + ε)
√
Γ
}
≤ 5p
2
2
e−
2 log k
2 (1+ε)
=
5p2
2
k−(1+ε).
Then, the proof is completed by an application of the BorelCantelli Lemma, because for
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arbitrarily small ε > 0
∞∑
k=2
P
{
sup
t∈[0,1]
|X(k + t)|√
2 log t
> (1 + ε)
√
Γ
}
≤
∞∑
k=2
P
{
sup
t∈[0,1]
|X(k + t)|√
2 log k
> (1 + ε)
√
Γ
}
<∞.
For the second series the Fernique inequality is not applicable for only ﬁnitely many initial
addends due to the insuﬃcient size of
√
2 log k . Every one of them is bounded by 1, so
together they only have ﬁnite contribution to the series.
Remark 2.5. In the course of this work, boundedness of Γ(·) will occur as a phenomenon
that comes with a proper notion of stability of the studied process X.
Let us denote ρ(t, s) = E[X(t)X(s)] for all s, t ∈ [0,∞) and consider the special case where
‖Γ‖ = v is a constant and additionally limT→∞ sup|t−s|>T ρ(t, s) ≤ 0. In that case the work
of M.Nisio [Nis67] provides that the almost-sure upper bound in (2.1.21) actually is the
limit, i.e.
P
{
lim sup
t→∞
|X(t)|√
2 log t
=
√
‖Γ‖
}
= 1.
An alternative condition can be found in [Mar72].
Remark 2.6. In the case of a stationary Gaussian process Z = (Z(t))t∈[0,∞) there are
much more results available concerning the asymptotic limit:
• Exact essential growth rates. Under reasonable assumptions, the result of Theorem
(2.4) can be shown to hold as a convergence result, i.e. with Γ = Γ(·),
P
{
lim sup
t→∞
|Z(t)|√
2 log t
=
√
Γ
}
= 1.
Suﬃcient conditions for the growth-rate result are e.g. provided by Pickands [Pic67] as
a generalization of prior work of Simeon M.Berman [Ber64] in a discrete time setting
• Extremal distributions. Given that the covariance function
r(t) := Γ(s, s+ t) = E[Z(s)Z(s+ t)] for all s, t ∈ R (stationary case)
vanishes fast enough, i.e. either limt→∞ r(t) log t = 0 or
∫
R
r2(u)du < ∞, the exact
asymptotic distribution of a properly rescaled version of Z can be received. See e.g.
[Wat54], [Gum67], [Ber64], [Pic67], [Pic69].
• Concentration inequalities. Due to the work of Marcus and L.A. Shepp [MS72], for
given ﬁnite time horizon T = 1, ‖Γ = 1‖, and every ε > 0, there is β > 0 suﬃciently
large such that
P
{
sup
t∈[0,1]
|X(t)| > β
}
≤ exp
(
− β
2
2(1 + ε)
)
.
• Distributions of high-level excursions. An involved treatment can be found in [Ber71a],
[Ber71b], and for the case of stationary increments in [Ber72a], [Ber72b]. Exact results
depend on intricate functions of the covariance.
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The essential growth rate in the formulation of Corollary (2.4) provides an elegant picture
of the long-term behavior of such a process. It it worth emphasizing that Corollary 2.4 is
deduced from neatly chosen concentration inequalities on ﬁnite time interval. But actually,
from the essential growth rate, there is nothing left to be learned about a concentration
in ﬁnite time. In this case the application of the BorelCantelli lemma has erased any
information on ﬁnite time intervals.
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3. On Stochastic Functional Diﬀerential Equations
The present part on general stochastic functional diﬀerential equations (SFDEs) is based
upon the books of J.Hale and S.M.Verduyn Lunel [HVL93], and of X.Mao [Mao08]. We
will present a brief review on existence and uniqueness of strong solutions based on the two
references. In the second half we turn to the concept of fundamental matrix solutions and
solution representations which is again based on the book of Hale and Lunel for the deter-
ministic case. Further, we provide a generalization of the stochastic variation-of-constants
formula in a nonautonomous setting. For the autonomous case the formula can be found
in [Moh84] for instance.
3.1. Deﬁnitions and Conventions
We will always consider ﬁnite constant time delay r > 0 throughout this work. In order not
to be overwhelmed by notations, we follow the established literature that commonly employs
a handful of convenient short-hand notations. We will abbreviate J := [−r, 0], and given
any n ∈ N and any Rn-valued process (x(t))t∈[−r,T ], we will refer to its segment process by
(xt)t∈[0,T ]. That means that for arbitrary t0 ∈ [0, T ] we write xt0 := (x(u) : u ∈ [t0 − r, t0])
and reserve to write x(t0) if we consider the process's Rn-valued evaluation at t0. For any
subsets A ⊂ R, B ⊂ Rn, we let C(A,B) denote the set of functions from A to B that are
continuous with respect to the sup-norm ‖ · ‖. Then for H : [t0,∞)× C(J,Rn)→ Rn, Υ ∈
C(J,Rn) and σ : [0,∞) × C(J,Rn) → Rn×m and a given m-dimensional Brownian motion
(W (t))t≥0 on a ﬁltered and completed probability space (Ω, {Ft}t≥t0 ,F ,P) it makes at least
syntactically sense to consider the SFDEdx(t) = H(t, xt)dt+ σ(t, xt)dW (t) for t ≥ t0,xt0 = Υ. (3.1.1)
We will generally consider mild solutions, which means that the dx(t) = . . . notation
formally must be taken as an integral equation. This is inevitable in the case σ(·) 6= 0, and
is also necessary, for instance, when considering deterministic diﬀerential equations with
involved inhomogeneity that is only integrable. Further, solutions of diﬀerential systems are
generally supposed to be continuous. In contrast to the formulation of neutral functional dif-
ferential equations, in the literature the formulation in (3.1.1) is commonly called a retarded
functional diﬀerential equation which we will abbreviate as RFDE, or SRFDEs respectively
when considering RFDE subject to noise. We will frequently compare a stochastic system,
for example the system (3.1.1), with its deterministic version or deterministic counterpart
which simply means that we consider the system without noise, formally letting σ = 0.
3.2. General Existence and Uniqueness of Solutions
We will say that a mapping x : [t0− r,∞)×Ω→ Rn is a solution of (3.1.1), if the following
three conditions a), b), c) are satisﬁed:
a) The process x is continuous and {Ft}t∈[t0,∞)-adapted.
b) For every ﬁnite T > t0 the coeﬃcient processes are reasonably deﬁned, which means
that (H(t, xt))t∈[t0,T ] ∈ L10([t0, T ],Rn) and (σ(t, xt))t∈[t0,T ] ∈ L20([t0, T ],Rn×m), where
Lp0(A,B) denotes the measurable functions f : A×Ω→ B with
∫
A
|f(u)|pdu <∞ P-a.s.
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c) The initial condition holds, and the diﬀerential law of (3.1.1), interpreted as integral
equation, holds P-almost surely for all t ∈ [t0,∞).
Due to [Mao08, Chapter 5] existence and uniqueness of solutions can be achieved by assuming
that:
• The coeﬃcients H and σ are locally Lipschitz in the second argument uniformly on
compacts with respect to the ﬁrst argument, i.e. for every T ∈ (t0,∞) there is a family
of constants (KT,n)n∈N such that for those ϕ,ψ ∈ C(J,Rn) with max{‖ϕ‖, ‖ψ‖} ≤ n
max
{∣∣H(t, ϕ)−H(t, ψ)∣∣, ∣∣σ(t, ϕ)− σ(t, ψ)∣∣} ≤ KT,n‖ϕ− ψ‖ for all t ∈ [t0, T ],
• H and σ satisfy the following linear growth condition: For every T ∈ (t0,∞) there is
a constant KT <∞ such that
max
{
|H(t, ϕ)|, |σ(t, ϕ)|
}
≤ KT (1 + ‖ϕ‖) for all (t, ϕ) ∈ [t0, T ]× C(J,Rn).
Then (3.1.1) admits a unique global continuous solution; the solution belongs to L2loc([t0 −
r,∞),Rd) and so uniqueness means up to indistinguishability. Implicitly the deterministic
case is covered by those assumptions. Roughly speaking, the conditions restricted to the
drift coeﬃcient H imply the general Carathéodory conditions in [HVL93, Chapter 2.6] pro-
viding local existence; the local Lipschitz property yields uniqueness, and global existence is
due to the local linear growth condition. In both cases, the stochastic and the deterministic
case, proofs rely on techniques that are well-known from the classical theory of ODEs: In
the deterministic case solutions are located in C([t0 − r,∞),Rn); here an application of the
Schauder ﬁxed-point theorem with lower-bounded continuation-step sizes on each compact
ensures global existence [HVL93, Theorem 2.1], and a Gronwall-type argument [HVL93, The-
orem 2.3] provides uniqueness. Noisy solutions are located in L2loc([t0−r, T ],Rn), and Mao's
proof uses Picard iterates for existence and again a Gronwall-type argument for uniqueness,
see e.g. [Mao08, Chapter 5, Theorem 2.2].
In general, due to the dependence on the last segment of the solution paths, solutions of
SRFDEs can not have the Markov property in the sense of an Rn-valued process. But, they
actually have that property on the segment level. This property is of particular importance
in Chapter 5 and will be tacitly applied. A full grown result can e.g. be found in [Moh84,
Chapter 3] or be adapted from the argument in [Sch84].
3.3. Representations for Linear RFDEs with Additive Noise
As linear SRFDEs we refer to systems where the drift coeﬃcient H(t, ψ) is aﬃne linear in ψ
for each t, which means H(t, ψ) = L(t, ψ) + h(t) for some operator L : R× C(J,Rn)→ Rn
that is linear with respect to the second argument, and an inhomogeneity map h : [t0,∞)→
Rn. As it is common practice we will use the notations L(t, ψ) = L(t)(ψ) = L(t)ψ, and we
will occasionally refer to L as a family of operators, e.g. (L(t))t∈[t0,∞). For later referencing
we put this special case of (3.1.1) in display:dx(t) = L(t)xtdt+ h(t)dt+ σ(t)dW (t) for t ≥ t0,xt0 = Υ. (3.3.1)
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Remember that, by the Riesz representation theorem, the linear operators (L(t))t∈[t0,∞)
may uniquely be extended from C(J,Rn) to Bb(J,Rn), where Bb denotes the measurable
and bounded mappings. This unique extension will be tacitly applied when needed, and the
extended family of linear operators will also be denoted by the same symbols (L(t))t∈[t0,∞).
Regarding the deterministic version, the conditions for existence and uniqueness are carried
over from the account of Hale and Lunel, [HVL93, chapter 6], thereby ﬁxing the related
notations to have them at hand later on.
Assumption 3.1 (HaleLunel conditions for global existence and uniqueness). There is an
m ∈ L 1loc
(
[t0,∞)×R,Rn×n
)
, which means locally Lebesgue-integrable, n× n matrix-valued
function η(t, u), measurable in (t, u) ∈ R×R, so that
η(t, u) =
0 for u ≥ 0,η(t,−r) for u ≤ −r, (3.3.2)
continuous from the left in all u ∈ (−r, 0) and has bounded variation in u on [−r, 0] for each
t. And the variation with respect to u is bounded through
Var[−r,0] η(t, ·) ≤ m(t) for all t ≥ t0, (3.3.3)
and the linear mapping L(t) : C(J,Rn)→ Rn is given by
L(t)ψ =
∫ 0
−r
ψ(u)duη(t, u) for all t ∈ (−∞,∞), ψ ∈ C(J,Rn),
where du indicates that the LebesgueStieltjes integration is carried out with respect to the
u-argument of the integrator, and t is ﬁxed. In particular, |L(t)ψ| ≤ m(t)‖ψ‖.
Together with the L 1loc-assumption on h Assumption 3.1 ensures existence and uniqueness
of global solutions in the deterministic case. These HaleLunel conditions are satisﬁed if
we, for instance, assume the family L to be continuous with repect to the sup-norm on
[t0, T ]× C(J,Rn), given by
‖(t, ψ)‖[t0,T ]×C(J,Rn) := max {|t|, ‖ψ‖} for all t ≥ t0, ψ ∈ C(J,Rn). (3.3.4)
Fundamental Solutions. The concept of fundamental solutions, which is a generalization
from classical theory of ordinary diﬀerential equations, will be of vital importance for this
work due to its crucial role in the variation-of-constants formula. This extract from the
book [HVL93] outlines a formal deﬁnition of the fundamental matrix solution, and reviews
the solution representation through the variation-of-constants formula in the nonautonomous
deterministic case; we will not present every detail, but mainly follow the main ideas from
the introduction of an appropriate resolvent kernel in order to rigorously deﬁne fundamen-
tal solutions to solution representations. All details can be found in [HVL93, chapter 6].
Informally speaking the variation-of-constants formula originates from the linear diﬀerential
law and does not get in the way of the retarded feedback mechanism.
First, we rewrite the solution of the deterministic version of (3.3.1) with an application of
the integration by parts formula, which is applicable due to absolute continuity of the solu-
tion x, and where we write the formal weak derivative of x as x˙. As we mentioned before,
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related diﬀerential formulas have to be understood as integrated equations. We obtain that
x˙(t) =
∫ t
t0
x(u)duη(t, u− t) +
∫ t0−t
−r
Υ(t− t0 + u)duη(t, u) + h(t)
= −η(t, t0 − t)x(t0)−
∫ t
t0
η(t, u− t)x˙(u)du+
∫ t0−t
−r
Υ(t− t0 + u)duη(t, u) + h(t)
for all t ∈ [t0,∞).
(3.3.5)
We deﬁne k(t, s) := η(t, s − t), s, t ∈ [t0,∞), a kernel of type L1loc on [t0,∞), in order to
reformulate (3.3.5) with y(t) = x˙(t) as a Volterra equation of the second kind,
y(t) =
∫ t
t0
k(t, u)y(u)du+ g(t) for Lebesgue-a.e. t ∈ [t0,∞), (3.3.6)
where g ∈ L 1loc([t0,∞),Rn) is given by the collection of terms from inhomogeneity and
initial-segment inﬂuence, namely
g(t) := −η(t, t0 − t)Υ(0) +
∫ t0−t
−r
Υ(t− t0 + u)duη(t, u) + h(t) for all t ≥ t0.
From the corresponding theory of Volterra equations, we conclude that there is a Volterra
resolvent R satisfying
R(t, s) = −η(t, s− t) +
∫ t
s
R(t, u)η(u, s− u)du for all t ≥ s, s ∈ [t0,∞), (3.3.7)
and it is unique in the L 1-sense on every ﬁnite time horizon. By means of a Gronwall-type
argument, the variation condition (3.3.3) implies
|R(t, s)| ≤ m(t) exp
(∫ t
s
m(u)du
)
for all t ≥ s, s ∈ [t0,∞). (3.3.8)
We deﬁne the fundamental matrix solution xˇ as
xˇ(t, s) := In −
∫ t
s
R(u, s)du for all s ∈ [t0,∞), t ≥ s, (3.3.9)
where In denotes the n-dimensional unit matrix. We may interpret the fundamental solution
(xˇ(t, u) : u ∈ [t0,∞), t ≥ u − r) as the family of matrix solutions of the homogeneous
deterministic systems dx(t) = L(t)xt dt for t ≥ u,x(t) = 1{u}(t)In for t ∈ [u− r, u], (3.3.10)
where the diﬀerential law L(t) is taken as separately acting on the column vectors. As we
have pointed out before, the existence of solutions of the deterministic version of (3.3.1)
follows from an application of the Schauder ﬁxed-point theorem, and crucially relies on
the continuity of the initial segment Υ, which means that (3.3.10) is not covered through
that approach due to its discontinuous initial segment. The slight detour to the Volterra
resolvent provides a rigorous deﬁnition of the fundamental solution. In the ﬁrst argument the
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fundamental solution is absolutely continuous, solves the integral equation and its diﬀerential
law applies almost everywhere with respect to the Lebesgue measure. Continuing from
(3.3.8), we can conclude that
|xˇ(t, s)| ≤ exp
(∫ t
s
m(u)du
)
for all s ∈ [t0,∞), t ≥ s, (3.3.11)
and for any ﬁnite time horizon T > 0, due to boundedness of the resolvent in (3.3.8), there
is cR = cR(T ) > 0 such that for all ∆ ∈ R with t+ |∆| ≤ T and t− |∆| ≥ u
|xˇ(t+ ∆, u)− xˇ(t, u)| ≤ cR|∆| for all u ∈ [0, T ], t ∈ [u, T ]. (3.3.12)
That means the fundamental solution is locally uniformly Lipschitz in the ﬁrst argument
with respect to compacts of the second argument. The general existence and uniqueness
result for solutions of the deterministic version of (3.3.1) also covers the corresponding
homogeneous system started at any intermediate time point s ∈ [t0, T ] initiated with some
ψ ∈ C(J,Rn), formally given bydx(t) = L(t)xt dt for t ≥ s,xs = ψ. (3.3.13)
That means that there is a solution semi group (T dett,s : s ∈ [t0,∞), t ≥ s) that shoves
segments from C(J,Rn) along the solution path into C(J,Rn) according to the deterministic
diﬀerential law. In other words, if we denote (z(t) : t ≥ t0) the solution of (3.3.13) for
s = t0, then zt = T dett,t0ψ for all t ≥ t0. Due to [HVL93, Chapter 6.1, 6.2] the unique solution
of the inhomogeneous system is then given by
x(t) = T dett,t0Υ(0) +
∫ t
t0
xˇ(t, u)h(u)du for all t ≥ t0. (3.3.14)
Example 3.2. a) This special case is taken from [HVL93]. For arbitary N ∈ N and r > 0
let Ak ∈ Rn×n, k ∈ {1, . . . , N} be a family of constant matrices, and rk ∈ (0, r), k ∈
{1 . . . N}, a collection of delay lengths. Assume further some A : R×R→ Rn×n, (t, u) 7→
A(t, u), that is integrable in u for every t, and that there is some function a ∈ L 1loc(R,R)
such that ∣∣∣∣∫ 0−r A(t, u)ψ(u)du
∣∣∣∣ ≤ a(t)‖ψ‖ for all t ∈ R, ψ ∈ C(J,Rn).
If we moreover assume that h ∈ L 1loc, and let t0 ∈ R, and Υ ∈ C(J,Rn) arbitrary, then
the systemdx(t) =
∑N
i=1Aix(t− ri)dt+
∫ 0
−r A(t, u)x(t+ u) du dt+ h(t)dt for t ≥ t0,
xt0 = Υ,
(3.3.15)
satisﬁes Assumption 3.1 and therefore, there is a unique solution and it may be repre-
sented in the form (3.3.14). The reason for bringing up this particular example is that
J. Hale and S.Verduyn Lunel refer to it as the most common type of linear systems with
ﬁnite lag which is known to be useful in applications, see [HVL93, Chapter 6.1].
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b) This one is a modiﬁcation of the above example. It is an instance of a continuous family
of continuous linear operators, which is to say that (L(t))t∈[t0,T ], as a mapping from
[t0, T ]×C(J,Rn), is continuous with respect to ‖·‖[t0,T ]×C(J,Rn), see (3.3.4). This example
keeps jump positions ﬁxed, but allows time dependence for the height of jumps. For
arbitary N ∈ N and r > 0 let Ak : [t0,∞) → Rn×n, k ∈ {1, . . . , N}, be a family
of continuously diﬀerentiable Rn×n-valued functions, and rk ∈ (0, r), k ∈ {1 . . . N}, a
collection of delay lengths. Assume further some A : [t0,∞)×R→ Rn×n, (t, u) 7→ A(t, u)
that is integrable in u for every t and that there is some function a ∈ L 1loc(R,R) such
that ∣∣∣∣∫ 0−r A(t, u)ψ(u)du
∣∣∣∣ ≤ a(t)‖ψ‖ for all t ∈ [t0,∞), ψ ∈ C(J,Rn).
We additionally assume that A(t, u) is continuously diﬀerentiable in t. Then, for h ∈
L 1loc, and Υ ∈ C, the system
dx(t) =
N∑
i=1
Ai(t)x(t− ri)dt+
∫ 0
−r
A(t, u)x(t+ u) du dt+ h(t)dt for t ≥ t0,
xt0 = Υ,
(3.3.16)
satisﬁes condition (3.1) from above with
η(t, u) = −
∫ 0
u
A(t, v)dv −
N∑
i=1
Ai(t)1{u≤−ri} for t ∈ R, u ∈ J. (3.3.17)
It is generally true that systems of this form admit fundamental solutions that are Lipschitz-
continuous in both arguments, see Lemma A.3 in the appendix. Further, this special case
contains systems of the formdx(t) = −a(t)x(t)dt+ b(t)x(t− r)dt+ h(t)dt for t ∈ [t0, T ],xt0 = Υ, (3.3.18)
if we assume the coeﬃcients a, b ∈ C1([t0, T ],R), i.e. to be continuously diﬀerentiable.
Those systems play a crucial role in the second part of this work.
In case of an autonomous drift coeﬃcient L(·) = L, the local Lipschitz property simpliﬁes
to ordinary continuity of L. In case of additive noise the stochastically perturbed system
can also be described with the help of the fundamental solution by means of a stochastic
variation-of-constants formula. Especially, for systems of the formdx(t) = Lxtdt+ σ(t)dW (t) for t ≥ t0,xt0 = Υ, (3.3.19)
we cite a representation result from the book of S.-E.A.Mohammed, [Moh84]. For the
deterministic version of (3.3.19), the solution semi group (T dett,u : u ≥ t0, t ∈ [u,∞)) from
C(J,Rn) to C(J,Rn) does only depend on t− u which motivates us to write
T dett−u := T
det
t,u for all u ∈ [t0,∞), t ≥ u.
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And analogously for the fundamental solution xˇ(t− u) := xˇ(t, u) for u ∈ [t0,∞), t ≥ u− r.
Proposition 3.3 ( [Moh84], Chapter 4, Theorem (4.1), Remark (4.2)). Suppose that (T dets )s≥0
denotes the solution semi group of the deterministic version of (3.3.19) where L : C(J,Rn)→
Rn is continuous linear, σ : [t0,∞)→ Rn×m is locally square integrable, Υ ∈ C(J,Rn) and
(W (u))u∈[t0,∞) is an m-dimensional Brownian motion. Then there is a unique strong solu-
tion x = (x(t))t∈[t0,∞) of the SRFDE (3.3.19) and it admits the representation
x(t) = T dett−t0Υ(0) +
∫ t
t0
xˇ(t− u)σ(u)dW (u) for all t ≥ t0 P-a.s. (3.3.20)
The proof that is presented in [Moh84, Lemmas 4.3, 4.4, Theorem 4.1] uses relatively strong
assumptions due to ensure a formula for the diﬀerential of a stochastic integral. We will
generalize the result by closely related ideas using absolute continuity of the fundamental
solution in the ﬁrst argument and the stochastic Fubini theorem, which one can ﬁnd in
[Jac79, Théorème 5.44] for the ﬁnite-dimensional case in french language, or in a rather
general Hilbert-space setting in [DPZ14, Theorem 4.33]. Our ﬁrst objective is to show that
our candidate solution has a (Hölder)-continuous modiﬁcation.
Lemma 3.4. If we denote the fundamental solution of (3.3.1) by (xˇ(t, u) : u ∈ [t0, T ], t ∈
[u− r, T ]) and assume that σ ∈ Bb([t0, T ],Rn×m), i.e. bounded and Borel-measurable, with
supu∈[t0,T ] |σ(u)| =: σ+, in case of the HaleLunel conditions 3.1 the process z, deﬁned by
z(t) :=
∫ t
t0
xˇ(t, u)σ(u)dW (u) for all t ∈ [t0, T ]
has a Hölder-continuous version of order γ ∈ (0, 1/2).
Proof. This can be seen by an application of the Kolmogorov continuity criterion applied to∫ t
t0
σ(u)dW (u)−
∫ t
t0
xˇ(t, u)σ(u)dW (u) for t ∈ [t0, T ].
Due to the local Lipschitz continuity of xˇ in the ﬁrst argument, see (3.3.12), we ﬁnd that
for ∆ > 0
E
∣∣∣∣∣
∫ t+∆
t0
(
In − xˇ(t+ ∆, u)
)
σ(u)dW (u)−
∫ t
t0
(
In − xˇ(t, u)
)
σ(u)dW (u)
∣∣∣∣∣
2

= E
[∣∣∣∣∫ t
t0
(
xˇ(t+ ∆, u)− xˇ(t, u)
)
σ(u)dW (u)
∣∣∣∣2
]
+E
∣∣∣∣∣
∫ t+∆
t
(
In − xˇ(t+ ∆, u)
)
σ(u)dW (u)
∣∣∣∣∣
2

≤
∫ t
t0
∣∣xˇ(t+ ∆, u)− xˇ(t, u)∣∣2σ2+du+ ∫ t+∆
t
∣∣In − xˇ(t+ ∆, u)∣∣2σ2+du
≤ σ2+(t− t0)c2R∆2 + σ2+
∫ t+∆
t
c2R∆
2du ≤ const ∆2,
where in the second to the last inequality we have used Itô isometry and that In = xˇ(u, u)
and therefore,
∣∣xˇ(t+ ∆, u)− In∣∣ ≤ cR∆ for all u ∈ [t, t+ ∆] for appropriate cR, see (3.3.12).
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From the general theory, we know that
∫ t
t0
σ(u)dW (u), t ∈ [t0, T ], admits Hölder-continuous
sample paths of order γ ∈ (0, 1/2) almost surely, and therefore there is an almost surely
Hölder-continuous version of
∫ t
t0
xˇ(t, u)σ(u)dW (u), t ∈ [t0, T ] of order γ ∈ (0, 1/2).
In the following, when considering the stochastic integral process, deﬁned in Lemma 3.4,
we will refer to its continuous version. The next objective is to give a generalization of the
solution representation that is presented in [Moh84], stated above as Proposition 3.3.
Theorem 3.5 (General Representation Theorem). Consider the situation of the Lemma
3.4 and let (T dett,u : u ≥ t0, t ≥ u) denote the solution semi group from C(J,Rn) to C(J,Rn)
of the deterministic version of the homogeneous SRFDEdx(t) = L(t)xtdt+ σ(t)dW (t) for t ∈ [t0, T ),xt0 = Υ. (3.3.21)
Then, for arbitrary ﬁnite time horizon T > t0, the unique solution of (3.3.21) is P-almost
surely given by
y(t) := T dett,t0Υ(0) +
∫ t
t0
xˇ(t, u)σ(u)dW (u) for all t ∈ [t0, T ],
where the stochastic integral term is understood as the continuous version ensured by the
previous Lemma 3.4.
Proof. We go over the arguments deliberately in small steps. Due to its deﬁnition (T dett,t0Υ(0) :
t ≥ t0) solves the deterministic version of (3.3.21) in t, which is to say that
T dett,t0Υ(0) = Υ(0) +
∫ t
t0
∂
∂s
T dets,t0Υ(0)ds and
∂
∂t
T dett,t0Υ(0) = L(t)(T
det
t,t0Υ) =
∫ 0
−r
T dett,t0Υ(θ) dθη(t, θ) for all t ∈ [t0, T ]. (3.3.22)
Further, we know that the fundamental solution solves the respective integral equation of
the deterministic system in the ﬁrst argument, which means
xˇ(t, u) = xˇ(u, u) +
∫ t
u
∫ 0
−r
xˇ(s+ θ, u) dθη(s, θ) ds for all u ∈ [t0, T ], t ≥ u. (3.3.23)
And due to the fact that xˇ(s+ θ, u) = 0 for all s ∈ [t0, u) and θ ∈ [−r, 0], we may exchange
the u for t0 in the lower boundary of the right-hand side integral above. We obtain that
xˇ(t, u) = In +
∫ t
t0
∫ 0
−r
xˇ(s+ θ, u) dθη(s, θ) ds for all t ≥ u.
Using (3.3.22) and (3.3.23) to rewrite (y(t))t∈[t0,T ] leads to
y(t) = Υ(0) +
∫ t
t0
∂
∂s
T dets,t0Υ(0)ds
+
∫ t
t0
xˇ(u, u)σ(u) +
∫ t
u
∫ 0
−r
xˇ(s+ θ, u)σ(u) dθη(s, θ) ds dW (u) for all t ∈ [t0, T ].
As before, we may replace the u in the lower integral boundary on the right by t0, because
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the integrand is zero for all s ∈ [t0, u).
y(t) = Υ(0) +
∫ t
t0
∫ 0
−r
T dets,t0Υ(θ)dθη(s, θ) ds+
∫ t
t0
∫ t
t0
∫ 0
−r
xˇ(s+ θ, t0)σ(u)dθη(s, θ) ds dW (u)
+
∫ t
t0
xˇ(u, u)σ(u)dW (u) for all t ∈ [t0, T ].
For the triple-integral term, if we understand
∫ t
t0
xˇ(s+ θ, u)dW (u), u ∈ [t0, t] as a stochastic
integral parametrized by (s, θ), we may apply the stochastic Fubini theorem (see [Jac79,
Théorème 5.44] (or [DPZ14, Theorem 4.33]) to interchange the order of integration. As
an intermediate step η(s, ·) ⊗ ds must formally be split into a diﬀerence of two positive,
ﬁnite measures. We have to check that both appearing stochastic integrals are well-deﬁned,
which means predictability, i.e. measurability with respect to the ﬁltration that is generated
by the left-continuous and adapted processes, of the integrand as well as L2-integrability.
But concerning the ﬁrst stochastic integral
∫ t
t0
xˇ(s+ θ, u)σ(u)dW (u) intricate measurability
issues do not arise, because the integrand xˇ(s + θ, u)σ(u) is deterministic and bounded, in
particular predictable. And therefore, the stochastic integral
∫ t
t0
xˇ(s + θ, u)σ(u)dW (u) is
predictable in t, see e.g. [Jac79]. And also L2-integrability is ensured by boundedness of the
integrand. Regarding the second stochastic integral∫ t
t0
∫ t
u
∫ 0
−r
xˇ(s+ θ, u)σ(u)dθη(s, θ) ds dW (u),
the same reasoning holds true and is not aﬀected by a decomposition of the dθ(η(t, θ))dt-
measure in positive and negative part. We obtain that∫ t
t0
∫ t
t0
∫ 0
−r
xˇ(s+ θ, u)σ(u)dθη(s, θ) ds dW (u) =
∫ t
t0
∫ 0
−r
∫ t
t0
xˇ(s+ θ, u)σ(u)dW (u) dθη(s, θ) ds
P-almost surely for a dense subset in t from [t0, T ].
(3.3.24)
Note further that, simply because xˇ solves the integrated equation for the homogeneous
deterministic system,∫ t
t0
∫ t
u
∫ 0
−r
xˇ(s+ θ, u)σ(u)dθη(s, θ) ds dW (u) (3.3.25)
=
∫ t
t0
∫ t
u
∫ 0
−r
xˇ(s+ θ, u)σ(u)dθη(s, θ) ds dW (u)
=
∫ t
t0
∫ t
u
L(s)
(
xˇ(s+ θ, u) : θ ∈ J)σ(u)ds dW (u)
=
∫ t
t0
(xˇ(t, u)− xˇ(u, u))σ(u)dW (u)
=
∫ t
t0
(xˇ(t, u)− In)σ(u)dW (u) for all t ∈ [t0, T ]. (3.3.26)
That provides continuous paths in t almost surely with respect to P due to Lemma 3.4 and
the choice of the continuous version. Continuing from (3.3.24) we may decline the right-hand
side inner integral to an upper boundary of s+ θ, which ensures continuity of the stochastic
integral term on the right due to construction. Further, with regard to (3.3.26), we know
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that the term in line (3.3.25) is P-almost surely continuous in t, again due to construction.
Therefore, we can understand the two sides of (3.3.24) as two continuous processes in t
that match P-almost surely on a dense subset of [t0, T ]. So, they must be the same up to
indistinguishability, i.e.∫ t
t0
∫ t
t0
∫ 0
−r
xˇ(s+ θ, u)σ(u)dθη(s, θ) ds dW (u)
=
∫ t
t0
∫ 0
−r
∫ s+θ
t0
xˇ(s+ θ, u)σ(u)dW (u) dθη(s, θ) ds for all t ∈ [t0, T ] P-almost surely.
Applying that to the term y we ﬁnd that P-almost surely
y(t) = Υ(0) +
∫ t
t0
∫ 0
−r
T dets,t0Υ(θ) +
∫ s+θ
t0
xˇ(s+ θ, u)σ(u)dW (u) dθη(s, θ) ds+
∫ t
t0
σ(u)dW (u)
= Υ(0) +
∫ t
t0
∫ 0
−r
y(s+ θ)dθη(s, θ) ds+
∫ t
t0
σ(u)dW (u) for all t ∈ [t0, T ].
Or, in other words and short-hand diﬀerential notation respectively, we ﬁnd that
y(t) = Υ(0) +
∫ t
t0
L(s)ysds+
∫ t
t0
σ(u)dW (u), or dy(t) = L(t)ytdt+ σ(t)dW (t)
for all t ∈ [t0, T ] P-a.s. (3.3.27)
By uniqueness of solutions, which is covered in Section 3.2 of this work, this settles the
proof.
Of course, due to the linearity of the inhomogeneous nonautonomous system (3.3.1), we ﬁnd
that the solution of (3.3.1) may now be given explicitly. To put a label to it, we stow that
fact in the following corollary.
Corollary 3.6. Under the assumptions of Lemma 3.4, the solution of (3.3.1) is P-almost
surely given by
x(t) = T dett,t0Υ(0) +
∫ t
t0
xˇ(t, u)h(u)du+
∫ t
t0
xˇ(t, u)σ(u)dW (u) for all t ≥ t0. (3.3.28)
In particular, the solution is a continuous Gaussian process in Rn.
Remark 3.7. We will refer to the solution formulas of the form (3.3.14), (3.3.20) and
(3.3.28) as variation-of-constants formulas. Their kind has approved as a helpful tool in
the study of stochastic retarded functional diﬀerential equations. And they will do so in the
second part of this work.
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3.4. Concentration of Sample Paths in Autonomous Stable
Environment
The case of an autonomous homogeneous linear RFDE subject to additive noise will serve
us as a basic example of an application of the Fernique inequality where we generally assume
the setting and notations from Theorem 3.5. Because it is of some interest on its own, and
some special cases will reappear throughout the work, this example has been devoted a
section on its own. Let us suppose that (x(t))t≥t0−r is the solution ofdx(t) = Lxtdt+ σ(t)dW (t) for t ≥ t0,xt = Υ, (3.4.1)
where L, σ and Υ satisfy the assumptions of Proposition 3.3, or Theorem 3.5 respectively.
We start reviewing known relations between negative eigenvalue real parts and stability
neatly presented in [HVL93, Chapter 7 and Lemma 5.3 in Chapter 6]. We assume that all
roots of the characteristic equation
detD(λ) = 0, where D(λ) = λI − L(eλu : u ∈ [−r, 0]), (3.4.2)
have negative real parts. For any λ ∈ R the set {λ ∈ C : D(λ) = 0 and <(λ) ≥ λ} of roots
of the characteristic equation with real part <(·) at least of size λ is ﬁnite. So, the assump-
tion of negative real parts includes boundedness away from zero. And this assumption is
suﬃcient for the system to be asymptotically exponentially stable, which means that any
solution of (3.4.1), that corresponds to a feasible initial segment Υ ∈ C(J,Rn), approaches
0 exponentially fast. This includes the fundamental solutions which we keep denoting as
xˇ =
(
xˇ(t, u) : u ∈ [t0,∞), t ≥ u− r). We have the following estimate concerning the funda-
mental matrix solution xˇ with xˇ(t, u) = xˇ(t − u) for all u ∈ [0,∞), t ∈ [u − r,∞), namely,
then there exist K > 0, γ > 0 such that
|xˇ(t− t0)| ≤ Ke−γ(t−t0) for all t ∈ [t0,∞). (3.4.3)
Note that in the autonomous case m(·) from (3.3.3) is a constant. Therefore, the additional
assumption
∫ t+r
t
m(u)du < m1 <∞ in [HVL93, Chapter 6, Lemma 5.2] is trivially satisﬁed
here. It is further worth mentioning that in this situation for constant noise ampliﬁer
σ(·) = σ, J. A.D.Appleby, X.Mao and H.Wu [AMW10] derived the exact essential growth
rate,
lim sup
t→∞
xi(t)√
2 log t
= σi and lim inf
t→∞
xi(t)√
2 log t
= −σi for all i ∈ {1, . . . , n} P-a.s.,
where
σi =
√√√√ m∑
k=1
∫ ∞
t0
(xˇ(u)σ)2ikdu for all i ∈ {1, . . . , n}.
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For later reference we additionally note the one-dimensional case;
lim sup
t→∞
x(t)√
2 log t
= σ
√∫ t
t0
xˇ2(u)du and lim inf
t→∞
x(t)√
2 log t
= −σ
√∫ t
t0
xˇ2(u)du P-a.s.
(3.4.4)
To keep things simple, we consider the case t0 = 0, n = 1, the time horizon T > 0 is ﬁnite,
and the diﬀusion coeﬃcient is bounded over [0, T ] by some σ+ > 0. Due to linearity, the
deviation process y = (y(t))t∈[0,T ], deﬁned through y(t) := x(t) − E[x(t)], t ∈ [0, T ], solves
(3.4.1) with Υ = 0, and due to Proposition 3.3, it allows for an explicit formulation in terms
of the fundamental solution xˇ;
y(t) =
∫ t
0
xˇ(t− u)σ(u)dW (u) for all t ∈ [0, T ]. (3.4.5)
The stochastic-integral process (y(t))t∈[0,T ] does not have the martingale property, while
the deterministic integrand ensures the process to be Gaussian. The next theorem consti-
tutes the main result of this section, and basically captures what can be learned about the
distributional concentration of system (3.4.1) through the Fernique inequality. Sample-path
continuity of (y(t))t∈[0,T ] is clear, and the applicability of the Fernique inequality will be
covered during the proof of the following Theorem. Apart from that, the proof consists of
the computation of the parameters that are involved in the Fernique inequality. The lack of
concrete knowledge of the constants in (3.4.3) remains unsatisfactory.
For an ease of notation we use that 2 +
√
2 ≤ 7/2.
Theorem 3.8. For the deviation process (y(t))t∈[−r,T ] of system (3.4.1) in dimension n = 1,
we assume that the roots of the characteristic equation (3.4.2) have all negative real part with
the notations from (3.4.3). Let m(·) = mL denote the variation of L from (3.3.3), then
P
{
sup
s∈[0,T ]
|y(s)| > h
(√
var y(T ) +
7
2
(
σ+Ke
γrmLT√
2γ 2p log p
+
σ+K
√
T√
p log p
))}
≤ 5p
2
2
exp
(
−h
2
2
)
for all p ∈ N, p ≥ 2 and h >
√
1 + 4 log p .
Proof. By (3.4.3), it is easy to see that
‖Γ‖ = sup
t∈[0,T ]
E
[
y(t)2
] ≤ var y(T ) ≤ σ2+K2
2γ
. (3.4.6)
Regarding the Fernique inequality in Theorem 2.1, we introduce the notation
Q(p, T ) :=
(
2 +
√
2
) ∫ ∞
1
ϕ
(
Tp−u
2
)
du, (3.4.7)
where we understand p ∈ N as arbitrary, but ﬁxed. We note that ϕ takes the form
ϕ(Tp−u
2
) =
√√√√√√ sups,t∈[0,T ],s<t,
|t−s|≤Tp−u2
E
[(∫ t
0
xˇ(t− v)σ(v)dW (v)−
∫ s
0
xˇ(s− v)σ(v)dW (v)
)2]
.
(3.4.8)
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Due to independent increments of Brownian motion and Itô isometry it is easy to see that
Q(p, T )
2 +
√
2
≤ Q1(p, T ) +Q2(p, T ), (3.4.9)
where
Q1(p, T ) :=
∫ ∞
1
√√√√√ sups,t∈[0,T ],s<t,
|t−s|≤Tp−u2
∫ s
0
σ2(v)
(
xˇ(t− v)− xˇ(s− v)
)2
dv du, (3.4.10)
Q2(p, T ) :=
∫ ∞
1
√√√√√ sups,t∈[0,T ],s<t,
|t−s|≤Tp−u2
∫ t
s
σ2(v)xˇ2(t− v)dv du. (3.4.11)
Making use of the (weak) diﬀerential of the fundamental solution, we may deduce that
∫ s
0
(
xˇ(t− v)− xˇ(s− v)
)2
σ2(v)dv ≤ σ2+
∫ s
0
(∫ t
s
L
(
xˇ(u− v + θ) : θ ∈ J)du)2 dv
for all s, t ∈ [0, T ], s < t.
Then, through the uniform stability, we obtain from (3.4.3) that
L(xˇ(t+ θ : θ ∈ J)) ≤ mL‖xˇ(t+ θ : θ ∈ J)‖ ≤ mLKeγre−γt for all t ∈ [0, T ].
Therefore, we can deduce that∫ s
0
(
xˇ(t− v)− xˇ(s− v)
)2
σ2(v)dv ≤ σ2+K2e2γrm2L
∫ s
0
∫ t
s
e−2γ(u−v)du dv
≤ σ2+K2e2γrm2L
∫ s
0
∫ t
s
e−2γ(u−s)du e−2γ(s−v)dv
≤ σ2+K2e2γrm2L(t− s)2
∫ s
0
e−2γvdv
≤ σ2+
(t− s)2
2γ
K2e2γrm2L for all s, t ∈ [0, T ], s < t.
Furthermore, ∫ t
s
xˇ2(t− v)σ2(v)dv ≤ σ2+K2(t− s) for all s, t ∈ [0, T ], s < t.
Thus, with the help of an auxiliary computation that has been postponed to the appendix,
see Theorem A.2, ﬁrst,∫ ∞
0
ϕ
(
exp
(−x2)) dx ≤ σ+KeγrmL√
2γ
∫ ∞
0
e−u
2
du+ σ+K
∫ ∞
0
e−
u2
2 du <∞,
which justiﬁes the application of the Fernique inequality. And, second
Q1 ≤ σ+Ke
γrmL√
2γ
∫ ∞
1
Tp−u
2
du ≤ σ+Ke
γrmL√
2γ 2p log p
T and Q2 ≤ σ+K
√
T√
p log p
. (3.4.12)
And the Fernique inequality thus yields the claim.
42 3.4. Concentration of Sample Paths in Autonomous Stable Environment
Remark 3.9. (i) Theorem 3.8 is only useful if h is at least of order
√
log p , so that the
condition h >
√
1 + 4 log p turns out not to have any seriously restrictive meaning.
(ii) Given some h > 0, and choosing p = T , the theorem implies that in order to leave the
neighborhood [−h, h] with probability of order 1, the deviation process must be given at
least an exponentially large amout of time with respect to h. Or in other words, the
process remains in [−h, h] for an exponentially long time in x with high probability.
The other way around, we might say that in order to capture the deviation process for
a given time T > 0 with high probability, it is suﬃcient to choose a neighborhood of
order
√
log T . The result resembles the behavior of solutions of classical linear SDEs
subject to additive noise that one may e.g. ﬁnd in [BG06, Theorem 3.1.6 (Stochastic
linear stable case)]. It is worth mentioning that the concentration result is comparable
to the according ones from large deviation theory, but, as Berglund and Gentz noted, an
estimate in the form of theorem 3.8 is more precise revealing knowledge on the leading
prefactors, and its validity is not restricted to asymptotic limits.
(iii) With regard to the previous item of this list, we will regularly ignor integer-value re-
strictions in this work. If we choose p = T , for big T the result of Theorem 3.8 reads
P
{
sup
s∈[0,T ]
|y(s)| > h
(√
var y(T ) +O
(
1
log T
))}
≤ 5
2
T 2 exp
(
−h
2
2
)
for all h >
√
1 + 4 log T .
This form does not reveal anything that was imperceptible before, but it appears to
be convenient to emphasize the substantial role that the variance process takes. And
although, by
var y(t) =
∫ t
0
xˇ2(t− u)σ2(u)du for all t ∈ [0, T ],
we even have an explicit representation and by (3.4.6) an upper boundary, how ex-
actly var y(t) depends on the parameters mL and r of the SRFDE (3.4.1), is pretty
much unknown. In that form, it is easier to compare the concentration result and the
essential-growth result in (3.4.4) for constant diﬀusion coeﬃcient. While the essential
growth provides that the process exceeds the level
√
2 log(t) var y(t) only ﬁnitely many
times, the concentration results contributes quickly vanishing tail probabilities.
In the next chapter, it will be shown that, when restricting to special cases, potentially much
more information can be received about the connection between the variance process and
the underlying setting of parameters. And the key tool will be the fundamental solution by
means of the variation-of-constants formula.
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4. Stochastic Delay Diﬀerential Equations
This chapter reduces the generality of Chapter 3 to the simplest possible case in which the
most basic one-dimensional ODE is equipped with white noise and a linear feedback through
a time-lag term with ﬁxed delay length. Formally, we will consider systems of the formdx(t) = −ax(t)dt+ bx(t− r)dt+ σdW (t) for t ≥ 0,x0 = Υ, (4.0.1)
where a, b and r > 0 are ﬁxed real constants, Υ ∈ C(J,R), and W is a one-dimensional
Brownian motion and σ > 0 is a constant. Systems of the form (4.0.1) are commonly re-
ferred to as stochastic delay diﬀerential equations (SDDEs) and the literature so far provides
plenty of information on their corresponding deterministic counterparts, the DDEs, as well
as on SDDEs. Once again, we refer to the book of Hale, [HVL93], for basic properties of
the deterministic system, which especially includes the characterization of parameter com-
binations a, b and r that lead to stable solutions. Moreover, the work [KM92] by U.Küchler
and B.Mensch serves a couple interesting facts, that we will come back to several times.
Like in the general case, the fundamental solution (xˇ(t))t∈[−r,∞) can be manifested with
the help of a Volterra resolvent as in (3.3.9), and interpreted as the unique solution of the
system (4.0.1) with initial segment Υ(t) = 1{0}(t), t ∈ [−r, 0]. But, other than in the gen-
eral case, existence and uniqueness of the fundamental solution can be achieved much easier
through a step-wise procedure, which means that, given the initial segment, basic techniques
of ODE theory yield the desired results ﬁrst on [0, r], then on [r, 2r] and so on. The stepwise
approach easily provides the following useful facts on the fundamental solution:
• The fundamental solution xˇ is continuous on (0,∞), continuously diﬀerentiable on
(r,∞), twice continuously diﬀerentiable on (2r,∞), . . .
• it is right-continuous on [0,∞) and continuously right-diﬀerentiable on [r,∞), twice
continuously right-diﬀerentiable on [2r,∞), . . .
It is worth mentioning that in the same way existence and uniqueness of strong solutions of
(4.0.1) can be settled stepwise using basic SODE techniques. The deterministic version is
the simplest case of what we have seen in Example 3.2.
We formulate the characteristic equation in this case by means of the characteristic mapping
h : C→ C, λ 7→ h(λ) := a− λ− be−λr, (4.0.2)
and let R denote the roots of the characteristic equation, or the characteristic mapping
respectively, i.e.
R(a, b, r) := {λ ∈ C : a− λ− be−λr = 0} . (4.0.3)
In this situation a simple characterization of stationary solutions is served by the work
of Küchler and Mensch, see [KM92, Proposition 2.8, Proposition 2.11]. It provides the
equivalence of the following properties
a) All characteristic roots R, have negative real part.
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b) There is a stationary solution.
c) The fundamental solution is square-integrable.
As we have mentioned in section 3.4, a) is equivalent to the assumption that q0 := max{<(λ) :
λ ∈ R} < 0. In that case, the stationary solution is unique and a version of it is given by
U(t) :=
∫ t
−∞
xˇ(t− u)dW (u) for all t ≥ −r.
Further, it is generally true that
br ≥ −e−ar−1 ⇒ xˇ(t) > 0 for all t ≥ 0 and lim
t→∞
1
t
log xˇ(t) = q0,
br < −e−ar−1 ⇒ xˇ(t) oscillates around 0 and lim sup
t→∞
1
t
xˇ(t) = q0,
(4.0.4)
see [KM92, Proposition 3.2]. Note that the roots R of the characteristic equation can be
understood as those λ ∈ C for which the mapping f (λ) : R → R, t 7→ eλt, satisﬁes the
diﬀerental law f˙ (λ)(t) = −af (λ)(t) + bf (λ)(t − r) for all t. This means those t 7→ eλt for
which there is an initial segment Υ ∈ C(J,R) such that f (λ) solves the deterministic version
of (4.0.1) with f (λ)0 = Υ.
In this simple case, it is actually possible to explicitly characterize the combinations of
parameters a, b, r that lead to roots of the respective characteristic equation all having
negative reals parts, and therefore, that correspond to asymptotically stable systems of
the form (4.0.1). We follow the literature in declaring this parameter-combination set as
the stability area S. One ﬁnds a neat presentation of the details for the diﬀerential law
dx(t) = −ax(t) + bx(t − r) embedded in the multidimensional case and with an outlook
to the nonautonomous case in the book of Hale and Lunel, especially in their appendix
on stability of characteristic equations, [HVL93, Chapter 5.2, Appendix]. Outlining, we
remember that whenever the combination of a, b and r is located in S, we know that for any
arbitrarily small C > 0 there is K > 0 such that the corresponding fundamental solution
(xˇ(t))t∈[−r,∞) satisﬁes
|xˇ(t)| ≤ Ke(q0+C)t for all t ≥ 0, (4.0.5)
where q0 = max{<(λ) : λ ∈ R} < 0. For an illustration of the stability area S see Figure
4. And undoubtedly this classical result provides the answers to most of the questions
concerning stability issues, but there are still some points left unregarded. If nothing else, the
concentration result of Theorem 3.8 adds two points of interest concerning the fundamental
solutions.
• First, what can be said about the behavior of fundamental solutions in case of param-
eter combinations that lie on the boundary?
• Second, in particular interesting from an applicationer's perspective is the question
whether there can anything be said about the constant K that appears in (4.0.5) and
the relation to C > 0.
In the subsequent section, we will actually conﬁne to systems that correspond to combina-
tions where b > 0 and provide detailed answers to both those questions and some of the
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Figure 4: Sketch of the area of stability S. It is common to denote the assumptions in terms
of ar and br rather than in a and b and r, see e.g. [HVL93]. Another convenient
way is to achieve r = 1 by means of time transformation which comes with the
advantage to get rid of the symbol r. We favor to always have the time-delay impact
explicitly. The lower boundary of S is parametrized by a = b cos(ζr),−b sin(ζr) = ζ
for ζ ∈ (0, pi/r), and the upper boundary is the angle bisector in the second quadrant
and a bit of the bisector in the fourth quadrant. The two boundaries meet at
(r−1, r−1). It is worth mentioning that in [YB11] one ﬁnds beautiful analogue
presentations for diﬀerent delay-feedback mechanisms.
implications.
4.1. Convergence in Critical Regime
In this section we consider delay diﬀerential equations with start in some arbitrary t0 ∈ R,
given by dx(t) = −ax(t)dt+ bx(t− r)dt for t ≥ t0,xt0 = Υ, (4.1.1)
where Υ ∈ C(J,R) and b > 0. We will introduce a new approach to the solution properties of
systems of the form (4.1.1) that leads to a signiﬁcantly improved understanding of solutions.
In particular we make a noteworthy contribution to the behavior of systems in the critical
regime, i.e. systems whose parameter combination is nested on the boundary of the stability
region S in the second quadrant in Figure 4 which means a = b > 0. The outstanding
point is that systems in critical regime feature fundamental solutions that converge expo-
nentially fast to 1/(1+ar), never exit from the interval [0, 1], and we will provide a minimal
convergence rate. Further we will show that this result may be carried over to a class of
non-critical systems in case b > 0 in a natural way to deduce more concrete estimates on
fundamental solutions that correspond to a stable or an unstable regime. The method can
in general not be easily generalized to the situation b < 0.
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To begin with, we remind of a solution representation that can be achieved by an application
of the general result (3.3.14) if one understands the inﬂuence of the initial segment as an
inhomogeinity. The result can for instance be found in [KM92] or again [HVL93, Chapter
1, Theorem 6.1],
x(t) = Υ(0)xˇ(t− t0) + b
∫ 0
−r
xˇ(t− t0 − r − u)Υ(u)du for all t ≥ t0, (4.1.2)
which relies on the fact that the fundamental solution in autonomous case only depends
on the diﬀerence of the arguments. And let us further remember the classical variation-of-
constants formula from ODE theory only for the ﬁrst segment of length r after t0. This one is
applicable if we interpret the time-delayed term in (4.1.1) as inhomogeneity f : [t0, t0 +r)→
R, f(t0 + s) = bx(t0 + s− r) for s ∈ [0, r). The formula tells us that we may write down the
explicit solution of dx(t) = −ax(t)dt+ f(t)dt, t ∈ [t0, t0 + r) with start in x(t0) = Υ(0) as
x(t0 + s) = x(t0)e
−as +
∫ s
0
f(t0 + u)e
−a(s−u)du
= x(t0)e
−as + b
∫ s
0
x(t0 − r + u)e−a(s−u)du for all s ∈ [0, r]. (4.1.3)
Of course, this classical variation-of-constants formula can be understood as a special case
of (4.1.2) in the case where b = 0 and therefore, the fundamental solution takes the form
e−as for s ∈ [0, r). The solution representations (4.1.2) and (4.1.3) have been established
for an arbitrary starting time t0. Honestly, we might have spared the eﬀort; we could have
started in t0 = 0 to argue in hindsight that it would have been nothing special about starting
in 0 compared to starting at any t0 ∈ R. But, this way we have evaded all those woulds,
mights and coulds. The point is that we have learned all we need about starting solutions of
systems (4.1.1) in arbitrary times t0. In particular, we have the formulas readily prepared
for later use. If not surprising, this knowledge is valuable in general and will further play
a central role in the proof of the upcoming lemma where we note that the fundamental
solution does never leave [0, 1]. The solution representations will also provide the following
seemingly artiﬁcial fact: Adding up the fundamental solution at any time t and a-times its
integral over the previous segment-length interval [t− r, t] always serves 1, see (4.1.4). And
this artiﬁcial fact will turn out to be of solid use later on in this section. As the following
lemma focuses on properties of the fundamental solution rather than more general solutions,
it is convenient to reduce to the case of a start in time 0, because fundamental solutions
that start in any other point in time, say t0, may be regained through a time shift by t0.
Lemma 4.1. Let a = b > 0 and let (xˇ(t))t∈[−r,∞) be the fundamental solution of (4.1.1).
Then
a) xˇ(t) ∈ [0, 1] for all t ∈ [−r,∞) and xˇ(t) ∈ (0, 1) for all t ∈ (0,∞).
b) We can rewrite the fundamental solution as
xˇ(t) = 1− a
∫ t
t−r
xˇ(u)du for all t ≥ 0. (4.1.4)
Proof. a) Due to xˇ(t) = e−at for all t ∈ [0, r], the claim holds over [−r, r]. We deﬁne
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appropriate deterministic stopping times
τ0 := inf{t ≥ r : xˇ(t) = 0} <∞ and τ1 := inf{t ≥ r : xˇ(t) = 1} <∞,
where inf ∅ = +∞, and assume that they are ﬁnite. As xˇ(r) = e−ar, we know that τ0 > r
and τ1 > r, because the fundamental solution is continuous over (0,∞). Then, by the
classical solution representation (4.1.3), we have that
xˇ(r + s) = xˇ(r)e−as + a
∫ s
0
xˇ(u)e−a(s−u)du ≥ xˇ(r)e−as for all s ∈ (0,∞), s ≤ τ0 − r,
which is a contradiction to τ0 <∞. Further, due to the deﬁnition of τ1, clearly
xˇτ1(u) < 1 for all u ∈ [−r, 0).
Then, with the same representation as above,
xˇ(τ1) = xˇ(0)e
−aτ1 + a
∫ τ1
0
xˇ(τ1 − r + u)e−a(τ1−u)du
< e−aτ1 + a
∫ τ1
0
e−a(τ1−u)du
= e−aτ1 + 1− e−aτ1 ,
which contradicts τ1 <∞.
b) Note that for arbitrary constant c ∈ R, the constant process x(c)(t) = c for all t ∈ [−r,∞)
solves (4.1.1) for Υ = Υ(c)(·) = c, interpreted as the continuous constant function over J .
Let c = 1, then an application of the variation-of-constants formula (4.1.2) for t0 = 0 on the
known process x(1) reveals the desired knowledge on (xˇ(t))t≥−r; it reads
1 = x(1)(t) = Υ(1)(0)xˇ(t) + b
∫ 0
−r
xˇ(t− r − u)Υ(1)(u)du
= xˇ(t) + b
∫ 0
−r
xˇ(t− r − u)du for all t ≥ 0;
and substituting v = t− r − u, we ﬁnd that
1 = xˇ(t) + b
∫ t
t−r
xˇ(v)dv for all t ≥ 0,
which is the claim.
Remark 4.2. • The lower bound in part a) is covered by (4.0.4), but we will need an
analogue of the result in nonautonomous case in the second part of this work. This is
why a direct proof is advantageous. Part a) will be generalized to the case a ≥ b > 0
in Lemma 4.16.
• An alternate proof of part b) of the above lemma can be obtained in a very simple way
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through the integrated version of diﬀerential law:
xˇ(t) = 1− a
∫ t
0
xˇ(u)du+ b
∫ t
0
xˇ(u− r)du = 1− a
∫ t
0
xˇ(u)du+ b
∫ t−r
−r
xˇ(u)du
= 1− a
∫ t
t−r
xˇ(u)du,
because xˇ is zero over [−r, 0). Part b) crucially relies on the equality a = b, and does
not apply in more general settings.
The next lemma shows that a fundamental solution crosses the niveau (1 + ar)−1 at least
once in every interval (t, t+ r) for all t ≥ 0.
Lemma 4.3. Let a = b > 0 and let (xˇ(t))t∈[−r,∞) be the fundamental solution of (4.0.1).
Then,
for all t ≥ 0 there is t? ∈ (t− r, t) : xˇ(t?) = 1
1 + ar
. (4.1.5)
Proof. First, we show that the claim holds for the interval (0, r). This is due to the two facts
that xˇ(0) = 1 > (1 + ar)−1 and that xˇ(r) = e−ar. The Taylor expansion of the exponential
yields
ear = 1 + ar +
∞∑
k=2
(ar)k
k!
> 1 + ar,
which is equivalent to say that e−ar < 11+ar . Then, by the mean-value theorem there is
t? ∈ (0, r) with xˇ(t?) = (1+ar)−1. The rest of the assertion (4.1.5) is shown by contradiction.
We suppose that there is t¯ ≥ r such that
xˇ(v) <
1
1 + ar
for all v ∈ (t¯− r, t¯). (4.1.6)
Then rewriting (xˇ(t))t∈[−r,∞) as in part (ii) of Lemma 4.1,
xˇ(t¯) = 1− a
∫ t¯
t¯−r
xˇ(v)dv > 1− a
∫ t¯
t¯−r
1
1 + ar
dv = 1− ar
1 + ar
=
1
1 + ar
.
By continuity in t¯, this is a contradiction to (4.1.6). Then mainly repeating the above
arguments, we assume that there is t˜ ≥ r such that
xˇ(v) >
1
1 + ar
for all v ∈ (t˜− r, t˜), (4.1.7)
implying that
xˇ(t˜) = 1− a
∫ t˜
t˜−r
xˇ(v)dv < 1− a
∫ t˜
t˜−r
1
1 + ar
dv = 1− ar
1 + ar
=
1
1 + ar
,
which contradicts assumption (4.1.7). And so assertion (4.1.5) is proved.
The following lemma provides that the time points, where the fundamental solution crosses
(1 + ar)−1, do not have an accumulation point. Let us remark that there is a quick proof
based on the fact that diﬀerence xˇ(t)−(1+ar)−1 constitutes an entire function and therefore
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cannot have inﬁnitely many zeros over any ﬁnite interval. But unwilligly to push open
the door to an odyssey upon introducing and veryfying the involved concepts, we bring
up a simpler argument that basically relies on the fact that the fundamental solution xˇ
may be represented in one more particular way (see e.g. [KM92]), and two classical results
from analysis and algebra. The analytical result is Rolle's Theorem from 1691 (see [K04],
[Rol90]) which states that for any continuously diﬀerentiable function f : R→ R satisfying
f(x1) = f(x3) for some real x1 < x3 there must be x2 ∈ (x1, x3) such that f ′(x2) = 0. And
the algebraic result is the fundamental theorem of Algebra1 that implies that a real-valued
polynomial of degree k ∈ N must not have more than k roots over the reals. We will apply
one further representation of the fundamental solution with start in time 0. This one has
been seen by [KM92]; compared to the variation-of-constants representation it is bulky, but
serves our needs here perfectly.
xˇ(t) =
K∑
k=0
bk
k!
e−a(t−kr)(t− kr)k
= e−at
K∑
k=0
(bear)
k
k!
(t− kr)k for all t ∈ [Kr, (K + 1)r), K ∈ N ∪ {0}. (4.1.8)
Besides the notational burden a formal proof by induction is straightforward.
Lemma 4.4. Let a = b > 0 and let (xˇ(t))t∈[−r,∞) be the fundamental solution of (4.1.1)
with t0 = 0. Let furthermore Z be the set of zeros of xˇ(t)− (1 + ar)−1, t ∈ [0,∞). Then Z
can be written as
Z = {t?1, t?2, . . .} where t?1 < t?2 < t?3 < . . . and
∑
i∈N
t?i+1 − t?i =∞. (4.1.9)
In other words: There is no accumulation point in Z.
Proof. Rewriting the fundamental solution in the form (4.1.8) reveals (xˇ(t))t∈[Kr,(K+1)r) to
be a poly-exponential function of degree K over the each interval [Kr, (K + 1)r), which
means we recognize (xˇt)t∈[−r,∞) locally, i.e. for t ∈ [Kr, (K + 1)r) for K ∈ N, as product of
a polynomial P (·) of degree K and the exponential function t 7→ exp(−at), i.e.
xˇt = P (t) exp(−at) for all t ∈ [Kr, (K + 1)r), where
P (t) =
K∑
k=0
(bear)
k
k!
(t− kr)k for all t ∈ [Kr, (K + 1)r). (4.1.10)
Let y : [0,∞) → R, y(t) := xˇ(t) − (1 + ar)−1, denote the diﬀerence between fundamental
solution and proclaimed limit. The mapping y is continuously diﬀerentiable on (r,∞) and
has continuous right-hand derivative in r. Let I ⊂ [r,∞) denote an arbitrary ﬁnite open
1The ﬁrst references of the fundamental theorem of algebra go back to Peter Roth 1608 in Arithmetica
Philosophica, see [Man06], or Albert Girard's L'invention nouvelle en l'Algèbre, [Gir29], in 1629. The
ﬁrst conceptually correct proof was  to the best of our knowledge  published 1746 by Jean d'Alembert
even if the proof beared weaknesses. Other noteworthy contributions have been established by Karl
Friedrich Gauss in 1815, [Gau15], or Karl Weierstrass in 1891, [Wei82].
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Figure 5: Sketch of the behavior of a fundamental solution for a = b = r = 1 to visualize the
convergence of fundamental solution in critical regime.
interval and let
ZI(y) denote the set of zeros of y on the closure of I,
ZI(y˙) denote the set of zeros of y˙ on I.
Then by Rolle's theorem, between any two neighboring zeros of y there must be a zero of
y˙. Hence,
|ZI(y)| ≤ 1 + |ZI(y˙)|, (4.1.11)
But then, (4.1.10) provides that
y˙(t) = exp(−at)P (t) for all t ∈ (Kr, (K + 1)r), where
P (t) =
(
−aP (t) + dP (t)
dt
)
for all t ∈ (Kr, (K + 1)r),
revealing P as polynomial of order K. So by the Fundamental Theorem of Algebra, y˙ can
have at most K zeros. And with (4.1.11) we see that (y(t))t≥0 can have at most K+1 zeros
over [Kr, (K + 1)r]. That ﬁnishes the proof.
We are now ready to prove the main result of this section:
Theorem 4.5 (Convergence of Fundamental Solutions in Critical Regime). Let a = b > 0
and (xˇ(t))t∈[−r,∞) the fundamental solution of (4.1.1). Then for
κ =
| log(1− e−ar)|
2r
(4.1.12)
the following estimate holds true:∣∣∣∣xˇ(t)− 11 + ar
∣∣∣∣ ≤ e−κt for all t ≥ 0. (4.1.13)
Proof. Let t?1 < t
?
2 < . . . denote the zeros of xˇ(·) − (1 + ar)−1. We ﬁx an arbitrary k ∈ N
with t?k ≥ r as in Lemma 4.3. By continuity, there is some bound on the distance between
the fundamental solution and the proclaimed limit (1 + ar)−1 over the segment prior to t?k
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given by some constant C ∈ (0,∞); formally∣∣∣∣xˇ(t?k − r + s)− 11 + ar
∣∣∣∣ ≤ C for all s ∈ [0, r]. (4.1.14)
We use the classical-theory representation (4.1.3) with t0 = t?k. Therewith we may deduce
a helpful upper-bound estimate for the ﬁrst interval of length r after time point t?k:
xˇ(t?k + s) =
1
1 + ar
e−as + be−as
∫ s
0
eauxˇ(t?k − r + u)du for all s ∈ [0, r].
And therefore, using that xˇ(t?k − r + u) ≤ (1 + br)−1 + C yields
xˇ(t?k + s) ≤
1
1 + ar
e−as + e−as
b
a
(
eas − 1
)( 1
1 + ar
+ C
)
=
1
1 + ar
e−as +
1− e−as
1 + ar
+ C
(
1− e−as) = 1
1 + ar
+ C
(
1− e−as) for all s ∈ [0, r].
So we arrive at the following upper-bound estimate for xˇ(t?k + s) for s ∈ [0, r]:
xˇ(t?k + s) ≤
1
1 + ar
+ C
(
1− e−ar) for all s ∈ [0, r]. (4.1.15)
In the same way we may use that xˇ(t?k − r + u) ≥ (1 + ar)−1 − C to obtain
xˇ(t?k + s) ≥
1
1 + ar
− C(1− e−ar) for all s ∈ [0, r]. (4.1.16)
Combining (4.1.15) and (4.1.16) yields∣∣∣∣xˇ(t?k + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar) for all s ∈ [0, r]. (4.1.17)
By lemma 4.3 there is t?k+1 ∈ (t?k, t?k + r) with xˇ(t?k+1) = 11+ar , and with the above shown
behavior of xˇ over [t?k, t
?
k + r], we may conclude that∣∣∣∣xˇ(t?k+1 − r + s)− 11 + ar
∣∣∣∣ ≤ C for all s ∈ [0, r].
We apply the above argument leading to (4.1.17) once more on t?k+1 instead of t
?
k to ﬁnd
that ∣∣∣∣xˇ(t?k+1 + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar) for all s ∈ [0, r]
which includingly serves an improvement of the estimate (4.1.17) regarding the interval on
which it is valid. We observe that∣∣∣∣xˇ(t?k + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar) for all s ∈ [0, t?k+1 − t?k + r). (4.1.18)
Then the picking of those zeros t?k, t
?
k+1, t
?
k+2, . . . can be iterated and we can deduce∣∣∣∣xˇ(t?k + s)− 11 + ar
∣∣∣∣ < C(1− e−ar) for all s ∈ [0, t?k+1 − t?k + t?k+2 − t?k+1 + . . .).
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To extend the estimate's validity over the half line starting in t?k, it is suﬃcient that the
distance between neighboring zeros of xˇ(t) − (1 + ar)−1 is not summable which is granted
through Lemma 4.4. And in particular, there is l ∈ N such that t?k+l ∈ (t?k + r, t?k + 2r) with
xˇ(t?k+l)− (1 + ar)−1 = 0 and∣∣∣∣xˇ(t?k+l − r + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar) for all s ∈ [0, r]
and with the same reasoning as before, we ﬁnd that∣∣∣∣xˇ(t?k+l + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar)2 for all s ∈ [0,∞),
which in terms of t?k implies that∣∣∣∣xˇ(t?k + 2r + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar)2 for all s ∈ [0,∞).
And an iteration of the whole argument yields for arbitrary n ∈ N:∣∣∣∣xˇ(t?k + 2nr + s)− 11 + ar
∣∣∣∣ ≤ C(1− e−ar)n+1 for all s ∈ [0,∞).
This will play the role of an induction step to deduce the theorem's assertion. Now, we will
work out the induction start which means the behavior of xˇ(t) − (1 + ar)−1, t ∈ [0, r], on
the ﬁrst interval of length r. To begin with, we note that∣∣∣∣xˇ(t)− 11 + ar
∣∣∣∣ = ∣∣∣∣e−at − 11 + ar
∣∣∣∣ < 1− e−ar for all t ∈ [0, r].
This can be seen by observing xˇ(t)− (1 + ar)−1 at the end points of the interval [0, r]; the
rest follows through monotonicity. First,
xˇ(0)− 1
1 + ar
< 1− e−ar ⇔ 1
1 + ar
> e−ar ⇔ ear > 1 + ar
which is true as we have already seen in the proof of Lemma 4.3; and second,
1
1 + ar
− xˇ(r) < 1− e−ar ⇔ 1
1 + ar
< 1.
Further, we know that there is a zero of xˇ − (1 + ar)−1 in (0, r) which, by the arguments
that we have seen in the ﬁrst part of the induction step, ensures that the estimate |xˇ(t) −
(1 + ar)−1| ≤ 1− e−ar for all t ∈ [0, r] can be extended to∣∣∣∣xˇ(t)− 11 + ar
∣∣∣∣ ≤ 1− e−ar for all t ∈ [0,∞). (4.1.19)
Therefore, there is t?m ∈ (r, 2r) with |xˇ(t?m + s)− (1 + ar)−1| ≤ (1− e−ar) for all s ∈ [−r, 0].
The usual procedure implies that∣∣∣∣xˇ(2r + s)− 11 + ar
∣∣∣∣ ≤ (1− e−ar)2 for all s ∈ [0,∞),
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and iteration due to (4.1.19) yields that∣∣∣∣xˇ(2nr + s)− 11 + ar
∣∣∣∣ ≤ (1− e−ar)n+1 each for all s ∈ [0,∞) and n ∈ N ∪ {0}.
(4.1.20)
By some simple computations, we see that
e−κ2r = 1− e−ar ⇔ κ = | log(1− e
−ar)|
2r
.
And therefore,
e−κt ≥ (1− e−ar)n+1 for all t ∈ [2nr, 2(n+ 1)r) for all n ∈ N ∪ {0}. (4.1.21)
Then, we may conclude from (4.1.20) and (4.1.21) the assertion of the theorem.
Remark 4.6. This convergence of fundamental solutions can in principle be achieved in
much more general situations, if we assume that the the very solution of the characteristic
equation, that features 0 real part, is unique and real. The asymptotic limit of convergence
has been achieved in [ARS13], [DvGVLW95].
Due to the central role that fundamental solutions play, there are a couple of informative
consequences easily available. The ﬁrst thing we mention is that the corresponding DDE
in critical regime is stable, but not asymptotically stable. This is speciﬁed in the next
corollary, which provides an exact formula for the limit of the solution initiated at some
arbitrary Υ ∈ C(J,R), together with its rate of convergence.
Corollary 4.7. Let a = b > 0 and assume arbitrary Υ ∈ C(J,R). Let xˇ denote the
fundamental solution of (4.1.1). Then the solution (x(t))t∈[−r,∞) of (4.1.1) with initial
segment Υ converges exponentially fast. If we let κ be given by (4.1.12)
x(t) =
1
1 + ar
(
Υ(0) + b
∫ 0
−r
Υ(s) ds
)
+R(t) for all t ≥ 0,
where the remainder term R(t) is bounded in absolute value by (|Υ(0)| + r‖Υ‖eκr)e−κt for
all t ≥ r. Actually, we have that∣∣∣∣∫ 0−r xˇ(t− r − u)Υ(u) du− 11 + ar
∫ 0
−r
Υ(u) du
∣∣∣∣ ≤ r‖Υ‖e−κ(t−r) for all t ≥ r.
Proof. Regarding the upper-bound estimate of the corollary, we easily see that
d(t) :=
∣∣∣∣∫ 0−r xˇ(t− r − u)Υ(u) du− 11 + ar
∫ 0
−r
Υ(u)du
∣∣∣∣
≤
∫ 0
−r
∣∣∣∣(xˇ(t− r − u)− 11 + ar
)
Υ(u)
∣∣∣∣ du
≤
∫ 0
−r
sup
v∈J
∣∣∣∣xˇ(t− r − v)− 11 + ar
∣∣∣∣ sup
w∈J
|Υ(w)| du for all t ≥ 0.
Then, an application of the convergence result from Theorem 4.5 yields
d(t) ≤ r‖Υ‖e−κ(t−r) for all t ≥ r.
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Due to the variation-of-constants formula and another application of the Theorem 4.5, we
obtain
x(t) = Υ(0)xˇ(t) +
∫ 0
−r
xˇ(t− r − u)Υ(u) du
=
1
1 + ar
(
Υ(0) +
∫ 0
−r
Υ(u) du
)
+R(t) for all t ≥ 0,
where R(t) is of the form that we claimed.
The two convergence results, Theorem 4.5 and its Corollary 4.7 introduce essentially new
insights to the pathwise behavior of solutions of DDEs in a critical regime. Of course, the two
results are more or less the two sides of the same coin, and when speaking of the convergence
in critical regime, we refer to either the formulation of the theorem or the corollary. But
so far, the convergence result only contributes insights when the examined system is in
critical regime meaning that its application ﬁeld might appear too much restricted to be of
use. The following section will invalidate this objection by showing that through a simple
transformation the convergence result may be used to reveal better insight to pathwise
behavior for (4.1.1) whenever b > 0.
4.2. Consequences of Convergence
Carrying over the previously presented convergence result will lead us to a unifying picture
for DDEs of the form dx(t) = −ax(t)dt+ bx(t− r)dt for t ≥ 0,x0 = Υ, (4.2.1)
where Υ ∈ C(J,R) and b > 0. We have already seen that the fundamental solutions
can provide a key in deriving results on solutions initiated with an arbitrary segment from
C(J,R). We start by gathering information on fundamental solutions in case b > 0 including
a 6= b. After that we will focus on the consequences for general solutions with arbitrary
continuous initial segment. Always regarding the time lag r > 0 as arbitrary but ﬁxed
constant, we continue to only speak about combinations of a and b rather than taking r into
account. The next lemma captures the fact that an exponentially blown up (or shrinked
down) fundamental solution is still a fundamental solution, but with respect to a diﬀerent
pair of underlying parameters.
Lemma 4.8. For ﬁxed r > 0 and arbitrary a0, b0, λ ∈ R let (xˇ(t))t∈[−r,∞) denote the
fundamental solution of (4.2.1) for a = a0, b = b0 (and r), and let (y(t))t∈[−r,∞) be deﬁned
by y(t) := eλtxˇ(t) for all t ∈ [−r,∞). Then (y(t))t∈[−r,∞) is the fundamental solution of
(4.2.1) for a = a0 − λ =: a˜ and b = b0eλr =: b˜ (and r).
Proof. To check that (y(t))t∈[−r,∞) solves (4.2.1) with a = a˜ and b = b˜, we ﬁrst observe that
the initial-segment condition trivially holds, because
y(t) = exp(λt)xˇ(t) = 0 for all t ∈ [−r, 0) and y(0) = exp(0)xˇ(0) = 1.
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And the diﬀerential law is easily veriﬁed by the product rule,
d
(
eλtxˇ(t)
)
= λeλtxˇ(t)dt− a0eλtxˇ(t)dt+ b0eλtxˇ(t− r)dt
= −(a0 − λ)y(t)dt+ b0eλry(t− r)dt for all t > 0.
Regarding the critical regime a0 = b0 > 0, we have achieved detailed knowledge on the
fundamental solutions. That raises the question for which combinations a˜ and b˜ there
actually is a real λ such that  by only an exponential blow up or shrink down  we can go
back to the critical-regime world to make use of the improved knowledge about fundamental
solutions. In general the answer is the following: There exists such a real λ if the parameter
combination (a˜, b˜) rests in
P0 := {(a, b) ∈ R2 : br ≥ −e−(1+ar)}. (4.2.2)
In particular, it is always possible, if b > 0. The veriﬁcation is contained in the next lemma.
Lemma 4.9. Let r > 0 and (a, b) ∈ P0, deﬁned in (4.2.2), and let (xˇ(t))t∈[−r,∞) be the
fundamental solution of (4.2.1). Then there is a real λ such that a− λ = beλr.
Proof. A simple reformulation yields
a− λ = beλr ⇔ ar − λr = breλr−arear ⇔ (ar − λr)ear−λr = brear.
Therefore, ar − λr is nothing but the inverse of x 7→ xex evaluated at brear. This inverse
is know as the Lambert's function W, and it is a well-known fact2 that it takes real values
over and only over [−1/e,∞). Therefore,
λ =
W(rbear)
r
+ a ∈ R ⇔ rbear ≥ −e−1 ⇔ br ≥ −e−(1+ar). (4.2.3)
The combination of Lemma 4.8 and Lemma 4.9 may be ellegantly reformulated in terms
of a correspondence between sets of fundamental solutions, which we state as the corollary
below. We abbreviate the word fundamental solution for a moment as f.s..
Corollary 4.10. Let P0 be given as in (4.2.2) and deﬁne
F0 := {xˇ : [−r,∞)→ R : xˇ is the f.s. of (4.2.1) for some (a, b) ∈ P0}, (4.2.4)
Fc := {xˇ : [−r,∞)→ R : xˇ is the f.s. of (4.2.1) for some (a, b) ∈ Pc}, (4.2.5)
where Pc := {(a, b) ∈ R2 : a = b} ∩ P0. (4.2.6)
2Due to [SMM06] the Lambert's function was ﬁrst introduced by Johann Heinrich Lambert (1728-1777) and
its magniﬁcent value in physics, in particular electrostatics, statistical mechanics (see [Cai03]), general
relativity and quantum chromo dynamics, see e.g. [CGHJ93, AKM05, Cra07], just to name a few, has
emerged only in the second half of the 20th century. To some extend its establishment as a standard
function has come in 1993 through the publication of Scott, see [SBDM93]; up to then it had been kind
of unknown to the literature.
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Figure 6: The stability area S has been sketched just for easier orientation and to see the
coherence. The area P0 is represented by the yellow-colored and the pale-yellow-
colored area. The solid-yellow-colored area PI consists of the ﬁrst and the fourth
quadrant and represents the parameter combinations on which our new method is
applicable. It forms a subset of P0. The set Pc is the angle bisector through the
second and fourth quadrant within P0, and it is represented through the bold red
line segment.
Then, we have that
F0 =
{
y : [−r,∞)→ R : ∃ xˇ ∈ Fc, λ ∈ R : y(t) = eλtxˇ(t) for all t ∈ [−r,∞)
}
. (4.2.7)
The convergence results in critial case are restricted to b > 0. And at this point the
nonnegativity assumption draws us back to only consider systems of the form (4.2.1) with
nonnegative coeﬃcients b, because the multiplication with an exponential function cannot
alter the sign when reducing to real exponents. Short-hand references are introduced by the
following deﬁnition.
Deﬁnition 4.11. We deﬁne the set of parameter combinations PI ⊂ R2 and the set of
corresponding fundamental solutions by
PI := {(a, b) ∈ R2 : b > 0}, (4.2.8)
FI := {xˇ : [−r,∞)→ R : xˇ is the f. s. of (4.2.1) for some (a, b) ∈ PI}, (4.2.9)
FI,c := {xˇ : [−r,∞)→ R : xˇ is the f. s. of (4.2.1) for some (a, b) ∈ PI ∩ Pc}. (4.2.10)
The letter I in the subindex is meant to refer to investigatability by means of the combination
of convergence in critical regime and exponential transformation.
Restricted to combinations with b > 0, the set FI features the same correspondence of
fundamental solutions that Corollary 4.10 gives for F0 in the unrestricted case.
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Lemma 4.12. For arbitrary a ∈ R and b > 0, there is always a real λ such that a−λ = beλr;
in other words PI ⊂ P0. Furthermore, the set FI is invariant under the exponential blow
up or shrink down:
FI = {y : [−r,∞)→ R : y(t) = exp(λt)xˇ(t) ∀ t ∈ [−r,∞) for some λ ∈ R and xˇ ∈ FI,c}.
Proof. In fact all the statements are trivial with regard to the characterization (4.2.3) in
the proof of Lemma 4.9.
Remark 4.13. The further analysis of this section conﬁnes to the case a = b > 0.
How we actually can learn about the fundamental solution corresponding to a parameter
combination (a, b) ∈ PI is clear now - ﬁrst work out the right exponent λ for a transformation
yˇ(t) = eλtxˇ(t), t ∈ [−r,∞) onto a fundamental solution yˇ corresponding to a˜ = a − λ and
b˜ = beλr in PI∩Pc, second, apply the convergence result, and third, transform yˇ back onto xˇ
by xˇ(t) = e−λtyˇ(t), t ∈ [−r,∞). What we actually learn about such a fundamental solution
is stated in the next theorem. Furthermore, it is obvious for which combinations of a and
b the right exponent λ is positive or negative; we also store that point in the theorem for
easy later reference.
Theorem 4.14. Let (a, b) ∈ PI and let λ be the real solution of the characteristic equation
a˜ = a− λ = beλr = b˜.
a) The fundamental solution xˇ with respect to a and b satisﬁes∣∣∣∣xˇ(t)− e−λt1 + a˜r
∣∣∣∣ ≤ e−(λ+κ˜)t for all t ≥ 0,
where κ˜ is given by (4.1.12), but with respect to a˜, i.e. κ˜ = | log(1−e
−a˜r)|
2r .
b) The solution of the characteristic equation a− λ = beλr is negative if a < b, and positive
if a > b.
Proof. To prove part a), one simply multiplies the inquality by eλt to end up with the
convergence result in Theorem 4.5 for a˜ = b˜ > 0 and xˇ(t)eλt = yˇ(t) and (yˇ(t))t∈[−r,∞) being
the fundamental solution with respect to a˜ and b˜ by Lemma 4.8. Part b) is obvious.
4.3. Concentration Results for SDDEs
The previous section has provided some surprisingly exact results concerning the behavior
of fundamental solutions for SDDEs of the formdx(t) = −ax(t)dt+ bx(t− r)dt+ σeµtdW (t) for t ≥ 0,x0 = Υ, (4.3.1)
where Υ ∈ C(J,R). One may well ask why it is reasonable to examine the rather artiﬁ-
cial diﬀusion coeﬃcients, and the explanation is that by (4.3.1) we have deﬁned a class of
SRFDEs that is closed under the transformation of solution (x(t))t∈[−r,∞) by multiplication
with ect, t ∈ [−r,∞) for some arbitrary c ∈ R. That means that if (x(t))t∈[−r,∞) is a solution
of (4.3.1) for a = a0, b = b0, µ = µ0 and Υ = Υ0, then y(t) := ectx(t), t ∈ [−r,∞) solves
(4.3.1) for coeﬃcients a = a0 − c, b = b0ecr, µ = µ0 + c and Υ(u) = ecuΥ0(u) for all u ∈ J ,
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and the new initial segment for (y(t))t∈[−r,∞) is also in C(J,R). Then, (y(t))t∈[−r,∞) is
itself a solution to a system of this class. Regarding how we achieved additional information
about systems refering to parameter combinations in PI in the previous section, that choice
is merely natural. The solution representation that we have developed in (3.3.28) may be
translated to this simple setting. Remember that xˇ(t, u) = xˇ(t − u) due to autonomy of
the deterministic version (4.3.1), and so we may rewrite a solution (x(t))t∈[−r,∞) (4.3.1) in
terms of the corresponding fundamental solution (xˇ(t))t∈[−r,∞) as
x(t) = Υ(0)xˇ(t) + b
∫ 0
−r
xˇ(t− r − u)Υ(u) du+ σ
∫ t
0
xˇ(t− u)eµu du for t ≥ 0. (4.3.2)
The road to concentration inequalities in the spirit that we explained in the introduction
passes through the Fernique inequality and best possible quantity estimates for the variance
process ‖ΓT ‖ and for the upper L2-bound on increments ϕ(·), see Section 2.1, for arbitrarily
given time horizon T ∈ (0,∞). It is not really the behavior of (x(t))t∈[−r,∞) that we are
interested in, but it is the deviation y(t) = x(t)−E[x(t)], t ∈ [−r,∞), from its expectation
process which thankfully leads us to a zero-mean Gaussian process. In case of SDDEs this
is reﬂected by the fact that the initial segment of the deviation process is identically zero.
And it is a noteworthy point that the previous analysis also provides an accurate description
of the expectation process
E[x(t)] = Υ(0)xˇ(t) + b
∫ 0
−r
xˇ(t− r − u)Υ(u) du for all t ≥ 0.
This means that focussing on the deviation process is far from leaving parts of the analysis
behind that one might feel uncomfortable with. And this is why, from now on and regarding
concentration results, we will consider the deviation process or, in other words, the solution
of dy(t) = −ay(t)dt+ by(t− r)dt+ σeµt dW (t) for t ≥ 0,y0 = 0, (4.3.3)
where the ﬁnal 0 is to be understood as the constant-zero mapping on J . That very solution
is given by
y(t) = σ
∫ t
0
xˇ(t− u)eµudW (u) for all t ≥ 0, (4.3.4)
which can simply be read oﬀ from (4.3.2). If one is interested only in how to deduce
concentration inequalities making use of the convergence in critical regime, this subsection
has in principle come to an end, but as we are so ambitious to ask what can be learned, we
are far from that. For anyone who fears the worst, namely an endless case analysis, there
is not much comfort to spend, only that it is not endless. But one should also see the point
that a variety of diﬀerent settings is described here, some of them are really interesting from
an applicationer's point of view, some of them are more technical. Furthermore, we promise
to deduce concentration results in numerous cases that are relatively close to the optimum,
and in some cases even arbitrarily close to the optimum. To spend some more comfort, we
will not work out every case in detail, but merely present one of them detail and defer the
rest to the appendix.
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The sample case, that we study in detail, is the white-noise case for a critical parameter
combination (a, b) ∈ PI ∩ Pc and the reason for choosing this special case is that regarding
its ﬁrst-exit behavior from a given interval, for a large time horizon T , the corresponding
solution behaves similar to a properly rescaled Brownian motion regarding ﬁrst-exit-time
distributions. The ﬁrst part which concerns the concentrational behavior will be covered by
the special-case study. The second part, that describes essentially how long the time horizon
must be chosen in order to guarantee an exit from a given interval with high probability,
will be worked out in the subsequent section. In order to derive an upper-bound estimate
for Q(p, T ) = (2+
√
2 )
∫∞
1
ϕ(Tp−u
2
)du, p ∈ N, we establish upper bounds for Q1(p, T ) and
Q2(p, T ), deﬁned in (3.4.10), (3.4.11). We stick to κ > 0 as the minimal rate with which
the fundamental solution (xˇ(t))t∈[−r,∞) converges to (1 + ar)−1 as in (4.1.12), (4.1.13).
Remark 4.15. Note that one might also be thinking of σ to be time dependent, but bounded
in absolute value by |σ(t)| ≤ σ for all t ∈ [0, T ], and the following proof would read all the
same. As we have done before in similar situations, we will spare this eﬀort to keep the
notations simple.
Regarding the account on autonomous stable SRFDEs in Section 3.4, we beneﬁtted from the
fact that fundamental solution matrices in that case vanish exponentially fast due to solely
negative real parts of roots of the characteristic equation (3.4.2), or equivalently the roots
of the characteristic mapping (4.0.2). But since we are dealing with a = b, it is a trivial fact
that λ = 0 is a solution to the characteristic equation a−λ = beλr, and therefore, we do not
have that very result available here. But, as we are in a simple case, we can compensate this
gap rather easily by another result. The following lemma shows that whenever (a, b) ∈ PI
and a ≥ b, it holds true that the corresponding fundamental solution does never leave (0, 1].
This was shown for a = b > 0 in Lemma 4.1.
Lemma 4.16. Let (a, b) ∈ PI and a ≥ b. Then the corresponding fundamental solution
(xˇ(t))t∈[−r,∞) of (4.3.1) remains in [0, 1] over [−r,∞), and in (0, 1) over (0,∞).
Proof. There are several ways to prove the claim. One way is to use the same arguments as
in Lemma 4.1. Again, we assume that
τ0 := inf{t ≥ r : xˇ(t) = 0} <∞ and τ1 := inf{t ≥ r : xˇ(t) = 1} <∞.
We know that xˇ(t) = e−at for all t ∈ [0, r] and an application of the classical solution
representation (4.1.3) provides
xˇ(r + s) = xˇ(r)e−as + b
∫ s
0
xˇ(u)e−a(s−u)du ≥ xˇ(r)e−as for all s ∈ (0,∞), s ≤ τ0 − r,
and
xˇ(τ1) = xˇ(0)e
−aτ1 + b
∫ τ1
0
xˇ(τ1 − r + u)e−a(τ1−u)du
< e−aτ1 + b
∫ τ1
0
e−a(τ1−u)du
= e−aτ1 +
b
a
(
1− e−aτ1) .
In the second case the assumption b/a ≤ 1 serves the contradiction and settles the claim.
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Remark 4.17. Alternatively, we may recognize that the solution λ of the characteristic equa-
tion a−λ = beλr is positive for a > b, see Theorem 4.14, and that yˇ(t) = eλtxˇ(t), t ∈ [−r,∞),
is the fundamental solution corresponding to the parameter combination a˜ = a − λ = b˜ for
which the result is already known from Lemma 4.1. So we may carry over the result to
xˇ = e−λtyˇ(t), t ∈ [−r,∞). The lower bound can also be taken as a part of (4.0.4) due
to [KM92].
As indicated above, we will regard the time horizon T > 0 as some arbitrarily ﬁxed number,
not too small.
Theorem 4.18 (Concentration inequality in critical regime with white noise). Let Γ and
Q(T ) = Q(p, T ), deﬁned in (2.1.1), (2.1.2) and (3.4.7), denote the parameters of the Fer-
nique inequality with respect to the solution of (4.3.1) with a = b > 0, µ = 0. Let further κ
be as in (4.1.12). Then√‖Γ‖ +Q(T )
σ
≤
√
T
1 + ar
(1 +R(a, r, T, κ, p)) , (4.3.5)
where R(a, r, T, κ, p) = 1+arTκ + (1+ar)
2
4Tκ +
7(1+ar)
2
√
p log(p) +
a(1+eκr)√
2κ
7(1+ar)
√
T
4p log(p) .
Proof. Concerning Q2 = Q2(p, T ), p ∈ N, deﬁned in (3.4.11), with an application of the Itô
isometry and the convergence in critical regime in (4.1.13), we ﬁnd that
∫ t
s
xˇ2(t− u) du ≤
∫ t
s
(
1
1 + ar
+ e−κ(t−u)
)2
du for all s, t ∈ [0, T ], s < t.
The remainder consists of basic computations which reveal that∫ t
s
xˇ2(t− u) du ≤ t− s
(1 + ar)2
+
2
1 + ar
e−κt
∫ t
s
eκudu+ e−2κt
∫ t
s
e2κudu
=
t− s
(1 + ar)2
+
2
1 + ar
e−κteκs
∫ t−s
0
eκudu+ e−2κte2κs
∫ t−s
0
e2κudu
=
t− s
(1 + ar)2
+
2
1 + ar
e−κ(t−s)
eκ(t−s) − 1
κ
+ e−2κ(t−s)
e2κ(t−s) − 1
2κ
=
t− s
(1 + ar)2
+
2
1 + ar
1− e−κ(t−s)
κ
+
1− e−2κ(t−s)
2κ
≤ t− s
(1 + ar)2
+
2
1 + ar
(t− s) + (t− s)
=
(
1
(1 + ar)2
+
2
1 + ar
+ 1
)
(t− s) for all s, t ∈ [0, T ], s < t,
but sometimes simple arguments provide the better estimates. If we use the fact that the
fundamental solution does never leave [0, 1] from Lemma 4.16, we directly ﬁnd that∫ t
s
xˇ2(t− u) du ≤ t− s for all s, t ∈ [0, T ], s < t.
Why did we bother with the worthless computation in the ﬁrst place? Because we will
soon realize that Q2 is the term that serves the leading-order unpleasant term for the
concentration inequality. So, maybe we have spared the reader to wonder whether the
promising convergence result of the fundamental solutions might have done better than the
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rough estimate that comes from Lemma 4.16. And as a promise, we will not present that
sort of fruitlessness again. For the rest of this special case, the convergence result yields the
presented results concerning Q1 and the optimal one for ‖Γ‖ and for the exponent in the
concentration inequality; which is to say that the concentration result worths while.
For the Q1-term we apply the delay diﬀerential law of the fundamental solution to ﬁnd that∫ s
0
(xˇ(t− u)− xˇ(s− u))2du =
∫ s
0
(∫ t
s
−axˇ(v − u) + axˇ(v − u− r)dv
)2
du
for all s, t ∈ [0, T ], s < t.
Then an application of the convergence in the critical regime leads to∫ s
0
(xˇ(t− u)− xˇ(s− u))2du
=
∫ s
0
(∫ t
s
−a
(
xˇ(v − u)− 1
1 + ar
)
+ a
(
xˇ(v − u− r)− 1
1 + ar
)
dv
)2
du
≤
∫ s
0
a2
(∫ t
s
e−κ(v−u) + e−κ(v−u−r)dv
)2
du
=
∫ s
0
a2(1 + eκr)2
(∫ t
s
e−κvdv
)2
e2κudu
= a2(1 + eκr)2
e2κs − 1
2κ
e−2κs
(∫ t−s
0
e−κvdv
)2
≤ a2(1 + eκr)2 1− e
−2κs
2κ
(t− s)2
≤ a
2(1 + eκr)2
2κ
(t− s)2 for all s, t ∈ [0, T ], s < t.
Regarding ‖Γ‖, we again apply the Itô isometry and the fact that the upcoming integral is
monotonely increasing and obtain
‖Γ‖
σ2
= sup
t∈[0,T ]
E
[(∫ t
0
xˇ(t− u)dW (u)
)2]
= sup
t∈[0,T ]
∫ t
0
xˇ2(t− u)du
= sup
t∈[0,T ]
∫ t
0
xˇ2(u)du =
∫ T
0
xˇ2(u)du =
var y(T )
σ2
.
And then the convergence in the critical regime yields
‖Γ‖
σ2
≤
∫ T
0
(
1
1 + ar
+ e−κu
)2
du =
T
(1 + ar)2
+
2
1 + ar
∫ T
0
e−κudu+
∫ T
0
e−2κudu
=
T
(1 + ar)2
+
2
1 + ar
1− e−κT
κ
+
1− e−2κT
2κ
≤ T
(1 + ar)2
(
1 + 2
1 + ar
Tκ
+
(1 + ar)2
2Tκ
)
.
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Alltogether, using the estimate worked out in Theorem A.2 in the appendix we ﬁnd that
Q1
σ
≤
∫ ∞
1
√√√√ sups,t∈[0,T ],
|t−s|≤Tp−u2
ϕ(t− s) du ≤
∫ ∞
1
√
Tp−u2 du ≤
√
T√
p log p
,
Q2
σ
≤
√
a2(1 + eκr)2
2κ
∫ ∞
1
Tp−u
2
du ≤
√
a2(1 + eκr)2
2κ
T
2p log p
,
and the proof is ﬁnished, where we applied that
√
1 + x ≤ 1 + x2 for x ≥ 0.
Proposition 4.19. Consider the situation of Theorem 4.18
a) We generally have that
var y(T )
σ2
≥ T
(1 + ar)2
(
1− 1
κT
log(1 + ar)− 2(1 + ar)
κT
)
, (4.3.6)
var y(T )
σ2
≤ T
(1 + ar)2
(
1 +
1 + ar
κT
(
2 +
1 + ar
2
))
. (4.3.7)
In particular,
√
var y(T ) =
σ
√
T
1 + ar
(
1 +O(T−1)
)
for big T. (4.3.8)
b) If we additionally assume that
T > max
{ 5
2κ
(1 + ar)2, 2 log(1 + ar) + 4(1 + ar)
}
,
we have that
σ
√
T
1 + ar
√
2−1 ≤
√
var y(T ) ≤ σ
√
T
1 + ar
√
2 .
Proof. We deal with the upper-bound estimates ﬁrst, and afterwards, we turn on the lower-
bound ones. With an application of the convergence of fundamental solutions in critical
regime we obtain that
var y(T )
σ2
=
∫ T
0
xˇ2(u)du ≤
∫ T
0
(
1
1 + ar
+ e−κu
)2
du
≤ T
(1 + ar)2
(
1 +
1 + ar
κT
(
2 +
1 + ar
2
))
.
Using that
√
1 + ξ ≤ 1 + ξ2 for all ξ ∈ (0, 1), we ﬁnd that√
T
(1 + ar)2
(
1 +
1 + ar
κT
(
2 +
1 + ar
2
))
≤
√
T
1 + ar
(
1 +
1
2
1 + ar
κT
(
2 +
1 + ar
2
))
.
Under the assumption T > 52κ (1 + ar)
2, we have that
1 + ar
κT
(
2 +
1 + ar
2
)
≤ 1.
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And as (1 + ar)−1 − e−κu ≥ 0 for all u ≥ 1κ log(1 + ar), we obtain
var y(T )
σ2
=
∫ T
0
xˇ2(u)du ≥
∫ T
1
κ log(1+ar)
(
1
1 + ar
− e−κu
)2
du
≥ 1
(1 + ar)2
(
T − log(1 + ar)
κ
)
− 2
∫ T
1
κ log(1+ar)
e−κu
1 + ar
du
≥ T
(1 + ar)2
(
1− log(1 + ar)
κT
− 2(1 + ar)
κT
)
,
which by
√
1− ξ ≥ 1− ξ for ξ ∈ (0, 1) serves the lower boundary for √var y(T ) in (4.3.6).
Remark 4.20. • We notice the fact that the variance of the one-dimensional distribu-
tion is decreasing in r for suﬃciently big T which at ﬁrst glance seems counterintuitive.
• As we have mentioned before, an essential-growth rate in this case is provided by the
result of [ARS13]. Due to the convergence of the fundamental solution, we obtain that
lim sup
t→∞
y(t)√
2t log log t
= − lim inf
t→∞
y(t)√
2t log log t
=
σ
1 + ar
P-a.s.
• Regarding Brownian motion, the reﬂection principle serves an easy way to a concen-
tration inequality with the best-possible exponent. If we consider the rescaled Brownian
motion σ1+arW (t), t ∈ [0, T ], and deﬁne
σ˜T :=
σ
1 + ar
√
varW (T ) =
σ
√
T
1 + ar
,
we may observe that
P
{
sup
s∈[0,T ]
σ
1 + ar
|W (s)| > hσ˜T
}
≤ 4 exp
(
−h
2
2
)
for arbitrary h > 0.
For the solution (y(t))t∈[0,∞) of the SDDE (4.3.1) in critical regime with white noise
a reformulation of Theorem 4.18 with σT :=
√
var y(T ) yields
P
{
sup
s∈[0,T ]
|y(s)| > hσT
}
≤ 5
2
p2 exp
(
−h
2
2
(
1 +O
(
1 + T−1 +
√
T
p
)))
for arbitrary h >
√
1 + 4 log p
σT
, (4.3.9)
when T and p are large compared to the other parameters and T is small compared to
p2, e.g. p = T 1/2+α for arbitrary α > 0. And as by Proposition 4.19 σ˜T = σT (1 +
O(T−1)), we might replace σT by σ˜T in (4.3.9)  the error terms merge and do not
show up. Therefore, the concentration inequality shows the same exponent as the
rescaled Brownian motion up to small correction terms, if T is big. To compensate
the undesirable prefactor p2, it may be drawn as 2 log p into the exponent. Therefore,
concentration inequality (4.3.9) is useful if we assume that h is at least of order
√
log T .
The classical result for rescaled Brownian motion is not restricted in such way.
• An amusing fact on the size of √log T . It is formally undoubtedly true that √log T
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converges to +∞ rather slowly when T goes to ∞, but what is slow?
B With regard to the largest number that can technically be displayed by an ordinary
calculator, a tiny bit less than 10100, the American mathematician Edward Kas-
ner is rumored to have invented the term googol (≡ 10100) in collaboration with
his nine-year old nephew. To get some sort of feeling for the size, let us mention
that the overall number of protons in the universe nowadays is estimated between
1080 and 1089 which is still far from a googol. But if you take the square root of
the logarithm of a googol, you end up with barely 15.2.
B To travel one Planck length in vacuum at the speed of light, one needs an amount
of time called the Planck time, and it is about 6 · 10−44 seconds. And with about
3 · 107 seconds per year we have that the universe is about 2 · 1061 units of Planck
time old. And
√
log(2 · 1061) ≈ 11,9.
The remainder of this subsection presents the concentration inequalities for every possible
relation of the parameters a, b, µ, λ, and κ. We will distinguish between the diﬀerent regimes
in terms of a and b as before:
• The critical regime refers to a = b > 0,
• the instable regime considers b > 0 and a < b,
• the stable regime refers to a > b > 0.
And with respect to the noise parameter µ, we will use the term. . .
• increasing noise when µ > 0,
• vanishing noise for µ < 0,
• white noise for µ = 0.
All the computational details can be found in the Appendix B. Generally, those are quiet
similar to the computations we presented for the white-noise case in the critical regime. We
mostly conﬁne to present the best upper-bound estimates for ‖Γ‖σ2 and
Q(·)
σ from Section
2.1, that we have achieved, and spare the eﬀort to additionally formulate the corresponding
concentration inequality.
Critical regime. The white-noise case has been presented in detail in Theorem 4.18, Propo-
sition 4.19 and discussed in Remark 4.20. In the increasing-noise case we achieve that√‖Γ‖ +Q(T )
σ
≤ e
µT
√
2µ
+
7
2
√
T eµT√
p log p
+
7
2
a(1 + eκr)√
2(κ+ µ)
TeµT
2p log p
=
eµT√
2µ
(
1 +
7
√
2µ
2
√
T√
p log p
+
7
2
a(1 + eκr)
√
2µ√
2(κ+ µ)
T
2p log p
)
.
(4.3.10)
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In case of vanishing noise we ﬁnd that
√‖Γ‖ +Q(T )
σ
≤

v0 +
7
2
√
T√
p log p +
7
2
a(1+eκr)√
2|κ+µ|
√
1− κ∧|µ|κ∨|µ| Tp log p for µ /∈ {−κ,−κ2 },
v1 +
7
2
√
T√
p log p +
7
2
a(1+eκr)√
2κe
T
2p log p for µ = κ,
v2 +
7
2
( √
T√
p log p +
a(1+eκr)√
2|κ+µ|
√
1− κ∧|µ|κ∨|µ| T2p log p
)
for µ = −κ2 ,
(4.3.11)
where
v20 := max
 1|2µ| , 12|µ|(1 + ar)2 + 21 + ar 1−
κ∧(2|µ|)
κ∨(2|µ|)
|(2µ+ κ)| +
1
2|µ+ κ|
(
1− κ ∧ |µ|
κ ∨ |µ|
) ,
(4.3.12)
v21 := max
 1|2µ| , 12|µ|(1 + ar)2 + 21 + ar 1−
κ∧(2|µ|)
κ∨(2|µ|)
|(2µ+ κ)| +
1
2κe
 , (4.3.13)
v22 := max
{
1
|2µ| ,
1
2|µ|(1 + ar)2 +
2
(1 + ar)κe
+
1
2|µ+ κ|
(
1− κ ∧ |µ|
κ ∨ |µ|
)}
. (4.3.14)
Neither in case of increasing noise, nor in case of vanishing noise something truely surprising
has occured. If the noise intensiﬁes exponentially with µ > 0, one has to choose x at least
of order exp(µT ) in order to give Fernique's inequality 2.1 a senseful meaning. In case of
vanishing noise, x must have at least a size of order
√
log T due to compensate the p2 of
the prefactor and assuming that p2/T ≥ 1.
Stable Regime. We let xˇ denote the fundamental solution with respect to the parameter
combination a > b > 0. With regard to Theorem 4.14, we let λ > 0 such that a˜ = a− λ =
beλr = b˜ implying that
xˇ(t) ≤ e−λt for all t ∈ [−r,∞),
because (xˇ(t)eλt)t∈[−r,∞) is the fundamental solution in a critical regime. This estimate
improves inequality (4.0.5) from the general case. Further, from Theorem 4.5 for κ˜ =
| log(1− e−a˜r)|/(2r) we have that
xˇ(t) ≤
(
1
1 + a˜r
+ e−κ˜t
)
e−λt for all t ∈ [0,∞).
White noise. √‖Γ‖ +Q(T )
σ
≤ v0 +
√
T√
p log p
+
a+ be−λr√
2λ
T
2p log p
.
where
v20 := min
{
1
2λ
,
1
(1 + a˜r)2
1
2λ
+
2
1 + a˜r
1
κ˜+ 2λ
+
1
2(κ+ λ)
}
.
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Vanishing noise.√‖Γ‖ +Q(T )
σ
≤
v2 +
√
T√
p log p +
a+beλr√
2λe
T
2p log p for µ = −λ,
v3 +
√
(|µ|∨λ)−(|µ|∧λ)
|λ+µ|
√
T√
p log p +
a+beλr√
2|λ+µ|
√
1− |µ|∧λ|µ|∨λ T2p log p for µ = −λ− κ˜2 ,
v4 +
√
(|µ|∨λ)−(|µ|∧λ)
κ˜
√
T√
p log p +
√
(a+beλr)2
2κ˜
(
1− |µ|∧λ|µ|∨λ
)
T
p log(p) for µ = −λ− κ˜,
v1 +
√
(|µ|∨λ)−(|µ|∧λ)
|λ+µ|
√
T√
p log p +
a+beλr√
2|λ+µ|
√
1− |µ|∧λ|µ|∨λ T2p log p else,
where
v21 =
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
|κ˜+ 2λ+ 2µ|(1 + a˜r) +
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
2|κ˜+ λ+ µ| ,
v22 = max
 12λe, 1(1 + a˜r)22λe + 21 + a˜r
(
1− 2|µ|κ˜+2λ
)
κ˜+ 2λ+ 2µ
+
(
1− |µ|κ˜+λ
)
2(κ˜+ λ+ µ)
 ,
v23 =
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2
(1 + a˜r)(κ˜+ 2λ)e
+
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
2(κ˜+ λ+ µ)
,
v24 = max
1−
λ
|µ|
2κ˜
,
1− |µ|∧λ|µ|∨λ
2κ˜(1 + a˜r)2
+
2
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
κ˜(1 + a˜r)
+
1
(κ˜+ 2λ)e
 .
Increasing noise√‖Γ‖ +Q(T )
σ
≤ v5eµT
(
1 +
7
√
2(λ+ µ)
2v0
√
T√
p log p
+
7(a+ beλr)
2v0
T
2p log p
)
.
where
v25 :=
1
2(λ+ µ)(1 + a˜r)2
+
2
(1 + a˜r)(κ˜+ 2λ+ 2µ)
+
1
2(κ˜+ λ+ µ)
. (4.3.15)
Instable Regime. To simplify notations, we suppose that −λ solves the characteristic equa-
tion such that a˜ := a−λ = be−λr =: b˜ and deﬁne κ˜ := | log(1−e−a˜r)|/(2r) as always. Then,
xˇ(t) ≤
(
1
1 + a˜r
+ eκ˜t
)
eλt, xˇ(t) ≤ eλt for all t ∈ [0,∞).
White Noise.√‖Γ‖ +Q(T )
σ
=
eλT√
2λ (1 + a˜r)
√
1 +O (e−(κ˜∧(2λ))t) + eλT √T√
p log p
+ eλT
a+ beλr√
2λ
T
2p log p
≤ e
λT
√
2λ (1 + a˜r)
(
1 +O
(
e−
(κ˜∧(2λ))t
2
)
+
√
2λ (1 + a˜r)
( √
T√
p log p
+
a+ beλr√
2λ
T
2p log p
))
.
Vanishing noise.
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√‖Γ‖ +Q(T )
σ
≤ e
λT
√
2λ (1 + a˜r)
(
1 +O
(
e−min{κ˜−ν,2|µ|}T
ν
)
+
√
2λ (1 + a˜r)
( √
T√
p log p
+
a+ beλr√
2(µ− λ)
T
2p log p
))
.
Increasing noise.√‖Γ‖ +Q(T )
σ
≤
eλT√
2(λ−µ) (1+a˜r)
(
1 +O
(
1
ν e
− ρ0T2
) √
T√
p log p +
a+be−λr√
2(µ−λ) e
λT T
2p log p
)
for 0 < µ < λ,
√
T eλT
1+a˜r
(
1 +
√
1+a˜r
T κ˜ +
1+a˜r√
2κ˜T
+ 1+a˜r√p log p + (1 + a˜r)(a+ be
−λr) T2p log p
)
for µ = λ,
eλT v0
(
1 +
√
T
v0
√
p log p +
a+be−λr
v0
√
2(µ−λ)
T
2p log p
)
for µ > λ,
where
ρ0 := min{2(λ− µ), κ˜− ν},
v20 :=
1
2(µ− λ)(1 + a˜r)2 +
2
(2µ− 2λ+ κ˜)(1 + a˜r) +
1
2(µ− λ+ κ˜) .
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4.4. Small-Ball Probabilities
We let y = (y(t))t∈[−r,∞) be the deviation process of (4.3.3) in the critical regime under
white noise, which means the solution of the SDDE (4.3.3) with initial segment Υ = 0.
In the course of the previous section we have established a concentration inequality for y
with an exponent that resembles the best-possible exponent for an appropriately rescaled
Brownian motion up to a logarithmic order term in T . If we assume h > 0 to be ﬁxed and
regard the concentration probability P (T ) = P{sups∈[0,T ] |y(s)| > h} as a mapping of T , the
concentration inequalities of the previous section have provided a reasonable description of
the region in terms of T where P (T ) is close to zero. Concerning concentration inequalities
in general the theory of large deviations has approved as an invaluable tool providing exact
exponents in rather general situations. In this section we will turn the spotlight on regions
where P (T ) is close to one. In other words, we bring up the question which size of the
time horizon suﬃces to guarantee a ﬁrst exit of y from a given tube of radius h prior
to T with probability P (T ) close to one. In that situation the large-deviation theory is
of little use  at least in the classical formulation due to e.g. [DZ92], [Fre12]. In case of
Brownian motion a naive start uses that exponential moments E exp(λτ) of ﬁrst-exit times
τ = inf{t : |W (t)| > h} exist if λ small enough. In that case the Markov inequality yields
P
{
sup
t∈[0,T ]
|W (s)| < h
}
≤ 1
cos
(
pi
2 γ
) exp(− pi2
8h2
γ2T
)
for all γ ∈ [0, 1).
Details are deferred to the Appendix A.3.1. This estimate is not optimal, but it is fairly
easy to derive through martingale techniques and there is at least some resemblance to the
optimal version as we are going to see in a moment, when we have revisited the ﬁrst-exit-
time problem in this case of a Brownian motion. In the literatur, estimates of the form
P{sups∈[0,T ] |y(s)| < h} = 1 − P{sups∈[0,T ] |y(s)| > h} are well known by the term small-
ball probabilities, and sometimes for the corresponding theory one ﬁnds the term small
deviations emphasizing the contrast to the large-deviation theory.
The literature provides a remarkable development regarding small-ball probabilites, see
e.g. [Li99], [Li03], [BDS01], [LS02]. An introduction as well as brief survey on small-ball
probabilities can be found in [LS01] by Wenbo V. Li and Qi-Man Shao; a more recent survey
from Hoi H.Nguyen and Van H.Vu can be found in [NV13]. In the case of Brownian motion
(W (t))t∈[0,T ], asymptotics of small-ball probabilities are well understood meaning that the
exact asymptotics of exponent and prefactor are known in this case. For given h > 0, see
A.3.2, it is generally true that
P
{
sup
s∈[0,T ]
|W (s)| < h
}
≤ 4
pi
exp
(
− pi
2
8h2
T
)
for h > 0. (4.4.1)
The main purpose of this section is an estimate for an analogue of a small-ball probability
for SDDEs in critical regime.
The following theorem reveals an estimate that is applicable in a variety of situations, and
so it will not always be useful. We will study few special cases in the subsequent corollaries.
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Theorem 4.21. Let (y(t))t∈[−r,∞) be the deviation process of the SDDE (4.3.1) in critical
regime with white noise, i.e. a = b > 0, µ = 0, ﬁnite time horizon T > 0, and let κ denote the
exponential rate of convergence of the fundamental solution, given in (4.1.12). Let further
δ1, δ2, δ3 be arbitrary positive constants, and T0, T1 > 0 with T = T0 + T1. Then, we denote
∆ := δ1 + δ2 + δ3 and ∆˜ := ∆(1 + ar) and we assume that δ2 is big enough to satisfy
h0 :=
δ2e
κT0
1√
2κ
+
√
T1√
p log p +
a(1+eκr)√
2κ
T1
2p log p
≥
√
1 + 4 log p , (4.4.2)
where p ∈ N is some integer, p ≥ 2. If we denote the fundamental solution of (4.3.1) by
(xˇ(t))t∈[−r,∞) and v(t) := var y(t) =
∫ t
0
xˇ2(u)du, t ≥ 0, Then
P? := P
{
sup
s∈[0,T ]
|y(s)|
σ
> δ1
}
≥ 1− 4
pi
exp
(
− pi
2
8∆˜2
T1
)
− 5p
2
2
exp
(
−h
2
0
2
)
− exp
(
− δ
2
3
2v(T0)
)
.
Remark 4.22. The requirement (4.4.2) that originates from the Fernique inequality is a
fairly weak assumption. If δ3(T ) has some minimal size, it is only an assumption on the
size of T1.
Proof. We use the explicit representation of y through the variation-of-constants formula
(4.3.4) and put σ on the left-hand side for a little ease of notation in the subsequent compu-
tation. Adding the clever zero 11+ar − 11+ar in the integrand and a well-considered decom-
position of the dW -integral yields
y(t)
σ
=
∫ t
0
xˇ(t− u)dW (u) = J (1)(t− T0) + J (2)(t− T0) + J (3)(t) (4.4.3)
with the representatives
J (1)(t− T0) =
∫ t−T0
0
1
1 + ar
dW (u) =
W (t− T0)
1 + ar
,
J (2)(t− T0) =
∫ t−T0
0
xˇ(t− u)− 1
1 + ar
dW (u) and
J (3)(t) =
∫ t
t−T0
xˇ(t− u) dW (u) each for all t ∈ [T0, T ].
The capability of the decomposition lies in the improved tractability of the arising terms.
The term J (1) is a rescaled Brownian motion on the interval [T0, T1], and the small-ball
probability (4.4.1) provides an excellent lower bound for the ﬁrst-exit-time distribution.
Further, J (2) has an exponentially decaying integrand, and will therefore give a minor
contribution compared to J (1) with high probability when T1 is suﬃciently big. And ﬁnally,
to have J (3) relatively small with high probability, it is necessary and suﬃcient that T0 is
small compared to T1. Accordingly, we deﬁne the stopping times
τ
(1)
∆ := inf
{
t ≥ T0 :
∣∣J (1)(t− T0)∣∣ > ∆} ,
τ
(2)
δ2
:= inf
{
t ≥ T0 :
∣∣J (2)(t− T0)∣∣ > δ2} .
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Overlooking the decomposition (4.4.3), we conclude that for y/σ to leave the tube of radius
δ1 prior to T , it is suﬃcient that the rescaled Brownian motion J (1) exits from the bigger
tube of radius ∆, J (2) remains relatively tame over the whole time interval and J (3) behaves
nicely in the very moment in which J (1) exits the ∆-tube. Formally,
P? ≥ P
{
sup
t∈[T0,T ]
|J (1)(t− T0)| > ∆
}
− P
{
sup
t∈[T0,T ]
|J (2)(t− T0)| > δ2
}
− P
{
|J (3)(τ (1)∆ ∧ T1)| > δ3
}
.
(4.4.4)
The claim follows through the analysis of the involved probabilities for which we deﬁne the
short-hand notations
P1 := P
{
τ
(1)
∆ < T
}
, P2 := P
{
τ
(2)
δ2
< T
}
, P3 := P
{∣∣J (3)(τ (1)∆ ∧ T1)∣∣ > δ3} . (4.4.5)
In order to derive a lower bound for probability P1, we reformulate the event in terms of
Brownian motion by∣∣∣∣∣
∫ t−T0
0
1
1 + ar
dW (u)
∣∣∣∣∣ > ∆ ⇔ |W (t− T0)| > ∆(1 + ar) = ∆˜.
Then, an application of the small-ball estimate (4.4.1), or A.3.2 respectively, reveals that
P
{
sup
s∈[0,T−T0]
|W (s)| > ∆˜
}
≥ 1− 4
pi
exp
(
− pi
2
8∆˜2
(T − T0)
)
.
Regarding the probability P2, an upper-bound estimate follows from an application of the
Fernique inequality. Due to the fact that this is only an instance of a concentration inequal-
ity, the applied techniques are naturally similar to the ones of the preceeding chapter. We
work out the details to make sure that the result reﬂects the fact that there is an additional
(helpful) term e−κt, because |xˇ(t)− 11+ar | < e−κt and t > T0, in this case.∫ t−T0
s−T0
(
xˇ(t− u)− 1
1 + ar
)2
du ≤
∫ t−T0
s−T0
e−2κ(t−u) du = e−2κT0e−2κ(t−s)
∫ t−s
0
e−2κv dv
for all s, t ∈ [0, T1], s < t.
Here we may apply that e−κu < 1 twice; for u = t − s and u = v in the above right most
term. Therefore,∫ t−T0
s−T0
(
xˇ(t− u)− 1
1 + ar
)2
du ≤ e−2κT0(t− s) for all s, t ∈ [T0, T ], s < t. (4.4.6)
And with an application of the delay diﬀerential law of the fundamental solution, an ad-
ditional clever zero, and the convergence of fundamental solutions in critical regime, we
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obtain∫ s−T0
0
(
xˇ(t− u)− xˇ(s− u))2du
=
∫ s−T0
0
(∫ t
s
−axˇ(v − u) + bxˇ(v − u− r)dv
)2
du
≤ a2
∫ s−T0
0
(∫ t
s
∣∣∣∣xˇ(v − u)− 11 + ar
∣∣∣∣+ ∣∣∣∣xˇ(v − u− r)− 11 + ar
∣∣∣∣ dv)2 du
≤ a2
∫ s−T0
0
(∫ t
s
e−κ(v−u) + e−κ(v−u−r)dv
)2
du for all s, t ∈ [T0, T ], s < t.
Then, the rest of the estimate follows from sheer computations,
∫ s−T0
0
(
xˇ(t− u)− xˇ(s− u))2du ≤ a2(1 + eκr)2 ∫ s−T0
0
(∫ t
s
e−κ(v−u)dv
)2
du
= a2
(
1 + eκr
)2 ∫ s−T0
0
e2κudu
(∫ t
s
e−κvdv
)2
≤ a
2
(
1 + eκr
)2
2κ
(
e2κ(s−T0) − 1
)
e−2κs
(∫ t
s
e−κ(v−s)du
)2
≤ a
2
(
1 + eκr
)2
2κ
e−2κT0(t− s)2 for all s, t ∈ [T0, T ], s < t.
Then, for the quantities Q1 = Q(p, T1) and Q2 = Q2(p, T1), deﬁned in (3.4.10) and (3.4.11),
we ﬁnd that
Q1 ≤ e−κT0
√
T1√
p log p
and Q2 ≤ e−κT0 a(1 + e
κr)√
2κ
T1
2p log p
.
And for the corresponding ‖ΓJ (2)‖-term, where ΓJ (2) is deﬁned as Γ in Section (2.1) but
with repect to J (2), another application of the convergence in critical regime serves
‖ΓJ (2)‖ = sup
t∈[T0,T ]
E
[(
J (2)(t− T0)
)2]
= sup
t∈[T0,T ]
∫ t−T0
0
(
xˇ(t− u)− 1
1 + ar
)2
du
≤ sup
t∈[T0,T ]
e−2κT0
∫ t−T0
0
e−2κ(t−T0−u)du.
Therefore, through a substitution v = t− T0 − u we obtain
‖ΓJ (2)‖ ≤ sup
t∈[T0,T ]
e−2κT0
∫ t−T0
0
e−2κv dv = e−2κT0
∫ T−T0
0
e−2κv dv ≤ e
−2κT0
2κ
.
Therefore, for the Fernique coeﬃcient QJ (2) , deﬁned as Q in Section 2.1 but with respect
to J (2), we ﬁnd the following beautiful upper bound
√
‖ΓJ (2)‖ +QJ (2)(T − T0) ≤ e−κT0
(
1√
2κ
+
√
T1√
p log p
+
a(1 + eκr)√
2κ
T1
2p log p
)
. (4.4.7)
Here we recognize the appearing term from the deﬁnition of h0 in (4.4.2). The corresponding
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minimality condition on δ2 implies that
h0
(√
‖ΓJ (2)‖ +QJ (2)(T − T0)
)
≥ δ2.
We ﬁnd an upper-bound estimate for P2 through an application of the Fernique inequality,
which provides
P
{
τ
(2)
δ2
< T
}
≤ P
{
sup
t∈[T0,T ]
∣∣J (2)(t− T0)∣∣ > h0(√‖ΓJ (2)‖ +QJ (2)(T − T0))
}
<
5p2
2h0
e−
h20
2 . (4.4.8)
In order to ﬁnd an upper bound for P3 = P
{∣∣∣J (3)(τ (1)∆ ∧ T1)∣∣∣ > δ3}, we start with an
ease of notations and denote τ = τ (1)∆ ∧ T1 for the rest of the proof. We remember that the
underlying probability space features the completed ﬁltration F = (Ft)t≥0, that is generated
by the Brownian motion, in particular W (t) is measurable with respect to Ft for each t.
Rewriting the term J (1)(t− T0) = (1 + ar)−1W ((t− T0) ∧ 0) emphasizes the ﬁrst essential
observation in this part of the proof which is that {τ ≤ t} ∈ F(t−T0)∧T1 for all t ≥ T0,
because J (1) is nothing but the rescaled Brownian motion time-shifted by T0; Informally
speaking, at time t = T0, the process J (1) starts in (1 + ar)−1W (0) and then traces the
path of the rescaled Brownian motion with the time lag of T0. Hence,
{τ ≤ t} ∈ F(t−T0)∧T1 ⊂ Ft−T0 and therefore, {τ = t} ∈ Ft−T0 for all t ∈ [0, T ].
The second essential observation is, informally speaking, that J (3)(t) evaluated at some
arbitrary t ≥ T0 can only see a time length of T0 into the past. That means all that J (3)(t)
may observe from the path (W (u))u∈[0,t−T0] is the very end point, namely W (t − T0).
And that one can not have any meaning to J (3)(t). To make this idea become a rigorous
argument, that works for the stopping time τ instead of t, it is convenient to introduce the
notion of
W (τ)(t) := W (τ + t)−W (τ) for all t ∈ [0,∞),
the Brownian motion restartet at τ . Let us for a moment consider the integrand of J (3) as
a mapping of two arguments: h(t, u) := xˇ(t − u) for t, u ∈ [0,∞), t − u > −r. Fix tˆ and
consider u 7→ h(tˆ, u). By the integration-by-parts formula, we deduce that
h(tˆ, t)W (t) = h(tˆ, t− T0)W (t− T0) +
∫ t
t−T0
h(tˆ, u)dW (u) +
∫ t
t−T0
W (u)h(tˆ, du)
+
1
2
2
∫ t
t−T0
(dh(tˆ, u))(dW (u)),
where the last term is zero. Therefore, an application of the integration-by-parts formula
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(always understand ˙ˇx(0) as the right-hand derivative in 0) and substituting s = t− u yields
J (3)(t) =
∫ t
t−T0
xˇ(t− u)dW (u) = xˇ(0)W (t)− xˇ(T0)W (t− T0)−
∫ t
t−T0
W (u)
d
du
(xˇ(t− u))du
= W (t)− xˇ(T0)W (t− T0) +
∫ t
t−T0
W (u) ˙ˇx(t− u)du
= W (t)− xˇ(T0)W (t− T0) +
∫ T0
0
W (t− s) ˙ˇx(s)ds.
Introduction of a smart zero τ − τ is feasible even pathwise as τ is pathwise bounded by T1
by deﬁnition. We observe that
J (3)(t) = W (τ + (t− τ))− xˇ(T0)W (τ + (t− τ − T0)) +
∫ T0
0
W (τ + (t− τ − s)) ˙ˇx(s)ds
for all t ≥ T0.
Restating this observation in terms of W (τ) and remembering that xˇ(0) = 1 reveals
J (3)(t) = (W (τ)(t− τ) +W (τ))− xˇ(T0)(W (τ)(t− T0 − τ) +W (τ))
+
∫ T0
0
(
W (τ)(t− τ − s) +W (τ)) ˙ˇx(s)ds
= W (τ)
(
xˇ(0)− xˇ(T0) +
∫ T0
0
˙ˇx(s)ds
)
︸ ︷︷ ︸
=0
+W (τ)(t− τ)− xˇ(T0)W (τ)(t− T0 − τ)
+
∫ T0
0
W (τ)(t− τ − s) ˙ˇx(s)ds
= W (τ)(t− τ)− xˇ(T0)W (τ)(t− T0 − τ) +
∫ T0
0
W (τ)(t− τ − s) ˙ˇx(s)ds
=
∫ τ
τ−T0
xˇ(τ − u)dW (τ)(u) for all t ≥ T0.
The sheer stopping-time property of τ suﬃces to settle the two essential points in the study
of J (3)(τ), both of them contained in the new-start property of Brownian motion:
• The random variable τ and the process W (τ) are actually independent,
• W (τ) is a Brownian motion starting in zero.
Making use of that Brownian-motion new-start property and estimating the Gaussian inte-
gral provides
P
{∣∣∣∣∫ τ
τ−T0
xˇ(τ − u)dW (τ)(u)
∣∣∣∣ > δ3}
=
∫
[T0,T ]
P
{∣∣∣∣∫ t
t−T0
xˇ(t− u) dW (u)
∣∣∣∣ > δ3∣∣∣∣ τ = t}Pτ−1(dt)
= P
{∣∣∣∣∫ t
t−T0
xˇ(t− u) dW (u)
∣∣∣∣ > δ3} ≤ exp
(
− δ
2
3∫ T0
0
xˇ2(u)du
)
.
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The main result of this section, Theorem 4.21, does not suggest particular choices of the
involved parameters  and all that is evident so far is that there are parameter combinations
that are useful in the sense that the probability for an exit up to time T can be achieved
arbitrarily close to one. But the achieved results so far lack to prove that the special
decomposition does more than only leading to additional terms that require concentration
estimates each on their own. And that is the duty of the following corollaries, where we will
show by means of deliberate choices that the result is capable of providing close-to-optimal
estimates. But ﬁrst, let us point out why it might be a fruitful attempt to compare the
typical SDDE solution's ﬁrst-exit-time behavior to Brownian motion. The ﬁrst faint hint
was given in Proposition 4.19, where we have seen that the variance process (var y(t))t∈[0,∞)
behaves like
var y(t) =
T
(1 + ar)2
(
1 +O(T−1)
)
for big T.
From that point was rather keen to propose the question in how far there might be further
analogues to phenomena of a rescaled Brownian motion W (t) := W (t)/(1 + ar), t ∈ [0,∞).
The apparently dissimilar stochastic diﬀerential law does not strengthened that suspicion.
What we take as a second brief hint are the concentration inequalities for (y(t))t∈[−r,∞)
from the previous section, and which are actually surprisingly similar - at least to some
extent - to the one we know from Brownian motion. And so the goal of this section is to
study in how far the typical ﬁrst-exit time of solution paths is similar to the ﬁrst-exit-time
behavior of Brownian motion in terms of small-ball probabilities. Regarding concentration
inequalities it is convenient to study ﬁrst-exit time distribution from a tube with diameter
of a multiple of the standard deviation of the examined process. We carry this general idea
over to the small-ball probabilities and observe in the case of a rescaled Brownian motion
that
P
{
sup
s∈[0,T ]
|W (s)| > h
√
varW (T )
}
≥ 1− 4
pi
exp
(
− pi
2
8h2
)
. (4.4.9)
Of course, this is only a trivial reformulation which relates times horizon and boundary. To-
gether with the originally stated version of the small-ball probabilities for Brownian motion
in (4.4.1), it covers the cases with radii hT 0 and hT
1
2 . This motivates the slightly more
general setting, where the boundary scales with Tα for some α ∈ [0, 1/2].
In the case of rescaled Brownian motion (W (t)/(1 +ar))t∈[0,T ], result (4.4.1) implies for the
ﬁrst-exit-time distribution from a symmetric interval [−hTα, hTα]:
P
{
sup
s∈[0,T ]
|W (s)| > h
1 + ar
Tα
}
≥ 1− 4
pi
exp
(
− pi
2
8h2
T 1−2α
)
for every α ∈ R. (4.4.10)
We restrict to the case α ∈ [0, 12 ], because it covers the aspects that are mainly interesting
for our purpose. The only additional assumption in the following corollary is the relatively
weak requirement that the time horizon T is supposed to be big enough, and we will be
rather explicit concerning the necessary size of T . With regard to the dependence between
time horizon and boundary width for some α ∈ R, we consider time dependent quantities
δ1(T ), δ2(T ), δ3(T ) that describe the tube width, and we maintain to write ∆T = δ1(T ) +
δ2(T )+δ3(T ). The subsequent corollaries are based on particular choices for those quantities
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depending on α. Besides the fact that the boundary parameters δ1, δ2, δ3 now depend
on time, it is convenient to regard h0 = h0(T ) from (4.4.2) as time dependent. Then a
reformulation of the main theorem reads
P? := P
{
sup
s∈[0,T ]
|y(s)|
σ
>
δ1(T )
1 + ar
}
≥ 1− 4
pi
exp
(
− pi
2
8∆2T
T1
)
− 5p
2
2
exp
(
−h
2
0
2
)
− exp
(
− δ
2
3(T )
2v(T0)
)
,
and for easier comparing, we put a label to each of the bounds:
P 1 :=
4
pi
exp
(
− pi
2
8∆2T
T1
)
, P 2 :=
5p2
2
exp
(
−h
2
0
2
)
, P 3 := exp
(
− δ
2
3(T )
2v(T0)
)
.
For all three corollaries, we choose T0 = log T1, and for an ease of notations, we let p = T1 ∈
N implicitly ignoring the integer-value restriction. The following constants will simplify the
study of the relation between the diﬀerent probabilities for given δ1(T ), δ2(T ), δ3(T );
Cˆ0 :=
pi2
8(δ1(T ) + δ2(T ) + δ3(T ))2
,
Cˆ1 :=
√
1
2κ
+
√
T1√
p log p
+
a(1 + eκr)√
2κ
T1
2p log p
=
1√
2κ
+O
(
1
log T1
)
,
Cˆ2 :=
5pip2
8
∈ O(T 21 ).
Then, we may rewrite
P 1 =
4
pi
exp
(− Cˆ0T1) and P 2 = 4
pi
Cˆ2 exp
(
−δ
2
2(T )e
2κT0
2Cˆ21
)
.
Corollary 4.23. In case α ∈ (1/4, 1/2), for arbitrary h > 0 we let δ1(T ) = hTα1 , δ2(T ) =
hε2T
α
1 , and δ3(T ) = hε3T
α
1 , where ε2 and ε3 are arbitrarily small positive constants. Assume
T = T0 + T1 with T0 = log T1 to be big enough such that the following properties hold;
pi2
8h2(1 + ε2 + ε3)2
+
log Cˆ2
T 1−2α1
≤ h
2ε22T
4α−1
1 T
2κ
1
2Cˆ21
, (4.4.11)
T 4α−11
log T1
≥ pi
2
4h4(1 + ε2 + ε3)2ε23
− 2 log
4
pi
h2ε23T
1−2α
1
. (4.4.12)
Then the following concentration inequality holds true,
P
{
sup
s∈[0,T ]
|y(s)|
σ
>
h
1 + ar
Tα
}
≥ 1− 12
pi
exp
(
− pi
2
8h2(1 + ε2 + ε3)2
T 1−2α1
)
.
Proof. Note that condition (4.4.11) can be equivalently written as
pi2
8h2(1 + ε2 + ε3)2
+
log Cˆ2
T 1−2α1
≤ h
2ε22T
4α−1
1 T
2κ
1
2Cˆ21
⇔ pi
2T 1−2α1
8h2(1 + ε2 + ε3)2
≤ h
2ε22T
2α
1 e
2κ log T1
2Cˆ21
− log Cˆ2
⇔ Cˆ0T1 ≤ δ
2
2(T )e
2κT0
2Cˆ21
− log Cˆ2 ⇔ P 1 ≥ P 2.
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And condition (4.4.12) implies
T 4α−11
log T1
≥ pi
2
4h4(1 + ε2 + ε3)2ε23
− 2 log
4
pi
h2ε23T
1−2α
1
⇔ h
2ε23T
4α−1
2 log T1
≥ pi
2
8h2(1 + ε2 + ε3)2
− log
4
pi
T 1−2α1
⇒ h
2ε23T
2α
2v(T0)
≥ pi
2
8h2(1 + ε2 + ε3)2
T 1−2α1 − log
4
pi
⇔ P 3 ≤ P 1,
where in the last step we have used that v(T0) ≤ T0 = log T1.
Corollary 4.24. Let α ∈ (0, 1/4) and δ1(T ) = hε1Tα1 , δ2(T ) = hε2Tα1 , δ3(T ) = hTα1 for
arbitrarily small constants ε1 > 0 and ε2 > 0. We assume T = T0 + T1 with T0 = log T1 big
enough to satisfy
log T1 > max
{
5
2κ
(1 + ar)2, 2 log(1 + ar) + 4(1 + ar)
}
,
pi2T 1−4α1
8h4(ε1 + ε2 + 1)2
− log
4
pi
T 2α1 h
2
≥ (1 + ar)
2
log T1
,
ε22T
2κ
1
2Cˆ1
− T−2α log 5T
2
1
2
≥ (1 + ar)
2
log T1
.
Then,
P
{
sup
s∈[0,T ]
|y(s)|
σ
>
h
1 + ar
Tα
}
≥ 1− 3 exp
(
− h
2T 2α1
2 log T1
)
.
Proof. From the ﬁrst condition on T1 Proposition 4.19 is applicable and provides that
v(T0) ≥ log T1
2(1 + ar)
.
A straightforward reformulation of the second and third condition lead to P 1 ≤ P 3 and
P 2 ≤ P 3 just as in the proof of the previous corollary.
Corollary 4.25. In case α = 1/4 let δ1(T ) = hT
α
1 , δ2(T ) = hε2T
α and δ3(T ) = hε3T
α
1 log T1
for arbitrary small ε2, ε3 > 0. Here we consider T = T0 + T1 with T0 = log T1 to satisfy
pi2
8h2(1 + ε2 + ε3 log T1)2
≤ T
2κ
1 ε
2
2h
2
2Cˆ21
− log Cˆ2√
T1
,
pi2
8h2(1 + ε2 + ε3)2
− log 4
pi
≤ ε
2
3h
2 log T1
2
.
Then,
P
{
sup
s∈[0,T ]
|y(s)|
σ
>
h
1 + ar
Tα
}
≥ 1− 12
pi
exp
(
− pi
2
8h2(1 + ε2 + ε3 log T1)2
T 1−2α1
)
.
Proof. As before, reformulating the conditions on T1 yields P 1 ≥ P 2 and P 1 ≥ P 3.
Remark 4.26. a) It is worth mentioning that in the three above corollaries the respective
conditions on T1 are satisﬁed if only T is big enough, where we preferred to make the
necessary size of T1 rather explicit.
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b) Comparing the result of Corollary 4.23 and the reformulated Brownian motion's small-
ball probabilites in (4.4.10) shows that the main theorem actually provides useful results
cherishing the decomposition method that we applied during the proof. In fact, the corre-
sponding exponent from the rescaled Brownian motion case can be achieved up to arbitrary
small correction in terms of the prefactor of T 1−2α, which means that
T 1−2α1 = (T − log T1)1−2α = T 1−2α
(
1 +O
(
log T1
T
))
when T is big.
c) To some extend Corollary 4.24 shows the limit of the main theorem. When the boundary
is chosen relatively small compared to the time horizon, we can no longer achieve an
exponent that resembles the one of rescaled Brownian motion.
The implications of the main theorem have so far primarily aimed for best-possible exponents
in concentration results while few attention has been payed to the prefactors. So far, a factor
of 3 appears in the above corollaries which reﬂects the technique of only using the dominant
term P 1 or P 3 as an upper bound for the other two occuring probabilities. But, this is
no real issue because an additional factor log 3 can easily be compensated in the exponent
in all of the settings in corollaries 4.23 to 4.25. Only for α = 1/2 this is no longer true
since T 1−2α = 1. And for that reason there is one more corollary to cover the special case
α = 1/2.
Corollary 4.27. In case α = 1/2 we let γ ∈ (0, 1/2) and δ1(T ) = h
√
T1 , δ2(T ) = hε2T
γ
1 ,
δ3(T ) = hε3T
γ
1 . Then,
P
{
sup
s∈[0,T ]
|y(s)|
σ
>
h
1 + ar
√
T1
}
≥ 1− 4
pi
exp
(
− pi
2
8h2
(
1 +O
(
T
γ− 12
1
)))
.
Proof. The proof is due to a couple of simple estimates:
P 2
P 1
=
5piT 21
8
exp
−h2ε22T 2γ+2κ1
2Cˆ21
+
pi2
8h2
(
1 + ε2T
γ− 12
1 + ε3T
γ− 12
1
)2

= exp
−h2ε22T 2γ+2κ1
2Cˆ21
+ log
(
5piT 21
8
)
+
pi2
8h2
(
1 + ε2T
γ− 12
1 + ε3T
γ− 12
1
)2
 ,
P 3
P 1
= exp
−h2ε23T 2γ1
2v(T0)
+ log
(
4
pi
)
+
pi2
8h2
(
1 + ε2T
γ− 12
1 + ε3T
γ− 12
1
)2

≤ exp
−h2ε23T 2γ1
2 log T1
+ log
(
4
pi
)
+
pi2
8h2
(
1 + ε2T
γ− 12
1 + ε3T
γ− 12
1
)2
 .
Let us for a moment denote ξ := ε2T
γ− 12
1 + ε3T
γ− 12
1 and ζ =
P 2
P 1
+ P 3
P 1
, then, by means of a
Taylor expansion, we reformulate the leading term
1
(1 + ξ)2
= 1− 2ξ +O(ξ2) for small ξ, i.e. big T,
log(1 + ζ) = ζ +O(ζ2) for small ζ, i.e. big T.
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Combining the estimates we ﬁnd that
P 1 + P 2 + P 3 =
pi
4
exp
(
− pi
2
8h2(1 + ξ)2
)
(1 + ζ)
=
pi
4
exp
(
− pi
2
8h2
(
1− 2ξ +O(ξ2))+ log(1 + ζ)) .
And as clearly ζ = O(T γ− 12 ), the claim follows.
Remark 4.28. Keeping in mind that
√
var y(T1) ∼ σ1+ar
√
T1 (see Proposition 4.19), and√
T1 =
√
T
(
1 +O
(
log T1
T1
))
, the above corollary beautifully resembles the according small-
ball probability of Brownian motion in (4.4.9).
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5. From Uniform Stability to Instability
The variety of RFDEs is far too rich to reasonably wish for a uniform discription of typi-
cal stochastically perturbed path behavior in terms of concentration inequalities in general.
We will focus on a particular generalization of potential-driven SDEs which are not only
subject to an instantaneous potential-induced feedback, but also feel the time-delayed feed-
back coming from a second, possibly diﬀerent potential. For one thing this constitutes a
straightforward generalization of the classical potential-driven SDEs and was considered
e.g. in [FI05], and for another thing, it is also the obvious generalization of SDDEs from
Chapter 4 to time dependence and non-linearity. There are two applications that serve as
paragons for our study. The ﬁrst one is a variant of the linear SDDE (4.0.1), which we
studied for constant coeﬃcients in Section 4. We will equip the diﬀerential law with time-
dependent coeﬃcients that slowly travel out of the area of stability S which we sketched in
Figure 4. The second is the symmetric pitchfork bifurcation. Details are presented in the
Example 5.32.
5.1. Setting and the Replacement System
We will generally keep the assumption of a ﬁxed delay length, although it is not strictly
necessary. We will consider the topic in hindsight in Subsection 5.3.5 to give some details
why and how the derived results can be directly extended to more general delay feedback.
In general, ﬁxing the time delay r > 0, we end up with systems of the formdx(t) = f˜(x(t), t, x(t− r), t− r)dt+ σdW (t) for t ∈ [0, τ),x0 = Υ, (5.1.1)
where we assume that Υ ∈ C(J,R), τ := inf{t ≥ 0 : (x(t), t, x(t − r), t − r) /∈ D˜} for some
appropriate domain D˜ ⊂ R× [0,∞)×R× [0,∞). As usual, random perturbation through
Brownian motion is scaled by the factor σ > 0. The systemic inﬂuence from the current
position and delay-related inﬂuence are supposed to add up, which means we assume that
the drift term in (5.1.1) can be represented as
f˜(x, t, y, t− r) = f(x, t) + g(y, t) for all (x, t, y, t− r) ∈ D˜. (5.1.2)
For notational purpose, we reduce the time dependence of both coeﬃcients to t. This might
seem to be a simpliﬁcation, but as long as the delay r is deterministic, this is only a matter
of deﬁnition. We conveniently assume that the coeﬃcients f and g share the same domain.
And that common domain D ⊂ R × [0,∞) of f and g together with the two mappings
f and g are assumed to fulﬁll a catalog of conditions that we are going to present and
motivate below. Speciﬁc assumptions that rely on the state of the transition phase will be
added in the corresponding subsequent subsections. The reason why we do not phrase all
conditions at once, but only reinforce them stepwisely is this: We will consider more general
situations for instance in the uniformly stable phase, while our techniques for the transition
phase require stricter assumptions. Those crucially depend on the nature of the very point
where systemic properties change. Those properties are usually linked to diﬀerent types of
bifurcation points.
• The coeﬃcient functions f and g are supposed to be twice continuously diﬀerentiable in
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their spatial argument and also twice continuously diﬀerentiable in their time argument,
and their derivatives bounded in D. The set of those functions is denoted by C2,2b , and
we use the common short-hand notations
hx(x, t) =
∂
∂x
h(x, t), hxx(x, t) =
∂2
∂x∂x
h(x, t), ht(x, t) =
∂
∂t
h(x, t) for all x, t,
and in the same way the mixed derivatives are denoted hxt = htx are at least continuous
and bounded.
• Bounded continuous diﬀerentiability of f(·, ·), g(·, ·) ensures the existence of ((x, t)-uniform)
constants
mf := sup
(x,νt)∈D
|ft(x, t)| <∞,
mg := sup
(x,νt)∈D
|gt(x, t)| <∞,
dg := sup
(x,νt)∈D
|gx(x, t)| <∞,
df := sup
(x,νt)∈D
|fx(x, t)| <∞.
We denote M := mf +mg.
We assume that the system evolves slowly in time and we will control that speed with a small
parameter ν > 0. This assumption is natural, since there is no hope for path-concentration
behavior if the system changes wildly. Thus, based on (5.1.2), we will consider systems of
the formdx(t) =
[
f(x(t), νt) + g(x(t− r), νt)
]
dt+ σdW (t) for t ∈ [0, T/ν],
x0 = Υ.
(5.1.3)
It is worth mentioning that the random noise term is unaﬀected by this modiﬁcation.
The one-dimensional setting generally allows for an interpretation of (5.1.3) as potential-
driven diﬀerential law. To this end denote F (x, νt) :=
∫ x
0
f(u, νt)du and G(x, νt) :=∫ x
0
g(u, νt)du for all (x, νt) ∈ D. Then, the diﬀerential law (5.1.3) can be written as
dx(t) = −∇xF (x(t), νt)dt−∇xG(x(t− r), νt)dt for all t ∈ [0, T/ν].
Here ∇xF for instance denotes the derivative of F with respect to the ﬁrst argument. In
particular, slow evolution in t visually means that the steepest slope of the potentials F (x, νt)
and G(x, νt) with respect to time scales with ν > 0, i.e.
sup
(x,νt)∈D
∣∣∣∣ ddtf(x, νt)
∣∣∣∣+ sup
(x,νt)∈D
∣∣∣∣ ddtg(x, νt)
∣∣∣∣ ≤ νM.
As a key tool for the description we introduce the replacement (ordinary) SDEdx(t) = f(x(t), νt)dt+ g(x(t), νt)dt+ σdW (t) for t ∈ [0, T/ν),x(0) = Υ(0) ∈ R. (5.1.4)
Through a time change νt = s, we receive an equivalent fast-time formulation of the system
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(5.1.4):ν dx(s/ν) = f(x(s/ν), s)ds+ g(x(s/ν), s)ds+ σ√ν dW˜ (s) for s ∈ [0, T ),x(0) = Υ(0). (5.1.5)
This is convenient, because accelerated Brownian motion (W (t/ν))t≥0 has the same distri-
bution as the rescaled Brownian motion (ν−
1
2W (t))t≥0. The notation W˜ emphasizes that
it is not the original Brownian motion that we consider in that place. Setting σ = 0, the
diﬀerential law of (5.1.5) can be regarded as a slow-fast system via
ν x˙(t) = f(x(t), y(t)) + g(x(t), y(t)),
y˙(t) = ν,
}
for t ≥ 0,
with initial conditions: x(0) = Υ(0), y(0) = 0.
(5.1.6)
The multiple reformulation of the system provides that we can acquire results from slow-fast
dynamical systems to learn about the intuitively arranged System 5.1.3. It is the central
point of the subsequent sections to specify and verify that. We continue with the deﬁnition
and notations regarding equilibrium branches and adiabatic solutions. We refer to the
collection of (x, t)-tuples from D that satisfy f(x, t) + g(x, t) = 0 as the slow (replacement)
manifold
M := {(x, νt) ∈ D : f(x, νt) + g(x, νt) = 0}.
We assume that there is a continuous equilibrium branch (x?(t), νt)t∈[0,T/ν] that lies in
M and that the potential curvature A?(t) := fx(x?(t), νt) + gx(x?(t), νt) along that path
satisﬁes:
A?(t)

< 0 for all t < T˜2/ν,
= 0 if and only if t = T˜2/ν,
> 0 for all t > T˜2/ν.
Here T˜2 is chosen independently of ν. We will refer to A?(t), t ∈ [0, T/ν], as the stability ma-
trix and it may be interpreted as the curvature of the potential (F+G)(x, νt) along the equi-
librium branch x?. We identify the continuous equilibrium branch x? = (x?(t), νt)t∈[0,T/ν]
with the process x? = (x?(t))t∈[0,T/ν] referring to both of them simply using the declaration
x?.
• The C2,2b -condition on f and g ensures that intersections of equilibrium branches can
only occur in T2/ν due to the implicit-functions theorem. It provides that the equi-
librium branch x? is C1 and
d
dt
x?(t) =
(
A?(t)
)−1
·
(
ν(ft + gt)(x
?(t), νt)
)
for all t 6= T˜2/ν, (5.1.7)
where t 6= T˜2/ν ensures that the stability matrix satisﬁes A?(t) 6= 0. This equilibrium-
branch concept does neither depend on time-delayed inﬂuence nor on any initial seg-
ment, and is therefore a suitable choice as a reference.
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• To avoid technical issues, we assume that D generally has suﬃciently nice properties,
i.e.
B For suﬃciently small ν > 0, the equilibrium branch x? remains insideD, bounded
away from the boundary ∂D.
B There are constantsR−, R+ > 0 such that [−R−, R−]×[0, T/ν] ⊂ D ⊂ [−R+, R+]×
[0, T/ν].
B To have ﬁrst-exit-times be stopping times, we further assume D to have a suﬃ-
ciently nice boundary.
We will identify the uniformly stable phase with the slow time interval [0, T0/ν]. In con-
trast to T˜2, T˜3 there is no canonical choice for T0. To motivate the concept of a ν-adiabatic
solution we proceed with a review of the existence of ν-adiabatic solutions and the slaving
principle through the following remark:
Remark 5.1 (Review). In the above situation suppose that the stability (scalar) matrix is
negative and bounded away from zero over [0, T0/ν]. Then, if the deterministic counterpart
of the diﬀerential law of (5.1.4), i.e.{
dx(t) = f(x(t), νt)dt+ g(x(t), νt)dt for t ∈ [0, T0/ν), (5.1.8)
evolves slow enough, i.e. ν is small enough, there exists a solution (xad(t))t∈[0,T0/ν] of
(5.1.8) that remains close, which means at a distance of order ν, to the equilibrium branch.
Such a particular solution will be called a ν-adiabatic solution. Furthermore there is an
open environment Eν ⊂ D, that contains x?, and all solution paths that are initiated at
some (x, νt) ∈ Eν run exponentially fast to the adiabatic solution. This phenomenon is
sometimes referred to as the slaving principle. Its establishment goes back to the work of
Tikhonov [Tih52] and Grad²ten [Gra53]. The existence of an adiabatic manifold in a close
neighborhood of the slow manifold follows from Fenichel's geometric approach to perturbation
theory [Fen79], see also [BG06] or [Kue15] for details and further references. As indicated,
the listed literature provides the result for the fast-time variant (5.1.6) of the system.
As another convention we will assume that the equilibrium branch and the ν-adiabatic
solution exist over the whole interval [−r, T/ν].
Remark 5.2. In principle, we think of the system to exist from time −r on, while the
observation time starts in 0, and this way we compensate the interpretational dilemma that
arises from the need of an initial segment to have the retarded diﬀerential equation well-
deﬁned.
Regarding the adiabatic solution and the instantaneous feedback, the following properties
are supposed to hold. The ﬁrst one is a restriction especially on the bifurcation. The second
requires a positive curvature of the instantaneous potential F . The third one is a minimal
assumption on the domain.
• xadν is a ν-adiabatic solution throughout [−r, T/ν]. Over [−r, 0] this is the above
stated convention. Due to the Fenichel theory it is naturally given over [0, T0/ν], but,
apart from that, it is an assumption that partly characterizes the form of transitions
83
p0
t
y
Figure 7: An illustration of the slaving principle, where p0 symbolically stands for some ab-
stract parameter. The blue surface represents a slow stable manifold, the green one
the adiabatic manifold which lies in a close neighborhood of the slow manifold. If
the time is rescaled by a small factor ν, then there is an adiabatic manifold within
an O(ν)-neighborhood of the slow manifold. The dotted line represents a particular
solution that lies on the adiabatic manifold and which is therefore referred to as
adiabatic solution. The full line indicates how an arbitrary solution is attracted by
a corresponding adiabatic solution.
that we are going to study and describe. This assumption is satisﬁed for instance if
the potential F +G features a symmetric pitchfork bifurcation, while it is not in the
asymmetric case.
• The potential F (x, νt), that refers to the instantaneous feedback, is stabilizing along
the equilibrium branch with a curvature that is bounded away from 0, which means
that
fx(x
?(t), νt) < −a˜− < 0 for all t ∈ [0, T/ν]. (5.1.9)
• We assume that ν > 0 is suﬃciently small that, next to the continuous equilibrium
branch x?, also the ν-adiabatic solution xadν remains in D, bounded away from its
boundary ∂D. We use the short-hand notations
a(t) := −fx(xadν (t), νt),
b(t) := gx(x
adν (t− r), νt) for all t ∈ [0, T/ν].
(5.1.10)
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We further assume that a(·) > a− > 0 for all t ∈ [0, T/ν] and some a− > 0. This
assumption is generally satisﬁed for arbitrary a− < a˜− if ν is small enough, because
of the preceding item of this list.
The initial maximal distance between the solution (x(t))t∈[0,T/ν] of (5.1.3) and the adiabatic
solution over [−r, 0] is denoted by
sup
t∈[−r,0]
|x(t)− xadν (t)| =: ‖Υ0‖ <∞, (5.1.11)
and ‖Υ0‖ is assumed at least not to be too big. Honestly, this is an assumption for the comfort
of notation. In general there is no convenient concept to describe the initial inﬂuence of the
delayed feedback when a system start is considered in t = 0, and there are possibly diﬀerent
interpretations for the delayed feedback on [0, r], when the system originates only in t = 0.
We are going to specify the respective conditions later on. Regarding the nonlinearity, we
assume that there are constants Ng, Nf > 0 and remainders Rf ,Rg : R× [0, T ]→ R such
that
f(xadν (t) + y, νt) = f(xadν (t), νt) + fx(x
adν (t), νt)y +Rf (y, νt) with
|Rf (y, νt)| ≤ Nfy2 for all (xadν (t) + y, νt) ∈ D,
g(xadν (t− r) + y, νt) = g(xadν (t− r), νt) + gx(xadν (t− r), νt)y +Rg(y, νt) with
|Rg(y, νt)| ≤ Ngy2 for all (xadν (t− r) + y, νt) ∈ D,
and for convenience, denote N := Nf +Ng. We are going to continuously track the role of
the nonlinearity although it is neither supposed to be big nor to be small. In order to do so,
we will explicitly list the N -terms in the Landau symbols O(·). We will generally assume
that νN < 1.
The collection of properties, that we have just stated, concerning the existence of an equi-
librium branch and a ν-adiabatic solution, the appropriate domain, slow time, and so forth
does really only depend on the concept of the replacement system (5.1.4). The whole setting
is arranged in a manner that makes established results applicable. That includes the exis-
tence of the ν-adiabatic solution as well as the techniques of [BG06] providing concentration
inequalities concerning the replacement system. But, roughly speaking the approach bears
the ﬂaw that the delay-inﬂuenced underlying deterministic version of the system (5.1.3)
and the constructed ν-adiabatic solution do not share the same diﬀerential, not even up to
nonlinearity. The reason why we did not choose some appropriate adiabatic solution with
respect to the delay-inﬂuenced law is the following:
• The equilibrium branch is no longer uniquely deﬁned. Proceeding as before, i.e. choos-
ing
x?(t) such that f(x?(t), t) + g(x(t− r)?, t− r) = 0,
leads to an equilibrium-branch concept that depends on an initial segment and there
is no ultimately convenient choice for that. For example one might take the respective
initial segment Υ ∈ C([−r, 0]), but such a path dependence is highly undesirable for
an attempt of a uniform description of sample paths.
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Status report. What we have arranged is a setting that features a well-deﬁned equilibrium
branch concept. And based on that we have established the existence of a ν-adiabatic solution
in uniform stable environment and, by assumption, over the whole time interval [0, T/ν].
There are well-known systems of potential driven SDEs that satisfy these assumptions; or
at least that have a decomposition of f and g such that the assumptions are satisﬁed. Fur-
thermore, the concentration behavior of solutions can be comfortably compared to the related
results established in the literature. Altogether, the consideration of an adiabatic solution
of the delay-free replacement system provides numerous beautiful properties that make it an
ideal reference object. In that regard, the delay-inﬂuence term that originally acts on the
diﬀerential law (5.1.3) is understood as a perturbation of the nonlinear replacement system
(5.1.4).
Remark 5.3. The diﬀerent phases of transition will be characterized through time points
T0
ν ,
T1
ν ,
T2
ν , . . ., which are related to the potential curvature along a ν-adiabatic solution. But,
as the ν-adiabatic solution is not unique, this leads to a blur in the deﬁnition of time points.
This inaccuracy will be only of order 1 in slow time and of order ν in the fast-time formu-
lation, for instance:
T˜2 = inf{t ∈ [0, T/ν] : f(x?(t), νt) + g(x?(t), νt) = 0},
T2 := inf{t ∈ [0, T/ν] : f(xadν (t), νt) + g(xadν (t− r), νt) = 0}. (5.1.12)
Then, under the given assumptions T˜2 − T2 = O(ν). And therefore, we will neglect it and
proceed as if the ν-adiabatic solution as well as the corresponding points in time were uniquely
deﬁned.
5.1.1. Justiﬁcation for the Approach
The previous subsection has presented a comfortable basic setting serving a ν-adiabatic so-
lution that provides an excellent basis for comparisons with deterministic and stochastically
perturbed systems in the delay-free case. This subsection is solely devoted to the presenta-
tion of the results that will be achieved in the course of the subsequent sections. Thereby, it
also serves as a justiﬁcation. Roughly, the subsequent study is divided into two parts: The
ﬁrst part describes the uniformly stable phase in Subsection 5.2, while the actual transition
phase is studied in the second part in Subsection 5.3. Due to the necessary reinforcements
of restrictions, the two parts have been separated. Figure 8 serves an illustration of the
diﬀerent transition phases an typical pathwise behavior. In order to simplify comparisons
with the results of [BG06], all time lengths are stated in fast time, although the description
as well as the subsequent validation of results will use the slow-time formulation.
• Initial layer. In practice, concentration properties can sometimes only be established
after the system has cooled down, which means after initial conditions have been mostly
compensated and the system has approached some kind of invariant state. In that
situation the initial time interval that is needed for relaxation is regularly referred to
as an initial layer. Our study begins in Subsection 5.2 with the system in a uniformly
stable regime, especially because it is the only phase of the transition, where we can
deal with initial-layer phenomena in principle. We will show that during the uniformly
stable phase [0, T0/ν], a solution path initiated at a distance up to order 1 from the
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ν-adiabatic solution xadν typically approaches xadν up to a size of order ν within a
fast time of order
√
ν | log ν| with high probability if only σ < ν| log ν| . In the delay-free
case, this cool-down time typically is of order |ν log ν|.
• Uniformly stable phase. Once the process has entered an environment of order ν
around xadν , we will show that
P
{
sup
s∈[0,T0/ν]
|y(s)|√
ζ(s)
> h
}
≤ T0
ν2
exp
(
−(1− γ) h
2
4σ2
(
1 +O(ν| log ν|)
))
,
where y(t) = x(t) − xadν (t), ζ(t) = 12(a(t)−|b(t)|) with a(·) and b(·) deﬁned in (5.1.10)
and 1−γ := mint∈[0,T0/ν] 1− |b(t)|a(t) . It is worth emphasizing that ζ is deﬁned with regard
to the delay-free replacement system, which provides easier comparability. Further,
the h must be chosen at least of order ν. The applied approach is closely related to the
method from [BG06, Proposition 3.1.5] which we will call Bernstein-based approach,
see also A.1. In contrast to the delay-free case, the exponent features an additional
factor 1−γ2 , and this one can not be improved further than to 1− γ with the method
we apply.
• Shallow curvature. The above introduced γ can naturally be seen as a measure of
stability; details are given in Theorem 5.4 below. We consider the fast-time point T1
as the point where 1− |b(T1/ν)|a(T1/ν) =
√
ν | log ν|. We will show that a typical solution path
remains within a distance of order
√
ν up to T1 in Subsection 5.3.1.
• Loss of stability, increasing instability. As we mentioned before, the path behav-
ior through the bifurcation point T2/ν, deﬁned in (5.1.12), crucially depends on the
kind of bifurcation. Considering symmetry conditions similar to the symmetric pitch-
fork, where the equilibrium branch and the ν-adiabatic solution coincide and form
a ﬂat line through the bifurcation point, we will show that a typical solution path
remains in an environment of order
√
ν at least for a fast time T3 − T2 of order
√
ν
after the bifurcation point. In particular, quadratic nonlinearity is assumed to vanish
and to be of order at most
√
ν | log ν| in [T1, T2], and at most of order
√
ν in [T2, T3].
This transition is divided into two parts considered in Subsection 5.3.2 and Subsection
5.3.3.
• Early exit. Subsection 5.4 deals with the question how long a solution path typically
needs to exit from a neighborhood of order 1 from the unstable equilibrium branch. Ne-
glecting nonlinear terms in the diﬀerential law, a transformation to a nonautonomous
analogue of the critical regime is established. Under further simpliﬁcations we will
show that typically a fast time T −T3 of order
√
ν | log σ| suﬃces for the path to leave
an environment of order 1 around the adiabatic solution.
In Subsection 5.3.4 we consider a further reinforcement of assumptions and conﬁne to the
special case of uniformly symmetric potentials F and G rather than assuming that they are
only symmetric at the transition time T2. That implies the absence on quadratic nonlinear
inﬂuence and provides a signiﬁcant improvement in the description of the phase between
uniformly stable phase and the shallow-curvature phase [T0, T1].
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tT0 T1 T2 T3 T
y(t)
O(1)
O(√ν | log(ν)|)
O(ν)
O(√ν )
Adiabatic solution xadν
Equilibrium branch x?
O(√ν | log ν|)
O(√ν )
Figure 8: Sketch of the typical path behavior during diﬀerent transition phases. All time
points and durations are labeled in fast-time.
5.2. Uniform Stability
In order to establish concentration phenomena for the system (5.1.3) in the uniformly stable
phase [0, T0/ν] we start with the consecutive-boxes approach in Subsection 5.2.1 that espe-
cially provides a treatment for the solutions that start at some distance from the equilibrium
branch, and the adiabatic solution respectively. The resulting typically contractional behav-
ior is represented in the Figure 8 through the light-blue double-sided environment of boxes
centered around xadν and the clear blue tube of size ν. Once the initial conditions have been
mostly compensated through consecutive boxes, through the Bernstein-based approach we
present a technique similar to [BG06] in the subsequent part 5.2.2.
As usual uniform stability is characterized by the property that all eigenvalues of the sta-
bility matrix have negative real parts and these are bounded away from zero. In our
simple dimension-one case, the stability scalar (matrix) at (x?(s), νs), given by A?(s) =
fx(x
?(s), νs)+gx(x
?(s), νs), has an easy form; the only eigenvalue of A?(s) is its very value.
Therefore, the uniform stability is characterized by the existence of some κ > 0, such that
A?(s) < −κ < 0 for all s ∈ [−r, T0/ν], (5.2.1)
and κ must be independent of ν for suﬃciently small ν. That prevents us for instance
from choosing T0 such that A?(s) = O(ν). As we reviewed in some detail in Remark 5.1,
through [BG06, Theorem 2.1.8 (Existence of an adiabatic manifold)] or [Kue15, Theorem
3.1.4 (Fenichel's theorem)] the uniform stability assumption (5.2.1) provides the existence
of a ν-adiabatic solution xadν (t) = x?(t) +O(ν). In other words, for all ν ∈ (0, ν0], there is
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a constant δ = δ(ν0) > 0, that only depends on ν0, such that∣∣xadν (t)− x?(t)∣∣ ≤ δν for all t ∈ [0, T0/ν]. (5.2.2)
As a notational convention we will generally assume that a ν-adiabatic solution satisﬁes
(5.2.2). Uniform stability of the equilibrium branch is the key to path concentration in the
delay-free replacement system given that time evolves suﬃciently slow. In order to achieve
analogue results in the delay-inﬂuenced case, we need the additional assumption that
|b(t)| < a(t) for all t ∈ [0, T0/ν]. (5.2.3)
That kind of assumption is unnecessary when only considering the replacement solution.
In particular, a big negative b(·) is advantageous for the stability there, but regarding the
delay-inﬂuenced case, a negative b(·) is no longer necessarily tame and welcome, because if
it is suﬃciently big, it will trigger oscillations with exponentially increasing amplitude.
Proposition 5.4 (Characterization of (5.2.1)&(5.2.3)). Consider the setting of Subsection
5.1. For suﬃciently small ν > 0, the uniform stability condition (5.2.1) together with (5.2.3)
is equivalent to the existence of some γ¯ > 0, independent of ν, such that
1− max
s∈[0,T0/ν]
|b(s)|
a(s)
> γ¯. (5.2.4)
Proof. By slow evolution of the equilibrium branch through (5.1.7) we also have slow evolu-
tion of the adiabatic solution xadν , i.e. |xadν (t)−xadν (t− r)| = O(ν) for t ∈ [r, T0/ν]. Then
uniform continuity of fx and gx provide that
|fx(x?(t), νt)− fx(xadν (t), νt)| = O(ν),
|gx(x?(t), νt)− gx(xadν (t− r), νt)| = O(ν)
}
for all t ∈ [0, T0/ν]. (5.2.5)
And hence, the uniform hyperbolicity assumption (5.2.1) and (5.2.3) imply that for suﬃ-
ciently small ν there is κ¯ > 0 such that
fx(x
adν (t), νt) + |gx(xadν (t− r), νt)| < −κ¯
⇔ |fx(xadν (t), νt)| − |gx(xadν (t− r), νt)| > κ¯
⇔ 1− |gx(x
adν (t− r), νt)|
|fx(xadν (t), νt)| >
κ¯
|fx(xadν (t), νt)| for all t ∈ [0, T0/ν].
The ﬁnal term in the above equivalence relation is in (0, 1), because fx is bounded. Therefore,
for suﬃciently small ν, there is
γ¯ = 1− inf
t∈[0,T0/ν]
κ¯
|fx(xadν (t), νt)| ∈ (0, 1)
such that
|b(t)|
a(t)
< γ¯ < 1 for all t ∈ [0, T0/ν]. (5.2.6)
For the converse it is easy to see that both (5.2.3) and (5.2.4) follow directly from (5.2.6).
In particular, if ν is suﬃciently small, then
89
• a(·) > a− > 0 uniformly on [0, T0/ν] for arbitrary a− < a˜− through (5.1.9) and (5.2.2),
• γ¯ < 1 can be chosen independently of ν.
5.2.1. Consecutive Boxes
The following assumption actually serves the existence of some tube around the ν-adiabatic
solution in which we will establish an attraction of paths:
There are Rˆ > 0, γˆ ∈ (0, 1) with γRˆ+ NRˆ
2
a−
+
ν
a−
(
rM
κ
+ 2δ
)
dg = γˆRˆ. (5.2.7)
The appearing Rˆ can be understood as the radius of that tube. In an intermediate step we
will show that solutions, that do not deviate more that such an Rˆ (satisfying (5.2.7)) from
the adiabatic solution, are attracted by the adiabatic solution path. We deﬁne the set
S := {Rˆ ∈ (0,∞) : There is γˆ ∈ (0, 1) such that the equality in (5.2.7) holds}. (5.2.8)
Condition (5.2.7) is a requirement on how small ν, Rˆ, N and δ have to be and it reﬂects
what we can expect of a region that ensures a contractional behavior, namely:
• Condition (5.2.7) is violated, if Rˆ is too big. This is due to the quadratic inﬂuence and
the fact that this non-linearity can amplify the eﬀect of large terms (of deviation).
• Condition (5.2.7) is also violated, if Rˆ is too small, while it is worth mentioning that,
to this end, Rˆ has to be small in the sense of ν. The eﬀect is mainly due to the
fact, that the system changes with time and that the adiabatic solutions can track the
equilibrium branch only at a distance of order ν. Non-linearity only plays a negligible
role at this point.
Deterministic Case. Let xdet = (xdet(t))t∈[0,T0/ν∧τD) denote the unique solution of the
deterministic counterpart of (5.1.3), where τD := inf{t ≥ 0 : (xdet(t), νt) /∈ D} as before. In
the course of this subsection we show that under reasonable assumptions an initial segment
xdet0 , which is not situated close to the equilibrium branch, induces a solution path that
enters an environment around the equilibrium branch with diameter of order ν before a
time of order | log ν|/√ν , and does not leave before T0/ν. We let ydet = (ydett )t∈[0,T0/ν∧τD]
denote the deviation of xdet from the adiabatic solution, i.e.
ydet(t) = xdet(t)− xadν (t) for all t ∈ [0, T0/ν ∧ τD]. (5.2.9)
We further quantify the initial condition (5.1.11) by assuming that for some R0 > 0, we
have that
|ydet(t)| ≤ R0 for all t ∈ [−r, 0]. (5.2.10)
Then, denoting
τR(y
det) := inf{t ≥ 0 : |ydet(t)| > R} for all R > 0,
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and, as long as t ≤ τR0(ydet) ∧ τD ∧ (T0/ν), we have that
dydet(t) =
[
f(xdet(t), νt)− f(xadν (t), νt)
]
dt+
[
g(xdet(t− r), νt)− g(xadν (t), νt)
]
dt
=
[
fx(x
adν (t), νt)ydet(t) +Rf
(
xdet(t)− xadν (t), νt)]dt
+
[
g(xdet(t− r), νt)− g(xadν (t− r), νt)
]
dt (5.2.11)
+
[
g(xadν (t− r), νt)− g(xadν (t), νt)
]
dt
=
[
fx(x
adν (t), νt)ydet(t) +Rf
(
xdet(t)− xadν (t), νt)]dt
+
[
gx(x
adν (t− r), νt)ydet(t− r) +Rg
(
xdet(t− r)− xadν (t− r), νt)]dt
+
[
g(xadν (t− r), νt)− g(xadν (t), νt)
]
dt. (5.2.12)
Let us focus on the process Ξ = (Ξ(t) : t ∈ [0, T0/ν]), which is deﬁned by
Ξ(t) := g(xadν (t− r), νt)− g(xadν (t), νt) for all t ∈ [0, T0/ν]. (5.2.13)
The quantity Ξ represents the mistake that is caused by using the adiabatic solution with
respect to the replacement system (r = 0) as the reference for a delay-inﬂuenced solution. As
stated in (5.2.2), the ν-adiabatic solution (xadν (t))t∈[0,T0/ν] remains close to the equilibrium
branch (x?(t))t∈[0,∞). We use that to deduce an estimate for Ξ. First, we note that
|xadν (t)− xadν (t− r)| ≤ |x?(t)− x?(t− r)|+ 2δν for all t ∈ [0, T0/ν].
Then, the implicit-function theorem provides diﬀerentiability for the replacement equilib-
rium branch and by (5.1.7) we know that
x?(t)− x?(t− r) =
∫ t
t−r
dx?(u) =
∫ t
t−r
(
A?(u)
)−1 · (ν(ft + gt)(x?(u), νu))du
⇒ |x?(t)− x?(t− r)| ≤
∫ t
t−r
1
κ
· νMdu ≤ ν rM
κ
for all t ∈ [0, T0/ν].
Furthermore, as the spatial derivative of g is bounded by dg, we attain the following upper-
bound estimate on Ξ
|Ξ(t)| ≤ νc0 for all t ∈ [0, T0/ν], where c0 := max
{
rMdg
κ
+ 2δdg, 1
}
. (5.2.14)
The lower boundary 1 was taken for technical reasons; it will avoid that we might divide by
zero later. Continuing from (5.2.12), and denoting α(t, s) =
∫ t
s
a(u)du and α(t) = α(t, 0),
we receive by the (classical) variation-of-constants formula
ydet(t) = ydet(0)e−α(t) +
∫ t
0
e−α(t,u)b(u)ydet(u− r)du
+
∫ t
0
e−α(t,u)
(
Rf
(
xdet(u)− xadν (u), νu)
+Rg
(
xdet(u− r)− xadν (u− r), νu)+ Ξ(u))du for all t ∈ [0, T0/ν].
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By monotony of the integral and the triangle inequality we therefore have that
∣∣ydet(t)∣∣ ≤ |ydet(0)|e−α(t) + ∫ t
0
e−α(t,u)|b(u)||ydet(u− r)|du
+
∫ t
0
e−α(t,u)
(
Nf
(
ydet(u)
)2
+Ng
(
ydet(u− r))2 + νc0) du for all t ∈ [0, T0/ν].
(5.2.15)
Using (5.2.6), we obtain that∫ t
0
e−α(t,u)|b(u)||ydet(u− r)|du
=
∫ t
0
e−α(t,u)a(u)
|b(u)|
a(u)
|ydet(u− r)|du
< γR0
∫ t
0
a(u)e−α(t,u)du = γR0(1− e−α(t)) for all t ∈
[
0, τR0(y
det) ∧ (T0/ν)
)
,
and also that∫ t
0
e−α(t,u)
(
Nf
(
ydet(u)
)2
+Ng
(
ydet(u− r))2 + νc0) du
≤ 1
a−
(
NR20 + νc0
) (
1− e−α(t)
)
for all t ∈ [0, τR0(ydet) ∧ (T0/ν)] .
So we may deduce that
∣∣ydet(t)∣∣ < R0e−α(t) + (γR0 + NR20 + νc0
a−
)(
1− e−α(t)
)
(5.2.16)
=
(
γR0 +
NR20 + νc0
a−
)
+
(
R0 − γR0 − NR
2
0 + νc0
a−
)
e−α(t)
for all t ∈ [0, τR0(ydet) ∧ (T0/ν)] .
Assuming that R0 ∈ S, we observe that
γR0 +
NR20 + νc0
a−
< R0 ⇔ R0 − γR0 − NR
2
0 + νc0
a−
> 0.
Therefore, we know that in (5.2.16), we truly observe a monotone exponential decay in t
on the right-hand side. We store the straightforward implications inside the following two
corollaries:
Corollary 5.5. If we assume that |ydet(t)| < R0 ∈ S for all t ∈ [−r, 0], we have that
|ydet(t)| < R0 for all t ∈
[
0, τR0(y
det) ∧ (T0/ν)
]
actually providing that τR0(y
det) > T0/ν. Moreover, for t > log(2)/a− we have e−α(t) < 1/2
and so,
|ydet(t)| ≤
(
γR0 +
NR20 + νc0
a−
)
+
1
2
(
R0 − γR0 − NR
2
0 + νc0
a−
)
=
R0
2
(
1 + γ +
NR0
a−
+
νc0
a−
1
R0
)
for all t ∈
[
log 2
a−
, τR0(y
det) ∧ (T0/ν)
]
.
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Corollary 5.5 manifests the concept of a decay factor by which the initial distance between
xdet and xadν is multiplied after evolving for at least log(2)/a− units of time. This relation
between the current distance ydet and the decay factor is ﬁxed in the following deﬁnition.
The below remark gathers its essential properties. The underlying mathematics is so basic
that is does not seem necessary to formulate a proposition-proof scheme. Furthermore, a bit
of a reminder is included to have all the related facts collected at a glance for the forthcoming
computations.
Deﬁnition 5.6. Deﬁne the decay-factor function q : (0,∞)→ [0,∞) by
q(x) :=
1
2
(
1 + γ +
1
a−
(
Nx+
νc0
x
))
=
1 + γ
2
+
N
2a−
x+
νc0
2a−
1
x
for all x ∈ (0,∞).
(5.2.17)
R
x
qmin
R?− R?+Rmin
1
0
q0
q
Figure 9: Illustration of the decay-factor function q and related quantities.
Remark 5.7 (Properties of the decay-factor function).
(i) The set S, deﬁned in (5.2.8), allows the characterization
S = {x ∈ [0,∞) : q(x) ∈ (0, 1)} .
(ii) Intersections with 1. Note that c0 =
rMdg
κ + 2δdg, deﬁned in (5.2.14). Then, q(x) =
1⇔ x ∈ ∂S = {R?− , R?+} with
R?− =
a−(1− γ)
2N
−
√(
a−(1− γ)
2N
)2
− νc0
N
=
a−(1− γ)
2N
− a−(1− γ)
2N
√
1− 4νc0N
a2−(1− γ)2
=
νc0
a−(1− γ) +O
(
ν2N
)
,
R?+ =
a−(1− γ)
2N
+
√(
a−(1− γ)
2N
)2
− νc0
N
=
a−(1− γ)
2N
+
a−(1− γ)
2N
√
1− 4νc0N
a2−(1− γ)2
=
a−(1− γ)
N
+O(ν).
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(iii) Derivatives
dq(x)
dx
=
N
2a−
− νc0
2a−
1
x2
and
d2q(x)
dx2
=
νc0
a−
1
x3
for all x ∈ (0,∞).
In particular, q is strictly convex and strictly decreasing on (0, Rmin), where Rmin :=√
νc0
N . The mapping q has a unique global (restricted to (0,∞)) minumum at x =
Rmin, which comes along with the minimal value
qmin := q(Rmin) =
1 + γ
2
+
N
2a−
√
νc0√
N
+
νc0
2a−
√
N√
νc0
=
1 + γ
2
+
1
a−
√
νNc0 .
(iv) All points on the secant segment, that connects (R?− , 1) and (Rmin, qmin), lie above
the graph of q. The points' values of the secant segment are given by the mapping
q0 : [R?− , Rmin]→ R, deﬁned as
q0
(
R?− + x
)
= q(R?−)−
q(R?−)− q(Rmin)
Rmin −R?−
x for all x ∈ [0, Rmin −R?− ].
Convexity yields that q0(x) ≥ q(x) for all x ∈ [R?− , Rmin]. With q(R?−) = q0(R?−)
that leads to the following inequality:
q(R?−)− q(R?− + x) ≥ q0(R?−)− q0(R?− + x) =
q(R?−)− q(Rmin)
Rmin −R?−
x
for all x ∈ (0, Rmin −R?−).
(5.2.18)
Corollary 5.8. Let ε? > 0 such that R?−(1 + ε?) < Rmin, R0 ∈
[
R?−(1 + ε?), Rmin
]
, and
deﬁne Ri := q(Ri−1)Ri−1 for i = {1, . . . , n}. If n ∈ N is such that Ri ≥ R?−(1 + ε?) for all
i ∈ {1, . . . , n}, then q(Ri) ≤ q
(
R?−(1 + ε?)
)
for all i ∈ {1, . . . , n}. Furthermore,
Ri ≤ R0qi
(
R?−(1 + ε?)
)
for all i ∈ {0, . . . , n}.
Lemma 5.9. Suppose R0 ∈
(
R?−(1 + ε?), Rmin
)
for some ε? > 0, then
q
(
R?−(1 + ε?)
) ≤ 1−√νN √c0
2a−
ε? +O(νNε?).
Proof. Setting x = ε?R?− in (5.2.18), we deduce that
q
(
R?−(1 + ε?)
) ≤ q0(R?−(1 + ε?)) ≤ q(R?−)− q(R?−)− q(Rmin)Rmin −R?− R?−ε?
= 1− 1− q(Rmin)
Rmin −R?−
R?−ε?.
We note that
1− q(Rmin) = 1− 1 + γ
2
− 1
a−
√
νNc0 =
1− γ
2
+O(
√
νN ),
and that
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Rmin −R?− =
√
νc0
N
− νc0
a−(1− γ) +O(ν
2N)
=
√
ν
N
(
√
c0 −
√
νN c0
a−(1− γ) +O
(
ν3/2N3/2
))
=
√
ν
N
(√
c0 +O(
√
νN )
)
.
So,
1− q(Rmin)
Rmin −R?−
=
1−γ
2 +O
(√
νN
)√
ν
N
(√
c0 +O
(√
νN
)) =
√
N
ν
1−γ
2 +O(N)√
c0 +O
(√
νN
) =
√
N
ν
1−γ
2√
c0 +O
(√
νN
) +O(N)
=
√
N
ν
1− γ
2
(
1√
c0
+O(√νN ))+O(N) = √N
ν
1− γ
2
√
c0
+O(N).
Altogether, we have that
q
(
R?−(1 + ε?)
) ≤ 1−(√N
ν
1− γ
2
√
c0
+O(N)
)
R?−ε?
= 1−
(√
N
ν
1− γ
2
√
c0
+O(N)
)(
νc0
a−(1− γ) +O
(
ν2N
))
ε?
= 1−
(√
νN
1− γ
2
√
c0
a−(1− γ) +O
(
νN + ν3/2N3/2
))
ε?
= 1−
√
νN
√
c0
2a−
ε? +O(νNε?).
Theorem 5.10. Let ε? > 0 and |ydet(t)| ≤ R0 for all t ∈ [−r, 0]. Denote θi = i(r +
log(2)/a−) for i ∈ N.
a) For R0 ∈
(
R?−(1 + ε?), Rmin
)
we have that
|ydet(t)| ≤ R?−(1 + ε?) for all t ∈ [θn? − r, T0/ν) ,
where n? is given by
n? :=
2a−√
νN ε?
∣∣∣∣log R?−(1 + ε?)R0
∣∣∣∣ (1 +O(√νN )) .
b) For R0 ∈ (Rmin, R?+(1− ε?)) we ﬁnd that
|ydet(t)| ≤ Rmin for all t ∈ [θm? − r, T0/ν),
where
m? :=
log RminR0
log q(R?+(1− ε?))
≤
∣∣∣∣log RminR0
∣∣∣∣
(
2
ε?(1− γ) +O
(√
νN
ε?
))
= O
(
log(R0) + | log ν|
ε?
)
.
Proof. Deﬁning Rˆ0 = R0 and Rˆi = Rˆi−1q(R?−(1 + ε?)) for all i ∈ N, by Corollary 5.8 and
Corollary 5.5 we know that Rn ≤ Rˆn ∨R?−(1 + ε?) for all n ∈ N, where (Ri)i∈N is deﬁned
as in Corollary 5.8. In particular, we have the following:
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Rn ≤ R?−(1 + ε?) or Rn ≤ R0qn
(
R?−(1 + ε?)
)
for all n ∈ N.
Then, we observe that
R0q
n
(
R?−(1 + ε?)
) ≤ R?−(1 + ε?)
⇔ n ≥
∣∣∣∣log R?−(1 + ε?)R0
∣∣∣∣ 1| log q(R?−(1 + ε?))| =: n0.
As 1−x ≤ e−x and therefore log(1−x) ≤ −x for all x ∈ (0, 1), we have that 1| log(1−x)| ≤ 1x .
That reveals with Lemma 5.9 that
n0 ≤
∣∣∣∣log R?−(1 + ε?)R0
∣∣∣∣ 1√νN c02a− ε? +O(νNε?)
=
∣∣∣∣log R?−(1 + ε?)R0
∣∣∣∣ 2a−c0√νN ε?
(
1 +O(√νN )) ,
which through Lemma 5.5 shows the ﬁrst part. The analogue assertion for |xdet(t) −
xadν (t)| ∈ (Rmin, R?+(1 − ε?)) is straightforward. The same ideas as before yield a sim-
ilar decay factor in that case; we ﬁnd that
q(R?+(1− ε?)) ≤ 1−
q(R?+)− q(Rmin)
R?+ −Rmin
R?+ε? = 1−
1− γ
2
ε? +O
(
ε?
√
Nν
)
. (5.2.19)
And the rest of part b) relies on mere computations.
Remark 5.11. • The above condition on n? is surely not optimal; in particular, we
have used a uniform (lower-bound) rate on which ydet approaches xadν , although the
rate is (much) better when the distance between ydet and x? is not yet O(ν).
• The applied upper bound for the decay factor in (5.2.19) used in part b) is unaﬀected
 despite correction terms  from the small parameter ν. This is the reason why the
m? is small compared to n? when ν gets small.
Summarizing we have shown that if a deviation process ydet(t) = xdet(t) − xadν (t), t ∈
[0, T0/ν] for some t0 ∈ [0, T0/ν] satisﬁes ‖ydett0 ‖ ≤ R0, then the following assertions hold
true:
• For any ε? > 0, if R0 ≤ R?−(1 + ε?), then xdet remains within a distance of order ν
around the equilibrium branch at least up to time T0/ν.
• For any ε? > 0, if R0 > R?−(1+ε?), then xdet enters a neighborhood of order ν around
the equilibrium branch within a time of order | log ν|/√ν and does not leave before
T0/ν.
In other words: For every ε? > 0 with R?−(1 + ε?) < R?+ the set of paths
Mε? =
{
(x(t))t∈[−r,T0/ν] satisfying (5.1.3), ‖x(t)− xadν (t)‖[−r,T0/ν] < R?−(1 + ε?)
}
,
constitutes an invariant manifold enveloping the ν-adiabatic solution with diameter R?−(1+
ε?) > 0. Further, we have shown that the invariant manifoldMε? is attracting with basin
of attraction
A := {Υ ∈ C([−r, 0],R) : ‖Υ‖ < |R?+ | and the according solution remains in D} .
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Additive Noise. In this section we extend the consecutive-boxes approach to white noise.
The ideas remain mostly the same and so do the calculations. To begin with, we review
a concentration inequality of an OrnsteinUhlenbeck process with additive noise in stable
regime, which will turn out to be helpful for our attempt later on. The result can be found
beautifully presented in [BG06, Chapter 3.1.1], where it is formulated in greater generality
than the adapted form that we present below. We consider the OrnsteinUhlenbeck process
with white noise (z(t))t∈[0,∞) which is the unique solution ofdz(t) = −a(t)z(t)dt+ dW (t) for t ≥ 0,z(0) = 0, (5.2.20)
where a(t) = a˜(νt) > a− for all t ∈ [0,∞) for some continuously diﬀerentiable a˜ : [0,∞)→
[a−,∞). The initial value 0 reﬂects that it is truely all about deviation. The related variance
process v(t) = var z(t), t ∈ [0,∞), then satisﬁes the diﬀerential law
dv(t) = −2a(t)v(t)dt+ 1 for all t ∈ [0,∞), (5.2.21)
and its equilibrium branch is given by t 7→ 1/2a(t), t ∈ [0,∞). Then, we obtain the existence
of a ν-adiabatic solution (ζ(t))t∈[0,∞) that satisﬁes
ζ(t) :=
1
2a(t)
+O(ν) for t ∈ [0, T0] (5.2.22)
for any ﬁnite T0 > 0. Essentially by [BG06, Theorem 3.1.5], denoting α(t) =
∫ t
0
a(u)du for
all t ∈ [0, T0] we have that
P
{
sup
s∈[0,T0/ν]
|z(t)|√
ζ(t)
> β
}
≤ 2eT0β
2
(
1 +O(ν))
να(T0/ν)
exp
(
−β
2
2
)
for β > 0. (5.2.23)
For the above probability to become small, it suﬃces to choose β of order | log ν|. A full
proof, that contains all the above claims, can be found in the appendix A.1.
In this part, the central role is again taken by the deviation y = (y(t))t∈[0,∞) of the solution
(x(t))t∈[−r,∞) of RFDE (5.1.3) from the ν-adiabatic solution xadν of the replacement system.
Generally speaking, performing the same computational steps as before, we observe that the
diﬀerential law of (y(t))t∈[−r,T0/ν] allows consecutive estimates in every t0 ∈ [0, T0/ν], which
resembles the technique, that has lead to the results of the deterministic case. Let c0 be
given as in (5.2.14). For arbitrary t0 ∈ [0, T0/ν] the same basic ideas, that have lead to
Corollary 5.5, in particular estimate (5.2.15), yield
|y(t0 + s)| ≤ |y(t0)|e−α(t0+s,t0)
+
∫ s
0
e−α(t0+s,t0+u)|b(t0 + u)||y(t0 − r + u)|du
+
∫ s
0
e−α(t0+s,t0+u)
(
Nfy
2(t0 + u) +Ngy
2(t0 + u− r) + νc0
)
du
+ σ
∣∣∣∣∫ t0+s
t0
e−α(t0+s,u)dW (u)
∣∣∣∣ for all s ∈ [0, T0/ν − t0]. (5.2.24)
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We will continue to assume |y(t)| ≤ R0 for all t ∈ [−r, 0] and we will work out suﬃcient
conditions on R0 that have lead to a contractional behavior just like in the deterministic
part. As an analogue of assumption (5.2.7) from the deterministic case, if |y(t)| ≤ R0 for
all t ∈ [−r, 0], we assume that σ and β are small enough such that
1
2
(
R0 + γ (R0 + σβ) +
N(R0 + σβ)
2
a−
+
νc0
a−
+ 2σβ
)
< R0. (5.2.25)
And if condition (5.2.7) is satisﬁed, then (5.2.25) is only an assumption on how small σ must
be.
Deﬁnition 5.12. Let us for arbitrary t ∈ [0,∞) denote τ (t)R (y) = inf{u ≥ t : |y(u)| > R}
for arbitrary R > 0. Further denote
θi := i
(
log(2)
a−
+ r
)
for all i ∈ {0, 1, 2, . . .},
ξ(i)(t) :=
∫ t
θi
e−α(t,u)dW (u) for all t ∈ [θi, θi+1], i ∈ {0, 1, 2, . . .},
ξ(t) :=
∫ t
0
e−α(t,u)dW (u) for all t ∈ [0, T0/ν],
τ
[i]
β
(
ξ
)
:= inf
{
t ≥ 0 : t ∈ [θi, θi+1] : ξ(i)t > β
}
for all i ∈ {0, 1, 2, . . .},
τβ(ξ) := min{τ [i]β (ξ) : i ∈ {0, 1, 2, . . .}} for β > 0.
Compared to the determinstic estimate for the deviation process ydet in Corollary 5.5, the
additive noise gives rise to additional terms. Consequently, the results of the stochastically
perturbed version are based on a slightly modiﬁed version of the formulation in Deﬁnition
5.6 and Remark 5.7.
Deﬁnition 5.13. We deﬁne a decay-factor function q˜ : (0,∞)→ R by
q˜(x) :=
1
2x
(
x+ γ (x+ σβ) +
N(x+ σβ)2
a−
+
νc0
a−
+ 2σβ
)
.
The above deﬁned decay-factor function q˜ allows the following representations which will be
helpful for computations; for all x ∈ (0,∞) we have that
q˜(x) =
1
2
(
1 + γ
(
1 +
σβ
x
)
+
Nx
a−
+
2Nσβ
a−
+
Nσ2β2
a−x
+
νc0
xa−
+
2σβ
x
)
=
N
2a−
x+
1
2
(
1 + γ +
2Nσβ
a−
)
+
1
2
(
γσβ +
Nσ2β2
a−
+
νc0
a−
+ 2σβ
)
1
x
=
N
2a−
(
x+
a−(1 + γ)
N
+ 2σβ +
(
a−σβ
N
(γ + 2) + σ2β2 +
νc0
N
)
1
x
)
.
Just like in the deterministic case, the decay-factor function q˜ is analytically simple, but
a little bulky when it comes to computations. That is why we will state the interesting
properties as a lemma this time. Section 5.3 deals with the situation when the stability,
manifested as 1 − γ gets small. To this end, we will no longer drop terms like 11−γ in the
Landau symbols, because it will spare us lots of extra computational eﬀort then.
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Lemma 5.14. The decay-factor function q˜ has the following properties.
a) Intersections with 1. Using the notation
c˜ := (γ + 2)σβ +
N
a−
σ2β2 +
νc0
a−
(5.2.26)
we have that q˜(x) = 1⇔ x ∈ {R˜?− , R˜?+}, where
R˜?− =
c˜
1− γ
(
1 +O
(
σβN
1− γ +
Nc˜
(1− γ)2
))
,
R˜?+ =
(a−
N
(1− γ)− 2σβ
)(
1 +O
(
Nc˜
(1− γ)2
))
.
b) Derivatives and (0,∞)-global minimum. For all x ∈ (0,∞),
d
dx
q˜(x) =
N
2a−
− c˜
2x2
and
d2
dx2
q˜(x) =
c˜
x3
.
In particular, q˜ is strictly convex on (0,∞) and there is a unique minimum at
R˜min =
√
a−c˜
N
with q˜(R˜min) =
1 + γ
2
+
√
Nc˜
a−
+
N
a−
σβ.
Proof. a) Let us introduce the notations
λ0 =
a−σβ
N
(γ + 2) + σ2β2 +
νc0
N
and λ1 =
a−
N
(1− γ)− 2σβ.
Then, we ﬁnd that
q˜(x) = 1
⇔ N
2a−
(
x+
a−(1 + γ)
N
− 2a−
N
+ 2σβ +
(
a−σβ
N
(γ + 2) + σ2β2 +
νc0
N
)
1
x
)
= 0
⇔ x− a−
N
(1− γ) + 2σβ +
(
a−σβ
N
(γ + 2) + σ2β2 +
νc0
N
)
1
x
= 0
⇔ x− λ1 + λ0
x
= 0.
It is obvious that 0 is no solution of the equation. Therefore, q˜(x) = 1 ⇔ x ∈ {R˜?− , R˜?+},
where, using
√
1 + z = 1 + z2 +O(z2) for z near zero, we have that
R˜?+ =
λ1
2
+
√(
λ1
2
)2
− λ0 = λ1
2
+
λ1
2
√
1− 4λ0
λ21
=
λ1
2
+
λ1
2
(
1− 4λ0
2λ21
+O
(
λ20
λ41
))
= λ1
(
1 +O
(
λ0
λ21
))
,
R˜?− =
λ1
2
− λ1
2
(
1− 4λ0
2λ21
+O
(
λ20
λ41
))
=
λ0
λ1
(
1 +O
(
λ0
λ21
))
.
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Note that with 11+z = 1− z +O(z2) for small z,
1
λ1
=
1
a−
N (1− γ)
(
1− 2σβNa−(1−γ)
) = N
a−(1− γ)
(
1− 2σβN
a−(1− γ) +O
(
σ2β2N2
(1− γ)2
))
=
N
a−(1− γ)
(
1 +O
(
σβN
1− γ
))
= O
(
N
1− γ
)
,
1
λ21
=
N2
a2−(1− γ)2
(
1 +O
(
σβN
1− γ
))2
=
N2
a2−(1− γ)2
(
1 +O
(
σβN
1− γ
))
.
Then, for the leading term of R˜?+ , we ﬁnd that
λ0
λ1
=
(
γ + 2
1− γ σβ +
Nσ2β2
a−(1− γ) +
νc0
a−(1− γ)
)(
1 +O
(
σβN
1− γ
))
=
c˜
1− γ
(
1 +O
(
σβN
1− γ
))
,
λ0
λ21
=
Nc˜
a−(1− γ)2
(
1 +O
(
σβN
1− γ
))
.
and then, it is easy to see that O (λ0/λ21) = O ( Nc˜(1−γ)2). Therefore,
R˜?− =
λ0
λ1
(
1 +O
(
λ0
λ21
))
=
c˜
1− γ
(
1 +O
(
σβN
1− γ
))(
1 +O
(
Nc˜
(1− γ)2
))
=
c˜
1− γ
(
1 +O
(
σβN
1− γ +
Nc˜
(1− γ)2
))
,
R˜?+ = λ1
(
1 +O
(
λ0
λ21
))
=
(a−
N
(1− γ)− 2σβ
)(
1 +O
(
Nc˜
(1− γ)2
))
.
b) For all x ∈ (0,∞) we have
d
dx
q˜(x) =
N
2a−
(
1−
(
a−σβ
N
(γ + 2) + σ2β2 +
νc0
N
)
1
x2
)
=
N
2a−
− c˜
2x2
,
d2
dx2
q˜(x) =
c˜
x3
,
serving strict convexity of q˜ on (0,∞), which implies that there is at most one minimum
over (0,∞). The ﬁrst-order criterion serves the existence of a minimum at x = R˜min, where
R˜min :=
√
a−c˜
N
.
To compute the value q˜(R˜min), we rewrite q˜ as
q˜(x) =
N
2a−
x+
1
2
(
1 + γ +
2Nσβ
a−
)
+
c˜
2x
for all x ∈ (0,∞).
Then, it is easy to see that
q˜(R˜min) =
1 + γ
2
+
√
Nc˜
a−
+
N
a−
σβ.
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Regarding (5.2.24), the following consecutive estimate on (y(t))t∈[−r,T0/ν] is straighforward.
Lemma 5.15. With the notations from above, the following two assertions hold true.
a) Assume that for some i ∈ N
q˜(R˜k−1) < 1, for all k ∈ {1, . . . , i}, where
R˜k+1 := R0
k∏
i=0
q˜(R˜i) for all k ∈ {0, 1, 2, . . .}.
Let further (y(t))t∈[−r,T0/ν] be the unique solution of (5.1.3) and assume that ‖y0‖ ≤ R0.
Then
|y(t)| ≤ R˜i−1 + σβ for all t ∈
[
θi − r,
(
θi +
log 2
a−
)
∧ τβ(ξ) ∧ (T0/ν)
]
,
|y(t)| ≤ R˜i−1q˜(R˜i−1) = R˜i for all t ∈
[
θi +
log 2
a−
, θi+1 ∧ τβ(ξ) ∧ (T0/ν)
]
.
(5.2.27)
b) For arbitrary i ∈ N, ε? > 0 with R˜?−(1 + ε?) < R˜min,
‖yθi‖ ≤ R˜?−(1 + ε?)
⇒

|y(t)| ≤ R˜?−(1 + ε?) + σβ for all t ∈
[
θi,
(
θi +
log 2
a−
)
∧ τβ(ξ) ∧ (T0/ν)
]
,
|y(t)| ≤ R˜?−(1 + ε?) for all t ∈
[
θi +
log 2
a−
, (θi + θ1) ∧ τβ(ξ) ∧ (T0/ν)
]
.
Proof. a) The assumption q˜(R˜k) < 1 implies for all k ∈ {0, 1, . . . , n} that
γ
(
R˜k + σβ
)
+
N(R˜k + σβ)
2
a−
+
νc0
a−
< R˜k − 2σβ < R˜k. (5.2.28)
For given l ∈ {0, 1, . . . , i}, we assume that the assertion (5.2.27) is true for all l¯ ∈ {0, 1, . . . , l−
1}. Then continuing from (5.2.24) for t0 = θl we observe that
|y(θl + s)| ≤ R˜l−1e−α(θl+s,θl)
+
(
1− e−α(θl+s,θl))(γ (R˜l−1 + σβ)+ N(R˜l−1 + σβ)2
a−
+
νc0
a−
)
+ σ|ξ(i)(θl + s)| for all θl + s ∈ [θl, (T0/ν)], l ∈ {0, 1, . . . , n− 1}.
Applying (5.2.28) to the second summand for k = l − 1 yields
|y(θl + s)| ≤ R˜l−1 + σβ for all θl + s ∈ [θl, (T0/ν) ∧ τβ(ξ)].
Note that the term
R˜l−1e−α(θl+s,θl) +
(
1− e−α(θl+s,θl))(γ (R˜l−1 + σβ)+ N(R˜l−1 + σβ)2
a−
+
νc0
a−
)
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starts in R˜l−1 for s = 0 and converges to γ
(
R˜l−1 + σβ
)
+ N(R˜l−1+σβ)
2
a−
+ νc0a− monotonically
(decreasing) and exponentially fast. Moreover, since exp(−α(θl + s, θl)) < 12 for all s > log 2a−
we have that
|y(θl + s)| ≤ R˜l−1
2
+
1
2
(
γ
(
R˜l−1 + σβ
)
+
N(R˜l−1 + σβ)2
a−
+
νc0
a−
)
+ σβ = R˜l−1q˜(R˜l−1)
for all s ∈ [θ1 − r, θ1] ∩ [0, τξ(β) ∧ (T0/ν)) .
b) Let us for a moment denote R = R˜?−(1+ε?), and if we assume that ‖yθi‖ ≤ R, then, we
may deduce with the same arguments as above, restarting the segment process in θi, that
|y(θi + s)| ≤ Re−α(θi+s,θi) +
(
1− e−α(θl+s,θl))(γ (R+ σβ)+ N(R+ σβ)2
a−
+
νc0
a−
)
+ σ
∣∣∣ξ(i)(θi + s)∣∣∣
≤ R+ σβ for all s ∈ [0, (T0/ν) ∧ τβ(ξ)].
And in the same way,
|y(θi + s)| ≤ R
2
+
1
2
(
γ
(
R+ σβ
)
+
N(R+ σβ)2
a−
+
νc0
a−
)
+ σβ ≤ R
for all s ∈ [θ1 − r, θ1] ∩ [0, τβ(ξ) ∧ (T0/ν)],
where we have used that q˜(R) ≤ 1.
Remark 5.16. • The ﬁrst part of Lemma 5.15 shows that it is in principle possible to
apply the decay argument sequentially, where subsequent results provide bounds for the
decay speed and the limiting size of R˜n. The iteration principally works as long as
q˜(R˜n) < 1, and it stucks if R˜n is close to R˜?−
• The second part of the lemma shows that the deviation y remains within a tube of
radius R˜?−(1 + ε?) + σβ at least up to the time τβ(ξ)∧ T0/ν, which means, as long as
the stochastic perturbation behaves friendly.
Repeating the ideas from the deterministic case, the following lemma provides a uniform
upper bound of the decay factor in case R˜n > R˜?−(1 + ε?) for some ε? > 0.
Corollary 5.17. For arbitrary x ∈ (R˜?− , R˜min), we have that
q˜(R˜?−(1 + ε?)) ≤ 1−
q˜(R˜?−)− q˜(R˜min)
R˜min − R˜?−
ε?R˜?− = 1−
1
2
√
Nc˜
a−
ε?
(
1 +O
(√
Nc˜ +Nσβ
))
.
where
q˜(R˜?−)− q˜(R˜min)
R˜min − R˜?−
R˜?− =
(
1
2
√
Nc˜
a−
− Nc˜
a−(1− γ) −
σβN3/2
√
c˜
a
3/2
− (1− γ)
)
·
(
1 +O
(
σβN3/2
√
c˜
(1− γ)2 +
√
Nc˜
1− γ +
σβN
1− γ +
Nc˜
(1− γ)2
))
.
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Proof. The ﬁrst inequality is straightforwardly following the arguments of the previous case,
and the rest is mere cumbersome computation. First, we observe that
R˜min − R˜?− =
√
a−c˜
N
(
1−
√
Nc˜
a−
1
1− γ
(
1 +O
(
σβN
1− γ +
Nc˜
(1− γ)2
)))
=
√
a−c˜
N
(
1 +O
(
σβN3/2
√
c˜
(1− γ)2 +
N3/2c˜3/2
(1− γ)3 +
√
Nc˜
1− γ
))
.
That leads to
1− q˜(R˜min)
R˜min − R˜?−
=
(
1− γ
2
−
√
Nc˜
a−
− N
a−
σβ
)√
N
a−c˜
·
(
1 +O
(
σβN3/2
√
c˜
(1− γ)2 +
N3/2c˜3/2
(1− γ)3 +
√
Nc˜
1− γ
))
,
and then we end up with
1− q˜(R˜min)
R˜min − R˜?−
R˜?−
=
(
1− γ
2
−
√
Nc˜
a−
− N
a−
σβ
)√
N
a−c˜
c˜
1− γ
·
(
1 +O
(
σβN3/2
√
c˜
(1− γ)2 +
N3/2c˜3/2
(1− γ)3 +
√
Nc˜
1− γ
))(
1 +O
(
σβN
1− γ +
Nc˜
(1− γ)2
))
=
(
1
2
√
Nc˜
a−
− Nc˜
a−(1− γ) −
σβN3/2
√
c˜
a
3/2
− (1− γ)
)
·
(
1 +O
(
σβN3/2
√
c˜
(1− γ)2 +
√
Nc˜
1− γ +
σβN
1− γ +
Nc˜
(1− γ)2
))
.
which is the claim.
The characterizing property of the uniformly stable phase is the property that |b(·)|/a(·) < γ,
where γ < 1 is bounded away from 1, see (5.2.6). Therefore, the implications of Corollary
5.17 can be further simpliﬁed to
1− q˜(R˜min)
R˜min − R˜?−
R˜?− =
1
2
√
Nc˜
a−
(
1−O
(√
Nc˜
))
.
Theorem 5.18. Assume that ‖y0‖ ≤ R0 and that σ < ν| log ν| and β = O(| log ν|). Assume
further that ν is small enough such that there is δ > 0 of order 1 such that for ζ from
(5.2.22) and appropriate a˜−, a˜+ > 0 we have
1
2a˜+
≤ 1− δν
2a(t)
≤ ζ(t) ≤ 1 + δ
2a(t)
≤ 1
2a˜−
for all t ∈ [0, T0/ν]. (5.2.29)
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a) Let R0 ∈ (R˜?− , R˜min). Let further ε? > 0 such that R˜?−(1 + ε?) < R˜min. If
n? ≥
∣∣∣∣∣log
(
R˜?−(1 + ε?)
R0
)∣∣∣∣∣ 2ε?
√
a−
Nc˜
(
1 +O
(√
Nc˜
))
,
then
|y(t)| ≤ R˜?−(1 + ε?) + σβ ∈ O(ν) for all t ∈ [θn? , τξ(β) ∧ (T0/ν)) ,
and,
P {τβ(ξ) < T0/ν} ≤ 4eβ
2eT0(1 +O(ν))
θ1ν
exp
(−β2a˜−) for β > 0, (5.2.30)
where integer-value restrictions have been ignored.
b) If ‖y0‖ ≤ R0 ∈ (R˜min, R˜?+), we obtain that(
t ≥ θm? with m? =
1
log q˜(R0)
log
R˜min
R0
)
⇒ |y(t)| ≤ R˜min,
where again, integer-value restrictions have been ignored.
Proof. Due to the deﬁnition R˜i = R˜i−1q˜(R˜i−1), i in{0, 1, . . .}, we remember that |y(t)| ≤ R˜i
for t ∈ [θi − r, θi] for all i ∈ N satisfying R˜i ≥ R˜?− by Lemma 5.15. And we also know that
q˜(R˜i) ≤ q˜(R˜?−(1 + ε?)). Therefore,
R0
(
q˜(R˜?−(1 + ε?))
)n?
< R˜?−(1 + ε?)
⇒ |y(t)| ≤ R˜?−(1 + ε?) + σβ for all t ∈ [θn? , τβ(ξ) ∧ (T0/ν)) .
The left-hand condition is equivalent to
n? >
∣∣∣∣∣log R˜?−(1 + ε?)R0
∣∣∣∣∣ 1| log q˜(R˜?−(1 + ε?))| . (5.2.31)
Moreover, with Corollary 5.17 and 1| log(1−x)| ≤ 1x for all x ∈ (0, 1), we know that
| log q˜(R˜?−(1 + ε?))| ≥ 1− q˜(R˜?−(1 + ε?))
≥ 1− q˜(R˜min)
R˜min − R˜?−
R˜?−ε? =
1
2
√
Nc˜
a−
ε?
(
1 +O
(√
Nc˜
))
.
Therefore, condition (5.2.31) is satisﬁed if
n? >
∣∣∣∣∣log R˜?−(1 + ε?)R0
∣∣∣∣∣ 11
2
√
Nc˜
a−
ε?
(
1 +O
(√
Nc˜
))
=
∣∣∣∣∣log R˜?−(1 + ε?)R0
∣∣∣∣∣ 2ε?
√
a−
Nc˜
(
1 +O
(√
Nc˜
))
.
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Furthermore, with regard to (5.2.23), note that there are T0θ1ν steps of size θ1 and α(θi, θi+1) ≥
a˜−θ1. Therefore,
P {τβ(ξ) < T0/ν} ≤
n−1∑
i=0
P
{
sup
t∈[θi,θi+1]
|ξ(i)(t)|√
ζ(t)
> β
√
2a˜−
}
≤ T0
θ1ν
4a˜−eθ1β2(1 +O(ν))
a˜−θ1
exp
(−β2a˜−)
=
4eβ2eT0(1 +O(ν))
θ1ν
exp
(−β2a˜−) for β > 0.
Part b) is much easier, because consecutive iterations R˜k = R˜k−1q˜(R˜k−1), k ∈ N ∪ {0},
yield improving factors of decay q˜(R0) ≥ q˜(R˜1) . . . as long as R˜k ≥ R˜min.
Remark 5.19. • The results presented in the previous theorem beautifully capture the
behavior of a delay-inﬂuenced solution of (5.1.3) when it is not initiated close to the
equilibrium branch. The corollary allows an initial maximal distance of order 1 between
the initial segment and the ν-adiabatic solution. A (slow) time of order | log(ν)|/√ν
suﬃces for the solution to approach the ν-adiabatic solution, and therefore also the
equilibrium branch x?, up to a distance of order ν. Furthermore, it actually suﬃces to
choose β of order | log ν|.
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5.2.2. Bernstein-based Approach
The goal of this subsection is to establish concentration of solution paths of (5.1.3) initiated
in a close neighborhood to the ν-adiabatic solution xadν = (xad(t))t∈[−r,T0/ν] of the replace-
ment system. As an innovation of this section, we will study concentration inequalities in the
formulation that was consistently used in [BG06] and focuses on excursions of the process
related to its standard deviation; an instance of which we have seen in (5.2.23). We continue
to study the deviation y = (y(t))t∈[0,T0/ν] of the delay-inﬂuenced solution x = (x(t))t∈[0,T0/ν)
from a ν-adiabatic solution xadν of the corresponding replacement system in a uniformly
stable regime that we introduced at the beginning of this section. That especially includes
that assumption (5.2.6) holds true. A particularly modiﬁed linearization (ylin(t))t∈[0,T0/ν]
of the replacement system (5.1.4) is given as the unique solution ofdylin(t) = −a(t)ylin(t) + |b(t)|ylin(t) + σdW (t) for all t ∈ [0, T0/ν],ylin(0) = y(0).
In analogy to the discussion at the beginning of the previous Subsection 5.2.1, the according
rescaled variance process (v(t))t∈[0,T0/ν], deﬁned by v(t) = σ
−2 var ylin(t) for t ∈ [0, T0/ν],
fulﬁlls the diﬀerential law dv(t) = −2(a(t)−|b(t)|)v(t)dt+1 for all t ∈ [0, T0/ν), and that one
admits the equilibrium branch t 7→ 12 (a(t) − |b(t)|)−1 together with a ν-adiabatic solution
(vad(t))t∈[0,T0/ν] with v
ad(t) = 12 (a(t) − |b(t)|)−1 + O(ν) for all t ∈ [0, T0/ν] for small ν.
Again, the results can be directly deduced from the appendix A.1. In other words there are
ν0, δ0 > 0 such that
1− δ0ν
2(a(t)− |b(t)|) ≤ v
ad(t) ≤ 1 + δ0ν
2(a(t)− |b(t)|) for all ν < ν0, t ∈ [0, T0/ν] (5.2.32)
which is due to the fact that the a(·) − |b(·)| ≥ a−(1 − γ) ∈ O(1). In case of the process
(ylin(t))t≥0 due to the Appendix A.1 the following concentration inequality holds:
P
{
sup
t∈[0,T0/ν]
|ylin(t)|√
vad(t)
> h
}
≤ 2eT0h
2
(
1 +O(ν))
σ2νγ(T0/ν)
exp
(
− h
2
2σ2
)
for h > 0,
where γ(T/ν) =
∫ T0/ν
0
a(u) − |b(u)|du. The goal of this section is to establish a concen-
tration inequality for (y(t))t∈[0,T0/ν] that shows resemblance to the one above for y
lin. The
subsequent extension of the techniques from [BG06] to time-delayed perturbations comes
with a price: In order to study the probability for events of the form{
sup
s∈[0,T0/ν]
|y(s)|√
ζ(s)
> h
}
, (5.2.33)
we are compelled to assume (ζ(t))t∈[−r,T0/ν] nondecreasing. Therefore, for the course of this
subsection, we let
ζ(t) := sup
s∈[0,t]
vad(s) for all t ∈ [0, T0/ν]. (5.2.34)
With the notation a+ = supt∈[0,T0/ν] a(t) we derive useful upper and lower bounds in the
following lemma.
106 5.2. Uniform Stability
Lemma 5.20. Assume that ν is small enough such that the inequality in (5.2.32) holds
true. For (ζ(t))t∈[0,T0/ν], deﬁned as in (5.2.34), we have that
1
2a+
(1− δ0ν) ≤ ζ(s) ≤ 1
2a−
1
1− γ (1 + δ0ν) for all s ∈ [0, T0/ν].
Proof. The lower bound is easily derived, and for the upper bound we ﬁnd that
vad(s) ≤ 1 + δ0ν
2(a(s)− |b(s)|) =
1 + δ0ν
2a(s)a(s)−|b(s)|a(s)
≤ 1
2a−
(
1− |b(s)|a(s)
) (1 + δ0ν).
Together with the basic assumption (5.2.6) that shows the claim.
For ν > 0 small enough, some arbitrarily small t∆ > 0 and h > 0 we will see that
P
{
sup
s∈[0,T0/ν]
|y(s)|√
ζ(s)
> h
}
≤ T0
νt∆
exp
(
−(1− γ) h
2
2σ2
(
1 +O
(‖y0‖ ∨ ν
h
+Nh+ t∆
)))
,
which is only useful, if
max
{
σ, ‖y0‖, ν
}
< h <
1
N
. (5.2.35)
We make this restriction an assumption in order to omit error terms that are not of leading
order. From the preceding part, inequality (5.2.24) yields for starting point t0 = 0
|y(t)| ≤ ‖y0‖e−α(t) +
∫ t
0
e−α(t,u)|b(u)||y(u− r)|du
+
∫ s
0
e−α(t,u)
(
Nfy
2(u) +Ngy
2(u− r) + νc0
)
du
+ σ
∣∣∣∣∫ t
0
e−α(t,u)dW (u)
∣∣∣∣ for all s ∈ [0, T0/ν ∧ τD(x)],
where τD(x) := inf{t ≥ 0 : (x(t), νt) /∈ D} denote the ﬁrst time that x leaves D, and c0
is still the same we deﬁned in (5.2.14). In order to emphasize the martingale part of the
stochastic-integral term, let us introduce the notation
M(t) :=
∫ t
0
eα(u)dW (u) for all t ∈ [0, T0/ν].
We deﬁne the family of auxiliary events
Et :=
{
ω ∈ Ω : sup
s∈[0,t]
∣∣∣∣∣σe−α(s)M(s)√ζ(s)
∣∣∣∣∣+ 1√ζ(s) ‖y0‖e−α(s) (5.2.36)
+
∫ s
0
e−α(s,u)
(
νc0 + |b(u)|h
√
ζ(u) +Nh2ζ(u)
)
du√
ζ(s)
> h
}
for all t ∈ [0, T0/ν].
(5.2.37)
And for given t ∈ [0, T0/ν], we denote the event that the deviation y has left the tube of
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radius h at least once over [0, t] by
At :=
{
sup
s∈[0,t]
|y(s)|√
ζ(s)
> h
}
for all t ∈ [0, T0/ν] and τh = inf
{
t ≥ 0 : |y(t)|√
ζ(t)
> h
}
,
(5.2.38)
where both deﬁnitions are reasonably deﬁned after the following technical assumption con-
cerning a suitable size of the domain:
Assumption 5.21. We let h be small enough that{
(z, νt) : t ∈ [0, T0/ν] and |z − xadν (t)| ≤ h
√
ζ(t)
}
⊆ D,
which informally ensures that we always see y leaving the h
√
ζ(·) -tube before x leaves D.
Lemma 5.22. Under the Assumption 5.21 we ﬁnd the following properties of the involved
families of sets deﬁned in (5.2.37) and (5.2.38).
a) We have that At ⊆ Et for all t ≥ 0, or in other words ω /∈ Et ⇒ ω /∈ At.
b) For an arbitrary integer n ∈ N, we let 0 = t0 < t1 < . . . < tn = T0/ν be a partition of
the time interval [0, T0/ν]. Then
P
(
ET0/ν
)
=
n−1∑
i=0
P
(
Eti+1 ∩ Ecti
)
.
Proof. a) Pathwise interpretation of the stochastic-integral term is justiﬁed through the
integrand's ﬁnite variation and serves with estimate (5.2.24)
h =
∣∣∣∣∣ y(τh)√ζ(τh)
∣∣∣∣∣
≤ 1√
ζ(τh)
(
e−α(τh)‖y0‖
+
∫ τh
0
e−α(τh,u)
(
νc0 + |b(u)||y(u− r)|+Nfy2(u) +Ngy2(u− r)
)
du
+ σeα(τh)
∣∣M(τh)∣∣ )
≤ 1√
ζ(τh)
(
e−α(τh)‖y0‖
+
∫ τh
0
e−α(τh,u)
(
νc0 + |b(u)|h
√
ζ(u) +Nfh
2ζ(u) +Ngh
2ζ(u)
)
du
+ σe−α(τh)
∣∣M(τh)∣∣ ) for all ω ∈ {τh < T0/ν}.
That directly yields the ﬁrst claim.
b) As the family (Eti)i∈{0,1,...,n} is obviously increasing, the events Eti+1 ∩ Ecti , i ∈
{0, 1, . . . , n−1}, are pairwise disjoint and together constitute ET0/ν . That shows the second
part.
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Then, for arbitrary i ∈ I := {0, . . . , N − 1}, we ﬁnd that
P
{
Ecti ∩ Eti+1
}
≤ P
{
sup
s∈[ti,ti+1]
σe−α(s)|M(s)|+‖y0‖e−α(s)+
∫ s
0
e−α(s,u)
(
νc0+|b(u)|h
√
ζ(u) +Nh2ζ(u)
)
du√
ζ(s)
> h
}
.
(5.2.39)
We use the following short-hand notations
F (s) := νc0
∫ s
0
e−α(s,u)du+ e−α(s)‖y0‖, G(s) :=
∫ s
0
e−α(s,u)|b(u)|
√
ζ(u) du,
H(s) := N
∫ s
0
e−α(s,u)ζ(u)du, V (s) :=
∫ s
0
e−2α(s,u)du for all s ∈ [0, T0/ν].
It is easy to see that
(i) The mapping F : [0, T0/ν]→ R is the unique solution of the ODEF˙ (t) = −a(t) + νc0 for t ∈ [0, T0/ν),F (0) = ‖y0‖.
(ii) The mapping G : [0, T0/ν]→ R is the unique solution ofG˙(t) = −a(t)G(t) + |b(t)|
√
ζ(t) for t ∈ [0, T0/ν),
G(0) = 0.
(iii) The mapping H : [0, T0/ν]→ R is the unique solution ofH˙(t) = −a(t)H(t) +Nζ(t) for t ∈ [0, T0/ν),H(0) = 0.
(iv) The mapping V : [0, T0/ν]→ R is the unique solution ofV˙ (t) = −2a(t) + 1 for t ∈ [0, T0/ν),V (0) = 0.
Lemma 5.23. With the notations from above, we have that
a)
F (s) follows
νc0
2a(s)
and F (s) ≤ ‖y0‖ ∨ νc0
2a−
for all s ∈ [0, T0/ν].
b) There is ν1 > 0 such that there is a constant δ1 > 0 independent of ν that fulﬁlls all three
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below estimates for all ν ≤ ν1:
G(s) follows
|b(s)|
a(s)
√
ζ(s) and G(s) ≤ |b(s)|
a(s)
√
ζ(s) + δ1ν for all s ∈ [0, T0/ν],
(5.2.40)
H(s) follows N
ζ(s)
a(s)
and H(s) ≤ N ζ(s)
a(s)
+ δ1ν for all s ∈ [0, T0/ν], (5.2.41)
V (s) follows
1
2a(s)
and V (s) ≤ 1 + δ1ν
2a(s)
for all s ∈ [0, T0/ν]. (5.2.42)
Proof. This is due to Fenichel's theory, which ensures the existence of ν-adiabatic solutions
that follow the respective slow manifolds in a distance of order O(ν). The assertions of
the lemma follow from the fact that solution paths can not intersect in case of ordinary
diﬀerential equations. In (5.2.42) we have additionally used that a(·) ≤ a+ over [0, T0/ν].
Without loss of generality, from now on, we assume that ν0 = ν1 and δ0 = δ1, where ν0, δ0
are deﬁned in (5.2.32).
Lemma 5.24. Let t∆ = supi∈I |ti+1 − ti| denote the maximum step width of the partition
0 = t0 < . . . < tn = T0/ν. Let further
µ1 :=
(
(df + dg)δ +Nδ
2ν
)
sup
(z,u)∈D
|fxx(z, u)|+ sup
(z,u)∈D
|fxt(z, u)|,
µ2 := µ1 +
(
(df + dg)δ +Nδ
2ν
)
sup
(z,u)∈D
|gxx(z, u)|+ sup
(z,u)∈D
|gxt(z, u)|.
Then
inf
i∈{0,...,n−1}
inf
s∈[ti,ti+1)
a(ti+1)
a(s)
≥ 1− νµ1
a−
t∆, (5.2.43)
inf
i∈{0,...,n−1}
inf
s∈[ti,ti+1)
a(s)− |b(s)|
a(ti)− |b(ti)| ≥ 1−
νµ2
a−(1− γ) t∆, (5.2.44)
inf
i∈{1,...,n}
exp
(− 2α(ti, ti+1)) ≥ 1− 2a+t∆. (5.2.45)
Proof. The ν-adiabatic solution xadν is a solution of the replacement system and therefore,
for each t ∈ (0, T0/ν) we ﬁnd that
d
dt
xadν (t) = f(xadν (t), νt) + g(xadν (t), νt)
= f(x?(t) + xadν (t)− x?(t), νt) + g(x?(t) + xadν (t)− x?(t), νt)
= fx(x
?(t), νt)(xadν (t)− x?(t)) + gx(x?(t), νt)(xadν (t)− x?(t))
+Rf (xadν (t)− x?(t), νt) +Rg(xadν (t)− x?(t), νt).
Due to assumption (5.2.2), we obtain that∣∣∣∣ ddtxadν (t)
∣∣∣∣ ≤ dfδν + dgδν +Nδ2ν2 for all t ∈ (0, T0/ν). (5.2.46)
For the diﬀerential of a(·) we observe that for all u ∈ (0, T0/ν),
d
du
a(u) =
d
du
fx(x
adν (u), νu) = fxx(x
adν (u), νu)
dxadν (u)
du
+ νfxt(x
adν (u), νu). (5.2.47)
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Altogether, we have that
a(ti+1)
a(s)
≥ 1− 1
a−
∫ ti+1
s
d
du
a(u)du ≥ 1− νµ1
a−
t∆ for all s ∈ [ti, ti+1], i ∈ I.
The second inequality can be seen as follows. First, observe that
a(ti)− |b(ti)| = a(ti)
(
1− |b(ti)|
a(ti)
)
≥ a−(1− γ) for all i ∈ I.
And, as (−1)(|b(ti)| − |b(s)|) ≤ |b(ti)− b(s)|, we have that
a(s)− |b(s)|
a(ti)− |b(ti)| = 1−
a(ti)− |b(ti)| − a(s) + |b(s)|
a(ti)− |b(ti)|
≥ 1− a(ti)− a(s) + |b(ti)− b(s)|
a−(1− γ) for all s ∈ [ti, ti+1], i ∈ I. (5.2.48)
Then, for all s ∈ [ti, ti+1], i ∈ I we have that
b(ti)− b(s) =
∫ ti
s
db(u)
du
du
=
∫ ti
s
gxx(x
adν (u), νu)
dxadν (u)
du
du+
∫ ti
s
gxt(x
adν (u), νu)νdu.
Then, an application of (5.2.46) provides for all s ∈ [ti, ti+1], i ∈ I that
|b(ti)− b(s)| ≤ t∆ν
(
sup
(z,u)∈D
|gxx(z, u)|
(
(df + dg)δ +Nδ
2ν
)
+ sup
(z,u)∈D
|gxt(z, u)|
)
.
(5.2.49)
And analogously with the help of (5.2.47), we ﬁnd for all s ∈ [ti, ti+1], i ∈ I that
a(ti)− a(s) =
∫ ti
s
da(u)
du
du
=
∫ ti
s
fxx(x
adν (u), νu)
dxadν (u)
du
du+
∫ ti
s
fxt(x
adν (u), νu)νdu.
And therefore, using (5.2.46) we ﬁnd that
|a(ti)− a(s)| ≤ t∆ν
(
sup
(z,u)∈D
|fxx(z, u)|
(
(df + dg)δ +Nδ
2ν
)
+ sup
(z,u)∈D
|fxt(z, u)|
)
for all s ∈ [ti, ti+1], i ∈ I.
(5.2.50)
From estimates (5.2.49) and (5.2.50) we reveive for all s ∈ [ti, ti+1], i ∈ I that
a(ti)− a(s) + |b(ti)− b(s)|
≤ t∆ν
(
sup
(z,u)∈D
|fxx(z, u)|
(
(df + dg)δ +Nδ
2ν
)
+ sup
(z,u)∈D
|fxt(z, u)|
)
+ t∆ν
(
sup
(z,u)∈D
|gxx(z, u)|
(
(df + dg)δ +Nδ
2ν
)
+ sup
(z,u)∈D
|gxt(z, u)|
)
,
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which is the claim when plugged into (5.2.48).
For the third inequality, we use that e−z ≥ 1− z for arbitrary z ∈ R and that
α(ti+1, ti) =
∫ ti+1
ti
a(u)du ≤ a+t∆ for all i ∈ I.
Theorem 5.25. Let t∆ be given as in Lemma 5.24 and assume that ν is small enough such
that the estimate on vad in (5.2.32) and the inequalities of part b) of Lemma 5.23 hold true.
Then, for h > 0, we have that
P
{
sup
s∈[0,T0/ν]
|y(s)|√
ζ(s)
> h
}
≤ T0
νt∆
exp
(
−(1− γ) h
2
2σ2
(
1 +R(ν, ‖y0‖, h, t∆)
)
,
where R(ν, ‖y0‖, h, t∆) = O
(
‖y0‖∨ν
h +Nh+ t∆
)
.
Proof. Rearranging terms in (5.2.39) yields
P
{
Eti ∩ Eti+1
}
≤ P
{
sup
s∈[ti,ti+1)
σ|M(s)| >
(
h− sup
s∈[ti,ti+1)
1√
ζ(s)
(
F (s) +G(s)h+H(s)h2
))
· inf
u∈[ti,ti+1)
eα(u)
√
ζ(u)
}
.
So, we can apply the concentration result for stochastic integrals with deterministic inte-
grands from [BG06, Lemma B.1.3 (Bernstein-type inequality)]. That leads to
P
(
Eti ∩ Ecti+1
)
≤ exp
−
((
h− sup
s∈[ti,ti+1)
1√
ζs
(
F (s) +G(s)h+H(s)h2
))
inf
u∈[ti,ti+1)
eα(u)
√
ζ(u)
)2
2σ2
∫ ti+1
0
e2α(u)du

≤ exp
−
((
h− sup
s∈[ti,ti+1)
1√
ζ(s)
(
F (s) +G(s)h+H(s)h2
))
inf
u∈[ti,ti+1)
√
ζ(u)
)2
2σ2
∫ ti+1
0
e−2α(ti+1,u)du sup
u∈[ti,ti+1]
e2α(ti+1,u)

≤ exp
−
((
h− sup
s∈[ti,ti+1)
1√
ζ(s)
(
F (s) +G(s)h+H(s)h2
))√
ζ(ti)
)2
2σ2
∫ ti+1
0
e−2α(ti+1,u)du e2α(ti+1,ti)

= exp
− 1
2σ2V (ti+1)
(
h− sup
s∈[ti,ti+1]
ζ(s)−
1
2
(
F (s) +G(s)h+H(s)h2
))2 ζ(ti)
e2α(ti+1,ti)
 .
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We introduce the auxiliary notation
qi :=
1
2σ2V (ti+1)
(
h− sup
s∈[ti,ti+1]
ζ(s)−
1
2
(
F (s) +G(s)h+H(s)h2
))2 ζ(ti)
e2α(ti+1,ti)
for all i ∈ I.
And ﬁrst, for all i ∈ I, we obtain for the terms that are not contained in the outer squared
parantheses
q
(1)
i :=
1
2σ2V (ti+1)
ζ(ti)
e2α(ti+1,ti)
≥ 1
2σ2
a(ti+1)
a(ti)− |b(ti)|
1− δ1ν
1 + δ1ν
(1− 2a+t∆)
=
1
2σ2
a(ti+1)
a(ti)− |b(ti)|
(
1 +O(ν + t∆)
)
, (5.2.51)
where we use ﬁrst that ζ(ti) ≥ 12(a(ti)−|b(ti)|) (1 − δ1ν) from (5.2.32), (5.2.34), second that
V (s) ≤ 1+δ1ν2a(s) from (5.2.42), and third the estimate (5.2.45). And for the terms that appear
inside the squared parantheses of qi applying the estimates of Lemma 5.23, we achieve for
all i ∈ I that
q
(2)
i :=
(
h− sup
s∈[ti,ti+1]
F (s) +G(s)h+H(s)h2√
ζ(s)
)2
(5.2.52)
≥
(
h− sup
s∈[ti,ti+1)
{
|b(s)|
a(s)
h+
1√
ζ(s)
(
‖y0‖ ∨ νc0
2a−
)
+N
√
ζ(s)
a(s)
h2 + νδ1
h+ h2√
ζ(s)
})2
= h2
(
1− sup
s∈[ti,ti+1)
{
|b(s)|
a(s)
+
1
h
(
1√
ζ(s)
(
‖y0‖ ∨ νc0
2a−
)
+N
√
ζ(s)
a(s)
h2 + νδ1
h+ h2√
ζ(s)
)})2
= h2 inf
s∈[ti,ti+1)
(
1− |b(s)|
a(s)
)21−
1√
ζ(s)
(
‖y0‖ ∨ νc02a−
)
+N
√
ζ(s)
a(s) h
2 + νδ1
h+h2√
ζ(s)
h
(
1− |b(s)|a(s)
)

2
.
Using that 1− sups∈[ti,ti+1) |b(s)|/a(s) ≥ 1− γ on the one hand, and that
1− sup
s∈[ti,ti+1)
|b(s)|
a(s)
= inf
s∈[ti,ti+1)
a(s)− |b(s)|
a(s)
on the other hand, yields(
1− sup
s∈[ti,ti+1)
|b(s)|
a(s)
)2
≥ (1− γ) inf
s∈[ti,ti+1)
a(s)− |b(s)|
a(s)
for all i ∈ I.
And also we apply 1−sups∈[ti,ti+1) |b(s)|/a(s) ≥ 1−γ in the denominator in the parantheses
on the right-hand side to ﬁnd that
q
(2)
i ≥ h2(1− γ) inf
s∈[ti,ti+1)
a(s)− |b(s)|
a(s)
(
1−
‖y0‖∨ νc02a−√
ζ(s)
+N
√
ζ(s)
a(s) h
2 + νδ1
h+h2√
ζ(s)
h(1− γ)
)2
for all i ∈ I.
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Recombining q(1)i and q
(2)
i allows for every i ∈ I to write
qi ≥ h
2(1− γ)
2σ2
inf
s∈[ti,ti+1)
a(ti+1)
a(s)
a(s)− |b(s)|
a(ti)− |b(ti)|
(
1 +O(ν + t∆)
)
·
(
1−
‖y0‖∨ νc02a−√
ζ(s)
+N
√
ζ(s)
a(s) h
2 + νδ1
h+h2√
ζ(s)
h(1− γ)
)2
.
Then, the auxiliaries from Lemma 5.24 are applicable and both additional factors, that can
be derived from the inﬁmum, each of them 1 +O(νt∆), get absorbed in the Laudau symbol.
The former inﬁmum may then be taken to act on the minuend in the parantheses, on which
it becomes a supremum. We obtain that
qi ≥ h
2(1− γ)
2σ2
(
1 +O(ν + t∆)
)(
1− sup
s∈[ti,ti+1)
‖y0‖∨ νc02a−√
ζ(s)
+N
√
ζ(s)
a(s) h
2 + νδ1
h+h2√
ζ(s)
h(1− γ)
)2
for all i ∈ I.
Then, due to Lemma 5.2.6, ζ(·) and ζ−1 are bounded above by something of order 1.
Therefore, we have that
qi ≥ h
2(1− γ)
2σ2
(
1 +O(ν + t∆)
)(
1 +O
(‖y0‖ ∨ ν
h
+Nh+
ν
h
))2
=
h2(1− γ)
2σ2
(
1 +O
(‖y0‖ ∨ ν
h
+Nh+ t∆ + ν
))
for all i ∈ I.
Applying Lemma 5.24 yields
P
(
Eti ∩ Ecti+1,
) ≤ exp(−(1− γ) h2
2σ2
(
1 +O
(‖y0‖ ∨ ν
h
+Nh+ t∆
)))
for all i ∈ {1, . . . , n}.
And so, consequently, we have shown that
P
(
ET0/ν
) ≤ T0
νt∆
exp
(
−(1− γ) h
2
2σ2
(
1 +O
(‖y0‖ ∨ ν
h
+Nh+ t∆
)))
.
So far, the result features several degrees of freedom. And of course, there is no ultimately
convenient way to deminish generality in order to enhance clearity. The below remark
suggest a relatively concrete instance of relations between parameters.
Remark 5.26. a) Remember that assumption (5.2.35) demands max
{
σ, ‖y0‖, ν
}
< h < 1.
Further, the usefulness of the result of the theorem depends on small terms in the Landau
symbol. One way to achieve that is the following: For arbitrary α, β ∈ (0, 1), we let
ν = t∆ = σ
α implying that ‖y0‖ = O(σα). Further, we let h = h˜σαβ, where h˜ denotes
some neither small nor big constant. Then, the result of Theorem 5.25 reads
P(ET0/ν) ≤ exp
(
−(1− γ) h˜
2
2σ2(1−αβ)
(
1 +O
(
σα(1−β) +Nσαβ
))
+ 2α| log σ|+ log T0
)
.
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b) Reaching for the smallest possible h for which Theorem 5.25 provides useful results, we
observe the most unpleasant term ‖y0‖∨νh allows for a careful choice of h of order ν such
that the term R(ν, ‖y0‖, h, t∆) = O
(‖y0‖∨ν
h + Nh + t∆
)
remains strictly smaller than
1/2 for instance. Then, σ of order ν| log ν| is suﬃcient to have the overall early-escape
probability small.
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5.3. Transition - Stability Comes to an End
During the phase when the stability matrix A?(t) is not any longer negative and uniformly
bounded away from 0, the slaving principle in the form of Remark 5.1 does no longer apply.
That means that all former ν-adiabatic solution paths might possibly leave the environment
of order ν along the equilibrium branch. This phenomenon occurs e.g. for the asymmet-
ric pitchfork bifurcation. We have deliberately excluded such behavior from our study by
assuming that there actually is a ν-adiabatic solution path (xadν (t))t∈[0,T ] close to the equi-
librium branch x?.
This subsection will successively study the transition phase from a uniformly stable envi-
ronment to instability. In the ﬁrst part 5.3.1 of this section, under suitable conditions on
the relation between the adiabatic solution and the equilibrium branch, we will show that
the consecutive-boxes approach presented in Subsection 5.2 provides useful results for the
case when stability gets small, but is not lost. Formally, we will consider the system up to
a time T1/ν, deﬁned through
T1/ν := inf
{
t ≥ 0 : |b(t)|
a(t)
= 1−√ν | log ν|
}
.
As we argued in Remark 5.3, the deﬁnition of T1/ν depends on xadν , which is not unique in
general, but we neglect the inaccuracy and continue to speak of the time points T0, T1, . . .
as well as of the ν-adiabatic solution as if they were unique. Subsection 5.3.2 shows that, as
long as the bifurcation point is reached in a reasonable time, the perturbed solution remains
relatively close to the adiabatic solution. The following Subsection 5.3.3 provides that a
typical solution will remain close to the adiabatic solution even for a short period after
the point of instability is surpassed. In Subsection 5.3.4 we study the eﬀect of uniformly
symmetric potentials, which provides signiﬁcant improvement concerning the description of
solutions between T0/ν and a fast time of order
√
ν | log ν| later than the actual transition
point T2/ν. Finally, Section 5.4 treats the question how long a typical solution path needs
to depart from the adiabatic solution.
5.3.1. Shallow Curvature
This ﬁrst step of the transition-phase description applies the techniques of Theorem 5.18 b)
and provides the following insight: The deviation y = x − xadν typically remains within a
distance at most of order
√
ν from the equilibrium branch as long as |b(s)|a(s) ≤ 1−
√
ν | log ν|.
Accordingly, we redeﬁne the stability indicator γ as γ := 1−√ν | log ν| for this subsection.
Here, we proﬁt from our foresight when we formulated Lemma 5.14. In particular, in (5.2.26)
we deﬁned
c˜ := (γ + 2)σβ +
N
a−
σ2β2 +
νc0
a−
,
and concluded that
R˜?− =
c˜
1− γ
(
1 +O
(
σβN
1− γ +
Nc˜
(1− γ)2
))
, (5.3.1)
R˜?+ =
(a−
N
(1− γ)− 2σβ
)(
1 +O
(
Nc˜
(1− γ)2
))
. (5.3.2)
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We keep assuming that σ < ν| log ν| as before, and additionally that ν is suﬃciently small
to ensure R˜?− < R˜?+ . This assumption ensures that the decay-factor function is actually
smaller than 1 at least somewhere including that R˜?− and R˜?+ are well-deﬁned, especially
real. Formally, it ensures that the corresponding radicant is positive, see proof of Lemma
5.14. Since this is no longer true in general for γ ≥ 1 − √ν , we may understand the
choice γ = 1−√ν | log ν| as an application of the consecutive-boxes approach at its limits.
Altogether, Lemma 5.14 and Lemma 5.15 are applicable for γ = 1−√ν | log ν|, and provide
that:
There is t0 ∈ [0, T1/ν] : ‖yt0‖ ∈ (R˜?− , R˜?+)
⇒
|y(t)| ≤ ‖yt0‖+ σβ for all t ∈ [t0, T1/ν ∧ τβ(ξ)],|y(t)| ≤ ‖yt0‖ for all t ∈ [t0 + a−1− log(2), T1/ν ∧ τβ(ξ)].
If we plug γ = 1−√ν | log ν|, σ < ν| log ν| in (5.3.1) we receive that
c˜ = (3−√ν | log ν|)σβ + N
a−
σ2β2 +
νc0
a−
≤ 3 ν| log ν|β +
N
a−
ν2
| log ν|2 β
2 + ν
c0
a−
.
And therefore,
c˜
1− γ < 3
√
ν
| log ν|2 β +
N
a−
ν3/2β2
| log ν|3 +
√
ν c0
a−| log ν| .
Furthermore,
σβN
1− γ +
Nc˜
(1− γ)2 ≤
νβ√
ν | log ν|2 +
1
ν| log ν|2
(
3
ν
| log ν|β +
N
a−
ν2
| log ν|2 β
2 + ν
c0
a−
)
=
√
ν β
| log ν|2 + 3
β
| log ν|3 +
N
a−
ν
| log ν|4 β
2 +
c0
a−| log ν|2 .
With regard to the deﬁnition of R˜?− in (5.3.1), the last estimate justiﬁes the second item
in the below assumption. The third item is an assumption on a minimal transition speed is
natural.
Assumption 5.27. We add the following brief assumptions:
• Suppose that ν is small enough such that R˜?− < R˜?+ .
• We assume that ν is suﬃciently small that R˜?− ≤ 2c˜1−γ .
• We assume that for suﬃciently small ν the system needs a time at most of order
T1−T0
ν ∈ O(1/ν) to transform from uniform stability to the shallow-curvature phase
that we associate with γ = 1−√ν | log ν|.
In Theorem 5.18 we have noted that, in order to have P{τβ(ξ) < T1/ν} small, it suﬃces
to choose β of order | log ν|. Therefore, R˜?− ∈ O(
√
ν ) in the shallow-curvature phase. It
is further natural to assume that ‖yT0/ν‖ = O(ν), because Theorem 5.18 provides that
the deviation process enters a neighborhood of order ν of the equilibrium branch with
high probability. Furthermore, by either Theorem 5.18, Lemma 5.15 b) and (5.2.30) or
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Theorem 5.25 and Remark 5.26, we have that solution paths remain with high probability
in a neighborhood of size at most of order ν until time T0/ν if we assume that σ < ν| log ν| .
Summarizing, due to the groundwork we prepared in Subsection 5.2.1, we conclude the
following main result of this section.
Theorem 5.28. Suppose that Assumptions 5.27 hold true. Assume further that σ < ν| log ν| ,
that ‖yT0/ν‖ ∈ O(ν), and that |b(t)|a(t) ≤ 1−
√
ν | log ν| for all t ∈ [T0/ν, T1/ν]. Assume further
that (5.2.29) holds true for all t ∈ [T0/ν, T1/ν]. Then for suﬃciently small ν,
P
{
sup
s∈[T0/ν,T1/ν]
|y(s)| > 2c˜
1− γ
}
≤ 4eβ
2e(T1 − T0)(1 +O(ν))
θ1ν
exp
(−β2a˜−) for β > 0,
which is useful if β is of order | log ν| and therefore c˜ is of order √ν .
Theorem 5.18 a) provides that the deviation process enters a neighborhood of order ν of the
equilibrium branch with high probability, and solution paths remain with high probability
in a neighborhood of size at most of order ν until time T0/ν. Therefore, the assumption
‖yT0/ν‖ ≤ O(ν) is absolutely natural.
The result of Theorem 5.27 will be tremendously improved under the following two additional
assumptions in Subsection 5.3.4:
• Equilibrium branch and adiabatic solution are identical zero,
• The potentials F and G are uniformly symmetric over [T0/ν, T1/ν].
• The noise ampliﬁer fulﬁlls σ < ν2/| log ν|.
Under those assumptions, Theorem 5.40 will show that a solution typically remains even in
an environment of order ν around 0 up to time T2/ν.
Remark 5.29. The Bernstein-based approach from Subsection 5.2.2 can not so easily be
extended to this regime. The main issue is that we can no longer reasonably assume that
there is an adiabatic solution path in an environment of size ν around the equilibrium branch
1
a(t)−|b(t)| , t ∈ [T0/ν, T1/ν]. That especially spoils the correctness of the estimates (5.2.32)
and the ones from Lemma 5.23. The proof of Theorem 5.25 relies crucially on those.
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5.3.2. The End of Stability
This subsection studies the concentration of solution paths x of (5.1.3) along a ν-adiabatic
solution in the transition phase where stability starts weak and continues ebbing away until
it is entirely gone. The description in a close environment of the transition point, i.e. where
stability is totally lost, here T2/ν, requires a reinforcement of assumptions, or better, a
clariﬁcation or choice of which kind of transition we want to study. We make the following
assumptions.
Assumption 5.30.
a) x?(t) = xad(t) = 0 for all t ∈ [T1/ν, T/ν],
b) Symmetry. The functions f(·, s), g(·, s) are odd in the spatial argument at s = T2; in
particular fxx(x
?(T2/ν), T2) = gxx(x
?(T2/ν), T2) = 0,
c) The coeﬃcients f and g are supposed to lie in C3,3b and one of the following properties
holds :
c1) Linearity. Both f(·, s) and g(·, s) are linear in the ﬁrst argument. In particular
f(y, νt) = a(t)y and g(y, νt) = b(t)y for all t ∈ [T1/ν, T2/ν] and (y, νt) ∈ D.
Furthermore, ddt
|b(t)|
a(t) > 0 in t = T2/ν.
c2) Strictly positive third derivatives fxxx(x
?(T2/ν), T2) + gxxx(x
?(T2/ν), T2) > 0, and
positive mixed derivatives fxt(x
?(T2/ν), T2) + gxt(x
?(T2/ν), T2) > 0.
d) The remaining time T2−T1ν is assumed to be of order
| log ν|√
ν
. We assume that there is
∆1,2 = O(1) such that T2 − T1 = ∆1,2
√
ν | log ν|.
Remark 5.31. There are assumptions that are crucial for the typical behavior of solutions
that we describe:
• The symmetry assumption on F +G is crucial to characterize the delayed symmetric
pitchfork bifurcation in case c1). One ends up with a saddle-node bifurcation for the
replacement system if that condition fails. Here, the assumption is strengthened by
supposing both F and G to be symmetric at time T2/ν. In particular, it provides that
there are constants N˜f , N˜g,Mf ,Mg ≥ 0 such that
Rf (y, νt) ≤
√
ν | log ν|N˜fy2 +Mfy3,
Rg(y, νt) ≤
√
ν | log ν|N˜gy2 +Mgy3
}
for all t ∈ [T1/ν, T2/ν], (y, νt) ∈ D. (5.3.3)
And we denote N˜ := N˜f + N˜g, M := Mf +Mg. Note, that the assumption is naturally
fulﬁlled in case c2).
And there are rather technical assumptions involved to guarantee that the transition into the
time interval [T2/ν, T/ν] proceeds nicely through the transition point T2/ν.
• Condition c1) is self-explaining, and allows a broad variety of how a parameter com-
bination leaves the stability area S. It excludes for instance a parameter-combination
journey along the boundary on the stability area.
• Condition c2) together with a), b) and d) characterizes a delayed pitchfork bifurcation.
• Assumption d) is again a minimal-transition-speed assumption.
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x ∈ R
R
x ∈ R
R
x ∈ R
R
F (x, νt)
G(x, tν)
νt = 0
νt ∈ (0, 1)
νt > 1
(F +G)(x, νt)
Figure 10: Illustration of Example 5.32 part a). For the replacement system, a symmetric
pitchfork bifurcation manifests at tν = 2. Here, ε > 0 is some positive constant to
illustrate the principle shape change of the potential F +G.
The rest of the Assumption 5.30 is mostly a comfort of notation
• As we have seen in (5.2.12), using a ν-adiabatic solution as reference provides a cor-
rection term at most of order ν in the diﬀerential law, see (5.2.13), (5.2.14). An
additional term of that size can be dealt with similar to the treatment of 2σh
√
t∆
within the proof of Theorem 5.35. This would lead to a modiﬁcation of the family of
successive upper bounds (β?i )i∈I at most of order | log ν|. Setting xadν = x? of ν oblit-
erates this minor inaccuracy. In other words, the ν-adiabatic solution, which is deﬁned
with respect to the replacement system, from now on satisﬁes the delay diﬀerential law
when neglecting nonlinear terms.
• Moreover, the inaccuracy in the deﬁnition of time points, see e.g. Remark 5.3, comes
to an end.
Example 5.32. The following two examples serve as paragons for our study concerning the
transition phase.
a) An instance of a delayed symmetric pitchfork bifurcation that satisﬁes all requirements
of Assumption 5.30 except for c2), and also uniformly vanishing quadratic nonlinearity,
that we will consider in Subsection 5.3.4, is given by
F (x, tν) :=
∫ x
0
f(y, tν)dy = x4 + 2x2,
G(x, tν) :=
∫ x
0
g(y, tν)dy = −(1 + νt)x2
 for x ∈ R, t ∈ [0, T ].
Here, xadν (·) = 0 is an adiabatic solution that follows the equilibrium branch x?(·) = 0
over the whole time interval. The equilibrium branch x? is uniformly stable up to any
time t ∈ (0, 1) and becomes unstable at νt = 1. See Figure 10 for an illustration.
b) Another example is given by the linear nonautonomous journey through the stability
boundary which we have seen in Figure 4. Considerdx(t) = −a(t)x(t)dt+ b(t)x(t− r)dt+ σdW (t) for all t ∈ [0, T/ν],x0 = Υ,
where (a(t), b(t))[0,T/ν] leaves the area S˜ := {x, y ∈ R : x < −|y|} at t = T2/ν. See
Figure 11.
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Figure 11: Illustration for Example 5.32 b). The arrow-headed lines represent possible shapes
of the coeﬃcient-combination paths ((a(t)r, b(t)r)t∈[0,T/ν] through the boundary
of S˜. The pale yellow area and the labels have been taken over from Figure 4
for comparability. The parameter-combination journey, that corresponds to the
dotted double-arrow headed line, is covered by our results, while the actual analytic
area of stability S is not left in the case of the dotted line, when the combination
escapes from S˜.
We introduce a time-dependent noise ampliﬁer
F : [T1/ν, T2/ν]→ [0, 1] adapted and bounded by 1.
The reason for this slight extension is that it simpliﬁes the work on the upcoming time
interval, when the system turns slowly increasingly unstable. The Gaussian nature of lin-
earizations stays untouched by this. Further, as a notational update, for this subsection we
will denote
a+ := sup
t∈[T1/ν,T2/ν]
a(t) ≥ sup
t∈[T1/ν,T2/ν]
b(t) =: b+.
Starting from T1/ν, we keep denoting the deviation process as y, given as the unique solution
of
dy(t) =
(− a(t)y(t) + b(t)y(t− r) +Rf (y(t), νt) +Rg(y(t− r), νt))dt+ σF (t)dW (t)
for t ≥ T1/ν,
yT1/ν = Υ,
for some appropriate Υ ∈ C(J,R). And we keep thinking of y as the deviation process of a
solution of (5.1.3) from the ν-adiabatic solution xadν = 0. Due to the previous subsection
we conveniently assume that ‖Υ‖ ∈ O(√ν ). For some n ∈ N, let (θi : i ∈ {0, 1, . . . , n− 1})
with T1/ν = θ0 < θ1 < . . . < θn = T2/ν denote the equidistant partition of [T1/ν, T2/ν] into
n pieces with step width t∆ = T2−T1nν , where n is chosen big enough such that t∆ < r at
least. Informally speaking, in time T1/ν, there are T2−T1√ν time units left before the stability
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is lost and the system has completed the transition to a possibly critical or unstable regime,
i.e., |b(s)|a(s) ≥ 1. To be precise at that point, criticality or instability of the linearized system
frozen in T2/ν is only reached in case of positive delayed feedback a(T2/ν) = b(T2/ν) > 0,
represented through the pale yellow overhang in Figure 11. But the deduced estimates apply
just as well for the case b(T2/ν) = −a(T2/ν) < 0. For a nondecreasing family of constants
0 < β0 ≤ β1 ≤ . . . ≤ βn, let
τβ(x) = inf
{
t ∈ [T1/ν, T2/ν] : |y(t)| >
n−1∑
i=0
βi1[θi,θi+1](t)
}
. (5.3.4)
We continue to denote I := {0, . . . , n−1}. For an appropriate choice of (βi)i∈I we are going
to show that
|y(t)| ≤ βi for all t ∈ [θi, θi+1] and i ∈ I with high probability.
For all i ∈ I we deﬁne the linear nonautonomous piecewise approximation (Y (i)(t))t∈[θi−r,θi+1]
as the unique solutions ofdY (i)(t) = −a(t)Y (i)(t) + b(t)Y (i)(t− r)dt+ σF (t)dW (t) for t ∈ [θi, θi+1],Y (i)θi = yθi , (5.3.5)
each of which admits a representation through the variation-of-constants formula, see The-
orem 3.5. To that end, let (Yˇ (t, u) : u ∈ [T1/ν − r, T2/ν], t ∈ [u − r, T2/ν]) denote the
fundamental solution corresponding to the diﬀerential law of (5.3.5) initiated at some u,
and evaluated at t. Within a regime with a(·) > |b(·)|, through a simple contradiction
argument as in Lemma 4.1, we may deduce that
|Yˇ (t, u)| ≤ 1 for all u ∈ [T1/ν − r, T2/ν], t ∈ [u− r, T2/ν]. (5.3.6)
Let further denote (T det(t, u) : u ∈ [T1/ν, T2/ν], u− r ≤ t) denote the solution semi group,
that maps from J to R, of the deterministic counterpart of system (5.3.5), initiated at u
and evaluated in t. Then, we may rewrite the approximation for each i ∈ I as
Y (i)(t) = T det(t, θi)yθi + σξ
(i)(t) with ξ(i)(t) :=
∫ t
θi
Yˇ (t, u)F (u)dW (u)
for all t ∈ [θi, θi+1].
(5.3.7)
The ﬁrst summand is the solution of the deterministic version of (5.3.5) and as long as
a(·) > |b(·)|, analogue to (5.3.6), it is easy to check that
|T det(t, θi)yθi | ≤ ‖yθi‖ = sup
u∈[−r,0]
|y(θi + u)| ≤ sup
u∈[T1/ν−r,θi]
|y(u)| for all t ∈ [θi, θi+1] .
The second summand (ξ(i)(t))t∈[θi,θi+1] solvesdξ(i)(t) =
(− a(t)ξ(i)(t) + b(t)ξ(i)(t− r))dt+ σF (t)dW (t) for t ∈ [θi, θi+1],
ξ
(i)
θi
= 0,
and actually forms a Gaussian process for every i ∈ I. Then, an application of the Fernique
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inequality provides the following lemma.
Lemma 5.33. For
h >
√
1 + 4 log p where p ∈ N with √p log p ≥ 4(a+t∆ + 1), (5.3.8)
we have that
P
{
sup
t∈[θi,θi+1]
|ξ(i)(t)| > h2√t∆
}
≤ 5p
2
2
e−
h2
2 for all i ∈ I.
Proof. We ﬁx i ∈ I, write Y (i) = Y , and focus on (Yˇ (t, u) : u ∈ [θi, θi+1], t ≥ u − r). The
Fernique parameters Q = Qξ(i) and Γ = Γξ(i) are easily obtained. We ﬁnd that
‖Γ‖ = sup
s∈[0,t∆]
E
[(
ξ(i)(θi + s)
)2]
= sup
s∈[0,t∆]
∫ s
0
Yˇ 2(θi + s, θi + u)F
2(θi + u)du
≤
∫ t∆
0
F 2(θi + u)du ≤ t∆.
Further, rewriting s = s − θi, t = t − θi and formally substituting v = u − θi, it is easy to
see that
E
[(∫ t
θi
Yˇ (t, u)F (u)dW (u)−
∫ s
θi
Yˇ (s, u)F (u)dW (u)
)2]
=
∫ s
θi
(
Yˇ (t, u)− Yˇ (s, u))2 F 2(u)du+ ∫ t
s
Yˇ 2(t, u)F 2(u)du
≤
∫ s
0
(
Yˇ (θi + t, θi + v)− Yˇ (θi + s, θi + v)
)2
dv +
∫ t
s
Yˇ 2(θi + t, θi + v)dv
for all s, t,∈ [θi, θi+1], i.e., s, t ∈ [0, t∆].
Then, with (5.3.6) we ﬁnd that∫ s
0
(
Yˇ (θi + t, θi + v)− Yˇ (θi + s, θi + v)
)2
dv
=
∫ s
0
(∫ t−s
0
−a(θi + s+ u)Yˇ (θi + s+ u, θi + v)
+ b(θi + s+ u)Yˇ (θi + s+ u− r, θi + v)du
)2
dv
≤ (a+ + b+)2t∆(t− s)2 ≤ 4a2+t∆(t− s)2 for all s, t ∈ [0, t∆], s ≤ t.
And it is easy to see that
∫ t
s
Yˇ 2(θi + t, θi + v)dv ≤ t− s for all s, t ∈ [0, t∆], s ≤ t.
Therefore, with a glimpse at the previously used notation in (3.4.10) and (3.4.11), and the
formulas from the Appendix A.2, we obtain that
Q1 ≤ 2a+
√
t∆
∫ ∞
1
t∆p
−u2du ≤ 2a+t
3/2
∆
2p log p
and Q2 ≤
∫ ∞
1
√
t∆ p
−u22 du ≤
√
t∆√
p log p
.
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Finally, we may deduce from the condition on the minimal size of p, which we stated in
(5.3.8), that
√
‖Γ‖ +Q(t∆) ≤
√
t∆ +
(
2 +
√
2
)( √t∆√
p log p
+
a+t
3
2
∆
p log p
)
=
√
t∆
(
1 + (2 +
√
2 )
(
1√
p log p
+
a+t∆
p log p
))
≤ 2√t∆ .
And the claim follows through an application of the Fernique inequality.
Let us denote
τ
(i)
2h
√
t∆
:= inf
{
t ∈ [θi, θi+1] : |ξ(i)(t)| > 2h
√
t∆
}
for all i ∈ I, h > 0,
τ2h
√
t∆ (ξ) := min
{
τ
(i)
2h
√
t∆
: i ∈ I
}
for all h > 0. (5.3.9)
Then obviously, for h and p satisfying (5.3.8), we have that
P
{
τ2h
√
t∆ (ξ) < T2/ν
} ≤ n5p2
2
exp
(
−h
2
2
)
, (5.3.10)
which makes the below Corollary is just as obvious. It states the result if we plug in the
previous corollary into representation (5.3.7).
Corollary 5.34. For h > 0 and p ∈ N satisfying (5.3.8), we have that
|Y (i)(t)| ≤ sup
u∈[T1/ν−r,θi]
|y(u)|+ h2σ√t∆
for all t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I.
And P{τ2h√t∆ (ξ) < T/ν} ≤ 3np2 exp(−h2/2).
Further, for all i ∈ I we deﬁne
Z(i)(t) := y(t)− Y (i)(t) for all t ∈ [θi, θi+1]. (5.3.11)
which P-almost surely solves
dZ(i)(t)
dt = −a(t)Z(i)(t) + b(t)Z(i)(t− r) +Rf (y(t), νt) +Rg(y(t− r), νt) for t ∈ [θi, θi+1),
Z
(i)
θi
= 0.
By Theorem 3.5 the pieces (Z(i)(t))t∈[θi,θi+1] also admit respective representations through
the variation-of-constants formula in terms of the previously deﬁned fundamental solution
Zˇ(t, u) = Yˇ (t, u), u ∈ [θi, T/ν], t ∈ [u − r, T/ν], characterized through its diﬀerential law
(5.3.5). Namely, (Z(i)(t))t∈[θi,θi+1] may be written as
Z(i)(t) =
∫ t
θi
Zˇ(t, u)
(
Rf (y(u), νu) +Rg(y(u− r), νu)
)
du for all u ∈ [θi, θi+1), i ∈ I.
Here, the fact that f and g are supposed to be odd functions at T2/ν comes into play and
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serves through (5.3.3) that
Z(i)(t) <
∫ t
θi
√
ν | log ν|N˜fy2(u) +
√
ν | log ν|N˜gy2(u− r) +Mfy3(u) +Mgy3(u− r)du
≤ t∆
√
ν | log ν|
(
sup
u∈[T1/ν−r,θi+1]
|y(u)|
)2
+ t∆M
(
sup
u∈[T1/ν−r,θi+1]
|y(u)|
)3
for all t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I.
And therefore,
|y(t)| < sup
u∈[T1/ν−r,θi]
|y(u)|+ 2hσ√t∆ +
√
ν | log ν|N˜
(
sup
u∈[T1/ν−r,θi+1]
|y(u)|
)2
t∆
+M
(
sup
u∈[T1/ν−r,θi+1]
|y(u)|
)3
t∆
for all t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I.
(5.3.12)
Theorem 5.35. In the situation of Assumption 5.30 let (θi : i ∈ {0, . . . , n − 1}) denote
the equidistant partition of [T1/ν, T2/ν] with step width t∆ =
∆1,2
n
√
ν
| log ν| < r. Assume that
there is k > 0 such that ‖yT1/ν‖ < k
√
ν . Assume further for h = O
(
log
(
∆1,2√
ν
| log ν|
))
that
ν and σ < ν| log ν|2 are small enough such that there is K > k, independent of ν, with
e
16νt∆K(N˜ | log ν|+MK) ∆1,2t∆√ν | log ν|
(
k +
2σh
√
t∆√
ν
∆1,2
t∆
√
ν
| log ν|
)
< K. (5.3.13)
Deﬁne the family of increasing constants (β?i )i∈{−1,0,1,...,n−1} inductively throughβ?−1 := k
√
ν ,
β?i := β
?
i−1
(
1 + 16νt∆K(N˜ | log ν|+MK)
)
+ 2σh
√
t∆ for i ∈ I,
(5.3.14)
and suppose that σ and ν are small enough such that
4(N˜ | log ν|+MK)√ν t∆(β?i−1 + 2hσ
√
t∆ ) < 1 for all i ∈ I, (5.3.15)
K
√
ν <
1
2(N˜ | log ν|+MK)√ν t∆
, (5.3.16)
2hσ
√
t∆ ≤ k
√
ν . (5.3.17)
Then, the following assertions hold true:
a) We have that β?n−1 ≤ K
√
ν .
b) For all i ∈ I we have that β?i ≥ β?i−1 + 2hσ
√
t∆ + N˜
√
ν | log ν|(β?i )2 +M(β?i )3.
c) The family (β?i )i∈{−1,0,1,...,n−1} constitutes an upper bound for y, i.e. |y(t)| ≤ β?i for all
t ∈ [θi, θi+1] and {−1, . . . , n− 1} as long as t < τ2hσ√t∆ and (5.3.10) holds true.
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Proof. a) The simple recursion formula for (β?i )i∈I can be explicitly solved and serves
β?i = β
?
−1
(
1 + 16νt∆K(N˜ | log ν|+MK)
)i+1
+ 2hσ
√
t∆
i∑
j=0
(1 + 16νt∆K(N˜ | log ν|+MK))j for all i ∈ I.
Using that (1+x) ≤ ex, we receive an upper boundary for β?n−1 for n = ∆1,2t∆√ν | log ν| through
β?i ≤ β?n−1 ≤ β?−1e16νt∆K(N˜ | log ν|+MK)
∆1,2
t∆
√
ν
| log ν|
+
∆1,2
t∆
√
ν
| log ν|2hσ√t∆ e16νt∆K(N˜ | log ν|+MK)
∆1,2
t∆
√
ν
| log ν|
.
And therefore,
β?n−1 <
√
ν e
16νt∆K(N˜ | log ν|+MK) ∆1,2t∆√ν | log ν|
(
k +
2σh
√
t∆√
ν
∆1,2
t∆
√
ν
| log ν|
)
.
Note that this was assumed to be less or equal to K
√
ν in (5.3.13).
b) In a ﬁrst step, we show that β?i ≥ β?i−1 + 2hσ
√
t∆ + (N˜ | log ν|+MK)
√
ν (β?i )
2t∆. For
i ∈ I rewriting the desired inequality with the notation R := (N˜ | log ν|+MK) yields
β?i ≥ β?i−1 + 2hσ
√
t∆ +R
√
ν (β?i )
2t∆
⇔ (β?i )2 −
1
R
√
ν t∆
β?i +
1
R
√
ν t∆
(
β?i−1 + 2hσ
√
t∆
) ≤ 0. (5.3.18)
Then through inequality (5.3.15) on the size of σ, inequality (5.3.18) is true for β?i ∈
[β
(?1)
i , β
(?2)
i ], where
β
(?1)
i =
1
2R
√
ν t∆
−
√
1
4R2νt2∆
− 1
R
√
ν t∆
(
β?i−1 + 2hσ
√
t∆
)
=
1
2R
√
ν t∆
− 1
2R
√
ν t∆
√
1− 4R
2νt2∆
R
√
ν t∆
(
β?i−1 + 2hσ
√
t∆
)
,
and
β
(?2)
i =
1
2R
√
ν t∆
+
√
1
4R2νt2∆
− 1
R
√
ν t∆
(
β?i−1 + 2hσ
√
t∆
)
= O
(
1√
ν t∆
)
.
We use the fact that
√
1− x > 1− x2 − x
2
2 for x ∈ (0, 1) and obtain that
β
(?1)
i <
1
2R
√
ν t∆
− 1
2R
√
ν t∆
(
1− 2R√ν t∆(β?i−1 + 2hσ
√
t∆ )
− 8R2νt2∆(β?i−1 + 2hσ
√
t∆ )
2
)
= β?i−1 + 2hσ
√
t∆ + 4R
√
ν t∆(β
?
i−1 + 2hσ
√
t∆ )
2.
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Then, through (5.3.17) we know that σ is small enough such that
2hσ
√
t∆ ≤ β?−1 ≤ β?i−1 for all i ∈ I.
Hence, the squared-parentheses term satisﬁes (β?i−1 + 2σh
√
t∆ )
2 ≤ 4(β?i−1)2 ≤ 4K
√
ν β?i−1.
Then, we receive that
β
(?1)
i < β
?
i−1 + 2hσ
√
t∆ + 16KRνt∆β
?
i−1
= β?i−1(1 + 16K(N˜ | log ν|+MK)νt∆) + 2hσ
√
t∆ = β
?
i .
And by assumption (5.3.16), we have that
β?i ≤ β?n−1 ≤ K
√
ν <
1
2R
√
ν t∆
≤ β(?2)i for all i ∈ I.
Therefore, β?i satisﬁes the desired inequality (5.3.18).
c) Let τβ?(y) be deﬁned as in (5.3.4). From (5.3.12) we know that
|y(t)| < β?i−1 + 2hσ
√
t∆ + N˜ | log ν|
√
ν (β?i )
2t∆ +M (β
?
i )
3
t∆
for all t < τβ?i (y), t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I,
while
β?i−1 + 2hσ
√
t∆ + N˜ | log ν|
√
ν (β?i )
2 +M(β?i )
3t∆ ≤ β?i
for t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I,
which actually shows that τβ?(y) > τ2h√t∆ (ξ) providing that
|y(t)| ≤ β?i for all t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I.
The three assumptions (5.3.15), (5.3.16), (5.3.17) do not raise any further issue. The ﬁrst
one is in principle justiﬁed through a) since ν is considered to be small. Assumption (5.3.16)
is also naturally fulﬁlled for suﬃciently small ν, and so is Assumption (5.3.17), because we
assumed that σ < ν.
Remark 5.36. In particular, |y(t)| will not exceed a size of order √ν before stability is
ultimately lost (with high probability) if σ ≤ ν| log ν|2 .
5.3.3. During a Small Time at Instability
In order to study the pathwise behavior at least for a short time after stability is gone in
T2/ν, we maintain the Assumptions 5.30 from the previous subsection for the time-interval
[T2/ν, T3/ν]. In particular, the equilibrium branch x? as well as the ν-adiabatic solution are
identically zero. And in the variant including the c1)-assumption, there can not be only one
equilibrium branch but others will originate from the zero line in the transition point T2/ν.
The assumption that f and g are odd implies that there are at least two of them and they
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are spawned symmetric and stable. But we will not pay them any more attention in this
work.
We assume that 0 < a(t) < |b(t)| for all t ∈ (T2/ν, T3/ν], which implies instability for the
linearized system frozen in T2/ν in case b(·) > 0. In order to spare the supply of stars, tildes,
bars and primes, we reuse the symbols from (5.3.3), and assume that there are constants
N˜f , N˜g,Mf ,Mg such that
Rf (y, νt) ≤
√
ν N˜fy
2 +Mfy
3,
Rg(y, νt) ≤
√
ν N˜gy
2 +Mgy
3
}
for all t ∈ [T2/ν, T3/ν] and (y, νt) ∈ D,
and keep denotingM = Mf +Mg. As we do not have any idea of T3/ν by now, the notation
above is a bit odd in the sense that it includes a hidden assumption, namely that T3 − T2
is at most of order
√
ν . This will be justiﬁed ex post. Starting from T2/ν, we consider the
solution of
dy(t) =
(− a(t)y(t) + b(t)y(t− r) +Rf (y(t), νt) +Rg(y(t− r), νt))dt+ σF (t)dW (t)
for t ∈ [T2/ν, T3/ν],
yT1/ν = Υ,
(5.3.19)
between [T2/ν, T3/ν], where T3/ν is a point in time that is not too far away from T2/ν.
Again Υ is some suitable element of C(J,R). Actually, the main result of this subsection
will show that paths typically remain in an environment of order
√
ν as long as T3−T2√
ν
is at
most of order 1; or in other words, only if T3 = T2 +O(
√
ν ). We conveniently assume that
‖Υ‖ = O(√ν ). We will mostly reuse the ideas from the previous case, where the system has
approached the point of instability. We continue to write I = {0, . . . , n− 1} for n := T3−T2rν ,
θi = T2/ν+ ir, which means that we work with step width t∆ = r for notional comfort, and
we will construct an appropriate family of consecutive bounds (β¯i)i∈I inducing the stopping
time τβ¯(y), deﬁned as in (5.3.4). Let further
λ+(t) := sup
{
λ ∈ R : There is u ∈ [T2/ν, t] with a(u) + λ = b(u)e−λr
}
for all t ∈ [T2/ν, T3/ν],
λi := λ
+(θi+1) for all i ∈ I.
And ﬁnally, the conclusions, that we are going to derive, are formulated in the same manner
as in the previous subsection. Namely, we will show that |y(t)| ≤ β¯i for all t ∈ [θi, θi+1] for
all i ∈ I with high probability for an appropriate choice of (β¯i)i∈{−1,...,n−1}.
For i ∈ I let (Y (i)(t))t∈[θi−r,θi+1] be the unique solutions of the nonautonomous linear SDDEsdY (i)(t) = −a(t)Y (i)(t)dt+ b(t)Y (i)(t− r)dt+ σF (t)dW (t) for t ∈ [θi, θi+1],Y (i)θi = yθi . (5.3.20)
Then, we have that (Y(i)(t))t∈[θi−r,θi+1], deﬁned by Y(i)(t) := e−λi(t−θi)Y (i)(t) for all t ∈
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[θi − r, θi+1], uniquely solvesdY
(i)
t = −a˜(t)Y(i)(t)dt+ b˜(t)Y(i)(t− r)dt+ σF˜ (i)(t)dW (t) for t ∈ [θi, θi+1],
Y(i)(t) = e−λi(t−θi)y(t) for t ∈ [θi − r, θi],
where a˜(t) = a(t) + λi ≥ b(t)e−λir = b˜(t) and F˜ (i)(t) = e−λi(t−θi)F (t) for all t ∈ [θi, θi+1]
for all i ∈ I. The processes (Y(i)(t))t∈[θi−r,θi+1], i ∈ I, satisfy the requirements of the
previous subsection, so we may adopt most of the results. Again, we use the notation of a
fundamental solution (Yˇ(i)(t, u) : u ∈ [θi, θi+1], u− r ≤ t) initiated at u, that corresponds to
the diﬀerential law
dYˇ(i)(t) = −a˜(t)Yˇ(i)(t)dt+ b˜(t)Yˇ(i)(t− r)dt for all t ∈ [θi, θi+1], i ∈ I. (5.3.21)
Then we may rewrite the process (Y(i)(t))t∈[θi,θi+1] as
Y(i)(t) = T det(i)t,θi Y
(i)
θi
(0) + σξ(i)(t), where
ξ¯(i)(t) :=
∫ t
θi
Yˇ(i)(t, u)e−λi(u−θi)F (u)dW (u) for all t ∈ [θi, θi+1], i ∈ I, (5.3.22)
where (T det(i)t,u : u ∈ [θi, θi+1], t ∈ [u − r, θi]) denotes the solution semi group, that maps
from C(J,R) to C(J,R), and corresponds to the diﬀerential law (5.3.21) for i ∈ I. Just like
in the previous case, we can deduce that
sup
t∈[θi,θi+1]
|T det(i)t,θi Y
(i)
θi
(0)| ≤ ‖Y(i)θi ‖ ≤ sup
[θi−r,θi]
|Y(i)(u)|
≤ eλit∆ sup
u∈[T2/ν−r,θi]
|y(u)| for all t ∈ [θi, θi+1].
The last of the above inequalities is due to the choice t∆ = r. Without this simpliﬁcation the
above inequality would raise additional intricate issues concerning intersections of intervals
[θj , θj+1] inside the initial interval [θi − r, θi] of yθi for potentially several j < i.
In the previous section we already achieved a useful concentration inequality concerning ξ¯(i)
given by
P
{
sup
s∈[θi,θi+1]
|ξ¯(i)(s)| > 2h√t∆
}
≤ 3p2e−h
2
2 for all i ∈ I, (5.3.23)
where h, p are chosen due to (5.3.8). We denote τ2h√t∆ (ξ¯) analogue to τ2h
√
t∆ (ξ) in (5.3.9).
Then Retransforming Y (i)(t) = eλi(t−θi)Y(i)(t) for all t ∈ [θi − r, θi+1], i ∈ I, we ﬁnd that
|Y (i)(t)| ≤ eλit∆
(
eλit∆ sup
u∈[T2/ν−r,θi]
|y(u)|+ 2hσ√t∆
)
for all t ∈ [θi, θi+1] t < τ2h√t∆ (ξ¯).
If we ﬁx one interval [θi, θi+1], then the process
Z(i)(t) := y(t)− Y (i)(t) for all t ∈ [θi − r, θi+1] (5.3.24)
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is P-a.s. the unique solution of the ordinary, nonlinear DDE
Z(i)(t)
dt = −a(t)Z(t) + b(t)Z(t− r) +Rf (y(t), νt) +Rg(y(t− r), νt) for t ∈ [θi, θi+1],
Z
(i)
θi
= 0.
(5.3.25)
Therefore, the transformed process Z(i)(t) := e−λi(t−θi)Z(i)(t) for t ∈ [θi − r, θi+1] solves
Z(i)(t)
dt = −a˜(t)Z(i)(t) + b˜(t)Z(i)(t− r) + R˜(i)f (y(t), νt) + R˜g(y(t− r), νt), t ∈ [θi, θi+1],
Z(i)θi = 0,
where R˜(i)f (x, νt) = e−λi(t−θi)Rf (x, νt) for all tuples (x, νt) ∈ D with t ∈ [θi, θi+1], and
analogue for R˜g. The initial segments remain identical 0 which allows us to rewrite Z(i) as
Z(i)(t) =
∫ t
θi
Zˇ(t, u)
(
R˜
(i)
f (y(u), νu) + R˜
(i)
g (y(u− r), νu)
)
du for all t ∈ [θi, θi+1],
and therefore,
|Z(i)(t)| ≤ t∆N˜
√
ν
(
sup
u∈[T2/ν−r,t]
|y(u)|
)2
+ t∆M
(
sup
u∈[T2/ν−r,t]
|y(u)|
)3
for all t ∈ [θi, θi+1],
where Zˇ(i) = Y(i) denotes the corresponding fundamental solution which coincides with one
of the previous ones. We may directly deduce
|y(t)| ≤ eλit∆
(
sup
u∈[T2/ν−r,θi]
|y(u)|eλit∆ + 2hσ√t∆ + t∆N˜
√
ν
(
sup
u∈[T2/ν−r,t]
|y(u)|
)2
+t∆M
(
sup
u∈[T2/ν−r,t]
|y(u)|
)3)
for all t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ¯).
(5.3.26)
The following theorem is an analogue of Theorem 5.35 from the previous section, and the
proofs are conceptually identical.
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Theorem 5.37. Consider the situation of Assumption 5.30 and let (θi : i ∈ I) denote
the equidistant partition of [T2/ν, T3/ν] with step width t∆ = r, i.e. θi = T2/ν + ir for
i ∈ {0, . . . , n} and n = T3−T2νr . Assume that there is a constant K > 0 such that ‖yT2/ν‖ <
K
√
ν , and that h = O (log (T3−T2ν )). Denote λ(T3)? := supt∈[T2/ν,T3/ν] λ+(t). Suppose that
σ < ν| log ν|2 , and that there is K¯ > 0 for ν suﬃciently small such that
K exp
2t∆ n−1∑
j=0
λj
 exp(T3 − T2
t∆ν
16t∆K¯(N˜ + K¯M)νe
3λ
(T3)
? t∆
)
+ 2
σ√
ν
h
√
t∆ e
λ
(T3)
? t∆
T3 − T2
t∆ν
exp
2t∆ n−1∑
j=0
λj

· exp
(
T3 − T2
t∆ν
16t∆K¯(N˜ + K¯M)νe
3λ
(T3)
? t∆
)
< K¯.
(5.3.27)
Deﬁneβ¯−1 := K
√
ν ,
β¯i := β¯i−1e2λit∆
(
1 + 16t∆K¯(N˜ + K¯M)νe
3λit∆
)
+ 2σh
√
t∆ e
λit∆ for all i ∈ I.
Assume further that ν is small enough such that
4e2λit∆(N˜ + K¯M)
√
ν t∆(e
λit∆ β¯i−1 + 2σh
√
t∆ ) < 1,
K¯
√
ν ≤ 1
2(N˜ | log ν|+MK)√ν t∆
, (5.3.28)
2σh
√
t∆ ≤ eλit∆ β¯−1,
Then,
|y(t)| ≤ β¯i ≤ K¯
√
ν for all t ∈ [θi, θi+1], t < τ2h√t∆ (ξ¯), i ∈ I, (5.3.29)
and
P
{
τ2h
√
t∆ (ξ¯) < T3/ν
} ≤ n5p2
2
exp
(
−h
2
2
)
,
when h and p satisfy (5.3.8)
Remark 5.38. a) Let λ : [T2/ν, T3/ν] → R be deﬁned through a(u) + λ(u) = b(u)eλ(u)r.
Obviously λ(T2/ν) = 0. Note, that this is only some mapping, and λ+(θi) picks its
value related to that one for i ∈ I. In particular, it does deliberately not provide a fancy
transformation for the autonomous system. By the implicit function theorem
dλ(t)
dt
∣∣∣∣
t=T2/ν
=
b′(T2/ν)− a′(T2/ν)
1− b(T2/ν)r
= −ν fxt(0, T2/ν) + gxt(0, T2/ν)
1− gx(0, T2/ν)r =: νmλ,
where the prime denotes the time derivative, and mλ is independent of ν. Then, if T3−T2
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is small enough such that λ(·) is monotone on the interval [T2/ν, T3/ν], then
2t∆
n−1∑
j=0
λj ≈
∫ T3/ν
T2/ν
λ(u)du ≈
∫ T3−T2
ν
0
νmλudu =
mλν
2
(
T3 − T2
ν
)2
,
where the approximations are rather informal in general, but provide a good approxima-
tion as soon as T3 − T2 is suﬃciently small.
b) For K¯/K > 1 of order O(1) the choice (5.3.27) is possible, if σ < ν/| log ν| and if
2νT∆
∑n−1
j=0 λj is not too big, which is true if
T3−T2
ν is at most of order
1√
ν
for suﬃciently
small ν by a). Formulated in fast time, T3 − T2 may be of order
√
ν .
Proof of Theorem 5.37. The β¯i, i ∈ I, are explicitly given by
β¯i = β¯−1e2t∆
∑i
j=0 λj
i∏
j=0
(
1 + 16t∆K¯(N˜ + K¯M)νe
3λit∆
)
+ 2σh
√
t∆
i∑
j=0
eλjt∆e2t∆
∑i
l=j+1 λl
i∏
l=j+1
(
1 + 16t∆K¯(N˜ + K¯M)νe
3λit∆
)
for all i ∈ I.
We ﬁnd that β¯i ≤ β¯n−1 for all i ∈ I, where
β¯n−1 ≤ β¯−1 exp
2t∆ n−1∑
j=0
λj
 n−1∏
j=0
(
1 + 16t∆K¯(N˜ + K¯M)νe
3λit∆
)
+ 2σh
√
t∆
i∑
j=0
eλjt∆e2t∆
∑i
l=j+1 λl
i∏
l=j+1
(
1 + 16t∆K¯(N˜ + K¯M)νe
3λit∆
)
≤ β¯−1 exp
2t∆ n−1∑
j=0
λj
 exp(T3 − T2
t∆ν
16t∆K¯(N˜ + K¯M)νe
3λ
(T3)
? t∆
)
+ 2σh
√
t∆ e
λ
(T3)
? t∆
T3 − T2
t∆ν
exp
2t∆ n−1∑
j=0
λj

· exp
(
T3 − T2
t∆ν
16t∆K¯(N˜ + K¯M)νe
3λ
(T3)
? t∆
)
.
The crucial point is that β¯−1 > ‖yT2/ν‖ and that
β¯i ≥ eλit∆
(
β¯i−1eλit∆ + 2σh
√
t∆ + (N˜ + K¯M)
√
ν t∆β¯
2
i
)
≥ eλit∆
(
β¯i−1eλit∆ + 2σh
√
t∆ + N˜
√
ν t∆β¯
2
i + t∆Mβ¯
3
i
)
for all i ∈ I. (5.3.30)
If we for a moment denote R := N˜ + K¯M , this can be seen through
β¯i ≥ eλit∆
(
β¯i−1eλit∆ + 2σh
√
t∆ +R
√
ν t∆β¯
2
i
)
⇔ β¯2i −
β¯i
eλit∆R
√
ν t∆
+
β¯i−1eλit∆ + 2σh
√
t∆
R
√
ν t∆
≤ 0 for all i ∈ I,
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which is true if β¯i ∈ [β¯(1)i , β¯(2)i ] with
β¯
(1)
i =
1
2eλit∆R
√
ν t∆
−
√(
1
2eλit∆R
√
ν t∆
)2
− β¯i−1e
λit∆ + 2σh
√
t∆
R
√
ν t∆
=
1
2eλit∆R
√
ν t∆
− 1
2eλit∆R
√
ν t∆
√
1− 4e
2λit∆R2νt2∆(e
λit∆ β¯i−1 + 2σh
√
t∆ )
R
√
ν t∆
<
1
2eλit∆R
√
ν t∆
− 1
2eλit∆R
√
ν t∆
(
1− 2e
2λit∆R2νt2∆(e
λit∆ β¯i−1 + 2σh
√
t∆ )
R
√
ν t∆
− 8e4λit∆R2νt2∆(eλit∆ β¯i−1 + 2σh
√
t∆ )
2
)
= e2λit∆ β¯i−1 + 2eλit∆σh
√
t∆ + 4e
3λit∆R
√
ν t∆(e
λit∆ β¯i−1 + 2σh
√
t∆ )
2 for all i ∈ I.
Then, with the assumption 2σh
√
t∆ ≤ eλit∆ β¯−1, we obtain that
β¯
(1)
i < e
2λit∆ β¯i−1 + eλit∆2σh
√
t∆ + 16e
3λit∆R
√
ν t∆(e
λit∆ β¯i−1)2 for all i ∈ I.
Now, we use that βi−1 ≤ K¯
√
ν and end up with
β¯
(1)
i < e
2λit∆ β¯i−1 + eλit∆2σh
√
t∆ + 16e
5λit∆RK¯νt∆β¯i−1
= e2λit∆ β¯i−1(1 + 16e3λit∆RK¯t∆ν) + 2eλit∆σh
√
t∆ for all i ∈ I.
Moreover, it is obvious that e2λit∆ β¯i−1(1 + 16e3λit∆K¯Rν) + 2eλit∆σh
√
t∆ < β¯
(2)
i , because
of assumption (5.3.28). With τβ¯(y) as deﬁned in (5.3.4), we have that
|y(t)| ≤ eλit∆
(
sup
u∈[T2/ν−r,θi]
|y(u)|eλit∆ + 2hσ√t∆ + t∆N˜
√
ν
(
sup
u∈[T2/ν−r,t]
|y(u)|
)2
+ t∆M
(
sup
u∈[T2/ν−r,θi+1]
|y(u)|
)3)
< eλit∆
(
β¯i−1eλit∆ + 2hσ
√
t∆ + t∆N˜
√
ν β¯2i + t∆Mβ¯
3
i
)
≤ eλit∆
(
β¯i−1eλit∆ + 2hσ
√
t∆ + t∆N˜
√
ν β¯2i + t∆K¯
√
ν Mβ¯2i
)
≤ β¯i
for all t ∈ [θi, θi+1], t ≤ τβ¯(y) ∧ τ2h√t∆ (ξ¯),
which is true by iteration starting with the interval [θ0, θ1] and the assumption that ‖yT2/ν‖ <
β¯−1. Through (5.3.30) that actually provides that τβ¯(y) > τ2h√t∆ (ξ¯) and the statement
follows.
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5.3.4. Uniformly Symmetric Environment
As an addendum to the subsections 5.3.2 and 5.3.3 we consider a special case of rein-
forcements on the Assumptions 5.30, namely that the potentials F and G are symmetric
throughout the transition phase rather than only at the point of transition T2/ν. It is worth
mentioning that both Example 5.32 a) and b) satisfy these conditions.
Assumption 5.39. In addition to Assumptions 5.30 we assume that:
• Symmetry of the potentials F and G is fulﬁlled throughout [T0/ν, T2/ν], i.e. that non-
linearity is of cubic order.
• Stricter assumption on the noise ampliﬁer. We assume that σ < ν2/| log ν|.
In that special case, we can apply a variant of the above argument of Theorem 5.35 to
show that the deviation y remains in a neighborhood of size ν. Due to the similarity with
the proofs of the previous two subsections, we will conﬁne to repeat the main arguments
only in the ﬁrst case. Actually, it suﬃces to reconstruct the time interval, the step sizes
and the deﬁnition of (β?i )i∈I . Then, the above proof of Theorem 5.35 can be used as a
template. For notational comfort and by the ﬂexibility for the choice of T0, we decide to
consider (T2−T0) = 1. Note that by the general symmetry assumption, the estimate (5.3.12)
simpliﬁes to
|y(t)| < sup
u∈[T0/ν−r,θi]
|y(u)|+ 2hσ√t∆ +M
(
sup
u∈[T0/ν−r,θi+1]
|y(u)|
)3
t∆
for t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I,
(5.3.31)
where τ2h√t∆ (ξ) is deﬁned analogue to (5.3.9) for ξ analogue to (5.3.7).
Corollary 5.40. In the situation of Assumption 5.39 let t∆ :=
T2−T0
nν < r, where n =
1
t∆ν
is
the number of steps from a uniformly stable regime to the point where stability is lost. Assume
that there is k > 0 such that ‖yT0/ν‖ ≤ kν. Assume further that h = O
(
log
(
| log ν|
ν
))
and
that ν is small enough such that
ke
16MK2ν2t∆
| log ν|
t∆ν +
σ
t∆ν2
2h
√
t∆ e
16MK2ν2t∆
| log ν|
t∆ν < K. (5.3.32)
We deﬁne
β?−1 := kν and β
?
i := β
?
i−1(1 +MK
2ν2t∆) + 2hσ
√
t∆ for all i ∈ {0, . . . , n− 1},
and assume that
4MKνt∆(β
?
i−1 + 2hσ
√
t∆ ) < 1 for all i ∈ I, (5.3.33)
Kν <
1
2MKνt∆
, (5.3.34)
2hσ
√
t∆ ≤ kν. (5.3.35)
Then the following holds true:
a) We have that β?n−1 ≤ Kν.
b) For all i ∈ I we have that β?i ≥ β?i−1 + 2hσ
√
t∆ +M(β
?
i )
3.
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c) The family (β?i )i∈{−1,0,1,...,n−1} constitutes an upper bound for y, i.e. |y(t)| ≤ β?i for
all t ∈ [θi, θi+1], t < τ2h√t∆ (ξ) and {−1, . . . , n − 1}. The corresponding probability is
provided through Lemma 5.33, and given by
P
{
τ2h
√
t∆ (ξ) < T2/ν
} ≤ n5p2
2
exp
(
−h
2
2
)
,
when h and p satisfy (5.3.8).
Remark 5.41. In order to satisfy (5.3.32), it is necessary to have σ < ν
2
| log ν| .
Proof. a) Due to the same diﬀerential law of the deviation y, we can take over the property
(5.3.12), that provides a step-wise upper bound. Here, by absence of nonlinear terms of
quadratic order, we obtain
|y(t)| < sup
u∈[T0/ν−r,θi]
|y(u)|+ 2hσ√t∆ +M
(
sup
u∈[T0/ν−r,θi+1]
|y(u)|
)3
t∆
for t ∈ [θi, θi+1], t ≤ τ2h√t∆ (ξ), i ∈ I.
Then, through the recursive deﬁnition, we have that
β?i ≤ β?n−1 ≤ β?−1e16MK
2ν2t∆
1
t∆ν
| log ν|
+
1
t∆ν
| log ν|2hσ√t∆ e16MK
2ν2t∆
1
t∆ν
| log ν|
.
< νe
16MK2ν2t∆
1
t∆ν
| log ν|
(
k +
1
t∆ν2
| log ν|2hσ√t∆
)
< Kν.
b) First, we ﬁx i ∈ I and show that β?i ≥ β?i−1 + 2σh
√
t∆ +MKν(β
?
i )
2t∆. Reformulating
the inequality yields
β?i ≥ β?i−1 + 2σh
√
t∆ +MKν(β
?
i )
2t∆
⇔ (β?i )2 −
1
MKνt∆
β?i +
1
MKνt∆
(
β?i−1 + 2hσ
√
t∆
) ≤ 0.
This is true through assumption (5.3.33) if β?i ∈ [β(?1)i , β(?2)i ] with
β
(?1)
i =
1
2MKνt∆
−
√
1
4M2K2ν2t2∆
− 1
MKνt∆
(
βi−1 + 2hσ
√
t∆
)
=
1
2MKνt∆
− 1
2MKνt∆
√
1− 4M
2K2ν2t2∆
MKνt∆
(
βi−1 + 2hσ
√
t∆
)
.
Note that β(?2)i ∈ O
(
1
νt∆
)
. We use the fact that
√
1− x > 1 − x2 − x
2
2 for x ∈ (0, 1) and
obtain that
β
(?1)
i <
1
2MKνt∆
− 1
2MKνt∆
(
1− 2MKνt∆(β?i−1 + 2hσ
√
t∆ )
− 8M2K2ν2t2∆(β?i−1 + 2hσ
√
t∆ )
2
)
= β?i−1 + 2hσ
√
t∆ + 4MKνt∆(β
?
i−1 + 2hσ
√
t∆ )
2.
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With assumption (5.3.35) we obtain that
β
(?1)
i < β
?
i−1 + 2hσ
√
t∆ + 16MK
2ν2t∆β
?
i−1
= β?i−1(1 + 16MK
2ν2t∆) + 2hσ
√
t∆ .
Furthermore, through assumption (5.3.34) we obtain that
β?i−1(1 + 16MK
2ν2t∆) + 2hσ
√
t∆ < β
(?2)
i ,
and hence, as desired,
β?i ≥ β?i−1 + 2σh
√
t∆ +MKν(β
?
i )
2t∆ ≥ β?i−1 + 2σh
√
t∆ +M(β
?
i )
3t∆.
c) Completely analogue to Part c) of Theorem 5.35
Remark 5.42. • Assumptions (5.3.33), (5.3.34) and (5.3.35) are naturally fulﬁlled if ν
is small enough through the fact that β?n−1 ≤ Kν.
• Regarding the necessary smallness of σ, one realizes that an additional correction term
of order ν in formula (5.3.31) cannot be compensated through the procedure in the same
way Remark 5.31 indicated for Theorem 5.35. It is therefore necessary to assume that
x? = xadν = 0 throughout [T0/ν, T2/ν].
• The assumption of absence of quadratic nonlinear terms is crucial, because starting at
T0/ν in the uniformly stable phase invalidates plausible attempts providing quadratic
nonlinearity to be small in terms of ν as we did in (5.3.3) when starting from T1/ν.
tT0 T2 T3 T
y(t)
O(1)
O(√ν | log ν|)
O(ν)
O(√ν )
Adiabatic solution xadν
Equilibrium branch x?
O(√ν | log ν|)
Figure 12: Sketch of the typical path behavior during diﬀerent transition phases for the special
case of a pitchfork bifurcation with uniformly symmetric F , G. The lighter blue
area is a reference from the previous more general case. Time points and durations
are formulated in fast time.
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Instead of formulating an analogue theorem for the phase between T2/ν and T3/ν for the
uniformly symmetric special case, we provide the respective results in the following remark.
Remark 5.43 (Uniformly symmetric pitchfork continued from T2/ν). As we have seen,
Corollary 5.40 can be easily deduced from Theorem 5.35. And in the same way, Theorem
5.37 can be modiﬁed to the case of uniformly symmetric potentials. We will not formulate
such a corollary, but only have a look at the implications. To that end, we continue from
Corollary 5.40 where y remains in a distance at most of order ν around x? = xadν = 0,
if σ < ν
2
| log ν| . In that case the results from Remark 5.38 b) can be improved a bit, because
Condition 5.3.27 is a bit easier to fulﬁll, which is to say, that the maximal time T3/ν for
which the process remains at most of order
√
ν increases a bit. Regarding the Key condition
(5.3.27), in order to have y remaining in a distance of at most of order
√
ν , the distance
T3 − T2 must allow for a small parameter ν to fulﬁll
K
√
ν exp
2t∆ n−1∑
j=0
λj
 exp(T3 − T2
t∆ν
16t∆K¯
2Mνe3λ
(T3)
? t∆
)
+ 2
σ√
ν
h
√
t∆ e
λ
(T3)
? t∆
T3 − T2
t∆ν
exp
2t∆ n−1∑
j=0
λj
 exp(T3 − T2
t∆ν
16t∆K¯
2Mνe3λ
(T3)
? t∆
)
< K¯.
In reducing the size of ν this is satisﬁable as long as 2t∆
∑n−1
j=0 λj is not yet big. With the
above considerations in Remark 5.38, we may conclude that one ﬁnds ν small enough such
that the above inequality holds as long as T3−T2ν is at most of size
| log ν|√
ν
meaning that we
gain an additional logarithmic factor of time in which the deviation process does not leave
a distance of order
√
ν . We obtain a modiﬁed version of Figure 8 through Figure 12.
5.3.5. On the Choice of Delay Inﬂuence
All the presented approaches to concentration inequalities or contraction-like behavior in-
cluding the Subsections 5.2.1 to 5.3.4 actually have a Halanay-type inequality as their core
arguments. That means that  in one way or the other  an estimate for the future evolution
of a solution path is constructed using the supremum of the solution path over the preceding
delay-length interval. Of course, that technique covers several formulations of time-delayed
inﬂuence at once and we initially decided for a very simple one due to notational comfort.
Other possible formulations in place of (5.1.3) that would still satisfy all of the presented
results in the subsections mentioned above are for instance:
• dx(t) =
[
f(x(t), νt) + g(x(t− r˜(t/ν)), νt)
]
dt+ σdW (t) for t ∈ [0, T/ν],
where r˜ : [0, T ]→ [0, r] is a mapping with values in [0, r].
• dx(t) =
[
f(x(t), νt) +
n∑
i=1
bi(t/ν)x(t− ri)
]
dt+ σdW (t) for t ∈ [0, T/ν],
where r1, . . . , rn ∈ [0, r] and continuous bi : [0, T ]→ R for all i ∈ {1, . . . , n} such that∑n
i=1 |bi(t)| < a(t).
• dx(t) =
[
f(x(t), νt) + L(t)xt
]
dt+ σdW (t) for t ∈ [0, T/ν],
where L : [0, T/ν]× C(J,R)→ R continuous and linear with ‖L(t)‖ ≤ b.
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This work has predominantly focused on concentration inequalities to limit the probability
of an escape from an area that usually was formulated in terms of standard deviations or
closely related quantities. An exception is Section 4.4 that has provided insight to the small-
ball probabilities of SDDEs in the critical regime, where an analogy to a properly rescaled
Brownian motion was established. Key ingredients have been the well-known small-ball
probabilities of Brownian motion and the convergence of fundamental solutions that we
established in the earlier Section 4.1. In this ﬁnal part of the transition of a solution to
an SRFDE into an unstable regime, we address ourselves to the question how much time
is suﬃcient for the solution to escape from a neighborhood of order 1 along the equilib-
rium branch. We will further simplify the considered system through the following set of
assumptions:
Assumption 5.44.
• We keep the assumption that 0 < b− ≤ b(t) ≤ b+ and 0 < a− ≤ a(t) ≤ a+ for all
t ∈ [T3/ν, T/ν], where a−, a+, b−, b+ are independent of ν.
• With regard to the results of Section 5.3.3 as well as Section 5.3.4, we assume that
T3/ν − T2/ν = O(
√
ν ), and that there is c3, c¯3 > 0 such that
c3
√
ν ≤ b(T3/ν)− a(T3/ν) ≤ c¯3
√
ν .
• The systems keeps turning more and more unstable immediately after passing through
T3/ν. We assume that there are positive constants mb and ma such that:
0 ≤ db(t)
dt
≤ mbν and −maν ≤ da(t)
dt
≤ 0 for all t ≥ T3/ν,
which includes that b(t) > a(t) for all t ≥ T3/ν.
• All nonlinear terms will be neglected, in particular we will study the solution ofdx(t) = −a(t)x(t)dt+ b(t)x(t− r)dt+ σdW (t) for t ≥ T3/ν,xT3/ν = Υ. (5.4.1)
Note that due to the absence of nonlinear terms, we implicitly keep the assumption
that x? = xadν = 0 for the remaining time interval [T3/ν, T/ν].
• In foresight we assume that T − T3 is at most of order
√
ν | log σ|.
The results so far have revealed that typically ‖Υ‖ ∈ O(√ν ), for suﬃciently small ν and
σ < ν| log ν| . We keep denoting the fundamental solution by xˇ = (xˇ(t, u), u ≥ T3/ν, t ≥ u−r),
and let the corresponding deterministic solution semi group (T dett,u : u ≥ T3/ν, t ≥ u − r)
map from C(J,R) to C(J,R). Then, by Theorem 3.5, we may represent the solution as
x(t) = T dett,T3/νΥ(0) + σ
∫ t
T3/ν
xˇ(t, u)dW (u) for all t ∈ [T3/ν, T/ν].
For the generalized fundamental solution xˇ we have so far only developed upper-bound
estimates while in this section we will need a lower-bound estimate. This will be achieved
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by transforming the fundamental solution so that it solves a nonautonomous DDE with
coeﬃcients that coincide in every point in time. Then, we will make use of slow system
evolution and our knowledge on the constant-coeﬃcient case. The transformation is not as
obvious as its kind have been in the constant-coeﬃcient case. As a key result of this section,
the following lemma provides the existence of a nice process c : [T3/ν, T/ν]→ R such that
a˜(t) := a(t) + c(t) = b(t) exp
(
−
∫ t
t−r
c(s)ds
)
=: b˜(t) for all t ∈ [T3/ν, T/ν]. (5.4.2)
The importance lies in the fact that for γ(t, s) =
∫ t
s
c(u)du the transformed fundamental
solution
Xˇ(t, u) : = exp (−γ(t, u)) xˇ(t, u) for all u ≥ T3/ν, t ≥ u− r (5.4.3)
again constitutes a fundamental solution and solvesdXˇ(t, u) = −a˜(t)Xˇ(t, u)dt+ b˜(t)Xˇ(t− r, u)dt for t ≥ T3/ν, u ≤ t,Xˇ(t, u) = 1{u}(t) for t ∈ [u− r, u]. (5.4.4)
It is worth emphasizing that the simpliﬁed notation, for instance a(t) = fx(x?(t), νt), tends
to hide the fact that the process c depends on ν.
Lemma 5.45. Let a, b : [t0, t1] → R be nonnegative and continuous for arbitrary ﬁnite
0 < t0 < t1, denote b+ := ‖b‖[t0,t1] and a+ := ‖a‖[t0,t1]. Deﬁne H : C
(
[t0 − r, t1],R
) →
C([t0 − r, t1],R), h 7→ H(h), pointwisely through
H(h)(t) :=
b(t) exp
(
− ∫ t
t−r h(u)du
)
− a(t) for all t ∈ [t0, t1],
h(t) for t ∈ [t0 − r, t0].
(5.4.5)
Assume that h ∈ C(J, [−a+, b+ea+r]) satisﬁes
h(0) + a(t0) = b(t0) exp
(
−
∫ 0
−r
h(u)du
)
, (5.4.6)
and one example of such h is given by the constant mapping hconst ∈ C
(
J, {hconst(0)}
)
, where
hconst(0) solves hconst(0) + a(t0) = b(t0)e
−hconst(0)r.
a) Then, there is a unique continuation h ∈ C([t0− r, t1], [−a+, b+ea+r]) of h, i.e. satisfying
h(u) = h(t0 + u) for all u ∈ J , such that H(h) = h.
b) The continuation h from a) is continuously diﬀerentiable over (t0, t1) and right continu-
ous in t0.
Proof. It is actually easy to see that −a+ ≤ hconst ≤ b+ea+ . Therefore, hconst is a valid
initial segment in the sense that it is an element of C(J, [−a+, b+ea+r]).
a) For h0 ∈ C
(
J,R
)
we denote C(h0) for the set of continuous functions with initial segment
h0, i.e. f ∈ C(h0)
(
[t0, t1],R
)
, if f ∈ C([t0 − r, t1],R) and
f(t0 + u) = h0(u) for all u ∈ J.
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Then, it is easy to check that
H
(
C(h0)([t0, t1], [−a+, b+ea+r])) ⊂ C(h0)([t0, t1], [−a+, b+ea+r]),
if h0(u) ∈ [−a+, b+ea+r] for all u ∈ J.
The space C := C(h0)([t0, t1], [−a+, b+ea+r]), equipped with the ‖ · ‖-norm, or topology of
uniform convergence, is complete, i.e. it is a Banach space. Further, it is easy to see that
it is bounded and convex. To justify the application of the Schauder ﬁxed-point theorem,
see [HVL93, Lemma 2.4, Section 2], it remains to show that H is completely continuous,
which means that it takes weakly convergent sequences in C to (norm) convergent sequences
in C. To this end we assume that h, hk ∈ C, k ∈ N, and that hk weakly converges to h,
i.e. for any continuous linear functional f : C → R, we have that limk→∞ f(hk) = f(h). So,
for f (t)(g) :=
∫ t
t−r g(u)du, g ∈ C, we know that
lim
k→∞
∫ t
t−r
hk(u)du =
∫ t
t−r
h(u)du for all t ∈ [t0, t1],
which shows that for every t ∈ [t0, t1], we have limn→∞H(hn)(t) = H(h)(t) (pointwise).
To show that H(hn) converges even uniformly to H(h), we let ε > 0 be arbitrary and let
(ti)i∈{1,...,n} denote a partition of [t0, t1] deﬁned such that
ti = t0 +
i
n
(t1 − t0) for all i ∈ {0, 1, . . . , n}.
Then, for arbitrary δ > 0 and every n ∈ N there is an N = N(δ, n) such that∣∣∣∣∫ ti
ti−r
hk(u)− h(u)du
∣∣∣∣ < δ for all i ∈ {0, 1 . . . , n}, k ≥ N. (5.4.7)
And for some arbitrary t ∈ (ti, ti+1) for some i ∈ {0, 1, . . . n} we obtain that
∣∣H(hk)(t)−H(h)(t)∣∣ = b(t) exp(−∫ t
t−r
h(u)du
) ∣∣∣∣1− exp(∫ t
t−r
h(u)− hk(u)du
)∣∣∣∣
= b(t) exp
(
−
∫ t
t−r
h(u)du
) ∣∣∣∣1− exp(− ∫ t−r
ti−r
h(u)− hk(u)du
+
∫ t
ti
h(u)− hk(u)du
+
∫ ti
ti−r
h(u)− hk(u)du
)∣∣∣∣ (5.4.8)
for all k ≥ N . For an illustration of the integral decomposition see Figure 13.
Denoting M+ := max{a+, b+ea+r} boundedness of h, hn ∈ C representatively allows the
following upper-bound estimate: ∣∣∣∣∫ t−r
ti−r
h(u)du
∣∣∣∣ ≤ M+n .
Analogue estimates can be applied to three more terms in (5.4.8). By continuing from (5.4.8)
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R
R
ti − r t− r ti t ti+1
h
hk
Figure 13: Illustration of the integral decomposition in (5.4.8).
and using (5.4.7) we ﬁnd that
∣∣H(hk)(t)−H(h)(t)∣∣ ≤ b+eM+r max
j∈{−1,1}
{∣∣∣∣1− exp(j (2M+n + δ
))∣∣∣∣} for all k ≥ N.
That settles uniform convergence. Hence, we may apply the Schauder ﬁxed-point theorem
to obtain the existence of a continuation of h0 in C, i.e.
h0 ∈ C
(
J, [−a+, b+ea+r]
)
⇒ There is h ∈ C(h0)([t0, t1], [−a+, b+ea+r]) with ht0 = h0,H(h) = h. (5.4.9)
b) The fact, that h = H(h), also yields that h is diﬀerentiable over (t0, t1) with
d
dt
h(t) =
(
b′(t) + b(t)(h(t− r)− h(t))
)
e−
∫ t
t−r h(u)du − a′(t) for all t ∈ (t0, t1). (5.4.10)
Here, b′(t) = db(t)dt and a
′(t) = da(t)dt . And the diﬀerential quotient's limit from the right
also exists in t0 due to continuity of h. It remains to show that the continuation h ∈
C([t0 − r, t1],R) is unique. To this end we assume that h(1) and h(2) are two continuations
of h0 that we assume to coincide up to some time tˆ ∈ [t0, t1] and to diﬀer on the interval
(tˆ, tˆ+ ε) for some ε > 0, and without loss of generality ε < r, namely we assume that
h(1)(t) = h(2)(t) for all t ∈ [t0 − r, tˆ ] and h(1)(t) < h(2)(t) for all t ∈ (tˆ, tˆ+ ε],
(5.4.11)
which is possible due to diﬀerentiability of h(1) and h(2). But then
∫ tˆ+ε
tˆ−r+ε
h(2)(u)du >
∫ tˆ+ε
tˆ−r+ε
h(1)(u)du,
and therefore, because b(t) > 0 for all t ≥ T3/ν, we ﬁnd that
h(1)(tˆ+ ε) < h(2)(tˆ+ ε) = b(tˆ+ ε) exp
(
−
∫ tˆ+ε
tˆ−r+ε
h(2)(u)du
)
− a(tˆ+ ε) < h(1)(tˆ+ ε).
This contradiction settles uniqueness and the proof is complete.
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Actually, the continuation is not restricted to ﬁnite time interval as long as a(·) and b(·)
remain nonnegative and continuously diﬀerentiable over [0,∞), but the quantities a+ and
b+ are possibly no longer well-deﬁned.
Corollary 5.46. Given that a, b : [t0,∞)→ (0,∞) are continuously diﬀerentiable,
h0 ∈ C([t0 − r, t0], [−‖a‖[t0,T ], ‖b‖[t0,T ]e‖a‖[t0,T ]r]) for some T > t0, (5.4.12)
and H is deﬁned analogously to (5.4.5) for all t ∈ [t0,∞), then there is a unique continuation
h ∈ C(h0)([t0,∞),R) with h = H(h) : [0,∞)→ R.
Proof. For a+ := ‖a‖[t0,T ], b+ := ‖b‖[t0,T ] the previous Lemma yields a continuation h over
[t0 − r, T ]. We know that ‖h‖[t0−r,T ] ∈ [−a+, b+ea+r] and deﬁne h˜(u) := h(T + u) for
all u ∈ J . Then for given Tˆ > T , ‖h˜‖J ∈ [−‖a‖[0,Tˆ ], ‖b‖[0,Tˆ ]e‖a‖[0,Tˆ ]r] and therefore, h˜ is a
feasible initial segment and the previous lemma implies a unique continuation to the interval
[0, Tˆ ]. Repeating this argument yields the claim.
Remark 5.47. Note that the previous Lemma 5.45 and Corollary 5.46 apply in relatively
general situations. But, in order to gather an upper and a lower bound as well as a uniformly
upper bound for diﬀerential, the below lemma will require the entire scope of Assumption
5.44.
Lemma 5.48. Let the Assumptions 5.44 hold. For given ν let h denote the continuation of
the constant mapping h
(T3/ν)
const ∈ C(J,R), suggested in Lemma 5.45, with h(T3/ν)const (t) := c? for
all t ∈ J , where c? is uniquely deﬁned as the solution of
a(T3/ν) + c? = b(T3/ν)e
−c?r.
Then,
a) The continuation h never falls below the level c?, i.e.
h(t) ≥ c? for all t ∈ [T3/ν, T/ν].
b) The continuation h never overcomes b(t)− a(t), i.e.
h(t) ≤ b(t)− a(t) for all t ∈ [T3/ν, T/ν].
c) There is a constant m¯+ > 0 such that
sup
t∈[T3/ν,T/ν]
∣∣∣∣dh(t)dt
∣∣∣∣ < √ν m¯+,
and m¯+ is independent of ν and at most of order | log σ|.
Proof. a) Let τc? := inf{t ≥ T3/ν : h(t) < c?} denote the deterministic ﬁrst exit time of
the continuation h from the nonnegative half line [c?,∞). Suppose that τc? < T/ν. Then
due to the fact that h
′
(T3/ν) > 0 because of (5.4.10), there is ε > 0 with h(τc? + s) < c? for
all s ∈ (0, ε]. Without loss of generality we let ε < r/2. But then, on the one hand
a(τc? + ε)− a(τc?) + h(τc? + ε)− h(τc?) < 0,
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because a(·) is nonincreasing and h(τc? + ε) − h(τc?) < 0 by construction. On the other
hand,
b(τc? + ε) exp
(
−
∫ τc?+ε
τc?+ε−r
h(u)du
)
− b(τc?) exp
(
−
∫ τc?
τc?−r
h(u)du
)
> 0,
because b(·) is nondecreasing and∫ τc?+ε
τc?+ε−r
h(u)du <
∫ τc?
τc?−r
h(u)du.
But that is a contradiction to the ﬁxed-point property that guarantees that
a(t) + h(t) = b(t) exp
(
−
∫ t
t−r
h(u)du
)
especially for t ∈ {τc? , τc? + ε}.
b) After we know from part a) that h is actually nonnegative, this can easily be seen from
the ﬁxed-point property.
c) As we assumed that T/ν−T3/ν = O(
√
ν | log σ|), we know that there is a constant mb,a
at most of order | log σ| and independent of ν, such that
sup
t∈[T3/ν,T/ν]
b(t)− a(t) ≤ c3
√
ν + (mb +ma)ν
T − T3
ν
≤ mb,a
√
ν .
Then ∣∣∣∣ ddth(t)
∣∣∣∣ = ∣∣∣(b′(t) + b(t)(h(t− r)− h(t)))∣∣∣ e− ∫ tt−r h(u)du + |a′(t)| < m¯+√ν
for all t ∈ [T3/ν, T/ν]
for some appropriate constant m¯+ > 0 at most of order | log σ| and independent of ν. This
is because
∣∣h(t− r)− h(t)∣∣ < |b(t)− a(t)− c?| for all t ∈ [T3/ν, T/ν].
Returning to the solution of (5.4.1), we let (xˇ(t, u) : u ≥ T3/ν, t ≥ u − r) denote the
corresponding fundamental solution, and let (T dett,u : u ≥ T3/ν, t ≥ u − r) denote the
solution semi group of the corresponding deterministic system. The solution process of
(5.4.1) admits the representation
x(t) = T dett,T3/νΥ(0) + ξ(t) where ξ(t) = σ
∫ t
T3/ν
xˇ(t, u)dW (u) for all t ≥ T3/ν. (5.4.13)
As usual, the deterministic term is ignored and we focus on the stochastic term ξ.
End-Point Estimate. It is a technically simple while natural attempt to use the normal
one-dimensional distribution and easily derived variance of the process to deduce an estimate
on the ﬁrst-exit tail distribution only through observation of the end-point distribution. The
variance at the end point is given through
varx(T/ν) = σ2
∫ T/ν
T3/ν
xˇ2(T/ν, u)du
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which, after we assure that fundamental solutions of slowly evolving systems with pointwisely
identical coeﬃcients behave virtually brave, directly shows the impact of Lemma 5.45. By
that one we have the existence of a continuous mapping c : [T3/ν − r, T/ν] → R satisfying
the initial condition
c(u) = c(T3/ν) = b(T3/ν) exp (−c(T3/ν)r)− a(T3/ν) for all u ∈ [T3/ν − r, T3/ν],
and the ﬁxed-point property (5.4.2) holds true. Of course, the ﬁxed-point property of c(·)
has been invented to justify the transformation in (5.4.3) to take the analysis into a regime of
pointwisely identical coeﬃcients, see (5.4.4). The below schedule contains a brief reminder
of the convergence of fundamental solutions in the autonomous case, and gives an outlook
what implications can be carried over due to the system's small evolution speed.
• From Theorem 4.5, we know that, given some a0 > 0, the fundamental solution
(zˇ(t))t∈[−r,∞) corresponding to a linear autonomous delay diﬀerential law dz(t) =
−a0z(t)dt+ a0z(t− r)dt converges to 11+a0r exponentially fast. In particular,∣∣∣∣zˇ(t)− 11 + a0r
∣∣∣∣ ≤ e−κt for all t ≥ 0, κ = | log(1− e−a0r)|2r . (5.4.14)
• On ﬁnite time intervals, slowly varying coeﬃcients lead to fundamental solutions that
also change their behavior only slightly:
Let Xˇ(t0) = (Xˇ(t0)(t))t∈[t0−r,T/ν] denote the nonautonomous fundamental solution,
deﬁned through (5.4.4), with start in t0. It has pointwisely identical coeﬃcients
a˜(t) = b˜(t) for all t ∈ [T3/ν, T/ν], which are deﬁned in (5.4.2). Let further denote
Xˇ (t0) = (Xˇ (t0)(t))t∈[t0−r,T/ν] the autonomous fundamental solution initiated in t0
with coeﬃcients frozen in t0. Then
|Xˇ(t0)(t)− Xˇ (t0)(t)| ≤ 2(t− t0)2 sup
u∈[t0,t]
∣∣∣∣da˜(u)du
∣∣∣∣ for all t ∈ [t0, T/ν],
see Lemma 5.49.
• Due to the ﬁrst two points, for every t0, there is ε(t0) reasonably small such that the
nonautonomous Xˇ(t0) gets close to the point of convergence 11+a˜(t0)r of its autonomous
fellow Xˇ (t0); in particular
Xˇ(t0)(t) ≥ 1
1 + a˜(t0)r
− ε(t0) for all t ∈ [t0 + s0, t0 + s0 + r], (5.4.15)
and the quantities s0 and ε(t0) may be chosen to be uniformly bounded,
s0 ≤ sˆ = O(| log ν|) and ε(t0) ≤ ε+ = O(
√
ν | log ν|),
see Lemma 5.50.
• Once, a segment of a solution with pointwisely identical coeﬃcients, not necessar-
ily autonomous, remains above a certain level, pointwisely identical and nonnegative
coeﬃcients will not change that. The details are given in Lemma 5.51.
Summarizing we will show that Xˇ(t0) never falls below 11+a˜(t0)r−ε+ after an initial cool-down
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phase of duration at most sˆ = O(| log ν|). Remember that
da˜(t)
dt
=
da(t)
dt
+
dc(t)
dt
for all t ∈ [T3/ν, T/ν],
and with regard to Lemma 5.48 c), we conclude that there is m˜+ such that
sup
t∈[T3/ν,T/ν]
∣∣∣∣da˜(t)dt
∣∣∣∣ ≤ m˜+√ν2 , (5.4.16)
and the constant m˜+ is at most of order | log σ| independent of ν.
Lemma 5.49. Under the Assumptions 5.44 let (Xˇ(t, u), u ∈ [T3/ν, T/ν], t ∈ [u − r, T/ν])
denote the fundamental solution of (5.4.1). For arbitrary t0 ∈ [T3/ν, T/ν] denote Xˇ(t0)(t) :=
Xˇ(t, t0) for all t ∈ [t0 − r, T/ν], and let (Xˇ (t0)(t) : t ∈ [t0, T/ν]) be the autonomous funda-
mental solution initiated at t0, deﬁned asdXˇ (t0)(t) = −a˜(t0)Xˇ (t0)(t)dt+ a˜(t0)Xˇ (t0)(t− r)dt for t ∈ [t0, T/ν],Xˇ (t0)(t) = 1{t0}(t) for t ∈ [t0 − r, t0].
And consider the deviation Y (t0)(t) := Xˇ(t0)(t)− Xˇ (t0)(t), t ∈ [t0 − r, T/ν], that satisﬁes
dY (t0)(t) = −a˜(t)Y (t0)(t)dt+ a˜(t)Y (t0)(t− r)dt
−∆a˜(t, t0)Xˇ (t0)(t)dt+ ∆a˜(t, t0)Xˇ (t0)(t− r)dt for t ∈ [t0, T/ν],
Y (t0)(t) = 0 for t ∈ [t0 − r, t0],
where ∆a˜(t0, t) := a˜(t0)− a˜(t) for all t ∈ [t0, T/ν]. Then |Y (t0)(t)| ≤
√
ν m˜+(t− t0)2.
Proof. The deviation process Y (t0)(·) may be represented as
Y (t0)(t) =
∫ t
t0
Xˇ(t, u)
(
−∆a˜(u, t0)Xˇ (t0)(u) + ∆a˜(u, t0)Xˇ (t0)(u− r)
)
du
for all t ∈ [t0 − r, T/ν].
And for the usual arguments, |Xˇ(t0)(t)| ≤ 1, and also |Xˇ (t0)(t)| ≤ 1 for all t ∈ [t0, T/ν].
Then, together with the estimate (5.4.16), the claim is obvious.
Lemma 5.50. Under Assumptions 5.44 let m˜+ be the constant characterized in (5.4.16)
and let
κt0 :=
| log(1− e−a˜(t0)r)|
2r
, κˆ := min
t0∈[T3/ν,T/ν]
{κt0}
For arbitary t0 ∈ [T3/ν, T/ν], let s0 be the unique positive solution of
e−κt0 (s0+r) = (s0 + r)2
√
ν m˜+. (5.4.17)
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Let further ν be suﬃciently small such that
4
√
ν m˜+r
2 ≤ exp (−2κt0r)
(
⇒ s0 ≥ r
)
, (5.4.18)
4
√
ν m˜+r
2 ≤ e−1, (5.4.19)
√
ν m˜+
κt0
≤ ∣∣log(4√ν m˜+r2)∣∣ . (5.4.20)
we ﬁnd that the solution s0 of (5.4.17) is bounded above through the following expression
which includes the deﬁnition of s
(+)
0 :
s0 + r ≤ s(+)0 + r :=
1
κt0
∣∣log(4√ν m˜+r2)∣∣ , (5.4.21)
and a lower bound s
(−)
0 is determined by
s0 + r ≥ s(−)0 + r =
1
κt0
∣∣∣∣log(√ν m˜+κt0
∣∣∣ log(4√ν m˜+r2)∣∣∣)∣∣∣∣ . (5.4.22)
Furthermore, ε(t0) is uniformly bounded above in t0 by
ε+ := 2
(√
ν m˜+
κˆ
)| log(4√ν m˜+r2)|
,
which satisﬁes ε+ = O
(
| log σ|√ν
)
. And s
(+)
0 is uniformly bounded above in t0 by
sˆ+ r :=
1
κˆ
∣∣log(4√ν m˜+r2)∣∣ ,
which satisﬁes sˆ = O(| log ν|).
Proof. By (5.4.14), or Theorem 4.5 respectively, we have that∣∣∣∣Xˇ (t0)(t)− 11 + a˜(t0)r
∣∣∣∣ < e−κt0 (t−t0) for all t > t0.
Therefore, with regard to Lemma 5.49, we know that
Xˇ(t0)(t) ≥ 1
1 + a˜(t0)r
− e−κt0 (t−t0) −√ν m˜+(t− t0)2 for all t ∈ [t0, T/ν]. (5.4.23)
If we understand each side of the equation in (5.4.17) as mappings in s0, then, the left-hand
side is strictly decreasing in s0 with start in 1 while the right-hand side is strictly increasing
with start in 0. Therefore, the intersection point s0 exists and is unique over the positive
half line [0,∞). Observe that through the assumption in (5.4.17) the following estimates
hold true:
e−κt0 (t−t0) ≤ e−κt0s0
√
ν m˜+(t− t0)2 ≤ e−κt0s0
}
for all t ∈ [t0 + s0, t0 + s0 + r], (5.4.24)
because e−κt0 (t−t0) is decreasing in t and (t − t0)2 is increasing in t. See Figure 14 for an
illustration of the idea.
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y =
√
ν m˜+t
2
s0 + r
e−κt0 t t
R
Figure 14: Illustration of the estimates (5.4.24) due to the choice in (5.4.17).
Continuing from (5.4.23) we observe that
Xˇ(t0)(t) ≥ 1
1 + a˜(t0)r
− 2e−κt0 (t−t0) for all t ∈ [t0 + s0, t0 + s0 + r].
And we conveniently deﬁne
2e−κt0s0 =: ε(t0) for all t0 ≥ T3/ν such that t0 + s0 ≤ T/ν. (5.4.25)
Assumption (5.4.18) provides that the intersection point s0 must be greater or equal to r.
But then, it must be smaller than the intersection point of the left-hand side of (5.4.17)
with the constant niveau 2
√
ν m˜+r, where we plugged in r for s0 on the right-hand side of
the equation. That reveals that
s0 + r ≤ s(+)0 + r =
1
κt0
∣∣log(4√ν m˜+r2)∣∣ .
But then, s0 must be greater or equal than the right-hand side with s
(+)
0 plugged into it;
s0 ≥ s(−)0 =
1
κt0
∣∣∣log(√ν m˜+(s(+) + r)2)∣∣∣
=
1
κt0
∣∣∣∣log(√ν m˜+κt0
∣∣∣ log(4√ν m˜+r2)∣∣∣)∣∣∣∣ .
Therefore, we ﬁnd an upper bound for ε(t0) by plugging s(−)0 into the deﬁnition in (5.4.25).
That provides that
ε(t0) ≤ 2 exp
(
−κt0
1
κt0
∣∣∣∣log(√ν m˜+κt0
∣∣∣ log(4√ν m˜+r2)∣∣∣)∣∣∣∣) = 2(√ν m˜+κt0
)| log(4√ν m˜+r2)|
The claimed form and order of ε+ follows from the assumption (5.4.19) acting as a minimal
condition on the exponent in the above estimate. The claim concerning the uniformly upper
bound sˆ is obvious.
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Lemma 5.51. Let a : [t0,∞)→ (0,∞) and consider the solution (x(t))t≥t0 ofdx(t) = −a(t)x(t)dt+ a(t)x(t− r)dt for all t ∈ [t0,∞),xt0 = Υ ∈ C(J, [l1, l2]). (5.4.26)
Then, the bound holds for all times subsequent to t0, i.e.
x(t0 + u) ∈ [l1, l2] for all u ≥ −r.
Remark 5.52. The multiply used contradiction argument, that before has shown the bound-
edness of critical-regime fundamental solutions by 1, works just as well in the opposite di-
rection. Since the argument is rather standard by now, we slightly modify it and cover both
contradictions almost at once:
Proof of Lemma 5.51. Consider the deterministic ﬁrst-exit time from the interval [l1, l2]
after t0, deﬁned as
τ[l1,l2] := inf{t ≥ t0 : x(t) 6∈ [l1, l2]}.
For the purpose of a contradiction, we assume τ[l1,l2] to be ﬁnite. By absolute continuity
of the solution path, τ[l1,l2] > 0 we know that there is an ε > 0 and an interval Nε =
(τ[l1,l2], τ[l1,l2] + ε) such that
x(t) /∈ [l1, l2] for all t ∈ Nε.
Choose an arbitrary t1 ∈ Nε, then
x(t1) = x(τ[l1,l2])e
−α(t1,τ[l1,l2]) + e−α(t1)
∫ t1
τ[l1,l2]
eα(u)a(u)x(u− r)du,
where again α(t, s) =
∫ t
s
a(u)du and α(t) = α(t, 0) for all s, t ∈ [0,∞). As ∫ t
s
a(u)eα(u)du =
eα(t) − eα(s), together with the initial condition (5.4.26), we obtain on the one hand,
x(t1) ≤ l2e−α(t1,τ[l1,l2]) + e−α(t1)
∫ t1
τ[l1,l2]
eα(u)a(u)l2du
= l2e
−α(t1,τ[l1,l2]) + l2e−α(t1)
(
eα(t1) − eα(τ[l1,l2])
)
= l2.
And on the other hand,
x(t1) ≥ l1e−α(t1,τ[l1,l2] + e−α(t1)
∫ t1
τ[l1,l2]
eα(u)a(u)l1du
= l1e
−α(t1,τ[l1,l2] + l1e−α(t1)
(
eα(t1) − eα(τ[l1,l2])
)
= l1.
Which settles the contradiction to τ[l1,l2] <∞, and the proof is done.
The following theorem constitutes the main result of this section and its content summarizes
the result we have achieved through Lemmas 5.49, 5.50 and 5.51.
Theorem 5.53. Consider the situation of Lemma 5.50, and let xˇ denote the fundamental
solution of (5.4.1) and Xˇ(t, u) be deﬁned as in (5.4.3), where we denote c : [T3/ν − r, T/ν]
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the unique continuation of the constant initial segment c? with c? is as in Lemma 5.48.
Then, if ν and ν| log σ| are suﬃciently small,
Xˇ(t, t0) ≥ 1
1 + a˜(t0)r
− ε+ for t ≥ t0 + sˆ and t0 such that t0 + sˆ ≤ T3/ν.
Therefore,∫ T/ν
T3/ν
exp
(
2γ(T/ν, u)
)
Xˇ2(T/ν, u)du ≥
∫ T/ν−sˆ
T3/ν
exp
(
2γ(T/ν, u)
)( 1
1 + a˜(u)r
− ε+
)2
du.
And a lower boundary is given through
varx(T/ν)
σ2
≥
(
1
1 + (a(T/ν) + c?)r
− ε+
)2
exp
(
2c?
T − T3
ν
)(
1− exp
(
−2c?T − T3 − νtˆ
ν
))
.
One more representation of this estimate:
varx(T/ν) ≥
(
σ
1 + a−r + c?r
)2
exp
(
2c?
T − T3
ν
)
(1− ε1)2 (1− ε2) ,
where ε1 = (1 + (a(T/ν) + c?)r)ε+ = O(
√
ν | log σ|), ε2 = exp
(
−2c? T−T3−νtˆν
)
.
Proof. All of which has been shown in advance.
As a centered normal distribution with standard deviation Σ > 0 aggregates most of its
mass outside [−β, β], i.e.
N0,Σ2 {[−β, β]c} ≥ 1− 2β√
2pi
Σ−1,
if Σ β, the previous theorem implies that
P
{
sup
s∈[T3/ν,T/ν]
|x(s)| < β
}
= O
(
β√
varxT/ν
)
,
which is helpful, if
√
varx(T/ν) > β ⇔ T − T3
ν
>
1
c?
log
(
β
σ2
(
1 + (a(T/ν) + c?)r
))
.
Remark 5.54. • In order to observe an escape from an environment of diameter β of
order 1 over [T3/ν, T/ν] it suﬃces to have T − T3 of order
√
ν | log σ|. In particular
that justiﬁes the fourth item in the Assumptions 5.44.
• Small-Ball-Probability Approach. To make use of the small-ball probabilities of Brow-
nian motion as we have in Subsection 4.4, we an improved understanding of the ﬁxed
point c seems necessary. Having achieved that, a procedure may be accomplished that
generalizes the one, we have seen in the autonomous case.
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A. Auxiliaries
A.1. A Concentration Result for linear SDEs
The following presentation follows [BG06, Section 3.1]. Let ν > 0 be some small parameter.
Consider continuous diﬀerentiable a˜ : [0, T ] → [a−, a+] where 0 < a− < a+. Denote a(t) =
a˜(νt) for all t ∈ [0, T/ν]. Then, the solution of the SDE dy(t) = −a˜(νt)y(t)dt+ σdW (t) for
t ∈ [0, T/ν] and y(0) = 0 is P-almost surely given by
y(t) = σ
∫ t
0
e−α(t,u)dW (u) for t ∈ [0, T/ν],
where α(t, s) = α(t)− α(s) with α(t) := ∫ t
0
a(u)du for s, t ∈ [0, T/ν], s < t. The diﬀerential
law may be formulated in fast time t = s/ν as
dy˜(s) = −1
ν
a˜(s)y˜(s)ds+
σ√
ν
dW˜ (s) for s ∈ [0, T ],
where W˜ is again a Brownian motion. The according rescaled variance process v˜(·) :=
1
σ2 var y˜(·) solves εdv˜(s)ds = −2a˜(s)v˜(s) + 1. That diﬀerential law features the equilibrium
branch v˜?(s) = 12a˜(s) and by the uniform stability property a˜(·) > a−, there is an adiabatic
solution path v˜adν that solves the diﬀerential and satisﬁes ‖v˜adν− v˜?‖ ∈ O(ν). Retranslation
into the slow-time setting provides the existence of an adiabatic solution ζ, given by ζ(t) =
v˜adν (νt) for t ∈ [0, T/ν] with ‖ζ − v?‖ ∈ O(ν), where v?(t) = 12a(t) = 12a˜(νt) = v˜?(νt) for
t ∈ [0, T/ν]. In this situation, we have the following concentration inequality formulated in
slow time, i.e. when ν is small:
P
{
sup
t∈[0,T/ν]
|y(t)|√
ζ(t)
> β
}
≤ 2eTβ
2
(
1 +O(ν))
σ2να(T/ν)
exp
(
− β
2
2σ2
)
for β > 0,
where integer-value restrictions are ignored.
Proof. Consider a partition 0 = t0 < t1 < . . . < tn = T/ν with step sizes deﬁned by
α(ti, ti−1) = γ for all i ∈ {1, . . . , n} and some arbitrary γ > 0. Then, the number of steps is
given by n = Tγα(T/ν)ν if we ignore integer-value restrictions. Then,
P
{
sup
t∈[0,T/ν]
|y(t)|√
ζ(t)
> β
}
≤
n∑
i=1
P
{
sup
t∈[ti−1,ti]
|y(t)|√
ζ(t)
> β
}
for all β > 0. (A.1.1)
Through appropriate estimates, one can isolate the martingale parts on the right-hand side in
order to apply the Bernstein-type inequality, [BG06, Appendix B.1]. For every i ∈ {1, . . . , n}
we obtain that
P
{
sup
t∈[ti−1,ti]
|y(t)|√
ζ(t)
> β
}
≤ P
{
sup
t∈[ti−1,ti]
∣∣∣∣∫ t
0
σeα(u)dW (u)
∣∣∣∣ > β inft∈[ti−1,ti]√ζ(t) eα(t)
}
≤ 2 exp
(
− β
2
2σ2
∫ ti
0
e2α(u)du
inf
t∈[ti−1,ti]
ζ(t) inf
t∈[ti−1,ti]
e2α(t)
)
= 2 exp
(
− β
2
2σ2
∫ ti
0
e−2α(ti,u)du
inf
t∈[ti−1,ti]
ζ(t) inf
t∈[ti−1,ti]
e−2α(ti,t)
)
.
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Then, we observe that∫ ti
0
e−2α(ti,u)du =
1
σ2
var y(ti) for all i ∈ {1, . . . , n}.
Just like we have seen above, the rescaled variance process v(·) = 1σ2 var y(·) solves the
diﬀerential equation dv(t) = −2a(t)v(t)dt+ 1 for all t ∈ [0, T/ν]. The process ζ(·) solves the
same diﬀerential equation and ζ(0) > v(0) = 0 for suﬃciently small ν. As solution paths
must not intersect, it is generally true that v(t) ≤ ζ(t) for all t ∈ [0, T/ν]. In other words,∫ ti
0
e−2α(ti,u)du ≤ ζ(ti) for all i ∈ {1, . . . , n}.
Hence,
P
{
sup
t∈[ti−1,ti]
|y(t)|√
ζ(t)
> β
}
≤ 2 exp
(
− β
2
2σ2
inf
t∈[ti−1,ti]
ζ(t)
ζ(ti)
e−2α(ti,ti−1)
)
for all i ∈ {1, . . . , n}.
And as ζ varies slowly, is bounded above by 12a−+O(ν) , and below by
1
2a++O(ν) , we obtain
that
P
{
sup
t∈[ti−1,ti]
|y(t)|√
ζ(t)
> β
}
≤ 2 exp
(
− β
2
2σ2
e−2α(ti,ti−1)
(
1 +O(νt∆)
))
for all i ∈ {1, . . . , n}.
Using that e−x ≥ 1− x for all x ∈ R, and continuing from (A.1.1) shows that
P
{
sup
t∈[0,T/ν]
|y(t)|√
ζ(t)
> β
}
≤ 2 T
γνα(T/ν)
exp
(
− β
2
2σ2
e−2γ(1 +O(νt∆))
)
≤ 2 T
γνα(T/ν)
exp
(
− β
2
2σ2
(−2γ)(1 +O(νt∆))) exp(− β2
2σ2
)
.
Optimization over γ leads to the choice γ = σ
2
β2(1+O(ν)) and thus,
P
{
sup
t∈[0,T/ν]
|y(t)|√
ζ(t)
> β
}
≤ 2Tβ
2
(
1 +O(ν))
σ2να(T/ν)
exp (1) exp
(
− β
2
2σ2
)
.
A.2. Estimates for Q-integrals
Theorem A.1. For arbitrary α, γ > 0 and p ∈ N, p ≥ 2, we have that∫ ∞
α
p−γu
2
du ≤ p
−α2γ
2αγ log p
. (A.2.1)
Proof. With a substitution v =
√
2γ log p u⇔ u = v√
2γ log p
and so,
∫ ∞
α
p−γu
2
du =
∫ ∞
α
exp
(
−u
2
2
2γ log p
)
du
=
∫
α
√
2γ log p
exp
(
−v
2
2
)
1√
2γ log p
dv
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Then, with an application of a tail estimate, we ﬁnd that∫
α
√
2γ log p
exp
(
−v
2
2
)
dv√
2γ log p
≤ 1
2αγ log p
exp
(
−2α
2γ log p
2
)
=
p−α
2γ
2αγ log p
.
Example A.2. • For α = 1, γ = 12 , the result reads∫ ∞
1
p−
u2
2 du ≤ 1√
p log p
.
• For α = 1, γ = 1, ∫ ∞
1
p−u
2
du ≤ 1
2p log p
.
Lemma A.3. In the situation of Example 3.2 b) the fundamental (matrix) solution (xˇ(t, s) :
s ∈ [t0, T ], t ∈ [s, T ]) is (locally) Lipschitz continuous in both arguments.
Proof. Lipschitz continuity in the ﬁrst argument is clear as we already mentioned before, so
it remains to show only that the fundamental solution is Lipschitz continuous in the second
argument. We assume that for q > 0 we have that
max
i∈{1,...,N}
sup
t∈[t0,T ]
∣∣∣∣ ddtAi(t)
∣∣∣∣ ≤ q <∞,
sup
t∈[t0,T ]
sup
u∈[−r,0]
∣∣∣∣ ddtA(t, u)
∣∣∣∣ ≤ q <∞.
It is a crucial point to note that∣∣∣∣∫ 0−r η(t, u)− η(t′, u)du
∣∣∣∣ ≤ qr(t− t′) +Nq(t− t′) for all u ∈ [−r, 0], t, t′ ∈ [0, T ].
Let us ﬁx some arbitrary s ∈ [0, T ], t ∈ [s, T ] to simplify quantiﬁcations. In order to deduce
an estimate on the resolvent for ﬁxed ﬁrst argument, an application of the resolvent equation
(3.3.7) shows that for an appropriately small ∆ > 0 (such that s−∆ ≥ t0) we ﬁnd that
R(t, s)−R(t, s−∆) =− (η(t, s− t)− η(t, s− t−∆))
+
∫ t
s
R(t, u)(η(u, s− u)− η(u, s− u−∆))du
−
∫ s
s−∆
R(t, u)(η(u, s−∆− u))du for all s ∈ [0, T ], t ∈ [s, T ].
Because of the boundedness of R(t, u) in (3.3.8) and of η, there is a constant C1 > 0 such
that ∣∣∣∣∫ s
s−∆
R(t, u)(η(u, s−∆− u))du
∣∣∣∣ ≤ C1∆.
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We deﬁne the two mappings d,D : {(t, s) ∈ [t0, T ]2 : s ≤ t} → R through
d(t, s) := |η(t, s− t)− η(t, s− t−∆)| and D(t, s) =
∫ t
s
d(u, s)du.
Then due to the representation of η in (3.3.17),
D(t, s) ≤
∫ t
s
∣∣∣∣∫ 0
s−u
A(u, v)dv −
∫ 0
s−u−∆
A(u, v)dv
∣∣∣∣
+
∣∣∣∣∣
N∑
i=1
Ai(u)(1{s−u≤ri} − 1{s−u−∆≤ri})
∣∣∣∣∣ du
If we let
A+ := sup
t∈[t0,T ]
sup
v∈[−r,0]
|A(t, v)|, (A.2.2)
we ﬁnd that ∫ t
s
∣∣∣∣∫ 0
s−u
A(u, v)dv −
∫ 0
s−u−∆
A(u, v)dv
∣∣∣∣ du ≤ A+∆(t− s).
For the second part of D(t, s) we introduce the following notation for an upper boundary of
the jump height,
B+ := max
i∈{1,...,N}
sup
t∈[t0,T ]
|Ai(t)|.
It is then helpful to realize that
|Ai(u)(1{s−u≤ri} − 1{s−u−∆≤ri})| ≤

0 for s− u ≤ −ri,
B+ for s− u−∆ ≤ −ri ≤ s− u,
0 for s− u−∆ > −ri.
Therefore, we ﬁnd that
∫ t
s
∣∣∣∣∣
N∑
i=1
Ai(u)(1{s−u≤ri} − 1{s−u−∆≤ri})
∣∣∣∣∣ du ≤ NB+∆.
And summarizing what we have achieved,
D(t, s) ≤ ∆(A+T +NB+) (A.2.3)
By carefully going through the argument, we realize that the same arguments work with few
modiﬁcations also in case ∆ < 0. And ﬁnally, regarding the deﬁnition of the fundamental
solution in (3.3.9), we ﬁnd that
xˇ(t, s)− xˇ(t, s−∆) =
∫ t
s
R(u, s)−R(u, s−∆)du−
∫ s
s−∆
R(u, s−∆)du (A.2.4)
for all s, t ∈ [t0, T ], s ≤ t, (A.2.5)
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which implies that for every time horizon T > t0, there is a constant C = C(T ) such that
|xˇ(t, s)− xˇ(t, s−∆)| ≤ D(t, s) +
∫ t
s
cRD(u, s) + C1|∆|ds+ cR∆ ≤ C|∆|, (A.2.6)
where cR satisﬁes |R(t, s)| ≤ cR over [t0, T ] which is due to (3.3.8).
A.3. Brownian First-Exit Distribution - Lower Tail Estimates
A.3.1. First Approach to Small-Ball Probabilities
In the book of Revuz and Yor [RY05], for τ := inf{t ≥ 0 : W (t) 6∈ (−l, r)} we ﬁnd that
E exp
(
γ2
2
τ
)
=
cos
(
1
2γ(r − l)
)
cos
(
1
2γ(r + l)
) for all γ ∈ [0, pi
l + r
)
. (A.3.1)
In case l = r with τr := inf{t ≥ 0 : |W (t)| ≥ r} that simpliﬁes to
E exp
(
γ2
2
τr
)
=
1
cos (γr)
for all γ ∈
[
0,
pi
2r
)
.
Therefore, we may deduce by means of the Markov inequality that
P
{
sup
s∈[0,T ]
|W (s)| < β
}
= P {τβ > T} = P
{
e
γ2
2 τβ > e
γ2
2 T
}
≤ e
− γ22 T
cos (γβ)
for all γ ∈
[
0,
pi
2β
)
.
This estimate is only useful when T is at least of order β2.
A.3.2. Small-Ball Estimates
Based on the result from [CT62] N.Berglund and B.Gentz provide through [BG06, Corollary
C.2.2] in case d = 1 the following small-ball estimate for a Brownian Motion (W (s))s≥0.
Corollary A.4. For any r > 0,
P
{
sup
s∈[0,1]
|W (s)| < r
}
≤ 4
pi
exp
(
− pi
2
8r2
)
.
Rescaling r = δ(1+ar)√
T
yields the very result we desire when comparing SDDEs ﬁrst-exit time
behavior with the one from properly rescaled Brownian motion in Section 4.4:
P
{
sup
s∈[0,T ]
|W (s)|
1 + ar
< δ
}
≤ 4
pi
exp
(
− pi
2
8δ2(1 + ar)2
T
)
for all T > 0, δ > 0. (A.3.2)
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B. SDDEs - Case Studies
This section provides the formal veriﬁcation of the the concentration inequalities that were
discussed in section 4.3. Let us brieﬂy remember the form of the Fernique inequality in the
regarding section:
P
{
sup
s∈[0,T ]
|y(s)| ≥ h
(√
‖Γ‖ +Q(p, T )
)}
≤ 5
2
p2ne−
h2
2 for h >
√
1 + 4 log p ,
where
‖Γ‖
σ
= sup
t∈[0,T ]
E
[(∫ t
0
xˇ(t− u)eµudW (u)
)2]
= sup
t∈[0,T ]
∫ t
0
xˇ2(t− u)e2µudu
where Q(T ) = Q(p, T ) ≤ Q1 + Q2 with Q1 = Q1(p, T ) and Q2 = Q2(p, T ), deﬁned as in
(3.4.10),(3.4.11):
Q1(p, T ) :=
∫ ∞
1
√√√√√ sups,t∈[0,T ],s<t,
|t−s|≤Tp−u2
∫ s
0
σ2(v)
(
xˇ(t− v)− xˇ(s− v)
)2
dv du,
Q2(p, T ) :=
∫ ∞
1
√√√√√ sups,t∈[0,T ],s<t,
|t−s|≤Tp−u2
∫ t
s
σ2(v)xˇ2(t− v)dv du.
B.1. Critical Regime
In addition to the special-case analysis of Theorem (4.18), a couple of scenarios of values of
µ and κ have been discussed for the critical regime. We keep the notations of section (4.3),
and in particular let κ be given as in (4.1.12). For the most part, the derived estimates are
based upon the convergence of fundamental solutions.
Critical regime, non-neutralizing case (a = b > 0, µ /∈ {0,−κ,−κ2 }). In the situation where
µ /∈ {0,−κ,−κ2 }, we consider the SDDE (4.3.3) for a = b > 0 and µ ∈ R\{0}. Then for all
s, t ∈ [0, T ], s ≤ t,
E
[(∫ t
s
xˇ(t− u)eµudW (u)
)2]
≤
∫ t
s
e2µudu ≤ e
2µs
2µ
(
e2µ(t−s) − 1
)
. (B.1.1)
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∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu =
∫ s
0
(∫ t
s
(−a)xˇ(v − u) + axˇ(v − u− r)dv
)2
e2µudu
≤ a2
∫ s
0
(∫ t
s
e−κ(v−u) + e−κ(v−u−r)dv
)2
e2µudu
≤ a2(1 + eκr)2
∫ s
0
(∫ t
s
e−κvdv
)2
e2µu+2κudu
= a2(1 + eκr)2e−2κs
(
1− e−κ(t−s)
κ
)2 ∫ s
0
e2(κ+µ)udu
= a2(1 + eκr)2e−2κs(t− s)2 e
2(κ+µ)s − 1
2(κ+ µ)
= a2(1 + eκr)2e−2κs
e2(κ+µ)s − 1
2(κ+ µ)
(t− s)2. (B.1.2)
‖Γ‖
σ2
= sup
t∈[0,T ]
E
[(∫ t
0
xˇ(t− u)eµudWu
)2]
≤ sup
t∈[0,T ]
∫ t
0
(
1
1 + ar
+ e−κ(t−u)
)2
e2µudu
= sup
t∈[0,T ]
1
(1 + ar)2
e2µt − 1
2µ
+ e−κt
2
(1 + ar)
e(2µ+κ)t − 1
(2µ+ κ)
+ e−2κt
e2(µ+κ)t − 1
2(µ+ κ)
.
Vanishing noise (a = b > 0, µ < 0, µ /∈ {0,−κ,−κ2 }).
‖Γ‖
σ2
≤ sup
t∈[0,T ]
1
(1 + ar)2
e2µt − 1
2µ
+ e−κt
2
(1 + ar)
e(2µ+κ)t − 1
(2µ+ κ)
+ e−2κt
e2(µ+κ)t − 1
2(µ+ κ)
= sup
t∈[0,T ]
1
(1 + ar)2
e2µt − 1
2µ
+
2
(1 + ar)
e2µt − e−κt
(2µ+ κ)
+
e2µt − e−2κt
2(µ+ κ)
≤ 1
2|µ|(1 + ar)2 +
2
1 + ar
1− κ∧(2|µ|)κ∨(2|µ|)
|(2µ+ κ)| +
1
2|µ+ κ|
(
1− κ ∧ |µ|
κ ∨ |µ|}
)
.
‖Γ‖
σ2
≤
∫ T
0
e2µudu ≤ 1|2µ| .
So, we introduce the notation
v20 := max
 1|2µ| , 1(1 + ar)22|µ| + 21 + ar 1−
κ∧(2|µ|)
κ∨(2|µ|)
|(2µ+ κ)| +
1
2|µ+ κ|
(
1− κ ∧ |µ|
κ ∨ |µ|
) .
(4.3.12)
With (B.1.1)
E
[(∫ t
s
xˇ(t− u)eµudW (u)
)2]
≤ e2µs(t− s) ≤ t− s, (B.1.3)
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and starting from (B.1.2), we ﬁnd out that
∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ a2(1 + eκr)2e−2κs
(
1− e−κ(t−s))2
κ2
e2(κ+µ)s − 1
2(κ+ µ)
≤ a2(1 + eκr)2 e
2µs − e−2κs
2(κ+ µ)︸ ︷︷ ︸
≤
(
1− κ ∧ |µ|
κ ∨ |µ|
)
1
2|κ+ µ|
(t− s)2
≤ a
2(1 + eκr)2
2|κ+ µ|
(
1− κ ∧ |µ|
κ ∨ |µ|
)
(t− s)2. (B.1.4)
Collecting the results,
Q1
σ
≤
∫ ∞
1
√
Tp−u2 du ≤
√
T√
p log p
,
Q2
σ
≤ a(1 + e
κr)√
2|κ+ µ|
√
1− κ ∧ |µ|
κ ∨ |µ|
T
p log p
.
And therefore, with v0 from (4.3.12),
√‖Γ‖ +Q(T )
σ
≤ v0 + 7
2
√
T√
p log p
+
7
2
a(1 + eκr)√
2|κ+ µ|
√
1− κ ∧ |µ|
κ ∨ |µ|
T
p log p
.
Increasing noise (a = b > 0, µ > 0, µ /∈ {0,−κ,−κ2 }).
‖Γ‖
σ2
= sup
t∈[0,T ]
∫ t
0
xˇ2(t− u)e2µudu ≤ e
2µT − 1
2µ
.
∫ t
s
xˇ2(t− u)e2µudu ≤
∫ t
s
e2µudu ≤ e2µt(t− s).
With (B.1.2), we obtain∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ a2(1 + eκr)2e−2κs e
2(κ+µ)s − 1
2(κ+ µ)
(t− s)2
= a2(1 + eκr)2e2µs
1− e−2(κ+µ)s
2(κ+ µ)
(t− s)2
≤ a
2(1 + eκr)2
2(κ+ µ)
e2µT (t− s)2.
∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤
∫ s
0
e2µudu ≤ e
2µs − 1
2µ
≤ e
2µT
2µ
.
157
Collecting the results,
Q1
σ
≤
∫ ∞
1
√
e2µTTp−u2 du ≤
√
T eµT√
p log p
,
Q2
σ
≤
∫ ∞
1
√
a2(1 + eκr)2
2(κ+ µ)
e2µTT 2p−2u2 du ≤ a(1 + e
κr)√
2(κ+ µ)
TeµT
2p log p
.
And therefore,√‖Γ‖ +Q(T )
σ
≤ e
µT
√
2µ
+
7
2
√
T eµT√
p log p
+
7
2
a(1 + eκr)√
2(κ+ µ)
TeµT
2p log p
=
eµT√
2µ
(
1 +
7
√
2µ
2
√
T√
p log p
+
7
2
a(1 + eκr)
√
2µ√
2(κ+ µ)
T
2p log p
)
.
Critical regime, vanishing noise, parameter-neutralization issues (a = b > 0, µ < 0, µ ∈
{0,−κ,−κ2 }). Case #1: µ+ κ = 0 We begin with the case µ+ κ = 0 and 2µ+ κ < 0. For
‖Γ‖ we ﬁnd that
‖Γ‖
σ2
= sup
t∈[0,T ]
E
[(∫ t
0
xˇ(t− u)eµudWu
)2]
≤ sup
t∈[0,T ]
∫ t
0
(
1
1 + ar
+ e−κ(t−u)
)2
e2µudu
= sup
t∈[0,T ]
1
2|µ|(1 + ar)2 +
2
1 + ar
1− κ∧(2|µ|)κ∨(2|µ|)
|(2µ+ κ)| + e
−2κt
∫ t
0
e2(κ+µ)udu.
where the ﬁrst two terms have been carried over from the non-neutralizing vanishing-noise
case, and for third term, we ﬁnd that
e−2κt
∫ t
0
e2(κ+µ)udu = e−2κtt ≤ 1
2κe
,
Leading to the estimate ‖Γ‖ ≤ v21 , where
v21 := max
 1|2µ| , 12|µ|(1 + ar)2 + 21 + ar 1−
κ∧(2|µ|)
κ∨(2|µ|)
|(2µ+ κ)| +
1
2κe
 .
Also here (B.1.3) yields
E
[(∫ t
s
xˇ(t− u)eµudWu
)2]
≤ e2µs(t− s) ≤ t− s,
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For the integral term concerning Q2, we ﬁnd an improvement in the estimate∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu =
∫ s
0
(∫ t
s
−axˇ(v − u)− axˇ(v − u− r)dv
)2
e2µudu
= a2(1 + eκr)2
∫ s
0
(∫ t
s
e−κ(v−u)dv
)2
e2µudu
≤ a2(1 + eκr)2
∫ s
0
(∫ t
s
e−κvdv
)2
e2(µ+κ)udu
a2(1 + eκr)2
∫ s
0
e−2κs
(∫ t−s
0
e−κvdv
)2
du
≤ a2(1 + eκr)2 se−2κs︸ ︷︷ ︸
≤ 12κe
(t− s)2
≤ a
2(1 + eκr)2
2κe
(t− s)2.
Collecting the results,
Q1
σ
≤
√
T√
p log p
and
Q2
σ
≤ a(1 + e
κr)√
2κe
T
2p log p
.
And therefore, √‖Γ‖ +Q(T )
σ
≤ v1 + 7
2
√
T√
p log p
+
7
2
a(1 + eκr)√
2κe
T
2p log p
.
Case #2: 2µ+κ = 0. We continue with the case, where µ = −κ2 , implying that 2µ+κ < 0.
For ‖Γ‖, we ﬁnd out that
‖Γ‖
σ2
≤ 1
2|µ|(1 + ar)2 +
2
1 + ar
e−κt
∫ t
0
eκu+2µudu+
1
2|µ+ κ|
(
1− κ ∧ |µ|
κ ∨ |µ|
)
where the ﬁrst and the third term were carried over from the non-neutralizing vanishing-
noise case. For the middle term, we ﬁnd that
2
1 + ar
e−κt
∫ t
0
eκu+2µudu ≤ 2e
−κtt
1 + ar
≤ 2
(1 + ar)κe
.
That leads to the estimate
‖Γ‖ ≤ v22 ,
where
v22 := max
{
1
|2µ| ,
1
2|µ|(1 + ar)2 +
2
(1 + ar)κe
+
1
2|µ+ κ|
(
1− κ ∧ |µ|
κ ∨ |µ|
)}
.
Estimate (B.1.3) still holds, i.e.
E
[(∫ t
s
xˇ(t− u)eµudW (u)
)2]
≤ e2µs(t− s) ≤ t− s,
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And also can we take over from (B.1.4)∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ a
2(1 + eκr)2
2|κ+ µ|
(
1− κ ∧ |µ|
κ ∨ |µ|
)
(t− s)2.
Collecting the results,
Q1
σ
≤
√
T√
p log p
and
Q2
σ
≤ a(1 + e
κr)√
2|κ+ µ|
√
1− κ ∧ |µ|
κ ∨ |µ|
T
2p log p
.
So that √‖Γ‖ +Q(T )
σ
≤ v2 + 7
2
( √
T√
p log p
+
a(1 + eκr)√
2|κ+ µ|
√
1− κ ∧ |µ|
κ ∨ |µ|
T
2p log p
)
.
B.2. Stable Regime
As stable regime we consider the SDDE in case where a > b > 0.
• ∃λ > 0 : a˜ = a− λ = beλr = b˜ which implies xˇ(t) ≤ e−λt for all t ∈ [−r,∞),
• ∃λ > 0, κ˜ > 0 : xˇ(t) ≤
(
1
1 + a˜r
+ e−κ˜t
)
e−λt.
Stable regime, non-neutralizing case (a > b > 0, −λ 6= µ). Here, we start with some
preparations for the cases where −λ 6= µ.
‖Γ‖
σ2
= sup
t∈[0,T ]
E
[(∫ t
0
xˇ(t− u)eµudWu
)2]
≤ sup
t∈[0,T ]
∫ t
0
e−2λ(t−u)e2µudu
≤ sup
t∈[0,T ]
e−2λt
e2(λ+µ)t − 1
2(λ+ µ)
≤ sup
t∈[0,T ]
e2µt − e−2λt
2(λ+ µ)
(B.2.1)
‖Γ‖
σ2
≤ sup
t∈[0,T ]
∫ t
0
(
1
1 + a˜r
+ e−κ˜(t−u)
)
e−λ(t−u)e2µu
= sup
t∈[0,T ]
e−2λt
(1 + a˜r)2
∫ t
0
e2λue2µudu+
2e−κ˜t−2λt
1 + a˜r
∫ t
0
eκ˜u+2λu+2µudu
+ e−2κ˜t−2λt
∫ t
0
e2κ˜u+2λu+2µudu
= sup
t∈[0,T ]
e−2λt
(1 + a˜r)2
e2(λ+µ)t − 1
2(λ+ µ)
+
2e−κ˜t−2λt
1 + a˜r
e(κ˜+2λ+2µ)t − 1
κ˜+ 2λ+ 2µ
+ e−2(κ˜+λ)t
e2(κ˜+λ+µ)t − 1
2(κ˜+ λ+ µ)
= sup
t∈[0,T ]
1
(1 + a˜r)2
e2µt − e−2λt
2(λ+ µ)
+
2
1 + a˜r
e2µt − e−κ˜t−2λt
κ˜+ 2λ+ 2µ
+
e2µt − e−2(κ˜+λ)t
2(κ˜+ λ+ µ)
. (B.2.2)
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∫ t
s
xˇ2(t− u)e2µudu ≤
∫ t
s
e−2λ(t−u)e2µu ≤ e−2λte2(λ+µ)s e
2(λ+µ)(t−s) − 1
2(λ+ µ)
= e2µs
e2µ(t−s) − e−2λ(t−s)
2(λ+ µ)
. (B.2.3)
∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤
∫ s
0
(∫ t
s
−axˇ(v − u) + bxˇ(v − r − u)dv
)2
e2µudu
≤
∫ s
0
(∫ t
s
ae−λ(v−u) + be−λ(v−r−u)dv
)2
e2µudu
= (a+ beλr)2
∫ s
0
(∫ t
s
e−λ(v−u)dv
)2
e2µudu
= (a+ beλr)2
∫ s
0
(
e−λs
∫ t−s
0
e−λ(v−u)dv
)2
e2µudu
≤ (a+ beλr)2
∫ s
0
e−2λs (t− s)2 e2(λ+µ)udu
= (a+ beλr)2
∫ s
0
e−2λse2(λ+µ)udu(t− s)2
= (a+ beλr)2e−2λs
∫ s
0
e2(λ+µ)udu(t− s)2
= (a+ beλr)2e−2λs
e2(λ+µ)s − 1
2(λ+ µ)
(t− s)2. (B.2.4)
Which can also be written as∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ beλr)2e−2λs e
2(λ+µ)s − 1
2(λ+ µ)
(t− s)2
= (a+ beλr)2
e2µs − e−2λs
2(λ+ µ)
(t− s)2. (B.2.5)
Stable regime, white noise. (a > b > 0, µ = 0). From (B.2.1), we deduce that
‖Γ‖
σ2
≤ 1
2λ
.
From (B.2.2), we ﬁnd that
‖Γ‖
σ2
≤ sup
t∈[0,T ]
1
(1 + a˜r)2
1− e−2λt
2λ
+
2
1 + a˜r
1− e−κ˜t−2λt
κ˜+ 2λ
+
1− e−2(κ˜+λ)t
2(κ˜+ λ)
≤ 1
(1 + a˜r)2
1
2λ
+
2
1 + a˜r
1
κ˜+ 2λ
+
1
2(κ˜+ λ)
.
Hence,
‖Γ‖
σ2
≤ v20 where v20 := min
{
1
2λ
,
1
(1 + a˜r)2
1
2λ
+
2
1 + a˜r
1
κ˜+ 2λ
+
1
2(κ˜+ λ)
}
.
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With (B.2.3), we ﬁnd that∫ t
s
xˇ2(t− u)du ≤ 1− e
−2λ(t−s)
2λ
≤ t− s.
Then, starting from (B.2.5)∫ s
0
(xˇ(t− u)− xˇ(s− u))2du ≤ (a+ beλr)2 1− e
−2λs
2λ
(t− s)2 ≤ (a+ be
−λr)2
2λ
(t− s)2.
Q1
σ
≤
√
T√
p log p
and
Q2
σ
≤ a+ be
−λr
√
2λ
T
2p log p
.
Collecting the results,
√‖Γ‖ +Q(T )
σ
≤ v0 +
√
T√
p log p
+
a+ be−λr√
2λ
T
2p log p
.
Stable regime, vanishing noise, no parameter-cancellation issues (a > b > 0, µ < 0, µ /∈
{−λ,−λ− κ˜2 ,−λ− κ˜}). From (B.2.1) we get
‖Γ‖
σ2
≤ sup
t∈[0,T ]
e2µt − e−2λt
2(λ+ µ)
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ| . (B.2.6)
We know from (B.2.2) that
‖Γ‖
σ2
≤ sup
t∈[0,T ]
1
(1 + a˜r)2
e2µt − e−2λt
2(λ+ µ)
+
2
1 + a˜r
e2µt − e−κ˜t−2λt
κ˜+ 2λ+ 2µ
+
e2µt − e−2(κ˜+λ)t
2(κ˜+ λ+ µ)
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
|κ˜+ 2λ+ 2µ|(1 + a˜r) +
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
2|κ˜+ λ+ µ| =: v
2
1 . (B.2.7)
From (B.2.3), we have that∫ t
s
xˇ2(t− u)e2µudu ≤ e2µs e
2µ(t−s) − e−2λ(t−s)
2(λ+ µ)
(B.2.8)
= e2µse−2(|µ|∧λ)(t−s)︸ ︷︷ ︸
≤1
1− e−2(|µ|∨λ−|µ|∧λ)(t−s)
2|λ+ µ|
≤ (|µ| ∨ λ)− (|µ| ∧ λ)|λ+ µ| (t− s). (B.2.9)
From (B.2.5), we get that∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ beλr)2e−2λs e
2(λ+µ)s − 1
2(λ+ µ)
(t− s)2
= (a+ beλr)2
e2µs − e−2λs
2(λ+ µ)
(t− s)2
≤ (a+ be
λr)2
2|λ+ µ|
(
1− |µ| ∧ λ|µ| ∨ λ
)
(t− s)2. (B.2.10)
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Collecting the results, we ﬁnd that
Q1
σ
≤
√
(|µ| ∨ λ)− (|µ| ∧ λ)
|λ+ µ|
√
T√
p log p
and
Q2
σ
≤ a+ be
λr√
2|λ+ µ|
√
1− |µ| ∧ λ|µ| ∨ λ
T
2p log p
.
And so,
√‖Γ‖ +Q(T )
σ
≤ v1 +
√
(|µ| ∨ λ)− (|µ| ∧ λ)
|λ+ µ|
√
T√
p log p
+
a+ beλr√
2|λ+ µ|
√
1− |µ| ∧ λ|µ| ∨ λ
T
2p log p
.
Stable regime, increasing noise (a > b > 0, µ > 0). From (B.2.1), we obtain
‖Γ‖
σ2
≤ sup
t∈[0,T ]
e2µt − e−2λt
2(λ+ µ)
≤ e
2µT
2(λ+ µ)
.
And (B.2.2) yields
‖Γ‖
σ2
≤ sup
t∈[0,T ]
1
(1 + a˜r)2
e2µt − e−2λt
2(λ+ µ)
+
2
1 + a˜r
e2µt − e−κ˜t−2λt
κ˜+ 2λ+ 2µ
+
e2µt − e−2(κ˜+λ)t
2(κ˜+ λ+ µ)
≤ e
2µT
2(λ+ µ)(1 + a˜r)2
+
2e2µT
(1 + a˜r)(κ˜+ 2λ+ 2µ)
+
e2µT
2(κ˜+ λ+ µ)
.
Then,
‖Γ‖
σ2
≤ v20e2µT , where v20 :=
1
2(λ+ µ)(1 + a˜r)2
+
2
(1 + a˜r)(κ˜+ 2λ+ 2µ)
+
1
2(κ˜+ λ+ µ)
.
From (B.2.3), we have that∫ t
s
xˇ2(t− u)e2µudu ≤ e2µs e
2µ(t−s) − e−2λ(t−s)
2(λ+ µ)
= e2µt
1− e−2(λ+µ)(t−s)
2(λ+ µ)
≤ e2µT (t− s).
(B.2.11)
With the help of (B.2.5), we obtain∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ beλr)2 e2µs − e−2λs
2(λ+ µ)
(t− s)2
≤ e2µT
(
a+ beλr
)2
2(λ+ µ)
(t− s)2.
Collecting the results,
Q1
σ
≤ eµT
√
T√
p log p
and
Q2
σ
≤ a+ be
λr√
2(µ+ λ)
eµT
T
2p log p
.
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And therefore,√‖Γ‖ +Q(T )
σ
≤ v0eµT
(
1 +
7
√
2(λ+ µ)
2v0
√
T√
p log p
+
7(a+ beλr)
2v0
T
2p log p
)
.
Stable regime, neutralizing-parameter issues (a > b > 0, µ ∈ {−λ,−λ − κ˜2 ,−λ − κ˜). Case
#1: µ+λ = 0. We start with the vanishing-noise case −λ = µ. For ‖Γ‖, we may carry over
part of the computation for the second and third arising term from (B.2.2). In particular,
we know that 2|µ| < 2λ+ κ˜.
‖Γ‖
σ2
= sup
t∈[0,T ]
e−2λt
(1 + a˜r)2
∫ t
0
e2(λ+µ)udu+
2e−κ˜t−2λt
1 + a˜r
∫ t
0
eκ˜u+2λu+2µudu
+ e−2κ˜t−2λt
∫ t
0
e2κ˜u+2λu+2µudu
= sup
t∈[0,T ]
e−2λt
(1 + a˜r)2
t+
2e−κ˜t−2λt
1 + a˜r
e(κ˜+2λ+2µ)t − 1
κ˜+ 2λ+ 2µ
+ e−2(κ˜+λ)t
e2(κ˜+λ+µ)t − 1
2(κ˜+ λ+ µ)
= sup
t∈[0,T ]
1
(1 + a˜r)22λe
+
2
1 + a˜r
e2µt − e−κ˜t−2λt
κ˜+ 2λ+ 2µ
+
e2µt − e−2(κ˜+λ)t
2(κ˜+ λ+ µ)
= sup
t∈[0,T ]
1
(1 + a˜r)22λe
+
2
1 + a˜r
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
κ˜+ 2λ+ 2µ
+
(
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
)
2(κ˜+ λ+ µ)
.
=
1
(1 + a˜r)22λe
+
2
1 + a˜r
(
1− 2|µ|κ˜+2λ
)
κ˜+ 2λ+ 2µ
+
(
1− |µ|κ˜+λ
)
2(κ˜+ λ+ µ)
.
‖Γ‖
σ2
= sup
t∈[0,T ]
∫ t
0
xˇ2(t− u)e2µudu ≤ sup
t∈[0,T ]
∫ t
0
e−2λ(t−u)e2µudu
≤ sup
t∈[0,T ]
∫ t
0
e−2λtdu = sup
t∈[0,T ]
te−2λt ≤ 1
2λe
.
Then,
‖Γ‖
σ2
≤ v20 where v20 := max
 12λe, 1(1 + a˜r)22λe + 21 + a˜r
(
1− 2|µ|κ˜+2λ
)
κ˜+ 2λ+ 2µ
+
(
1− |µ|κ˜+λ
)
2(κ˜+ λ+ µ)
 .
∫ t
s
xˇ2(t− u)e2µudu ≤
∫ t
s
e−2λ(t−u)e2µudu =
∫ t
s
e−2λtdu = e−2λt(t− s) ≤ (t− s)
164 B.2. Stable Regime
∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤
∫ t
0
(∫ t
s
−axˇ(v − u) + bxˇ(v − u− r)dv
)2
e2µudu
≤
∫ t
0
(∫ t
s
ae−λ(v−u) + be−λ(v−u−r)dv
)2
e2µudu
=
(
a+ beλr
)2 ∫ t
0
e−2λve2µudu
(∫ t
s
e−λudv
)2
=
(
a+ beλr
)2
e−2λst(t− s)2 ≤
(
a+ beλr
)2
2λe
(t− s)2.
Collecting the results
Q1
σ
≤
√
T√
p log p
and
Q2
σ
≤ a+ be
λr
√
2λe
T
2p log p
.
And, therefore, √‖Γ‖ +Q(T )
σ
≤ v0 +
√
T√
p log p
+
a+ beλr√
2λe
T
2p log p
.
Case #2: κ˜ + 2µ + 2λ = 0. In this case µ = −λ− κ˜2 so that this parameter-neutralization
occurs as a special case in the vanishing-noise case. That implies that we take over most
of the estimates from the prior case and work out new estimates when it is necessary. In
particular λ < |µ| and |µ+ λ| = κ˜2 . To begin with, we may keep estimate (B.2.6)
‖Γ‖
σ2
≤ sup
t∈[0,T ]
e2µt − e−2λt
2(λ+ µ)
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ| =
1− λ|µ|
κ˜
.
From (B.2.2) we may take over the ﬁrst and the third term, and achieve that
‖Γ‖
σ2
≤ sup
t∈[0,T ]
∫ t
0
(
1
1 + a˜r
+ e−κ˜(t−u)
)
e−λ(t−u)e2µudu
= sup
t∈[0,T ]
e−2λt
(1 + a˜r)2
∫ t
0
e2λue2µudu+
2e−κ˜t−2λt
1 + a˜r
∫ t
0
eκ˜u+2λu+2µudu
+ e−2κ˜t−2λt
∫ t
0
e2κ˜u+2λu+2µudu
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2e−κ˜t−2λt
1 + a˜r
t+
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
2|κ˜+ λ+ µ| ≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2
+
2
(1 + a˜r)(κ˜+ 2λ)e
+
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
2(κ˜+ λ+ µ)
And so,
‖Γ‖
σ2
≤ v20 where v20 :=
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2
(1 + a˜r)(κ˜+ 2λ)e
+
1− |µ|∧(κ˜+λ)|µ|∨(κ˜+λ)
2(κ˜+ λ+ µ)
.
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From (B.2.9) ∫ t
s
xˇ2(t− u)e2µudu ≤ (|µ| ∨ λ)− (|µ| ∧ λ)|λ+ µ| (t− s).
From (B.2.10)∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ be
λr)2
2|λ+ µ|
(
1− |µ| ∧ λ|µ| ∨ λ
)
(t− s)2.
Q1
σ
≤
√
(|µ| ∨ λ)− (|µ| ∧ λ)
|λ+ µ|
√
T√
p log p
and
Q2
σ
≤ a+ be
λr√
2|λ+ µ|
√
1− |µ| ∧ λ|µ| ∨ λ
T
2p log p
.
And so,
√‖Γ‖ +Q(T )
σ
≤ v0 +
√
(|µ| ∨ λ)− (|µ| ∧ λ)
|λ+ µ|
√
T√
p log p
+
a+ beλr√
2|λ+ µ|
√
1− |µ| ∧ λ|µ| ∨ λ
T
2p log p
.
Case #3: κ˜+µ+λ = 0. In this case, κ˜+ 2µ+ 2λ < 0, µ+λ < 0 and . . . . So we may again
take over several of the results from the vanishing-noise regime.
Estimate (B.2.6) is preserved, besides |λ+ µ| = κ˜2 . Hence,
‖Γ‖
σ2
≤ sup
t∈[0,T ]
e2µt − e−2λt
2(λ+ µ)
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ| =
1− λ|µ|
2κ˜
.
From (B.2.2), we may carry over the estimates for the ﬁrst two terms from (B.2.7)
‖Γ‖
σ2
≤ sup
t∈[0,T ]
∫ t
0
(
1
1 + a˜r
+ e−κ˜(t−u)
)
e−λ(t−u)e2µu
= sup
t∈[0,T ]
e−2λt
(1 + a˜r)2
∫ t
0
e2λue2µudu+
2e−κ˜t−2λt
1 + a˜r
∫ t
0
eκ˜u+2λu+2µudu
+ e−2κ˜t−2λt
∫ t
0
e2κ˜u+2λu+2µudu
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
|κ˜+ 2λ+ 2µ|(1 + a˜r) + supt∈[0,T ]
e−(κ˜+2λ)tt
≤
1− |µ|∧λ|µ|∨λ
2|λ+ µ|(1 + a˜r)2 +
2
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
|κ˜+ 2λ+ 2µ|(1 + a˜r) +
1
(κ˜+ 2λ)e
.
That motivates the notation
‖Γ‖
σ2
≤ v20 with v20 := max
1−
λ
|µ|
2κ˜
,
1− |µ|∧λ|µ|∨λ
2κ˜(1 + a˜r)2
+
2
(
1− (2|µ|)∧(κ˜+2λ)(2|µ|)∨(κ˜+2λ)
)
κ˜(1 + a˜r)
+
1
(κ˜+ 2λ)e
 .
From (B.2.9) ∫ t
s
xˇ2(t− u)2e2µudu ≤ (|µ| ∨ λ)− (|µ| ∧ λ)
κ˜
(t− s).
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From (B.2.10)∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ be
λr)2
2κ˜
(
1− |µ| ∧ λ|µ| ∨ λ
)
(t− s)2.
That leads to
Q1
σ
=
√
(|µ| ∨ λ)− (|µ| ∧ λ)
κ˜
√
T√
p log p
,
Q2
σ
=
√
(a+ beλr)2
2κ˜
(
1− |µ| ∧ λ|µ| ∨ λ
)
T
p log(p)
.
And so, √‖Γ‖ +Q(T )
σ
≤ v0 +
√
(|µ| ∨ λ)− (|µ| ∧ λ)
κ˜
√
T√
p log p
+
√
(a+ beλr)2
2κ˜
(
1− |µ| ∧ λ|µ| ∨ λ
)
T
p log(p)
.
B.3. Instable Regime
Instable regime, non-neutralizing case (0 < a < b, µ 6= λ). As long as µ 6= λ,∫ t
s
xˇ2(t− u)e2µudu ≤
∫ t
s
e2λ(t−u)e2µudu
= e2λt
∫ t
s
e2(µ−λ)udu
= e2λte2(µ−λ)s
e2(µ−λ)(t−s) − 1
2(µ− λ) , (B.3.1)
∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu =
∫ s
0
(∫ t
s
−axˇ(u− v) + bxˇ(v − u− r)dv
)2
e2µudu
≤
∫ s
0
(∫ t
s
aeλ(v−u) + beλ(v−u−r)dv
)2
e2µudu
=
∫ s
0
(a+ be−λr)2
(∫ t
s
eλvdv
)2
e2(µ−λ)udu
=
(a+ be−λr)2
2(µ− λ)
(
e2(µ−λ)s − 1
)
e2λt(t− s)2. (B.3.2)
Instable regime, vanishing noise (0 < a < b, µ < 0).∫ t
0
xˇ2(t− u)e2µdu ≤
∫ t
0
(
1
1 + a˜r
+ e−κ(t−u)
)
e2λ(t−u)e2µudu = I1 + I2 + I3,
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where
I1 := 1
(1 + a˜r)2
e2λt
1
2|µ− λ|
(
1− e2(µ−λ)t
)
(B.3.3)
I2 := 2
1 + a˜r
e(−κ+2λ)t
∫ t
0
e(κ−2λ+2µ)udu (B.3.4)
I3 := e(−2κ+2λ)t
∫ t
0
e2(κ−λ+µ)du (B.3.5)
Case #1: κ− λ+ µ < 0. For the term I2 from (B.3.4), we ﬁnd
I2 = 2
1 + a˜r
e(−κ+2λ)t
1
|κ− 2λ+ 2µ|
(
1− e(κ−2λ+2µ)t
)
︸ ︷︷ ︸
≤1
≤ 2
1 + a˜r
e−κte2λt
1
|κ− 2λ+ 2µ| .
(B.3.6)
For term I3 from (B.3.5)
I3 = e(−2κ+2λ)t 1
2|κ− λ+ µ|
(
1− e2(κ−λ+µ)t
)
︸ ︷︷ ︸
≤1
≤ e2λt e
−2κt
2|κ− λ+ µ| . (B.3.7)
Case #2: κ− 2λ+ 2µ < 0, κ− λ+ µ > 0. Estimate (B.3.6) holds for term I2 from (B.3.4),
and for term I3 from (B.3.5) we ﬁnd
I3 = e(−2κ+2λ)t 1
2(κ− λ+ µ)
(
e2(κ−λ+µ)t − 1
)
= e2λt
1
2(κ− λ+ µ)
(
e−2λt − e−2(κ−µ)t
)
︸ ︷︷ ︸
≤1
e2µt ≤ e2λte2µt 1
2(κ− λ+ µ) . (B.3.8)
Case #3: κ− 2λ+ 2µ > 0. For term I2 from (B.3.4), we get
I2 = 2e
2λt
1 + a˜r
e−κt
1
κ− 2λ+ 2µ
(
e(κ−2λ+2µ)t − 1
)
=
2e2λt
1 + a˜r
1
κ− 2λ+ 2µ
(
e−2λt − e(−κ−2µ)t
)
︸ ︷︷ ︸
|·|≤1
e2µt
≤ 2e
2λt
1 + a˜r
e2µt
κ− 2λ+ 2µ. (B.3.9)
And for the term I3 from (B.3.5) we may take over the estimate (B.3.8).
Case #4: κ = 2λ− 2µ. Meaning that κ− 2λ+ 2µ = 0 and κ− λ+ µ > 0. Then we ﬁnd for
I2 from (B.3.4)
I2 = 2
1 + a˜r
e(−κ+2λ)t
∫ t
0
e(κ−2λ+2µ)u︸ ︷︷ ︸
=1
du =
2
1 + a˜r
e2λte−κtt =
2
1 + a˜r
e2λte2µt e(−κ−2µ)tt︸ ︷︷ ︸
≤ 1
(−κ+2µ)e
=
2
1 + a˜r
1
(−κ+ 2µ)ee
2λte2µt.
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For term I3 from (B.3.5), we can use estimate (B.3.7), i.e.
I3 = e(−2κ+2λ)t
∫ t
0
e2(κ−λ+µ)udu ≤ e2λt e
−2κt
2|κ− λ+ µ| .
Case #5: κ = λ−µ. Here, κ−λ+µ = 0 and κ−2λ+µ < 0. Then for term I2 from(B.3.4),
we use estimate (B.3.6), i.e.
I2 ≤ 2
1 + a˜r
e−κte2λt
1
|κ− 2λ+ 2µ| .
And for term I3 from (B.3.5), we have that for arbitrary ν ∈ (0, κ) that
I3 = e(−2κ+2λ)t
∫ t
0
e2(κ−λ+µ)u︸ ︷︷ ︸
=1
du = e2λte−2(κ−ν)te−2νtt ≤ e2λte−2(κ−ν)t 1
2νe
.
Alltogether, we ﬁnd that for aritrarily ﬁxed ν ∈ (0, κ),
‖Γ‖
σ2
≤ I1 + I2 + I3 ≤ e
2λT
(1 + a˜r)2
(
1 +O
(
e−min{κ−ν,2|µ|}t
ν
))
From (B.3.1),∫ t
s
xˇ2(t− u)e2µudu ≤ e2λte2(µ−λ)s e
2(µ−λ)(t−s)
2(µ− λ) ≤ e
2λte(µ−λ)s(t− s) = e2λ(t−s)e2µs(t− s)
≤ e2λT (t− s).
And with (B.3.2)∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ be
−λr)2
2(µ− λ)
(
e2(µ−λ)s − 1
)
e2λs(t− s)2
≤ (a+ be
−λr)2
2(µ− λ) e
2λT (t− s)2,
Q1
σ
≤ eλT
√
T√
p log p
and
Q2
σ
≤ eλT a+ be
−λr√
2(µ− λ) ·
T
2p log p
.
Collecting the results,√‖Γ‖ +Q(T )
σ
≤ e
λT
√
2λ (1 + a˜r)
(
1 +O
(
e−min{κ−ν,2|µ|}T
ν
)
+
√
2λ (1 + a˜r)
( √
T√
p log p
+
a+ beλr√
2(µ− λ)
T
2p log p
))
.
Instable regime, increasing noise (0 < a < b, µ > 0).
∫ t
0
xˇ2(t− u)e2µdu =
∫ t
0
(
1
1 + a˜r
+ e−κ(t−u)
)2
e2λ(t−u)e2µudu ≤ I1 + I2 + I3
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where
I1 := e
2λt
(1 + a˜r)2
∫ t
0
e2(µ−λ)udu, (B.3.10)
I2 := 2e
2(λ−κ)t
1 + a˜r
∫ t
0
e(−2λ−κ+2µ)udu (B.3.11)
I3 := e(2λ−2κ)t
∫ t
0
e(−2λ+2κ+2µ)du. (B.3.12)
Instable regime, weakly increasing noise (0 < a < b, µ > 0, λ > µ). Case #1: λ > µ,
κ− 2λ+ 2µ 6= 0, κ− λ+ µ 6= 0.
I1 = 1
(1 + a˜r)2
e2λt − e2µt
2(µ− λ) ≤
e2λt
2(λ− µ)(1 + a˜r)2 .
I2 = 2e
(2λ−κ)t
1 + a˜r
e(κ−2λ+2µ)t − 1
κ− 2λ+ 2µ =
2e2λt
1 + a˜r
e−2(λ−µ)t − e−κt
κ− 2λ+ 2µ ≤
2e2λt
1 + a˜r
e−min{2(λ−µ),κ}t
|2λ− 2µ− κ| .
I3 = e2(λ−κ)t e
2(κ−λ+µ)t − 1
2(κ− λ+ µ) = e
2λt e
−2(λ−µ)t − e−2κt
2(κ− λ+ µ) ≤ e
2λt e
−2 min{λ−µ,κ}
2|λ− µ− κ| .
Case #2: λ > µ, κ− 2λ+ 2µ = 0⇔ µ = λ− κ2 , and implying that κ− λ+ µ > 0. We may
keep terms I1 and I3, i.e.
I1 ≤ e
2λt
2(λ− µ)(1 + a˜r)2 and I3 ≤ e
2λt e
−2 min{λ−µ,κ}
2|λ− µ− κ| .
And for the remaining I2, we ﬁnd that for arbitrary ν ∈ (0, κ)
I2 = 2e
(2λ−κ)t
1 + a˜r
∫ t
0
e(−2λ+κ−2µ)u︸ ︷︷ ︸
=1
du =
2e2λt
1 + a˜r
e−2(κ−ν)t
1
2νe
.
Therefore,
‖Γ‖
σ2
≤ e2λt
(
1
(1 + a˜r)2
1
2(λ− µ) +
e−2 min{λ−µ,κ}t
2(κ− λ+ µ) +
2
1 + a˜r
e−2(κ−ν)t
2νe
)
.
Case #3 : κ− λ+ µ = 0⇔ µ = λ− κ. Also implying κ− 2λ+ 2µ < 0.
We may keep the terms
I1 ≤ e
2λt
2(λ− µ)(1 + a˜r)2 and I2 ≤
2e2λt
1 + a˜r
e−min{2(λ−µ),κ}t
κ− 2λ+ 2µ .
And for the remaining I3 we ﬁnd for every ν ∈ (0, κ) that
I3 = e(2λ−2κ)t
∫ t
0
e2(−λ+κ+µ)u︸ ︷︷ ︸
=1
du = e2λte−2(κ−ν)te−2νtt ≤ e2λt e
−2(κ−ν)t
2νe
.
And hence for arbitrary ν ∈ (0, κ),
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‖Γ‖
σ2
≤ e
2λt
2(λ− µ)(1 + a˜r)2
(
1 + 2(1 + a˜r)
2(λ− µ)e−min{2(λ−µ),κ}t
|2λ− 2µ− κ|
+
2(λ− µ)(1 + a˜r)2
2νe
e−2(κ−ν)t
)
=
e2λt
2(λ− µ)(1 + a˜r)2
(
1 +O
(
e−min{2(λ−µ),κ−ν}t
ν
))
.
This case, µ < λ, we still may take over (B.3.2) to receive∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ be
−λr)2
2(λ− µ)
(
1− e2(µ−λ)s
)
︸ ︷︷ ︸
≤1
e2λs(t− s)2
≤ (a+ b
−λr)2
2(µ− λ) e
λs(t− s)2
≤ (a+ be
−λr)2
2(µ− λ) e
2λT (t− s)2. (B.3.13)
And with the estimate (B.3.1), we get that∫ t
s
xˇ2(t− u)e2µudu ≤ e2λte(µ−λ)s e
2(µ−λ)(t−s) − 1
2(µ− λ) ≤ e
2λ(t−s)e2µs(t− s)
≤ e2λt(t− s). (B.3.14)
Therefore,
Q1
σ
≤ eλT
√
T
log(p)
√
p
and
Q2
σ
≤ a+ be
−λr√
2(µ− λ) e
λT T
2p log p
.
Collecting the results, we receive that√‖Γ‖ +Q(T )
σ
≤ e
λt√
2(λ− µ) (1 + a˜r)
(
1 +O
(
1
ν
e−
min{2(λ−µ),κ−ν}t
2
)
+
√
T
log(p)
√
p
+
a+ be−λr√
2(µ− λ) e
λT T
2p log p
)
Instable regime, strong increasing noise (0 < a < b, µ > λ > 0). Case #4: λ < µ.
I1 = 1
(1 + a˜r)2
e2λt − e2µt
2(µ− λ) ≤
e2µt
(1 + a˜r)2
1
2(µ− λ) ,
I2 = 2e
(2λ−κ)t
1 + a˜r
e(2µ−2λ+κ)t − 1
κ− 2λ+ 2µ =
2e2µt
1 + a˜r
e2λte−κt
eκte−2λt − e−2µt
2µ− 2λ+ κ
≤ 2e
2µt
1 + a˜r
1− e2(µ−λ)t−κt
2µ− 2λ+ κ
≤ 2e
2µt
1 + a˜r
1
2µ− 2λ+ κ.
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I3 = e2(λ−κ)t e
2(κ−λ+µ)t − 1
2(κ− λ+ µ) = e
2µt 1− e−2(µ−λ+κ)
2(µ− λ+ κ) ≤
e2µt
2(µ− λ+ κ) .
So, we receive
‖Γ‖
σ2
≤ e2µT v20 , where
v20 :=
1
2(µ− λ)(1 + a˜r)2 +
2
(2µ− 2λ+ κ)(1 + a˜r) +
1
2(µ− λ+ κ) .
In this case, we may take over the estimates (B.3.13) and (B.3.14),∫ t
s
xˇ2(t− u)e2µudu ≤ e2λt(t− s).
∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤ (a+ be
−λr)2
2(µ− λ) e
2λT (t− s)2.
Therefore,
Q1
σ
≤ eλT
√
T√
p log p
and
Q2
σ
≤ a+ be
−λr√
2(µ− λ) e
λT T
2p log p
.
Collecting the results yields√‖Γ‖ +Q(T )
σ
≤ eλT v0
(
1 +
√
T
v0
√
p log p
+
a+ be−λr
v0
√
2(µ− λ)
T
2p log p
)
.
Instable regime, critical noise (0 < a < b, µ = λ). Case #5: λ = µ.
I1 = e
2λt
(1 + a˜r)2
∫ t
0
e2(µ−λ)u︸ ︷︷ ︸
=1
du =
e2λt
(1 + a˜r)2
t.
I2 = 2e
2(λ−κ)t
1 + a˜r
∫ t
0
e(−2λ+κ+2µ)udu =
2e2(λ−κ)t
1 + a˜r
∫ t
0
eκudu
=
2e2(λ−κ)t
(1 + a˜r)
(
eκt − 1) ≤ 2e2λt
(1 + a˜r)κ
.
I3 = e(2λ−2κ)t
∫ t
0
e2(−λ+µ+κ)udu =
e2(λ−κ)t
2κ
(
e2κt − 1) ≤ e2λt
2κ
.
Hence,
‖Γ‖
σ2
≤ e2λT
(
T
(1 + a˜r)2
+
1
(1 + a˜r)κ
+
1
2κ
)
=
e2λTT
(1 + a˜r)2
(
1 +
1 + a˜r
Tκ
+
(1 + a˜r)2
2κt
)
.
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From (B.3.1), we compute that∫ s
0
(xˇ(t− u)− xˇ(s− u))2e2µudu ≤
∫ s
0
(a+ be−λr)
(∫ t
s
eλvdv
)
e2(µ−λ)udu
= s(a+ be−λr)2e2λT (t− s)2
= Te2λT (a+ be−λr)2(t− s)2.
And, from (B.3.2), we get∫ t
s
xˇ2(t− u)e2µudu ≤
∫ t
s
e2λ(t−u)e2µudu =
∫ t
s
e2λtdu ≤ e2λT (t− s).
Therefore,
Q1
σ
≤ eλT
√
T√
p log p
and
Q2
σ
≤ eλT (a+ be−λr) T
3
2
2p log p
.
Collecting the results,√‖Γ‖ +Q(T )
σ
≤
√
T eλT
1 + a˜r
(
1 +
√
1 + a˜r
Tκ
+
1 + a˜r√
2κT
+
1 + a˜r√
p log p
+ (1 + a˜r)(a+ be−λr)
T
2p log p
)
.
Instable regime, white noise (0 < a < b, µ = 0). Case #1: κ /∈ {λ, 2λ}.
∫ t
0
xˇ2(t− u)du ≤
∫ t
0
(
1
1 + a˜r
+ e−κ(t−u)
)2
e2λ(t−u)
=
∫ t
0
e2λ(t−u)
(1 + a˜r)2
du+ 2
∫ t
0
e−κ(t−u)
1 + a˜r
e2λ(t−u)du+
∫ t
0
e2(λ−κ)(t−u)du
=
e2λt − 1
2λ(1 + a˜r)2
+
2
1 + a˜r
∫ t
0
e(2λ−κ)(t−u)du+
e2(λ−κ)t − 1
2(λ− κ)
=
e2λt − 1
2λ(1 + a˜r)2
+
2
(
e(2λ−κ)t − 1)
(1 + a˜r)(2λ− κ) +
e2(λ−κ)t − 1
2(λ− κ) (B.3.15)
Case #2: κ ∈ (0, λ). Starting from (B.3.15)∫ t
0
xˇ2(t− u)du ≤ e
2λt
2λ(1 + a˜r)2
+
2e(2λ−κ)t
(1 + a˜r)(2λ− κ) +
e2(λ−κ)t
2(λ− κ)
=
e2λt
2λ(1 + a˜r)2
(
1 +
4λ(1 + a˜r)
2λ− κ e
−κt +
λ(1 + a˜r)2
λ− κ e
−2κt
)
.
Case #3: κ ∈ (λ, 2λ). Beginning from (B.3.15)∫ t
0
xˇ2(t− u)du ≤ e
2λt
2λ(1 + a˜r)2
+
2e(2λ−κ)t
(1 + a˜r)(2λ− κ) + e
2λt e
−2κt − e−2λt
2(λ− κ)
≤ e
2λt
2λ(1 + a˜r)2
+
2e(2λ−κ)t
(1 + a˜r)(2λ− κ) + e
2λte−2λt
1− e−2(κ−λ)t
2(κ− λ)
≤ e
2λt
2λ(1 + a˜r)2
(
1 +
2λ(1 + a˜r)
2λ− κ e
−κt +
2λ(1 + a˜r)2
2(κ− λ) e
−2λt
)
.
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Case #4: κ ∈ (2λ,∞). As before, from (B.3.15) we obtain
∫ t
0
xˇ2(t− u)du ≤ e
2λt
2λ(1 + a˜r)2
+
2
(
1− e(κ−2λ)t)
(1 + a˜r)(κ− 2λ) +
1− e−2(κ−λ)t
2(κ− λ)
≤ e
2λt
2λ(1 + a˜r)2
(
1 +
4λ(1 + a˜r)
(κ− 2λ) e
−2λt +
λ(1 + a˜r)2
κ− λ e
−2λt
)
.
In all four of the cases, we found out that
‖Γ‖
σ2
≤ e
2λT
2λ(1 + a˜r)2
(
1 +O
(
e−(κ∧(2λ))t
))
.
From (B.3.2), we deduce∫ s
0
(xˇ(t− u)− xˇ(s− u))2du = (a+ be
−λr)2
2(−λ)
(
e2(µ−λ)s − 1
)
e2λt(t− s)2
≤ (a+ be
λr)2
2λ
e2λT (t− s)2.
Starting with (B.3.1), we get∫ t
s
xˇ2(t− u)du ≤ e2λte2(−λ)s e
2(−λ)(t−s) − 1
2(−λ) ≤ e
2λ(t−s)(t− s) ≤ e2λT (t− s).
And therefore,
Q1
σ
= eλT
√
T√
p log p
and
Q2
σ
= eλT
a+ beλr√
2λ
T
2p log p
.
Collecting the results, we ﬁnd that√‖Γ‖ +Q(T )
σ
=
eλT√
2λ (1 + a˜r)
√(
1 +O (e−(κ∧(2λ))t)) + eλT √T√
p log p
+ eλT
a+ beλr√
2λ
T
2p log p
≤ e
λT
√
2λ (1 + a˜r)
(
1 +O
(
e−
(κ∧(2λ))t
2
)
+
√
2λ (1 + a˜r)
( √
T√
p log p
+
a+ beλr√
2λ
T
2p log p
))
.
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