Abstract-We present the efficient and optimal algorithm for dynamic routing with dedicated path protection in optical networks; efficient, because it can solve large problems, and optimal, because its results are optimal. The proposed algorithm uses our generic Dijkstra algorithm on a search graph generated "on-the-fly" based on the input graph. We corroborated the optimality of results of the proposed algorithm with the bruteforce enumeration. We present the simulation results of the dedicated-path protection with signal modulation constraints for the elastic optical networks of three sizes: 25, 50 and 100 nodes, and three numbers of spectrum units: 160, 320, and 640. There were in total 16200 simulation runs with about 24 million searches.
I. INTRODUCTION
Optical networks have to protect their traffic to prevent large-scale disruptions due to fiber cuts, human errors, hardware failures, power outages, natural disasters or attacks [1] . Dedicated path protection (DPP) is a simple, and the most effective way of protection, albeit the most expensive.
Routing in the wavelength-division multiplexed (WDM) network is called the routing and wavelength assignment (RWA). If a client does not fully utilize the fixed spectrum of the assigned wavelength, the spectrum of the precious erbium window is wasted. Elastic optical networks (EONs) alleviate this waste by dividing the spectrum into thin frequency slot units (of, e.g., 6 .25 GHz width), or just units, and then allocating contiguous units to form a slot tailored to a specific demand. Routing in EONs is called the routing and spectrum assignment (RSA), and if we take into account the constraints of the signal modulation, then it is called the routing, modulation, and spectrum assignment (RMSA).
Our novel contribution is the algorithm which efficiently and optimally solves the dynamic (a.k.a., online, i.e., we route a single demand in a loaded network) RWA, RSA and RMSA problems with DPP, along with its simulative performance evaluation, and a liberal open-source high-quality implementation using the Boost Graph Library [2] .
II. RELATED WORKS
The proposed algorithm is based on the generic Dijkstra algorithm [3] . Specifically, we modify the generic Dijkstra algorithm to work on a search graph, which is built using the input graph, and represents the possible ways of finding path pairs. We apply the concept of the incomparable solutions to a pair of paths.
To the best of our knowledge, no efficient and optimal algorithm was published before to solve the dynamic routing problem with DPP in optical networks. And maybe for a reason, since it is arguable that such an algorithm can ever exist, even for routing without DPP. In [4] , the authors argue the problem is NP-complete, and solve it with the integer linear programming. We argue otherwise, and present an algorithm that can solve this problem tractably.
A commonly-used heuristic algorithm for finding a shortest pair of edge-disjoint paths is to find a shortest path (we recommend the generic Dijkstra algorithm), then remove its edges from the graph, and then find a shortest path again. This heuristic usually finds a suboptimal solution, and can fail even when there is one (e.g., for the so-called trap topology).
The efficient and optimal algorithms for finding a shortest pair of edge-disjoint paths in a graph are: the Suurballe's algorithm [5] , the Bhandari algorithm [6] , and any (we used the successive shortest path algorithm) minimum-cost, maximumflow algorithm with edge capacities set to one [7] , all of which use the path augmentation technique. These algorithms cannot be used for the optical networks, because they do not consider the spectrum continuity and contiguity constraints.
The inefficient brute-force algorithm enumerates the path pairs using a priority queue, that sorts the pairs in the increasing-cost order. When we pop a pair from the queue, we produce a new path pair by using (not reusing, because the paths should be edge-disjoint and without loops) an available edge, and put the new path pair into the queue, if its paths meet the spectrum continuity and contiguity constraints. We keep looking for path pairs until we find one whose paths end at the destination node, provided we have enough patience and memory. We successfully used it only for small networks.
III. PROBLEM STATEMENT

Given:
• directed multigraph G = (V, E), where V = {v i } is a set of vertices, and E = {e i } is a set of edges, • length function length(e i ), which gives non-negative length of edge e i , • available units function AU(e i ), which gives the set of available units of edge e i , which do not have to be contiguous, • s and t are the source and target vertices of the demand, • a monotonically increasing cost function cost(p), which returns the (real or integer) cost of path p, • a decision function of monotonically increasing requirements, which returns true if a path (with given length, and contiguous units) can support the demand, otherwise false, • the set of all units Ω on every edge. Find:
• a cheapest (i.e., of the lowest cost) pair of edge-disjoint paths (a path is a sequence of edges), the shorter being the working path, and the longer the protecting path, • continuous and contiguous units for each of the two paths separately: the working and the protecting path (i.e., each path can have different spectrum).
We denote a set of contiguous units (CU) which start at index a and end at index b inclusive as [a . To state the problem generically, we intentionally introduced the cost and decision functions to consider the RWA, RSA, and RMSA problems with DPP at once. For RWA, the cost function should give the length of the path, for RSA, the product of the path length, and the number of units requested by the demand, and for RMSA, the product of the path length, and the number of units required by the demand for the given path length.
The decision function accepts or rejects a candidate path, and lets a user define what an acceptable path is. For RWA, the function should make sure that the CU has at least one unit (wavelength), for RSA, that the CU has at least the number of units requested by the demand, and for RMSA, that a CU has at least the number of units required for the demand for the given path length.
The bitrate of a demand is not a given of the stated problem, and, if needed, should be relegated to the decision function as an implementation detail. In Section V, to solve the RMSA problem with DPP, we define the cost and decision functions in Subsection V-A3. The decision function defined there checks for the required number of units, which depends on the path length.
IV. PROPOSED ALGORITHM
We run the generic Dijkstra algorithm on a search graph, which is generated on-the-fly based on the input graph, as the search progresses. Searching for a cheapest solution in the search graph corresponds to searching for a pair of paths of lowest cost in the input graph. The algorithm grows the search tree for the search graph.
A. Preliminaries
Below we describe the search graph, the search tree, the priority queue, and the related concepts of the solution, the path trait, and the solution label.
1) Search graph: Vertex x in the search graph is denoted by a pair x = (v x,1 , v x,2 ) of vertex indexes v x,1 , and v x,2 in the input graph, where v x,1 ≤ v x,2 . For vertex x, there is a set of solutions found, where the solution is a pair of paths: one path leads to vertex v x,1 , and the other to vertex v x,2 .
An edge in the search graph from vertex x to vertex x ′ represents finding a solution for vertex x ′ based on a solution for vertex x by taking edge e ′ in the input graph from either vertex v x,1 or v x,2 . Therefore the edge in the search graph connects vertex x to some other vertex x ′ which has one of the vertex indexes v x,1 or v x,2 copied from x. The other vertex index of x ′ is the index of the target vertex of edge e ′ . Vertex
, with its vertex indexes swapped if necessary, because we require the first one be smaller than or equal to the second one.
Taking a single edge in the input graph is the simplest, and the only one needed, way of producing a new solution in the search graph. Taking at once two edges of the input graph, one edge for each of the two paths, should also work, but would lead to a more complicated and less efficient algorithm. More complicated, because not always can we take two edges. Less efficient, because by taking two edges we can reach an expensive solution, which we would avoid if we took one of those edges first.
2) Path trait:
A path trait is a pair of a length and a CU, which describes a path in the input graph. For example, a path trait (500 km, [0 . . 10]) says the path is 500 km long and has the CU of [0 . . 10].
Path trait p i is better than or equal to path trait p j , denoted by p i ≤ p j , when the length of p i is smaller than or equal to the length of p j , and the CU of p i includes the CU of p j , i.e., length
we should drop p j , because it offers no better path in comparison with p i , and so we perform the search more efficiently.
This definition of the path trait comparison allows for incomparability of path traits, which is needed when searching for paths with the spectrum continuity and contiguity constraints. For instance, path trait
We are interested in path trait p 2 , even though its cost is higher than the cost of p 1 , because p 2 has a CU that is incomparable with the CU of p 1 .
A solution label for vertex x with the same vertexes in the input graph, i.e., v x,1 == v x,2 , should have its path traits ordered with the ≤ relation, i.e., p x,1 ≤ p x,2 , so that when we compare labels of two solutions for vertex x, we compare the better path traits first, and the worse path traits next.
3) Solution label: Solution label l x = (p x,1 , p x,2 ) for vertex x is a pair of path traits p x,1 , p x,2 , where the first path which ends at v x,1 has trait p x,1 , and the other path which ends at v x,2 has trait p x,2 .
We compare solution labels to drop those solutions which offer nothing better than we already have, thus limiting the search space, and performing the search more efficiently. Label l i is better than or equal to label l j , denoted by l i ≤ l j , when both path traits of l i are better than or equal to path traits of l j , i.e., 
4) Search tree:
The result of the search is the search tree.
) based on the solution found for node x. The solution is described by label l x ′ = (p x ′ ,1 , p x ′ ,2 ): the first path of the solution which ends at v x ′ ,1 has trait p x ′ ,1 , and the other path which ends at v x ′ ,2 has trait p x ′ ,2 . We got the solution from the previous search-tree node n x for vertex x by taking edge e ′ in the input graph.
A tree node represents a solution which is either permanent or tentative. A permanent-solution node stays in the tree for good, while a tentative-solution node can be discarded. A tentative-solution node is always a leaf. A tentative solution for vertex x wants to become permanent, but instead it can be discarded or never processed.
To make sure that a solution is edge-disjoint, we do not add to the search tree a solution node, if its edge was already used by its ancestor in the search tree.
5) Priority queue:
The optimality of the solutions found is achieved with the priority queue, which provides the cheapest solutions. The priority queue stores pairs, where a pair has a cost and a reference to a search-tree node n x of a tentative solution. The cost in the pair is the cost of the solution, i.e., the sum of cost(p x,1 ) + cost(p x,2 ). The queue sorts the solutions in the increasing-cost order, with the cheapest solution at the top.
A tentative solution is waiting in the queue to be processed, but it also can be either discarded, if we find a better solution, or never processed, if the search finishes quicker. A tentative solution becomes permanent, when it is retrieved from the queue.
B. Algorithm
The proposed algorithm has the main loop listed in Algorithm 1, and the relax procedure listed in Algorithm 2. The main loop iterates over the permanent solutions popped from the priority queue, while the relax procedure pushes tentative solutions to the priority queue.
The solutions for vertex x are maintained in the set P x of permanent solutions with incomparable labels, and the set T x of tentative solutions with incomparable labels. The set of all permanent solutions is P .
We start the search at vertex x s = (s, s). We create the tentative solution n xs (the root of the search tree) of two empty paths starting at vertex s with 0 costs and the CUs of Ω. We insert n xs into the set of tentative labels for vertex x, and push the pair of (0, n xs ) to the priority queue Q.
We look for the paths with the maximal CU, which satisfy the requirements of the decision function decide used by the relax procedure, to cover the maximal part of the search space. For this reason we start the search with the CU of Ω.
We stop searching when the priority queue is empty, or when we find a permanent solution for vertex x t = (t, t). If we need a tree of cheapest solutions, we should keep the algorithm running until the priority queue is empty.
In each iteration of the main loop, we process the cheapest of all tentative solutions, and make it permanent. When we pop a pair from the queue, we have to make sure the tentative solution was not discarded by the relax procedure, i.e., that the reference to n x is not null.
Next, we relax the out edges of vertex x in the search graph. An edge in the search graph represents taking an edge in the input graph from either vertex v x,1 or v x,2 , and so we iterate over the edges leaving vertex v x,1 first, and over the edges leaving vertex v x,2 next.
The relax procedure relaxes a single edge in the search graph, which is described the procedure parameters: the taken edge e ′ in the input graph, vertex v 1 and the corresponding path trait p 1 which do not change, and the other trait p 2 of the path to which we try to add edge e ′ . The relaxation can find a number of tentative solutions, which would differ only by the CU of C ′ , because there may be a number of spectrum fragments available AU(e ′ ) on edge e ′ which we can use for a tentative solution. We build (if necessary, we swap the elements of pairs x ′ and l x ′ , with the swap function) and add a tentative solution n x ′ to T x ′ and Q, only when there is no solution with a better or equal label already found. Adding n x ′ can make some tentative solutions no longer valid (since n x ′ is better), so we discard them. The trace function, using P , traces back the tree nodes from x t to x s . For each tree node there is an edge, which the function adds to one of the two paths. The function returns the shorter path as the working path, and the longer as the protecting. For each of the paths, the function allocates the minimal CU, with the required number of units, from the maximal CU found for the permanent solution for node x t .
Algorithm 1 Dedicated Path Protection Algorithm
In: graph G, source vertex s, target vertex t Out: a cheapest pair of paths, and their CUs Here we concentrate on permanent solutions n x .
x s = (s, s) x t = (t, t) l xs = ((0, Ω), (0, Ω)) n xs = (x s , l xs , e ∅ , null) T xs = T xs ∪ {n xs } push(Q, (0, n xs )) while Q is not empty do n x = pop(Q) if n x == null then continue the main loop x = (v x,1 , v x,2 ) = vertex(n x ) // Remove n x from the set of tentative solutions for x. T x = T x \ {n x } // Add n x to the set of permanent solutions for x.
The simulations had two goals: the optimality corroboration, and the performance evaluation. We corroborated the optimality of the results produced of our algorithm by comparing them with the results of the brute-force enumeration algorithm. Since there are billions of possible solutions even in small networks, and the brute-force algorithm enumerates them all, we were able to corroborate the results only for small networks with 15 nodes. All was fine.
The rest of this section is about the performance evaluation.
A. Simulation setting
Below we describe how we model the network, the traffic, and the signal modulation.
1) Network model:
A network model has a network graph, and |Ω|. We randomly generated three groups of network graphs with 25, 50, and 100 vertexes, where each group had a hundred of graphs. We generated Gabriel graphs, because they have been shown to model the properties of the transport networks very well [8] . The vertexes were uniformly distributed over a square area with the density of 10 thousand kilometers per vertex.
We used three standard International Telecommunication Union spacings of 25 GHz, 12.5 GHz, and 6.25 GHz for the erbium band, which translated to three values for |Ω|: 160, 320, and 640 units.
Algorithm 2 relax
In: edge e ′ , const vertex v 1 , const trait p 1 , other trait p 2 , previous search-tree node n x Here we concentrate on tentative solutions n x ′ .
′ not used by ancestors then // Add n x ′ to the tentative solutions for
2) Traffic model:
We evaluate the algorithm performance in the function of the network utilization, which we define as the ratio of the number of units in use to the total number of units on all edges. We measure the network utilization in response to offered load a, which expresses the desired network utilization.
Demands arrive according to the exponential distribution with rate λ per day. The end nodes of a demand are different and chosen at random. We model the demand holding time with the exponential distribution with the mean of τ days. The number of units a demand requests is described by distribution (Poisson(γ −1)+1) with the mean of γ, i.e., a shifted Poisson distribution, so that we do not get a zero.
We express λ as a function of a. The offered load is the ratio of the number of demanded units to the total number of units on all edges. The number of units demanded for traffic intensity λτ is 2λτ γα, since a demand requests two paths, and we estimate they require γ units, and α edges each, where α is the average length of all shortest paths. Therefore, a = 2λτ γα/|E||Ω| from which (1) follows.
Equ.
(1) underestimates the value of λ(a), because we assume that every demand has a connection established. For this reason, a = 1 does not yield a full network utilization.
3) Signal modulation model:
We use the signal modulation model from [3] , with M modulations available. For a demand requesting g units for the most spectrally-efficient modulation, the number of units needed to establish a connection of length d is given by (2) , where r 1 is the reach of the least spectrally-efficient modulation, and r M is the reach of the most spectrally-efficient modulation.
We describe a demand with the number of units g, instead of bitrate b, because the algorithm works with units, not bitrates. If the bitrate is given, we can calculate the number of units using (3), where R is a technology-dependent bitrate (e.g. 2.5 Gb/s), and G is the number of guard-band units.
In our simulations we assumed M = 4, and the reach of the least-spectrally efficient modulation r 1 equals the length of the longest of all shortest paths multiplied by 1.5, which allows us to consider paths much longer than an average shortest path. Following [3] , we calculated r M = r 1 /2 M−1 . The cost and decision functions are given by (4) and (5).
B. Runs and populations
A simulation run simulated 150 days of a network in operation, with the results from its first 50 days discarded. The parameters of a simulation run were: the network size, |Ω|, γ, a, and δ. A simulation run reported the mean network utilization, the mean and maximum times taken, and the mean and maximum number of 64-bit memory words used by a search for a single demand.
We averaged the mean simulation results to calculate the sample mean results, which estimate the population mean results, and the average algorithm performance. We took the maximum of the maximum simulation results to get the sample maximum results, which estimate the population maximum results, and the pessimistic algorithm performance.
In a given population there were 100 simulation runs whose parameters differed only with the network model. We had 162 populations, because we varied 3 network sizes (25, 50, 100 nodes), 3 values of |Ω| (160, 320, 640 units), 9 values of a (0.05, 0.10, 0.15, 0.20, 0.45, 0.65, 1.000, 1.500, 2.000), and two runs for γ = 10 units, and γ p = 10% of units available (i.e., 16 units for the case with 160 available units, 32 for 320, and 64 for 640). For all populations, the mean connection holding time δ = 10 days was constant. In total we carried out 16200 simulation runs (162 populations × 100 samples). The sample means credibly estimate the population means, since their relative standard error was below 5%. Fig. 1 shows the sample means and the sample maxima of the time taken and memory used by a search, regardless of whether the search was successful or not. The results are shown in the logarithmic scale as the function of network utilization. The curves are plotted dotted for 160 units, dashed for 320 units, and solid for 640 units. The sample means are plotted thin, and the sample maxima thick. Each curve is drawn using 9 data points for different values of a. For the means, we do not plot the error bars representing the standard error, since they were too thin to plot. Fig. 1 has four rows and three columns of subfigures. The first and the second rows show the results for γ = 10, and the third and fourth rows show the memory results for γ p = 10%. The first column shows the results for the networks with 25 nodes, the second for 50 nodes, and the third for 100 nodes.
C. Simulation results
The mean times range from 10 −3 s (for 25 nodes, and 160 units) to 10 2 s (100 nodes, 640 units). While the difference in scale is 10 5 , we also note that the problem size increased 16 times. The mean time increases about ten times as we increase the network size twice. For γ = 10, the mean time increases about five times as the number of units increases twice (from 160 to 320, and from 320 to 640 units). Interestingly, the time for γ p = 10% is roughly the same for 160, 320, and 640 units, which suggests the time complexity depends on the number of units requested relative to the number of available units, and indirectly on the the spectrum fragmentation. The mean time decreases as the network utilization increases, since the search domain gets smaller. As for the sample maximum results, they were usually a hundred times larger than the mean results.
The memory results report the number of 64-bit memory words used by the permanent solutions, the tentative solutions, and the priority queue. The network size, the number of available units, and the mean number of requested units influence the memory results in a similar way they influence the time results. For the networks with 25 nodes, the mean number of words was about 10 5 , while for the networks with 100 nodes about 10 9 . The memory used for γ = 10 is far more than for γ p = 10%, because the spectrum is more fragmented (since it is allocated in smaller fragments), and the algorithm produces more solutions.
VI. CONCLUSION
We proposed a novel algorithm for dynamic routing with dedicated path protection in the wavelength-division multiplexed networks and the elastic optical networks. The algorithm can also be used to find a pair of cheapest paths to different (primary, and secondary) data centers. The algorithm could even be useful in routing with inverse multiplexing.
We were able to run the algorithm in reasonable time with the commodity hardware for a rather large problem size, i.e., a network with a hundred nodes, and 640 units. To the best of our knowledge, no other algorithm can do that.
Future work could concentrate on proving the correctness of the algorithm, calculating the time and memory complexity, and boosting the performance with parallel computing. 
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