Abstract. In a graph G (V, E), E[v] denotes the set of edges in the subgraph induced by N[v] v t u V: uv e E }. The neighborhood-covering problem is to find the minimum cardinality of a set C of vertices such that E t E [ v]: v e C }. The neighborhood-independence problem is to find the maximum cardinality of a set of edges in which there are no two distinct edges belonging to the same E[ v for any v e V. Two other related problems are the clique-transversal problem and the clique-independence problem. It is shown that these four problems are NP-complete in split graphs with degree constraints and linear time algorithms for them are given in a strongly chordal graph when a strong elimination order is given.
. A neighborhoodcovering set C is a set of vertices such that E t3 { E [ v ] : v e C }, where E[ v] is the set of edges in the subgraph induced by N[ v ] . (This definition is slightly different from the original one in [SN] ; we follow the terminology in [LT] .) The neighborhood-covering number pN (G) of G is the minimum cardinality of a neighborhood-coveting set in G. A neighborhood-independent set of G is a set of edges in which there are no two distinct edges belonging to the same E[v for any v e F. The neighborhood-independence number aN (G) of G is the maximum size of a neighborhood-independent set in G. These two parameters are related by a min-max duality inequality: aN (G) <= PN(G) Two other related problems are defined as follows. In a graph G (V, E), a clique is a set of pairwise adjacent vertices. A maximal clique is a clique of size >_-2 that is maximal under inclusion. A clique-transversal set of G is a set of vertices that meets all maximal cliques of G. As defined in [T] , the clique-transversal number zc(G) of G is the minimum cardinality of a clique-transversal set in G. We now introduce the concept of a clique-independent set, which means a collection ofpairwise disjoint maximal cliques.
The clique-independence number ac(G) of G is the maximum size ofa clique-independent set in G. There is also a min-max duality inequality: ac(G) <= rc (G) for any graph G.
Note that the clique-independence number of a triangle-free graph is equal to its matching number and hence can be computed in polynomial time.
Various properties of pN (G) , OIN (G) , 'c (G) , and at (G) EGT ] . The aim of this paper is to investigate some problems concerning the algorithmic complexity of determining these four parameters of a given graph. Erdrs, Gallai, and Tuza [EGT] proved that the problem of finding the cliquetransversal number is NP-complete over the class of triangle-free graphs, and more generally over the class of graphs with girth at least g for any fixed g >- 4 . Lehel and Tuza [LT] gave an O(I 11 / IEI algorithm for finding PN (G) and aN (G) of an interval graph G. Wu [W] gave an O(I VI 3) algorithm for determining pN (G) and aN(G) of a strongly chordal graph G.
In 3 we prove that the problems of finding pN (G) , aN (G) , zc (G) , and ac (G) Proof. A neighborhood-independent set of a split graph G must be of the form { x'x e E" x e S } for some 2-stable set S _ V2. Moreover, a clique-independent set of G is of the form { N[x]" x e S } for some 2-stable set S _ V2. These, together with the fact that any 2-stable set of G is a subset of V2, imply that CN(G) ac(G) c2 (G) .
Also, c2(G) is equal to the matching number, which is the maximum number of pairwise disjoint edges, of the corresponding hypergraph H as described in the proof of Theorem 1. Hence the theorem follows from the fact that determining the matching number of a 3-uniform hypergraph is NP-complete; a special case of this problem is called "three-dimensional matching" (see GJ, p. 221 ).
[2]
Note that Chang and Nemhauser CN proved that it is NP-complete to determine the domination number and the 2-stability number of a split graph without degree constraints. Moreover, the NP-completeness of the neighborhood-coveting/independence problem was first observed by Lehel [L] by a different reduction. Let us note further that Theorems and 2 remain valid under the assumption that the degrees of all vertices in the independent set are equal to k for some k >= 3.
For any graph G (V, E), we define the neighborhood-split graph S(G) of G in the following way. The vertex set of S(G) is V U E. In S(G), any two vertices of V are adjacent, E is an independent vertex set, and an e e E is adjacent to a v e V if and only if e e E [ v] . Note that S(G) has no isolated vertex if G has at least two vertices. The following statement is immediately seen from the definitions.
PROPOSITION 3. For any graph G with at least one edge, tav(G) (S(G)) and ON(G) c2(S(G)).
A structural relation between G and S(G) is given by the following result. Vn. We order the vertices of S(G) as el, e2, em, 1,/)2, ln in such a way that, for any ei (1)i, I)i2), ej (l)j, l)j2), < j, i < i2, jl < j2, we have that < jl or (i j and i2 < j2). It is easy to check that this order is a strong elimination order of S (G) . Thus S(G) is strongly chordal. Note that the strong elimination order of S (G) in the proof of Theorem 4 can be obtained in linear time from a strong elimination order of G. By Proposition 3 and Theorem 4, we can use the linear algorithms [F2] , [HKS] for the domination number and the 2-stability number to find the neighborhood-coveting number and the neighborhood-independence number of a strongly chordal graph. However, S (G) Actually, the algorithm in [W] is just this method without describing S(G). 4 . Efficient algorithms in strongly chordal graphs. In this section, we derive efficient algorithms for finding pN (G) , aN (G) , re (G) , ac (G) LEMMA 6. In a graph, replacing each edge of a neighborhood-independent set by a maximal clique containing it yields a clique-independent set.
Lemmas 5 and 6, together with the min-max duality inequalities in 1, give that, for any graph G, (4.1) aN (G) <= ON(G) <= 'c( G) and aN (G) <= ac ( G) <= 'c( G).
The idea of our algorithms is to find a clique-transversal set C, which is also a neighborhood-covering set by Lemma 5, a clique-independent set Ic, and a neighborhoodindependent set IN such that CI Icl I1. If such sets are found, then they are optimum solutions for the four problems, and all inequalities in (4.1) are equalities. This provides an algorithmic proof for a special case of the following result. (G) All results are the same, except that we need not identify all maximal cliques. THEOREM 9. The modified algorithm gives a minimum clique-transversal set C, a maximum clique-independent set Ic, and a maximum neighborhood-independent set IN for a strongly chordal graph G in linear time when a strong elimination order is given.
THEOREM 7 (see [LT]). ac(G) aN(G) ON(G) rc
Proof. 
