Abstract-Automatic License Plate Recognition (ALPR) has been a frequent topic of research due to many practical applications. However, many of the current solutions are still not robust in real-world situations, commonly depending on many constraints. This paper presents a robust and efficient ALPR system based on the state-of-the-art YOLO object detector. The Convolutional Neural Networks (CNNs) are trained and finetuned for each ALPR stage so that they are robust under different conditions (e.g., variations in camera, lighting, and background). Specially for character segmentation and recognition, we design a two-stage approach employing simple data augmentation tricks such as inverted License Plates (LPs) and flipped characters. The resulting ALPR approach achieved impressive results in two datasets. First, in the SSIG dataset, composed of 2,000 frames from 101 vehicle videos, our system achieved a recognition rate of 93.53% and 47 Frames Per Second (FPS), performing better than both Sighthound and OpenALPR commercial systems (89.80% and 93.03%, respectively) and considerably outperforming previous results (81.80%). Second, targeting a more realistic scenario, we introduce a larger public dataset 1 , called UFPR-ALPR dataset, designed to ALPR. This dataset contains 150 videos and 4,500 frames captured when both camera and vehicles are moving and also contains different types of vehicles (cars, motorcycles, buses and trucks). In our proposed dataset, the trial versions of commercial systems achieved recognition rates below 70%. On the other hand, our system performed better, with recognition rate of 78.33% and 35 FPS.
I. INTRODUCTION
Automatic License Plate Recognition (ALPR) has been a frequent topic of research [1] - [3] due to many practical applications, such as automatic toll collection, traffic law enforcement, private spaces access control and road traffic monitoring.
ALPR systems typically have three stages: License Plate (LP) detection, character segmentation and character recognition. The earlier stages require higher accuracy or almost perfection, since failing to detect the LP would probably lead to a failure in the next stages either. Many approaches search first for the vehicle and then its LP in order to reduce processing time and eliminate false positives.
Although ALPR has been frequently addressed in the literature, many studies and solutions are still not robust enough on real-world scenarios. These solutions commonly depend on certain constraints, such as specific cameras or viewing angles, simple backgrounds, good lighting conditions, search in a fixed region, and certain types of vehicles (they would not detect LPs from vehicles such as motorcycles, trucks or buses).
Many computer vision tasks have recently achieved a great increase in performance mainly due to the availability of large-scale annotated datasets (i.e., ImageNet [4] ) and the hardware (GPUs) capable of handling a large amount of data. In this scenario, Deep Learning (DL) techniques arise. However, despite the remarkable progress of DL approaches in ALPR [5] - [7] , there is still a great demand for ALPR datasets with vehicles and LPs annotations. The amount of training data is determinant for the performance of DL techniques. Higher amounts of data allow the use of more robust network architectures with more parameters and layers. Hence, we propose a larger benchmark dataset, called UFPR-ALPR, focused on different real-world scenarios.
To the best of our knowledge, the SSIG SegPlate Database (SSIG) [8] is the largest public dataset of Brazilian LPs. This dataset contains less than 800 training examples and has several constraints such as: it uses a static camera mounted always in the same position, all images have very similar and relatively simple backgrounds, there are no motorcycles and only a few cases where the LPs are not well aligned.
When recording the UFPR-ALPR dataset, we sought to eliminate many of the constraints found in ALPR applications by using three different non-static cameras to capture 4,500 images from different types of vehicles (cars, motorcycles, buses, trucks, among others) with complex backgrounds and under different lighting conditions. The vehicles are in different positions and distances to the camera. Furthermore, in some cases, the vehicle is not fully visible on the image. To the best of our knowledge, there are no public datasets for ALPR with annotations of cars, motorcycles, LPs and characters. Therefore, we can point out two main challenges in our dataset. First, usually, car and motorcycle LPs have different aspect ratios, not allowing ALPR approaches to use this constraint to filter false positives. Also car and motorcycle LPs have different layouts and positions.
As great advances in object detection were achieved through YOLO-inspired models [9] , [10] , we decided to fine-tune it for ALPR. YOLOv2 [11] is a state-of-the-art real-time object detection that uses a model with 19 convolutional layers and 5 maxpooling layers. On the other hand, Fast-YOLO [12] is a model focused on a speed/accuracy trade-off that uses fewer convolutional layers (9 instead of 19) and fewer filters in those layers. Therefore, Fast-YOLO is much faster but less accurate than YOLOv2.
In this work, we propose a new robust real-time ALPR system based on the YOLO object detection Convolutional Neural Networks (CNNs). Since we are processing video frames, we also employ temporal redundancy such that we process each frame independently and then combine the results to create a more robust prediction for each vehicle.
The proposed system outperforms previous results and two commercial systems in the SSIG dataset and also in our proposed UFPR-ALPR. The main contributions of this paper can be summarized as follows:
• A new real-time end-to-end ALPR system using the stateof-the-art YOLO object detection CNNs 2 ;
• A robust two-stage approach for character segmentation and recognition mainly due to simple data augmentation tricks for training data such as inverted LPs and flipped characters.
• A public dataset for ALPR with 4,500 fully annotated images (over 30,000 LP characters) focused on usual and different real-world scenarios, showing that our proposed ALPR system yields outstanding results in both scenarios.
• A comparative evaluation among the proposed approach, previous works in the literature and two commercial systems in the UFPR-ALPR dataset. This paper is organized as follows. We briefly review related work in Section II. The UFPR-ALPR dataset is introduced in Section III. Section IV presents the proposed ALPR system using object detection CNNs. We report and discuss the results of our experiments in Section V. Conclusions and future work are given in Section VI.
II. RELATED WORK
In this section, we briefly review several recent works that use DL approaches in the context of ALPR. For relevant studies using conventional image processing techniques, please refer to [1] , [2] , [13] - [19] . More specifically, we discuss works related to each ALPR stage, and specially studies works that not fit into the other subsections. This section concludes with final remarks. LP Detection: Many authors have addressed the LP detection stage with object detection CNNs. Montazzolli and Jung [20] used a single CNN arranged in a cascaded manner to detect both car frontal-views and its LPs, achieving high recall and precision rates. Hsu et al. [21] customized CNNs exclusively for LP detection and demonstrated that the modified versions perform better. Rafique et al. [22] applied Support Vector Machines (SVM) and Region-based CNN (RCNN) for LP detection, noting that RCNNs are best suited for real-time systems.
Li and Chen [5] trained a CNN based on characters cropped from general text to perform a character-based LP detection, achieving higher recall and precision rates than previous approaches. Bulan et al. [3] first extracts a set of candidate LP regions using a weak Sparse Network of Winnows (SNoW) classifier and then filters them using a strong CNN, significantly improving the baseline method. Character Segmentation: ALPR systems based on DL techniques usually address the character segmentation and recognition together. Montazzolli and Jung [20] propose a CNN to segment and recognize the characters within a cropped LP. They have segmented more than 99% of the characters correctly, outperforming the baseline by a large margin.
Bulan et al. [3] achieved very high accuracy in LP recognition jointly performing the character segmentation and recognition using Hidden Markov Models (HMMs) where the most likely LP was determined by applying the Viterbi algorithm. Character Recognition: Menotti et al. [23] proposed the use of random CNNs to extract features for character recognition, achieving a significantly better performance than using image pixels or learning the filters weights with back-propagation. Li and Chen [5] proposed to perform the character recognition as a sequence labelling problem. A Recurrent Neural Network (RNN) with Connectionist Temporal Classification (CTC) is employed to label the sequential data, recognizing the whole LP without the character-level segmentation.
Although Svoboda et al. [24] have not perform the character recognition itself, they achieved high quality LP deblurring reconstructions using a text deblurring CNN, which can be very useful in character recognition. Miscellaneous: Masood et al. [7] presented an end-to-end ALPR system using a sequence of deep CNNs. As this is a commercial system, little information is given about the used CNNs. Li et al. [6] propose a unified CNN that can locate LPs and recognize them simultaneously in a single forward pass. In addition, the model size is highly decreased by sharing many of its convolutional features. Final Remarks: Many papers only address part of the ALPR pipeline (e.g., LP detection) or perform their experiments on datasets that do not represent real-world scenarios, making it difficult to accurately evaluate the presented methods. In addition, most of the approaches are not capable of recognizing LPs in real-time, making it impossible for them to be applied in some applications. In this sense, we employ the YOLO object detection CNNs in each stage to create a robust and efficient end-to-end ALPR system. In addition, we perform data augmentation for character recognition, since this stage is the bottleneck in some ALPR systems.
III. THE UFPR-ALPR DATASET
The dataset contains 4,500 images taken from inside a vehicle driving through regular traffic in an urban environment. These images were obtained from 150 videos with duration of 1 second and frame rate of 30 Frames Per Second (FPS). Thus, the dataset is divided into 150 vehicles, each with 30 images with only one visible LP in the foreground. It is noteworthy that no stabilization method was used. Fig. 1 shows the diversity of the dataset.
The images were acquired with three different cameras and are available in the Portable Network Graphics (PNG) format with size of 1,920 × 1,080 pixels. The cameras used were: GoPro Hero4 Silver, Huawei P9 Lite and iPhone 7 Plus. Images obtained with different cameras do not necessarily have the same quality, although they have the same resolution and frame rate. This is due to different camera specifications, such as autofocus, bit rate, focal length and optical image stabilization.
There are minor variations in the camera position due to repeated mountings of the camera and also to simulate a real condition, where the camera is not always placed in exactly the same position.
We collected 1,500 images with each camera, divided as follows: 900 of cars with gray LP, 300 of cars with red LP and 300 of motorcycles with gray LP. In Brazil, the LPs have size and color variations depending on the type of the vehicle and its category. Cars' LPs have a size of 40cm × 13cm, while motorcycles LPs have 20cm × 17cm. Private vehicles have gray LPs, while buses, taxis and other transportation vehicles have red LPs. There are other color variations for specific categories such as official or older cars. Fig. 2 shows some of the different types of LPs found in the dataset. The dataset is split as follows: 40% for training, 40% for testing and 20% for validation, using the same protocol division proposed by Gonçalves et al. [8] in the SSIG dataset. The dataset distribution was made so that each split has the same number of images obtained with each camera, taking into account the type and position of the vehicle, the color and the characters of the vehicle's LP, the distance of the vehicle from the camera (based on the height of the LP in pixels) such that each split is as representative as possible.
The heat maps of the distribution of the vehicles and LPs for the image frame in both SSIG and UFPR-ALPR datasets are shown in Fig. 3 . As can be seen, the vehicles and LPs are much better distributed in our dataset. In Brazil, each state uses particular starting letters for its LPs which results in a specific range. In Paraná (where the dataset was collected), LPs range from AAA-0001 to BEZ-9999. Therefore, the letters A and B have many more examples than the others, as shown in Fig. 4 . Every image has the following annotations available in a text file: the camera in which the image was taken, the vehicle's position and information such as: type (car or motorcycle), manufacturer, model and year; the identification and position of the LP, as well as the position of its characters. Fig. 1 shows the bounding boxes of different types of vehicle and LPs.
IV. PROPOSED ALPR APPROACH
This section describes the proposed approach and it is divided into four subsections, one for each of the ALPR stages (i.e., vehicle and LP detection, character segmentation and character recognition) and one for temporal redundancy. Fig. 5 illustrates the ALPR pipeline, explained throughout this section.
We use specific CNNs for each ALPR stage. Thus, we can tune the parameters separately in order to improve the performance for each task. The models used are: Fast-YOLO, YOLOv2 and CR-NET [20] , an architecture inspired by Fast-YOLO for character segmentation and recognition.
A. Vehicle and LP Detection
We train two CNNs in this stage: one for vehicle detection in the input image and other for LP detection in the detected vehicle. Recent works [20] , [25] also performed the vehicle detection first.
We evaluated both Fast-YOLO and YOLOv2 models at this stage to be able to handle simpler (i.e., SSIG) and more realistic (i.e., UFPR-ALPR) data. For simpler scenarios, the Fast-YOLO should be able to detect the vehicles and their LPs correctly in much less time. However, for more realistic scenarios it might not be deep enough to perform these tasks.
In order to use both YOLO models 3 , we need to change the number of filters in the last convolutional layer to match the number of classes. YOLO uses A anchor boxes to predict bounding boxes (we use A = 5) each with four coordinates (x, y, w, h), confidence and C class probabilities [11] , so the number of filters is given by
In a dataset such as the SSIG dataset, we intend to detect only one class in both vehicle and LP detection (first the car and then its LP), so the number of filters in each task has been reduced to 30. On the other hand, the UFPR-ALPR dataset includes images from cars and motorcycles (two classes), so the number of filters in the vehicle detection task must be 35. In our tests, the results were better when using two classes (instead of just one class called 'vehicle'). The Fast-YOLO's architecture used in both tasks is shown in Table I . The same changes were made in the YOLOv2 model architecture (not shown due to lack of space). While the entire frame and the vehicle coordinates are used as inputs to train the vehicle detection CNN, the vehicle patch (with a margin) and the coordinates of its LP are used to learn the LP detection network. The size of the margin is defined as follows. We evaluated, in the validation set, the required margin so that all LPs would be completely within the bounding boxes of the vehicles found by the vehicle detection CNN. This is done to avoid losing LPs in cases where the vehicle is not very well detected/segmented.
By default, YOLO only returns objects detected with a confidence of 0.25 or higher. In the validation set, we evaluated the best threshold in order to detect all vehicles having the lowest false positive rate. A negative recognition result is given in cases where no vehicle is found. For LP detection we use threshold equal 0, as there might be cases where the LP is detected with very low confidence (e.g., 0.1). We keep only the detection with the largest confidence in cases where more than one LP is detected, since each vehicle has only one LP.
B. Character Segmentation
Once the LP has been detected, we employ the CNN proposed by Montazzolli and Jung [20] (CR-NET) for character segmentation and recognition. However, instead of performing both stages at the same time through an architecture with 35 classes (0-9, A-Z, where the letter O is detected jointly with the digit 0), we chose to first use a network to segment the characters and then another two to recognize them. Knowing that all Brazilian LPs have the same format: three letters and four digits, we use 26 classes for letters and 10 classes for digits. As pointed out by Gonçalves et al. [25] , this reduces the incorrect classification.
The character segmentation CNN (architecture described in Table II ) is trained using the LP patch (with a margin) and the characters coordinates as inputs. As in the previous stage, this margin is defined based on the validation set to ensure that all characters are completely within its predicted LP.
The CNN input size (240 × 80) was chosen based on the LP's ratio of Brazilian cars (3 × 1), however the motorcycles LPs are nearly square (1.17 × 1). That way, we enlarged horizontally all detected LPs (to 2.75 × 1) before performing the character segmentation.
We also create a negative image of each LP, thereby doubling the number of training samples. Since the color of the characters in the Brazilian LPs depends on the category of the vehicle (e.g., private or commercial), the negative images simulate characters from other categories.
In some cases, more than 7 characters might be detected. If there are no overlaps (Intersection over Union (IoU) ≥ 0.25), we discard the ones with the lowest confidence levels. Otherwise, we perform the union between the overlapping characters, turning them into a single character. As motorcycle LPs can be very tilted, we use a higher threshold (IoU ≥ 0.75) to consider the overlap between its characters.
C. Character Recognition
Since many characters might not be perfectly segmented, containing missing parts, and as each character is relatively small, even one pixel difference between the ground truth and the prediction might impair the character's recognition. Therefore, we evaluate different padding values (1-3 pixels) in the segmented characters to achieve higher recognition rates. As Fig. 6 illustrates, the more padding pixels the more noise information is added (e.g., portions of other characters or the LP frame). As previously mentioned, we use two networks for character recognition. For training these networks, the characters and their labels are passed as input. For digit recognition, we removed the first four layers of the character segmentation CNN, since in our tests the results were similar, but with a lower computational cost. However, for letter recognition (more classes and fewer examples) we still use the entire architecture of the character segmentation CNN. The networks for digit and letter recognition have 75 and 155 filters in the last convolutional layer, respectively (see Eq. 1).
The use of two networks allows the tuning of network parameters (e.g., input/output size) for each task. The best network sizes found in our experiments are 42 × 26 → 21 × 13 and 270 × 80 → 33 × 10 for digits and letters, respectively.
Having knowledge of the specific LP country layout (e.g., the Brazilian layout), we know which characters are letters and which are digits by their position. We sort the segmented characters by their horizontal and vertical positions for cars and motorcycles, respectively. The first three characters correspond to the letters and the last four to the digits, even in cases where the LP is considerably tilted. It is worth noting that a country (e.g., USA) might have different LP layouts, so this approach would not be suitable in such cases.
In addition to performing the training with the characters available in the training set, we also perform data augmentation in two ways. First, we create negative images to simulate characters from other vehicle categories (as in the character segmentation stage) and then, we also check which characters can be flipped both horizontally and vertically to create new instances. Table III shows which characters can be flipped in each direction. As in the LP detection step, we use confidence threshold = 0 and consider only the detection with the largest confidence. Hence, we ensure that a class is predicted for every segmented character.
D. Temporal Redundancy
After performing the LP recognition on single frames, we explore the temporal redundancy information through the union of all frames belonging to the same vehicle. Thus, the final recognition is composed of the most frequently predicted character at each LP position (majority vote).
Temporal information has already been explored previously in ALPR [25] , [26] . In both studies, the use of majority voting has greatly increased recognition rates.
V. EXPERIMENTAL RESULTS
In this section, we conduct experiments to verify the effectiveness of the proposed ALPR system. All the experiments were performed on a NVIDIA Titan XP GPU (3,840 CUDA cores and 12 GB of RAM) using the Darknet framework [27] .
We consider as correct only the detections with IoU ≥ 0.5. This value was chosen based on previous works [6] , [18] , [20] . In addition, the following parameters were used for training the networks: 80k iterations (max batches) and learning rate = [1 -3 , 1 -4 , 1 -5 ] with steps at 25k and 35k iterations. Experiments were conducted in two datasets: SSIG and UFPR-ALPR. We report the results obtained by the proposed system and compare with previous work and two commercial systems 4 : Sighthound [7] and OpenALPR 5 [28] . According to the authors, both are robust in the detection and recognition of Brazilian LPs.
It is important to emphasize that although the commercial systems were not tuned for these datasets, they use much larger private datasets, which is a great advantage especially in DL approaches.
In the OpenALPR system we choose which LP's style we want to detect (i.e., Brazilian) and we do not need to make any changes. On the other hand, Sighthound uses a single model for LPs from different countries. Therefore, we made some adjustments in its prediction so that it fits the Brazilian LPs format, such as swapping 0 by O and vice versa.
A. Evaluation on the SSIG Dataset
The SSIG dataset [8] is composed of 2,000 images of 101 vehicles with the following annotations: the position of the vehicle's LP, its identification (e.g., ABC-1234) and each character's position.
The high resolution images (1,920 × 1,080 pixels) were acquired with a static digital camera and are available in the PNG format. A sample frame of the dataset is shown in Fig. 7 .
The SSIG dataset uses the following evaluation protocol: 40% of the dataset to training, 20% to validation and 40% to test. According to the authors, this protocol was adopted because many character segmentation approaches do not require model estimation and a larger test set allows the reported results to be more statistically significant. We report only the results obtained with the Fast-YOLO model in the vehicle and LP detection subsections, since it achieved impressive recall and precision rates in both tasks.
1) Vehicle Detection: Since the SSIG dataset does not have vehicle annotations, we manually label the vehicle's bounding box on each image of the dataset. Another possible approach would be to train a vehicle detector using the large-scale CompCars dataset [29] , but that way many vehicles (including those in the background) would also be detected.
To perform the vehicle detection, we first evaluate different confidence thresholds. We started with confidence of 0.5, however some vehicles were not detected. All 407 vehicles in the validation set were successfully detected when the threshold was reduced to 0.25. Based on that, we decided to use half of this value (i.e., 0.125) in the test set to increase the chance that all vehicles are detected. With this threshold, we achieved a recall of 100% and precision above 99% (only 7 false positives).
2) LP Detection: Every vehicle in the validation set was well segmented with its LP completely within the predicted bounding box. Therefore, we use the vehicle patches without any margin to train the LP detection network. As expected, all LPs were correctly detected in both validation and test sets (recall and precision = 100%).
3) Character Segmentation: A margin of 5% (of the bounding box size) is required so each detected LP contains all its characters fully. Therefore, we double this value (i.e., 10%) in the test set and in the training of the character segmentation CNN.
We evaluated, in the validation set, the following confidence thresholds: 0.5, 0.25 and 0.1, but the recall achieved was 99.89%, regardless. Therefore, we chose to use a lower threshold (i.e., 0.1) in the test set to miss as few characters as possible. That way, we achieved 99.75% (5,614/5,628) recall.
4) Character Recognition:
The padding values that yielded the best recognition rates in the validation set were 2 pixels for letters and 1 pixel for digits. In addition, data augmentation with flipped characters only improved letter recognition, hampering digit recognition. We believe that a greater padding and data augmentation improve letter recognition because each class have far fewer training examples, compared to digits.
We first analyzed the results without temporal redundancy information. The proposed system achieved recognition rate of 85.45%, recognizing all three letters and all four digits in 86.32% and 98.63% of the time, respectively.
The results are greatly improved when taking advantage of temporal redundancy information. The final recognition rate is 93.53%, since the digits are correctly recognized in all vehicles and the letters in 93.53% of them. This result is given based on the number of frames correctly recognized, thereby vehicles with more frames have greater weight in the final result.
The recognition rates accomplished by the proposed system were considerably better than those obtained in previous works (81.8% → 93.53%), as shown in Table IV . As expected, the commercial systems have also achieved great recognition rates, but only the proposed system was able to recognize correctly at least 6 of the 7 characters in all LPs. This is particularly important since the LP's identification can be combined with the vehicle's manufacturer/model [30] or its appearance [25] to further enhance the recognition. According to our experiments, the great improvement in our system lies on separating the letter and digits recognition on two networks, so each one is tuned specifically for its task. Moreover, data augmentation was essential for letter recognition, since some classes (e.g., C, V) have less than 20 training examples.
In Table V , we report the recall/accuracy rate achieved in each ALPR stage separately, as well as the time required for the proposed system to perform each stage. The reported time is the average time spent processing all inputs in each stage, assuming that the network weights are already loaded. Since the same model is used for vehicle and LP detection, the time required for both stages is very similar. The same is true for character segmentation and recognition, but the latter is performed 7 times (one time for each character). The average processing time for each frame was 21.31 seconds, an average of 47 FPS.
Our system had no difficulty recognizing red LPs, even with less training examples. According to our experiments, this is due to the negative images used in the training of the character segmentation and recognition CNNs. Due to the agreement terms of the SSIG dataset, we can not show qualitative results. Only a few LPs (all from the training set) can be shown for illustrations of publications.
B. Evaluation on the UFPR-ALPR Dataset 1) Vehicle Detection: We first evaluated the Fast-YOLO model, but the recognition rates achieved were not satisfactory. After evaluations with different confidence thresholds, the best recall rate achieved was 97.33%. This was expected since this dataset has greater variability in vehicle types and positions.
We chose to use the YOLOv2 model for vehicle detection, despite its higher computational cost. We evaluated several confidence thresholds, being 0.125 the best one, as in the SSIG dataset. The recall and precision rates achieved were 100% and 99%, respectively. Fig. 8 shows a motorcycle and a car detected with the YOLOv2 model. 
2) LP Detection:
We note that in more challenging images (usually of motorcycles), the vehicle's LP is not entirely within its predicted bounding box, requiring a small margin (5% in the validation set) so that the entire LP is completely within the predicted vehicle's bounding box. Therefore, we use a 10% margin in the test set and in the training of the LP detection CNN.
The recognition rates obtained by both YOLO models were very similar (less than half a percent difference). Thus, we use the Fast-YOLO model for LP detection. The recall rate attained was 98.33% (1,770/1,800). We were not able to detect the LP in just one vehicle (in its 30 frames), because a false positive was predicted with greater confidence than the actual LP, as shown in Fig. 9 .
We could use the character segmentation CNN to perform a post-processing in cases where more than one LP is detected, for example: evaluate on each detected LP if there are 7 characters or consider only the LP where the characters' confidence is greater. However, since the actual LP can be detected with very low confidence levels (i.e., ≤ 0.1), many Fig. 9 . A sample frame from the UFPR-ALPR dataset where the actual LP was not predicted with the highest confidence. The predicted position and ground truth are outlined in red and green, respectively. The LP was blurred due to privacy constraints. false negatives would have to be analyzed, increasing the overall computational cost of the system.
3) Character Segmentation: In the validation set, a margin of 10% is required so each detected LP contains all its characters fully. We decided not to double the margin in the test set, as 20% would add a considerable amount of noise and background in the LPs patches.
The recall obtained was 97.59% when disregarding the LPs not detected in the previous stage and 95.97% when considering the whole test set. We accomplished better results in the SSIG dataset, but it is worth noting that our dataset has different LPs types and many of them are tilted. Fig. 10 depicts some LPs from different categories properly segmented, even when the LP is tilted or in presence of shadows. 
4) Character Recognition:
The best results were obtained with 1 pixel of padding and data augmentation, for both letters and digits. The proposed system achieved a recognition rate of 64.89% when processing frames individually and 78.33% (47/60 vehicles) with temporal redundancy.
Despite the great results obtained in the previous dataset, both commercial systems did not achieve satisfactory results in the UFPR-ALPR dataset. Analyzing the results we noticed that a substantial part of the errors were in motorcycles images, highlighting this constraint in both systems. This suggests that those systems are not so well trained for motorcycles. OpenALPR performed better than Sighthound, attaining a recognition rate of 70% when exploring temporal redundancy information. Table VI shows all results obtained in the UFPR-ALPR dataset.
We report the recall/accuracy rate achieved in each ALPR stage separately in Table VII , as well as the time required for the proposed system to perform each stage. The vehicle detection stage is more time-consuming in this dataset, as we use a larger CNN architecture (i.e., YOLOv2). It is worth noting that despite using a deeper CNN model in vehicle detection (i.e., YOLOv2), our system is still able to process images at 35 FPS (against 47 FPS using Fast-YOLO). This is sufficient for real-time usage, as commercial cameras generally record videos at 30 FPS. Fig. 11 illustrates some of the recognition results obtained by the proposed system in the UFPR-ALPR dataset. It is noteworthy that our system can generalize well and correctly recognize LPs under different lighting conditions. 
VI. CONCLUSIONS
In this paper, we have presented a robust real-time endto-end ALPR system using the state-of-the-art YOLO object detection CNNs. We trained a network for each ALPR stage, except for the character recognition where letters and digits are recognized separately (with two distinct CNNs).
We also introduced a public dataset for ALPR that includes 4,500 fully annotated images (with over 30,000 LP characters) from 150 vehicles in real-world scenarios where both vehicle and camera (inside another vehicle) are moving. Compared to the largest Brazilian dataset (SSIG) for this task, our dataset has more than twice the images and contains a larger variety in different aspects.
At present, the bottleneck of ALPR systems is the character segmentation and recognition stages. In this sense, we performed several approaches to increase recognition rates in both stages, such as data augmentation to simulate LPs from other vehicle's categories and to increase characters with few instances in the training set. Although simple, these strategies were essential to accomplish outstanding results.
Our system was capable to achieve a full recognition rate of 93.53% (85.45% without temporal redundancy) in the SSIG dataset, considerably outperforming previous results (81.8% with temporal redundancy [25] and 63.18% without [20] ) and presenting a performance slightly better than commercial systems (93.03%). In addition, the proposed system was the only to correctly recognize at least 6 characters in all LPs.
We also evaluated our proposed ALPR system and two commercial systems as baselines on the new dataset. The results demonstrated that the UFPR-ALPR dataset is very challenging since both commercial systems reached recognition rates below 70%. Our system performed better, with recognition rate of 78.33%. However, this result is still not satisfactory for some real-world ALPR applications.
As future work, we intend to explore new CNN architectures to further optimize (in terms of speed) vehicle and LP detection stages. We also intend to correct the alignment of inclined LPs and characters in order to improve the character segmentation and recognition. Additionally, we plan to explore the vehicle's manufacturer and model in the ALPR pipeline as our new dataset provides such information. Although our system was conceived and evaluated on two country-specific datasets from Brazil, we believe that the proposed ALPR system is robust to locate vehicle, LPs and alphanumeric characters from any other country. In this direction, aiming a fully robust system we just need to design a character recognition module that is independent of the LP layout.
