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Fabian Januszewski
Abstract
This paper is the first in a series of two dedicated to the study of
period relations of the type
L(
1
2
+ k,Π) ∈ (2pii)d·kΩ(−1)kQ(Π),
1
2
+ k critical,
for certain automorphic representations Π of a reductive group G. In this
paper we discuss the case G = GL(n+1)×GL(n). The case G = GL(2n)
is discussed in part two. Our method is representation-theoretic and relies
on the author’s recent results on global rational structures on automorphic
representations. We show that the above period relations are intimately
related to the field of definition of the global representation Π under con-
sideration. The new period relations we prove are in accordance with
Deligne’s Conjecture on special values of L-functions and we expect our
method to apply to other cases as well.
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Introduction
In his solution to the Basel Problem, Euler showed in [12] that the Riemann
ζ-function has the remarkable property that
ζ(2k) ∈ (2πi)2kQ×,
for all integers k ≥ 1. Thanks to the work of Riemann [45], we also know that
this is valid even at the (non-critical) value 2k = 0.
Euler’s result found many generalizations, to Dedekind ζ-functions, Dirichlet-
and Hecke L-functions and L-functions attached to modular cusp forms [38, 48],
and more generally Hilbert modular forms [39, 49, 50]. In his book [51], Shimura
extended these results to Siegel modular forms and forms on unitary groups. Re-
cently, Shimura’s method has been taken up in the context of orthogonal groups
by Furusawa and Morimoto [13, 14]. In all these cases it is possible to evaluate
the corresponding archimedean zeta integrals explicitly.
Outside the context of Shimura varieties, no such relation is known for Euler
products of higher degrees attached to general linear groups, although we expect
this to be true by a celebrated Conjecture of Deligne [11] on special values of
L-functions.
In this paper, we develop a general method which allows to approach this
problem via the cohomology of arithmetic groups combined with representation
theoretic methods and exemplify the technique in the case of Rankin-Selberg
L-functions for GL(n + 1) × GL(n) over number fields. We thereby general-
ize Euler’s relation to Euler products of Rankin-Selberg type of higher degree.
In the sequel [29], we apply our method to GL(2n) where we obtain another
generalization of Euler’s period relation.
Fix a number field F and consider two irreducible cuspidal regular algebraic
representations Π1 and Π2 of GL(n+1) and GL(n) over F respectively. Assume
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that the cohomological weights of the pair (Π1,Π2) are balanced in the sense of
section 4.1. For reasons that become clear below, it is appropriate to consider
Π1 and Π2 as a single representation Π := Π1⊗̂Π2 of the reductive group
G = ResF/QGL(n+ 1)× ResF/QGL(n),
over Q. We let L(s,Π) = L(s,Π1 × Π2) denote the finite part of the Rankin-
Selberg L-function attached to Π in the sense of Jacquet, Shalika and Piatetski-
Shapiro [23], i.e. L(s,Π) is an Euler product over all finite places without the Γ
factors.
In this context, the automorphic analogue of Deligne’s Conjecture predicts
that for each k ∈ Z such that s = 12 + k is critical for L(s,Π),
L(
1
2
+ k,Π) ∈ (2πi)m·k · Ω(−1)k(Π) ·Q(Π) (1)
with two complex constants Ω±(Π) ∈ C× independent of k,
m =
(n+ 1)n
2
[F : Q],
and Q(Π) = Q(Π1,Π2) denotes Clozel’s field of rationality of Π (known to be
a number field [9]).
We have a well known cohomological definition for periods Ω±(Π, s0) ∈ C×,
such that (1) holds where a priori the periods Ω(−1)k(Π) = Ω(−1)k(
1
2 + k,Π)
vary with k.
The behavior of the periods Ω±(Π, s0) ∈ C× under finite order twists has
been thoroughly studied by many authors and is now well understood [21, 46,
32, 30, 31, 43, 41, 44, 24, 25, 26, 42].
However, at least since Kasten’s dissertation [30, 31] in 2007, where for
the first time rationality results in the presence of several critical values were
established for L(s0,Π1 × (Π2 ⊗ χ)) for n ≥ 2, it wasn’t clear how to approach
the dependence of these cohomological periods in the critical variable s0.
Our first main result is (cf. Theorem 5.2 in the text)
Theorem A. Let F/Q denote a number field and let n ≥ 1. If n ≥ 3 or n ≥ 2 if
F admits a complex place, assume the validity of Conjecture 4.3 or of Conjecture
4.6 for a balanced weight µ of G.
Let Π = Π1⊗̂Π2 be an irreducible cuspidal regular algebraic automorphic
representation of GLn+1(AF )×GLn(AF ) of balanced weight µ. Then there exist
non-zero periods Ω±, numbered by the 2
rF characters ± of π0(F×∞), such that for
each critical half integer s0 =
1
2 +k for the Rankin-Selberg L-function L(s,Π1×
Π2), and each finite order Hecke character
χ : F×\A×F → C×,
we have, in accordance with Deligne’s Conjecture (cf. Conjecture 5.1),
L(s0,Π1 × (Π2 ⊗ χ))
G(χ)
(n+1)n
2 (2πi)k[F :Q]
(n+1)n
2 Ω(−1)k sgnχ
∈ QK(Π1,Π2, χ).
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Furthermore, the expression on the left hand side is Aut(C/QK)-equivariant.
Here QK ⊆ R is a number field depending only on F and possibly n, and
QK = Q for F totally real or a CM field.
The field QK/Q is the field of definition of a rational model of a maxi-
mal compact subgroup in G(R) with certain properties (i.e. a QK(
√−1)/QK-
admissible model in the sense of [28], cf. section 1.2).
Conjectures 4.3 and 4.6 provide two different statements which are both
sufficient to prove (1).
We show that for n = 1, both Conjectures 4.3 and 4.6 are always true for all
F and all weights and thereby give an entirely representation theoretic proof for
Hida’s first Main Theorem in [21] for GL(2) over arbitrary number fields. We
refer the reader to [44] for a representation-theoretic treatment of the Manin-
Shimura period relation for Hilbert modular cusp forms from [39, 50].
In Theorem 4.8, we establish Conjectures 4.3 and 4.6 for n = 2 and F
totally real in all balanced weights and thus prove that (1) holds for the degree
6 Rankin-Selberg L-function for GL(3) × GL(2) over totally real fields F, in
which case our period relation is new. Combined with the Gelbart-Jacquet lift,
Theorem A therefore implies the analogous rationality result for triple products
of Hilbert modular forms f ⊗ f ⊗ g in the balanced case (we refer to [13, 14] for
the imbalanced case of a general triple product).
We provide further evidence for Conjectures 4.3 and 4.6 in the sequel [29],
where we reduce both conjectures to the continuity of a certain cohomologically
induced functional. In loc. cit. we also establish their analogues in the case of
GL(2n), which allows us to prove the corresponding period relation in this case.
Our approach relies on our construction of global rational structures in [28].
Π carries a natural global rational structure defined overQ(Π). Upon restriction
to G(R)0 ×G(A(∞)), Π decomposes naturally into a sum
Π =
⊕
±
Π±,
where ± runs again over the 2rF characters of the component group π0(F×∞).
Now the field of definition of Π± may be larger than that of Π itself. Indeed,
using our results from [28], we prove our second main result.
Theorem B. If
√−1 ∈ QK(Π), then Π± is defined over QK(Π). Otherwise,
Π± is defined over QK(Π) if and only if
4 | [F : Q](n+ 1)n. (2)
In all other cases it is defined over QK(Π,
√−1).
On the one hand, the divisibility relation (2) in Theorem B stems ultimately
from the fact that a root system of type Bn or Dn admits the negated long
Weyl element −w0 as a non-trivial automorphism if and only if it is of type Dn
with n odd. In all cases, including root systems of type An corresponding to
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complex places, we exploit that the Brauer obstructions for the groups SO(n)
and U(n) always vanish.
On the other hand, the divisibility relation (2) is equivalent to
i[F :Q]
(n+1)n
2 ∈ Q, (3)
and the left hand side of (3) is the contribution of ‘i’ to (1) as conjectured by
Deligne.
This remarkable coincidence between the symmetry of simple root systems
and Deligne’s Conjecture is at the heart of our proof of Theorem A.
Recently, Harder and Raghuram obtained partial results towards the period
relation (1) in [16, 17, 18] for more general Rankin-Selberg convolutions by
exploiting the structure of Eisenstein cohomology: Harder and Raghuram show
that the ratio of L-values L(s0,Π1 × Π2)/L(s0 + 1,Π1 × Π2) is constant up to
rational factors and given by a cohomological period independent of s0. We
believe that a proper modification of our method using the results on rational
structures in section 2 may allow for the computation of the desired period up
to rational factors.
Acknowledgement. This work, as well as its sequel [29], is based on the
author’s Habilitationsschrift [27]. It is the author’s great pleasure to thank
Claus-Gu¨nther Schmidt and Stefan Ku¨hnlein from Karlsruhe, Don Blasius and
Haruzo Hida from UCLA, and Anton Deitmar from Tu¨bingen, for being avail-
able as members of the author’s Habilitation committee. The author thanks
A. Raghuram for very valuable comments and Michael Harris for point him to
independent results of Jie Lin from her Dissertation, in which she establishes
special cases of Theorem A for values in the range of absolute convergence under
different hypotheses (cf. [36]).
1 Notation and setup
We let Q ⊆ C denote the algebraic closure of Q inside C. If v is a place of a
field E, we write Ev for its completion at v. If E/Q is a number field, we write
AE = A ⊗Q E for the topological ring of adeles over E, where A denotes the
ring of adeles over Q. We write A
(∞)
E = A
(∞)⊗QE for the ring of finite adeles.
If E/F is a finite separable field extension, we write ResE/F for the functor
of restriction of scalars a` la Weil for the extension E/F , sending quasi-projective
varieties over E to quasi-projective varieties over F . Since this functor preserves
finite products, it sends group objects to group objects.
If G is an algebraic or a topological group, we denote its connected compo-
nent of the identity by G0. We assume henceforth without further mention that
the identity component of any linear algebraic group G is always geometrically
connected, i.e. the geometrically connected component is already defined over
the base field under consideration. Then its component group π0(G) = G/G
0
is well defined independently of the base field under consideration. If g is the
Lie algebra of G, we let U(g) denote its universal enveloping algebra. If G is
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an algebraic group defined over a field E, then g and U(g) are defined over E
as well. We adopt the same notation in the context of Lie groups. In this case
U(g) is defined over R, but we usually implicitly consider its complexification
in this case.
We write
X(G) = Hom(G,GL1)
for the group of rational characters of G. If G is defined over a field E, we
denote by XE(G) the subgroup of characters which are defined over E.
A superscript (·)∨ on a (rational / admissible) representation of G, of G(R)
or a (g,K)-module denotes its (rational / admissible) dual.
We assume without loss of generality that all Haar measures on totally dis-
connected groups we consider have the property that the volumes of compact
open subgroups are rational numbers.
In the body of the paper, F/Q denotes a number field admitting rRF real
and rCF complex places.
1.1 Algebraic groups
We are interested in products G of copies of
Gn = ResF/QGLn .
We have a decomposition into a quasi-product
G1 = ResF/Q(GL1) = G
s
1 ·Gan1 , (4)
where Gs1 is the maximal Q-split torus and G
an
1 is the maximal Q-anisotropic
subtorus in G1. The latter is a quasi-complement of G
s
1 in G1, i.e. G
s
1 ∩Gan1 is
finite. The projection
ps : G1 → G1/Gan1 ∼= GL1
corresponds to the Norm character NF/Q : F
× → Q×, and its composition with
the determinant induces a character
N := ps ◦ ResF/Q det : Gn → GL1 .
To describe its behavior on the real points, we introduce for each real archimedean
place v of F the local sign character
sgnv : GLn(Fv) → R×, hv 7→
det(hv)
| det(hv)|v .
By abuse of notation we also consider sgnv and the norm | · |v (implicitly com-
posed with the determinant) as a character of Gn(R). Then on real points we
have the sign character
sgn∞ := (⊗v real sgnv)⊗ (⊗v cplx1v) : Gn(R) → R×,
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where 1v : Gn(Fv) → R× denotes the trivial character. To simplify notation,
we drop these trivial factors in the sequel from the notation. Likewise, we have
the archimedean norm character | · |∞ := ⊗v| · |v : G1(R) → R×. Then for all
h ∈ Gn(R),
N (h) = sgn∞(h) · |h|∞. (5)
We remark that the group Hom(Gn(R),C
×) of quasi-characters of Gn(R) is,
as a complex manifold, a disjoint union of 2r
R
F = #π0(Gn(R)) copies of C.
Each component corresponds uniquely to a finite order character of Gn(R) and
each such character is of the form
sgnδ∞ := ⊗v real sgnδvv : Gn(R)→ C×,
with δ = (δv)v real ∈
∏
v{0, 1}. Then the component of sgnδ∞ is parametrized
by the charts
C ∋ s 7→ ωδs := sgnδ∞⊗| · |s∞ ∈ Hom(Gn(R),C×). (6)
We call ωδs algebraic whenever s ∈ Z (this notion does not agree with Andre´
Weil’s notion of being of ‘type A0’). If χ is a quasi-character of Gn(R), we set
for k ∈ Z
χ[k] := χ⊗ (N⊗k) .
If χ is algebraic, then so is χ[k].
Fix a non-trivial continuous character ψ : F\AF → C×, and all Gauß sums
we consider are understood with respect to ψ, and normalized in such a way
that when χ = χ′ ⊗ | · |k(χ)AF , with χ′ of finite order, then
G(χ) := G(χ′) :=
∑
xmodfχ′
χ′
(
x
fχ′
)
ψ
(
x
fχ′
)
,
where fχ′ = OF · fχ′ is the conductor of the finite order character χ′.
1.2 Rational models of compact groups
We fix for eachm a modelKm ⊆ Gm of the standard maximal compact subgroup
of Gm(R), which is admissible in the sense of section 6 in [28] for the quadratic
extension QK(
√−1)/QK for a field of definition QK ⊆ R of Km, which we
assume to be a number field and independent of m. In particular, QK comes
with a fixed embedding QK → R and Km splits over EK := QK(
√−1). The
choices in section 6.4 of loc. cit. show that if F is totally real or a CM field, by
choosing Km quasi-split all all finite primes 6= 2, we can arrange for QK = Q.
Recall
Km(R) = O(m,R)
rRF ×U(m,R)rCF . (7)
Corresponding to Km, we have a Cartan involution θm : Gm(R) → Gm(R),
which is defined over QK . Therefore we may and do consider θm as an auto-
morphism ofGm overQK . We write τK ∈ Gal(EK/Q) for the unique non-trivial
automorphism, which we simply call complex conjugation.
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We remark that we have a natural isomorphism
π0(Km) = π0(Km(R)),
where Km(R) on the right hand side is considered as a real Lie group.
1.3 Rational models of pairs
We let G denote a connected reductive group over Q, K ⊆ G a closed reductive
subgroup, and write g, k, gn, ... for the Lie algebras of G, K, Gn, ... respectively.
All these Lie algebras are defined over Q. To stress the base field E/Q under
consideration, we write gE := g ⊗Q E, and similarly GE := G ×Q E for the
base change of G→ SpecQ to GE → SpecE. Then (gE ,KE) is a reductive pair
over E in the sense of section 1.4 of [28]. For the sake of readability, introduce
the notation (g,K)E := (gE ,KE), that we also apply to more general pairs,
which we will discuss in more detail in section 1.5 below.
We have a natural isomorphism between the group of quasi-characters Hom(Gn(R),C
×)
and the group of one-dimensional (gm,Km)C-modules, sending a quasi-character
χ to its derivative dχ : gm,C → C, and to the complexification of its restriction
to Km(R), χ|Km(R),C : Km(C)→ C×. For the sake of notational simplicity we
write ωδs also for the image of ω
δ
s under this correspondence. Then, since N is
defined over Q, and sgnδ∞, as a rational character of Km, is defined over QK as
well, we see with (5), that for each s ∈ Z the algebraic quasi-character
ωδs = sgn
δ
∞⊗(sgn∞⊗η)s,
considered as a one-dimensional (gm,Km)-module, is defined over QK as well.
We write Xalg(Gn(R)) for the group of algebraic quasi-characters of Gm(R) or
(gn,Kn), equivalently.
1.4 Finite-dimensional representations
Since G is quasi-split we may find a Borel P ⊆ G defined over Q. We choose a
maximal torus T ⊆ P overQ and denote by P− the opposite of P . We let X(T )
denote the characters of T defined over Q or C, which amounts to the same,
and let XE(T ) denote the subgroup of characters defined over E. Then the
absolute Galois group Gal(Q/Q) and Aut(C/Q) act naturally on X(T ) from
the right via the rule
µτ (t) = µ
(
tτ
−1
)τ
, (8)
for µ ∈ X(T ), t ∈ T (C) and τ ∈ Aut(C/Q). In general there is a second
action on X(T ), introduced Borel and Tits in [5, 6], denoted ∆τ(µ) in loc. cit.
The latter action maps dominant weights to dominant weights and reflects the
action of Gal(Q/Q) and Aut(C/Q) on the category of rational representations.
However, since G is quasi-split these two actions agree in our case. In particular
8
if Mµ denotes the irreducible rational G-module of highest weight µ ∈ X(T )
over C (or Q), then the Galois twisted module
(Mµ)
τ := Mµ ⊗C,τ−1 C (9)
is irreducible of highest weight µτ . Furthermore, it is easy to see that Mµ is
defined over the field of rationality Q(µ) of µ. For all these assertions we refer
to section 12 in [6].
1.5 Harish-Chandra modules
If (V, ρ) is a Casselman-Wallach representation of G(R), we write V (K) for the
subspace of K(R)-finite vectors. This is a finitely generated admissible (g,K)C-
module, and is irreducible if and only if V is (topologically) irreducible. Indeed,
the categories of finite length (g,K)C-modules is equivalent to the category of
Casselman-Wallach representations of G(R), i.e. finitely generated, admissible,
Fre´chet representations of moderate growth. That this correspondence fails for
non-admissible modules is at the heart of the period relation problem under
investigation.
We give a sketch of the theory of Harish-Chandra modules over arbitrary
fields of characteristic 0. The relevant theory of cohomological induction over
general fields will be taken up in section 2. For the fundamental theory of mod-
ules and cohomological induction over arbitrary fields, as well as the rationality
results we need, we refer to [28].
A pair over a field E/Q consists of an E-Lie algebra aE and a reductive
algebraic group BE over E, together with an inclusion
ιE : Lie(BE)→ aE,
of Lie algebras and an action of BE on aE, extending the action of BE on
Lie(BE), whose derivative is the adjoint action of Lie(BE) on aE, the latter
action being induced by ιE .
Then an (a, B)E -module XE consists of an E-vector space XE together
with compatible actions of aE and BE . Here we implicitly assume that XE is a
rational BE-module, which amounts to saying that it is a direct sum of finite-
dimensional rational representations of BE . Then this rational action induces
an action of Lie(BE) on XE , and we assume the action of aE to be an extension
of this action. Furthermore, we assume the given adjoint action of BE on aE
and the given action on XE to be compatible with the action of aE in the usual
sense.
Then the category C(a, B)E of (a, B)E-modules (over E) is an abelian cat-
egory, even an E-linear tensor category. For each extension of fields E′/E we
have natural base change functors
−⊗E E′ : C(a, B)E → C(a, B)E′ ,
sending an E-rational module XE to the E
′-rational module
XE′ := XE ⊗E E′,
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which is an (a, B)E′-module. A fundamental property of the base change functor
is
Homa,B(XE , YE)⊗E E′ = Homa,B(XE′ , YE′)
for XE , YE ∈ C(a, B)E under suitable finiteness conditions, cf. Proposition 1.1
in [28]. This observation enables us to control the rationality of functionals.
In this context, remark that the algebraic quasi-characters in Xalg(Gm(R)),
since characters of the pair (gm,Km), are all defined over QK .
We remark furthermore that if (a, B) is a pair overQ, then the Galois action
on modules defined in (9) extends naturally to arbitrary (a, B)-modules.
2 Cohomologically induced modules over Q
In this section we discuss the fields of definition of tensor products of tempered
cohomologically induced standard modules on products of GLn. We first recall
classical results which are fundamental to our subsequent treatment.
2.1 Representations of orthogonal groups
For n ≥ 1, we choose a maximal torus T ⊆ SO(2n+ 1). Then the root system
∆ ⊆ X∗(T ) of SO(2n+ 1) is of type Bn, and we identify
X∗(T )⊗Z R = Rn,
by means of the standard orthonormal basis e1, . . . , en of R
n. We assume that
in our notation the root system is given by
∆ = {±ei ± ej | i < j} ∪ {±ei},
our choice of simple roots in this notation being e1−e2, e2−e3 . . . , en−1−en, en.
The orthogonal group O(2n+ 1) only has inner automorphisms and is a direct
product
O(2n+ 1) = SO(2n+ 1)× {±1},
and thus irreducible O(2n + 1)-modules W±(λ) are indexed by a sign ± and
analytically integral dominant weights
λ = λ1e1 + · · ·+ λnen, λ1, . . . , λn ∈ Z,
for SO(2n+ 1), satisfying the dominance condition
λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0.
In the even case, consider for n ≥ 2 the root system
∆ ⊆ X∗(T ) ⊆ X∗(T )⊗Z R = Rn,
of SO(2n) for a maximal torus T ⊆ SO(2n), with the same standard basis as
above. It is of type Dn, and ∆ = {±ei ± ej | i < j}. Fix the simple roots as
e1 − e2, e2 − e3 . . . , en−1 − en, en−1 + en.
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The outer automorphism group of O(2n) is of order two and the orthogonal
group O(2n) is the unique non-split semidirect product
O(2n) = SO(2n)⋊ {±1}.
By classical Mackey Theory there are two distinct cases for the structure of
irreducible rational O(2n)-modules. Given an analytically integral dominant
weight λ of SO(2n), i.e. satisfying
λ1 ≥ λ2 ≥ · · · ≥ |λn|,
the induced representation
W (λ) = Ind
O(2n)
SO(2n) V (λ)
is irreducible whenever λn 6= 0, and its isomorphism class depends only on
the tuple (λ1, λ2, . . . , |λn|). In the case λn = 0, the module IndO(2n)SO(2n) V (λ)
decomposes into two non-isomorphic irreducible O(2n)-representations W±(λ),
which differ by a sign twist.
The following classical result will be relevant for our descent argument in
the proof of Theorem 2.4.
Proposition 2.1. For every n ≥ 1 and every analytically integral dominant
weight λ for SO(2n + 1) and every sign ±, the irreducible complex O(2n +
1)-module W±(λ) is self-dual and real, i.e. defined over R, hence so is the
underlying irreducible SO(2n+ 1)-module.
Likewise, for every analytically integral dominant weight λ for SO(2n) with
λn 6= 0 the irreducible complex O(2n)-module W (λ) is always real. As a complex
SO(2n)-module it decomposes into a direct sum
W (λ) = V (λ)⊕ V (λ˜)
of two irreducible complex SO(2n)-modules. V (λ) (resp. V (λ˜)) is real if and
only if it is self-dual. This is so if and only if n is even.
Proof. By Proposition 6.10 in [28] every self-dual irreducible complex SO(2n)-
and SO(2n+1)-module is real. Hence the claim for O(2n+1) and O(2n) follows
with Lemma 6.3 of loc. cit.
The only detail which is not explicitly covered by this reasoning is the last
statement that for a dominant weight λ with λn 6= 0 the module V (λ) is self-
dual only for even n. If n is even, the action of −w0 on the weight space is
trivial. For odd n we have for the weight λ under consideration
−w0(λ) = (λ1, . . . , λn−1,−λn) = λ˜,
and since λn 6= 0, the claim follows.
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2.2 Representations of unitary groups
For unitary groups we content us to import the well known
Proposition 2.2 (Special case of Proposition 6.14 in [28]). Let V be an irre-
ducible complex representation of U(n). Then V is defined over R if and only
if it is self-dual.
This proposition may be proved by elementary means using root systems
and Tits’ Theorem was well (cf. the proof of Proposition 6.14 in [28]).
2.3 Induction data
We fix a finite sequence n1, n2, . . . , nr of r ≥ 1 positive integers and set
G := ResF/QGLn1 ×GLn2 × · · · ×GLnr ,
where F/Q is a number field as before. Recall that g denotes the rational Lie
algebra of G over Q, and we fixed the standard choice
K := Kn1 ×Kn2 × · · · ×Knr ⊆ G (10)
of a QK-rational model of a standard maximal compact subgroup of G(R) as
in section 1.2. Along with K comes a Cartan involution θ of G and g, which is
defined over QK as well.
The product decomposition of G induces a product decomposition
g = g1 × g2 × · · · × gr, (11)
and similarly for the Lie algebra k of K.
Recall that we fixed an imaginary quadratic extension EK/Q where K is
split and that K is EK/QK-admissible in the sense of [28]. In later parts of the
text we will exploit that EK is given by QK(
√−1), but in this section a general
purely imaginary quadratic extension EK/QK where K splits is just as good.
We fix a θ-stable Borel subalgebra q ⊆ gEK , where θ-stability means that
θ(q) = q. (12)
Later in the text we will assume q to be transversal to a specific diagonally
embedded Lie algebra h, but for now any θ-stable q which factors as a product
q = q1 × q2 × · · · × qr,
according to (11) is sufficient for our purpose.
By (12), the Lie algebra
q ∩ kEK ⊆ kEK
is a Borel subalgebra of kEK . Again by (12), complex conjugation τK ∈ Gal(EK/Q)
maps q to its opposite
q := qτK = q−,
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if we consider the unique θ-stable and QK-rational Levi factor given explicitly
by c := q ∩ q. Again, c factors as a product
c = c1 × c2 × · · · × cr,
accordingly. Let u ⊆ q denote the nilpotent radical of q. Then qEK ∩ kEK has
the Levi decomposition
qEK ∩ kEK = (cEK ∩ kEK )⊕ (uEK ∩ kEK ).
We fix the compact factor C of the Levi pair associated to q as follows. For
each index 1 ≤ i ≤ r we set
Ci := ZKi(ci).
If n is even, then Ci is contained in K
0
i ; if n is odd, it meets every connected
component of Ki. Finally
C := C1 × C2 × · · · × Cr.
Then C is defined over QK , and (q, C)EK is what we call a θ-stable parabolic
pair over EK .
We consider rational models of cohomologically induced (gC,KC)-standard-
modules Aq(µ)C arising as follows.
Departing from a rational absolutely irreducible representation M(µ) of G
with highest weight µ with respect to qC, we have a one-dimensional highest
weight space H0(u;M(µ)) inside of M(µ). Since C normalizes q, the inclusion
C → G induces an action of C on M(µ) under which H0(u;M(µ)) is stable.
Hence, we obtain a character µ of the pair (c, C)C, or equivalently of the parablic
pair (q, C)C with trivial action of the radical. This agrees with the natural
action of the pair (q, C)C on H
0(u;M(µ)). All these data are indeed defined
over EK(µ) = EK ·Q(µ), where Q(µ) is the field of rationality of M(µ), once
we fix an inclusion
ι : EK(µ)→ C, (13)
extending the given emnbedding QK → R. We assume this to be the case in
all what follows.
In [28], the author introduced Zuckerman functors over arbitrary fields of
characteristic 0. Put
Sq := dim(uEK ∩ kEK ),
and denote by RqΓg,Kg,C the EK(µ)-rational q-th right derived Zuckerman functor
for the inclusion of pairs (g, C)→ (g,K), as introduced in [28]. The construction
of Zuckerman functors in loc. cit. generalizes Zuckerman’s original construction
discussed in [54]. For the fundamental properties of Zuckerman’s cohomological
induction over C, the reader is refered to the excellent monograph [34].
As in the classical case, the functor Γg,K
g,CK0 is exact and given by induction
along the inclusion CK0 → K. Now Γg,CK0g,C , being right adjoint to an exact
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forgetful functor, maps injectives to injectives. Therefore, the Grothendieck
spectral sequence associated to the composition
Γg,Kg,C = Γ
g,K
g,CK0 ◦ Γg,CK
0
g,C
induces in each degree q a natural isomorphism of functors
RqΓg,Kg,C = Γ
g,K
g,CK0 ◦RqΓg,CK
0
g,C (14)
Using the author’s rational construction, we have the EK(µ)-rational module
Aq(µ) := R
SqΓg,Kg,C (Homq(U(gEK(µ)), µ⊗
dimu∧
uEK(µ))
(C)),
where the superscript (·)(C) denotes the subspace of C-finite vectors as before.
Then, since rational Zuckerman functors commute with base change in the case
at hand (Theorem 2.5 of [28]), we have an isomorphism
Aq(µ)⊗C ∼= Aq(µ)C,
which we use to identify the right hand side with the left hand side, justifying
this abuse of notation.
For the study of periods we introduce the intermediate module
A◦q(µ) := R
SqΓg,CK
0
g,C (Homq(U(gEK(µ)), µ⊗
dimu∧
uEK(µ))
(C)).
By (14), its relation to Aq(µ) is
Aq(µ)EK = Γ
g,K
g,CK0(A
◦
q(µ)EK ), (15)
and by Frobenius reciprocity, we may considerA◦q(µ) as an irreducible (g, CK
0)EK(µ)-
submodule of Aq(µ)EK(µ), and theK-translates of the former generate the latter
as an EK(µ)-vector space.
To be more precise, Aq(µ) decomposes into a direct sum
Aq(µ) =
⊕
ε
εA◦q(µ), (16)
where ε runs through a suitable system of representatives ofK/CK0. The author
showed in Theorem 7.3 of [28] that Aq(µ) is actually defined over QK(µ). In
general, this is no more true for A◦q(µ) in the presence of real places. We will
determine its field of definition in Theorem 2.4 below. This result is crucial for
our applications to special values.
For the sake of completeness, we remark that the natural embeddingQK(µ)→
EK(µ) induces with (13) an embedding QK(µ)→ C, which we understand fixed
in the sequel. In particular, (32) retains its meaning also for the model of Aq(µ)
over QK(µ), the latter being unique by virtue of Proposition 3.4 of loc. cit.
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2.4 The bottom layer
This section recalls fundamental facts about the structure of bottom layer of
the standard modules of interest as a rational representation of K and K0,
respectively. The understanding of rationality properties of the bottom layer
is key to the understanding of the rationality properties of the intermediate
modules A◦q(µ).
The bottom layer is defined as
Bq(µ)EK(µ) := Aq∩k(µ|C ⊗
dimu/u∩k∧
(u/u ∩ k))EK(µ) ⊆ Aq(µ)EK(µ),
where
Aq∩k(·) := RSqΓk,Kk,C
(
(·)⊗
dimu∩k∧
u ∩ k
)
.
The descent argument in the proof of Theorem 7.3 in [28] tells us that the bottom
layer itself is defined over QK(µ). Again its model over QK(µ) is unique and
we denote it the same.
As in the non-compact case, introduce the intermediate module
B◦q(µ|C)EK(µ) := A◦q∩k(µ|C)EK(µ) := RSqΓk,CK
◦
k,C (µ|C⊗
dimu∧
uEK(µ)) ⊆ A◦q(µ)EK(µ).
This is an irreducible representation of K0 of highest weight
µK := µ|C0 + 2ρ(u/u ∩ k), (17)
where
ρ(u/u ∩ k) = 1
2
∑
α∈∆(u/u∩k,c)
α,
is the half sum of weights in u/u ∩ k. Again,
Bq(µ)EK(µ) = Γ
g,K
g,CK0(B
◦
q(µ)EK(µ)). (18)
2.5 Structure of the bottom layer
We assume that n1, . . . , ns are even and ns+1, . . . , nr are odd, for some 0 ≤
s ≤ r. By the preceeding discussion and the transitivity principle (18), the
representation Bq(µ)C decomposes as a complex representation of
K0(R) =
(
SO(n1,R)
rRF ×U(n1,R)rCF
)
×
(
SO(n2,R)
rRF ×U(n1,R)rCF
)
×
· · · ×
(
SO(nr,R)
rRF ×U(nr,R)rCF
)
,
according to Proposition (2.1) into a direct sum
Bq(µ)C =
s⊗
i=1
⊗
v real
(
BSOµv,i ⊕BSOµ˜v,i
)
⊗
⊗
v cplx
BUµv
⊗ r⊗
i=s+1
⊗
v real
BSOµv,i ⊗
⊗
v cplx
BUµv
 ,
(19)
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where BSOµv,i is the complex irreducible representation of SOni(R) of highest
weight µv,i, B
U
µv,i is the complex irreducible representation of U(ni,R) of highest
weight µv,i, and finally
µK = ⊗ri=1 ⊗v|∞ µi,v
is the natural factorization of µK according to (10) and the component-wise
factorization into local components. Similarly, we have
B◦q(µ)C =
r⊗
i=1
⊗
v real
BSOµv,i ⊗
⊗
v cplx
BUµv
 , (20)
again as a complex representation of K0(R).
We remark that since the representation B◦q(µ)C is defined over EK(µ), the
summands in the direct sum decompositions (16) and (19) are defined over
EK(µ) as well. However, we need to decide when these summands descend to
QK(µ).
Lemma 2.3. The representation B◦q(0)C of K
0 and the (g,K0)-module A◦q(0)C
are defined over EK . The module B
◦
q(0)C resp. A
◦
q(0)C is defined over QK if
and only if for every 1 ≤ i ≤ r we have
2 | ni =⇒ 4 | ni. (21)
Proof. By the descent argument (cf. proof of Theorem 7.3 in [28]), the statement
of the lemma about the bottom layer is equivalent to the statement that the
complex representation B◦q(0)C is real if and only if (21) is satisfied.
For B◦q(0)C to be real it is necessary that B
◦
q(0)C be self-dual. By Propo-
sition 2.1, this cannot be the case if there is an index 1 ≤ i ≤ r for which
ni ≡ 2 (mod 4). Moreover, self-duality is also a sufficient condition, again by
Proposition 2.1. Hence the claim for B◦q(0)C follows.
As in the proof of Theorem 7.3 of [28] we may appeal to Proposition 5.8
of loc. cit. to conclude that A◦q(0)C is defined over QK . Alternatively we may
argue that, as a submodule
A◦q(0)EK ⊆ Aq(0)EK
of a module which is defined over QK (Theorem 7.3 of loc. cit.), it is defined
over Q if and only if it is invariant under the action of Gal(EK/Q), and this
is so if and only if B◦q(0)EK is invariant under the action of Gal(EK/Q), since
each irreducible submodule of Aq(0)EK is uniquely determined by the unique
minimal K0-type it contains.
Theorem 2.4. The K0-module B◦q(λ)C and the (g,K
0)-module A◦q(λ)C are
defined over EK(µ). If
√−1 6∈ QK(µ), then B◦q(λ)C resp. A◦q(λ)C is defined
over QK(µ) if and only if for every index 1 ≤ i ≤ r,
2 | ni =⇒ 4 | ni.
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We remark that the same rationality statement applies to the summands
in the direct sum decomposition (19) and in the decomposition of Aq(µ) into
absolutely irreducible (g,K0)-modules.
Proof. We follow the argument of the proof of Proposition 7.1 in [28]. By Lemma
2.3, the (g,K0)EK -submodule
A◦q(0)EK ⊆ Aq(0)EK
is defined over QK if and only if (21) is satisfied for all 1 ≤ i ≤ r. Assume√−1 6∈ QK(µ), otherwise there is nothing to prove. Consider for each dominant
integral weight ν the translation functor
T νµ : X 7→ πν(X ⊗M(µ)),
where πν denotes the projection onto the submodule on which the center Z(g) ⊆
U(g) acts as in M(ν). Then we have a commutative square
A◦q(µ)EK(µ)
∼−−−−→ T µµ (A◦q(0)EK(µ))y y
Aq(µ)EK(µ)
∼−−−−→ T µµ (Aq(0)EK(µ))
and likewise for the contragredient weight µ∨,
A◦q(0)EK(µ)
∼−−−−→ T 0µ∨(A◦q(µ)EK(µ))y y
Aq(0)EK(µ)
∼−−−−→ T 0µ∨(Aq(µ)EK(µ))
Therefore, A◦q(µ)EK(µ) is defined over QK(µ) if and only if A
◦
q(0)EK(µ) has a
model over QK(µ).
In light of Lemma 2.3, this proves the implication
(∀i : 2 | ni =⇒ 4 | ni) =⇒ A◦q(µ)EK(µ) is defined over QK(µ).
To see the other implication, it remains to show by the preceeding discussion
that if A◦q(0)EK(µ), being a translate of A
◦
q(µ)EK(µ), has a model over QK(µ),
then A0q(0)EK has already a model over QK .
Due to our assumption that
√−1 6∈ QK(µ), the extensions EK and QK(µ)
are linearly disjoint over Q, and restriction induces an isomorphism of Galois
groups
Gal(EK(µ)/QK(µ))
∼−−−−→ Gal(EK/Q). (22)
Therefore, if A◦q(0)EK(µ) has a model over QK(µ), complex conjugation τK ∈
Gal(EK(µ)/QK(µ)) stabilizes A
◦
q(0)EK(µ) as a submodule of Aq(0)EK(µ). By
(22) it therefore stabilizes the subspace A◦q(0)EK , which, by Galois descent for
vector spaces, therefore is defined over QK . This implies, with Lemma 2.3,
∀i : 2 | ni =⇒ 4 | ni. (23)
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This concludes the proof of the statement about standard modules.
To determine the fields of definition of the minimal K0-types, we observe
that
B◦q(µ)EK(µ) = Bq(µ)EK(µ) ∩ A◦q(µ)EK(µ),
which shows that B◦q(µ)EK(µ) is defined over QK(µ) whenever (23) is satisfied.
Assume conversely that B◦q(µ)EK(µ) is defined over QK(µ). As in the end
of the proof of Lemma 2.3 we may argue via Galois descent for vector spaces,
that this implies that A◦q(µ)EK(µ), as a submodule of Aq(µ)EK(µ), is defined
over QK(µ), whence (23).
In the case F = Q, s = 1, i.e. if there is only one even index n1, and if
furthermore 4 ∤ n1, the decomposition (19) corresponds to the decomposition
of Aq(µ) into the sum of a holomorphic and antiholomorphic discrete series
representation. It also reflects the decomposition of (g, GK0)-cohomology that
we will discuss below.
3 Rankin-Selberg convolutions
From this section on and for all what follows, we put ourselves in the situation
where G = Gn+1 ×Gn and H = Gn ⊆ G is diagonally embedded via
h 7→
(
h
1
)
.
We fix the Q-rational model of a maximal compact subgroup of G as K :=
Kn+1 × Kn with Kn as in section 1.2 and let L := H ∩K. Then L = Kn ⊆
Gn = H .
Any pair of cuspidal automorphic representation Π1 and Π2 of GLn+1(AF )
and GLn(AF ), respectively, gives rise to an automorphic representation Π of
G(A), which is the completed tensor product of Π1 and Π2. Call Π regular
algebraic if Π1 and Π2 are regular algebraic. In the same spirit we identify the
local components Πv, v a place of Q, with the corresponding (completed) tensor
products of the corresponding local components of Π1 and Π2. Representations
Π∞, Π1,∞, Π2,∞ at∞ are always assumed to be smooth, i.e. departing possibly
from a Hilbert space representation, we implicitly pass to the subspace of smooth
vectors with the corresponding Fre´chet topology. Departing from an irreducible
Π, the archimedean representations then are irreducible Casselman-Wallach rep-
resentations, and Π∞ is a completed projective tensor product Π1,∞⊗̂Π2,∞.
We write N = Nn+1 × Nn ⊆ G = Gn+1 × Gn for the restriction of scalars
of the group of unipotent upper triangular matrices, i.e. Nm ⊆ Gm denotes
the restriction of scalars of the group of unipotent upper triangular matrices in
GLm. We fix a non-trivial continuous character
ψ : N(Q)\N(A)→ C×
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with the property that its restriction to N(Q)∩H(Q)\N(A)∩H(A) be trivial.
To be more concrete, we assume ψ to be of the form(
(uij)1≤i,j≤n+1 × (vij)1≤i,j≤n 7→
∏n
k=1 ψ(ukk+1) ·
∏n−1
l=1 ψ(vll+1)
−1
)
.
We fix Haar measures dg, dn, dh on G(A), N(A) and H(A), and use subscripts
(·)v to denote their local factors at a place v.
We denote by W (Π, ψ) the ψ-Whittaker model of Π, and we are in partic-
ular concerned with the model at infinity W (Π∞, ψ∞). Since Π is a cuspidal
representation of G(A), Π is globally generic, and hence the Whittaker model
exists [47]. We are interested in the Rankin-Selberg L-function L(s,Π) in the
sense of Jacquet, Shalika and Piatetski-Shapiro [23].
3.1 The archimedean zeta integral
For each quasi-character χ ∈ Hom(H(R),C×) and each w ∈ W (Π∞, ψ∞), the
archimedean Rankin-Selberg integral
Ψ∞ : (χ,w) 7→
∫
N(R)\H(R)
w(h∞)χ(h∞)dh∞ (24)
converges absolutely, provided χ lies a suitable right half plane in the sense of
(6). In such a half plane Ψ∞(−, w) defines a holomorphic function in χ. More
concretely the map
e∞ : (χ,w) 7→ Ψ∞(χ,w)
L(12 ,Π∞ ⊗ χ)
(25)
is well defined for all χ, since the right hand side defines an entire function in χ,
cf. Theorem 1.2 in [10] (see also [22]), Hom(H(R),C×) being a disjoint union
of finitely many copies of C. For each χ we may find a w ∈ W (Π∞, ψ∞)(K)
with the property that
e∞(χ,w) 6= 0. (26)
Following an argument of Jacquet and Shalika (see the remark after Theorem
1.3 in [10]), we know that for fixed K-finite w, the map
χ 7→ e∞(χ,w)
is on each connected component of Hom(H(R),C×) given by a polynomial
in the complex parameter of that component. This in particular implies that
e∞(−, w) is locally constant in the variable χ whenever (26) is satisfied for all
quasi-characters χ. In other words, for such a w we know that the Rankin-
Selberg integral (24) represents the Γ-factor of the Rankin-Selberg L-function
L(s,Π ⊗ χ) up to a complex unit, the latter only depending on the connected
component containing χ. We will see below that we may indeed choose a vector
w which satisfies (26) for all quasi-characters χ. If e∞(χ,w) = 1, for all χ in the
same connected component, we call w a good test vector for Π∞ ⊗ χ.
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In a representation theoretic sense, the integral (24) for χ in a suitable
right half plane and (25) for general χ, therefore defines, in the variable w, a
continuous H(R)-equivariant functional
e∞(χ,−) : W (Π∞, ψ∞)→ χ−1C ,
the right hand side denoting the one-dimensional complex H(R)-module with
action given by the inverse quasi-character χ−1.
Remark 3.1. Since Π∞ ⊗ χ ∼= Π∞ for every finite order character χ, we have
for such a χ an identity of local L-functions
L(s,Π∞ ⊗ χ) = L(s,Π∞).
3.2 The non-archimedean zeta integrals
Fix a rational prime p. For each quasi-character χ ∈ Hom(H(Qp),C×) and
each w ∈ W (Πp, ψp), the non-archimedean analogue of (24) is
Ψp : (χ,w) 7→
∫
N(Qp)\H(Qp)
w(hp)χ(hp)dhp. (27)
Again for χ in a suitable right half plane the integral in (27) is absolutely
convergent and in such a half plane Ψp(−, w) defines a holomorphic function in
χ. The map
ep : (χ,w) 7→ Ψp(χ,w)
L(12 ,Πp ⊗ χ)
(28)
is well defined for all χ and w and defines an entire function in the variable χ on
each connected component of Hom(H(Qp),C
×). As in the archimedean case
we always find for a given χ a w ∈ W (Πp, ψp) such that
ep(χ,w) 6= 0.
This then implies that for each quasi-character χ there is a good vector tχp , de-
pending only on the connected component of χ in Hom(H(Qp),C
×), satisfying
ep(χ, t
χ
p ) = 1.
For almost all primes p the spherical vector
t0p ∈ W (Πp, ψp)G(Zp)
does the job. This is at least the case if Πp and χp are unramified, ψp has
conductor O⊗Zp, and ∫
H(Zp)
dhp = 1,
which is always satisfied for almost all primes p.
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3.3 The global zeta integral
By the preceeding discussion we may choose for each global quasi-character
χ : H(Q)\H(A)→ C×,
a factorizable vector
tχ = ⊗vtχvv ∈ W (Π, ψ)(K),
where v runs through the finite places of Q and for almost all (finite) places v,
tχvv = t
0
v.
Then the inverse Fourier transform
Θ(tχ) : g 7→
∑
γ∈Gn(Q)×Gn−1(Q)
tχ
((
γ
1
)
· g
)
∈ Π(K)
gives rise to the global integral representation
Λ(s,Π⊗ χ) = I(s, χ,Θ(tχ)) :=
∫
H(Q)\H(A)
Θ(tχ)(h)χ⊗ ω0s− 12 (h)dh,
of the completed L-function which converges absolutely for every s ∈ C and thus
defines an entire function in s. For s in a suitable right half plane the global
integral decomposes into the infinite Euler product of the local zeta integrals
(24) and (27), and we write L(s,Π ⊗ χ) for the corresponding incomplete L-
function.
4 Period relations
In this section we proof the expected period relations, that we will compare to
Deligne’s Conjecture in the motivic context in the last section.
4.1 Arithmeticity conditions
Following the terminology of [26, Section 3], adapted to the totally real case,
we call an absolutely irreducible rational G-module M over E/Q arithmetic, if
all its Galois twists Mσ ares essentially conjugate self-dual over Q, i.e.
(Mσ)
c,∨ ∼= Mσ ⊗ ξ,
with a Q-rational character ξ ∈ XQ(G) independent of σ ∈ Gal(Q/Q). We
remark that if F is totally real, all its Galois twists Mσ, σ ∈ Gal(Q/Q) are
automatically (conjugate) self-dual if one if its twists has this property.
The center Z of Gmay be naturally identified with G1×G1. We may identify
it with a factor of the maximal torus T ⊆ G, i.e.
T = T der · (G1 ×G1),
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where T der = T∩Gder. The decomposition (4) of G1 induces a natural projection
pT : T → T/(T der · (Gan1 ×Gan1 )) =: Zs ∼= GL1×GL1,
and thus a monomorphism
p∗T : XQ(Z
s)→ XQ(T ).
We fix the identification
Zs = GL1×GL1,
once and for all in such a way that each factor of GL1 corresponds to the
corresponding factor of the center ofG. This gives us an identificationXQ(Z
s) =
Z2, and we simply write (w1, w2) for the image of (w1, w2) ∈ XQ(Zs) under p∗T .
If M is of highest weight µ, we denote by µ∨ the highest weight of M∨.
Then M is arithmetic if and only if
(µσ)
c,∨ − µσ ∈ im(p∗T )
and this character is independent of σ ∈ Gal(Q/Q). Then
(µσ)c,∨ − µσ = (w1, w2), (29)
with (w1, w2) independent of σ ∈ Gal(Q/Q).
A Q-rational character ξ ∈ XQ(H) ∼= Z is called critical for M if
HomH(M, ξ) 6= 0.
Due to the multiplicity one property of the pair GLn+1 |GLn (cf. the non-
compact analogue of Proposition 4.1 below), we have
dimQK(µ) HomH(MQK(µ), ξQK(µ)) = 1, (30)
for each critical ξ. We call M balanced if it admits a critical character ξ.
4.2 Rational test vectors
We specialize the notation of section 2 to the case
n1 =
{
n, 2 | n,
n+ 1, 2 ∤ n,
n2 =
(n+ 1)n
n1
,
and r = 2. Hence, n1 is even and n2 is odd. Recall EK = QK(
√−1) as before
and fix a θ-stable Borel q ⊆ g, which is a product of two θ-stable parabolic
subalgebras in each factor of G = Gn+1 × Gn. We assume q to be transversal
to the Lie algebra h of H , i.e.
gEK = qEK ⊕ hEK . (31)
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We assume that Π∞ has non-trivial relative Lie algebra cohomology with
coefficients in M(µ)∨. We know that M(µ) is arithmetic if such a cuspidal Π
exists. By [55] that we have an isomorphism
ι∞ : Aq(µ)C → W (Π∞,Ψ∞)(K) (32)
where the base change on the left hand side is implicitly understood via the
fixed embedding (13).
For any real archimedean place v of F, fix an lv ∈ Kn(QK) with the property
that its image in
π0(Kn) ∼= {±1}rRF
is non-trivial in the factor {±1} corresponding to v and trivial in the factors
corresponding to other real places. Assume without loss of generality that lv is
chosen in the image of a homomorphic section
π0(Kn)→ Kn.
We consider lv as an element of L(Q) via the respective identification
Gn = L. (33)
Then the image of lv in π0(K) corresponds likewise under the isomorphism
π0(K) ∼= {±1}rRF × {±1}rRF ,
to the element whose v-component is (−1,−1) and trivial otherwise. Therefore,
the action of lv on Bq(µ) interchanges the two modules B
SO
µv,1⊗BSOµv,2 and BSOµ˜v,1⊗
BSOµv,2 and leaves the other factors B
•
µv′,1
⊗ B•µv′,2 , v′ 6= v, in (20) invariant. In
particular, this shows that any irreducible K0-submodule of Bq(µ)C generates
Bq(µ)C as a representation of L and even of L ∩H1.
The transversality condition (31) yields
kC = lC ⊕ (qC ∩ kC)
and by the Poincare´-Birkhoff-Witt Theorem we have a canonical isomorphism
U(kC) = U(lC)⊗ U(qC ∩ kC) (34)
of C-vector spaces. As a consequence, we obtain
Proposition 4.1. For each character χ ∈ XC(L),
dimCHomL(Bq(µ)C, χC) ≤ 1.
Proof. We sketch a proof for the convenience of the reader, which is an adaption
of an argument in [53, Lemma 2.10]. We show first the analoguous statement
dimCHomL0(B
◦
q(µ)C, χC) ≤ 1.
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To this point, let
λ ∈ HomL0(B◦q(µ)C, χC).
Assume that the restriction of λ to the one-dimensional highest weight space
H0(uC ∩ kC;B◦q(µ)C)
vanishes. Since any non-zero vector of this space generates B◦(µ)C as a U(kC)-
module, we see with (34) that λ must vanish. Hence the space of L0-equivariant
λ : B◦q(µ)→ χ is at most one-dimensional.
Since B◦q(µ)C generates Bq(µ)C as an L-module, the claim follows.
Proposition 4.2. For n ≥ 1 there exists a vector
t0 ∈ Bq(µ)QK(µ)
with the property that for any character χ ∈ XC(L) and any
0 6= λ ∈ HomL(Bq(µ)C, χC)
we have
λ(t0) 6= 0.
Proof. First remark that, since Bq(µ)C is completely reducible as an L-module,
there are only finitely many characters χ ∈ XC(L) with the property
HomL(Bq(µ)C, χC) 6= 0. (35)
By Proposition 4.1, the union of the kernels of all non-zero functionals λ for the
finitely many χ ∈ XC(L) satisfying (35) is a Zariski closed subset of Bq(µ)C of
codimension 1. In particular, its complement U ⊆ Bq(µ)C is non-empty and
open for the standard topology on Bq(µ)C as a finite-dimensional topological
C-vector space. Since Bq(µ)QK(µ) is dense in Bq(µ)C, we find an element
t0 ∈ U ∩Bq(µ)QK(µ),
as desired. This concludes the proof.
Each one-dimensional (h, L)C-module χC corresponds bijectively to a quasi-
character χ of H(R) and by composing the functional e∞(χ, ·) of section 3.1
with the fixed isomorphism ι∞ in (32) we obtain a non-zero (h, L)C-equivariant
functional
λχ,C := e∞(χ, ·) ◦ ι∞ : Aq(µ)C → χ−1C . (36)
We formulate the following
Conjecture 4.3. For each n ≥ 1 and each quasi-character χ the functional
λχ,C is non-zero on the minimal K-type Bq(µ)C.
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Proposition 4.4. . Assume the validity of Conjecture 4.3 for F, n, and µ.
Then there exists a rational test vector t0 ∈ Bq(µ)QK(µ) with the property that
for every χ ∈ Hom(H(R),C×),
λχ,C(t0) 6= 0. (37)
In particular, for every quasi-character χ there is a constant cχ ∈ C×, only
depending on the connected component containing χ in Hom(H(R),C×), with
the property that
e∞(χ, ι∞(t0)) = cχ.
Proof. By the assumption,
0 6= λχ,C|Bq(µ)C ∈ HomL(Bq(µ)C, χ|−1L.C). (38)
Therefore, any choice of t0 as in Proposition 4.2 satisfies (37). By the archimedean
Rankin-Selberg theory that we discussed in section 3.1, the condition
∀χ : e∞(χ, ι∞(t0)) 6= 0
is satisfied for all χ and this implies the claim.
Corollary 4.5. Assume the vailidity of Conjecture 4.3 for F, n, and µ. For any
t ∈ Bq(µ)QK (µ) and any algebraic quasi-character χ ∈ Xalg(H(R)) we have
e∞(χ, ι∞(t)) ∈ QK(µ) · cχ.
Proof. Since χ is defined overQ, we see with Proposition 4.1 that λC,χ restricted
to Bq(µ)QK (µ) is defined over QK(µ). Therefore, the image of
Bq(µ)QK(µ) ⊆ Aq(µ)C
under λχ,C is a one-dimensional QK(µ)-subspace of χ
−1
C
∼= C. This subspace
contains λχ,C(t) and λχ,C(t0). Therefore the claim follows from Proposition
4.4.
We also formulate
Conjecture 4.6. For any number field F/Q, any n ≥ 1 and any balanced µ,
there is a rational test vector t ∈ Aq(µ)QK (µ), which is good up to a complex
unit, and for each critical quasi-character χ, λχ,C is defined over QK(µ).
Remark 4.7. Under Conjecture 4.6, the conclusion of Corollary 4.5 holds for all
t ∈ Aq(µ)QK(µ).
Theorem 4.8. Conjectures 4.3 and 4.6 are true in the following cases: n = 1
and general number fields F, and 1 ≤ n ≤ 2 and F totally real.
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Proof. We treat the case F totally real and n = 2 first.
In representation theoretic terms Theorem 4.4 in [31] implies that for any
quasi-character χ of H(R), the restriction map
Homh,L(Aq(µ)C, χC)→ HomL(Bq(µ)C, χ|L,C) (39)
is a monomorphism. This proves Conjecture 4.3. By Proposition 4.4, this also
shows the existence of a QK(µ)-rational good test vector.
By Proposition 4.1, the right hand side of (39) is at most one-dimensional,
i.e. we obtain
dimC Homh,L(Aq(µ)C, χC) ≤ 1. (40)
(The non-vanishing of archimedean Rankin-Selberg zeta integrals in (26) implies
that this is dimension is always one.)
Therefore, we conclude from (40) with Proposition 1.1 in [28] that λχ,C is
defined over QK(µ).
The case n = 1 may be treated similarlyr by specializing the general argu-
ments given in [29] for GL(2n) (which extends to GL(2) over number fields).
Conjecture 4.3 also follows from the discussions in [21] and [40].
Remark 4.9. The statement of Conjecture 4.3 for arbitrary F and n reduces to
the case F = Q, and an instance where F/Q is imaginary quadratic.
The statement in Conjecture 4.6 is may be considered weaker than that of
Conjecture 4.3, although from a rationality perspective the statement is stronger
than Conjecture 4.3.
For n ≥ 3 or n ≥ 2 whenever F admits a complex place, our results
in the rest of the paper depend conditionally on Conjecture 4.3 or
Conjecture 4.6.
The unconditional case n = 2 corresponds to G = ResF/Q(GL3×GL2) for
F/Q totally real, in which case our results are new. The case n = 1 allows for
arbitrary F and corresponds to G = ResF/QGL(2), where we provide another
argument for the results Manin, Shimura and Hida [38, 39, 48, 49, 50, 21].
4.3 The archimedean period relation
We henceforth assume Conjecture 4.3 or Conjecture 4.6. Our first result towards
period relations is
Theorem 4.10. For any algebraic quasi-character χ of H(R) we have
csgn
∞
⊗χ ∈ QK(µ) · (irRFm · cχ),
where
m :=
(n+ 1)n
2
.
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Proof. Assume rRF > 0, otherwise the statement is clear. According to the
direct sum decomposition (16), or equivalently (19), which is already defined
over EK(µ), we may write
t := t0 =
∑
ε∈π0(H)
tε (41)
where
tε ∈ ε · B◦q(µ)EK(µ) ⊆ Bq(µ)EK(µ),
for our choice of representatives
ε =
∏
v
lδvv ∈ L(Q), δv ∈ {0, 1}.
Since these elements form a system of representatives of
π0(H(R)) = π0(G(R)/C(R)),
we have
G(R) =
⊔
ε
G(R)0C(R) · ε.
Considering Aq(µ)C as a (g,K
0)C-module, we see that ι∞(tε), as a function on
G(R), has support in a set of the form G(R)0C(R) · ε′, and
ε′ = ε · ε0,
with a representative ε0 independent of ε. We remark that ε0 = 1 thanks to
(15), which is compatible with parabolic induction.
Accordingly, the archimedean Rankin-Selberg integral (24) decomposes into
the sum of the integrals
Ψε∞ : (χ,w) 7→
∫
N(R)\H(R)0ε
w(h∞)χ(h∞)dh∞,
over the individual connected compontents.
These integrals are convergent for χ in a suitable right half plane. Similarly,
we have the ratios
eε∞ : (χ,w) 7→
Ψε∞(χ,w)
L(12 ,Π∞ ⊗ χ)
,
which are again entire functions in χ, and
e∞(χ, ι∞(t)) =
∑
ε
eε∞(χ, ι∞(tε)).
Since dh∞ is a Haar measure, we get the relation
eε∞(χ, ι∞(t)) = χ(ε) · e1∞(χ|H(R)0 , ε · ι∞(tε)). (42)
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With relation (42) we conclude that for each real place v of F ,
λχ,EK(µ)(tε) = e
ε
∞(χ, ι∞(t))
= χ(ε) · e1∞(χ|H(R)0 , ε · ι∞(tε))
= χ(ε) · e1∞((χ⊗ sgnv)|H(R)0 , ε · ι∞(tε))
= sgnv(ε) · eε∞(χ⊗ sgnv, ι∞(tε))
= sgnv(ε) · λχ⊗sgnv,EK(µ)(tε).
Summing up, we obtain
λχ,EK(µ)(t) =
∑
ε
λχ,EK(µ)(tε) =
∑
ε
sgnv(ε) · λχ⊗sgnv,EK(µ)(tε). (43)
Complex conjugation τK ∈ Gal(EK/Q) leaves the direct sum decomposi-
tions (16) and (19) invariant, but permutes the direct factors. By Theorem 2.4,
this action is trivial if and only if 2 | m, i.e. if and only if
im ∈ Q.
Let us suppose
√−1 6∈ QK(µ) and 2 ∤ m. Choose a real place v0 of F and
consider the K0-submodule
Bv0,EK(µ) :=
∑
ε∈ker sgnv0
ε · B◦q(µ)EK(µ) ⊆ Bq(µ)EK(µ),
where the sum ranges over all possible products ε of the elements lv with v 6= v0.
Then
Bq(µ)EK(µ) = Bv0,EK(µ) ⊕ lv0 ·Bv0,EK(µ). (44)
The second direct summand on the right hand side is naturally identified with
the dual of Bv0,EK(µ) due to our hypothesis 2 ∤ m. We conclude that τK , as an
automorphism of EK(µ)/QK(µ), and thus of Bq(µ)EK(µ), interchanges the two
direct summands in (44).
Hence τK sends the vector
tv0 :=
∑
ε∈ker sgnv0
tε
to
tτKv0 ∈ lv0 ·Bv0,EK(µ).
Now t is QK(µ)-rational, and thus invariant under τK . The sum decomposition
(41) being unique, we conclude that for each representative ε,
tτKv0 =
∑
ε∈ker sgnv0
tlv0ε =: t−v0 .
Hence the vector
tv0 − t−v0 ∈ i ·Bq(µ)QK(µ) ⊆ Bq(µ)EK(µ).
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is ‘purely imaginary’ (in the Galois theoretic sense in the context of the non-
trivial extension EK(µ)/QK(µ)), and consequently
i · (tv0 − t−v0) ∈ Bq(µ)QK(µ) ⊆ Bq(µ)EK(µ). (45)
Turning our attention to the functionals in (43), we observe
λχ,EK(µ)(t) = λχ⊗sgnv ,EK(µ)(tv0) − λχ⊗sgnv,EK(µ)(t−v0)
= λχ⊗sgnv ,EK(µ)(tv0 − t−v0)
= i · λχ⊗sgnv,EK(µ)(i · (t−v0 − tv0))
∈ λχ⊗sgnv ,QK(µ)(t) · i ·QK(µ),
where the last relation follows from 45 and the rationality property of the func-
tional. Since
sgn∞ = ⊗v0 sgnv0 ,
iteration over the rF real places of F proves the claim in the case
√−1 6∈ QK(µ)
and 2 ∤ m.
If
√−1 ∈ QK(µ) or 2 | m, then the vectors t and t±v0 all lie in the same
QK(µ)-rational model B(µ)QK (µ), and thus the claim follows in this case by the
rationality of the functional as well.
The proof of Theorem 4.10 may be interpreted as an automorphic reflection
of the motivic Corollaire 1.6 in [11]. We will discuss this relation in more detail
in section 5.
Corollary 4.11. For any t ∈ Aq(µ)QK(µ), and any algebraic quasi-character χ
of H(R) and any k ∈ Z,
λχ[k],QK (µ)(t) ∈ QK(µ) · (ikr
R
Fm · cχ).
Proof. If rRF > 0, we see that by (5), the two quasi-characters
χ[k] = χ⊗ (N⊗k)
and χ lie in the same connected component if and only if 2 | k. In the case
2 ∤ k the character χ[k] lies in the same component as χ⊗ sgn∞. The corollary
follows from Theorem 4.10 and the constancy of cχ and cχ⊗sgn
∞
on connected
components.
We say that an algebraic χ = sgnδ ⊗ (N⊗k) is critical for Π (or Π∞), if
L(s,Π∞) and L(1 − s,Π∨∞) both have no pole at s = k + 12 . For critical χ we
know that
L∞(
1
2
,Π∞ ⊗ χ) 6= 0.
By Corollary 4.5 under Conjecture 4.3 or by Conjecture 4.6, we therefore find
a t0 ∈ Aq(µ)QK(µ) satisfying
Ψ∞(χ, ι∞(t0)) 6= 0,
for any critical χ, Ψ∞(χ, ι∞(t0)) being defined by holomorphic continuation
outside the region of absolute convergence. This implies
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Corollary 4.12. For any t ∈ Aq(µ)QK(µ), any pair of critical quasi-characters
χ, χ′ of H(R) with
χ′ = χ[k]⊗ (sgn∞)δ, k ∈ Z, δ ∈ {0, 1},
we have
Ψ∞(χ
′, ι∞(t)) ∈ QK(µ) · i(k+δ)rRFm ·Ψ∞(χ, ι∞(t0)) ·
L∞(
1
2 + k,Π∞ ⊗ χ)
L∞(
1
2 ,Π∞ ⊗ χ)
,
for every t ∈ Aq(µ)QK(µ).
4.4 Cohomology and Galois actions
For any σ ∈ Aut(C/QK) we have a twisted representation
M(µ)σEσ :=M(µ)E ⊗E,σ−1 σ−1(E)
of G. This twisting operation is compatible with the Galois action (8) on highest
weights. Consider the counit map
ǫ : M(µ)→ (ResQK(µ)/QK M(µ))⊗Q QK(µ),
where the right hand side is defined over QK . This map extends to an E-linear
map
ǫE : M(µ)E → (ResQK(µ)/QK M(µ))⊗QK E,
which fits into a commutative diagram
M(µ)E
ǫE−−−−→ (ResQK(µ)/QK M(µ))E
σ−1
y yσ−1
M(µ)σEσ
ǫE−−−−→ (ResQK(µ)/QK M(µ))Eσ
Simply put, the Galois action on M(µ) is compatible with the intrinsic Galois
action on the C-valued points of the QK-rational module ResQK(µ)/QK M(µ).
In particular, the latter may be thought of as the sum of the Galois conjugates
of M(µ).
Now the same discussion applies mutatis mutandis to Aq(µ) and Aq(µ) ⊗
M(µ)∨ instead of M(µ). Note that restricton of scalars does not commute
with tensor products, but we have natural isomorphisms of (g,K)-modules over
QK(µ):
ResQK(µ)/Q(Aq(µ)⊗M(µ)∨)QK(µ) = ResQK(µ)/Q(Aq(µ))QK (µ) ⊗M(µ)∨
= Aq(µ)⊗ ResQK(µ)/Q(M(µ)∨)QK(µ).
We introduce the QK-group
GK = {g ∈ G | ∃z ∈ Zs : zg = θ(g)} ⊆ G.
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It is the product of K with the maximal Q-split torus in the center Z of G. The
natural isomorphism
K/K0C = GK/GK0C = π0(L),
in light of (15), together with Shapiro’s Lemma, implies
H•(g, GK0;Aq(µ)⊗M(µ)∨)EK(µ) = H•(g, GK0; Γg,Kg,CK0(A◦q(µ)⊗M(µ)∨))EK(µ)
= Ind
π0(L)
π0(L0)
H•(g, GK0;A◦q(µ)⊗M(µ)∨)EK(µ)
= H•(g, GK0;A◦q(µ)⊗M(µ)∨)EK(µ) ⊗Q[π0(L)]
=: H•(g, GK0;A◦q(µ)⊗M(µ)∨)[π0(L)]EK(µ),
as π0(L)-modules.
Introduce the bottom degrees
bRn :=
⌊
n2
4
⌋
, bCn :=
n(n− 1)
2
,
which are the lowest degrees for which the relative Lie algebra cohomology of
non-degenerate cohomological representations of GLn(R) and GLn(C) does not
vanish, and set
d :=
∑
v
bFvn+1 + b
Fv
n .
This is the bottom degree of Lie algebra cohomology for non-degenerate coho-
mological representations of G(R). Since the cohomology of A◦q(µ) in the degree
d is one-dimensional, the standard descent argument [28, Proposition 1.1] to-
gether with the Homological Base Change Theorem in loc. cit. shows that we
have a natural isomorphism of π0(L)-modules
Hd(g, GK0;Aq(µ)⊗M(µ)∨)QK(µ) = QK(µ)[π0(L)]. (46)
Applying the same restriction of scalars argument again, we see that
Hd(g, GK0; ResQK(µ)/Q(Aq(µ)⊗M(µ)∨)) = ResQK(µ)/Q QK(µ)[π0(L)]
is defined over QK . Over C it comes with a natural action of Aut(C/QK), and
this action has an extension to a global QK-structure on the space of regular
algebraic cusp forms, cf. Theorem A of [28].
4.5 Cohomological test vectors
We have a natural isomorphism
H•(g, GK0;Aq(µ)⊗M(µ)∨)QK(µ) = H0(GK0;
•∧
(g/gk)∨⊗Aq(µ)⊗M(µ)∨)QK(µ)
(47)
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of π0(L)-modules, since the standard complex computing the relative Lie alge-
bra cohomology degenerates in our case. This is well known over C (cf. combine
Proposition 3.1 in Borel-Wallach [7] with Proposition 3.1 in [28]), and this al-
ready implies the claim over QK(µ).
The structure of (g,K)-cohomology has been studied in general by Vogan
and Zuckerman in [55]. In particular, the canonical embedding
H0(GK0;
•∧
(g/gk)∨⊗Bq(µ)⊗M(µ)∨)QK(µ) → H0(GK0;
•∧
(g/gk)∨⊗Aq(µ)⊗M(µ)∨)QK(µ)
is an isomorphism. Any cohomology class
h ∈ Hd(g, GK0;Aq(µ)⊗M(µ)∨)QK(µ)
has by (47) a unique representative
h =
s∑
p=1
ωp ⊗ ap ⊗mp ∈ H0(GK0;
d∧
(g/gk)∨ ⊗Bq(µ)⊗M(µ)∨)QK(µ),
with
ωp ∈
d∧
(g/gk)∨QK(µ), ap ∈ Bq(µ)QK(µ), mp ∈ M(µ)∨QK(µ), 1 ≤ p ≤ s.
Identifying Zs with the maximal Q-split torus in the center of G and observe
that H ∩ Zs = 1.
Consider the diagonal embedding (h/l)QK(µ) → (g/gk)QK(µ), which dually
induces a projection (g/gk)∨QK(µ) → (h/l)∨QK(µ). The d-th exterior power of this
map gives rise to the restriction map
ResGH :
d∧
(g/gk)∨QK(µ) →
d∧
(h/l)∨QK(µ),
where the right hand side is one-dimensional due to the numerical coincidence
d = dim h/l. We fix a QK(µ)-rational basis vector
0 6= w0 ∈
d∧
(h/l)QK(µ).
The choice of w0 amounts to choosing an isomorphism of vector spaces
d∧
(h/l)∨QK(µ) → QK(µ), ω 7→ ω(w0).
The left hand side is a one-dimensional L-module via the adjoint action on h/l,
and we furnish the right hand side with an action of L such that the above map
becomes L-linear. The resulting one-dimensional L-module is denoted L. It is
of finite order: L⊗2 ∼= 1.
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Assume that the character N⊗k is critical for M(µ)∨ and fix a non-zero
element
0 6= ξk ∈ HomH(M(µ)∨,N⊗k)QK(µ).
By [31, Theorem 2.3] (or remark 3.1), all finite order twists
χ = N⊗k ⊗ sgnδ∞, δ ∈ {0, 1}r
R
F ,
are critical quasi-characters of H(R). Now for each such χ and any
λ ∈ Homh,C(Aq(µ), χ−1)QK(µ),
theQK(µ)-rational functionals λ and ξk induce aQK(µ)-rational π0(L)-equivariant
map
H(λ⊗ ξk) : Hd(g, GK0;Aq(µ)⊗M(µ)∨)QK(µ)
λ⊗ξk−−−−→ Hd(h,ML0;χ−1[k])QK(µ).
By Poincare´ duality, our choice of vector w0 induces an isomorphism
Hd(h,ML0;χ−1[k])QK(µ) → (L ⊗ sgnδ∞)QK(µ),
of π0(L)-modules. The composition of the latter with H(λ ⊗ ξk), provides us
with a π0(L)-equivariant map
I(λ⊗ ξk) : Hd(g, GK0;Aq(µ)⊗M(µ)∨)QK(µ) → (L ⊗ sgnδ∞)QK(µ),
which on the level of complexes is given explicitly by
h =
s∑
p=1
ωp ⊗ ap ⊗mp 7→
s∑
p=1
ωp(w0)⊗ λ(ap)⊗ ξk(mp).
4.6 The global period relation
Let χ = ⊗vχv be an algebraic Hecke character of F with
χ∞ = N⊗k(χ) ⊗ sgnδ(χ)∞
critical. The period Ω(χ∞) ∈ C× in the global special value formula (cf. Theo-
rem 1.1 [42]),
Λ(12 ,Π⊗ χ)
G(χ)m · Ω(χ∞) ∈ QK(µ, χ)
arises as follows. We fix for each signature δ ∈ {0, 1}rRF a generator
hδ ∈ Hd(g, GK0;Aq(µ)⊗M(µ)∨)QK(µ) = QK(µ)[π0(L)]
of the generalized sgnδ∞-eigenspace for the action of π0(L) = π0(Kn). In our
application to χ we’ll specialize later to the δ satisfying the compatibility con-
dition
sgnδ∞ = L ⊗ sgnδ(χ)+k(χ)∞ . (48)
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Combined with a choice of factorizable Whittaker vector
t(∞) = ⊗vtv ∈ W (Π(∞), ψ(∞)),
at the finite places v ∤∞, the cohomological vector hδ gives rise to a cohomology
class
tδ :=
s∑
p=1
ωp ⊗ (ι∞(ap)⊗ t(∞))⊗mp ∈ Hd(g, GK0;W (Π, ψ)(K) ⊗M(µ)∨)C.
Inverse Fourier transform turns this class into an automorphic cohomology class
ϑδ :=
s∑
p=1
ωp ⊗ Θ(ι∞(ap)⊗ t(∞))⊗mp ∈ Hd(g, GK0; Π(K) ⊗M(µ)∨)C.
Via the realization
Π ⊆ L20(G(Q)Z(A)\G(A);ωΠ),
this class gives then rise to a global cohomology class
c(tδ) ∈ Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)∨C),
with coefficients in the local system associated toM(µ)∨, and a suitable compact
open K(∞) which is small enough that t′ is K(∞)-invariant and additonally the
underlying orbifold is a manifold.
Now the cohomology with compact support carries a naturalQK(µ)-structure,
inherited from the QK(µ)-structure of the rational representationM(µ). By the
work of Clozel [9], we know that Π(∞) is defined over its field of rationalityQ(Π).
Since the map t 7→ c(t) is Hecke-equivariant, and since Π(∞) occurs in degree d
with multiplicity one by Matsushima’s Formula, we may, under the assumption
that tδ is chosen in the natural Q(Π)-rational structure of W (Π
(∞),Ψ(∞)) (cf.
[15, 37, 43]), renormalize c(t′) via a scalar Ω(tδ) ∈ C×, such that
Ω(tδ) · c(tδ) ∈ Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)Q(Π)). (49)
To each algebraic Hecke character χ over F , that we interpret as a character
of H(A) via composition with the determinant, we may associate a cohomology
class as follows. We denote the corresponding character of H as (k(χ)). Then
attached to χ is a rational cohomology class
cχ ∈ H0(H(Q)\H(A)/L(R)0L(∞)(χ); (k(χ))
Q(χ)
),
where L(∞)(χ) ⊆ K(∞) ∩H(A(∞)) is a compact open such that the finite order
character χ factors over det(L(∞)(χ)).
The natural map
Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)∨Q(Π)) →
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Hdc (H(Q)\H(A)/L(R)0L(∞);M(µ)∨Q(Π)) →
(−)∪cχ−−−−−→ Hdc (H(Q)\H(A)/L(R)0L(∞);M(µ)∨ ⊗ (k(χ))Q(Π,χ)),
together with Poincare´ duality for the right hand side, induces the modular
symbol
Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)∨Q(Π)) → H
0(Γ;M(µ)∨ ⊗ (k(χ))Q(Π)),
where Γ ⊆ H(Q) is the arithmetic subgroup corresponding to L(∞).
Composition of the modular symbol with ξk provides us with a π0(L)-
equivariant map
Hdc (G(Q)\G(A)/GK(R)0K(∞);M(µ)Q(Π)) → (N
⊗k+k(χ))Q(Π).
The image of the normalized class (49) under this map is essentially the algebraic
part of the L-value L(12+k,Π⊗χ). To be more precise, the image of Ω(tδ)−1·c(tδ)
under this map computes the global integral
Ω(tδ)
−1 ·
r∑
p=1
ωp(w0) · I(1
2
+ k, χ,Θ(ι∞(ap)⊗ t(∞))) · ξk(mp) ∈ N⊗kC ,
an expression that vanishes whenever the compatibility condition (48) is vio-
lated, i.e. we may assume that
sgnδ+k∞ = L ⊗ sgnδ(χ)+k(χ)∞ .
By the non-archimedean period relation calculated by Raghuram-Shahidi in [43,
Theorem 4.1], we know that we may find aQ(π, χ)-rational t(∞) ∈ W (Π(∞), ψ(∞)),
such that
e(∞)(χ(∞)| · |sA(∞) , t(∞)) = G(χ)mL(s,Π(∞) ⊗ χ(∞)),
wherem is as before. In other words, the image of the corresponding cohomology
class c(tδ) under the modular symbol and ξk computes the value
G(χ)m · Λ(1
2
+ k,Π⊗ χ) ·
r∑
p=1
ωp(w0) · e∞(1
2
+ k, χ∞, ι∞(ap)) · ξk(mp).
Now the values ap lie in the same QK(µ)-rational subspace as the good test
vector t, and by Corollary 4.12 we conclude the proof of the desired period
relation. We obtain the global
Theorem 4.13. Let n ≥ 1. If n ≥ 3 or n ≥ 2 if F admits a complex place,
assume the validity of Conjecture 4.3 or of Conjecture 4.6 for a balanced weight
µ of G.
Let (Π1,Π2) be a pair of regular algebraic irreducible cuspidal automorphic
representations of GLn+1(AF ) and GLn(AF ) respectively. Assume that Π∞ =
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Π1⊗̂Π2 is of balanced cohomological weight M. Denote by s0 = 12 + k the left
most critical value of the Rankin-Selberg L-function L(s,Π1 × Π2) (such an s0
exists).
Then there exist non-zero periods Ω±, numbered by the characters ± of
π0((F⊗QR)×), such that for each critical half integer s1 = 12+k1 for L(s, π×σ),
and each finite order Hecke character
χ : F×\A×F → C×,
we have
L(s1,Π1 × (Π2 ⊗ χ)
G(χ)
(n+1)n
2 Ω(−1)k1 sgnχ
∈ L(s0,Π1,∞ ×Π2,∞)
L(s1,Π1,∞ ×Π2,∞) · i
k1[F :Q]
(n+1)n
2 Q(Π1,Π2, χ).
Furthermore, for every τ ∈ Aut(C/Q),
i−k1[F :Q]
(n+1)n
2
L(s1,Π1,∞ ×Π2,∞)
L(s0,Π1,∞ ×Π2,∞) ·
L(s1,Π
τ
1 × (Πτ2 ⊗ χτ )
G(χτ )
(n+1)n
2 Ω(−1)k1 sgnχτ
=
(
i−k1[F :Q]
(n+1)n
2
L(s1,Π1,∞ ×Π2,∞)
L(s1,Π1,∞ ×Π2,∞) ·
L(s0,Π1 × (Π2 ⊗ χ)
G(χ)
(n+1)n
2 Ω(−1)k1 sgnχ
)τ
.
5 Deligne’s Conjecture
5.1 Motives and Deligne’s Conjecture for M(Π1)⊗M(Π2)⊗
χ
Attached to Π1 and Π2 are conjectural simple motives M(Π1) and M(Π2) of
ranks n+1 and n over F, characterized by suitable identities of L-functions, cf.
[9]. By Grothendieck’s Standard Conjectures, we expect the category of motives
to be tannakian, i.e. in particular it is expected to be a rigid tensor category,
which allows us to consider the tensor product M(Π) := M(Π1) ⊗ M(Π2).
Assuming this, we expect to have an identity
L(s− 2n− 1
2
,Π1 ×Π2) = L(s,M(Π1)⊗M(Π2)). (50)
Attached to M(Π1) ⊗ M(Π2) is a collection of realizations. Apart from
the ℓ-adic realizations for which we have candidates by recent work of Harris-
Lan-Taylor-Thorne and Scholze whenever F is totally real or a CM field, the
Betti (or Hodge) and the de Rham realizations feature prominently in Deligne’s
Conjecture on special values [11].
Using these, Deligne defines for each finite order character ε of
π0((F ⊗Q R)×) = π0(L),
complex periods
cε =
∏
v
cǫ(1v)v (M(Π1)⊗M(Π2)), (51)
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well defined modulo the field of rationality E = Q(Π1,Π2), which by our identi-
fication of L-functions (50) comes with a fixed embedding E → C. Furthermore,
Deligne defines natural numbers
dε =
∑
v
dǫ(1v)v
as dimensions of certain cohomology spaces. In the case at hand, dε is expected
to be independent of ε and given by
dε = (rRF + 2r
C
F ) ·
(n+ 1)n
2
= [F : Q] · (n+ 1)n
2
.
In this setting, Deligne’s Conjecture [11, Conjecture 2.8] reads in our case (cf.
(5.1.8) and section 8 in loc. cit., see also [4] for the behaviour under finite order
character twists, as well as [3] for the periods attached to tensor products)
Conjecture 5.1 (Deligne). For each k ∈ Z critical for M(Π1) ⊗M(Π2) and
each finite order character χ : Gal(F/F )→ C× we have
L(k,M(Π1)⊗M(Π2)⊗ χ)
G(χ)[F :Q]·
(n+1)n
2 (2πi)k[F :Q]·
(n+1)n
2 c(−1)k sgnχ
∈ E(χ).
5.2 Compatibility with Deligne’s Conjecture
A direct computation (cf. Proposition 1.5 in [31] and also the formula given on
p. 219 and p. 220 of loc. cit.), it is easy to see that
L(s1, π∞ × σ∞)
L(s0, π∞ × σ∞) ∈ (2π)
(s0−s1)[F :Q]
(n+1)n
2 Q×. (52)
Incorporating the results from the previous section into Theorem 4.13 we
obtain
Theorem 5.2. Let F be a number field and let n ≥ 1. If n ≥ 3 or n ≥ 2 if F
admits a complex place, assume the validity of Conjecture 4.3 or of Conjecture
4.6 for a balanced weight µ of G.
Let Π1, Π2 be a pair regular algebraic irreducible cuspidal automorphic rep-
resentation of GLn+1(AF ) and GLn(AF ) respectively such that Π1⊗̂Π2 is of
balanced cohomological weight µ. Then there exist non-zero periods Ω±, num-
bered by the 2r
C
F characters ± of π0((F ⊗QR)×), such that for each critical half
integer s0 =
1
2 + k for L(s,Π1 ×Π2), and each finite order Hecke character
χ : F×\A×F → C×,
we have, in accordance with Deligne’s Conjecture 5.1,
L(s0,Π1 × (Π2 ⊗ χ))
G(χ)
(n+1)n
2 (2πi)krF
(n+1)n
2 Ω(−1)k sgnχ
∈ QK(Π1,Π2, χ).
Furthermore, this expression is Aut(C/QK)-equivariant.
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Recall that QK = Q whenever F is totally real or a CM field.
Corollary 5.3. Assume that F is totally real or a CM field. Then under the
assumptions of Theorem 5.2 Deligne’s Conjecture 5.1 for the conjectural motive
M(Π1)⊗M(Π2)⊗χ, for a rank 1 Artin motive χ, is equivalent to the statement
Ω(−1)j sgnχ
(2πi)rF
(n+1)n2
2 c(−1)j+n sgnχ
∈ Q(Π1,Π2)×, j ∈ {0, 1}.
The statement of the corollary extends to arbitrary F if we adjoint QK to
the coefficient field E.
Remark 5.4. The statement of Corollary 5.3 leaves out valuable finer structure,
i.e. the conjectural implications that result from the fact that M(Π1)⊗M(Π2)
is a tensor product (cf. [3]), and also the finer description of Deligne’s periods
c± in terms of products of the periods c
±
v (M(Π1)⊗M(Π2)) attached to (real)
archimedean embeddings as in (51) (cf. [4]). These finer results are known for
Hilbert modular forms [19].
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