Given an order-d tensor A ∈ R n×n×...×n , we present a simple, element-wise sparsification algorithm that zeroes out all sufficiently small elements of A, keeps all sufficiently large elements of A, and retains some of the remaining elements with probabilities proportional to the square of their magnitudes. We analyze the approximation accuracy of the proposed algorithm using a powerful inequality that we derive. This inequality bounds the spectral norm of a random tensor and is of independent interest. As a result, we obtain novel bounds for the tensor sparsification problem. As an added bonus, we obtain improved bounds for the matrix (d = 2) sparsification problem.
Our algorithm and our main theorem
Our main algorithm (Algorithm 1) zeroes out "small" elements of the tensor A, keeps "large" elements of the tensor A, and randomly samples the remaining elements of the tensor A with a probability that depends on their magnitude. The following theorem is our main quality-ofapproximation result for Algorithm 1. In the above st (A) is the stable rank of the tensor A, i.e.,
The following corollary focuses on the matrix case (d = 2) and is an immediate consequence of Theorem 1.
Corollary 1. Let A ∈ R n×n (assume n ≥ 300) be a matrix and let A be constructed as described in Algorithm 1. If the sampling parameter s satisfies s = Ω st (A) n ln 3 n ǫ 2 , then, with probability at least 1 − n −1 ,
In the above st (A) is the stable rank of the matrix A, i.e.,
.
In both Theorem 1 and Corollary 1,Ã has, in expectation, at most 2s non-zero entries and the construction ofÃ can be implemented in one pass over the input tensor/matrix A. Towards that end, we need to combine Algorithm 1 with the Sample algorithm presented in Section 4.1 of [2] . Finally, in the context of Definition 1, our result essentially shows that we can get a sparse sketchÃ with 2s non-zero entries.
Comparison with prior work
To the best of our knowledge, for d > 2, there exists no prior work on element-wise tensor sparsification that provides results comparable to Theorem 1. (It is worth noting that the work of [30] deals with the Frobenius norm of the tensor, which is much easier to manipulate, and its main theorem is focused on approximating the so-called HOSVD of a tensor, as opposed to decomposing the tensor as a sum of rank-one components.) For the d = 2 case, prior work does exist and we will briefly compare our results in Corollary 1 with current state-of-the-art. In summary, our result in Corollary 1 outperforms prior work, in the sense that, using the same accuracy parameter ǫ in Definition 1, the resulting matrixÃ has fewer non-zero elements. In [1, 2] the authors presented a sampling method that requires at least O(st (A) n ln 4 n/ǫ 2 ) non-zero entries inÃ in order to achieve the proposed accuracy guarantee. Our result reduces the sampling complexity by a modest, yet non-trivial, O(ln n) factor. It is harder to compare our method to the work of [5] , which depends on the n i,j=1 |A ij |. The latter quantity is, in general, upper bounded only by n A F , in which case the sampling complexity of [5] is much worse, namely O(st (A) n 3/2 /ǫ). However, it is worth noting that the result of [5] is appropriate for matrices whose "energy" is focused only on a small number of entries, as well as that their bound holds with much higher probability than ours. Finally, while preparing this manuscript, the results of [17] were brought to our attention. In this paper, the authors study the · ∞→2 and · ∞→1 norms in the matrix sparsification context. The authors also present a sampling scheme for the problem of Definition 1. Their theoretical analysis is not directly comparable to our results, since the sampling complexity depends on the average of the ratios A 2 ij / max i,j A 2 ij .
Bounding the spectral norm of random tensors
An important contribution of our work is the technical analysis and, in particular, the proof of a bound for the spectral norm of random tensors that is necessary in order to prove Theorem 1. It is worth noting that all known results for the d = 2 case of Theorem 1 are either combinatorial in nature (e.g., the proofs of [1, 2] are based on the result of [16] , whose proof in fundamentally combinatorial) or use simple ǫ-net arguments [5] . To the best of our understanding neither approach can be immediately extended to the d > 2 case, which requires novel tools and methods. Indeed, we are only able to prove the following theorem using the so-called entropy-concentration tradeoff, an analysis technique that has been recently developed by Mark Rudelson and Roman Vershynin [28, 32] . The following theorem presents a spectral norm bound for random tensors and is fundamental in proving Theorem 1.
Theorem 2. Let A ∈ R n×...×n be an order-d tensor and let A be a random tensor of the same dimensions such that EA = A. For any q ≥ 1,
Here c 1 is a small constant.
Preliminaries

Notation
We will use the notation [n] to denote the set {1, 2, . . . , n}. c 0 , c 1 , c 2 , etc. will denote small numerical constants, whose values change from one section to the next. EX will denote the expectation of a random variable X. When X is a matrix, then EX denotes the element-wise expectation of each entry of X. Similarly, Var (X) denotes the variance of the random variable X and P (E) denotes the probability of event E. Finally, ln x denotes the natural logarithm of x and log 2 x denotes the base two logarithm of x. We briefly remind the reader of vector norm definitions. Given a vector x ∈ R n the ℓ 2 norm of x is denoted by x 2 and is equal to the square root of the sum of the squares of the elements of x. Also, the ℓ 0 norm of the vector x is equal to the number of non-zero elements in x. Finally, given a Lipschitz function f : R n → R we define the Lipschitz norm of f to be
For any d-mode or order-d tensor A ∈ R n×...×n , its Frobenius norm A F is defined as the square root of the sum of the squares of its elements. We now define tensor-vector products as follows: let x, y be vectors in R n . Then,
Note that the outcome of the above operations is an order-(d − 1) tensor. The above definition may be extended to handle multiple tensor-vector products, e.g.,
Note that the outcome of the above operation is an order-(d − 2) tensor. Using this definition, the spectral norm of a tensor is defined as
where all the x i ∈ R n are unit vectors, i.e.,
. It is worth noting that
and also that our tensor norm definitions when restricted to matrices (order-2 tensors) coincide with the standard definitions of matrix norms.
Measure concentration
We will need the following version of Bennett's inequality.
.., X n be independent, zero-mean, random variables and assume that
This version of Bennett's inequality can be derived from the standard one, stating:
Here
Var(X i ) and h(u) = (1 + u) ln(1 + u) − u. Lemma 1 follows using the fact that h(u) ≥ u/2 for u ≥ 3/2.
We also remind the reader of the following well-known result on measure concentration (see, for example, eqn. 1.4 of [23] ).
Lemma 2. Let f : R n → R be a Lipschitz function and let f L be its Lipschitz norm. If g ∈ R n is a standard Gaussian vector (i.e., a vector whose entries are independent standard Gaussian random variables), then for all t > 0
The following lemma, whose proof may be found in the Appendix, converts a probabilistic bound for the random variable X to an expectation bound for X q , for all q ≥ 1, and might be of independent interest.
Lemma 3. Let X be a random variable assuming non-negative values. For all t ≥ 0 and non-negative a, b, and h: (a) If P (X ≥ a + tb) ≤ e −t+h , then, for all q ≥ 1,
Finally, we present an ǫ-net argument that we will repeatedly use. Recall from Lemma 3.18 of [22] that the cardinality of an ǫ-net on the unit sphere is at most (1 + 2/ǫ) n . The following lemma essentially generalizes the results of Lecture 6 of [31] to order-d tensors.
Lemma 4. Let N be an ǫ-net for the unit sphere S n−1 in R n . Then, the spectral norm of a d-mode tensor A is bounded by
Notice that, using our notation, A × 1 x 1 . . . × d−1 x d−1 is a vector in R n . The proof of the lemma may be found in the Appendix.
Bounding the spectral norm of random tensors
This section will focus on proving Theorem 2, which essentially bounds the spectral norm of random tensors. Towards that end, we will first apply a symmetrization argument following the lines of [18] . This argument will allow us to reduce the task-at-hand to bounding the spectral norm of a Gaussian random tensor. As a result, we will develop such an inequality by employing the so-called entropy-concentration technique, which has been developed by Mark Rudelson and Roman Vershynin [28, 32] .
For simplicity of exposition and to avoid carrying multiple indices, we will focus on proving Theorem 2 for order-3 tensors (i.e., d = 3). Throughout the proof, we will carefully comment on derivations where d (the number of modes of the tensor) affects the bounds of the intermediate results. Notice that if d = 3, then a tensor A ∈ R n×n×n may be expressed as
In the above, the vectors e i ∈ R n (for all i ∈ [n]) denote the standard basis for R n and ⊗ denotes the outer product operation. Thus, for example, e i ⊗ e j ⊗ e k denotes an tensor in R n×n×n whose (i, j, k)-th entry is equal to one, while all other entries are equal to zero.
A Gaussian symmetrization inequality
The main result of this section can be summarized in Lemma 5. In words, the lemma states that, by losing a factor of √ 2π, we can independently randomize each entry of A via a Gaussian random variable. Thus, we essentially reduce the problem of finding a bound for the spectral norm of a tensor A to finding a bound for the spectral norm of a Gaussian random tensor.
Lemma 5. Let A ∈ R n×n×n be any order-3 tensor and let A be a random tensor of the same dimensions such that E A A = A. Also let the g ijk be Gaussian random variables for all triples
Proof. Let A ′ be an independent copy of the tensor A. By applying a symmetrization argument and Jensen's inequality, we get
Note that the entries of the tensor A − A ′ are symmetric random variables and thus their distribution is the same as the distribution of the random variables ǫ ijk A ijk − A ′ ijk , where the ǫ ijk 's are independent, symmetric, Bernoulli random variables assuming the values +1 and −1 with equal probability. Hence,
The last inequality follows from the submultiplicativity of the tensor spectral norm and the inequality (x + y) q ≤ 2 q−1 (x q + y q ) with q ≥ 1. Now, since the entries of the tensors A and A ′ have the same distribution, we get
We now proceed with the Gaussian symmetrization argument. Let g ijk for all i, j, and k be independent Gaussian random variables. It is well-known that E |g ijk | = 2/π . Using Jensen's inequality, we get
The last equality holds since ǫ ijk |g ijk | and g ijk have the same distribution. Thus, combining the above with eqn. (3) we have finally obtained the Gaussian symmetrization inequality.
Bounding the spectral norm of a Gaussian random tensor
In this section we will seek a bound for the spectral norm of the tensor H whose entries H ijk are equal to g ijk A ijk (we are using the notation of Lemma 5). Obviously, the entries of H are independent, zero-mean Gaussian random variables. We would like to estimate
over all unit vectors x, y ∈ R n . Our first lemma computes the expectation of the quantity H × 1 x × 2 y 2 for a fixed pair of unit vectors x and y.
Lemma 6. Given a pair of unit vectors x and y
The last inequality follows since
we obtain the claim of the lemma. The next lemma argues that H × 1 x × 2 y 2 is concentrated around its mean (which we just computed) with high probability.
Lemma 7. Given a pair of unit vectors x and y
Proof. Consider the vector s = H × 1 x × 2 y ∈ R n and recall that H ijk = g ijk A ijk to get
In the above the e k for all k ∈ [n] are the standard basis vectors for R n . Now observe that all g ijk A ijk x i y j are Gaussian random variables, which implies that their sum (over all i and j) is also a Gaussian random variable with zero mean and variance i,j A 2 ijk x 2 i y 2 j . Let
and rewrite the vector s as the sum of weighted standard Gaussian random variables:
In the above the z k 's are standard Gaussian random variables for all k ∈ [n]. Let z be the vector in R n whose entries are the z k 's and let
We apply Lemma 2 to f (z). First,
We can now compute the Lipschitz norm of f :
From Lemma 2 and Lemma 6 we conclude
An ǫ-net construction: the entropy-concentration tradeoff argument
Given the measure concentration result of Lemma 7, one might be tempted to bound the quantity H × 1 x × 2 y for all unit vectors x and y by directly constructing an ǫ-net N on the unit sphere. Since the cardinality of N is well-known to be upper bounded by 1 + 2 ǫ n , it follows that by getting an estimate for the quantity H × 1 x × 2 y for a pair of vectors x and y in N and subsequently applying the union bound combined with Lemma 4, an upper bound for the norm of the tensor H may be derived. Unfortunately, this simple technique does not yield a useful result: the failure probability of Lemma 7 is not sufficiently small in order to permit the application of a union bound over all vectors x and y in N.
In order to overcome this obstacle, we will apply a powerful and novel argument, the socalled entropy-concentration tradeoff, which has been recently developed by Mark Rudelson and Roman Vershynin [28, 32] . To begin with, we express a unit vector x ∈ R n as a sum of two vectors z, w ∈ R n satisfying certain bounds on the magnitude of their coordinates. Thus, x = z + w, where, for all i ∈ [n],
In the above λ ∈ (0, 1] is a small constant that will be specified later. It is easy to see that z 2 ≤ 1, w 2 ≤ 1, and that the number of non-zeros entries in z (i.e., the ℓ 0 norm of z) is bounded: z 0 ≤ λn.
Essentially, we have "split" the entries of x in two vectors: a sparse vector z with a bounded number of non-zero entries and a spread vector w with entries whose magnitude is restricted. Thus, we can now divide the unit sphere into two subspaces:
Given the above two subspaces, we can apply an ǫ-net argument to each subspace separately. The advantage is that since vectors on B 2,0 only have a small number of non-zero entries, the size of the ǫ-net on B 2,0 is small. This counteracts the fact that the measure concentration bound that we get for vectors in B 2,0 is rather weak since the vectors in this set have arbitrarily large entries (upper bounded by one). On the other hand, vectors in B 2,∞ have many non-zero coefficients of bounded magnitude. As a result, the cardinality of the ǫ-net on B 2,∞ is large, but the measure concentration bound is much tighter. Combining the contribution of the sparse and the spread vectors results to a strong overall bound. We conclude the section by noting that the above two subspaces are spanning the whole unit sphere S n−1 in R n . Using the inequality (
Controlling sparse vectors
We now prove the following lemma bounding the contribution of the sparse vectors (term (5)) in our ǫ-net construction.
Lemma 8. Consider a d-mode tensor A and let H be the d-mode tensor after the Gaussian symmetrization argument as defined in Section 3.2. Let α and β be
For all q ≥ 1,
Proof. Let K = λn and let B 2,0,K be the K-dimensional subspace defined by
Then, the subspace B 2,0 corresponding to vectors with at most K non-zero entries can be expressed as a union of subspace of dimension K, i.e., B 2,0 = B 2,0,K . A simple counting argument now indicates that there are at most
We now apply the ǫ-net technique to each of the subspaces B 2,0,K whose union is the subspace B 2,0 . First, let us define N B 2,0,K to be the 1/2-net of a subspace B 2,0,K . Lemma 3.18 of [22] bounds the cardinality of N B 2,0,K by 5 K . Applying Lemma 4 with ǫ = 1/2 we get sup
Combining the above with Lemma 7 which bounds the term H × 1 x × 2 y for a specific pair of unit vectors x and y and taking the union bound over all x, y ∈ N B 2,0,K , we get
In the above α and β are defined in eqns. (9) and (10) respectively. We now explain the 5 K d−1 term in the failure probability. In general, the product H × 1 x × 2 y · · · should be 
In
Controlling spread vectors
We now prove the following lemma bounding the contribution of the spread vectors (term (6)) in our ǫ-net construction.
Lemma 9. Consider a d-mode tensor A and let H be the d-mode tensor after the Gaussian symmetrization argument as defined in Section 3.2. Let α be defined as in eqn. (9) . For all q ≥ 1,
assuming that 16λn ≥ ln 2.
It is worth noting that the particular choice of the lower bound for λn is an artifact of the analysis and that we could choose smaller values for λn by introducing a constant factor loss in the above inequality.
Proof. Our strategy is similar to the one used in Lemma 8. However, in this case, the construction of the 
We now define the following two sets of vectors N 1 and N 2 :
Our 1 2 -net for B 2,∞ will be the set
Our first lemma argues that N B 2,∞ is indeed a 1 2 -net for B 2,∞ . Lemma 10. For all x ∈ B 2,∞ there exists a vector z ∈ N B 2,∞ such that
Proof. Consider a vector x ∈ B 2,∞ with coordinates x i for all i ∈ [n]. If
then we set z i = 0. This choice of z is clearly in N B 2,∞ and implies that for all i ∈ [n],
λn which concludes the lemma.
Given our definitions for N 1 , N 2 and N B 2,∞ , it immediately follows that any vector in N B 2,∞ can be expressed as a sum of two vectors, one in N 1 and one in N 2 . Combining the above lemma with Lemma 4, we get
It is important to note that the last inequality would have a total of 2 d−1 terms (as opposed to four) for the general case of order-d tensors. Our final bound accounts for all these terms and we will return to this point later in this section. Our next lemma bounds the number of vectors in N 1 and N 2 .
Lemma 11. Given our definitions for N 1 and N 2 , |N 1 | ≤ e 4λn ln(e/λ) and |N 2 | ≤ e 16λn ln(e/λ) .
Proof. We focus on N 1 ; the proof for N 2 is similar. For all z ∈ N 1 , the number of non-zero entries in z is at most 4λn, since z 2 ≤ 1. Let γ = 4λn and notice that the number of non-zero entries in z (the "sparsity" of z, denoted by s) can range from 1 up to γ. For each value of the sparsity parameter s, there exist 2 s n s choices for the non-zero coordinates ( n s positions times 2 s sign choices). Thus, the cardinality of N 1 is bounded by
ln(e/2λ) ≤ e 4λn ln(e/λ) .
We now proceed to estimate the quantity H × 1 x × 2 y 2 over all vector combinations that appear in eqns. (14) and (15) .
Lemma 12. Using our notation,
The same bound holds if the sup is evaluated over all pairs of vectors x, y ∈ N 2 or over all pairs of vectors x ∈ N 1 , y ∈ N 2 or over all pairs of vectors x ∈ N 2 , y ∈ N 1 .
Proof. We only prove the bound for x, y ∈ N 1 , since the other three bounds can be proven in the same way. (It is worth noting here that slightly different -and sometimes tighter, at least up to constants -bounds emerge for the other three cases, but presenting them would further complicate our presentation and thus are omitted.) We can exactly follow the proof of Lemma 7. The only difference is that the bounds for the Lipschitz norm of the function f must be modified. More specifically, in this case,
In the above we used the fact that y 2 ≤ 1 and
. We continue by replicating the proof of Lemma 7 in order to get (recall the definition of α from eqn. (9)):
Taking the union bound over all possible combinations of vectors x and y in N 1 and using Lemma 11 we get P sup
where the (d − 1) factor appears in the exponential because of a union bound over all d − 1 vectors that could appear in the product H × 1 x × 2 y 2 · · · . Proving the lemma is now trivial using 4(d − 1) ≤ 16d; this bound is chosen in order to hold for all four combinations of vectors x and y in N 1 and/or N 2 .
Using the bounds of Lemma 12 we get
In the above, the sum is over all possible combinations of vectors x, y, . . . in N 1 and/or N 2 . In general, there are at most 2 d−1 such combinations (thus, when d = 3 there exist only four combinations). We are now ready to apply Lemma 3 with a = 2 d−1 α, b =
Combining with eqns. (14) and (15), we derive
We now proceed by substituting the values of a, b, and h in the above equation. To conclude the proof of Lemma 9 we note that under our assumption on λn and using the fact that λ is between zero and one, we get (d − 1) ln 2 ≤ 16dλn ln (e/λ).
Controlling combinations of sparse and spread vectors
We now prove the following lemma bounding the contribution of combinations of sparse and spread vectors (terms (7) and (8)) in our ǫ-net construction.
Lemma 13. Consider a d-mode tensor A and let H be the d-mode tensor after the Gaussian symmetrization argument as defined in Section 3.2. Let α be defined as in eqn. (9) . For all q ≥ 1,
assuming that 15λn ≥ (ln 2) / (1 + ln 5).
Proof. Let x ∈ B 2,∞ and y ∈ B 2,0 . In Sections 3.2.2 and 3.2.3 we defined N B 2,0 (a 1/2-net for B 2,0 ) and N B 2,∞ (a 1/2-net for B 2,∞ ). Recall that for K = λn, B 2,0 was the union of n K K-dimensional subspaces B 2,0,K . Consequently, the 1/2-net N B 2,0 is the union of the 1/2-nets N B 2,0,K (each N B 2,0,K is the 1/2-net of B 2,0,K ). Recall from Section 3.2.2 that the cardinality of N B 2,0 is bounded by
We apply Lemma 4 to get sup x∈B 2,∞ ,y∈B 2,0
It is now important to note that for a general d-mode tensor H the above product H × 1 x × 2 y × 3 · · · would be computed over d − 1 vectors, with at least one those vectors (w.l.o.g. x) in N B 2,∞ and at least one of those vectors (w.l.o.g. y) in N B 2,0 . Each of the remaining (d − 3) vectors could belong either to N B 2,0 or to N B 2,∞ . In order to proceed with our analysis, we will need to further express the vectors belonging to N B 2,∞ as a sum of two vectors belonging to N 1 and N 2 respectively. (The reader might want to recall our definitions for N 1 and N 2 from Section 3.2.3.) Note that since at most (d − 2) vectors in the product H × 1 x × 2 y × 3 · · · might belong to N B 2,∞ , this product can be expressed as a sum of (at most) 2 d−2 terms as follows:
, and x 2 ∈ N 2 . We now need a bound for the ℓ 2 norm for each of the 2 d−2 such terms. Fortunately, this bound has essentially already been derived in Section 3.2.3. We start by noting that the bound of eqn. (16) holds when at least one of the vectors in the product H × 1 x × 2 y · · · belongs to N 1 or N 2 . Thus, the same bound holds for each of the terms that we seek to bound, since each of the terms has at least one vector in N 1 or N 2 , namely
holds for i = 1 or i = 2. We now proceed to upper bound the
where x i is either in N 1 or N 2 , y ∈ N B 2,0 and the remaining (d − 3) vectors are either in N 1 or in N 2 or in N B 2,0 . We apply a union bound by noting that from Lemma 11 the cardinalities of N 1 and N 2 are upper bounded by e 16λn ln(e/λ) . Combining with eqn. (18) we get that the total number of possible vectors over which the sup of eqn. (20) Note that it is not necessary to get a particularly tight bound on the total number of vectors, hence the rather loose d factors that appear in the exponents. A more careful counting argument might result to slightly better constants, but for the sake of clarity we choose to proceed with the above bound. We can now use a standard union bound to get
Recall that the quantity sup x∈N B 2,∞ ,y∈N B 2,0 H × 1 x × 2 y · · · 2 of eqn. (19) could have up to 2 d−2 terms of the above form and thus
We are now ready to apply Lemma 3 with a
α, and h = 17dλn ln (5e/λ)
Combining with eqn. (19) we get
We now proceed by substituting the values of a, b, and h in the above equation. To conclude the proof of the lemma we note that under our assumption on λn and using the fact that λ is between zero and one, we get (d − 2) ln 2 ≤ 15dλn ln (5e/λ).
Concluding the proof of Theorem 2
Given the results of the preceding sections we can now conclude the proof of Theorem 2. We combine Lemmas 8, 9, and 13 in order to bound terms (5), (6), (7), and (8). First,
In the above bound we leveraged the observation that the right-hand side of the bound in Lemma 9 is also an upper bound for the right-hand side of the bound in Lemma 13 for all λ ≤ 1. It is also crucial to note that the constant 2 d−1 − 1 that appears in the second term of the above inequality emerges since for general order-d tensors we would have to account for a total of 2 d−1 terms in the last inequality of Section 3.2.1. Clearly, for order-3 tensors, this inequality has a total of four terms. We now set λ = e n (with e = 2.718 . . .) and note that our choice satisfies the constraints on λ in both Lemmas 9 and 13. Simple algebraic manipulations and the fact that β ≤ α (recall eqns. (9) and (10)) allow us to conclude that
where c 1 is a small numerical constant. We now remind the reader that the entries H ijk of the tensor H are equal to g ijk A ijk , where the g ijk 's are standard Gaussian random variables. Thus,
Substituting eqn. (21) to eqn. (2) yields
Finally, we rewrite the E A α q as
More generally, for any order-d tensor, we get
Combining the above inequality and eqn. (22) concludes the proof of Theorem 2.
Proving Theorem 1
The main idea underlying our proof is the application of a divide-and-conquer-type strategy in order to decompose the tensor A − A as a sum of tensors whose entries are bounded. Then, we will apply Theorem 2 and Corollary 2 in order to estimate the spectral norm of each tensor in the summand independently.
To formally present our analysis, let A [1] ∈ R n×...×n be a tensor containing all entries
s ; the remaining entries of A [1] are set to zero. Similarly, we let A [k] ∈ R n×...×n (for all k > 1) be tensors that contain all entries Finally, the tensors A [k] (for all k = 1, 2, . . .) contain the (rescaled) entries of the corresponding tensor A [k] that were selected after applying the sparsification procedure of Algorithm 1 to A. Given these definitions,
Let ℓ = log 2 n d/2 / ln 2 n . Then,
Using the inequality (E(x + y) q ) 1/q ≤ (Ex q ) 1/q + (Ey q ) 1/q , we conclude that
The remainder of the section will focus on the derivation of bounds for terms (23), (24), and (25) of the above equation.
Term (23): Bounding the spectral norm of
The main result of this section is summarized in the following lemma.
Lemma 14. Let q = ln n. Then,
where c 2 is a small numerical constant.
Proof. For notational convenience, let B = A [1] − A [1] and let B i 1 ...i d denote the entries of B. Recall that A [1] only contains entries of A whose squares are greater than or equal to
s . Also, recall that A [1] only contains the (rescaled) entries of A [1] that were selected after applying the sparsification procedure of Algorithm 1 to A. Using these definitions, B i 1 ...i d is equal to:
We will estimate the quantity (E B q 2 ) 1/q via Corollary 2 as follows:
Towards that end, we will need to bound the d terms
Since these terms are essentially the same, we will only bound the first one. By Ex ≤ √ Ex 2 for any x ≥ 0,
In order to bound ES q , we will first find probabilistic estimates for S i 2 ...i d and S, and then estimate the quantity ES q via Lemma 3. Simple algebra and our bounds on the entries of A i 1 ...i d that are included in B give:
We can now apply Bennett's inequality to bound S i 2 ...i d . Formally, we bound the sum
since every entry in the above summand is bounded (in absolute value) by one. Clearly, the expectation of the above sum is at most n and its variance is at most 4n. Thus, from Bennett's inequality, we get
, set t = 6n + 2τ for τ ≥ 0, and rearrange terms to conclude
An application of the union bound over all
Since S = max i 2 ,...,i d S i 2 ...i d , we can apply Lemma 3 with a = 7n, b = 2, and h
By letting q = ln n, we obtain
The same bound can also be derived for the expectation of all d terms of eqn. (27) . We now substitute these bounds in eqn. (26):
which completes the proof of the lemma. (24): Bounding the spectral norm of
Term
We now focus on estimating the spectral norm of the tensors
The following lemma summarizes the main result of this section.
where c 3 is a small numerical constant.
Proof. For notational convenience, we let A i 1 ...i d denote the entries of the tensor A [k] . Then,
for those entries 
We now follow the same strategy as in Section 4.1 in order to estimate the expectation terms in the right-hand side of the above inequality (i.e., we focus on the first term (j = 1) only). First, note that
. Then, using eqn. (28) , the definition of p i 1 ...i d , and δ 2
We now seek a bound for the expectation E max i 2 ,...,
The following lemma, whose proof may be found in the Appendix, provides such a bound.
Combining Lemma 16 and equation (30), we obtain
The same bound can be derived for all other terms in eqn. (29) . Thus, substituting in eqn. (29) we get the claim of the lemma.
Term (25): bounding the tail
We now focus on values of k that exceed ℓ = log 2 n d/2 / ln 2 n and prove the following lemma, which immediately provides a bound for term (25) .
Lemma 17. Using our notation,
Proof. Intuitively, by the definition of A [k] , we can observe that when k is larger than ℓ = log 2 n d/2 / ln 2 n , the entries of A [k] are very small, whereas the entries of A [k] are all set to zero during the second step of our sparsification algorithm. Formally, consider the sum 
where the squares of all the entries of D are at most
Completing the proof of Theorem 1
Theorem 1 emerges by substituting Lemmas 14, 15, and 17 to bound terms (23), (24) , and (25) .
First of all, we will apply the three lemmas with q = ln n; this immediately implies that the quantities d 1/q that appear in the first two lemmas are bounded by a constant. Also, we will use the assumption that d ≤ 0.5 ln n; the fact that n ≤ n d/2 for all d ≥ 2; and the fact that 2d ln n ≤ 2n, since n ≥ 300 and d ≤ 0.5 ln n. Then, by manipulating/removing constants we get:
In order to further simplify the right-hand side of the above inequality, we observe that for n ≥ 300, √ ln n ≤ log 2 n d/2 / ln 2 n . Thus, the second term in the right-hand side of the above inequality dominates, and thus there exists some constant c 4 such that
In the last inequality, we dropped the ln 2 n factor from the denominator of the log 2 expression (this results to a slight loss of tightness, but simplifies our final result) and manipulated the simplified log 2 expression. Applying Markov's inequality, we conclude that
holds with probability at least 1 − n −1 . Theorem 1 now follows by setting s to the appropriate value.
Open problems
An interesting open problem would be to investigate whether there exist algorithms that, either deterministically or probabilistically, select elements of A to include inÃ and achieve much better accuracy than existing schemes. For example, notice that our algorithm, as well as prior ones, sample entries of A with respect to their magnitudes; better sampling schemes might be possible. Improved accuracy will probably come at the expense of increased running time. Such algorithms would be very interesting from a mathematical and algorithmic viewpoint, since they will allow a better quantification of properties of a matrix/tensor in terms of its entries. Finally, we conclude that
which is the claim of the lemma. In the above we used the positivity of a, b, and h as well as the fact that 1 + √ 4q ≤ 3 √ q for all q ≥ 1.
Proof of eqn. (31).
Proof. We now compute the integral When q is even, we get Proof. We start by noting that every vector z ∈ S n−1 can be written as z = x + h, where x lies in N and h 2 ≤ ǫ. Using the triangle inequality for the tensor spectral norm, we get It is now easy to bound the second term in the right-hand side of the above equation by ǫ A 2 . Thus,
Repeating the same argument recursively for the tensor A × 1 x etc. we obtain the lemma.
Proof of Lemma 16.
Proof. Let S = max i 2 ,...,i d n i 1 =1 δ i 1 ...i d . We will first estimate the probability P(S ≥ t) and then apply Lemma 3 in order to bound the expectation ES q . Recall from the definition of δ i 1 ... We can now apply Bennett's inequality in order to get P(X > t) = P 
The last inequality follows since q ≤ ln n. We now note that, clearly, 5n2 −k ≤ 5n d/2 2 −k for all d ≥ 2. Also, using our assumption d ≤ 0.5 log n as well as k ≤ log 2 n d/2 / ln 2 n , we can prove that 2d ln n ≤ n d/2 2 −k .
Substituting the above bounds in eqn. (32) concludes the proof of the lemma.
