<1?(x, y) = G(x, y) + AH(A(x)) (1) x* = argmin<1?(x, y), (2) x where A is a linear operator. In this study, we consider the cases of D = 2,3. The data term links the measurements and the object; in CT, due to the large number of photons detected it is generally modeled as a least square term (LS): (3) where K is the projection operator, s. t. 11K x _ Yl 1 2 = 'L: 'Lf ((Kpx)j -yp j) 2. The penalty term in (1) expresses our prior knowledge about the object. For instance, penalties on the L l norm of some linear transform A of the image can be used to enforce the sparsity of the transformed coefficients. Examples of such transforms are the gradient of the image (A = V), as in the isotropic total variation (TV) penalty [1] M H(A(x)) = II Vx lll = L I Vxj l , j= l
where I . I stands for the euclidian norm, or some multi scale decomposition, like the curvelet or shearlet transforms [3, 4] . Both the TV and the curvelet penalties favor flat regions between sharp transitions. While the block-iterative algorithm SART (Algorithm 1) [5] can be used to decrease the LS term (3), more sophisticated approaches are needed to minimize the full cost function (1 
End for
To this end, numerous algorithms have been designed, among which the prior-image-constrained-compressed-sensing (PICCS) [6] , the adaptive-steepest-descent-projection-onto convex-subsets algorithm (ASD-POCS) [7, 8] the Iterative Soft Thresholding Algorithm (ISTA) [9, 10] and the SART TV algorithm [11] . When A = V, and H = 11.111' these four algorithms however require the iterative solution of a sub-problem at each iteration. SART-TV moreover needs a differentiable approximation of the TV penalty but has, like ISTA, proven convergence. Recently, Chambolle and Pock introduced a primal-dual approach able to solve (1) based on the Legendre-Fenchel transform and the convex optimization framework [12] [13] [14] .
These algorithms however converge slowly. Let E n = <1?(xn, y) -<1?(x*, y). Then, for ISTA, E n decreases as n-l . A faster version of ISTA (FISTA) results in a decrease of E n as n -2 . In this scheme, the ISTA iteration is applied on a well-chosen linear combination of x n and x n-l , instead of being applied on x n only [15] .
Recently, Loris and Verhoeven (2011) [16] designed a generalization of ISTA (GISTA) having the following properties: (i) able to handle a non smooth and non invertible penalty term such as (4), (ii) having proven convergence, (iii) being explicit, ie not requiring the iterative solving of a subproblem at each iteration, and (iv) reducing to ISTA when A is orthogonal.
We present first results of phantom data acquired on a scanner consisting of a flat panel detector and a cone-beam X-ray source, in which, instead of being collimated in a two dimensional fan, the X-ray beam is cone-shaped [17] . We also study the optimal initialization, propose a new restart-strategy designed to speed up the algorithm, and introduce an innovative reconstruction scheme using a linear combination of the two previous iterations to accelerate the convergence at the initial iterations. Numerical results based on simulations and real phantom data are then presented.
II. THE GIST ALGOR I THM
The GIST algorithm, using the isotropic TV penalty (A = V) and the auxiliary variable wn E R DxM reads:
Algorithm 2 : GISTA Initialization:
The bold operators V and VT are pixel-wise versions of the discrete gradient V and its transpose VT, so that:
with Ui E lR D , and l Ui I depicting its euclidian norm.
The GIST algorithm is similar but not reducible to a particular case of the algorithm minimizing (1) derived from the Chambolle and Pock framework [12, 13] 
(Algorithm 3).
This algorithm uses auxiliary variables wn E lR DxM and p n E lR P x J .
Algorithm 3 : Chambolle and Pock derived algorithm
Initialization:
In implementing algorithm 3, caution must be taken to adapt the dimensions of K to those of the V. 
III. How TO SPEED UP ?
In the clinical routine, the reconstruction time is critical, and algorithms are usually terminated before convergence. For this reason, an efficient algorithm must quickly reach an image of desired quality.
A. Initialization matters
Instead of being initialized with a zero image, GISTA could be initialized with the output of S iterations of SART. We investigated the optimal number S o in the following sense : let <I> s (xn) be the value at iteration n of the cost function of GISTA initialized with S iterations of SART. Then S o is optimal if (lc/n < N)(lc/S -=1= S o ) <I> So (xn) < <I>s(xn). We chose N = 10 4 iterations, because the difference between the different <I>s(xn) for n > 10 4 is negligible.
To this end, we simulated fan beam CT data for the 2D forbild thorax phantom [19] , leading to a matrix of P = 200 projections and J = 600 pixels/projection, and added the Poisson noise corresponding to 10 4 incident photons per line of response. We then reconstructed images of size M = 600 x 600 and the same pixel size as the data, with several '\, starting the GISTA reconstruction with 0 to 5 iterations of SART. We used Joseph's projector and a matched backprojector [20] . Fig 2 (top) illustrates that several iterations of SART may be needed to initialize GISTA. For instance, the lowest cost function for ,\ = 0.0025 is achieved with 4 initial iterations of SART. Fig 2 (bottom) shows that the optimal number of initial SART iterations decreases with increasing '\, accounting for the relative importance of the TV and LS terms. For,\ > 10-1 , we did not succeed to lower the cost function using less than P projections in a single SART iteration. 6 "" 'T----n---,,.--,-;;;----,-,---- combined the two previous images x n and x n-1 E lR M , and the two previous intermediate variables w n and w n-1 E lR DxM with the same weights as those of FISTA (Algorithm 4).
Algorithm 4 : FGISTA Initialization:
n -e n x n-1 z n+ l = (1 + e n ) w n -e n w n-1.
FGISTA and GISTA have the same fixed points, which can be seen by letting x n = x n-1 in algorithm 4. Moreover, FGISTA reduces to FISTA when A is an orthogonal transform.
However, we have no proof of convergence of x n . 
2) Results:
We applied FGISTA on the 2D forbild thorax phantom described above, and reported the results for A = 0.25
on Fig 3 and 4. Fig 3 shows that, in our experiment, the FGISTA scheme leads to a lower cost function than GISTA for the first 15 iterations. Afterwards, however, the cost function increases to stabilize at a higher value than the cost function of GISTA. The cost function of FGISTA tends to the cost function of GISTA when the number of unknowns decreases (ie the voxel size increase), but a discrepancy remains present even if the problem becomes over-determined (not shown).
To ensure both speed in the early iterations and convergence, FGISTA could be switched to GISTA when the cost function increases again (brown).
Notice that, in Fig 4 , FGISTA leads to images that are more contrasted than those of GISTA despite its higher cost function even after 100 iterations. This illustrates the known property that the cost function (1) may not always be the best image quality metric.
C. Restarted FGISTA
FISTA is known to exhibit oscillations of the cost function, affecting the convergence speed. To get rid of this behaviour, O'Donohogue and Candes [21] introduced a restart scheme, from which we drew our restarted FGISTA (Algorithm 5):
, w , if <I> ( x n H ) ;::: <I>( x n ):
With this method, the cost function is decreasing faster than GISTA for the first 15 iterations, and then as fast as GISTA afterwards (Fig 3, red) .
D. The restart method
Inspired by the restart of the conjugate gradient algorithm [22] , we finally investigated the effect of a restart strategy on the convergence of GISTA. In this strategy, a restart is defined as letting the intermediate variable w n+ 1 = 0, and performing one SART iteration based on the output of the previous GIST iteration. This method is to a certain extent reminiscent of ASD-POCS [7] , which alternates between the optimization of the LS term and of the TV term. In contrast, RGISTA alternates between the optimization of the LS term and of the full cost function. 1) Results 2D: We applied RGISTA as follows : for A = 0.0025 and A = 0.5, we first performed the optimal number of initial SART iterations. We then ran GIST for a defined number of iterations, after which we performed one restart, followed by GIST iterations. We found that the efficiency of RGISTA to accelerate the convergence in the early iterations (N < 10 2 ) depends on A. In Fig. 5 , we show that a restart after 2 iterations of GISTA leads to the same cost function at iteration 6 as without restart at iteration 18. Our results suggest that the acceleration is the highest for a small A, i.e. when the regularization does not have a large impact on the image.
2) Results 3D: We reconstructed a subset of 100 projections randomly selected out of 720 from the 3D data set described in section II. In this 3D study, we initialized GISTA with the output of one iteration of SART. We then performed 10 iterations of GISTA and applied a restart followed by iterations of GISTA. We then inserted a restart each time the LS curve is decreasing. Fig. 6 shows the cost function and sample images for GISTA and RGISTA, both for a total of 41 iterations, where one iteration stands for one pass through the whole dataset. Fig. 6a , illustrates that while the (LS,TV) curve of GISTA converges smoothly, the LS term of RGISTA decreases at each restart, increasing the TV term. Just before a restart, at the 41th iteration for instance, the LS values are lower with the restart strategy than without. Even though the TV term is slightly higher for RGISTA, it leads to better contrast than the reconstruction without restart (Fig. 6b-d ).
IV. DISCUSSION
In this work, we propose to use the GIST algorithm [16] to reconstruct CT images with a TV penalty. GISTA gathers properties as: proven convergence, no subproblem to solve and reducing to ISTA when A is orthogonal. GISTA with the TV penalty succeeded to reconstruct images with flat regions bounded by sharp gradients. We showed that an adequate initialization improves the convergence in the early iterations, which are of interest in clinical applications. We found that the optimal initialization depended on A. Moreover, an acceleration scheme ' a la FISTA' sounds promising, both because it accelerates the convergence in the early iterations, and because it reaches a stable value, although not to the same value as GISTA. As FGISTA and GISTA share the same fixed points, the problem might be due to rounding errors in the algorithm. This hypothesis is supported by the fact that, in our implementation, the cost function of GISTA increases slowly after rv 1500 iterations, which might also indicate a numerical issue, by analogy with the unstabilities observed by Beck and Teboulle [10] . Another possibility would be that FGISTA enters in a limit cycle. Interestingly, this illustrates that a fixed point algorithm that appears to converge numerically does not necessarily converge to the minimum of the cost function.
Finally, we tested two restart schemes. The first is directly inspired from O'Donohogue and Candes, and was applied to FGISTA. We suggest that this scheme might mitigate the tendency of FGISTA to converge to another value of the cost function than GISTA, although its convergence remains to be proved. The other restart scheme is applied to GISTA itself, and consists in periodically resetting the intermediate variable to zero and performing one SART iteration. We illustrated that in that case, the speed of convergence can be improved, but for small values of the regularization parameters only.
In conclusion, we showed that GISTA, reconstructing images with proven convergence and no internal iteration, can be used in CT reconstruction using the TV penalty. We showed that a careful choice of the initialization speeds up the algorithm in the early iterations. We suggested that a restart scheme might help further, and that a FISTA-Iike scheme might be worth investigating.
