Abstract-In this brief, a graphical approach is developed from an engineering frequency-domain approach enabling prediction of perioddoubling bifurcations (PDB's) starting from a small neighborhood of Hopf bifurcation points useful for analysis of multiple oscillations of periodic solutions for time-delayed feedback systems. The proposed algorithm employs higher order harmonic-balance approximations (HBA's) for the predicted periodic solutions of the time-delayed systems. As compared to the same study of feedback systems without time delays, the HBA's used in the new algorithm include only some simple modifications. Two examples are used to verify the graphical algorithm for prediction: one is the well-known time-delayed Chua's circuit (TDCC) and the other is a time-delayed neural-network model.
I. INTRODUCTION
In the last two decades, there has been continuously increasing interest in studying the coexistence of periodic and chaotic behaviors in nonlinear dynamical systems, such as some electronic devices and physiological organisms. Interdisciplinary research among specialists with different backgrounds from applied and computational mathematics, circuits and systems engineering, physical and biomedical sciences, etc., has been highly motivated and, recently, has become very active. In particular, research on analysis of dynamical behaviors of a living or artificial neural network (modeled by nonlinear circuits) has attracted much attention from the scientific and engineering communities.
In a (living or artificial) neural network, the special feature of multiple oscillations is a mechanism that has been recognized as important for memory storage. Therefore, detecting the coexistence of periodic and chaotic behaviors in a general nonlinear dynamical system has a great impact on understanding and utilizing complex networks; for this purpose, an efficient prediction algorithm is essential.
Still, investigating a complex system with multiple equilibria, periodic solutions, and particularly chaotic behaviors is a real challenge. In order to carry out qualitative analysis, it is preferable to have simple models that possess such complicated, but typical features. For instance, it has been suggested [1] , [2] to use simple electronic circuits as basic prototypes for biological systems suffering the socalled dynamical disease [3] - [6] or to use simple mechanical systems [7] to characterize some biological and engineering processes. A notable distinctive characteristic of such systems is the existence of time delays in the system models, typically in a feedback form. These delays commonly occur as a consequence of finite conduction time in one of the several system variables. This time-delayed characteristic leads to a more complicated mathematical description using difference-differential or functional-differential equations for the underlying systems. It has been observed that simple circuits, even those described by scalar difference-differential equations, can show very complex and subtle dynamics [8] . Representative circuits of this type include the first-order model of a phase-locked loop with time delays [9] and the well-known time-delayed Chua's circuit (TDCC) [10] . These two families of simple circuits both have chaotic dynamics, and can be used in many applications such as laboratory models for living neural networks, vehicles for chaos and bifurcations control, and devices for secure communications.
The purpose of this brief is to show how the analysis of simple time-delayed systems can be carried out by using engineering frequency-domain techniques and harmonic-balance approximations (HBA's). In so doing, formulation of a general setting for timedelayed systems studied in [11] is further extended to handle difference-differential equations of the neutral type. A simple algorithm is then developed for predicting the appearance of period-doubling bifurcations (PDB's) starting close to Hopf bifurcation points. The TDCC is used to test and verify the new algorithm. In addition, the capacity of the proposed graphical-analysis method is applied to the detection of multiple oscillations in a time-delayed neural-network model frequently discussed in the literature [12] , [13] .
II. HARMONIC-BALANCE PRINCIPLE FOR TIME-DELAYED NONLINEAR FEEDBACK SYSTEMS
Consider the following parametrized time-delayed nonlinear difference-differential equation of the neutral type:
where A0, A1, and A2 are n 2 n matrices, B is an n 2 r matrix, C is an m 2 n matrix, 2 R is the system bifurcation parameter, y 2 R m is the system output, the smooth nonlinear function g: R m ! C 2q+1 (R r ) can be viewed as a system input u 2 R r , > 0 is a time-delay constant, and "q" is the degree of smoothness necessary for a (2q + 1)th-order Taylor series expansion of the nonlinear function, q = 1, 2, 3, 4.
Taking Laplace transforms on both sides of (1) It should be pointed out here that the transfer function G(s; ) in the linear feedforward path depends on the frequency variable "s" in a more complicated fashion as compared to that in the nondelayed version of the same frequency-domain setting [14] .
The equilibrium solution of (3)ê can be obtained by solving the following equation: The characteristic function of the linearized system is then given by
The original nonlinear feedback system and its linearized configuration are given in Fig. 1 (a) and (b), respectively, where "d 1 " can be a perturbation or a noise added to the model, but in this case, for simplicity, we use d1 = 0. Consider a periodic solution of (3) e(t) and its 2qth-order approximation
where <f1g denotes the real part of a complex function (or number), i = p 01;! is the fundamental frequency of the periodic solution, and E k is a complex number in the kth harmonic of the expansion, which satisfies
Hereafter, the subscript "d" is used to indicate time-delayed quantities. Fix the bifurcation parameter and, for simplicity, write G(i!) = G(s; )j s=i! : Furthermore, notice from 
into (7). We then obtain (9), shown at the bottom of this page, where 1 denotes the complex conjugate, is the standard tensor product operator, 0 , 1 , and 2 are higher order terms determined from higher order HBA's, and Di := (D i f)jê is the multilinear ith-order derivative operator evaluated atê. (9), where v is the right eigenvector of G(i!)J exp (0i! ) associated with the eigenvalue (the eigenvalue of (5) that is the closest to the critical point (01 + i0) and ! is sweeping onto the Nyquist contour), and is a measure of the amplitude of the oscillations of the periodic solution. We then have 
Finally, the complex number 1d (i!), which is used to calculate the amplitude and frequency of the periodic solution, is obtained as
where w > is the left eigenvector of G(i!)J exp (0i! ) associated with the eigenvalue, normalized according to jw > vj = 1. To this
end, using the characteristic-gain locus and the amplitude locus defined by
we can solve the following equation:
for a solution pair (!,). Finally, the approximate periodic solution e(t) is obtained from (6) to (10).
Remark 1:
In the above formulation, the function f [e(t 0 )], shown in Fig. 1(a) where J 1 = (@f 1 =@e)j e=ê and J 2 = (@f 2 =@e)j e=ê : Equation (10) is then modified accordingly to Equation (11) remains the same, except that p 1d (!; v; 1; 2) is used to replace p 1d (!; v; ) therein. Remark 2: The formulas given above can be easily extended to the fourth-, sixth-, and even eighth-order HBA's by following the simple rule stated in (8) (with higher order expansions) and the harmonic-balance principle specified by (7).
III. PERIOD-DOUBLING BIFURCATIONS AND MULTIPLE OSCILLATIONS IN TIME-DELAYED FEEDBACK SYSTEMS
In this brief, we use up to the sixth-order HBA by considering the fundamental equation Here, (13) (q = 2 gives the fourth-order HBA; q = 3 sixth-order HBA) can be exactly solved without using any iterative computational scheme such as those employed in [11] . Although computationally this approach needs more central processing unit (CPU) time, it provides better approximations to the predicted periodic solutions. More importantly, it gives more insights to the PDB phenomenon in case the amplitude is less than one.
To predict possible PDB's, the algorithm works as follows (in three steps):
Step 1: Find an exact solution pair (!,) of the amplitude locus L 1d (!, , ) and(i!, ) for a given value of in the proximity of the Hopf bifurcation point (! = ! 0 , = 0, = 0 ). Vary the value of and obtain a branch of periodic solutions from the Hopf bifurcation point until 1 and = 1 .
Step 2: Find the second solution pair (! e , e ) (if it exists) between L 1d (1) and (1) under the condition thate < 1 is in the same range of the variation of parameter , i.e., 0 < < 1 (or 1 < < 0 ).
Step 3: Determine the value of (if it exists) in [ 0 , 1 ] (or 2 [ 1 , 0]) at which!e !=2: Label this value as pd . Then the resulting prediction is that a PDB is likely to occur at = pd . Remark 3: Since the Hopf bifurcation is a local phenomenon, convergence of the algorithm can be graphically checked provided that the approximations given by L 1d , L 2d , L 3d , and so on are close enough, in the sense that the maximum (minimum) value of the predicted periodic solution does not change much (say, less than 10%) if a second-order HBA is replaced by a fourth-order HBA in the calculation, a fourth-order HBA is replaced by a sixth-order HBA, and so on. This is true for a Hopf bifurcation, but since a PDB is a change in the global behavior of the cycle, we observe that the procedure works well if: 1) the PDB is inside the region of convergence of the series, i.e., 1 and 2) the procedure with higher order HBA's is still able to detect a second oscillatory frequency, which is near one-half of the regular frequency for the Hopf cycle. Comparing the prediction for different HBA's for the regular Hopf cycle and for the starting of the PDB, one gets a confidence of the existence of the PDB. Such a comparison can be easily accomplished numerically. Note that the point here is that in comparing the predictions obtained from different HBA's, we should reject those values that significantly differ. Note also that some equivalent measures such as the distortion index have already been proposed in the literature [15] , for the purpose of discerning possible chaotic behaviors.
IV. ANALYSIS OF TWO TIME-DELAYED FEEDBACK SYSTEMS
In this section, two systems with time delays are discussed: the TDCC and a neural-network model, where the former shows how the Hopf bifurcation formulas obtained in this section can be applied and how PDB's can be predicted, while the latter shows how the multiple oscillation feature of a time-delayed nonlinear system can be characterized, both from the developed graphical approach.
Example 1: Bifurcations in the TDCC
The dynamics of a scalar difference-differential equation can be very rich, as can be seen from the recent literature in electrical and electronic systems [8] , [9] , [16] , [17] . The dynamics of the TDCC is one of such devices, which is described by (see [16] )
where t is the time normalized with respect to the transmission-line delay T ; g(1) represents the nonlinear characteristic of the Chua's diode approximated by a cubic function g(z) = (0mz + kz value of the bifurcation parameter for the PDB [marked as 1 in Fig. 3(a) ] is closer to the real value [denoted as s in Fig. 3 (a) and (b)] compared to the one predicted by the L 2 approximation [marked as = 2 in Fig. 3(b) ]. Fig. 4 shows the curve of(!; pd ), where pd is the predicted value of for which the system undergoes a PDB. The intersection of L1H(!; pd ) with(!; pd ) at the point(!H; pd ) provides a prediction of a period-one cycle of frequency ! H . The intersection of L 1pd (!; pd ) with(!; pd ) at the point(! pd ; pd ), where ! pd !H=2 yields a prediction of a period-two cycle of frequency ! pd . Fig. 5 shows the predicted orbit compared to the true (numerically computed) result. It should be noticed that the predicted orbit almost reaches the origin point, which is an equilibrium solution. This indicates that the true value of for which a PDB occurs is likely to be greater than the one predicted here. When the true limit cycle touches the origin point, an interaction between the limit cycle and this unstable equilibrium point emerges. With respect to this circuit, such a phenomenon is a global behavior that appears after a PDB, which is known as a "double-scroll-like" attractor.
Example 2: Multiple Oscillations of a Neural-Network Model
The neural-network model considered here provides an interesting example for the detection of multioscillatory behaviors of nonlinear systems using the developed graphical-analysis method.
In this example, we show how the proposed algorithm can provide a clear picture about the coexistence of periodic solutions starting from other unstable modes, and how we can capture a large-amplitude limit cycle which exists from the beginning of the variation of the main bifurcation parameter by applying the graphical method.
Consider the neural-network model discussed in [12] , described by In region 2), the system has a stable limit cycle due to a Hopf bifurcation at = 0:96, = 4:265, and !0 = 0:3898. In this case, an eigenvalue of the linearized system crosses the point 01+0i when the frequency is sweeping onto the Nyquist contour.
In region 2), the system undergoes another Hopf bifurcation because another branch of the same eigenvalue locus crosses the point 01+ 0i again. The new cycle coexists with the one originated at = 0:96 and = 4:265, but the new limit cycle has a much smaller amplitude than the already existing one. Fig. 6 shows the prediction of the two limit cycles (A is the smaller inner unstable cycle while B is the larger stable one) using the L3
approximation. Fig. 7 shows the true (numerically computed) outer limit cycle of larger amplitude. Here, the L 3 approximation actually has several more intersections with the characteristic locus (which are not shown in the figure) , indicating the existence of other possible limit cycles for large values of . However, a complete analysis of such possibilities requires the continuation of the periodic branches starting from different modes as well as their interactions. This is a complex task in this type of nonlinear time-delayed feedback systems, which we will not pursue any further in this brief. The developed graphical-analysis method nevertheless provides a useful and effective tool for prediction of PDB's starting close to Hopf bifurcation points, multiple oscillations, as well as local continuations of periodic solutions of nonlinear time-delayed feedback systems.
V. CONCLUSIONS
The graphical method developed in this paper for analyzing oscillations of nonlinear time-delayed feedback systems is effective not only for understanding periodic solutions, but also for predicting PDB's in the complex dynamical systems. This capability has been verified by correctly calculating the periodic solution branch starting from a Hopf bifurcation point and correctly predicting the PDB in the TDCC, and by correctly predicting the coexistence of two periodic solutions in a neural-network model. More applications of this frequency-domain approach to nonlinear time-delayed dynamical systems will be further investigated elsewhere.
