Abstract. In this paper, we extend the Hamilton's gradient estimates [16] and a monotonicity formula of entropy [25] for heat flows from smooth Riemannian manifolds to (non-smooth) metric measure spaces with appropriate Riemannian curvature-dimension condition.
Introduction
In their fundamental work [23] , Li and Yau discovered a gradient estimate for positive solutions of the heat equation Such type gradient estimates are called as Li-Yau-Hamilton (LYH, for short) inequalities afterwards. Recently, Kotschwar [20] extended Theorem 1.1 to complete noncompact manifolds. The LYH inequality is of the basic tools, that has been widely used in geometric analysis. For instance, the LYH inequalities imply the classical Harnack inequalities for heat equations, by integrating the LYH type gradient estimates along space-time curves. The research of LiYau-Hamilton estimates for heat equation (or other geometric evolution equations) on smooth Riemannian manifolds has a long history. For an overview, the reader is referred to Chapter 4 in book [31] and [27, 21, 37, 28, 7, 8] , and references therein. Very recently, Bakry-Bolley-Gentil [7] have established an optimal global Li-Yau on smooth Markov semi-group under a curvaturedimension condition.
Li-Yau's gradient estimates have been extended from smooth manifolds to compact Alexandrov spaces in [29] , and recently to general metric measure spaces with the Riemannian curvaturedimension condition RCD * (K, N), by Garofalo-Mondino [12] (for the case µ(X) < ∞) and [19] (for the case µ(X) = ∞). Gradient estimates for harmonic functions on metric measure spaces have been studied in [17, 18] . We refer the readers to [1, 2, 3, 5, 6, 11] for recent developments for Riemannian curvature dimension conditions RCD * (K, N), and [24, 34, 35] for curvature dimension conditions CD(K, N), on metric measure spaces; see Section 2 below.
One of our main aim of this paper is to consider the LYH inequality for heat equations on non-smooth metric measure spaces (X, d, µ). Precisely, our first main result is the following: t|∇ log u|
On the other hand, inspired by Perelman's W-entropy, Ni [25] introduced an entropy for the heat equation on an n-dimensional smooth Riemannian manifold (M, g). For any smooth function f on M and τ > 0 with M (4πτ) −n/2 e − f dx = 1, the entropy is given as
Let u(x, t) be a positive solution of (1.1) on a closed (i.e., compact and without boundary) manifold M with M udx = 1. Let f be defined as u = (4πτ) −n/2 e − f and τ = τ(t) with dτ dt = 1. In [25] , Ni proved that, if M has nonnegative Ricci curvature, then the entropy W( f, τ) is monotone decreasing along the heat equation (as t → ∞). Such monotonicity also discussed in [10] . Wang [36] extended it to a compact manifold with Bakry-Émery curvature bounded below.
Our second main result is to extend Ni's monotonicity for heat equation to non-smooth metric measure space (X, d, µ). Precisely, we have the following result. 
is monotone decreasing (as t → ∞).
(ii) If N < ∞, by letting f be defined as u = (4πτ) −N/2 e − f and τ = τ(t) > 0 with dτ dt = 1, then the entropy
dµ is monotone decreasing (as t → ∞).
According to the referee's suggestion, we post the following question: Question 1.1. Extend Theorem 1.3 to the case when (X, d, µ) is not compact and µ is a σ-finite measure on X.
The paper is organized as follows. In Section 2, we recall some necessary materials for Sobolev spaces and Riemannian curvature-dimension condition on metric measure spaces. Hamilton's gradient estimate (1.2) will be proved in the third section. In the last section, we will prove the monotonicity result Theorem 1.3.
Preliminaries
In this section, we recall some basic notions and several auxiliary results. Let (X, d) be a complete, separable and proper metric space, µ be a σ-finite Radon measure, with supp(µ) = X.
Sobolev spaces on metric measure spaces
Let C([0, 1], X) be the space of continuous curves on [0, 1] with values in X, which we endow with the sup norm. For t ∈ [0, 1], the map e t : C([0, 1], X) → X is the evaluation at time t defined by e t (γ) := γ t .
Given a non-trivial closed interval I ⊂ R, a curve γ : I → X is in the absolutely continuous class
Definition 2.2 (Sobolev Space). The Sobolev class S 2 (X) (resp. S 2 loc (X)) is the space of all Borel functions f : X → R, for which there exists a non-negative function G ∈ L 2 (X) (resp. G ∈ L 2 loc (X)) such that, for each test plan π, it holds
It has been proved that (see [9, 32, 4] ), for each f ∈ S 2 (X), there exists a unique minimal G in the µ-a.e. sense such that (2.1) holds. We then denote the minimal G by |∇ f | and call it the minimal weak upper gradient following [4] .
We then define the in-homogeneous Sobolev space
for any χ as above. The space S 2 (Ω) is the collection of such f with |∇ f | ∈ L 2 (Ω).
Notice that, if µ is locally doubling and (X, d, µ) supports a local weak L 2 -Poincaré inequality, the Sobolev space W 1,2 (X) coincides with the Sobolev spaces based on upper gradients introduced by Cheeger [9] and Shanmugalingam [32] ; see Ambrosio, Gigli and Savaré [4] . 
Differential structure and the Laplacian
The following terminologies and results are mainly taken from [3, 13] . Notice that, from the definition, it follows that (X, d, µ) is infinitesimally Hilbertian if and only if, for any f, g ∈ S 2 (X), it holds
the infimum being intended as µ-essential infimum.
The inner product ∇ f, ∇g is linear, and satisfies Cauchy-Schwartz inequality, Chain rule and Leibniz rule; see Gigli [13] .
The inner product also provides a canonical strongly local Dirichlet form (E , W 1,2 (X)) by
We denote by ∆ E and H t the generator of E and the corresponding semigroup (heat flow) e t∆ E . The domain of the generator is denoted by
The generator ∆ E gives a natural definition of Laplacian. However, with the aid of the inner product, Gigli in [13] and Gigli-Mondino in [14] have defined a measure-valued Laplacian operator (or more general elliptic operators) as below (see also [26, 38] for the case of Alexandrov spaces).
Definition 2.6 (Laplacian
If such ν exists, it must be unique. We will write ∆ * f = ν.
We also denote by
Since we consider only that X is proper, it is proved in [13, Proposition 4.24] that
Such a measure-valued Laplacian ∆ * satisfies the following Chain rule and Leibniz rule (we consider only the case where X is proper):
(ii) (Leibniz rule) Let g 1 , g 2 ∈ D(∆ * ). Then we have
provided that g satisfies one of the following three conditions: We argue by approximation. Since g 2 ∈ W 1,2 (X), it is shown in [3] that there exists a sequence
is a Hilbert space (hence it is reflexive), we can use Mazur's lemma to conclude that there exists a convex combination of { h j }, denoted by {h j }, which strongly converges to g 2 in W 1,2 (X). On the other hand, D(∆ E ) is also dense in W 1,2 (X). Thus, without loss of generality, we can assume that h j ∈ Lip(X) ∩ D(∆ E ) for all j, and h j
Let us fix a test function φ ∈ Lip 0 (X). We have
Notice that the combination of g 1 ∈ Lip loc (X) and h j
The same holds for the sequence {φ · h j }. Letting j → ∞, we can get
This proves the Lemma.
Curvature-dimension conditions and consequences
We shall use the following definition for RCD * (K, N) spaces, which is equivalent to the original definition [11, 6] . Here and in the sequel, for K = 0, N) space, if the following three conditions are satisfied: (i) there exist x 0 ∈ X, and constants c 1 , c 2 > 0, such that
an infinitesimally Hilbertian space, and let H t be the semigroup corresponding to the previous Dirichlet form
(ii) for all f ∈ W 1,2 (X) and each t > 0, it holds for µ-a.e. x ∈ X that
where, if N = ∞, the last term is understood as 0;
Let (X, d, µ) be a RCD * (K, N) space with K ∈ R and N ∈ [1, ∞). Then the measure µ is local doubling, and hence X is proper.
It is known that, (see [13, §4] ), for each t > 0, the operator H t is bounded from L p (X) to L p (X) for any p ∈ [1, ∞). Thus, the semigroup (heat flow) can be extended on L p (X) for any p ∈ [1, ∞). Therefore, for each p ∈ [1, ∞) and u 0 (x) ∈ L p (X), the heat flow H t u 0 (x) provides a solution of heat equation ∂ t u = ∆u. When p ∈ (1, ∞), the L p solution of the heat equation is uniquely determined by its initial value in L p (X) (see [33, 22] ). [1, 2] ). Let K ∈ R, and let (X, d, µ) be a proper RCD * (K, ∞) space. Then, for any t > 0 and f ∈ L ∞ (X) ∩ L 2 (X), we have H t f ∈ Lip(X) and
Lemma 2.2 (
.
Our proof of Theorem 1.2 and Theorem 1.3 relies on some self-improvements of regularity for heat flows under the Riemannian curvature-dimension condition.
Lemma 2.3 ([30]). Let K ∈ R and let
then we have the estimates that ∆ S (|∇ f |) 2 0 and, for µ-a.e. x ∈ X,
Furthermore, we have, for µ-a.e. x ∈ y : |∇ f (y)| 0 ,
Here and in the sequel, if N = ∞, then Proof. In the case of N = ∞, the lemma is Theorem 3.4 in [30] . In the case of N < ∞, the same argument in the proof of Lemma 3.2 in [30] implies (2.4) (See also Theorem 2.7 of [12] ). The last inequality (2.5) can be proved by a modification of the argument in the proof of Theorem 3.4 in [30] . For completeness, we present a detailed proof as follows.
Fixed any three functions f 1 , f 2 , f 3 in
we choose the polynomial Φ : R 3 → R defined by (the same in [30] )
where f = ( f 1 , f 2 , f 3 ). Now we have Φ(f) ∈ D ∞ by [30, Lemma 3.2], and
where ν := 1/N, and
According to [30] , we know that for µ-almost every x ∈ X the inequality holds for every (λ, a, b) ∈ R 3 . Up to a µ-negligible set, for every x ∈ X, we can take a := f 2 (x) and b := f 3 (x). Thus, we obtain
where
We can rewrite inequality (2.6) as in the following form
Since λ is arbitrary, the coefficients A, B and C satisfy B 2 4AC. I.e.,
(2.7)
and noting that A 0 (from (2.4)), the inequality (2.7) implies that
Now we take f 1 = f 2 = f 3 = f and conclude that
This implies (2.5) where |∇ f | 0. The proof is complete. 
It is proved in [30] that
This is stronger than (2.9),
Hamilton's gradient estimates
We will prove the main Theorem 1.2 in this section. Let us begin from the following Lemma.
Proof. Fix any 0 < t < T . By using Lemma 2.2, we get that u(·, t) ∈ Lip(X) for all t > 0. Since
Fix any ǫ > 0 and any ℓ > 0, we first claim that (u + ǫ) −ℓ ∈ D(∆) ∩ Lip(X). Since u ∈ Lip (X) and u + ǫ ǫ, we have (u + ǫ) −ℓ ∈ Lip(X). By using Lemma 2.1(i), we have (u + ǫ) −ℓ ∈ D(∆ * ) and
By using u ∈ L ∞ (X) ∩ D(∆ E ) ∩ Lip (X) and ∆u ∈ W 1,2 (X) and Lemma 2.3, we have |∇u| 2 ∈ D(∆ * )∩W 1,2 (X). According to Lemma 2.1(ii) (with condition (c)), we conclude that
By using Lemma 2.3 and (3.2), we have
Note that ∂ ∂t
Using ∆u = ∂ t u, ∂ t |∇u| 2 := ∂ ∂t |∇u| 2 = 2 ∇u, ∇∆u and (3.4), we have, for µ-a.e. x ∈ X,
Next, we take ℓ = 1 in this proof. At the points where |∇u| = 0, using (2.4) and (3.5), we have
where we have used | ∇u, ∇|∇u| 2 | |∇u| · |∇|∇u| 2 | = 0. At the points where |∇u| 0, by using (3.5) for ℓ = 1, we have
By using (2.5) with N = ∞ to the function u (see also Remark 2.1), we get
By combining this and the equation (3.6), we have
Hence, we have, for µ-a.e. x ∈ X,
The combination of (3.3) and (3.7) implies the desired (3.1). The proof is complete.
Remark. In the above proof, it is crucial that the singular part is nonnegative.
Proof. From Lemma 3.1, we have
u+ǫ ∈ D(∆ * ) for all t > 0 and
Since u ∈ Lip (X) and u + ǫ ǫ, we have (u + ǫ) log(u + ǫ) ∈ Lip(X). By using Lemma 2.1(i), we have (u + ǫ) log(u + ǫ) ∈ D(∆ * ) and
where we have used ∆ * u = ∆u · µ with ∆u ∈ L 2 (X). Hence we have
since ∂ t u = ∆u. By applying (3.9) and (3.10), we have
The proof is finished.
We also need the the following lemma, which can be found [15] or [31, Lemma 2 on Page 165].
Lemma 3.3. Let a function v(x, t) on X × [0, ∞) be a weak sub-solution of the heat equation and v(x
, 0) = v 0 (x) , i.e.,
v(x, t) satisfies ∂ t v ∆v in the sense of distribution. Namely, the following inequality
− ∞ 0 X ∇v, ∇ϕ dµdt ∞ 0 X ∂ t v · ϕdµdt holds for any nonnegative function ϕ(x, t) ∈ Lip 0 (X × [0, ∞)).
Let a function g(x, t) be of class C 1 in t and Lipschitz continuous in x, and satisfy
For any T > 0, if we assume
then, for any R > 0 and x 0 ∈ X, we have
Proof. See the proof in [31, Page 166-167] and take ǫ = 4 there. Now we are in the position to prove the main theorem.
Proof of Theorem 1.2. By replacing u by u/2M, we can assume that 0 < u 1/2. (i). First, we consider the case where the initial data u 0 ∈ L 2 (X). For an arbitrarily fixed ǫ ∈ (0, 1/2), set u ǫ := u + ǫ and
where ϕ(t) := t/(1 − 2Kt). By Lemma 3.2, we have
and hence P + ǫ is a weak sub-solution of the heat equation, where P + ǫ (x, t) := max{P ǫ (x, t), 0}. Fix a T > 0. The volume growth condition (2.2) implies that there exists a small constant
From Lemma 2.2, we have
for some constant C ′ = C ′ (K, T ) > 0, where we have used K 0 and u, u ǫ 1. Hence,
Now the functions P + ǫ and g meet all of assumptions of Lemma 3.3. Hence we conclude that (3.12)
Notice that P + ǫ (x, 0) = 0, we have obtained, from equation (3.12) ,
Therefore, we have P ǫ (x, T ) 0. That is,
Letting ǫ → 0 + , we have
This proves the desired Hamilton estimate for the case where the initial data u 0 ∈ L 2 (X).
(ii). The proof of the case where the initial data u 0 ∈ L q (X) for some q ∈ [1, ∞).
It is sufficient to consider the case where q 2. Indeed, if q < 2, the facts u 0 (x) ∈ L q (X) and
Fix an ǫ > 0 and let u j (x, t) := H tũ j (x) and u j,ǫ := u j + ǫ. Now we have
For any fixed T > 0, R > 0, and any Lipschitz function 0 f (x) ∈ Lip 0 (B R (x 0 )), from (3.13), we get (3.14)
for almost all x ∈ X, up to a subsequence. Notice that u 2 j,ǫ · log u j,ǫ is uniformly bounded on B R (x 0 ), by dominated convergence theorem, we have (3.15) lim
Notice that q 2 and
→ u(x, T ). Therefore, by the lower semi-continuity of energy and (3.14)-(3.15), we have
By the arbitrariness of f and R, we get ϕ(T )|∇u| 2 −u 2 ǫ · log u ǫ . Letting ǫ → 0 + , we have
This is the desired Hamilton estimate.
Monotonicity for heat equations
We will prove the main Theorem 1.3 in this section. 
where u ǫ := u + ǫ and
Here and in the sequel, if N = ∞, then and, for µ-a.e. x ∈ X,
Since ∂ t u also solves the heat equation, we have ∂ t u ∈ Lip (X). From Lemma 2.1(ii) (with condition (a)), we have
(X), we have
Therefore, by combining with (4.2), (4.3) and (4.4), we obtain that ∆ S w ǫ 0 and, for µ-a.e. x ∈ X,
At the points where |∇u| = 0, using (2.4) and (4.5), we have
where we have used | ∇u, ∇|∇u| 2 | |∇u| · |∇|∇u| 2 | = 0. At the points where |∇u| 0, using (2.5) and (4.5), we have Together with ∆ S w ǫ 0, we have proved the lemma. 
Proof. From Lemma 4.1 and that log u ǫ ∈ D(∆ * ), we deduce that W ǫ ∈ D(∆ * ). Moreover, ∆ S W ǫ = τ · ∆ S w ǫ 0. By directly calculating and using Lemma 4.1, we get
This and the same argument as in (i) imply that X W ǫ u ǫ dµ is monotone decreasing. By the definition of W ǫ , we have
The same argument in (i) implies that f = − log u(4πτ) N/2 is Lipschitz continuous on X for any t > 0. Therefore,
for any t > 0. Let ǫ → 0 + , we conclude that W N ( f, t) is monotone decreasing. Now we complete the proof.
