Predicting RNA structures with pseudoknots in generell is an NP-complete problem. Accordingly, several authors have suggested subclasses which provide polynomial time prediction algorithms by allowing resp. disallowing certain structural motives. In this paper we introduce a unifying algebraic view on most of these classes. That way it becomes possible to find linear time recognition algorithms that decide whether or not a given structure is member of a class (we offer these algorithms as a web-service to the scientific community). Furthermore, by presenting a general translation scheme of our algebraic descriptions into multiple context-free grammars and proving a new correspondence of multiple context-free grammars and generating functions it becomes possible to derive the precise asymptotic size of all the classes solving some open problems like enumerating the Rivas & Eddy class of pseudoknots.
Introduction
To a large extent the function of an RNA molecule is determined by its secondary structure, i.e., by the mutual arrangements of the base paired helices. In this context however, secondary structure has to be understood in a wider sense by allowing pseudoknots. Even though the vast majority of RNAs has simple, i.e., pseudoknot-free, secondary structure, PseudoBase [27] lists more than 300 records of pseudoknots determined by a variety of experimental and computational techniques including crystallography, NMR, mutational experiments, and comparative sequence analysis. If present, pseudoknots in many cases are crucial for molecular function. Examples include the catalytic cores of several ribozymes [8] , telomerase activity [28] , reviewed in [26, 10] , and programmed frameshifting [19] . Accordingly, one aims for in silico prediction of RNA structure which unfortunately has been proven N P-complete when allowing unrestricted conformations even under the assumption of rather simple energy models [1, 16] . However, polynomial-time algorithms have been devised, for certain restricted classes of pseudoknots. The following references provide a certainly incomplete list of those approaches: [1, 3, 4, 7, 13, 15, 17, 20, 21, 22, 29] . The interrelationships of some of these classes have been partially clarified by [6] and [23] . Furthermore, [24] presents enumeration results quantifying the size of some of those classes. In addition to the before mentioned exact algorithms, plenty of heuristic approaches to pseudoknot prediction have been suggested; see e.g., [5, 18] and the references therein.
In this contribution, we provide a unified algebraic characterization of all the before mentioned classes connected to exact approaches. For this purpose we make use of operators like nesting or stem extension to show how each class can be understood as the smallest set of conformations closed under a properly chosen combination of operators. This way it is possible to understand the interrelations between the classes, proving inclusion or incomparability. Additionally, we are able to derive linear time recognition algorithms for all the classes. To the best of our knowledge those have not been available in all cases so far. Furthermore, we show how all the operators used can be translated into unambiguous multiple context-free grammars (MCFG). As a consequence grammar representations for all the pseudoknot classes are found. By proving a new enumeration lemma that allows to compute the number of different words of length n in the language generated by any unambiguous MCFG, we are able to provide exact asymptotics for the sizes of all the classes. This way we are able to provide the first results for the size of Rivas & Eddy's pseudoknot class solving a problem now open for more than 10 years.
Definitions of pseudoknot classes

The pseudoknot free (PKF) class
For completeness we also include the class of pseudoknot free secondary structures in our treatment. It is easily verified that any pseudoknot free secondary structure can be created by taking a number of base pairs and unpaired bases and concatenate or embed them into the growing structure. Note that we assume in the entire of this paper a minimal hairpin loop length of zero. This is no restriction implied by our ideas or methods but helps to reduce the complexity of the presentation.
The Rivas and Eddy (R&E) class
In [22] Rivas and Eddy introduced an extension of the traditional dynamic programming scheme of the Zuker algorithm [31] that allows to predict a huge class of pseudoknots.
The original algorithm of Zuker basically determines the optimal folding for any connected region of the RNA molecule by considering either to add a pairing consisting of the first and last base of the region to the optimal folding of the remaining region or to split it into two smaller connected regions for which the optimal folding has been determined earlier. As a base case regions of size 1 always consist of a single unpaired nucleotide. The new algorithm of Rivas and Eddy additionally considers regions that are not entirely connected but have a single gap inside. Figure 1 shows the different ways how a connected or gapped region may be decomposed into two gapped regions. Here the horizontal lines pictures (segments of) the backbone of the molecule and a semi-disc in the upper resp. lower half-plane is used to represent a gapped region where the inner half-circle determines the gap and the positions between the two circles may be paired (such that the corresponding bonds depicted as half-circles run in parallel to the bordering ones). Additionally the algorithm can decompose a gapped region into a gapped and a connected region in all 4 possible ways and it may decompose a gapped region into two separate connected regions. The base case for gapped regions are regions consiting only of two paired bases.
The algorithm works in O(n 6 ) time and O(n 4 ) space. While it is known that the class of pseudoknots that can be predicted by it (called R&E) is a superclass of any other class for which an exact prediction algorithm has been suggested thus far and [6] gives a linear time algorithm that decides if a given structure is in R&E, neither the size of the class nor a short description of it (e.g. as a formal language) has been determined so far.
The Uemura et al. (UMK) class
In [29] Uemura et al. suggest a set of rules for tree adjoined grammars that can be used to generate a language that models pseudoknots. In [17] Matsui et al. translate these rules into the setting of pair stochastic tree adjoined grammars and in [13] Kato et al. give an equivalent set of rules for stochastic multiple context-free grammars. All algorithms run in O(n 5 ) time and O(n 4 ) space. The construction of a secondary structure according to this set of rules can be viewed as starting with two insertion points and repeatedly inserting a base pair with one of its bases to the immediate left of one insertion point and the other base to the immediate right of either the same or the other insertion point. Additionally unpaired bases or substructures (of the same type) may be inserted at any point.
Thus a single UMK structure element consists of three groups of base pairs, each of which may be empty. Within each group all base pairs form a possibly interrupted stem, i.e. are nested as in the second picture of Figure 1 , possibly with bases from other groups between them. The left and right group of base pairs do not overlap and there is a position between these groups such that all base pairs in the middle group span this position. See Figure 2 for an example.
An UMK structure then consists of any number of UMK structure elements arbitrarily concatenated and embedded inside each other.
For this class no previous results concerning the size or a linear time recognition algorithm or relation to other classes except R&E are known to the authors.
The Akutsu and Uemura (A&U) class
In [1] Akutsu proposes a minimum free energy based dynamic programming algorithm that predicts pseudoknots from a subclass of UMK in O(n 5 ) time. The basic components of A&U structures are so-called simple pseudoknots. A simple pseudoknot consists of two groups of base pairs. Again within both groups the base pairs form a stem. Base pairs are arranged such that the right bases of the first group and the left bases of the second group are interleaved arbitrarily while the other bases all lie outside of the interleaved area. See Figure 3 for an example.
An A&U structure then consists of any number of pseudoknot free structures and simple pseudoknots arbitrarily concatenated and embedded inside each other.
The inclusion relation of A&U with most of the other classes has been examined in [6] and extended in [24] , where additionally its size was determined. A linear time recognition algorithm Figure 3 : A simple pseudoknot (left) and a H-type pseudoknot (right). however has not yet been given.
The Lyngsø and Pedersen (L&P, L&P
+ ) classes
In [15] Lyngsø and Pedersen present an algorithm based on the minimum free energy paradigma that runs in O(n 5 ) time and O(n 3 ) space and predicts structures of the form w 1 u 1 w 2 u 2 w 3 , where w 1 w 2 w 3 and u 1 u 2 are arbitrary pseudoknot free structures. This class of structures is labeled as L&P + in [6] . Additionally the authors of [6] also defined the subclass of structures w 1 u 1 w 2 u 2 , w 1 w 2 and u 1 u 2 pseudoknot free, and labeled that class as L&P.
For L&P [6] gives a linear time recognition algorithm along with some inclusion results and [24] extends the inclusion results and gives the size of the class. L&P + has not yet been further examined.
The Dirks and Pierce (D&P) class
In [7] Dirks and Pierce introduce a dynamic programming algorithm that runs in O(n 5 ) time and O(n 4 ) space.
The class of structures predicted by the D&P algorithm is similar to the UMK and A&U classes in that it allows concatenation and embedding at arbitrary positions. The base class of pseudoknots for this algorithm are so-called H-type pseudoknots.
H-type pseudoknots consist of two groups of base pairs, each nested as the groups in simple pseudoknots. The groups are arranged such that each base pair in the first group overlaps each base pair in the second group. See Figure 3 for an example.
For this class the size, a linear time recognition algorithm and many inclusion relations have been determined in [6] and [24] .
The Reeder and Giegerich (R&G) Class
In [20] Reeder and Giegerich present an algorithm that predicts a class of H-type pseudoknots in O(n 4 ) time and O(n 2 ) space. The R&G class uses the same set of base structures as D&P but restricts the embedding of unpaired bases and other structures to the positions indicated by vertical lines in Figure 3 .
Size and inclusion results for this class have been determined in [24] .
The Cao and Chen (C&C) classes
In [3] Cao and Chen give another algorithm for predicting H-type pseudoknots. This algorithm is based on a more sophisticated energy model than the previous ones and takes O(n 6 ) time. The class of structures covered by this algorithm is very similar to R&G in that embedding substructures is restricted to the positions marked in Figure 3 . However unpaired bases may be embedded anywhere.
It is not completely clear from [3] if embedding substructures at the middle one of the marked positions is allowed. The authors of [24] defined the class where this is forbidden as C&C. We decided to also include the other case and named the resulting class C&C + . Size and inclusion results for both classes are given in [24] . Here the base class consists of pseudoknot free structures and CCJ pseudoknots. A CCJ pseudoknot in turn consists of two TGB gapped structures that are combined as in the first picture of Figure 1 . A TGB gapped structure finally is a UMK structure element with a gap inserted at the position marked by a vertical bar in Figure 2 . For this class some inclusion results have been given in [4] but neither a recognition algorithm nor the size of the class are known.
The Reidys and Nebel (R&N) class
The approach of Reidys et al. in [21] differs from most of the other ones in that they first define a class of structures they want to be able to predict and then develop an algorithm to do this instead of giving an algorithm and defining the class (implicitly) as the set of structures predicted by this algorithm.
The authors categorize secondary structures by the topological genus of their representation as a graph and show that the pseudoknot free structures are exactly the ones with genus 0. Furthermore they show that pseudoknots with genus 1 are exactly the ones that have one of the shadows listed in Figure 4 , where the shadow of a pseudoknot is the structure that results from deleting all unpaired positions and reducing all uninterrupted stems to a single base pair.
Finally an R&N structure consists of any number of pseudoknot free structures and genus 1 pseudoknots arbitrarily concatenated and embedded inside each other.
For this class some inclusion results are presented in [21] but neither the size of the class nor an linear time recognition algorithm have been presented yet.
Algebraic Classification
In Section 2 we introduced several classes of pseudoknotted structures. In this section we will show that these classes can be created from a single arc (base pair) by using just three basic operations.
We will denote the classes as languages over
We will call two words w 1 and w 2 equivalent (notation w 1 ≡ w 2 ) if they can be transformed into each other by renumbering the pairs of parentheses and introduce the convention for all languages L that if w ∈ L and w ≡ w then w ∈ L as an implicit extension of the definitions below.
We will call w 1 and
i of parentheses appears in both of them. In this notation the operations we are going to use are as follows:
•
Note that in each of the cases any of the components w i may be empty. Since all operations work by adding new words to C we can denote the closure of C under f ∈ {n, n , s, k, k } by f ∞ (C) and the closure under two operations f and g by (f • g) ∞ (C). In the case of n we define the closure n ∞ (C, C ) := n (n (. . . n (C, C ), . . . , C ), C ). The set A of basic structures we will use is A = { ,
In order to translate the descriptions from Section 2 into algebraic specifications we make use of the following observations:
• The nesting operation n(C) covers concatenation as well as embedding at arbitrary positions.
Thus n ∞ (B) describes the class that results from arbitrarily concatenating and embedding into each other any number of structures from B.
• For a class C of shadows, s ∞ (C) describes exactly the pseudoknots with shadows in C.
• The restricted embedding of the R&G, C&C and C&C + classes can be achieved by embedding freely into the shadows of the pseudoknots. The additional restriction of C&C is modeled by n .
• k(A) is A extended by the shadow of H-type pseudoknots
We will use it like a base class in the following.
• The structures from L&P can be described as a single H-type pseudoknot with embedded or concatenated pseudoknot free structures or completely pseudoknot free structures. For L&P + the single pseudoknot can additionally have one of the shadows
Using these observations and defining the base classes
{s | s is shadow of a simple pseudoknot} and G = A ∪ {s | s is shadow of a genus-1-pseudoknot} we find:
From these descriptions we can easily conclude the inclusion that the hierarchy of the classes is as depicted in Figure 5 : • C&C ⊂ R&G if and only if unpaired bases are left out.
• Without unpaired bases R&G = C&C, all other inclusions are proper.
• Pairs of classes not covered above are set-theoretically incomparable.
Proof. Since A contains only one type of parentheses we find n
The elements of Si can be generated from A by alternatingly applying the second case of knot extension and stem extension, each time with [ 1 ] 1 as the basis, starting and ending with a knot extension.
∞ (A) giving A&U ⊂ UMK. Since each element of G can be created by applying k at most three times to A we find
The other inclusions are immediate. For the incomparability results note that
Finally, the fact that the inclusions are proper follows from the size results listed in Table 3 .
Recognition algorithm
The algebraic descriptions of the previous section can also be used to generate membership tests for the classes: A word w is in a class C, if and only if w can be reduced to a word from the base class B by repeatedly applying the inverse of the operations that build C from B. This gives Algorithm 1.
Theorem 3.2. For C any of the classes defined in Section 2 and any word w, Algorithm 1 returns true, if and only if w ∈ C.
Proof. We will break down the proof into three claims. Claim 1 will show that for each w ∈ C there is a reduction using the rules of the algorithm. Claim 2 will show that if w ∈ C and at some point multiple reduction steps are possible, each will lead to a complete reduction. Finally, Claim 3 will show that the algorithm will not miss any possible reductions, completing the proof of the "if"-part. Claim 4 will then show the "only-if"-part by proving that a word not in C can be reduced to a word in C by the algorithm only if at the same time the reduction is inhibited by the values of the type-flags. 
if either the nesting is n (B), The only operation that is not covered by an immediate inverse is the nesting of structures not in the base class. However since nesting of non-base structures only occurs as part of the innermost closure, the resulting structures can also be created by extending the base structure after nesting instead of before, giving a construction that can be inverted.
Claim 2: If w ∈ C and w results from w by removing any • or corresponding pair of
Take any construction of w according to the algebraic specification of C. If during this construction [ i , ] i is used as the basis for a stem extension or a knot extension of the third kind, remove the last of these steps. Otherwise if [ i , ] i is itself introduced during a stem or knot extension, remove this step, if it is introduced by nesting v, nest the structure v instead that results by
which is in all of the base classes. (Note that in all classes defined here knot extension only appears in closures that also contain nesting.) The result of these modifications is a construction of w according to the algebraic specification of C.
Claim 3: If at the end of an iteration of the while-loop w = w 1 pw 2 then placing p anywhere in w 1 will not lead to any reduction rule being applicable.
We show this by induction on the number k of iterations of the while-loop during the current closure.
If k = 0 then w 1 = and the claim is trivially true. Now assume the k + 1-th iteration transforms w = w 1 pw 2 into w = w 1 pw 2 . By the induction hypothesis reduction rules can be applicable in w 1 only at bases that were either not present in w 1 or are the rightmost base of a group of base pairs that have changed neighborhood status. We distinguish by the branch of the if that is taken in this iteration:
If reduction according to stem extension or knot extension has been performed, only the neighborhood of groups of base pairs including [ i ] i has changed, but ] i = p is not in w 1 and thus the rightmost base of the group can not be in w 1 .
Analogously, if a nested structure has been removed, no neighborhood relations of groups of base pairs that lie completely within w 1 If no reduction has been performed, only the last symbol of w 1 has been added, for which the algorithm has just verified the non-applicability of all reduction rules.
Claim 4: If Algorithm 1 transforms w into w in any single step and w ∈ C then either w ∈ C or all constructions of w according to the specification of C contain a base pair [ i ] i that satisfies at least one of the following conditions:
• type[i] = none in w and [ i ] i is introduced through something else than nesting a base structure,
• type[i] = restricted in w and [ i ] i is introduced through something else than nesting a single base pair or is used as a basis for a knot extension of the first kind or a stem extension.
where w 1 and w 3 are subsequences of w 1 resp. w 3 , is a simple pseudoknot only if w 1 = , w 3 contains only closing parentheses and w 2 = w 2 w 2 , where w 2 contains only opening parentheses and w 2 = corr(w 1 ) ¡ corr(w 3 ) (¡ the shuffle of two words) and corr(v) gives the corresponding closing (opening) parentheses to the parentheses in v in reverse order. In this case w 1 
is also a simple pseudoknot and the first case of the claim holds. For all of the other reductions the inverse operations may be applied freely in the respective closure when constructing the class. Thus the first case of the claim holds in these cases.
Since the special rule to reduce simple pseudoknots covers all elements of Si \ k(A), each of the conditions inside the while-loop only needs to check a constant number of relations between bases, their paired counterparts and their neighbors. Thus by representing w as a doubly linked list with additional links between paired bases (cp. [6] ) each iteration can be done in O(1) and the complete algorithm will have linear runtime in the length of w. Our algorithms as a web-service can be used at http://wwwagak.cs.uni-kl.de/KnotFilter.
Coverage of Biological Structures
We used Algorithm 1 to test the various classes for their coverage of biological structures in PseudoBase (PBase) [27] as well as 16S and 23S rRNA and Group I and II Introns from the Gutell Database [2] . The results are listed in Table 1 Since a number of the database entries contains isolated base pairs, i.e. base pairs which are not part of a stem, and these base pairs are sometimes considered tertiary instead of secondary structure, we did an additional run with these base pairs replaced by unpaired bases. The results of this run are listed in Table 2 
Definition 4.1 ([25],[30]). A multiple context-free grammar (MCFG) is given by a tuple G = (I, d, T, P, S) comprised of 1. I, a finite set of nonterminal symbols,
d, a function from I to N, assigning a dimension d(A) to each A ∈ I,
T , a finite set of terminal symbols,
P , a finite set of rules and
the axiom S ∈ I with d(S) = 1.
In MCFGs, we can derive from a nonterminal symbol A ∈ I tuples or vectors of words whose dimension is given by d(A). For a non-terminal A ∈ I and an index i ∈ {1, . . . , d(A)}, we write A i for the ith component of A. Restricting d(A) = 1 for all non-terminals A yields a plain CFG. The general form of a multi-dimensional rule is again quite similar to CFGs, just that it is in terms of "vectors" instead of "scalars":
In some cases it will be convenient to denote the premise resp. conclusion of such a rule by A or A resp. α or α if there is no risk of confusions. We call C G the set of intermediate components.
If more than one instance of the multidimensional non-terminal A is used on the right-hand side of a rule we will denote their components by A
i , . . . to indicate which components belong together.
Although the definition is quite simple, stressing some aspects might improve understanding:
• We do not restrict the order of intermediate components in the α i . Accordingly, B 2 might jump in front of B 1 . Actually, this is a vital feature of MCFGs.
• The α i may contain arbitrary terminal strings, surrounding and separating the intermediate components.
However, the definition allows one component of an intermediate symbol to be used even if not all the other components (of that very same intermediate symbol) appear. These kinds of deletions are not wanted and in fact are not necessary (see Lemma 2.2 of [25] ). Therefore, we will in the following enforce the additional restriction that each intermediate symbol appears in the conclusion of a rule completely or not at all -i.e. the same number of each of its components, labeled with the same superscripts. The leftmost derivation relation ⇒ lm ⊆ (T ∪ I) × (T ∪ I) for MCFGs is then defiend by
. . , d(A)} and the components
were introduced in the same derivation step as belonging together. So, leftmost derivation in MCFGs means expanding the intermediate whom the leftmost component belongs to. Since components may appear shuffled on the left, we have to re-index them. Note that we do not need to introduce a concept of languages of tuples of strings. This is due to the restriction that the axiom S is always one-dimensional. As a consequence, the only way to introduce higher dimensions for the intermediate symbols (and rules) is to concatenate intermediate components within the conclusion of a one-dimensional rule (with premise S or any intermediate symbol reachable by S). Thus all the sentential-forms generated by any MCFG are one-dimensional with mixed occurrences of terminal symbols and intermediate components.
Again we define ⇒ lm to be the reflexive and transitive closure of ⇒ lm and are finally able to define the language of a MCFG G:
Translating algebraic specifications into MCFGs
Now we will show how the specifications from Section 3 can be transformed into unambiguous MCFGs.
In order to be able to resemble the way our operations extend the words, we need to represent the symbols by nonterminals during construction. We will represent each pair of parentheses as a two-dimensional nonterminal like Z1 Z2 and each bullets by a one-dimensional nonterminal like Y . In order to make the grammars unambiguous we need to disallow some rule applications, depending on which rule introduced a certain pair of parentheses (see below for details). To allow us to model this we will use different nonterminals to distinguish which operation introduced or acted on a specific pair of parentheses.
From this representation the terminal words can easily be derived by adding rules
and Y → • for all applicable symbols. Note that to avoid the necessity of an infinite alphabet we abstract from the indices at this point and encode the information which bases are paired with each other only in the derivation tree. This is acceptable since all applications of unambiguous grammars we present or suggest actually rely on the 1-to-1 correspondence between derivation trees and structures which is still given. The base sets A, U , k(A), L and G can be created explicitly from the start symbol of the grammar. In the case of A we have S → , S → U and S → A 1 A 2 , for k(A) we add the rule S → K
2 . Equivalently L and G can be generated by adding a rule for each structure in the class (see the L&P + and R&N-grammar below). To generate the structures in Si we use the construction described in the proof of Lemma 3.1:
with no other rules to replace N , while K and M are eligible for further operations according to the specification of the class. The operations can be translated into grammar rules as follows (in each of the rules Z resp. Y serves as a placeholder for any symbol eligible for the operation):
• Nesting: First we note that nesting two structures u and then v consecutively at the same position of w is equivalent to nesting the concatenated structure v · u at this position. Thus closure under the nesting operation can be achieved by nesting at most once at each position.
Since not nesting a substructure at a given position is equivalent to nesting the empty word at that position and each of our classes contains the empty word we may simply nest exactly once at each eligible position.
Furthermore nesting a structure u into w = w 1 w 2 with w 1 = is equivalent to concatenating u and w and can equally be achieved by nesting w into u with u 2 = .
Thus the closure n ∞ (C) can be achieved by inserting the start symbol S to the immediate right of each symbol already present for each structure in C. If nesting is the first closure applied to a base set created by explicit rules like A, k(A) or G, we can simply insert the start symbol at each eligible position into these rules, if nesting is the outermost closure we can replace the rules that insert the terminal symbols by
resp. Y → •S.
Finally note that for any class
To create n ∞ (C, C ) we use the same constructions, replacing S by the start symbol T of a subgrammar that creates C . Additionally we have to add T to the left of structures that are in C but not in C , since in these cases reversing the concatenation does not work.
Furthermore if n (C, C ) is the outer of two closures and C is a subset of the class C nested in the inner closure, we may only add T at positions that have not been eligible for nesting S earlier.
The case that C and C have nonempty intersection but C is not a subset of C does not occur for the classes considered in this paper.
Since we use n ∞ (C) only as a first closure we can easily identify the position, where nothing may be inserted and not place S at this position.
• Stem extension: A single stem extension can be achieved using
Since applying stem extension to I will create the same structure as applying it to O, we disallow the former to avoid ambiguities.
Additionally if Z 1 and Z 2 are immediately neighbored, the resulting structure will be equivalent to nesting A 1 A 2 between Z 1 and Z 2 . Thus we have to disallow A from stem extension. For any of the other symbols we are guaranteed that their components can not occur immediately neighbored.
For symbols Z that are eligible for modified knot extension k i we have to distinguish, which of the resulting symbols inherits this property, requiring two rules
, where J and Q are the symbols eligible for further knot extensions and to avoid disambiguities J is disallowed from further stem extensions like I and it is required to be extended at least once more.
• Knot extension: The three cases of knot extension are modeled by the rules . Again we have to disallow the symbols on the right-hand side from some rules to ensure that our grammars are unambiguous:
The structures created by applying both the first and second type of knot extension are independent of the order of application. Thus we require all applications of the first type to happen before the second type is applied to the same arc by excluding D from knot extension of the first type.
Applying stem extension to C (E) is equivalent to applying knot extension of the first (second) kind to B (D). Thus the first version is forbidden.
Since applying the third kind of knot extension to L will create the same structure as applying it to R, we disallow the former.
In case of the modified knot extension k l the third rule is omitted and we have to additionally disallow C and E from knot extension.
If Z 1 and Z 2 are immediately neighbored, all three types of knot extension are equivalent. Thus we disallow A from knot extension and instead add the resulting structure K 1 M 1 K 2 M 2 to the base set. Additionally this structure also needs special treatment: Figure 6 shows all the structures that can result from extending M , the white arc representing K, while the gray and black arcs represent the symbols derived from M . However we can also view these structures as the black arc representing M , while the white and gray arcs represent symbols derived by a single extension from K. Thus to arrive at an unambiguous grammar we disallow M from both stem and knot extension. Since in case of the modified knot extension k 1 (A) there are structures that can only be created by starting with a knot extension to the left we have to add the symmetric structure M 1 F 1 M 2 F 2 to the base set too. There are two types of structures that can be created from both starting structures and would thus become ambiguous: Structures that can be created from [ 1 ] 1 by applying both types of knot extension before the first stem extension and simple pseudoknots. The latter are created from [ 1 ] 1 by only applying one type of knot extension and stem extensions of the second kind. Thus we disallow F (and the symbols derived from it) from knot extension to the right until at least one stem extension has occurred (this covers the first case of ambiguity) and assure that at least one knot extension to the right or a stem extension of the first kind is applied to F before terminating.
For k 2 (k(A)) we start by introducing k(A) as G 1 H 1 G 2 H 2 and disallowing G and H from stem extensions of the second kind since these operations are equivalent to knot extending the other symbol.
All structures for which further ambiguities arise can be created by knot extending only one of the initial symbols (the ambiguity lying in the choice which symbol is extended). Since the structures that can be generated by knot extending only one of the symbols are exactly k 1 (A) we can force unambiguity by adding the rules introduced for k 1 (A) and requiring both G and H to undergo at least one knot extension to the outside or preceded by a stem extension of the first kind before terminating. Now we can apply the above rules to create unambiguous grammars for our classes:
PKF: Combining the rules for the base set A and nesting as first closure we get:
which, eliminating symbols with only one associated rule (U and A), can be simplified to
L&P:
Here we use the base set k(A), the rules for stem extension and n as a final closure with T the start symbol for a grammar generating A (with hooks for nesting) arriving at:
Again we can eliminate symbols with only one associated rule and additionally we can replace I by K since the set of rules allowed for both symbols is the same. This results in:
This class diverts from L&P only by the extended base set, giving:
2 ,
R&G: Again we use the base set k(A), this time inserting S into the starting rules:
1 SK
2 S, U → •,
Using the same simplifications as for the L&P-grammar we get:
2 S,
C&C: Here the initial nesting is n , thus we leave out the S after K
1 . Additionally the nesting of unpaired bases is added as an outer closure:
Again we may simplify:
.
The only difference to C&C is that now nesting of structures with paired bases after K (2) 1 is allowed. Thus we get:
D&P:
Compared to R&G nesting is moved from initial closure to final closure yielding:
A&U:
Here the base class is changed. This gives (after simplifying):
R&N:
Again only the base class is changed:
UMK: For this class we also have to add the rules for k 1 (A):
Again we can simplify, eliminating U , A, M , I, C and E and setting K = B = Q:
CCJ: Introducing the rules for k 2 (k(A)) and simplifying yields:
R&E:
For this class we have to replace k by k. This gives after simplifying:
Enumeration
A Technical Lemma
Let G = (I, d, T, P, S) a MCFG and T an ordered tree. We call T a derivation tree for w ∈ T and G iff 1. the root of T is labeled S;
2. the frontier of T is given by w;
3. any internal node η is labeled by a component X i of an intermediate symbol X; for the successors of η we demand the existence of a production f : X → α with
• the direct successors of η from left to right are labeled by the symbols of α i , X i the label of η;
• for all internal nodes η that correspond to different components of the same intermediate (not only by name but with respect to the step in which it has been generated) the same production f is used in connection with the before item. to deg X1,X2,...,X d( X) we only have to permute the ordering of the T i such that the frontier of the resulting reordered derivation forest is given by a permutation of the w i , 1 ≤ i ≤ d( X), of the same total length n. Thus the original derivation forest of w rooted X i1 , X i2 , . . . , X i d( X) implies a derivation forest for w ∈ T n rooted X 1 , X 2 , . . . , X d( X) . Obviously, this reasoning applies to both directions proving equality. where d −1 = 4.9739647694 . . . holds. If we now want the size of a structure to be given by its number of base pairs, we slightly have to tweak the application of the Corollary: When translating the grammar to a system of equations not every terminal symbol is replaced by z but only every opening bracket. All the remaining parts of the analysis are left unchanged and are therefore not explained more detailed.
Conclusion
In this paper we provided a unifying algebraic view on the zoo of pseudoknot classes which originally have been introduced by various, typically application-driven concepts. That way, all the different classes get comparable for the first time. Making use of operations that act on the dot bracket representation of the pseudoknots in order to generate different structural motives our approach is rather generic such that classes to be invented in the future can easily be integrated. A first application of our characterization comes with recognition algorithms presented in this paper, which allow to decide in linear time whether or not a pseudonot (dot bracket word) belongs to a given class. We offer a corresponding web-service to the scientific community (see http://wwwagak.cs.uni-kl.de/KnotFilter for details). Starting at our algebraic description it becomes possible to derive unambiguous multiple context-free grammars that generate the different classes. We used these grammars to determine the precise asymptotic number of pseudoknots building on a new lemma interrelating multiple context-free grammars and generating functions.
That way, the problem of enumerating the Rivas & Eddy class -open since more than 10 years -was solved; many further original enumerating results have also been proven. It is worth mentioning that this technique is not restricted to applications in the domain of RNA pseudoknots but allows usage for any kind of discrete objects that can be modeled by unambiguous multiple context-free languages.
Furthermore, our grammars may be used to derive stochastic models of RNA pseudoknots or for the prediction of RNA structure based on them ( [13] contains similar ideas).
Finally, they may be useful to determine partition functions for pseudoknot structures for our grammars imply a recursive decomposition of the structures along the different structural motifs.
