Network's resilience to the malfunctioning of its components has been of great concern. The goal of this work is to determine the network design guidelines, which maximizes the network efficiency while keeping the cost of the network (that is the average connectivity) constant. With a simple iterative algorithm, we get the optimal network structure with the approximately best efficiency. We analyze the statistical characters of the network and find that a network with a small quantity of hub nodes, high degree of clustering may be much more resilient to perturbations than a random network. And the results strongly suggest that the networks of higher efficiency are more robust to random failures.
Introduction
Complex networks arisen in natural and manmade systems play an essential role in modern society. Many real complex networks were found to be heterogeneous with power-law degree distributions: p(k) ∼ k −γ , such as the Internet, the metabolic networks, the scientific citation networks, and so on [1, 2, 3, 4] . Because of the ubiquity of scale-free networks in natural and manmade systems, the security of these networks, i.e., how well these networks work under failures or attacks, has been of great concern.
Recently, a great deal of attention has been devoted to the analysis of error and attack resilience of both artificially generated topologies and real world networks [5, 6, 7, 8, 9, 10, 11, 12, 13] . Also some researchers use the optimization methods to improve the network's robustness with percolation theory or information theory [14, 15, 16, 17, 18] . There are various ways in which nodes and links can be removed, and different networks exhibit different levels of resilience to such disturbances. It has been pointed out by a number of authors [5, 7] that scale-free networks are resilient to random failures. Crucitti et al. found that scale-free networks are robust to random failures, while fragile to intentional attacks [10, 11] . That is, intentional attack on the largest degree (or betweeness) node will increase the average shortest path length greatly. While random networks show similar performance to random failures and intentional attacks.
The network robustness is usually measured by the average node-node distance, the size of the largest connected subgraph, or the average inverse geodestic length named efficiency as a function of the percentage of nodes removed. Efficiency has been introduced in small world networks [19] and used to evaluate how well a system works before and after the removal of a set of nodes [10] .
The network structure and function strongly rely on the existence of paths between pairs of nodes. Different connectivity pattern between pairs of nodes makes the network different performance to attacks. Rewiring edges between different nodes may improve the network performance. As an example, consider the simple five nodes network shown Fig. 1 . The efficiency of Fig. 1 (a) is equal to 8/25, while it is improved to 7/20 in Fig. 1(b) by rewiring. And we know that Fig. 1 (b) is more robust than Fig. 1 
(a) to random failures.
A natural question is addressed how to optimize the robustness of a network with the constraint that the cost remains constant. That is, the number of links remains constant while the nodes are connected in a different way. Does the network have any particular statistical characters? This question motivates us to use a simple iterative algorithm to optimize the network structure. The paper is organized as follows: we firstly show the general statistical characters of complex networks. Then, we present the iterative algorithm in Section 3 and the numerical results in Section 4. Finally, we give some insightful indications.
Statistical characters
Usually, there are a few statistical characters that can be used to describe a network [1, 2, 3] . That is, degree distribution p(k), which is a simple but essential measure of a network. The clustering coefficient C, which can be used to measure the degree of clustering. These characters also include the average shortest path length L, the modularity, the maximal degree and the assortiveness. In the following, we will give a brief introduction to these quantities.
The degree distribution gives the probability that a randomly chosen node has a given degree. A number of real-world networks display scale-free property with the details of their degree distribution decaying as a power-law. A more exhaustive analysis reveals that, in addition to power laws, truncated power laws and exponential distributions are also observed [20, 21] .
The clustering coefficient C, which quantifies the extent to which nodes adjacent to a given node are linked. Let τ i denote the set of i's neighbor nodes and |τ i | denotes the number of edges in the neighborhood τ i , then
is called the local clustering coefficient of i and k i is the degree of i. The average clustering coefficient of the whole network is defined as the average of C i over all nodes:
The small-world effect includes two factors, that is the high clustering and the short path length. The average shortest path length L is defined as:
where d ij is the geodesic distance from node i to node j.
It is widely assumed that most social networks show "community structure", i.e., groups of nodes that have a high density of edges within them, with a lower density of edges between groups [2] . Pimm proposed that the ratio between the number of neighbors node i and j have in common divided by their total number of neighbors S ij as a simple measure of system modularity [24] . The average modularization Modularity is the average of S ij across all nodes:
Do the high-degree nodes in a network associate preferentially with other high-degree nodes or contrarily? The degree of assortativeness can be detected through the use of the Pearson's correlation coefficient of the degree [22, 23] .
where j i , k i (i = 1, 2, . . . , M) are the degree of nodes at the end of the ith edge, with i = 1, ..., M, and M denotes the edge number in the network. The number r lies in the range −1 ≤ r ≤ 1 and is positive for assortatively mixed networks and negative for disassortative ones. An interesting observation is that almost all social networks measured appear to be assortative, but other types of networks, such as information networks, technological networks, biological networks appear to be disassortative [22] .
The algorithm
A network is usually described as a generic unweighted, undirected graph G. Such a graph can be presented by an adjacency binary matrix A = {a ij }. a ij = 1 if and only if there is a edge between node i and j. Another concerned matrix D = {d ij }, named distance matrix, is consisted of the elements denoting the shortest path length between any two different nodes. Then the efficiency ε ij between nodes i and j can then be defined to be inversely proportional to the shortest distance: ε ij = 1/d ij [19] . The global efficiency of the network is defined as the average of the efficiency over all couples of nodes.
With the above robustness criterion in mind, we can define the optimization problem as follows:
We use a simple iterative algorithm to solve the above optimization problem. The iterative steps are as follows:
(i) Start from a random graph G 0 with N nodes and M edges, compute the network efficiency denoted by E 0 . Set t := 0.
(ii) Rewire the present edges of graph G t . Select node i from the network randomly, rewire the edge a ij , where j is an arbitrary neighbor node of node i. Set a ij = 0 and a ik = 1, where k is a randomly picked one of the remainder node except the neighbor nodes of node i. Compute the efficiency E t+1 of the present network G t+1 .
(iii) If t > T (denoting the designed total iteration steps), output the present graph G t+1 ; otherwise, If E t+1 > E t , G t := G t+1 , else G t := G t , t := t + 1, return to step (ii). Fig. 2 . The characteristics of the networks evolving from a random network to the optimal network. The statistical characters include the efficiency E, the average shortest path length L, the average clustering coefficient C, the modularity, the maximal degree and correlation coefficient r. The time steps are the ones of the efficiency being improved. To illuminate the universality of the results, we also show the results of N = 50. The red and blue curves present the cases of N = 50 and N = 100 respectively.
Numerical Results
We start from a random graph with N=100 nodes and < k >= 2.7. The terminal condition is the maximal iteration step reaching 500. A typical time of statistical results are shown in Fig. 2 and Fig. 3. From Fig. 2 , we can see that with the increase of efficiency E, the average shortest path length L becomes shorter. The maximal degree becomes larger, which indicates that hub nodes develop to be present with the evolving process. With the increase of the efficiency, the hub node develops to be the most important one to connect almost all of the other nodes in the network, that is, the maximal degree can arrive at N − 1. For correlation coefficient r, it decreases in the whole process. In the whole process, r decreases from zero to negative, which indicates that the hub nodes with high degree connect to the nodes with lower degree. The clustering coefficient C increases from a lower value 0.017667 to a high value 0.466743. The network gets to be a high clustering network. The modularity varies irregularly in the initial steps, but in all, it becomes bigger in the anaphase of the evolving process. For the degree distribution, we show the cumulative degree distribution in Fig. 3 . From Fig. 3 we can find that the optimal network's degree distribution is almost the same as the initial one in the range of small degree, but in the tail of the degree distribution, there exists some nodes with bigger degree in the optimal graph.
To verify the optimal network is improved with the tolerance of errors, we show the results in Fig. 4 . We can see that compared with the initial random network, the robustness to random failures of the optimal network is greatly improved.
Conclusions
How to improve the network performance to errors? what characters do the robust networks should have? This problem motivates us to explore the structure of the optimal network and get some insightful conclusions.
By optimizing the network structure to improve the performance of the network resilience, we obtain the optimal network and do some statistics of the optimal network. We find that during the optimizing process, the average shortest path length L becomes shorter. The maximal degree of the network increases indicating that the hub nodes' appearance. The correlation coefficient r decreases and is always less than zero, which indicates that nodes with higher degree prefer to connect to the lower degree ones. The clustering coefficient C increases in the whole process and arrive to a high level. The network shows a high degree of clustering. Modularity shows irregular fluctuations in the initial steps, but with the evolving process it increases.
We try an alternative point of view to analyze the robustness of the network from its efficiency. By optimizing the network efficiency we find that a network with a small quantity of hub nodes, high degree of clustering may be much more resilient to perturbations than a random network. And the results strongly suggest that the networks of higher efficiency are more robust to random failures.
