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Abstract
Research in the field of optical fiber communications is advancing at a rapid pace
in order to meet the growing needs for higher data rates; a growth fueled by an in-
creasing number of connected users and machines as well as by the emergence of
more human-centered resource-hungry applications (telepresence, Internet of things,
exchange of multimedia contents...). The main driving forces behind these advance-
ments are the availability of multiple degrees of freedom in the optical fiber allowing
for multiplexing more data channels, and the introduction of new digital signal pro-
cessing techniques that are crucial to mitigate the impairments of the channel, hence
guaranteeing a reliable communication with the highest achievable rates.
The degrees of freedom that are already used in the deployed optical transmission
systems are: amplitude, phase and polarization state of the optical field, along with
time and wavelength. Yet, these systems are approaching their theoretical non-linear
capacity limits (around 100 Terabits/s per fiber). An extra dimension that a fiber can
offer for multiplexing more information is space. Today, intensive research works are
conducted to explore the benefits and costs of spatial multiplexing in optical fibers by
replacing a single-core single-mode fiber with multi-mode and/or multi-core fibers to
achieve the next qualitative leap in capacity. However, packing several data channels
in the same medium brings with it differential impairments and crosstalk between
these channels that can seriously deteriorate the performance of the transmission sys-
tem. In order to guarantee a reliable communication and achieve a targeted perfor-
mance over these high-capacity systems, the crosstalk should be addressed.
In this thesis, we focus on the latest optical multiple-input-multiple-output (MIMO)
transmission systems based on polarization division multiplexing (PDM) and space
division multiplexing (SDM). The former doubles the capacity by sending informa-
tion over two orthogonal polarization states of the optical field, and the latter is a
promising technique to multiply the capacity by a factor M > 2 by multiplexing data
over many spatial modes or cores of a single fiber. In both systems, loss disparities
among the channels arise due to imperfections in the used optical components (fibers,
amplifiers, multiplexers...), thus resulting in non-unitary channel crosstalk. We assess
the performance penalties induced by these disparities and suggest novel MIMO cod-
ing techniques: Space-Time (ST) codes, initially designed for wireless multi-antenna
channels, to mitigate them.
First, for PDM coherent optical systems, we show through numerical, theoretical and
experimental studies that important levels of polarization dependent loss (PDL) can be
absorbed using redundancy-free Polarization-Time coded formats. We also demon-
strate through our study that the best codes for the optical channel are not the same as
the ones that were tailored for the wireless channel, and derive new design criteria for
the PDL-impaired channel.
Second, we analyze the performance of SDM coherent transmission systems suffer-
ing from mode dependent loss (MDL). Inspired by our work on mitigating PDL, we
apply redundancy-free Space-Time codes to alleviate the MDL-induced penalties in
these systems. We show, for the first time, that the combination of ST coding solu-
tions with optical solutions previously suggested to reduce, yet not completely remove
MDL, can totally absorb the performance penalties in mode-multiplexed systems with
M = 3 and 6 where high levels of modal loss disparities were observed. Later on, a
complexity analysis of ST-coded solutions is carried out in order to evaluate their im-
plementation costs and scale-up opportunities to larger optical MIMO systemsM≥ 6.
Two reduced-complexity ST schemes are hence suggested. The first solution consists
in using sub-optimal decoding, thus trading a portion of the achieved coding gains
with a reduced implementation complexity, while the second solution is a multi-block
ST-coding approach that can be easily adapted to fit many optical MIMO schemes.
Finally, apart from ST coding, we assess the value of transmit-side mode selection for
MDL-impaired SDM systems as another low-complexity capacity-increasing MIMO
solution.
Keywords: Multiple-Input-Multiple-Output (MIMO), Optical Fiber Communications,
Polarization Division Multiplexing, Spatial Division Multiplexing, Polarization-Time
Coding, Space-Time Coding, Orthogonal Frequency Division Multiplexing (OFDM).
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Résumé
La recherche dans le domaine des communications sur fibres optiques avance à un
rythme rapide afin de satisfaire des demandes croissantes de communications à débits
élevés ; cette croissance régulière est soutenue par l’augmentation du nombre de per-
sonnes et d’objets connectés ainsi que par l’émergence d’applications centrées sur les
personnes et gourmandes en bande passante (téléprésence, Internet des objets...). Les
principaux moteurs de ces avancements sont la multitude de degrés de liberté offerts
par la fibre permettant ainsi la transmission parallèle de plusieurs flux de données, et
l’introduction de nouvelles techniques de traitement du signal cruciales pour atténuer
la dégradation de ces flux engendrée par le canal de transmission optique, garantissant
ainsi une communication fiable avec les débits les plus élevés possibles.
Les degrés de liberté qui sont déjà utilisés dans les systèmes de transmission optique
déployés sont : l’amplitude, la phase et l’état de polarisation du champ optique, ainsi
que le temps et la longueur d’onde. Pourtant, ces systèmes s’approchent de leur li-
mite fondamentale non-linéaire de capacité (autour de 100 Térabits/s par fibre). Un
degré supplémentaire que la fibre peut offrir pour multiplexer plus d’informations est
la dimension spatiale. Aujourd’hui, des recherches intensives sont menées afin d’exa-
miner les avantages et les coûts d’une solution de multiplexage spatial dans les fibres
optiques qui consiste à remplacer les fibres mono-mode et mono-cœur par des fibres
multi-mode et multi-cœur visant un saut qualitatif majeur en termes de capacité de
transmission. Cependant, l’insertion de plusieurs flux de données dans le même canal
de propagation induit également des pertes différentielles et de la diaphonie entre les
flux, ce qui peut fortement réduire la qualité du système de transmission. Afin de ga-
rantir une communication fiable et cibler un certain niveau de performance minimal,
l’interférence inter-canaux doit être traitée.
Dans cette thèse, nous nous concentrons sur les systèmes de transmission optique mo-
dernes à entrées multiples et sorties multiples (MIMO) basés sur un multiplexage en
polarisation pour doubler la capacité de transmission en envoyant de l’information sur
deux états de polarisation orthogonaux du champ optique, et en un second temps, sur
les systèmes prometteurs à multiplexage spatial qui multiplieront la capacité par un
facteurM > 2 en envoyant l’information sur plusieurs modes spatiaux de propagation
et/ou dans plusieurs cœurs d’une même fibre. Dans les deux cas, des disparités de
gain entre les canaux apparaissent à cause d’imperfections dans les composants op-
tiques utilisés (fibres, amplificateurs, multiplexeurs...), aboutissant ainsi à une inter-
férence inter-canaux non-unitaire qui détruit l’orthogonalité des flux. Nous évaluons
la dégradation de la performance provoquée par ces disparités et proposons, pour les
combattre, de nouvelles techniques de codage pour les systèmes MIMO nommées
“codes Spatio-Temporels" (ST), préalablement conçues pour les systèmes radiomo-
biles multi-antennaires.
En ce qui concerne les systèmes optiques multiplexés en polarisation, nous démon-
trons, à travers des simulations numériques, une étude théorique ainsi qu’une ex-
périence de transmission, que de forts niveaux de perte dépendant de la polarisa-
tion (PDL) peuvent être absorbés en utilisant des formats de codage Polarization-
Temps exempts de toute redondance. Nous prouvons aussi à travers nos études que
les meilleurs codes pour le canal optique ne sont pas ceux conçus pour le canal radio-
mobile, et tirons de nouvelles règles de construction de codes spécifiques aux canaux
optiques affectés par la PDL.
Quant aux systèmes à multiplexage spatial, nous analysons leur performance en pré-
sence d’un effet particulièrement nuisible : la perte dépendant du mode spatial (MDL).
En s’inspirant de nos travaux sur les systèmes précédents affectés par la PDL, nous ap-
pliquons des codes ST, non redondants, pour atténuer les dégradations induites par la
MDL. Nous montrons, pour la première fois, que la combinaison de solutions numé-
riques de codage ST et de solutions optiques précédemment suggérées pour réduire,
sans néanmoins supprimer, la MDL, peut complétement absorber les dégradations
causées dans des systèmes à M = 3 et 6 modes de propagation où de forts niveaux
de MDL ont été observés. Par la suite, nous nous intéressons à la complexité requise
par ces solutions ST afin d’évaluer leur coût d’implémentation et la possibilité de
leur mise à l’échelle pour des systèmes optiques MIMO de plus grande dimension
M ≥ 6. Deux schémas ST à complexité réduite sont donc suggérés. La première solu-
tion consiste à utiliser un décodage sous-optimal sacrifiant ainsi une partie des gains
de codage réalisés pour réduire la complexité d’implémentation, tandis que dans la
deuxième solution, nous proposons une approche de codage multi-bloc pouvant être
facilement adapté à plusieurs systèmes MIMO optiques. Enfin, outre le codage ST et
dans un souci de garder la complexité du traitement numérique la plus faible possible,
nous évaluons les avantages de la sélection de modes de transmission à l’émission, en
tant qu’une solution d’accroissement de capacité pour les systèmes MIMO optiques
affectés par la MDL.
Mots-clés : Systèmes à Entrées et Sorties Multiples (MIMO), Communications sur
Fibres Optiques, Multiplexage en Polarisation, Multiplexage Spatial, Codage Espace-
Temps, Codage Polarisation-Temps, Modulation OFDM.
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Introduction
From access and metropolitan networks to long-haul terrestrial and transoceanic links, optical
fibers are the unrivaled carriers of data traffic over the world, mainly owing to their capability to
transport the modulated light over long distances with low attenuation and over a large bandwidth.
During the last twenty years, optical-fiber based communication systems have known important
and steady evolution in order to meet the increasing demand for higher capacities in environments
that are becoming, more and more, information-driven. The ever-growing number of users and
machines connected to the Internet urges the need to increase the data-carrying capacity of every
single optical fiber in the backbone of the global telecommunication system.
According to the 2014 Cisco Visual Networking Index (VNI) report [4], global IP traffic has
increased fivefold over the past 5 years, and will increase threefold over the next 5 years. In par-
ticular, busy-hour Internet traffic (the busiest 60-minute period in a day) is growing more rapidly
than average Internet traffic and will reach 1 Petabits per second (Pb/s) in 2018 while the average
Internet traffic will reach 311 Terabits per second. Moreover, metropolitan traffic in the area of
a metropolis or a country (scaling from 100 to 1000 km) is expected to surpass long-haul traffic
(covering longer distances ≥ 3000 km) in 2015, accounting for 62% of total IP traffic by 2018.
This is partially due to the widespread installation of regional content delivery networks offering
video on demand services. The traffic growth rates will also be boosted by the IP traffic originating
from newly connected devices such as smart TVs, tablets, smartphones and other mobile devices
and machine-2-machine modules.
In order to respond to these growing and urgent demands for bit rates, research in optical-fiber
communications introduced a number of innovative solutions that led to the development of high
bitrate optical transmission systems. This evolution involved the exploration and use of numerous
degrees of freedom in a standard single mode fiber (SSMF):
1. Amplitude & Time : First commercial optical transmission systems consisted in intensity
modulation (on-off keying or OOK) of light along with direct detection at the receiver.
Without any advanced processing at the receiver, the achieved bit rates that guaranteed an
acceptable signal quality reached 10 Gigabits per second (Gb/s) over important distances.
Increasing the bit rates to 40 and 100 Gb/s was not possible over the same distances due
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to the higher optical signal-to-noise ratio (OSNR) requirements and a decreased robustness
with respect to chromatic dispersion and polarization mode dispersion (PMD).
2. Wavelength : The impressive development of optical amplifiers enabled the transmission of
independently modulated wavelengths over thousands of kilometers without opto-electrical
regeneration, known as wavelength division multiplexing (WDM) illustrated in Fig. 1a.
Modern WDM systems can transmit up to 80 channels in parallel over a 4 THz spectral
window partitioned into 50 GHz slots. Each wavelength can be modulated at 10, 40 and
currently 100 Gb/s yielding total capacities of more than 1 Terabit per second (Tb/s) over a
single fiber.
3. Phase : Although differential binary phase shift keying (DBPSK) with direct detection
were considered to enhance the OSNR sensitivity compared to OOK, a disruptive solution
offering an increased capacity and robustness with respect to the linear impairments of the
optical channel was needed. The well-known coherent detection reemerged as a key tool for
high-capacity optical links, empowered by the innovations in high-speed electronic devices
and digital signal processing. By giving access to both amplitude and phase of the optical
field, coherent receivers allowed to increase both the bitrate and the transmission distance
of the optical transmissions thanks to the equalization of the impairments of the optical
channel, mainly dispersion effects, in the electrical domain using advanced DSP techniques.
Net bit rates of 40 Gb/s per wavelength per fiber were achieved over thousands of kilometers
using quadrature phase shift keying modulation (QPSK).
4. Polarization : Coherent detection can also give access to the polarization state of the elec-
trical field of the optical wave. Any electrical field can be expressed in a vector form and
arbitrarily divided into two orthogonal polarization states (also called polarization modes).
The next improvement in the data-carrying capacity that allowed to achieve 100 Gb/s per
wavelength per fiber, was enabled by polarization division multiplexing (PDM or Pol-Mux)
illustrated in Fig. 1b. This technique consists in sending independent data symbols on two
orthogonal polarization states of the optical signal, hence doubling the spectral efficiency of
the optical transmission while being implemented on the legacy infrastructure of the previ-
ous single-polarization systems. Indeed, over the same spectral bandwidth, with the same
OSNR requirements and the same sampling rates at transceivers (e.g. integrated circuits
processing 28 GSymbols/s or GBaud), a total bitrate of 2 pol×2 bits/pol×28= 112 Gb/s
is reached by a PDM-QPSK system.
100 Gb/s optical transceivers are already available and research is currently exploring low cost and
energy efficient solutions to provide, in the near future, 400 Gb/s per wavelength per fiber on the
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Figure 1: Optical multiplexed schemes: Wavelength Division Multiplexing, Polarization Division
Multiplexing, Spatial Division Multiplexing.
currently deployed infrastructure. 16-QAM modulation, orthogonal frequency division multiplex-
ing (OFDM) or other multi-carrier formats, and advanced forward error correction (FEC) codes
are promising candidates for achieving this target. However, the increased sensitivity of higher-
order modulation formats to noise and channel impairments will require higher OSNR levels and
the implementation of more advanced FEC decoding algorithms will require larger integrated cir-
cuits dissipating more power. On top of that, the capacity of SSMF-based optical links has a
fundamental limit due to the non-linear effects in the fiber (mainly the Kerr effect: a change in the
refractive index of the fiber with the intensity of the propagating field). Hence, the capacity will
not be able to exceed a certain peak when increasing the injected power in the fiber, a peak that
decreases with the system length [1, 5, 6]. Indeed, while the maximum achievable capacities in
the latest transmission experiments double every year and a half, the maximum capacity distance
product doubles every five years [7]. Thus, a disruptive solution is needed to keep up with the
growing demands for capacity.
Space is a degree of freedom which is not yet used in the fiber for multiplexing, and is being
intensively investigated today for the next leap in capacity. Space division multiplexing (SDM) can
be implemented with multi-mode fibers (MMFs) having a large core diameter allowing the prop-
agation of more than one mode in contrast to the currently deployed single mode fibers (SMFs)
as illustrated in Fig. 1c. SDM can also be realized through the use of multi-core fibers (MCFs)
that have more than one core in the same cladding. The available spatial modes or cores form an
orthogonal set of channels over which independent data symbols can be multiplexed.
AWDM/SDM/PDM optical transmission system is strongly imposing itself as a future Petabit-
achieving solution for short-reach, metropolitan, long-haul or any point-to-point ultra-high-capacity
link. Besides the capacity increase per fiber, an important advantage of deploying SDM-based, in-
stead of more SMF-based solutions, is the possibility of offering integrated components (a single
amplifier for all channels, integrated transceivers...). Integration will avoid multiplying the cost
and the energy consumption of the transmission system by the same capacity increase factor.
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However, a tight packing of channels in the same medium brings with it differential impairments
and crosstalk between channels that can seriously deteriorate the performance of the system. In
order to guarantee a reliable communication and achieve a targeted performance over these high-
capacity multiplexed systems, the crosstalk should be addressed.
Goals and contributions of the thesis
In this thesis, we propose new digital signal processing techniques to improve the performance
of high-capacity multiplexing solutions for today’s and tomorrow’s optical transmission systems
impaired by non-unitary crosstalk effects. Non-unitary means that it causes a loss of orthogonality
and/or loss of energy between the channels over which data is multiplexed. While currently used
coherent transceivers are equipped with linear equalizers that address dispersive effects (chromatic
dispersion and PMD) that are by nature unitary, they do not deal with non-unitary effects. In
particular, we focus on mitigating the linear capacity-limiting polarization (resp. mode) dependent
loss in PDM (resp. SDM) systems with coding techniques designed for multiple-input multiple-
output (MIMO) channels.
In 2010, Mumtaz et al. [8] showed that a family of codes called Space-Time (ST) codes, ini-
tially designed for wireless multi-antenna systems, efficiently mitigate polarization dependent loss
(PDL) effects in PDM systems. Numerical simulations and a preliminary experimental demon-
stration were conducted. The obtained performance on the optical channel showed significant
differences in terms of achieved bit error rates with respect to the wireless Rayleigh fading chan-
nel. These results initiated this thesis work that started in October 2011 and aimed to further
develop the obtained results and suggest ST coding solutions for SDM transmission systems.
In this thesis project, a simulation framework was first built where a PDM-OFDM transmis-
sion system is defined and the resistance of ST codes to linear and non-linear effects of the optical
channel was investigated. OFDM was chosen as the preferred format for a low-complexity imple-
mentation of ST codes. Then, using a global optical channel model impaired by PDL, a theoretical
analysis was conducted by computing an upper bound of the error probability of a transmission
over this channel, in order to explain the performance of different codes and to design appropri-
ate ST codes for PDL mitigation. Furthermore, knowing that most current optical transmission
systems use FEC codes to improve the performance or the reach, we added a FEC module to
our scheme and observed a summation of the FEC and the ST coding gains. This unexpected
summation was also explained using the error probability analysis of the PDM channel.
Following these studies, we completed our work with an experimental validation of PDL mit-
igation. To this end, an experimental bench consisting of a recirculating fiber loop with in-line
PDL, was arranged in the laboratories of TÉLÉCOM ParisTech. We demonstrated, for the first
time, the mitigation of PDL in a 1000km-long PDM optical link using ST codes.
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Later on, having thoroughly analyzed PDL mitigation, we were interested in combating mode
dependent loss (MDL) in mode division multiplexed (MDM) systems, a sub-category of SDM.
MDL can seriously deteriorate the performance of MDM transmission systems. Different combi-
nations of loss disparities can arise in these systems where a maximum number of data-carrying
modes is desired in order to expand the capacity. Recent advancements in optical fiber technology
led to the fabrication of fibers supporting a small number of modes, usually 3 or 6 modes, and
having interesting properties [9, 10]. These fibers are called few-mode fibers (FMFs). Few-mode
optical components such as optical amplifiers were also designed and optimized. Scaling these
technologies to a larger number of modes is still a real challenge. In our work, we considered
two main sources of MDL resulting from imperfections in FMFs (bends, splices, connections...)
and gain offsets in few-mode optical amplifiers, periodically inserted in a link to compensate the
fiber attenuation. In both cases, we succeeded to completely mitigate important levels of MDL
using ST codes as standalone solutions or complementary solutions to some optical-based MDL
reducing techniques.
Finally, we focused on the complexity and the scalability of ST solutions. A major downside
of ST codes is the rapid increase of their decoding complexity with the dimensions of the MIMO
system. Trading a part of the achieved coding gains with an important reduction of the decod-
ing complexity, we succeeded to define two near-optimal ST coding schemes that can be easily
scaled up for large MIMO systems. Moreover, apart from ST coding, and taking into account the
particularities of some modal crosstalk effects in multi-mode fibers and associated optical compo-
nents, we have proposed mode selection techniques for large MDM systems where the best modes
can be selected for data multiplexing, reducing thus the DSP complexity at the transceivers while
guaranteeing an improved transmission quality.
Thesis Outline
Accordingly, the thesis is organized as follows: in chapter 1, we briefly review the evolution of
optical transmission systems from basic time division multiplexing and amplitude modulation to
modern optical MIMO transmission systems. Then, we focus on the linear and non-linear impair-
ments affecting PDM and SDM optical links, starting with the common impairments and ending
with the particular ones in each scheme. Among the latter, we pinpoint the sources and effects of
capacity-limiting linear impairments known as polarization dependent loss in PDM systems and
mode dependent loss in MDM systems.
Chapter 2 is dedicated to the description of the digital signal processing tools that will be ap-
plied to the optical MIMO systems. First, the principles of FEC coding and its application in op-
tical transmission systems are recalled, followed by the principles of time-domain and frequency-
domain equalization of dispersive effects with a special focus on OFDM. Then, MIMO coding
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techniques are introduced with a review of different ST coding families and their corresponding
decoding strategies.
Chapter 3 introduces the concept of polarization-time (PT) coding for PDL mitigation. We
recall previous works and evaluate the performance of a PT-coded OFDM PDM system in the
linear and non-linear regimes. Next, we derive an upper bound of the error probability of an
optical channel with PDL in order to explain the performance of the different PT codes. We also
define the design criterion of codes that optimally mitigate PDL. Later on, an experimental setup is
described and used to validate the observed coding gains and demonstrate the mitigation of in-line
PDL.
In chapter 4, the latest works on MDLmitigation are recalled, showing that more sophisticated
signal processing is needed to absorb the induced penalties. Then, ST codes are applied to 3-mode
and 6-mode MDM systems where low dispersion fibers and optical amplifiers are installed. Two
simulation scenarios are investigated where MDL arises from imperfections in the fiber itself or
from gain offsets at optical amplifiers. Finally, we analyze the DSP complexity of the suggested
ST coding solutions.
Chapter 5 deals with the reduction of the DSP complexity of the proposed optical MIMO solu-
tions. First, sub-optimal low-complexity decoders are suggested and their performance compared
to the one obtained with an optimal decoding. Then, a concept of multi-block ST coding is pre-
sented and applied for MDLmitigation. Finally, mode selection is proposed as another complexity
reducing technique for large SDM systems.
6
Chapter 1
Evolution of Optical Fiber
Transmission Systems
Optical fiber communication systems consist in modulating light, emitted by optical sources such
as lasers, with an electrical data-carrying signal. The modulated optical signal then propagates in
the fiber which is a transparent cylindrical waveguide principally made of silica. Light is trapped
in the core of the waveguide by internal reflections between the core and the cladding that has
a slightly different refraction index. At the end of the link, the signal is detected using photo-
receivers that convert the carried data back into the electrical domain. Propagation distances
can vary from few meters in local networks (homes, enterprises,...) to thousands of kilometers
in transoceanic links empowered by groundbreaking optical amplification techniques. The key
advantages of optical fibers, introduced in the 1970s as a transmission medium, are their low
attenuation and wide spectral bandwidth.
In the last twenty years, wavelength division multiplexing (WDM), coherent detection and po-
larization division multiplexing (PDM) along with advanced signal processing techniques marked
important milestones in the evolution of optical fiber transmission systems, enhancing both, their
capacity and their maximum reach. While simple modulation formats such as OOK or BPSK along
with direct detection provided bit rates ranging from 2.5 to 40 Gb/s, the highest being achieved
using strong FEC codes, the reach of these systems is limited by dispersive effects (CD and PMD)
that induce pulse broadening.
Later on, coherent detection provided access to all the information on the complex envelope
of the optical field (amplitude, phase, polarization state) allowing the compensation of dispersive
effects at the receiver and the doubling of the capacity through polarization multiplexing, hence
enabling 40 to 100 Gb/s rates per wavelength over the same legacy optical infrastructure (fibers
and amplifiers). For instance, a single-wavelength PDM system with a net bitrate of 100 Gb/s
can be implemented with a symbol rate of 28 GSymbols/s (or GBaud) and an optical bandwidth
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of 50 GHz using QPSK data symbols. An upgrade to 400 Gb/s per wavelength is expected in
the near future and can be obtained with the same symbol rate using a “super-channel" made of
two adjacent 50 GHz optical channels and using 16-QAM symbols, or a single 100 GHz optical
channel and a symbol rate of 56 GBaud with 16-QAM symbols. For all these systems, WDM can
scale up the capacity by the number of wavelengths transmitted in the fiber.
Today, around 10 Tb/s WDM systems are commercially available and 100 Tb/s are demon-
strated in research laboratories. However, coherent WDM-PDM systems are approaching their
capacity limits [6]. The most important difference between optical fiber channels and other trans-
mission media is the presence of non-linear effects in the fiber. Light is confined within a very
small volume: a fiber core with a radius of few micrometers, hence increasing the injected power
of the optical signal would lead to non-linear distortions that will accumulate over hundreds of
kilometers. This non-linear property has important consequences on the capacity of the channel
as demonstrated in [5, 6]. While the capacity of a linear channel impaired by additive Gaussian
noise increases monotonically with the transmitted power [11, Chap.6], the impact of non-linear
distortions in the fiber can grow at a faster rate than the gain brought by the high signal power,
turning the capacity into a non-monotonic function of the transmitted power as can be seen in
Fig. 1.1a.
x3 
Non-linear  
Shannon limit 
(a) Spectral efficiency results for record experi-
ments from [6] compared to the non-linear capacity
limit estimate curve for a 500-km transmission.
 <
 x
2
 
(b) Achieved spectral efficiency and transmission
distances in WDM experiments compared to the
nonlinear Shannon limit, taken from [12].
Figure 1.1: Capacity limits of standard single-mode optical fiber transmission channels.
Record experimental capacities are about a factor of two to three from the theoretical capacity
limit estimate in the few-thousand kilometer transmission regime. In Fig. 1.1b, we notice that
the capacity limit also known as the non-linear Shannon limit decreases with the transmission
distance. This is mainly due to the fact that the periodically amplified optical signal (usually every
60 to 120 km) is accumulating more non-linear distortions. Even though the optical fiber can be
8
enhanced to increase its capacity, for instance by further reducing its loss or increasing its core
area, this capacity gain is not enough to cope with the rising demands for higher bit rates [1].
Therefore, a new degree of freedom is currently investigated in order to provide the next leap in
capacity.
This new degree of freedom is space. All currently deployed long-distance optical transmis-
sion systems use silica fibers with a small core radius where only one propagation mode, defining
how a wave is distributed while propagating in the fiber, can exist. These fibers are called single-
mode fibers (SMFs). Cheaper fibers with a larger core, known as multi-mode fibers (MMFs) where
up to 100 modes can propagate at the same time are used for distances of few meters in local net-
works. However, these MMFs are not optimized for data multiplexing. The modes propagate at
disparate velocities and experience various losses. Recently, advancements in fiber design led to
a new category of fibers called “few-mode fibers" (FMFs) that support a small number of modes
with interesting properties [10], making them suitable for long-distance communications. More-
over, fibers with multiple cores in the same cladding were also suggested [13]. These promising
innovations can allow for overcoming the NL Shannon-limit of SMFs through spatial division
multiplexing (SDM). In Fig. 1.2 showing the evolution of the capacity of optical transmission sys-
tems over the years, the red data points correspond to the capacities achieved by SDM solutions
recently demonstrated and presented in post-deadline papers at the past European Conference on
Optical communications (ECOC) editions starting from 2010. SDM systems are able to offer
Petabit/s (Pb/s) capacities and are hence candidates for the next key technological breakthrough in
optical fiber transmission systems, just like low-loss fibers, optical amplification, WDM and more
recently high-spectral efficiency modulation via DSP-enabled PDM coherent systems.
Figure 1.2: The evolution of transmission capacity in optical fibers as evidenced by state of the art
laboratory transmission demonstrations over the years. (source: [1]).
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In this chapter, we review the evolution of optical transmission systems from the first gener-
ations based on simple intensity modulation to the latest promising high-capacity multiple-input-
multiple-output (MIMO) solutions. At the same time, we will be presenting the various impair-
ments affecting the performance of each transmission scheme: sources, consequences and the
existence or absence of solutions. In section 1.1, we focus on transmission loss, chromatic disper-
sion and non-linear effects in the fiber as well as on optical noise arising from optical amplification,
to which all generations of long-distance optical transmission systems are susceptible. In the fol-
lowing sections, we center on the different multiplexing possibilities WDM, PDM and SDM in an
optical fiber and end up with a futuristic look into applications of combined WDM-SDM-PDM
transmission systems.
1.1 From on-off keying to multi-level modulations
In its most general form, an optical fiber transmission system is composed of a transmitter, an
optical channel containing fiber spans and other optical components, and a receiver. A basic
transmitter consists of electrical drivers and optical modulators. Each electrical driver transforms
a data bit sequence, that may be coded using a forward error correction (FEC) module, to an
electrical signal converted to the optical domain by an electro-optical modulator. The optical
signal is transmitted in the fiber link where optical amplifiers are regularly inserted to compensate
the fiber attenuation and carry the signal over thousands of kilometers. At the optical receiver, the
signal is detected by one or more photodiodes and is converted to the electrical domain. After,
analog-to-digital conversion is performed and digital signal processing is applied to compensate
the transmission impairments. Finally, the information bits are estimated using an appropriate
decoder. A schematic architecture of an optical transmission system is given in Fig. 1.3.
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Figure 1.3: The general scheme of a long-distance optical transmission system.
1.1.1 Optical transmitters
A bit sequence at the input of an optical transmitter is converted to an electrical signal that mod-
ulates an optical carrier emitted by a laser. The amplitude and phase of the optical signal, at the
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output, are determined by a certain number of information bits. The electrical field of the optical
signal at the output of a perfect optical modulator is given by:
E0(t) = A0(t)exp(ω0t+φ0t) (1.1)
where A0 and φ0 are the amplitude and phase of the output field, ω0 = 2pi f0 is the carrier frequency,
in rad/s, linked to the more commonly used wavelength λ0 = 2pic/ω0 with c = 3.108 m/s being
the velocity of light in vacuum and f0 the frequency in Hz. Depending on the used modulation
format, we define an amplitude, phase or amplitude and phase modulation.
Real optical modulators are characterized by an electro-optical bandwidth defining the maxi-
mum frequency at which they keep responding to the electrical driving signal, an extinction ratio
between the maximum and the minimum output power and an insertion loss. Various technologies
of optical modulation exist [14] including a direct modulation of the laser or the use of external
components that modulate the continuous wave emitted by the laser. These components include
electro-absorption modulators, phase modulators and Mach-Zehnder modulators (MZMs). While
direct intensity modulation of the laser is the easiest method, it causes an unwanted variation of the
lasing frequency, called frequency chirp that induces pulse spreading and hence limits the reach of
the transmission system. Electro-absorption modulators, based on the modulation of the absorp-
tion coefficient of a semiconductor material, have a reduced frequency chirping effect and can be
monolithically integrated with the laser providing a compact and low-cost component called the
electro-absorption modulated laser (EML). EMLs are well suited for access networks with typical
transmission distances of 80 km and 10 to 40 Gb/s rates. The MZM is another external modulation
component that exhibits very low frequency chirping and is a popular device for high-speed long-
haul optical transmissions because it offers a large electro-optical bandwidth (up to 40 GHz), small
insertion losses (≤ 4 dB) and a high extinction ratio (≥ 20 dB). Moreover, MZMs are known to be
weakly wavelength dependent. Their higher cost and power consumption made them unsuitable
for access networks.
1.1.1.1 Mach-Zehnder modulator
A MZM is an interferometer composed of two 3 dB couplers and two arms of Lithium Niobate
crystal as shown in Fig. 1.4. The modulation occurs by applying a driving voltage to the arms that
modifies their refractive index, controlling hence the phase of the light propagating through the
arms and creating constructive and destructive interference at the output of the MZM. This inter-
ference translates into amplitude fluctuations of the optical signal. The input-output characteristic
of an MZM is given by:
Eout ∝ Ein cos
(
pi
V1−V2
2Vpi
)
(1.2)
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where Ein and Eout are the fields at the input and output of the modulator respectively,V1 andV2 are
the voltages applied to the arms, and Vpi is the drive voltage corresponding to a phase shift from a
constructive (maximum) to a destructive (minimum) interference (transmittance). With adequate
electrical voltages, MZMs can be used for digital modulations (on-off keying, binary phase shift
keying, QAM...) or analog modulations such as OFDM, as shall be seen in the next sections.
Optical  
phase 
0 
2V
π
 
Optical  
phase 
π 
T
r
a
n
s
m
it
t
a
n
c
e
 
V1- V2 
Optical  
phase 
π 
Optical  
phase 
0 
T
r
a
n
s
m
it
t
a
n
c
e
 
V1- V2 
(a) (b) (c) 
Eout Ein 
V1 
V2 
0 
π 0 0 
Figure 1.4: Mach-Zehnder modulator: (a) schematic figure of an MZM, (b) Power transmittance with
MZM biased at the quadrature point, (c) Power transmittance with MZM biased at the trough point.
1.1.1.2 Modulation formats
A digital modulation format is a set of discernible symbols. Each symbol is defined from a finite
set of states. These states can be frequencies and the associated modulation format is known as
frequency shift keying (FSK), or amplitudes for amplitude shift keying (ASK), or phases leading
to phase shift keying (PSK), or both phases and amplitudes for quadrature amplitude modulation
(QAM). In case of amplitude/phase modulation, the combination of states can be represented by
a constellation as shown in Fig. 1.5. Each symbol in a q-state constellation can be associated to
kc = log2(q) bits.
A modulation scheme is also characterized by the average energy of its constellation denoted
as ES and its bitrate. If each symbol is transmitted during a time TS, the symbol rate can be defined
as RS = 1/TS symbols/s (or baud). The corresponding bitrate Rb is related to the symbol rate RS
by: Rb = log2(q)RS = kcRS.
On-off keying
Non-return-to-zero (NRZ) on-off keying (OOK), consisting in transforming a ‘0’ bit to a weak
optical power and a ‘1’ bit to a high power, has been for a long time the preferred modulation
format for optical transmission systems. OOK can be achieved using a single MZM driven by an
electrical signal with a peak-to-peak amplitude of Vpi around a bias voltage set at the quadrature
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point as shown in Fig. 1.4-b. At the receiver, a single photodiode followed by a decision threshold
that incorporates a clock recovery unit is necessary to retrieve the transmitted bits.
The simplicity and low cost of the NRZ-OOK scheme made it very popular. Nevertheless, this
format has a poor noise sensitivity. New formats, with enhanced noise sensitivity and tolerance to
non-linearity, were suggested such as the return-to-zero (RZ) pulse-shaped OOK where the power
drops from high to weak for the bit ‘1’, or the carrier-suppressed RZ-OOK. The main drawbacks
of these methods are their broader spectra compared to NRZ-OOK.
Binary phase shift keying
Phase modulation consists in coding the information on the phase of the signal while maintaining
a constant energy profile. In binary phase shift keying (BPSK), a null phase is associated to a ‘0’
and a pi-phase to ‘1’. BPSK has the same spectral efficiency of one bit per information symbol
as OOK. Yet, at the same average energy ES, the distance between the symbols of the BPSK
constellation is larger than that of OOK, as can be seen in Fig 1.5, thus providing a 3 dB improved
noise sensitivity compared to OOK (noise sensitivity of various modulation formats are presented
in appendix A).
A BPSK transmitter is the same as for OOK with a small difference regarding the bias point
of the modulator. The MZM is driven by a voltage of 2Vpi peak-to-peak amplitude, and biased at
the trough of its characteristic as shown in Fig. 1.4-c. However, the implementation of a BPSK
receiver is more complex. At the receiver side, the phase information needs to be optically de-
modulated before getting to the photodiode that is inherently an intensity detector. Hence, specific
receiver schemes are required for phase modulated signals. One way of performing the phase
demodulation is differential detection where the phase difference between two consecutive sym-
bols is detected using an interferometer. In this case, the transmitted information is encoded in
the phase difference between two successive symbols and the scheme is called differential BPSK
(DBPSK). Another way of optically demodulating the differential phase information is using co-
herent detection that would provide a better sensitivity than a direct detection technique.
Q Q Q 
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Figure 1.5: Constellations of (a) OOK, (b) BPSK, (c) QPSK or 4-QAM having the same average
energy ES.
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Quadrature phase shift keying
The previous modulation formats offer a limited spectral efficiency of a single bit per information
symbol. To overcome this limitation, multi-level modulation formats are needed. The first to
be investigated in optical communication was quadrature phase shift keying (QPSK) which is a
multi-phase modulation format with four distinct symbols exp(iΦS) having the same amplitude
and four equally separated phases as shown in Fig. 1.5-c. Hence, QPSK can encode two bits in
each symbol, one in-phase and the other in-quadrature. The bits are mapped to the symbols using
a binary Gray code where the bit sequences assigned to two neighboring constellation points differ
in only one bit.
For the same target bitrate, QPSK has half the symbol rate of BPSK and hence occupies half
its spectral bandwidth, resulting in an enhanced spectral occupancy and making the transmission
more tolerant to narrow optical filtering, to chromatic dispersion in the fiber which is quadratically
related to the bandwidth as well as to polarization mode dispersion (PMD) as we shall see in
the next section. In what concerns noise sensitivity, the minimal distance dmin of QPSK, which
corresponds to the distance between the closest points in the constellation, is 1/
√
2 smaller than
that of BPSK at the same average energy ES. Yet, the spectral efficiency is doubled thus resulting
in the same noise sensitivity as BPSK.
A QPSK transmitter can be implemented using two parallel MZMs with a pi/2 phase-shift
between their outputs. At the receiver, QPSK also needs an optical demodulation before the pho-
todetection through a differential scheme (DQPSK). Again, coherent detection is another way to
optically demodulate DQPSK providing an enhanced sensitivity compared to direct detection.
Quadrature amplitude modulation
Quadrature amplitude modulation (or q-QAM) consists in modulating both phase and amplitude
of the signal. The q symbols can be represented by a complex number in polar coordinates:
AS exp(iΦS). Different flavors of QAM exist such as rectangular QAMs that can be easily imple-
mented with two amplitude modulations on quadrature carriers. The constellation diagrams of a
rectangular 4-QAM, that corresponds to a QPSK modulation for the same average symbol energy,
8-QAM, with two equivalent configurations, and 16-QAM modulations are given in Fig. 1.6. The
minimal distance of each constellation is also given as a function of the average symbol energy ES.
Although being easy to implement, a rectangular QAM does not maximally space the constellation
points at a given energy for q > 4, and is thus sub-optimal. Other QAM schemes can be built to
optimize the distances between points. For instance, a circular 8-QAM is drawn in Fig. 1.6 show-
ing a larger minimal distance dmin than the rectangular 8-QAM at equal average energy. Although
optimal non-rectangular QAMs can be found for a given number of points q, they were rarely used
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in early generations of optical transceivers because their modulation and demodulation are harder
to implement than for rectangular q-QAMs.
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Figure 1.6: Constellation diagrams of: (a) rectangular 4-QAM, (b) rectangular 8-QAM, (c) circular
8-QAM (d) rectangular 16-QAM, with the same average energy ES.
The spectral efficiency of a q-QAM constellation is given by kc = log2(q). The main advantage
of multilevel modulation formats is the increased bitrate over a limited spectral bandwidth. For
future optical communication systems, 8-QAM, 16-QAM and up to 128-QAM constellations [15–
17] are being considered to achieve a 1.5, 2 and 3.5 capacity increase factor, respectively, com-
pared to QPSK. This capacity increase comes at the cost of complex transmitters and receivers as
well as an augmented sensitivity to both linear and non-linear effects. To overcome the complex-
ity at the transmitter, any configuration of multi-level modulation formats (rectangular, circular...)
can be implemented using digital-to-analog converters (DACs) instead of multiple MZM branches.
Indeed, the availability of high-speed DACs opens the way to a larger set of modulation formats
ranging from multi-level modulations to analog modulations such as OFDM.
1.1.2 Propagation in optical fiber transmission systems
A fiber is a cylindrical non-linear waveguide consisting of a core, a cladding and a coating. The
light is confined in the core through total internal reflection due to the difference between the
refractive indices of the core and the cladding: ncl ∼ 1.444 for the cladding of silica fibers with a
step-index profile and a slightly higher index for the core nco as shown in Fig. 1.7. Depending on
the core radius rc, refraction index difference ∆n = (nco− ncl)/nco, and the wavelength λ0 of the
optical carrier, the light waves propagate in distinct patterns also called modes. A mode describes
the distribution of the energy of a light wave across the fiber section. A dimensionless parameterV
(usually called normalized frequency) defined by the optical and geometrical properties of a fiber
determines the number of propagating modes. V is given by [18, Chap.4]:
V =
2pirc
λ0
√
n2co−n2cl =
2pirc
λ0
NA (1.3)
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where NA is called the numerical aperture of the fiber. An important parameter for each mode is
its cut-off frequency that can be found by solving the propagation equation in a fiber taking into
account its optical and geometrical properties as well as the boundary conditions between the core
and the cladding. If the cut-off frequency of a mode is smaller than V , the mode is guided by the
fiber. In step-index fibers, one mode called the fundamental mode has a zero cut-off frequency and
hence is always allowed to propagate. The next mode to appear has a cut-off frequency of 2.405.
Hence, the single-mode condition of a step-index fiber is to have V < 2.405 [18, Chap.4] and the
fiber is called single-mode fiber (SMF). On the other hand, if V > 2.405, the higher V goes, the
more propagating modes will appear and the fiber is called a multi-mode fiber. In this section, we
provide a description of single-mode optical fiber transmission systems with an emphasis on fiber
attenuation, chromatic dispersion and the main non-linear effects.
coating 
core 
cladding 
refractive index 
radius 
nco 
ncl = 1.44 
Δn = 0.5% 
x 
y 
z 
2rc = 9μm 
Figure 1.7: Single-mode fiber with a step-index profile.
Propagation in single-mode fibers was thoroughly studied and different models were suggested
depending on which effects are intended to be captured. Given a cylindrical core and cladding
structure of the fiber with a step-index profile and a small core radius (usually less than 5 µm
around 1.55 µm to satisfy (1.3)), only a single spatial mode can propagate in the fiber at the
wavelength λ0. The corresponding electrical field E can be expressed in the time domain as [19,
Chap.2]:
E(x,y,z, t) = F(x,y)A(z, t)exp(i(β z−ω0t)) (1.4)
where z is the propagation distance, t the time variable, F(x,y) the normalized spatial distribution
of the field in the (x,y) plane and A(z, t) the complex envelope of the field. β is the pulsation-
dependent propagation coefficient, approximated by a Taylor series at the angular frequency of
the optical carrier ω0:
βω = β0+β1(ω −ω0)+ 12β2(ω −ω0)
2+ . . . (1.5)
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where βi is the ith derivative of β with respect to ω .
In a standard single-mode fiber, F can be approximated by a Gaussian distribution and A(z, t)
contains all the interesting information about the electrical field at a distance z and at a time t. A
can be found by solving the non-linear Schrödinger (NLS) equation describing the propagation in
the fiber in the time domain [19, Chap.2]:
∂A
∂ z
+β1
∂A
∂ t
+
i
2
β2
∂ 2A
∂ t2
+
α
2
A= iγNL|A|2A (1.6)
where α is the attenuation coefficient of the fiber per unit length and γNL is the non-linearity
coefficient. A major simplification made in (1.6) is the assumption that the polarization state of
light does not change during its propagation in the fiber, which is not the case in practice as we
shall explain in section 1.2. A more general form of the NLS equation that takes into account the
non-linear interactions between two orthogonal polarization tributaries x and y of the optical field
is given below where Ax (resp. Ay) is the complex envelope of the electrical field on the x (resp. y)
polarization [19, Chap.6]:
∂Ax/y
∂ z
=−α
2
Ax,y−β1x,1y ∂Ax,y
∂ t
− iβ2
2
∂ 2Ax,y
∂ t2︸ ︷︷ ︸
linear effects
+iγNL
(
|Ax,y|2+ 23 |Ay,x|
2
)
Ax,y+
iγNL
3
A∗x,yA
2
y,x exp(∓2iδβ0z)︸ ︷︷ ︸
non−linear effects
(1.7)
where δβ0 = β0x−β0y. Due to linear birefringence, group velocities β1x and β1y are different re-
sulting in a polarization dependent dispersion and differential delays between the two multiplexed
signals. The 2/3 factor in the non-linear term comes from the fact that the two considered po-
larization tributaries are orthogonal. For long-distance transmissions, the last term in (1.7) often
changes sign and its contribution averages out to zero and can be neglected.
The conversion between the frequency domain and time domain solutions is done using these
equations:
A(z,ω) =
∫
A(z, t)exp(−i∆ωt)dt and A(z, t) = 1
2pi
∫
A(z,ω)exp(∆ωt)dω (1.8)
We will focus in the following subsections on the different terms in (1.6).
1.1.2.1 Transmission loss
In silica optical fibers, the attenuation of the propagating optical power depends on the wavelength
of the signal. The main sources governing the attenuation profile of an optical fiber are Rayleigh
scattering and absorption of the material. The former results from microscopic imperfections in
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the fiber during its fabrication and affects short wavelengths more than long ones in the near-
infrared region (1200−1715 µm). The latter is caused by the absorption of silica SiO2, strong at
long wavelengths as well as by the absorption of OH−1 ions at 1.39 µm. These loss sources define
two low-loss regions used for optical communications with two minima: a first at 1.55 µm and a
second at 1.3 µm. Standard single mode fibers (SSMF), also referred to as G.652, are the most
commonly employed for telecommunications and have a low loss coefficient αdB = 10log10(α) =
0.2 dB/km at 1.55 µm. The optical power is hence divided by 100 after propagating in 100 km
of SSMF. For the most recently manufactured fibers, some of the absorption peaks are suppressed
and the achieved loss coefficients are as low as 0.16 dB/km.
1.1.2.2 Optical amplification
In long-haul optical transmissions, the signal has to be periodically re-amplified despite the low
attenuation of the waveguide. The emergence of optical amplification techniques made this pos-
sible without the need to regenerate the optical signal. Erbium doped fiber amplifiers (EDFA),
the most popular optical amplifiers, are periodically inserted every 40 to 120km to raise the signal
power to the initially injected power at the transmitter, depending on the type of fiber, the total
system length and the application (sub-marine or terrestrial systems). They are represented by the
blue triangles in Fig. 1.3. Their popularity is mainly due to their large amplification window and
relatively flat gain spectrum, thus paving the way for wavelength division multiplexing (WDM)
and revolutionizing optical transmission systems.
An EDFA consists of a few-meters long single-mode fiber doped with Erbium Er3+ ions in
which the optical signal propagates with one or more signals pumped in the core by lasers at
0.98 µm or 1.48 µm corresponding to the absorption band of Erbium. This technology was
demonstrated by Desurvire et al. [20] and Mears et al. [21] in 1987. The pumped power excites
the doping ions into a higher energy level, and the ions relax back to the lower level by stimu-
lated emission with the incident optical signal or by spontaneous emission as shown in Fig. 1.8.
Stimulated emission leads to the generation of photons with the same properties than the signal
photons (same frequency, polarization and phase) which ensures the signal amplification, whereas
spontaneous emission leads to the emission of disordered photons in all directions. Some of these
photons propagate in the direction of the incident signal and add up as noisy photons, which in
turn, excite ions and generate new noisy photons. This process is called amplified spontaneous
emission (ASE). Having several optical amplifiers in a long-haul link, the generated ASE noise
progressively accumulates, resulting in the principal noise source in these transmission systems.
EDFA gains can reach ∼ 40 dB with a maximum output power of 23 dBm (0 dBm corre-
sponds to a power of 1 mW). Distinct EDFAs are optimized for the C-band (conventional band:
1.530− 1.565 µm) and the L-band (long-λ band: 1.565− 1.625 µm) amplification because the
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Figure 1.8: Energy level diagram of an EDFA.
latter requires longer Erbium doped fibers. As for ASE noise, it is commonly assumed to be an
additive white Gaussian noise. A single EDFA compensating the loss of a fiber of length L kilo-
meters, introduces a noise having the following gain dependent power spectral density for a given
polarization mode:
NASE = (G−1)h¯ f0nsp (1.9)
where h¯ = 6.626.10−34 J.s is the Planck constant, G = exp(αL) the gain of the amplifier and
nsp ≥ 1 the spontaneous emission factor that fixes the noise figure NF of an optical amplifier
defined as the ratio between OSNRs at its input and output. NF ≈ 10log10(2nsp) at high G and a
perfect amplifier with nsp = 1 has a noise figure of 3 dB [22, Chap.7]. In practice, EDFAs have a
noise figure between 4 and 6 dB.
The total optical noise power, in a link of Nspans equally spaced fiber spans with optical ampli-
fiers as in Fig. 1.3, is usually measured within a reference spectral bandwidth Bre f of ∆λ = 0.1 nm
(or equivalently ∆ f = c
λ 20
∆λ = 12.5 GHz at 1.55 µm) and consequently the optical signal-to-noise
ratio (OSNR) is defined as the power ratio between the optical signal and the ASE noise power:
OSNR=
PS
2NspansNASEBre f
(1.10)
where PS is the average optical signal power. The factor 2 corresponds to the ASE power on two
orthogonal polarization states.
Gain flattening filters are usually used in optical links to enhance the flatness of the gain spec-
trum of optical amplifiers. However, EDFAs exhibit a small polarization dependent gain that can
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accumulate in long-haul polarization division multiplexed systems and affect their performance,
as we shall see later on.
Optical amplification can also be achieved, in a distributed way, using the non-linear stimulated
Raman scattering (SRS) effect where the fiber is used as both a transmission and amplification
medium [23]. Even though Raman amplification achieves a better effective noise figure and has a
wider amplification bandwidth than EDFAs, it also presents a number of disadvantages including
a high cost and high-power pumps, hence stricter safety requirements. Hybrid EDFA/Raman
amplification schemes were suggested to address these drawbacks, achieving low effective noise
figures and extending the maximum reach of the transmission system.
1.1.2.3 Chromatic dispersion
Due to the wavelength dependence of the refractive index of the fiber, the spectral components of
the transmitted optical signal travel at different velocities, which is known as material dispersion.
Another source of dispersion is waveguide dispersion caused by the propagation of a fraction of
the electrical field in the cladding that has different refractive index than the core. Hence, a part of
the field travels at a different velocity causing dispersion.
In (1.5), the coefficient β0 is a constant phase shift and β1 is the inverse of the group velocity
vg = 1/β1 of the electrical field in ps/km, or in other words it is the group delay experienced by
a light pulse per unit length. β2 is related to the group velocity dispersion (GVD) - or chromatic
dispersion (CD) - coefficient of the fiber:
D=
dβ1
dλ
=−2pic
λ 20
β2 (1.11)
D quantifies the variations of the group delay per unit length with the wavelength. For an SSMF,
D is typically 17 ps/(nm.km) at λ0 = 1.55 µm. Using (1.11) and considering only chromatic
dispersion in (1.6) (ideal loss-free, nonlinear-free fiber) with a change of variable to a reference
moving along the fiber at the speed vg, we can obtain the transfer function of chromatic dispersion
in the frequency domain:
HCD(z,ω) = exp(−iDλ
2
0 z
4pic
ω2) (1.12)
At a certain wavelength λZD, material and waveguide dispersion can cancel each other (λZD =
1.32 µm for SSMF). Away from λZD, dispersion induces pulse broadening that leads to inter-
symbol interference (ISI) as shown in Fig. 1.9. This pulse broadening can be evaluated by a
dispersion length LD = T 20 /|β2| that characterizes the distance after which a Gaussian pulse of
initial width T0 broadens by a factor of
√
2. T0 being inverse proportional to the symbol rate, it is
clear that chromatic dispersion limits the maximum achievable reach of the optical link and can
degrade its performance if no CD management techniques are implemented.
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Figure 1.9: Inter-symbol-interference due to chromatic dispersion.
CD was first addressed by manufacturing dispersion-shifted fibers with different λZD val-
ues [19, Chap.1] such that a zero chromatic dispersion is obtained on the transmission wavelength.
However, these fibers are more sensitive to non-linear effects. Another way of optically managing
CD in long-haul transmission links is the periodical CD compensation through the concatenation
of SSMFs and dispersion compensating fibers (DCFs) with a negative dispersion coefficientD< 0.
However, the non-linear effects are also important within DCF because of their reduced effective
core area. Therefore, special dispersion maps with pre-, in-line and post- compensation of CD
were studied to enhance the tolerance to non-linear effects [24]. Later on, with the return of coher-
ent detection, digital equalization techniques were applied to completely compensate CD which
is, as can be seen from its transfer function in (1.12), a “deterministic" and unitary effect [25]. In
fact, if we further develop (1.5), we obtain β3 defined as the GVD slope or the variation of GVD
as a function of wavelength which leads to a quasi-deterministic CD.
1.1.2.4 Non-linear effects
The non-linear coefficient γNL in (1.6) is given by:
γNL = a
n2ω0
cAe f f
(1.13)
where a = 8/9 for SSMF and a = 1 for polarization maintaining fibers [26], Ae f f is the effective
core area over which the signal power is assumed to be constant and n2 is the non-linear refractive
index. Indeed, the refractive index of silica changes with the intensity of the propagating signal,
a phenomenon known as the optical Kerr effect. n2 has typical values of 2− 3.10−20 m2W−1
and Ae f f varies between 20− 50 µm2 for DCFs and 80− 100 µm2 for SSMFs around 1.5 µm
depending on the fiber design. Having seen that the fiber is a lossy medium, we expect that non-
linear effects will be more important in the first kilometers of a span where the optical power
is still high. The effective fiber length where non-linear effects are strong is denoted Le f f and
approximated by [22, Chap.7]:
Le f f =
1− exp(αL)
α
(1.14)
where L is the total length of the fiber span.
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We can see from (1.6) that the term containing γNL will induce a non-linear intensity-dependent
phase shift in the electrical field A. This effect is known as self-phase modulation (SPM). Since the
signal intensity can vary with time (OOK, transitions from a symbol to another in BPSK, QPSK),
the non-linear phase shift is also time-varying, and thus generates a time-varying frequency shift
referred to as frequency chirping. By shifting the signal frequencies towards lower and upper
values, SPM causes spectrum broadening. The shifted frequencies will propagate at a different
speed due to chromatic dispersion, interfere with other signal components and induce non-linear
amplitude distortions.
NLT 
Input power (dBm) 
BER 
Popt Pmin Pmax 
required 
FEC limit 
pre-FEC BER 
Figure 1.10: Characteristic bath-tub shaped BER performance as a function of the injected input
power per wavelength in the optical fiber link. Extra margins [Pmin : Pmax] may be considered rather
than a single operating point Popt to take into account system aging.
To sum up, optical transmission systems are limited by optical amplification noise for low
OSNR values, but also by non-linear intensity-dependent effects that become dominant with an
increasing input power as can be seen in Fig. 1.10. Hence, a trade-off between these two limits
must be found and the system must be operated at an optimal input power. This optimal operation
point is referred to as the non-linear threshold (NLT). The NLT of an optical transmission system
of total length Ltot is simulated or measured by searching for the input power that ensures the
best bit error rate (BER) performance. It varies with the modulation format, the bandwidth, the
dispersion map and the optical components in the link.
1.1.3 Optical receivers
1.1.3.1 Direct detection schemes
Direct detection (DD) is commonly used in 10 Gb/s and 40 Gb/s OOK and DPSK optical trans-
mission systems. For OOK signals, one photodiode acting as a quadratic receiver provides an
electrical current proportional to the intensity of the received optical signal. Then, a clock recov-
ery circuit provides the right samples to a threshold decision element. For PSK modulations, in
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order to keep the receiver complexity low, differential schemes were used as mentioned in sec-
tion 1.1.1.2 along with single-symbol-delay optical interferometers at the receiver to perform the
optical demodulation before photo-detection. Balanced photodiodes are connected to the outputs
of the interferometers providing an electrical current that is proportional to the phase shift between
two successive symbols. The different direct detection schemes can be seen in Fig. 1.11.
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Figure 1.11: Transmitters, direct detection and coherent detection receivers for various modulation
formats.
Despite its simple architecture, the performance of direct detection for differential encoded
BPSK and QPSK can be severely affected by receiver imperfections such as temporal or gain
imbalances between the different arms of the interferometers [27]. Besides, the receiver archi-
tecture will become complex for higher spectral-efficiency modulations. Above that, DD systems
are limited by linear polarization mode dispersion effects that cannot be efficiently mitigated after
photo-detection due to the absence of information on the phase and polarization of the optical
signal.
1.1.3.2 Coherent detection schemes
Coherent detection consists in beating the incident optical signal with a local oscillator laser (LO)
oscillating at nearly the same frequency and serving as a reference signal which provides a better
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noise sensitivity than direct detection [28] and differential detection [29]. Coherent detection
was first investigated in the 1980s [30]. Yet, the invention of EDFAs on one hand and the need
for optical phase locking required to compensate the phase shift between the LO and the optical
carrier on the other hand, made its implementation complex and unnecessary. However, later,
the interest in coherent detection was revived by the advancements in the increased performance,
reliability and speed of dedicated integrated circuits that permitted to replace optical phase-lock
loops with digital carrier recovery techniques.
In order to recover the in-phase and in-quadrature components of the signal, a 90◦-hybrid
phase diversity intradyne coherent receiver is usually used where the local oscillator frequency
ωLO is close to the carrier frequency ω0. The LO is separated into two 90◦-phase shifted parts
that interfere with the incident optical signal. Then, balanced photodiodes provide two currents
corresponding to the I and Q components of the received signals [28]:
IQ(t) = r
√
P0(t)PLO(t)cos(Φ0(t)−ΦLO(t))
II(t) = r
√
P0(t)PLO(t)sin(Φ0(t)−ΦLO(t))
(1.15)
where P0(t),PLO(t), Φ0, ΦLO are respectively the powers and phases of the received signal and
the local oscillator, and r is the responsivity of the photodetection. In (1.15), we suppose that
the carrier offset ∆ωIF = ω0−ωLO is null or perfectly compensated (homodyne detection). The
scheme of a coherent receiver can be seen in Fig. 1.11. The amplitude, phase (and polarization
as we shall see later in this chapter) of the received signal being now available in the electrical
domain, coherent detection opens the way to the digital mitigation of the various linear and non-
linear impairments of the optical transmission link, and in addition, to the use of new modulation
formats such as higher order modulations and orthogonal frequency division multiplexing. Hence,
the available bandwidth can be better utilized than with binary modulation formats and the capacity
of the transmission system can be boosted without changing the installed fibers.
1.1.3.3 Digital signal processing
Digital signal processing can be applied either at the transmitter to pre-distort the optical signal
or at the receiver to equalize linear and/or non-linear impairments. In direct detection schemes,
pre-compensation of chromatic dispersion was demonstrated [31] but these systems were more
vulnerable to non-linear effects. CD compensation at the receiver was also proposed [32], still,
the absence of phase information and the non-linear quadratic detection limited the performance
of DD systems. With the introduction of coherent detection, all the information on the complex
amplitude of the optical signal is linearly transposed to the electrical domain. Therefore, optical
filtering, distortion compensation and more sophisticated digital processing can now be performed
digitally at the receiver.
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The DSP circuit of a single-carrier digital coherent receiver must perform a sequence of im-
portant operations to retrieve the transmitted information. First, the currents in (1.15) must be
sampled at twice the maximum bandwidth in order to satisfy the Shannon-Nyquist theorem, and
quantized by analog-to-digital converters (ADCs). Next, clock recovery and re-timing of the sig-
nals are performed before equalizing the impairments of the optical channel [25]. The equalization
step contains a chromatic dispersion compensation module. Then, the carrier phase noise is re-
moved using the Viterbi and Viterbi algorithm [33] when a constant-modulus modulation is used
such as QPSK, and finally the symbols are demodulated and decoded. A general scheme of a
single-carrier digital coherent receiver is given in Fig. 1.12.
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Figure 1.12: Schematic of the DSP blocks in a single-carrier digital coherent receiver.
Whether CD compensation is realized in-line using DCFs or not, all or a residual CD can
be compensated at the receiver side using a temporal finite impulse response (FIR) filter [25] or a
single-tap filter applied on the frequency domain signal obtained through a Fast Fourier Transform
(FFT) module. In the former case, the FIR filter must have a number of taps at least as long as the
maximum delay spread caused by CD. In the latter case, the dispersion compensating filter is the
inverse of the CD transfer function in (1.12) and an arbitrary amount of CD can be compensated.
The quasi-deterministic nature of CD makes its complete digital equalization with a static filter
very interesting. Indeed, this will keep us from using DCFs with a negative dispersion parameter
that usually have large non-linearity coefficients. For long-haul transmissions, a large number of
taps will be required for full temporal CD compensation at the receiver while the complexity of
the single-tap frequency domain filter will be limited to the implementation of the FFT and inverse
FFT (iFFT) blocks.
Nevertheless, the described coherent receiver is a polarization insensitive detection technique
and requires active polarization control in order to properly operate. We shall see later that a
polarization-diversity version of coherent detection along with appropriate DSP will solve this
issue and give access to an additional degree of freedom in SSMF which is polarization, thus
25
1. EVOLUTION OF OPTICAL FIBER TRANSMISSION SYSTEMS
allowing to double the spectral efficiency of the installed links and to compensate polarization
dependent impairments.
1.2 Wavelength Division Multiplexing (WDM)
Empowered by the manufacture of powerful wide-band optical amplifiers, WDM consists in trans-
mitting independent data streams using different wavelengths, also called “channels" that propa-
gate simultaneously in the same fiber as shown in Fig. 1.13. WDM expanded the system capacity
a hundred-fold and supported the traffic growth with a very modest cost per bit thanks to the large
available THz bandwidth. A major advantage of WDM is the absence of linear crosstalk between
channels even in dense WDM systems with 50 GHz and 25 GHz wide channels according to the
ITU-T G.694.1 recommendation. The channels can be individually filtered before being combined
at the transmitter and before being detected at the receiver. Using both the C- and L- bands, up to
220 channels can be transmitted on a 50 GHz grid.
However, WDM systems are subject to non-linear inter-channel crosstalk induced by cross-
phase modulation (XPM) and four-wave mixing (FWM). The former arises from optical Kerr
effect similarly to SPM, with intensity variations of a wavelength ω1 altering the phase of another
channel ω2. The latter occurs when two co-propagating wavelengths ω1 and ω2 create two new
components at ω3 = 2ω1−ω2 and ω4 = 2ω2−ω1 that may coincide with other data-carrying
wavelengths, and hence cause interference and information loss [19, Chap.10].
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Figure 1.13: Wavelength division multiplexing transmission scheme.
XPM-induced penalties can be reduced by increasing the channel separation inWDM systems.
Unequal channel spacing [34] and special dispersion maps with local non-zero dispersion and
an average overall null chromatic dispersion [35] are effective techniques to combat FWM. Yet,
with an increasing number of channels, every single channel is disturbed by many others and the
induced penalties will depend on many parameters, for instance the channel spacing, the used
modulation formats, the dispersion coefficients and the channel bitrate. Indeed, for low bit rates
and/or low chromatic dispersion, the signals interact during a significant time inducing important
non-linear phase shifts. The higher the bit rates and/or the chromatic dispersion, the shorter this
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interaction becomes. However, the bandwidth of each channel is wider for a high bitrate and non-
linear effects similar to XPM and FWM will arise inside each channel [36]. These effects are
referred to as intra-channel XPM and FWM (IXPM and IFWM).
The mitigation of these non-linear techniques using powerful DSP capacities and coherent de-
tection is currently investigated. Back-propagation and Volterra-based techniques trying to invert
the propagation equation (1.6) are among the most powerful, yet complex, solutions [37].
1.3 Polarization Division Multiplexing (PDM)
So far, the amplitude, phase and wavelength dimensions were employed to transmit information.
The use of a new dimension “polarization" will enable us to reach a 100 Gb/s bitrate per wave-
length by sending QPSK data symbols over two orthogonal polarization states, hence reducing
the required bandwidth by a factor of two when compared with the previous single-polarization
systems [38]. This new solution is referred to as polarization division multiplexing (PDM) or po-
larization multiplexing (Pol-Mux) and has established itself as the most widely used polarization-
sensitive scheme. Apart from the more efficient utilization of the available bandwidth, coherent
PDM solutions have increased tolerances to linear and nonlinear transmission effects than the
previous schemes and inherit all the benefits of coherent detection.
Polarization is a property of electromagnetic waves that describes the direction of the trans-
verse electric field. This field can be divided into two orthogonal components x and y in an arbi-
trary frame of reference. The state of polarization (SOP) is defined as the pattern traced out by the
electrical field in the transverse plane as a function of time. In an optical fiber, the two orthogonal
components can be interpreted as the fiber supporting two orthogonal channels. The SOP is then
defined by the relative amplitude and phase of the complex envelope of the orthogonal polarization
components x and y given by:
a=
(
Ax
Ay
)
=
( √
Px exp(iφx)√
Py exp(iφy)
)
(1.16)
also known as the Jones vector. Px, Py, φx, φy are respectively the powers and phases of the
orthogonal components Ax and Ay. More on the polarization of light can be found in appendix B.
It is important to note that PDM is only one flavor of a larger group of polarization sen-
sitive modulation formats that includes bit-wise alternating-polarization (APol) modulation or
polarization-switched QPSK (PS-QPSK) [39] and polarization shift keying (PolSK). Yet, PDM
was chosen for optical transmission systems because it has a spectral efficiency advantage over
APol where some bits are needed to indicate a polarization switch hence introducing redundancy.
PDM has also a lower-complexity TX/RX structure compared to PolSK that needs a precise con-
trol of the SOP of the electrical field defined in the 3-dimensional Stokes space to encode the data
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and triple the spectral efficiency compared to a single-polarization scheme. For the definition of
SOP in the 3-D Stokes space, please refer to appendix B.
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Figure 1.14: Architecture of dual polarization transmitter and corresponding coherent receiver.
1.3.1 Principle of coherent PDM transmissions
PDM is realized by sending independent data in each of two orthogonal linear polarization states
in the optical fiber, thus doubling the spectral efficiency of single-polarization transmissions. At
the receiver, the data streams can be separated using a polarization sensitive direct detection re-
ceiver [40], however a dual-polarization coherent receiver shown in Fig. 1.14 will give access to
the full information on the optical field (amplitude, phase, polarization state) and enable the use
of better-performing digital equalization of the channel impairments [25, 41–43]. A general trans-
mission scheme of a coherent PDM-QPSK system with a spectral efficiency of 4 bits per time slot
can be seen in Fig. 1.15. A close-up on the dual polarization coherent receiver was previously
given in Fig. 1.14.
High bitrate PDM optical transmissions suffer several linear and non-linear impairments that
include - in addition to chromatic dispersion, fiber attenuation and non-linear SPM - random bire-
fringence and polarization mode dispersion (PMD) causing a constant mix of the data-carrying
polarizations and inducing differential delays between the polarization tributaries, random differ-
ential losses known as polarization dependent Loss (PDL) and non-linear cross phase modulation
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Figure 1.15: General scheme of a Pol-Mux optical transmission.
(XPM).
The linear effects can be modeled using a transfer matrix approach. We commonly refer to
the transfer matrix of an optical component H(ω) as the Jones matrix which is a 2× 2 complex
matrix representing the effect of the optical component on the electrical field in the frequency
domain [44]: [
AoutX
AoutY
]
=H(ω)
[
AinX
AinY
]
(1.17)
Any optical link - in the linear domain - can be expressed as a concatenation of frequency-
domain Jones matrices which are of two kinds: unitary matrices (for dispersive effects) and posi-
tive Hermitian matrices (attenuation, PDL). This approach turns a polarization-multiplexed optical
channel into a 2×2 multiple-input-multiple output (MIMO) channel, thus providing the ground for
new equalization schemes. Non-linear polarization dependent effects also arise when the power
of the injected signals becomes important. These effects are modeled in the time domain. Conse-
quently, the propagation in the optical channel can be modeled using the split-step Fourier method
that will be explained and used in chapter 3. In the following, we look at the sources, modeling and
management of the linear and non-linear effects that impair a long-haul PDM optical transmission
system.
1.3.2 Propagation equations
The propagation equations that govern the evolution of two orthogonal polarization tributaries
along a fiber were given in (1.7). While the two polarizations have the same β2 and γNL, they
experience two different group velocities β1x and β1y due to linear birefringence of the optical
fiber. SSMFs used in most of optical transmission systems exhibit a small birefringence that
randomly scatters the polarization state of the optical field over long distances. This is not the case
for all types of fibers such as short segments of polarization maintaining fibers used in some optical
components. Hence, the resulting non-linear effects can be modeled by averaging (1.7) over all
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possible polarization changes that leads to the Manakov equation given by [19, Chap.6,10]:
∂Ax/y
∂ z
=−α
2
Ax,y−β1x,1y ∂Ax,y
∂ t
− iβ2
2
∂ 2Ax,y
∂ t2
+ i
8
9
γNL
(|Ax,y|2+ |Ay,x|2)Ax,y (1.18)
Other linear interactions between the two polarizations tributaries that occur when the signal prop-
agates in the optical components of the link are not depicted in this equation but will be considered
in the next sections.
1.3.3 Polarization Mode Dispersion (PMD)
1.3.3.1 PMD sources and effects
In an ideal fiber with no imperfections and a perfectly circular symmetry, both orthogonal po-
larizations have an identical group delay and the signal on one polarization will not couple into
the orthogonal polarization. However, in a real SSMF fiber, slight geometrical imperfections
such as asymmetries in the manufacturing process as well as mechanical and thermal stresses
make the fiber birefringent, meaning that the refractive index will depend on the polarization
and propagation direction of the incident light, resulting in a difference in the group velocities
∆β1 = |β1,x−β1,y| between the two orthogonal polarizations.
These imperfections cause a random spreading and overlap of the information-carrying po-
larizations and lead to polarization dependent delays, pulse broadening and inter-symbol interfer-
ence (ISI) in the fiber. While geometrical imperfections may be constant, thermal and mechanical
stresses vary over time and along the fiber, hence the accumulated differential group delay (DGD)
is not constant. This phenomenon is referred to as polarization mode dispersion (PMD). Field
measurements and studies of the dynamics of PMD in optical fiber links revealed that the accumu-
lated DGD varies on a millisecond scale for fibers with strong PMD [45] to the scale of a second
in installed fibers [46].
Δτ = DGD 
slow axis 
fast axis 
Figure 1.16: Modeling PMD in the fiber. The incident polarization tributaries are rotated and delayed
by the birefringent elements, but remain orthogonal at the output.
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A fiber span can be modeled as a composite Jones matrix made of a concatenation of indepen-
dent randomly oriented birefringent components as shown in Fig. 1.16 and given by:
F=
N
∏
i=1
RiDi =
N
∏
i=1
[
cos(αi) sin(αi)
−sin(αi) cos(αi)
][
exp(−i(ωτi+φi)/2) 0
0 exp(+i(ωτi+φi)/2)
]
(1.19)
Each birefringent component Di works as a phase shifter and will change the polarization state of
the incoming signal on the Poincaré sphere. The phase shift is constant in each element and is
induced by two effects: φi ∈ [0 : 2pi] caused by the local birefringence of each optical component
(phase birefringence) and ωτi/2 a frequency-dependent phase shift resulting from PMD, τi being
the differential group delay. The rotation matrix Ri models a random mismatch of αi ∈ [0 : 2pi]
between the incident polarization states of the signal and the principal polarization states (PPS) of
the birefringent element.
The total PMD-induced pulse broadening depends on a correlation length lc over which two
polarization components remain correlated [19, Chap.6]. For short distances where z ≪ lc, the
mean accumulated DGD ∆τ scales linearly with z as is the case of polarization-maintaining fiber.
For multi-kilometer distances z≫ lc, due to the random imperfections along the SSMF, PMD ac-
cumulation corresponds to a random walk [46] and the mean accumulated DGD ∆τ is proportional
to the square root of the propagation distance L in kilometers:
∆τ = PMD
√
L (1.20)
where PMD is the PMD coefficient of a fiber measured in ps/
√
km that assesses the strength of
polarization dispersion. PMD coefficients as low as 0.05 ps/
√
km can be achieved [46] compared
to 1 ps/
√
km in fibers from 1980s. However, DGD values larger than the average can occur (when
there are points along the fiber with a high local birefringence due to tight bends or when some
elements in the link exhibit polarization dependent loss) and the PMD must be addressed to avoid
ISI. Indeed, the impact of PMD on the system performance increases linearly with the symbol
rate. A 100 Gb/s system is therefore 10 times more vulnerable to PMD than a 10 Gb/s system.
1.3.3.2 PMD management
Initially, optical mitigation methods were proposed for PMD. The solutions consisted in using
dynamically adjusted birefringent elements to compensate PMD and align the polarizations to
the frame of reference of the optical receiver. Yet, these methods are costly, are unable to track
fast polarization changes and require a precise active control of the optical compensators [47].
Later, with the first applications of DSP algorithms in DD systems, maximum likelihood sequence
estimators (MLSE) based on the Viterbi algorithm [48] showed a good performance against both
chromatic dispersion and PMD [32]. In short, the algorithm searches among all possibly emitted
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sequences, the one that maximizes the probability to obtain the received sequence. This algorithm
requires an initial training sequence to estimate a priori probabilities, i.e. the probabilities of
emitting a certain sequence of bits and receiving its changed version.
Having access to the full information on the received electrical field with coherent detec-
tion, a larger choice of DSP algorithms is available. MIMO processing including polarization de-
multiplexing and interference-eliminating techniques were suggested and have proven their abil-
ity to completely mitigate PMD and offer robust transmission systems. These techniques include
single-carrier solutions with adaptive time-domain equalization [25] and multi-carrier techniques
such as orthogonal frequency division multiplexing (OFDM) [43]. We will explain and compare
both of these techniques in the next chapter.
In 2010, Sano et al. [49] achieved a record transmission capacity of 69 Tb/s (432 wavelengths
and 171 Gb/s per wavelength) over 240 km of optical fibers thanks to 16-QAM PDM and coherent
detection followed by MIMO DSP. More recently, in 2014, a 256 Gb/s per wavelength rate was
achieved over 960 km [15] also using 16-QAM PDM and digital coherent detection. Dispersive
effects have been extensively studied in the last years whereas the mitigation of another far more
detrimental effect: polarization dependent loss was still an open issue.
1.3.4 Polarization Dependent Loss (PDL)
1.3.4.1 PDL sources and effects
PDL (or PDG for polarization dependent gain) refers to the polarization dependence of the in-
sertion loss (or gain) of an optical element. It is mainly introduced by non-ideal in-line optical
components spread along the link such as amplifiers, isolators, couplers and re-configurable op-
tical add-drop multiplexers (ROADMs) rather than the fiber itself. The transfer matrix of a PDL
element shown in Fig. 1.17 is given by:
HPDL = Rα
[
1 0
0
√
ε
]
R−1α
=
1√
1+ γ
Rα
[ √
1+ γ 0
0
√
1− γ
]
R−1α
(1.21)
The diagonal matrix gives the imbalanced attenuation values of the least and most attenuated
polarization states corresponding to the lossless and the lossy axis respectively. The rotation matrix
Rα describes a random mismatch of axes between the polarization states of the incident signal and
the principal polarization states (PPS) of the PDL component. ε and γ are defined through:
ΓdB = 10log10
1+ γ
1− γ =−10log10(ε) (1.22)
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where ΓdB ≥ 0 is the PDL coefficient in dB (simply referred to as PDL) and consists of the ratio
between the highest and the lowest coefficients of the diagonal matrix ofHPDL. The normalization
factor in the model using the variable γ is commonly dropped in literature [50, 51] because the
diagonal matrix and the rotation matrices are enough to take into account the power imbalance
between the polarization states as well as their crosstalk.
PDL 
90° ≠90° 
Figure 1.17: PDL element inducing unequal losses for the polarization tributaries of the input signal
and breaking their orthogonality.
One major source of PDL is the EDFA where the gain is dependent on the alignment of the
polarizations of the pump lasers and the signal. This is called polarization dependent gain (PDG).
Fortunately, the birefringence in the optical fiber randomly varies the polarization state of the
signal along its length, which tends to average out PDG to typically ≤ 0.5 dB. This residual PDG
is also induced by optical isolators in the EDFAs. Hence, PDG is very difficult to observe in a
single amplifier, but is noticeable in long-haul transmissions with several cascaded amplifiers.
What we have mentioned for EDFAs is also valid for other in-line optical components exhibit-
ing PDL. The individual PDL value γ of each component is kept as low as possible, i.e. 0≤ γ ≪ 1.
However many optical components with PDL are found in long-haul optical links and can lead to
large accumulated PDL values (up to 3 dB measured in an installed link [52]). These components
connect fibers that act mainly as birefringent elements on the propagating polarization-multiplexed
signal, inducing random polarization couplings. The combination of distributed PDL and birefrin-
gence leads to a random overall PDL value that needs to be statistically described. It prevents, at
the same time, a rapid linear increase of the accumulated PDL with the number of PDL elements
in the link. Indeed, PDL statistics were studied in previous works, especially by A. Mecozzi, M.
Shtaif [53] and N. Gisin [54]. In [53], it is found that the probability density function of ΓdB is
a Maxwellian distribution when we consider many identical low-PDL components distributed in
the optical link such that:
pdf(Γ) =
√
2
pi
Γ2 exp(−Γ2/(2a2))
a3
(1.23)
defined over Γ = [0 :+∞[ with a positive parameter a> 0. The mean of this distribution is given
by µ = 2a
√
2/pi and variance σ2 = a2(3pi−8)/pi . The Maxwellian distribution approximation is
valid as long as Γ ≪ 34dB and a is linked to the number of PDL components and their individual
PDL value.
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Imbalanced power & loss of orthogonality
Unlike the unitary dispersive effects (CD, PMD) that cause no loss of energy to the transmitted
signal, PDL causes OSNR distortions. The information-carrying polarizations experience unequal
loss and crosstalk [50]. From (1.21), we can see that the loss affecting each channel depends on
the incident polarization states. Two particular cases are noteworthy:
• If α ≡ {0,pi/2}(mod pi), one polarization state will endure the maximum loss while the
other will be privileged, resulting in a maximum gain offset between the two polarizations
that remain orthogonal as shown in the left part of Fig. 1.18.
• If α ≡ {pi/4,3pi/4}(mod pi), the incident polarization states will observe the same loss.
However, their orthogonality defect would be maximal as shown in the right part of Fig. 1.18.
For intermediate values, the polarization states will suffer a mix of these two impairments: gain
offset and loss of orthogonality [55]. These impairments result in an OSNR penalty and a bit
error rate (BER) degradation for a digital coherent receiver. A constant ΓdB of 3 dB induces a
2 dB OSNR penalty at a BER of 10−3 [50]. Penalties larger than 1dB were also experimentally
observed in a 10×100km link with accumulated PDLs greater than 2 dB in [56].
PDL 
90° 
PDL 
90° >90° 
θ = 0°  
90° 
θ = 45°= π/4 rad  
Figure 1.18: PDL effect: the reference signal without PDL propagates through a PDL element aligned
with its polarization axes at left, and at an angle of pi/4 with respect to its polarization axes at right.
Further findings on PDL
In [57], Huttner et al. prove that the interaction of PDL and PMD introduces anomalous dispersion
and more severe effects than the ones produced if PMD or PDL are considered separately. The fre-
quency dependence of PMD in (1.19) will turn the global PDL of the optical link into a frequency
dependent variable. A given signal will observe a flat or a frequency-varying PDL depending on
the signal bandwidth and the coherence bandwidth of the optical channel [58].
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Moreover, field measurements of PDL in [52] showed that the probability distribution of ΓdB
was a truncated Gaussian distribution, rather thanMaxwellian, because of the presence of a limited
number of elements in the link having an appreciable PDL. Hence, there is no unique distribution
to be considered when it comes to analyzing the penalties caused by PDL. However, in all cases,
the global ΓdB is a random variable that depends on the number of PDL elements in the link and
also on their individual PDL values. As regards the temporal variations of PDL, they will follow
the dynamics of PMD given that the instantaneous overall PDL results from the interaction of
PMD with in-line PDL.
As mentioned earlier, PDL causes both a break of the orthogonality of the data-carrying po-
larizations as well as fluctuations of the OSNR on each polarization. Furthermore, at the dual-
polarization coherent receiver, the OSNR per polarization depends on the accumulated ASE noise
polarized parallel to the considered polarization state. The influence of ASE orthogonal to the
signal is minimal as it does not coherently interfere with the optical signal. However, in the pres-
ence of severe in-line PDL, the distributed ASE noise emitted in the orthogonal polarization can
become polarized parallel to the signal which also causes OSNR fluctuations [59, 60]. Interactions
of PDL with non-linear effects were also studied in [61].
1.3.4.2 PDL management
While the dispersion compensation was thoroughly studied and completely compensated, PDL
effects were not being considered until recently. System margins were left in order to absorb the
PDL-induced penalties. Hence, PDL remains the main limiting linear impairment in PDM sys-
tems. In current systems (both with direct detection or coherent detection), PDL is not mitigated
and only operating margins (up to 3 dB for PDM systems [59]) are considered to absorb the in-
duced penalties and ensure a target performance. Obviously, in a power-efficient ultra-high bit rate
communication scheme, system margins have to be chosen as small as possible and hence, PDL
has to be managed via a specific processing.
The power fluctuations caused by PDL can be seen as a fading that cannot be undone by digital
equalizers at the receiver. In some works, authors tried to reduce the penalties caused by PDL
through whitening the ASE noise (de-correlating the noise on the x and y polarizations) [62] or by
estimating the SOP of the signal and applying a certain channel inversion operation in Stokes space
to cancel PDL [63]. However, in both cases, the penalty reduction was only partial. Moreover, the
first method was effective only for specific rotation angles and the second method effective for low
PDL values (up to 2 dB) and weak noise added at the transmitter side before the PDL element.
For finite PDL values, the 2×2 channel matrix is invertible and the transmission scheme has
a MIMO structure as noted before. Hence, we will be interested in this thesis in applying more
advanced MIMO digital signal processing to combat PDL. We will be presenting these MIMO
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tools in chapter 2 and investigating their potential to mitigate PDL in PDM transmission systems
in chapter 3.
1.3.5 Non-linear effects
The optical Kerr effect, in the propagation equation in (1.18), is driven by two components induc-
ing a non-linear phase shift: the first is SPM as in (1.6) and the second is similar to XPM in WDM
systems but results from the other co-propagating polarization at the same wavelength, and can be
called intra-channel-XPM (IXPM). IXPM generates non-linear crosstalk between polarizations.
Moreover, WDM-PDM systems are impaired by another non-linear effect, known as cross-
polarization modulation (XPolM) that also results from the optical Kerr effect. This time, the state
of polarization (SOP) of a signal at a certain wavelength changes due to different non-linear phase
shifts on its x− and y− components, induced by co-propagating channels at different wavelengths.
This SOP variation depends on the intensity fluctuations of the WDM channels and can lead to
depolarization, thus affecting polarization-sensitive receivers that may fail to track the non-linear
SOP scattering. As for a WDM single-polarization system, a WDM-PDM system is engineered to
operate on an optimal input power value that defines the NLT point for a specific set of parameters:
the used modulation formats, the WDM channel spacing, PMD strength, CD dispersion map, the
total length of the system as well as other parameters.
1.4 Space Division Multiplexing (SDM)
Space is currently considered as the last available degree of freedom that can be used in an optical
fiber for increasing the capacity of the transmission system, since time, frequency, phase and
polarization state were all investigated [64]. Being close to the capacity limit of an SMF-based
system and with the growing and urgent need for higher capacities, it will become very difficult
to achieve an increase in its spectral efficiency even if the most sophisticated optical amplification
techniques, optical fibers, modulation formats and FEC codes are employed. Indeed, if we try
to implement higher q-QAM modulations (such as 64-QAM) to achieve a high spectral efficiency
over long distances, the span length has to be reduced and a large number of optical amplifiers used
in order to limit the ASE noise power (as can be seen from (1.9)). Alternatively, the parallelism
offered through the use of space as a multiplexing dimension can enormously reduce the cost and
the energy consumption of the high-capacity system [65].
Spatial division multiplexing (SDM) is expected to offer high-capacity solutions that would be
more power-efficient and have a lower cost than the simple deployment of more single mode fibers
in core networks (metropolitan, regional and long-haul). SDM is also an interesting technology
for-short distance ultra high-capacity networks such as data center interconnections. “In-fiber"
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SDM can be implemented using multi-mode fibers (MMF) or multi-core fibers (MCF) to better
use the space inside the fiber [1]. In the former case, the core of a fiber is enlarged to allow the
propagation of more than one spatial mode [9]. Each mode describes a spatial distribution of the
transverse electrical field and the modes form an orthogonal set that can be used for multiplexing.
In the latter case, multiple cores are inserted in the cladding with each core being single-mode or
multi-mode [66]. Different SDM technologies are shown in Fig. 1.19.
MCF-SM/MM 
MMF SMF 
FMF 
Figure 1.19: The different spatial multiplexing technologies: multi-mode, few-mode fibers, and multi-
core fibers where cores can be single-mode or multi-mode.
The key advantage of these SDM techniques is the provision of an orthogonal set of pathways
that can carry independent data streams in the same fiber while answering integration constraints
of system components, thus reducing the cost and the energy consumption of the whole system,
such as the integration in the fiber itself [10, 13], at the transponders [67] and also at the optical
amplifiers [68]. By increasing the density of spatial channels (modes and/or cores) in the fiber,
SDM solutions prevent the need to install parallel fibers and multiple components which suggest
a linear increase of the power consumption and system cost with an increasing capacity. However,
integration will introduce crosstalk between the channels which can severely limit or prohibit the
expansion of SDM systems unless that crosstalk is addressed in-line or digitally at the transceivers.
1.4.1 Multi-core fibers
The concept of SDM in the fiber goes back to 1979 when multi-core fibers were suggested to
multiplex data [69]. Yet, no further investigations were carried on multi-core or multi-mode fibers
for long-distance communication, mainly due to their high losses and crosstalk levels. These fibers
were rather used as sensing devices and for laser fabrication.
In MCFs, the crosstalk increases with a smaller inter-core distance. At the same time, for
fiber reliability issues, fiber cladding diameters of over 200 µm are not allowed which places a
limit on the number of integrated cores. MCFs with 7 to 19 cores [70] placed on an hexagonal
grid were designed to allow for an optimal and compact placement where all the nearest-neighbor
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cores are separated by the same distance as can be seen in Fig. 1.19. In [71], a 52-km transmission
experiment using a 7-core fiber was demonstrated with a single-channel rate of 456 Gb/s. It
consisted of 222 WDM channels in each core resulting in a net total capacity of 1 Pb/s.
Depending on the fiber design and specifically the inter-core distances, we can speak of
independent-cores MCF with uncoupled parallel channels [72] or coupled-core MCFs where the
data launched in one-core leaks into the others [73]. In the second case, a better spatial density
is achieved but the transmitted data has to be recovered through MIMO techniques at the receiver
after the coherent detection.
1.4.2 Multi-mode fibers
When a fiber contains a single large core, we speak of multi-mode fibers (MMFs), and if the spatial
modes are between 2 and 10, we refer to them as few-mode fibers (FMFs). The number of guided
spatial modes increases rapidly with the core diameter and is determined through the normalized
frequency V , also called V -parameter, that depends on optical and geometrical characteristics of
the fiber [19, Chap.2]. For step-index fiber, V is given by (1.3). Like all electromagnetic phe-
nomena in a waveguide, the propagation of an electrical field in a fiber is governed by Maxwell’s
equations. Using a weakly-guiding assumption for MMFs, the solutions to these equations give
rise to exact modes that can be combined into M linearly polarized (LP) and mutually orthogonal
spatial modes [18, Chap.4], each supporting two polarization modes.
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Figure 1.20: Spatial distributions of the first six modes given by the linearly polarized (LP) mode
representation for a step-index fiber (first row) and the Laguerre-Gauss approximation for a graded-
index fiber (second row). The (x,y) grid goes from −2rc to 2rc.
The spatial distributions of the fields of LP modes are approximated by Bessel functions in
fibers having a step-index profile. For fibers with a parabolic-index profile, a sub-category of
gradient-index fibers, a Laguerre-Gauss (LG) representation of the LP modes gives a better ap-
proximation. However, both representations show similar intensity profiles as can be seen in
Fig. 1.20 for two 6-mode fibers with the same core radius and different index profiles. Using the
LP-mode representation, a mode is denoted LPµν where µ is the azimuthal order and ν is the
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radial order of the mode. For higher-order azimuthal modes (µ ≥ 1), the same spatial distribution
can have two possible orientations, resulting in mode degeneracy. Suffixes a and b are then used
to differentiate the modes. For a given index profile of the fiber, we can draw cut-off diagrams as
a function of the V -parameter in order to determine the number of propagating modes for a given
value of V [18, Chap.4].
Mode division multiplexing (MDM) is realized by sending independent data streams on each
of the M modes with the intent to increase the capacity by M compared to single-mode fiber based
schemes. In MMFs, the spatial modes overlap significantly and the carried data streams cou-
ple randomly during the propagation. Moreover, the modes have different propagation velocities
and will exhibit differential modal group dispersion (DMGD). These disparities in velocities are
smaller in fibers with a parabolic-index profile compared to step-index fibers. The modes can also
experience differential losses or gains leading to loss disparities and a reduction of the expected
capacity [64, 74]. In the next sections, we will focus on these effects especially in FMF-based
coherent SDM systems that are rapidly gaining maturity. Once the design of MMFs and single-
mode or multi-mode MCFs becomes more mature and practical, we will have to deal with similar
crosstalk issues arising from the fiber and the optical components.
It is also important to remind the reader that only coherent-detection MDM systems will be
considered because direct-detection systems would require stringent crosstalk and distortion con-
ditions such that the modes can be efficiently separated at the receiver [75]. On the other hand,
with coherent detection, the transmitter needs to multiplex the signals into an orthogonal set of
modes and the receiver needs to project them on an orthogonal set, then MIMO DSP will separate
the mixed signals in the electrical domain. The architecture of an MDM coherent receiver is a
generalization of the dual-polarization coherent receiver in Fig. 1.14 with the addition of mode
de-multiplexers to separate the modes.
1.4.3 Linear modal crosstalk
The linear coupling or crosstalk between the different spatial modes strongly depends on the fiber
design parameters, the fabrication methods and environmental stresses. Hence, various amounts
of linear crosstalk between the different pairs of modes have to be considered when studying the
performance of an MDM system. The propagating modes spatially overlap in the fiber due to
imperfections in doping and geometrical asymmetries caused by mechanical or thermal stress and
micro-bends. The coupling strength also depends on the values of the propagation constants β
of the modes: closer values induce more crosstalk. This overlap consists in an energy transfer
between modes. The symbols carried by each mode randomly and ceaselessly couple along the
fiber resulting in distributed crosstalk, but also at discrete points causing discrete crosstalk (splices,
connections, in-line components such as multiplexers and de-multiplexers). This coupling can be
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unitary and lossless as considered in [76, 77] or non-unitary and lossy, and introduces in this case
loss disparities, as in [78] depending on the nature and the sources of imperfections. In all cases,
it can be represented by an 2M× 2M coupling matrix C (M spatial modes with 2 polarizations
per mode). When the crosstalk is unitary, the corresponding matrix obeys the following prop-
erty: CC† = I. We will look into different coupling scenarios while studying MDM systems in
chapter 4.
Two coupling strategies were recently investigated: some works have considered reducing the
modal coupling in FMFs [79, 80], keeping the modal crosstalk levels very low to avoid the use
of a full MIMO processing at the receiver. These works considered coupling as a limiting factor
of MDM transmissions just as ASE noise and found the maximum allowed crosstalk levels for
the different modulation formats [81]. On the other hand, other works considered that coupling is
inevitable and would be generated at the optical components even if it is kept low in the fiber itself,
hence a full MIMO processing is needed [82, 83] and the MIMO algorithms used for 2M× 2M
channels being simply a generalization of the 2×2 algorithms in PDM systems.
Furthermore, Kahn et al. [74, 84] suggested to positively exploit strong coupling in order to
decrease the differential modal losses as well as the maximum modal delay spread induced by
DMGD, that will follow a random-walk process in the strong coupling regime and thus scale with
the square-root of the fiber length rather than scaling linearly in the case of weak coupling (just
like PMD and random polarization rotations in PDM systems).
1.4.4 Differential Modal Group Dispersion (DMGD)
Each spatial mode propagates with a different velocity, resulting in differential mode group delays
∆β in the fiber. This difference is intrinsic to the fiber and exists even in a perfectly symmetric
fiber. It can be evaluated knowing the index profile of the fiber. For a step-index profile, the delays
can become extremely larger for higher order modes, thus inducing ISI of several consecutive data
symbols and prohibiting the simultaneous processing of all the modes at the receiver [85]. For a
parabolic-index profile, the modes can be separated in modal groups with a constant inter-group
delay [18, Chap.5].
As for PMD in SSMFs, DMGD in MMFs can be modeled by a concatenation of uncoupled
pure modal dispersion elements Dk and coupling elements Ck. Dk is an 2M×2M diagonal matrix
with different phase elements:
Dk =
 exp(−i(φ1,k+ωτ1,k)) 0. . .
0 exp(−i(φM,k+ωτM,k))
 (1.24)
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where φi,k is a random phase shift accounting for modal noise (random phase differences between
the spatial modes) and τi,k is the uncoupled group delay in ps of the ith mode at the kth fiber
element.
Realizing fibers with very low DMGD for several spatial modes is a very challenging task.
Recently, important advancements in the fabrication of few-mode optical components such as
few-mode fibers with low DMGD [9, 10] obtained by adding a trench in the index profile of the
cladding, in order to reduce the difference in the group velocities as well as the coupling between
the propagating modes, led to the experimental demonstrations of 3-mode and 6-mode MDM
systems.
1.4.4.1 DMGD management
A substantive reason for the current interest in MDM systems is the integration of coherent detec-
tion and DSP techniques to compensate various impairments in the optical networks. As a result,
unitary modal crosstalk can be managed electronically at the receiver after the coherent detector
transposes the optical signal into the electrical domain.
Differential propagation delays along with crosstalk lead to temporal and spatial ISI. At a
given time slot t, the data symbols carried by M propagating modes will spatially mix with each
others as well as with the symbols sent at the previous Tmem time slots corresponding to the maxi-
mum delay caused by DMGD, also called the memory of the channel. To completely compensate
for unitary crosstalk and ISI, the equalizer at the receiver should be able to address this maxi-
mum delay spread between the propagating modes [83]. The computational complexity of several
time-domain and frequency-domain equalizers in both single-carrier and multi-carrier formats was
studied and OFDM was found to achieve the lowest complexity for long-haul MDM systems [86].
When an OFDM modulation is considered, a single-tap frequency-domain 2M× 2M filter, per
subcarrier, is enough to decouple the modes provided that a cyclic prefix longer than the maxi-
mum dispersion spread is inserted to absorb ISI. More details on both equalizing techniques will
be given in the next chapter.
For all equalizers, the complexity and/or the overhead are preferred to be small. Hence, the
maximum delay spread in thousand-kilometers-long transmissions, should be kept as low as pos-
sible. For the moment, this is possible for few-mode fibers (FMFs) only. Graded-index core fiber
designs [10] can achieve a DMGD as low as 40 ps/km [87] for a 6-mode fiber supporting the fol-
lowing linearly polarized modes: the fundamental LP01 mode and the LP11a, LP11b, LP21a, LP21b
and LP02 modes. Another possible way of limiting the delay spread is to combine fibers with
DMGD of opposite signs, offering DMGD cancellation and resulting in dispersion values as low
as 6 ps/km [88] for a 3-mode fiber (the fundamental LP01 mode and the LP11a, LP11b modes). Dis-
tances of more than 1000 km were achieved with 3-mode FMFs [82] and successful transmission
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experiments over 130 km were conducted with FMFs supporting 6 modes [89]. However, scaling
beyond 6 modes while maintaining low DMGD values is currently very challenging.
In all cases, strong coupling should be seen as an advantage because it reduces the maximum
delay spread and thus the signal processing complexity [74, 84]. If the crosstalk in the channel was
unitary, meaning that the paths remain orthogonal after propagating through the optical channel,
separating them and removing ISI induced by the differential delays, would be enough in order
to retrieve the performance of a crosstalk-free channel. However, long-haul MDM systems are
impaired by modal loss disparities that induces a non-unitary effect known as mode dependent
loss (MDL).
1.4.5 Mode Dependent Loss (MDL)
In long-haul MDM systems, MDL arises from imperfections in the link such as non-unitary cou-
plings in the fiber due to bending losses and splices [2, 90, 91] as well as mode dependent gains
at optical amplifiers [68, 92] and other MDM components (couplers, multiplexers...). Indeed, the
architecture of multi-mode amplifiers must be adapted to the propagating spatial modes in order to
provide similar gains for all modes. To do so, the transverse intensity pattern of the pump and/or
the Erbium distribution in the core of the amplifying fiber must be tailored for the specific modes.
Another investigated solution consists in micro-structuring the fiber core of the EDFA. However,
in all cases, zeroing the mode dependent gain is not possible [92]. Unlike dispersion, MDL can
reduce the capacity of the MIMO channel [64, 74] because the propagating modes will lose their
orthogonality and will observe various attenuation levels. Some may have very low power levels
at the receiver, which translates into a low received OSNR [2, 90]. Thus, it is crucial to maintain
MDL levels as low as possible in the link.
In [78], Juarez et al. showed that the fiber-generated MDL due to micro-bends is limited to
2 dB if the overall coupling loss is lower than 1 dB in a single kilometer of fiber supporting a
large number of modes. On the other side, it is quite difficult to achieve similar low levels of gain
offsets in the optical components such as in FMAs due to technological limits (doping profiles
in optical amplifiers, spatial distribution of the pumping power...). In [91], the authors measure a
gain difference of 18 dB between the most privileged and the least privileged modes in a 6-mode
SDM system made of 10 spans of 50km FMFs. Recent advancements in the design of Erbium-
doped amplifiers [92] succeeded to provide FMAs with a minimum modal gain offset of 1.3 dB
between the most and the least amplified modes for a 3-mode FMA, and 2 dB between the most
and the least amplified modes for a 6-mode FMA. Knowing that optical amplifiers are periodically
inserted in a metro or long-haul optical link, the gain offsets will lead to important overall MDL
levels. Moreover, in [93], through an experimental study of the transfer matrix of a 55-mode fiber,
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the authors point out that MDL steadily increases for higher order modes and the orthogonality of
modes cannot be maintained due to imperfect optical components.
1.4.5.1 MDL management
Simulation studies were carried out to reduce MDL in long-haul optical links where FMAs are
periodically inserted, using fibers with strongly coupled modes [2] and mode scramblers that in-
tentionally couple the modes [90, 94] in order to average the losses experienced by each mode and
thus reduce the accumulated MDL. In [74, 84], the authors have also shown the benefits of strong
mode coupling in reducing both DMGD and MDL.
Moreover, in [2], Lobato et al. have tested the performance of different equalization tech-
niques for an MDL-impaired OFDM-MDM system with channel state information available at the
receiver. They showed that the use of an optimal, yet more complex, maximum-likelihood (ML)
detection instead of a zero-forcing (ZF) equalizer enhances the performance of the system, which
is expected in presence of MDL due to the channel inversion operation of the ZF equalizer that
enhances noise and leads to a sub-optimal detection. In [94], the same authors proposed a reduced-
complexity sub-optimal version of the ML detection, called the reduced-search ML decoder. More
details on the different equalization techniques as well as their advantages and drawbacks will be
exposed in chapter 2. In Fig. 1.21 taken from [2], we show the achieved reductions of penalties
induced by MDL realized through the use of strong-coupling fibers and ML decoding.
Figure 1.21: Average and standard deviation of the OSNR penalties at BER= 10−3 for ZF-, MMSE-
and ML- decoded 3-mode transmission impaired by MDG at amplifiers (for two different gain offsets
between LP01 and the LP11 modes) placed each 80 km of fibers in the weak and strong coupling
regimes. Figure taken from [2].
However, the proposed coupling and scrambling solutions have their limitations and can set
some stringent requirements in order to obtain the desired MDL reduction (fiber design, number
of required scramblers). Indeed, the proposed mode scrambling solutions remain conceptual and
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mode scramblers are simulated as loss-free perfect mode permutations [90] or inherently strong-
coupling fiber sections [94] while real mode scramblers would suffer from insertion losses and
lossy crosstalk. On the other hand, in [2], ML detection showed a slight performance enhancement
compared to ZF equalization only when modes are strongly coupled. Thus, MDL mitigation
remains an open problem and more sophisticated MIMO tools are needed to mitigate MDL.
1.4.6 Non-linear effects
As can be seen in the previous sections, numerous linear effects have to be addressed in order to
guarantee that SDM is a viable plan for future optical transmission systems. However, the design
of an optical link must take into account the non-linear effects that arise in the fiber when the
injected input powers are sufficiently high or the transmission distance is sufficiently long. In our
work, we will solely focus on linear effects in MDM systems.
Knowing that the effective core areas of multi-mode fibers are larger than those of SMFs, the
non-linear parameter γNL given in (1.13) which is inversely proportional to Ae f f will be smaller for
MMFs and one would expect an enhanced tolerance to non-linearity. Moreover, in a noteworthy
work [95], the authors theoretically studied inter-modal cross phase modulation and inter-modal
four-wave-mixing in MDM systems. They found that rapidly varying birefringence in the fiber
reduces the number of inter-modal non-linear terms in the NLS propagation equation which can
be written for the p-th mode as [96]:
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where ap = [apX ,apY ]
T is the electrical field vector of the p-th mode, fplmn and qmp are the non-
linear and linear couplings among spatial modes. However, further investigations of non-linear
effects in multi-mode and multi-core fibers are required such as the influence of discrete non-
unitary couplings as noted in [97] in order to establish the capacity limit for SDM schemes as well
as their NLT operation point.
1.5 Beyond 400G: WDM-SDM-PDM super-channels
The standard 100 Gb/s channel modulation in the currently available commercial systems is based
on single-carrier PDM-QPSK. Field trials of WDM-PDM systems with a dual-carrier channel
modulated with 16-QAM symbols have been recently demonstrated [98] yielding a net bitrate of
400 Gb/s per wavelength over a 550-km-long commercial system. However, long-distance Terabit
single-wavelength rates seem extremely difficult to achieve using only high order modulations
and polarization multiplexing. For instance, doubling the spectral efficiency of 8 bits/s/Hz in [98]
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would require a 256-QAM constellation over each polarization. The increased noise sensitivity of
this constellation would severely reduce the capacity-distance product of the transmission link.
It is unclear whether 400 Gb/s or 1 Tb/s will be the next channel capacity standard beyond
100 Gb/s but either way, new channel designs are needed to achieve reasonable transmission dis-
tances. On one hand, due to the bandwidth limitation in electronic components, the symbol rate
cannot increase much and on the other hand, if we increase the modulation level, the transmission
distance will have to be reduced. Therefore, 100-200 Gb/s systems may be the last high-capacity
single-optical-carrier channels and future systems would require more than one optical carrier.
For instance, a 1 Tb/s channel could be a WDM “super-channel" made of five PDM-16-QAM 200
Gb/s carriers.
The sub-channels of a super-channel can be packed in several different ways and tighter than
the conventional 50 GHz spaced channels because they all belong to the same channel. They can
consist of single-carrier orthogonal channels, called all-optical OFDM [99] with an adjacent car-
rier spacing equal to the symbol rate to grant orthogonality. Another flavor of super-channels is
known as Nyquist WDM where the carriers have a rectangular spectrum and a bandwidth equal to
the symbol rate [100]. A super-channel can also be obtained by forming a multi-band OFDM sig-
nal where each sub-channel consists of a conventional OFDM signal [101]. Every super-channel
technology has a number of pros and cons, however they all provide an enhanced occupation of the
spectrum compared to conventional systems provided that a flexible spectral grid can be adapted
with a granularity smaller than 50 GHz. However, the drawback of introducing flexible spectral
bandwidth is the increase of network operational complexity (the need for more accurate optical
switches).
Spectral efficiency (bits/s/Hz) 
Cores, spatial modes, polarization 
Spectral bandwidth (THz) 
200 2 
2 
4 
11.5 
Figure 1.22: Key parameters for the capacity increase of optical fiber transmission system: current
single-wavelength 100G systems in black and proposed hypothetical system in green.
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Opening new optical amplification spectral windows in the S-band (for short-λ band) or in
the L-band is also considered as a candidate solution to increase the capacity of future optical
transmission systems. However, many technological challenges would limit the capacity gain such
as higher noise figures in the new windows and gain fluctuations among the channels. Hence, any
important capacity leap will have to use space as a new degree of freedom.
Space division multiplexing is emerging as an interesting candidate for the increase of the
capacity as well as the capacity-distance product of optical communication systems. A number
of challenges are being addressed such as the large modal delays, modal crosstalk, MDL and the
scaling of SDM components. The diversity of SDM techniques (MMFs, MCFs or a combina-
tion of both) makes this multiplexing solution a very interesting research topic. A technological
breakthrough offering a minimum of 10-fold increase in capacity is expected of SDM. The pro-
posed solution should also have a cost and energy consumption advantage over the deployment of
a single-mode-fiber based infrastructure, thus reducing the cost-per-bit of the system.
SDM is closer to PDM than to WDM because wavelengths are able to share the optical com-
ponents (amplifiers, fibers,...) without severe crosstalk while SDM requires special designs of
integrated components where crosstalk has to be managed. Given the urgent need for higher ca-
pacities, major research works are investigating the feasibility of SDM, trying to surmount its
engineering problems. However, it should not be denied that spatial multiplexing provides an op-
portunity to design high-capacity, flexible and scalable WDM-SDM-PDM super-channel systems.
One can imagine a system made of 10-core fibers where each core is multi-mode with 10 propa-
gating polarization-multiplexed spatial modes, and fill 225 channels in the C- and L- bands with a
spectral granularity of 50 GHz. Hence, sending a 4-QAM modulation on each of the 200 spatial
and polarization modes with a per-channel symbol rate of 28 GBaud, we can achieve a bitrate
of 10 Tb/s per wavelength and a total bitrate of 2.25 Pb/s per fiber. This hypothetical system is
represented in Fig. 1.22 and compared to a typical currently available 100G system of 80 to 100
wavelengths. Depending on whether the suggested scheme is proposed for long-distance transmis-
sion systems or short-distance interconnections with less ASE and non-linear noise accumulation,
the modulation format can be changed to enhance the spectral efficiency.
Summary
In this chapter, we reviewed the evolution of optical fiber transmission systems leading to the
emergence of high-capacity MIMO PDM and SDM schemes that increase both the reach and the
capacity of the link. The major impairments affecting these systems are:
1. Linear differential dispersion effects : polarization mode dispersion (PMD) and differential
modal group dispersion (DMGD) inducing inter-symbol-interference.
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2. Linear crosstalk : polarizations and modes spatially overlapping all along the fiber and in
the optical components.
3. Linear differential losses : polarization- and mode- dependence of optical components due
to challenging technological limits. Hence, the channels experience unequal losses when
propagating through the various components distributed in the optical link. These losses
accumulate leading to important disparities between the energies of the different channels
and a loss of their orthogonality.
4. Non-linear crosstalk : cross-phase/-polarization/-mode modulation (XPM) are non-linear
effects impacting the multiplexed systems and limiting the power levels that can be injected
in the optical fiber.
In the next chapter, the focus will be placed on the digital signal processing algorithms that
were implemented in the deployed systems as well as on new MIMO techniques that can further
enhance the performance of current and future optical transmission systems.
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Chapter 2
Advanced Signal Processing and
Coding Techniques for Optical
Communications
We have listed in the previous chapter the main physical effects that impair optical fiber transmis-
sion systems. We have also mentioned whether these effects were optically or digitally managed or
not. Coherent detection, fast analog-to-digital converters [102] and high-speed integrated circuits
such as field-programmable gate arrays (FPGA) or application-specific integrated circuits (ASIC)
pioneered the introduction of more and more sophisticated digital signal processing algorithms
initially designed for wireless communication systems, in optical transceivers. The ultimate goal
of DSP and coding is to bring the system performance closer to its Shannon capacity limit, or
more specifically to the non-linear Shannon capacity limit of optical fiber communications [6].
The first DSP tools were meant to increase the robustness of the optical system against addi-
tive ASE noise and dispersion effects. Forward error correction (FEC) codes and compensation
of deterministic chromatic dispersion were the first techniques to be introduced. Later on, with
the appearance of MIMO schemes through polarization division multiplexing, adaptive MIMO
equalizers made their way into the deployed coherent receivers to mitigate random effects (PMD,
non-linear effects...). Along with these main algorithms, frequency and time synchronization, car-
rier phase estimation and non-linear compensation techniques were also employed to enhance the
reach and the quality of the transmission system.
The most important advantage of coherent detection is probably the access to all the charac-
teristics of the optical signal and hence the ability to modulate and detect advanced modulation
formats from single-carrier higher-order digital modulation formats (PSK, QAM) that are cur-
rently used in commercial systems to multi-carrier analog formats such as orthogonal frequency
division multiplexing (OFDM) that has proven to be as effective as single-carrier based schemes
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in mitigating dispersion effects in optical MIMO channels [103] with a complexity advantage
particularly notable for SDM systems [104].
Furthermore, emerging MIMO schemes pave the way to a new class of modulation symbols
that does not use the MIMO structure only for multiplexing, but also exploits it to protect the
transmitted information from non-unitary channel effects. These new symbols are called “Space-
Time (ST) codes" because they were designed for multi-antenna wireless systems and employ the
spatial and temporal dimensions to protect the data. In 2010, our research group was the first to
apply these codes over the two dimensions: polarization and time, for PDL mitigation in PDM
systems [8], a capacity-limiting channel impairment that was left uncompensated for. Building
upon these observations, we are interested in investigating the capabilities of ST coding in larger
optical MIMO systems. We shall see that even though MIMO processing already made its way
into optical communications, the MIMO equalizers implemented in today’s optical transceivers
achieve only a basic processing and the potential of MIMO DSP is far from being exhausted
whether we consider the transmitter side or the receiver side.
In this chapter, we focus on the DSP algorithms and coding schemes that have been applied
in optical communication systems to process the received data and correctly detect the binary
information. We start by the channel codes or FEC codes that enable the correction of bit errors
by encoding the information bits at the transmitter. Then, we describe the equalizers used for
dispersion compensation and separation of the mixed channels (polarizations in PDM systems
or both modes and polarizations in SDM systems). We focus in particular on frequency-domain
equalization along with the multi-carrier OFDM modulation format that opens up new coding and
modulation opportunities for emerging optical MIMO schemes. Finally, we present the principle
of ST coding as well as the major codes that were designed for the wireless channels and will
be applied to the optical channels in the following chapters, then end up with a review of MIMO
decoders.
2.1 Forward Error Correcting (FEC) codes
Long-haul optical transmission systems require a high-quality bit error rate (BER) performance.
In optical communications, a transmission can be considered as error-free if the BER is lower than
10−13−10−15 which implies a very high OSNR at the receiver and a perfect compensation of the
various channel effects. These conditions are not easily met over long distances. Therefore, for-
ward error correction (FEC) codes were introduced to enable the correction of bit errors - mainly
induced by ASE noise, modeled as an additive white Gaussian noise - by encoding the information
bits at the transmitter. The coding gains brought by FEC codes offer an improved OSNR sensi-
tivity to the installed optical systems, hence allowing to upgrade their capacity (by adding more
WDM channels with a lower power per channel) and to increase their transmission reach.
50
2.1 Forward Error Correcting (FEC) codes
2.1.1 Basics of FEC
A FEC code introduces redundancy to the transmitted data, referred to as FEC overhead, in or-
der to protect the information and reduce the BER lowering it from a high pre-FEC BER value
to a low post-FEC value. The encoding rule is known at both the transmitter and the receiver.
The redundancy increases the total bit rate, however the provided protection results in a coding
gain evaluated as the difference in the required OSNR between the FEC-coded and the uncoded
schemes. The maximum attainable net coding gains (obtained from the coding gains and taking
into account the added redundancy) are given by the Shannon limit [105].
Linear block codes are a FEC family where information is encoded in blocks. A given code
is characterized by its rate rFEC defined as the ratio between the number of information bits k and
the number of transmitted bits n (containing the useful data + redundant parity bits):
rFEC =
k
n
(2.1)
Let Eb denote the information bit energy, Ec the transmitted bit energy and ES the modulated
symbol energy chosen from a q-point constellation. Since the total information word energy kEb
must be the same as the total codeword energy nEc, we obtain the following relation between Eb
and ES:
ES = log2(q)Ec = log2(q)rFECEb = kcrFECEb (2.2)
The encoding operation corresponds to the product of a k-bit data vector with a FEC generator
matrix that defines the encoding rule. The n-bit codeword is then modulated and sent through the
channel. At the receiver, after demodulation, the n-bit sequence might no longer be a codeword
due to the propagation through a noisy channel. The decoder tries to estimate the original data by
comparing the n-bit received vector with the possible transmitted codewords. It decides in favor
of the codeword that is closest to the received vector (by closest, we mean the one that has the
lowest number of different bit positions with the received vector). This decoding rule is known
as maximum-likelihood (ML) decoding and results in a minimum probability of a codeword error
for the binary symmetric channel [11, Chap.7]. It can be implemented in several ways depending
on the properties of each code family.
FEC decoders can be generally categorized as hard- or soft-decision decoders, depending on
whether they apply a per-bit threshold decision where each sample corresponding to a single bit
is quantized to 0 or to 1, or whether no quantization (in practice, a less severe quantization than
the binary one) is performed and a probabilistic approach that exploits the available redundancy is
used to correct the errors and estimate the information bits. In optical systems, the soft-decision
quantization can be performed with an 8-bit resolution provided by powerful ADCs optimized for
optical transmission systems and operating at 63 GS/s or even 90 GS/s [56, 102].
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An important characteristic of a code is its minimal distance dmin,FEC defined as the minimal
number of distinct bits between any two different codewords. This minimal distance quantifies
the error detection and error correction capabilities of a code. Indeed, a linear block code denoted
by C(n,k,dmin,FEC) can correctly detect errors when the number of errors td is strictly less than
dmin,FEC. In order to correct errors, the decoder has to estimate the most likely codeword. If there
are more than dmin,FEC/2 errors, the estimated codeword will not be the emitted one, thus the
maximum number of errors tc that a code is able to correct is: tc = ⌊ dmin,FEC−12 ⌋.
2.1.2 FEC in optical transmission systems
Figure 2.1: Recent progress in FEC for optical communication systems taken from [3]. AWGN stands
for Additive White Gaussian Noise.
FEC coding is needed to enhance the receiver sensitivity especially when moving to higher
order modulation formats (Appendix A). The most suitable FEC codes for optical communications
should have the following properties: limited overhead (1−rFEC) (typically 7% but can reach 25%
in submarine ultra long-haul systems in which important FEC coding gains are needed in order
to ensure a highly reliable transmission), short to medium codeword length (n < 10000 bits),
moderate coding/decoding complexity and more stringent transmission quality requirement than
wireless channels (low post-FEC BER, typically 10−13). The highest pre-FEC BER value that can
be corrected to a BER lower than 10−13 is referred to as the FEC limit that we show in Fig. 1.10.
FEC has been implemented in optical transmission systems since the early 1990s. First-
generation FEC used linear block codes such as Reed-Solomon (RS) codes along with hard-
decision decoding (HDD), in particular RS(255,239) with a code rate rFEC = 0.93 was speci-
fied in the ITU-T recommendation G.975 and provided a net coding gain of 5.8 dB at BER =
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10−13. Later, as WDM matured, more powerful FEC codes were needed to improve more the
OSNR sensitivities. Hence, second-generation FEC consisted in two concatenated codes chosen
from the Reed-Solomon and Boss-Chaudhuri-Hocquenghem (BCH) code families with code rates
rFEC = 0.79−0.93 along with an intermediate interleaving block. Interleaving data enhances the
robustness of the transmission system to error-bursts that can be induced for instance by PMD in
direct detection systems or non-linear effects such as XPM [106]. Using the RS-BCH interleaved
scheme, the achieved net coding gains increased to 7−9 dB.
More recently, the interest shifted to more advanced FEC schemes with higher net coding gains
to achieve both a higher capacity and a reduction of the upgrade costs of the optical transmission
systems (minimizing the number of optical amplifiers, using legacy fibers...). To answer these
needs, linear dispersion parity check (LDPC) codes invented by Gallager [107] along with soft-
decision decoding (SDD) were investigated [108, 109] on 100 Gb/s coherent single-carrier and
OFDM systems, bringing more coding gains than the previous generations. This soft-decoded
LDPC scheme belongs to a new class, the third-generation FEC in optical systems consisting of
modern coding techniques such as turbo codes and product codes along with iterative SDD, code
rates rFEC > 0.8 and net coding gains exceeding 10 dB. However, LDPC codes showed lower
decoding and implementation complexity and better performance compared to turbo codes and
product codes [3, 110]. One drawback of LDPC codes is the presence of error floors in their BER
performance that appears around BER = 10−10. Among the proposed solutions to remove the
error floor with expected coding gains exceeding 10 dB, a concatenation of an LDPC code with
an RS code was demonstrated in [111] and new LDPC constructions were suggested in [112].
For the recently developed 100 Gb/s PDM-QPSK coherent transceivers, FEC was integrated
with the remaining DSP blocks on a single ASIC to enable the implementation of soft-decision
decoding. SDD-FEC is a key requirement for the realization of reliable WDM long-haul and
ultra-long-haul transmissions with more than 100 Gb/s rate per wavelength [56]. The powerful
SDD-FEC scheme has a number of useful applications in future optical transmission systems
such as the relaxation of the quality requirements of various optical components and the ability
to lower a pre-FEC BER of 10−2− 10−3 to a post-FEC BER of 10−15 or even lower with a 15%
overhead [3, 56]. The evolution of FEC coding solutions in optical communication systems is
shown in Fig. 2.1.
Beyond FEC coding, new coding approaches combining channel coding with the modulation
process are also studied in order to improve the performance, the spectral efficiency and the reach
of the system while maintaining low symbol rates and net data rates of 100 Gb/s per wavelength.
These approaches include multi-dimensional constellations associated with set partitioning or bit-
interleaved coded modulations [113]. As in FEC coding, a redundancy is added in order to better
protect the transmitted information. The obtained performance gain stems from the larger minimal
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distance between the constellation points compared to the common 2-dimensional QAM constel-
lations, leading to improved OSNR sensitivity limits and more power-efficient formats for optical
communication systems [39].
2.2 Basic digital equalization in 100 Gb/s single-carrier PDM-QPSK
systems
The diagram in Fig. 1.12 shows the main functional DSP blocks at the receiver side for coherent
optical communication systems. Their aim is to ideally compensate or partially mitigate the vari-
ous linear and non linear, deterministic and random, impairments of the channel. In this section,
we focus on the DSP tools that followed the deployment of dual-polarization coherent receivers in
optical communication systems. The corresponding transmitter and receiver are given in Fig 1.14.
The photodetectors at the receiver side give access to the complete information on the propagating
optical field in the electrical domain (amplitude, phase, polarization).
After analog-to-digital conversion, sampling at a frequency fe = 1/Te and normalization, the
received signals at time k are given by:
yX(k) = IX(k)+ iQX(k)
yY (k) = IY (k)+ iQY (k)
(2.3)
For a complete received frame, the complex digitized vectors yX = [yX(k), k = 1 . . .K] and yY =
[yY (k), k = 1 . . .K] are processed to compensate for chromatic dispersion, polarization mode dis-
persion and crosstalk. Then, the frequency offset between the signal and the local oscillator is
removed as well as the phase noise resulting from lasers at the transmitter and the receiver be-
fore demodulating the signal and decoding the binary information. Apart from these steps, fiber
non-linearity compensating equalizers may be performed in conjunction with CD compensation,
however we will solely focus in this thesis on the compensation of linear effects.
2.2.1 Dispersion compensation & polarization de-multiplexing
Dispersive effects can be mitigated by time-domain or frequency-domain equalization. In a single-
carrier context, a famous time-domain equalization technique is the concatenation of a finite im-
pulse response (FIR) filter for the quasi-deterministic polarization independent CD with a Con-
stant Modulus Algorithm (CMA) for PMD, residual CD and polarization de-multiplexing. Using
Fourier transforms, the transfer function of CD in (1.12) can be inverted to obtain a time-domain
CD compensating filter having the following tap weights [25]:
g(m) =
√
icT 2S
Dλ 2z
exp
(
−i picT
2
S
4Dλ 2z
m2
)
(2.4)
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Figure 2.2: Time-domain equalization: (a) FIR filter structure for compensating for chromatic disper-
sion, (b) Butterfly structure to compensate for polarization-mode-dispersion and polarization crosstalk.
with ⌊−N/2⌋ ≤m≤ ⌊N/2⌋ and N = ⌊ |D|λ 2z
2cT 2S
⌋ being the total number of filter taps. The same filter,
shown in Fig. 2.2(a), is applied on yx and yY and can compensate for all CD or residual CD if in-
line compensating fibers (DCFs) with a negative dispersion coefficient are used. However, DCFs
usually have a large non-linear coefficient which makes the all-digital CD compensation a better
solution.
As for the inter-symbol interference and polarization crosstalk resulting from PMD and bire-
fringence in PDM systems, a MIMO approach implemented through a butterfly FIR filter, as
shown in Fig. 2.2(b) is employed to remove interference and retrieve the multiplexed signals.
Indeed, the received signal on each polarization can be expressed as:
yi(k) =
2
∑
j=1
L−1
∑
l=0
hi, j(l;k)s j(k− l)+ni(k), i= {1,2} (2.5)
where i, j= 1,2 denote the x− and the y− polarizations respectively, L the channel memory corre-
sponding to the maximum DGD in number of samples Te, l an index related to the delay variable
and k related to the time variable. The channel between the ith input and the jth output consists of
a vector hi j(k) = [hi j(1,k) . . .hi j(l,k) . . .hi j(L,k)] with L taps and adaptive weights depicting the
time dependence of the channel.
At the receiver, the signals yi are sampled, for instance at twice its maximum frequency. The
MIMO equalizer consists of four FIR filters gi j(k) = [gi j(1,k) . . .gi j(l,k) . . .gi j(L f ,k)] of L f taps.
The estimate of the symbol transmitted at the jth polarization at time instant k can be written in
function of the filter taps and the received symbols as:
ŝ j(k) =
2
∑
i=1
[
L f−1
∑
l=0
gi, j(l;k)yi(k− l)
]
, j = {1,2} (2.6)
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The equalizer tries to adapt the coefficients of the four filters to the inverse of the Jones matrix
of the optical channel. If the number of filter taps is large enough to include the maximum delay
induced by dispersive effects L f ≥ L, inter-symbol interference can be completely eliminated.
The separation of CD compensation from the adaptive equalization of PMD and crosstalk
is desirable since it leads to shorter adaptive filters since PMD accumulates much slower than
CD [25]. Different update algorithms exist depending on the chosen modulation formats. The most
widely used algorithm for PDM-QPSK systems is the CMA which is a blind adaptive equalizer
that exploits the fact that the symbols lie on the same circle (i.e. have a constant modulus). It
is based on a least-mean square algorithm that tries to minimize the difference between the filter
coefficients and the inverse channel matrix [114]. Polarization fluctuations up to 50 kHz can
be tracked using this algorithm [115]. An improvement can be brought to this standard CMA
equalizer through switching to a decision directed mode after the convergence of the CMA [25].
The standard CMA can also be adjusted for multi-radius constellations such as 16-QAM [116].
On the other hand, frequency-domain equalization (FDE) can be done both with single-carrier
or multi-carrier schemes. The main advantage of FDE over time-domain equalization is the size
of the equalizer that does not linearly scale with the channel memory. Indeed, both CD and
PMD can be compensated for using the inverse of the 2× 2 frequency-domain transfer matrix
of the channel H. In this case, an FFT/iFFT block is needed to perform the time-frequency and
frequency-time conversions and the complexity of the equalization block is determined by the size
of the FFT/iFFT multiplied by the complexity of the inversion of one 2×2 matrix per frequency
component, whereas the complexity of a time-domain equalization (TDE) exponentially grows
with the amount of dispersion in the link (more accumulated dispersion induces larger delays,
hence larger filters with more taps L f ). The inversion of the channel matrix implies its knowledge
at the receiver side. In practice, the channel matrix is periodically estimated through a training
sequence known at the receiver (usually on a millisecond scale, following the temporal variations
of PMD) which gives a better estimation of the channel and avoids the convergence problem of
blind equalization techniques such as CMA [25].
2.2.1.1 Scale-up for MDM systems
For an MDM system with 2M modes (2M includes spatial and polarization modes), the 2× 2
equalizers used for PDM systems have to be scaled up to 2M×2M MIMO systems requiring 4M2
adaptive FIR filters to remove modal crosstalk. Moreover, to completely compensate DMGD,
the length of the filters should be larger than the maximum differential modal delay which can
easily accumulate and reach larger delays than the ones induced by PMD. An MDM system can
be represented as a frequency-selective and time-varying MIMO channel. By expanding (2.5) to
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an 2M×2M system, the received signal on each mode is given by:
yi(k) =
2M
∑
j=1
L
∑
l=1
hi, j(l;k)s j(k− l)+ni(k), i= {1, . . .2M} (2.7)
We have seen in section 1.4.4 that among the best reported DMGD in few-mode-fibers were
6 ps/km for a 3-mode fiber and 40 ps/km for a 6-mode fiber compared to SMFs with a PMD co-
efficient as low as 0.05 ps/
√
km. We have also mentioned that strong modal coupling or DMGD
cancellation can slow down the accumulation of DMGD in the optical transmission system. De-
spite all this, maintaining low DMGD values at the end of long-distance links is challenging.
In [104], the authors point out that the computational complexity of TDE methods increases ex-
ponentially with the total DMGD of the link making TDE unsuitable for long-distance MDM
transmissions. Single-carrier FDE has been proposed in [117, 118] with a complexity scaling in
a logarithmic fashion with the total DMGD, whereas multi-carrier FDE techniques, in particular
OFDM, have been proven to be capable of eliminating all ISI induced by DMGD with the lowest
complexity [104]. However, the reach of MDM-OFDM systems, or equivalently the maximum
allowable DMGD, is limited by the length of the cyclic prefix of the OFDM symbol. More details
on OFDM modulation will be given later in the chapter.
2.2.2 Frequency offset compensation & carrier phase estimation
The local oscillator at the receiver side may exhibit a frequency offset from the incident optical
carrier (mostly in intradyne coherent detection where the LO can freely run within 1 GHz of the
optical carrier) creating a progressive phase shift ∆Φ in the received signals. The phase of any of
the two time-domain equalized signals ŝ j={1,2}(k) in a PDM system (respectively 2M in an MDM
system) is then given by:
arg(ŝ j(k)) = ΦS(k)+Φ0(k)+ k∆Φ (2.8)
where ΦS is the modulation phase and Φ0 a random phase offset. The offset can be estimated in
the frequency or in the time domain, in order to correct the induced phase shift. Both ways rely on
a 4th power operation to remove the modulation. In the frequency domain method, the 4th power of
the equalized vector ŝ j = [ŝ j(1), . . . , ŝ j(K)] is taken, followed by an FFT operation and a search for
the maximum of the resultant signal that will be located at the offset frequency as shown below:
C( f ) = FFT(̂s4j)
∆̂ f = argmax(C( f ))
∆̂Φ =
2pi∆̂ f
Te
ŝ
′
j(k) = ŝ j(k)exp(−ik∆̂Φ)
(2.9)
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where FFT is the fast Fourier transform operation, Te the sampling period and (.)4 is the component-
wise fourth-power operation. This method is accurate while being computationally intensive. It
may be used for short signals for simulations and experiments. In a real system, a more suitable
time-domain method can be implemented. To estimate the phase shift ∆Φ, the first two phases
in (2.8) have to be eliminated, and the phase shift averaged over a block of N symbols [119] such
that:
∆̂Φ =
1
4
arg
(
1
N
N/2
∑
m=−N/2+1
(ŝ j(k+m)ŝ
∗
j(k+m−1))4
)
(2.10)
where (.)∗ is the conjugate operation.
When the frequency offset is removed, the carrier phase offset has to be estimated and elim-
inated before demodulating the symbols. The random phase offset Φ0 results from phase noise
generated by both the LO and transmitter lasers. This phase noise is common for all the multi-
plexed signals (polarizations and modes) and is generally modeled as a Wiener process of variance
σ2 = 2pi∆ζTS with ∆ζ representing the laser linewidth. Typical linewidth values of external cav-
ity lasers (ECL) are around 100 kHz and can go up to a few MHz for distributed feedback (DFB)
lasers. A commonly used carrier phase recovery method for QPSK signals is a feed-forward phase
estimation known as the Viterbi and Viterbi algorithm [11, Chap.5] that also relies on a fourth
power operation followed by an averaging given by:
Φ̂0(k) =
1
4
arg
(
1
N
N/2
∑
m=−N/2+1
ŝ j(k+m)
4
)
(2.11)
The estimated phase offset can then be applied to the averaging window. The optimum size of this
window depends on the linewidth of the lasers and the symbol rate. A lower symbol rate increases
the laser phase noise variance and leads to larger phase walk-offs. Also note that the fourth power
operation in (2.11) creates a phase ambiguity of ±api/2, (a ∈ N∗) that must be combated by
unwrapping the estimated phase to avoid cycle-slipping. Differential encoding was adopted in
optical communication systems to mitigate detection errors caused by cycle-slipping. Moreover,
this carrier recovery method can only be generalized to PSK modulations and other algorithms
should be used for multi-level modulations such as q-QAM [116].
Once the carrier phase is recovered, the signals are ready for demodulation and FEC decoding.
As discussed above in section 2.1, a hard-decision approach can be realized through a partitioning
of the constellation into decision regions followed by thresholding and two-level quantization (0s
and 1s), or else we can feed the FEC decoder with more finely quantified information called soft
values, usually consisting of log likelihood ratios (LLR) representing the probability of a bit to be
a 0 or a 1 [11, Chap.8].
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2.2.3 Transmitter-side DSP
It is worthy to note that basic DSP can also be applied on the transmitter (TX) side, for instance
through the insertion of DACs in order to implement less-complex optical transmitters with multi-
level modulation formats. Transmit-side DSP can also be realized through spectrum pulse shaping
to enable the transmission of super-channels made of several closely packed carriers.
More sophisticated DSP at the transmitter can also be envisaged such as pre-distortion of the
signal to combat some channel effects. However, this will be the most effective when the channel
properties are known at the transmitter – in this case it is referred to as a priori information at
TX. Knowing that the optical channel exhibits random effects such as PMD and non-linearity, a
feedback signal from the receiver would be required to perform the DSP. Hence, for long distances
covered by regional and long-haul optical links, any transmitter-based DSP that needs a priori
information will be impractical.
2.3 OFDM: more than a modulation format
Among multi-carrier communication techniques, OFDM is the most popular format and has been
adopted in wireless multi-antenna communication standards such as IEEE 802.11 (Wi-Fi) to com-
bat multi-path interference and better suit frequency-selective channels [120]. OFDM also paved
the way to the implementation of new coding schemes for MIMO channels such as ST codes that
we will introduce in the next section. The management of interference and delay by the OFDM
format allows for a low-complexity single-tap MIMO equalization at the receiver, which enables
the use of sophisticated MIMO schemes to compensate for some other channel impairments.
With the adoption of coherent detection in optical communications and recent advancements in
high-speed CMOS electronic circuits, OFDM has emerged as an attractive multi-carrier solution
for 100 Gb/s to 1 Tb/s transmission systems. We recall in this section the architecture of an
OFDM-based transmission system and the associated DSP as well as the advantages that OFDM
offers for optical MIMO systems.
2.3.1 Principle
The idea of OFDM is to transmit data over a large number of low-rate orthogonal subcarriers,
or parallel streams, such that each low-rate subcarrier observes a channel with a flat-frequency
response as shown in Fig. 2.3, resulting in a longer symbol duration and a better tolerance to ISI.
In the time domain, summing the signals over all the subcarriers gives us a complex-valued analog
signal with Gaussian distributed component. Furthermore, a guard interval is inserted between the
successive OFDM symbols and an appropriate windowing of the received symbols is applied in
order to retrieve the useful data that remains uncontaminated by ISI as seen in Fig. 2.3.
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Figure 2.3: OFDM signal: on the left, the OFDM spectrum and a random channel frequency response;
on the right, a time-domain OFDM symbol with a cyclic prefix.
Let Nsc be the number of OFDM subcarriers. Nsc subcarriers with overlapping spectra are
chosen and their orthogonality is guaranteed if they are equally spaced at multiples of the inverse
of the symbol rate ∆ fS = 1/TS, as can be seen in Fig. 2.3. This subcarrier packing increases
the spectral efficiency of the scheme and avoids the need for narrow filters for each subcarrier.
However, due to multi-path interference or dispersion in the channel, the subcarriers may lose
their orthogonality. To avoid this from happening, a guard interval, also called a cyclic prefix
(CP) which is a copy of a small part of the end of the OFDM symbol, is inserted at the beginning
of each symbol to absorb interference and preserve at the same time the orthogonality of the
subcarriers [120]. Other channel effects can harm the subcarrier orthogonality such as frequency
offsets and carrier phase noise at the LO. Dedicated algorithms compensating both effects will be
discussed in the next sections.
2.3.2 OFDM for optical communications
Multi-carrier transmission schemes already exist in optical fiber transmission links through WDM
for instance. However, the use of multi-carrier modulations within each optical carrier is a new
trend that was mainly pioneered by coherent detection and the need to achieve higher data rates
exceeding 40 Gb/s. These new high-capacity systems are more vulnerable to chromatic and po-
larization mode dispersion because the induced ISI becomes stronger. Although single-carrier
based techniques were quickly enhanced to address this increased ISI and made their way into the
latest 100 Gb/s transceivers, the intrinsic strengths of OFDM including ISI elimination, channel
estimation and high-spectral efficiency have been also recognized by the researches in the optical
communication systems [103, 121]. Moreover, OFDM is compatible with optical MIMO systems,
for instance with PDM schemes where two independent OFDM signals can be generated and
combined in the fiber by a polarization beam combiner. In an optical PDM-OFDM system, the
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cyclic prefix should be larger than the total amount of dispersion in order to completely eliminate
ISI [103]. This condition is given by:
TCP ≥ c
f 20
|Dacc|Nsc∆ fS+DGDmax (2.12)
where TCP is the cyclic prefix duration,Dacc the total accumulated dispersion in ps/nm and DGDmax
the maximum budgeted differential group delay that is usually chosen as three times the average
DGD in the link. After adding the CP, the total OFDM symbol duration is TOFDM = TS+TCP.
OFDM can be implemented in several ways depending on how we generate the multi-carrier
spectrum. A first category relies on all-optically generated or demodulated orthogonal subcarriers
in which tens of Tb/s total data rate can be achieved thanks to a large available bandwidth given
by the product of the DAC/ADC sampling rate times the number of optical subcarriers [122].
Optical signal-processing devices are thus needed to perform the FFT/iFFT operations. Another
category consists in modulating the electrical OFDM spectrum on an optical carrier. This can be
done through a simple intensity modulation along with direct detection at the receiver, or through
a complex (intensity and phase) modulation along with coherent detection. The former is referred
to as direct detection optical (DDO-) OFDM and is more attractive for short-reach access network
links that require a cost-effective solution [123]. The latter is called coherent optical (CO-) OFDM
and is more suitable for high-capacity long-haul optical links where spectral efficiency and reach
are the most important parameters [103]. In these systems, the OFDM waveform is electronically
generated and demodulated through FFT/iFFT operations and DAC/ADC converters and the sig-
nal bandwidth is limited by the sampling rate of the converters. To overcome this limitation, a
multi-band CO-OFDM approach was suggested and consists in splitting the total bitrate into sev-
eral OFDM sub-bands generated by different DACs and transmitted at neighboring wavelengths
(e.g. 100 Gb/s divided into 4 OFDM sub-bands of 25 Gb/s each [124]). In the following, we
will detail the transmitter and the receiver sides of a PDM CO-OFDM system that offers the ul-
timate performance in receiver sensitivity, spectral efficiency and robustness against polarization
effects [125].
2.3.2.1 PDM CO-OFDM transmitter
OFDM modulation can be implemented by an inverse Fast Fourier transform (iFFT). A block of
Nsc modulated symbols s = [s1, . . . ,sNsc ] is fed to an iFFT block to convert it to the time domain
into a vector x˜= [x˜1, . . . , x˜Nsc ] such that for m= {1, . . . ,Nsc}, we get:
x˜m =
1√
Nsc
Nsc
∑
k=1
sk exp
(
i2pikm
Nsc
)
(2.13)
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where sk is the complex data symbol transmitted by the kth subcarrier. The cyclic prefix of length
∆G = ⌈TCP/Te⌉ where Te is the sampling period, is then added by repeating a part of the last com-
ponents of the output vector at its start, thus obtaining a vector x˜ = [x˜Nsc−∆G+1 . . . x˜Nsc , x˜1, . . . x˜Nsc ].
To completely avoid ISI, the cyclic prefix must be larger than the maximum delay spread caused
by the channel. Apart from the useful data, the subcarriers can carry a synchronization sequence,
a training sequence and pilot symbols to perform time and frequency synchronization, channel
estimation and carrier phase recovery at the receiver. These extra symbols along with the cyclic
prefix represent an overhead that must be accounted for in the total bitrate.
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Figure 2.4: Polarization division multiplexed OFDM transmitter with the main OFDM blocks.
Fig. 2.4 shows a PDM-OFDM transmitter. Two independent OFDM signals are generated
by multiplexing data symbols on subcarriers through the iFFT block. The data symbols can be
represented as a 2×Nsc matrix S = [s1 . . .sNsc ] where sk = [s(X)k ,s(Y )k ]T are the two data symbols
transmitted on two polarizations by the kth subcarrier. Then, at the output of the iFFT block, a
cyclic prefix is inserted and the sampled digital signals are converted to analog signals by DACs,
then filtered by low-pass filters to eliminate the aliasing replicas of the baseband OFDM spectrum.
After, they are up-converted to the optical domain using an MZM I/Q modulator as the one shown
in Fig 1.14 for PDM-QPSK with the binary signals replaced by the OFDM signals. Given their
sinusoidal transfer functions in Fig. 1.4, the MZMs are biased at their null points (trough) to
achieve a linear conversion between the baseband electrical OFDM signal and the optical field.
Other RF-to-optical conversions may be used such as up-converting the baseband signal to an
intermediate RF frequency that modulates a single MZM followed by an optical band-pass filter
to eliminate the undesired image side band [43].
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2.3.2.2 PDM CO-OFDM receiver
At the receiver, a polarization beam splitter separates the incoming signal by projecting it on two
orthogonal polarization states. The signals are then down-converted to the optical domain through
a dual-polarization coherent receiver as the one in Fig 1.14. After analog-to-digital conversion of
the signals, any frequency offset between the LO and the optical carrier, as well as any sampling
frequency offset, should be compensated for. Then, a time synchronization is required in order
to determine the beginning of the OFDM frames. Once the data frames are located, OFDM de-
modulation can be carried through the removal of the cyclic prefix and an FFT block to convert
the signal back to the frequency domain. The presence of the cyclic prefix and the compensa-
tion of the frequency offset maintain the orthogonality of the subcarriers, hence the FFT output
yk = [y
(X)
k ,y
(Y )
k ]
T linearly depends only on the iFFT input sk at each subcarrier k= {1 . . .Nsc} [121]
such that:
yk = exp(iΦ0)Hksk+nk 1≤ k ≤ Nsc (2.14)
where Hk is the 2×2 frequency-domain transfer matrix of the channel for the kth subcarrier, Φ0 is
a phase noise term caused by the lasers at the transmitter and the receiver, and nk a noise vector.
In (2.14), we have neglected any fiber non-linearity. The channel matrix is frequency dependent
due to the presence of CD and PMD in the optical link. Both the properties of the optical channel
and the sources of phase noise must be taken into account when designing the OFDM system.
Indeed, while it is preferable to have a large number of subcarriers in order to limit the overhead
∆G/(Nsc+∆G) introduced by the CP, this would lead to narrower subcarriers or equivalently a
longer symbol duration and hence less tolerance to phase noise [126]. At the same time, if a small
number of subcarriers is considered, the frequency-domain transfer matrix Hk may no longer
be constant over the subcarrier bandwidth (mainly due to the frequency dependence of CD and
PMD) [121].
The optical channel also exhibits rather slow temporal variations and may be constant over an
OFDM frame. Indeed, if we consider a 100 Gb/s OFDM transmission with Nsc = 256 subcarriers,
the duration of a single OFDM symbol is roughly 256/1010 = 2.56 ns (neglecting CP which is
usually kept as low as possible to limit the overhead) which is far lower than the dynamics of PMD
in installed fibers that change over a millisecond scale, and also lower than the fastest polarization
rotations encountered in lab experiments (microsecond scale). Therefore, after removing the phase
error Φ0, we can extend (2.14) that corresponds to the kth subcarrier of a single OFDM symbol to
a larger OFDM frame consisting of Nsym symbols and obtain:
Yk =HkSk+Nk 1≤ k ≤ Nsc (2.15)
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where Yk (resp. Sk) is the 2×Nsym received (resp. transmitted) symbols over the kth subcarrier and
in Nsym consecutive OFDM symbols and Nk is a 2×Nsym matrix representing the additive noise. A
joint MIMO processing of the two polarization-multiplexed OFDM signals must now be carried
in order to retrieve the data symbols and demodulate them. To do so, the channel matrix Hk must
be first estimated, then inverted. The PDM CO-OFDM digital receiver architecture is given in
Fig. 2.5 and its main blocks are detailed below.
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Figure 2.5: Coherent polarization division multiplexed OFDM receiver with the main OFDM blocks.
Time and frequency synchronization
Accurate temporal location of the start of an OFDM frame as well as accurate location of the
OFDM subcarriers are crucial as otherwise the orthogonality of OFDM subcarriers can be broken
leading to both ISI and inter-carrier interference (ICI) [127]. Several algorithms were suggested
to perform these synchronizations. They all rely on special OFDM training symbols such as
an OFDM symbol with identical halves in the time domain or by X-fold repetition of a pattern
with a possible alternation of signs. These symbols are then detected through an auto-correlation
operation over a sliding window followed by a search for the peak of the auto-correlation metric
to determine the start of an OFDM frame. The most famous estimator of this form was suggested
by Schmidl and Cox [128] where two training symbols with two identical halves are used for
frequency and time synchronization. However, this algorithm has a limited precision because its
metric exhibits a plateau rather than a precise peak. More robust algorithms were later suggested
by Minn and Barghava [129] or Shi and Serpedin [130]. Although these algorithms were initially
designed for single-input single-output (SISO) systems, extended versions for MIMO schemes
have been thoroughly investigated for wireless channels [120].
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As for frequency offset resulting from a carrier frequency offset (CFO) and a sampling fre-
quency offset (SFO), it can be normalized with respect to the subcarrier spacing to get ε =∆ f/∆ fS.
This normalized offset can be large and may vary with time due to the wavelength instability of
the lasers. The above-mentioned time-synchronization algorithms are also capable of estimating
frequency offsets using the repetitive structure of their training symbols. They operate in two
steps by computing the integer and fractional parts of ε separately, then correcting the progres-
sive phase shift induced by this offset in the time-domain OFDM signals. However, the range of
the frequency offset estimate of these algorithms depends on the length and the structure of their
training sequences and is hence limited. Therefore, should the real offset be greater than the range
of the chosen algorithm, a frequency-domain CFO correction step can be appended to remove the
residual frequency offset [120, 131].
Channel estimation
The channel Hk can be estimated using training symbols TSk over the subcarriers. Having a 2×2
channel matrix, the training symbols have to be sent on both polarizations and during two time
slots at least in order to estimate the channel coefficients. A simple and popular implementation
of a training sequence was suggested in [132] where known symbols are sent in a first OFDM
symbol on the x−polarization while no information (zeros) are sent over the y−polarization, then
the opposite is done for the second symbol (known symbols over the y−pol. and zeros over the
x−pol.). At the kth subcarrier, the training sequence TSk can be written as the 2×2 matrix:
TSk =
[
s
(X)
k (t1) 0
0 s(Y )k (t2)
]
(2.16)
where s(X)k (t1) belongs to the OFDM training symbol sent on the x−pol. during the time slot t1,
and s(Y )k (t2) belongs to the second OFDM training symbol sent on the y−pol. during the time
slot t2 = t1+TOFDM. Several estimation algorithms exist to retrieve Hk, among which we choose
the one based on the least square estimation (LSE) criterion [132] that is popular for its simple
implementation. From (2.15) and (2.16), the receiver can estimate the transfer matrix at each
subcarrier Ĥk by applying the following:
Ĥk = Yk
(
S†k
(
SkS
†
k
)−1)
(2.17)
where the training sequence Sk is known at the receiver. Using the training sequence structure
in (2.16), the matrix products in (2.17) reduce into simple scalar products. In order to attenuate
the estimation noise, several OFDM symbols can be sent for training and the estimated transfer
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matrices are obtained by time-domain averaging. The training sequence can be sent in the pream-
ble of each OFDM frame just after the symbols used for synchronization, in order to periodically
estimate the channel. An example of a structured OFDM frame is given in Fig. 2.6. The typical
duration of OFDM frames is few milliseconds depending on the dynamics of the channel. In each
frame, 10 to 50 OFDM symbols are used for channel estimation [132].
Finally, we note that the sequence in (2.16) is not unique nor optimal, but simple to imple-
ment, and that other structures of training sequences for MIMO-OFDM systems were proposed in
literature with a better power balance between the two data-carrying channels [120]. Moreover,
in order to limit the overhead brought by the preamble, frequency-domain averaging and inter-
polation techniques were suggested in [133] that permit to reduce the number of OFDM training
symbols.
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Figure 2.6: OFDM frame design on the frequency-time grid showing the locations of training and
synchronization symbols.
Phase noise compensation
CO-OFDM implementation requires high-quality lasers with 100 kHz linewidth or even lower in
order to slow down the evolution of random phase shifts introduced by the lasers at the TX and
RX. Given that the duration of an OFDM symbol is far larger than a single-carrier transmitted
symbol, the phase noise can change within a single symbol if lasers with a large linewidth were
used, making it impossible to estimate and correct the phase error. Provided that the phase noise
trajectory slowly evolves along the OFDM symbol duration, the phase noise has two main impacts
on OFDM transmissions [126]: a phase noise error Φ0 that is common to all subcarriers of a
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single OFDM symbol, called common phase error (CPE) and an ICI term modeled as additive
white Gaussian noise.
At the receiver, two main methods were proposed in order to compensate for phase noise. The
first one, already used in wireless OFDM systems, uses Np pilot tones in each OFDM symbol
(known data at certain subcarriers shown in Fig. 2.6) in order to estimate Φ̂0 and correct it without
addressing ICI [126]. Having estimated the channel and knowing the pilot symbols at the receiver,
the receiver equalizes the signals over the Np subcarriers and deduces a phase noise estimate by
averaging. The second method, suggested by Jansen in [134], consists in inserting an RF pilot tone
in the middle of the OFDM spectrum. This tone experiences the same phase noise as the OFDM
signal and will be filtered out at the receiver, conjugated then multiplied with the OFDM signal in
order to remove CPE and reduce ICI.
Symbol detection
Given that a suitable cyclic prefix absorbed all the interference, a single-tap MIMO equalizer is
enough to de-multiplex the polarizations instead of the multi-tap equalizer shown in Fig. 2.2. The
least-complex practical implementation of a MIMO equalizer is the zero-forcing (ZF) method
which consists in removing the polarization crosstalk using the inverse of the estimated channel
matrix at each subcarrier such that:
Ŝk =WkYk with Wk =
(
Ĥ†kĤk
)−1
Ĥ†k (2.18)
where Wk is an equalization matrix selected as the pseudo-inverse of the channel matrix that
coincides with the inverse for square MIMO channels. We shall see in the next section, where
we look at MIMO coding and decoding, that ZF equalization has a very poor performance over
channels with random fading such as wireless channels or non-unitary optical channels because
the channel inversion can lead to an important amplification of noise.
2.3.3 Capacity of linear MIMO-OFDM channels
Later in the thesis, we will be studying capacity-limiting effects in the optical MIMO channels
and measuring their capacities. We recall in this section the definitions of the capacities of linear
MIMO channels. The channel capacityC, also known as Shannon capacity, is defined as the upper
bound of the achievable transmission rates R for an arbitrary small error probability. C is usually
expressed in bits/s/Hz. Two kinds of capacities can be distinguished depending on the dynamics
of the channel. By comparing the symbol duration TS to the coherence time of the channel Tc, a
parameter that indicates how fast a channel varies in time, we can distinguish fast-fading channels
where TS ∽ Tc from slow-fading channel where Tc ≫ TS.
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For fast-fading channels varying at each symbol time TS, we define an “ergodic capacity" that
is the mean capacity averaged over all the channel realizations. In MIMO-OFDM systems, the
total capacity is the sum of the capacities of each subcarrier that observes an N×N channel with
a flat frequency response given by:
Yk =HkSk+Nk (2.19)
where Nk represents a circularly symmetric additive white Gaussian noise. Each of its compo-
nents is a complex zero-mean Gaussian variable of variance N0 per real dimension. With channel
knowledge at the receiver, the ergodic capacity of each subcarrier is equal to [135]:
Ck = EHk
{
log2
(
det
(
I+
ρ
N
HkH
†
k
))}
=
N
∑
i=1
EHk
{
log2
(
1+
ρ
N
λ 2i
)}
(2.20)
where λi are the singular values of Hk assumed to be full-rank and let ρ =
Etot
2N0
be the average
signal-to-noise ratio (SNR) at the receiver on the kth subcarrier. Etot is the average total energy
enforced at the transmitter. The capacity expression in (2.20) neglects the non-linear effects in
the optical channel which will result in a capacity decrease at high SNR, or equivalently at high
injected signal power, instead of a monotonously increasing capacity as a function of the SNR [6].
The second capacity definition is used for slowly-varying channels (for instance block-fading
channels where Tc equals the duration of a block of T symbols). In this case, the capacity is seen as
a random variable and a useful performance metric is the probability that the capacity falls below
a certain value called the outage capacity Cp for a specified percentage of channel realizations.
Assuming that Hk is quasi-static for a block of data but changes from a block to another, the
probability:
Pr(Ck ≤Cp) = Pout (2.21)
is called the outage probability and the subscript p in Cp denotes Pout . For each channel realiza-
tion, Ck is computed as in (2.20) but without the averaging operation. For any given SNR, the
probability density function (PDF) of Ck and from it, the cumulative distribution function (CDF)
of Ck can be drawn and the outage capacity at some particular Pout is easily determined from this
CDF. (2.21) can be interpreted as a failure of transmission at a rateCp with probability Pout .
In Information Theory and Communication Theory communities, the SNR is the most com-
monly used parameter against which the capacity or the BER performance of a given linear MIMO
channel is measured. We can distinguish a symbol-based SNR or simply SNR and an information-
bit based SNR denoted as SNRbit related by:
SNR=
ES
2N0
=
ρ
N
=
kcrFECEb
2N0
= kcrFECSNRbit (2.22)
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where ES is the average symbol energy in Sk, kc the spectral efficiency of the modulation format,
rFEC is the FEC overhead and 2N0 is the total spectral density of the noise over one of the N
dimensions of the MIMO channel. In optical communications, the OSNR defined in (1.10) is
rather used and can be related to the SNR by [6]:
OSNR=
Rb
2Bre f
SNR (2.23)
where Rb is the information bitrate and Bre f is the reference spectral bandwidth within which
the ASE noise is observed (usually corresponds to 0.1nm). (2.23) is obtained by taking 2N0 =
NspansNASE .
2.3.4 Optical OFDM or single-carrier for MIMO schemes?
The key advantages of CO-OFDM over SC in optical MIMO systems are the low-complexity
single-tap equalization and the channel estimation that provides important information about the
impairments of the optical channel and offers the possibility to digitally compensate them. Com-
pensation of CD and PMD as well as polarization de-multiplexing were already demonstrated in
many CO-OFDM experiments [43, 103].
However, more can be done with the knowledge of the channel at the receiver such as the
application of MIMO codes to mitigate the non-unitary impairments of the MIMO channel as we
shall see later in this chapter. These MIMO codes correlate the data symbols among the degrees
of freedom of the MIMO channel in order to protect the transmitted information, and hence ne-
cessitate a more sophisticated decoding. The low-complexity frequency-domain equalization of
MIMO-OFDM schemes paves the way for the implementation of MIMO codes with a reasonable
decoding complexity. Indeed, while the complexity of ISI equalization in SC schemes grows ex-
ponentially with the number of taps at the RX, the complexity of OFDM is shared between the TX
and the RX through the iFFT/FFT operations. The complexity of these operations is insensitive to
the number of taps and scales moderately with the number of subcarriers Nsc.
OFDM and MIMO form a robust scheme for very high spectral-efficiency multiplexed optical
systems because the linear interference from neighboring channels (polarizations or modes) at the
same frequency can be reversed by a matrix inversion operation or more sophisticated decoders
using a single-tap filter that replaces the multi-tap time-domain filter of current SC-based schemes.
In particular, few-mode-fiber (FMF)-based transmissions associated with a MIMO-OFDM scheme
has shown to be a promising technology to attain capacities higher than 100 Tb/s with the lowest
complexity compared to a large set of TDE and FDE techniques [104]. All the DSP associated to
the PDM CO-OFDM scheme described above can be generalized to an SDM CO-OFDM system.
The low-complexity equalization is however traded off against an overhead originating mainly
from the cyclic prefix and the training symbols. The CP overhead is usually limited to 10−15% of
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the useful OFDM symbol duration, which is able to completely address large accumulated disper-
sion values of tens of thousands of ps/nm without in-line DCFs (according to (2.12) and [134]).
For SDM systems where modal dispersion can be larger, CP will introduce a significant overhead
in terms of bandwidth and power. To cope with the large delays and limit the overhead, the CP
can be set to a given size and if the experienced delay is larger than the CP, the extra delay can be
dealt with using multi-tap time-domain filters to shorten the channel response before performing
the OFDM demodulation [136]. This solution would still be less complex than SC-based time-
domain equalization because the filters will only deal with a fraction of the total delay.
Even though today, no coherent OFDM optical products have been developed yet because
SC systems were capable of providing 100 Gb/s and at the same time, OFDM was thought to
be more sensitive to phase noise and to non-linear effects due to its high peak-to-average power
ratio (PAPR), DSP algorithms were developed to protect the OFDM signals from phase noise
and to compensate for non-linear effects. It has even been shown that at high data rates, OFDM
systems have the same performance [124], or could even outperform [137] SC systems. From a
broader perspective, with the growing demands for further high capacities, research works have
shown that adoption of multi-carrier techniques, whether through OFDM or other super-channel
formats cited in section 1.5, are highly recommended to reach high data rates. In wireless com-
munications, OFDM demonstrates other advantages such as a spectrum partitioning tailored to
frequency-selective channels which offers the capability of performing dynamic bit and power
loading. Although this is not the case for most current optical channels (no severe frequency
selectivity and no feedback to the transmitter), these advantages can be further investigated and
exploited in the future to provide flexible and dynamically re-configurable optical networks.
2.4 MIMO coding techniques
Originally developed for wireless systems, MIMO signal processing is needed to retrieve the trans-
mitted data by processing all the received data streams (from antennas in multi-antenna wireless
channels, from polarization states in Pol-Mux systems or from modes and cores in SDM sys-
tems) at the same time. The simplest and most common equalizer is the previously presented ZF
technique. However, this equalization method was found to be sub-optimal for wireless MIMO
channels impaired by random fading effects, and more generally for all non-unitary MIMO chan-
nels. Hence, this also applies to optical MIMO schemes impaired by loss disparities and loss of
orthogonality between its channels.
In this section, we shall see that more advanced DSP techniques can be implemented both
at the transmitter and the receiver to better equalize the non-unitary effects in MIMO channels
and/or reduce the performance penalties that they induce. In particular, we review MIMO coding
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techniques developed for multi-antenna Rayleigh-fading wireless systems, and more specifically
Space-Time coding techniques. These codes make the full use of all the dimensions, or degrees of
freedom, of the MIMO channel to enhance the performance of the system. We recall the design
criteria of these codes and present the major code families. Then, we move to the receiver side
and list the various decoding techniques that can be applied to both, coded and uncoded MIMO
schemes. These decoders can be classified into two categories: optimal and sub-optimal decoders.
In other words, this section is a toolbox for MIMO processing that shows that only a sub-group of
this toolbox was used in optical communications and that more techniques can be found to further
enhance the performance.
2.4.1 Wireless MIMO channels
MIMO schemes emerged in wireless communications with the insertion of multiple antennas at
the transmitter and the receiver as shown in Fig. 2.7, empowered by the well-known works of
Foschini [135] and Telatar [138] who demonstrated that the channel capacity increases with the
number of antennas in the system. This can be seen from the capacity expression of the square
OFDM-MIMO channel given in (2.20). Let us consider a multi-antenna wireless system with nt
denoting the number of antennas at the transmitter and nr the number of antennas at the receiver.
The channel is supposed to be a Rayleigh fading frequency-flat channel that remains constant
during T time slots (block-fading channel). The transmission can be modeled as:
Y=HX+N (2.24)
whereX (resp. Y) is the nt×T (resp. nr×T ) matrix of transmitted (resp. received) symbols during
T time slots. H is a nr × nt matrix representing the channel where each term hi, j is the fading
coefficient of the pathway between the ith transmit antenna and the jth receive antenna. These
terms are independent and identically distributed (i.i.d.) complex Gaussian variables with zero
mean and unit variance. Hence, at any time, there is a probability that the channel is in deep fading.
N is a nr×T matrix representing circularly symmetric white Gaussian noise ∼ CN(0,2N0Inr).
The MIMO system modeled in (2.24) offers simultaneously two major advantages: first, a
data rate increase can be brought through spatial multiplexing over the nt antennas. A popular
transmitter architecture achieving this spatial multiplexing gain is the V-BLAST (Vertical-Bell
Labs Space-Time Architecture). Second, a performance improvement can also be acquired by
combating fading, using the spatial dimension (antennas). This advantage is commonly referred to
as spatial diversity. In its largest sense, diversity refers to the transmission of the same information
over different dimensions along with the reception of multiple independent observations of the
replicas at the receiver. Diversity can operate over time, space, frequency or other dimensions.
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Unfortunately, maximizing the multiplexing gain does not inherently lead to a maximization
or even an access to the diversity gain. However, we know that block-fading multi-antenna MIMO
schemes are bounded by a fundamental “Diversity-Multiplexing trade-off" defined by Zheng and
Tse in [139]. To extract the spatial diversity of the MIMO channel and at the same time use its de-
grees of freedom for multiplexing, sophisticated coding across the transmit antennas is needed and
Space-Time (ST) codes have been designed to achieve this trade-off for various MIMO systems.
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Figure 2.7: Multi-antenna wireless MIMO system.
2.4.2 Design criteria of Space-Time (ST) codes for Rayleigh fading channels
ST codes were first proposed by Tarokh et al. in [140] along with design criteria to build codes
with an optimal performance on a MIMO Rayleigh block-fading channel, that were followed later
by design criteria for fast-fading channels. To understand what is meant by optimum performance,
we quickly review the design rules of ST codes considering the MIMO channel in (2.24). First,
we suppose that the channel H is known or perfectly estimated at the receiver side - this is referred
to as perfect channel state information (CSI) at the receiver - and let C be the set of all possibly
transmitted matrices X. Since the additive noise components are i.i.d., a maximum-likelihood
(ML) decoder of (2.24) searches for the symbol matrix that is closest in Euclidean distance to the
received matrix and outputs an estimate X̂ of X [11, Chap.15] according to:
X̂= argmin
X∈C
‖Y−HX‖2F (2.25)
where ‖ · ‖F is the Frobenius norm. The ML decoding criterion offers the lowest achievable BER
if all symbol matrices X are equiprobable, which is generally the case.
The starting point for the construction of ST codes is the error probability of the transmission
over the relevant MIMO channel defined as:
Perror = Pr{X̂ 6= X}
= ∑
X∈C
Pr{X}Pr{X̂ 6= X|X} (2.26)
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which is the probability of sending a matrix X and detecting a different matrix X̂ averaged over all
possibly transmitted symbol matrices. Using the union bound and assuming that the symbols are
equiprobable, the error probability can be upper-bounded by [11, Chap.4,15]:
Perror ≤ 1card(C) ∑
X,X̂∈C,
X̂6=X
Pr(X→ X̂) (2.27)
where card(C) is the cardinality of C and Pr(X→ X̂) is the pairwise error probability (PEP) that
X̂ is selected when X was transmitted. When finding the PEP, we assume that only two symbol
matrices exist in the set because the calculus of an exact Perror is intractable. The PEP for a given
channel realization, or the conditional PEP is given by [11, Chap.15]:
Pr(X→ X̂|H) = Q

√√√√‖H(X̂−X)‖2F
4N0
 (2.28)
where Q is the Gaussian tail function given by:
Q(x) =
1√
2pi
∫ +∞
x
exp−t
2/2 dt (2.29)
Using the Chernoff bound Q(x) ≤ 12 exp−
x2
2 ∀ x and averaging the conditional PEP over the
channel realizations, we obtain:
Pr(X→ X̂)≤ EH
[
exp
(
−ES‖HE‖
2
F
8N0
)]
(2.30)
where EH [] is the averaging operation over all possible channel realizations, ES is the symbol
energy per transmit antenna and E = 1√
ES
(
X̂−X
)
is the normalized nT ×T error matrix. Now,
we can average the PEP over the statistics of the Rayleigh fading channel which will yield the
upper bound on the average PEP [11, Chap.15]:
Pr(X→ X̂)≤
(
r
∏
n=1
1
1+ ESλn8N0
)nr
(2.31)
where r is the rank of the nt × nt matrix A = EE† and λn are the non-zero eigenvalues of A. At
high SNR= ES2N0 ≫ 1, the PEP may be expressed as:
Pr(X→ X̂)≤
(
r
∏
n=1
λn
)−nr(
SNR
4
)−r·nr
(2.32)
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2.4.2.1 Diversity and coding gains
The expression of PEP for a Rayleigh slow fading MIMO channel in (2.32) shows three important
parameters: nr, r and {λn}. The number of antennas at the receiver nr is fixed for a given system
and shows a beneficial effect on the error probability that decays faster with an increased nr. This
is called the receiver diversity. On the other hand, r and {λn} are determined by the properties of
the transmitted matrices X. With nr, they define two criteria that improve the performance of the
transmission: the rank criterion and the determinant criterion described by Tarokh et al. [140].
Rank criterion
The upper bound of the error probability in (2.32) decreases exponentially as a function of
the SNR, and the product r · nr determines the asymptotic slope of this decrease in a logarithmic
plot. This product is called the diversity order of the MIMO system. The objective of the rank
criterion is to achieve the maximum possible diversity of nt ·nr obtained when the matrix A is full-
rank (r= nT ) for any pair of different matrices in C. When pure spatial multiplexing is performed,
independent symbols are transmitted on each antenna and X is a nt × 1 vector. Hence, r = 1 and
the maximum diversity cannot be reached. However if X is a nt ×T matrix with T ≥ nt , we may
reach the full-rank condition. In fact T = nt is sufficient to obtain a full-rank A for all pairs and
thus full diversity [140]. To fulfill this condition, X can be constructed by forming combinations
{ fk} of one or more modulated symbols sk in each slot xi, j of X instead of sending independent
data symbols. Accordingly, a possible codeword construction XST of a Space-Time code C of
length T sent over nt antennas can be:
XST =
 f1(s1,s2, . . .) f2(s1,s2, . . .) . . .f3(s1,s2, . . .) f4(s1,s2, . . .) . . .
...
...
. . .
 (2.33)
XST has to satisfy a second criterion in order to achieve an optimum performance.
Determinant criterion
The determinant criterion follows from the first term on the right hand side of (2.32) that
depends on the product of the non-zero eigenvalues of A, hence the determinant of the largest
non-singular square matrix in A. The determinant criterion consists in maximizing the minimum
of the determinants of the square matrices in A taken over all pairs of codewords. Indeed, the error
probability of the system will be upper-bounded by the sum of the PEPs, however the PEP with
the smallest determinant will be the dominant term in (2.27), and thus the minimum determinant
should be maximized for an enhanced performance. The term involving the product of the non-
zero eigenvalues in (2.32) is usually referred to as the coding gain.
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Rate criterion
Both coding and diversity gains will be illustrated later in the chapter with specific ST codes.
Before that, one additional design criterion of ST coding that does not explicitly appear in the
error probability expression should be taken into account which is the code rate. A nt×nr MIMO
channel can be seen as min(nt ,nr) parallel AWGN channels (this can be verified by computing
the capacity of the MIMO channel which will be a generalization of the one given in (2.20) for a
square channel (nt = nr)). Hence, min(nt ,nr) data symbols can be transmitted at each time slot.
A nT ×T ST code is called a full-rate code if min(nt ,nr) ·T symbols are sent during T time slots
over the nt ×nr channel.
In this section, we have presented three major design rules for ST codes in block Rayleigh
fading channels. In the literature, other design criteria can be found based on, for instance, maxi-
mizing the mutual information between the transmitter and the receiver [141] yielding an indepen-
dent criterion that does not systematically guarantee the maximum diversity. Another approach
is suggested by Tse et al. in [142, Chap.9] where instead of averaging the PEP over all possible
channel realizations, an outage formulation is adopted where the worst-case PEP over all channels
that are not in outage is considered leading to a universal coding design criterion. Surprisingly, the
resulting criterion is closely related to the determinant criterion suggesting that the latter is more
fundamental than what it appears to be.
In the next section, we will focus on a popular category of ST codes which is ST Block Codes.
However, it is noteworthy to mention that other coding techniques, already used for SISO channels,
can be applied to MIMO channels such as the use of rotated QAM constellations [143] or con-
ventional channel codes (FEC) with interleaving to achieve signal or temporal diversity. These
schemes also include bit-interleaved coded systems [144] and trellis-coded modulations [145] for
both SISO and MIMO as well as Space-Time trellis codes [140] for MIMO. However, we are
mainly interested in ST codes that are tailored exclusively for MIMO schemes and that achieve
the spatial diversity of the multi-antenna systems.
2.4.3 Space-Time Block Codes
Space-Time Block Codes (STBC) consist in nt×T codeword matrices XST where T is the number
of symbol time slots, also called channel uses (cu). The elements of XST are functions fk=1...ntT of
NS ≤ ntT modulated symbols s1,s2 . . .sNS . A component xi(t j) of the codeword matrix represents
the new super-symbol transmitted over the ith antenna and at the time slot t j. An example of a
2×2 STBC code is given hereafter:
XST =
[
x1(t1) x1(t2)
x2(t1) x2(t2)
]
=
[
f1(s1 . . .sNS) f2(s1 . . .sNS)
f3(s1 . . .sNS) f4(s1 . . .sNS)
]
(2.34)
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Figure 2.8: Space-Time block coded multi-antenna wireless MIMO system.
The rate of an STBC is the number of different modulated symbols sent per channel use:
rST =
NS
T
(symbols/cu) (2.35)
An STBC uses Ns symbols and generates a super-symbol matrix XST fed as a block to a set of nt
transmitters (antennas/polarizations/modes...) as can be seen in Fig. 2.8 for nt = nr = 3. When
the functions fk are linear combinations of the complex modulated symbols, the code is said to
be complex linear and we can define a complex ntT ×NS generator matrix GC of the code by
vectorizing, column-wise, the codeword matrix XST into an ntT ×1 vector such that:
vecC(XST ) =

x1(t1)
x2(t1)
...
xnt (tT )
=GCsNS×1 =GC

s1
s2
...
sNS
 (2.36)
Another possible linear construction can involve both the modulated symbols and their conjugates.
In this case, the STBC is characterized by a real 2ntT ×2NS generator matrix GR, and is called a
real linear code. The real vectorized model of the code is then given by:
vecR(XST ) =

ℜ(x1(t1))
ℜ(x2(t1))
...
ℑ(x1(t1))
ℑ(x2(t1))
...

=GRsR =GR

ℜ(s1)
ℜ(s2)
...
ℑ(s1)
ℑ(s2)
...

(2.37)
where vecR(X) = [ℜ(vecC(X)) ℑ(vecC(X))]
T .
In order to guarantee that the linear system of equations between the transmitter and the re-
ceiver is not under-determined, the number of complex data symbols used to build the codeword
is bounded by NS ≤ min{nt ,nr}T . Many STBC constructions exist in literature, some of them
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being specific cases of larger constructions. In the following sections, we do not intend to cover
all STBC families but we will rather focus on popular STBC families designed to answer three
principal objectives:
• achieve the highest possible diversity in the MIMO system.
• achieve the highest possible rate, ideally being full-rate codes, i.e. sending min(nt ,nr) data
symbols per cu, thus causing no penalty in the spectral efficiency of the MIMO scheme.
• minimize the complexity of the STBC decoder at the receiver. Thus, complex and real linear
codes will be considered as they can be optimally decoded with lattice decoders described
in section 2.4.4.
2.4.3.1 Alamouti code
One of the first designed STBCs, Alamouti code [146] was tailored for 2× 1 MIMO systems
on which it achieves a full rate of 1 symbol/cu and full diversity. The codeword matrix of the
Alamouti code is the following:
XA =
[
s1 −s∗2
s2 s
∗
1
]
(2.38)
where s1 and s2 are two modulated symbols. The codeword matrix has an orthogonal structure
satisfying XAX
†
A = (|s1|2 + |s2|2)I2 which makes its decoding straightforward [146]. A 2× 1
Alamouti-coded scheme is given by:
[
y1(t1) y1(t2)
]
=
[
h1 h2
][ s1 −s∗2
s2 s
∗
1
]
+
[
n1 n2
]
(2.39)
and can be rewritten as: [
y1(t1)
y1(t2)
∗
]
︸ ︷︷ ︸
y˜
=
[
h1 h2
h∗2 −h∗1
]
︸ ︷︷ ︸
H˜
[
s1
s2
]
+
[
n1
n∗2
]
︸ ︷︷ ︸
n˜
(2.40)
In this equivalent model y˜ = H˜s+ n˜, H˜ has the same structure of the Alamouti codewords and
is hence orthogonal (or unitary). Applying a simple channel inversion using H˜† followed by a
threshold decision (ZF decoding) when H is unitary is the same as applying the ML criterion
in (2.25). Accordingly, we get:
H˜†y˜=
[ ‖h1‖2+‖h2‖2 0
0 ‖h1‖2+‖h2‖2
]
s+ H˜†n˜ (2.41)
where the components of the noise vector are not amplified but remain Gaussian with the same
variance as the original channel noise due to the orthogonal structure of the equivalent channel.
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Hence, the ML criterion is satisfied through a simple linear processing which explains the popu-
larity of this ST code (known as matrix A in wireless standards). The Alamouti code can also be
applied on a 2×2 MIMO channel. However, it introduces a significant redundancy as it becomes
a half-rate code achieving a rate of only 1 symbol/cu whereas the maximum rate in this case is 2
symbols/cu.
Orthogonal codes
In [147], Tarokh et al. proved that orthogonal codes exist for larger MIMO schemes with a simple
linear-decoding advantage at the receiver while achieving an optimal ML performance thanks to
the following property:
XX† =
(
nt
∑
i=1
|si|2
)
I (2.42)
where si are the data symbols. However, the rate of these orthogonal codes is less than 1 symbol/cu
for nt > 2 and decreases with an increasing nt . For K transmitted data symbols, the maximum rate
of an orthogonal code is r= K2K−1 [147]. A codeword example of an orthogonal code for 3 transmit
antennas with a rate r = 3/4 is given below:
X=
 s1 s2 s3 0−s∗2 s∗1 0 −s3
−s∗3 0 s∗1 s2
 (2.43)
2.4.3.2 Threaded Algebraic Space Time (TAST) codes
The limited rate of orthogonal codes motivated the search for new spectral-efficient linear code
constructions. Among the first systematic constructions of full-rate and full-diversity STBCs, the
Threaded Algebraic Space-Time (TAST) code construction proposed by El Gamal and Damen in
[148] is the most popular for its generality, simplicity and performance. TAST codes make use of
component codes designed for SISO channels. Each component code is assigned to a thread in
the codeword and each thread is spread on different antennas at different time slots. The threaded
structure can be seen in Fig. 2.9 for a 3×3 and a 6×6 TAST code. The corresponding codeword
matrices will be explicitly given in chapter 4.
TAST codes are designed in two steps. First, each isolated thread is guaranteed to achieve
full-diversity by rotating q-QAM symbols using appropriate nt ×nt rotation matrices [143]. Sec-
ond, to make sure that the stacked threads form a full-diversity code, they are scaled by a set
of algebraic numbers or transcendental numbers [148] that provides an algebraic separation of
the threads. However, the TAST codewords have a determinant, and hence a coding gain, that
vanishes with higher-order modulation symbols which prevents them from achieving the optimal
diversity-multiplexing trade-off.
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Figure 2.9: Threaded Space-Time architecture for nt = nr = {3,6}.
2.4.3.3 Perfect codes
Perfect codes [149] have the same threaded structure as TAST codes. They also achieve a full-rate
and a full-diversity of nt ·nr as well as the optimal diversity-multiplexing trade-off over Rayleigh
fading channels. A judicious choice of the rotation matrices within each thread along with a thread
separation based on cyclic division algebras ensure a coding gain that remains constant with an
increased constellation size (a property called: non-vanishing determinant). All these attractive
properties along with a uniform average energy transmitted per antenna warrant them the “perfect
codes" label. These codes are also popular for their generality, they were originally proposed for
2,3,4 and 6 transmit antennas [149] and later extended to any number of antennas [150]. A famous
perfect code is the 2× 2 code, also known as the Golden code invented by Belfiore et al. [151]
and called so for its use of the Golden number 1+
√
5
2
.
Golden code
The Golden code [151] has the best performance on 2×2 MIMO Rayleigh fading channels. The
codeword matrix of the Golden code is:
XG =
1√
5
[
α (s1+θs2) α (s3+θs4)
iα
(
s3+θs4
)
α
(
s1+θs2
)
]
(2.44)
where θ = 1+
√
5
2
, θ = 1−
√
5
2
, α = 1+ i− iθ , α = 1+ i− iθ and s1, s2, s3, s4 are four modulated
symbols. The Golden code achieves a full rate of 2 symbols/cu because 4 different symbols are
transmitted from 2 antennas during 2 symbol times. Hence, no redundancy is introduced by the
code. Moreover, the determinant of the codeword matrix corresponding to a coding gain on a
Rayleigh fading channel is equal to 1
5
which is the highest possible value for a 2×2 STBC [151].
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The Golden code is complex linear with a unitary generator matrix given by:
GC,G =

α αθ 0 0
0 0 iα¯ iα¯θ¯
0 0 α αθ
α¯ α¯θ¯ 0 0
 (2.45)
The constellation of the Golden codewords built using 4-QAM symbols is given in Fig. 2.10.
Figure 2.10: Constellations of STBCs using 4-QAM symbols: Alamouti, Golden and Silver codes.
2.4.3.4 Silver code
While the Golden code has the best performance over a 2× 2 Rayleigh fading MIMO channel,
other code constructions were still investigated in which performance can be traded-off for a lower-
complexity decoding. The Silver code developed by Tirkkonen et al. is a full-rate and full-
diversity code that has a slightly weaker performance than the Golden code, hence its name: Silver
code. The codeword matrix is based on a layered structure of two Alamouti codes [152] which
makes it a fast-decodable code [153]:
XS =
1√
2
[
s1 −s∗2
s2 s
∗
1
]
+
1√
2
[
1 0
0 −1
][
z1 −z∗2
z2 z
∗
1
]
with
[
z1
z2
]
=
1√
7
[
1+ i −1+2i
1+2i 1− i
][
s3
s4
] (2.46)
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where s1, s2, s3, s4 are four modulated symbols. The determinant of this code is equal to 17 , slightly
inferior to the one achieved by the Golden code. The Silver code is real linear with the following
unitary generator matrix:
GR,S =
1√
(2)

1 0 1√
z
− 1√
7
0 0 − 1√
7
− 2√
7
0 1 − 1√
7
− 1√
7
0 0 2√
7
− 1√
7
0 −1 − 1√
7
− 1√
7
0 0 2√
7
− 1√
7
1 0 − 1√
7
1√
7
0 0 1√
7
2√
7
0 0 1√
7
2√
7
1 0 1√
7
− 1√
7
0 0 − 2√
7
1√
7
0 1 − 1√
7
− 1√
7
0 0 2√
7
− 1√
7
0 1 1√
7
1√
7
0 0 1√
7
2√
7
−1 0 1√
7
− 1√
7

(2.47)
The constellation of the Silver codewords built using 4-QAM symbols is also given in Fig. 2.10.
The BER performance of ML-decoded uncoded, Golden- and Silver-coded transmissions over a
2× 2 Rayleigh fading channel are plotted in Fig. 2.11. While the uncoded spatial-multiplexed
scheme (blue curve) has a diversity order of r ·nr = 2 corresponding to the number of antennas at
the receiver, the Silver- and Golden- coded schemes have a diversity order of r ·nr = 4 which is the
maximum diversity of the 2×2 MIMO channel. The diversity order can be graphically discerned
from the slopes of the average BER curves that decay faster when the codes are used. Apart from
the diversity gain, the codes horizontally shift the BER curves to the left which translates in a
coding gain. As predicted from the determinant criterion, the Golden code shows a better coding
gain than the Silver code.
2.4.4 Decoders for MIMO schemes
We have presented the ML decoding criterion in (2.25) and derived the corresponding PEP of a
Rayleigh block-fading frequency-flat MIMO channel. ML decoding is the strategy yielding the
best BER performance over the linear MIMO channel in (2.24) assuming that the transmitted
codewords are equiprobable. In section 2.4.2, we highlighted a spatial diversity gain of nr for
simple spatial multiplexing and nt · nr for a full-rank ST code when ML decoding is performed.
The performance of the ML-decoded schemes over a Rayleigh fading MIMO channel in Fig. 2.11
showed that this decoder achieves the full diversity of each system.
Had we considered a ZF decoding (channel inversion followed by a decision threshold), a
diversity order of only nr− nt + 1, when nr ≥ nt , would have been achieved [11, Chap.15]. This
is illustrated in Fig. 2.11 for the 2× 2 channel where ZF decoding of an uncoded scheme yields
a BER curve decreasing inversely as the SNR raised to the power 1 compared to the power 2
achieved by an ML decoder. The diversity order of the ZF equalizer can be explained by the fact
that the decoder has nr degrees of freedom provided by the nr antennas at the receiver and through
81
2. ADVANCED SIGNAL PROCESSING AND CODING TECHNIQUES FOR OPTICAL
COMMUNICATIONS
its channel inversion, it is using nt −1 degrees of freedom to cancel the interference of the nt −1
signals from each detected data symbol, resulting in a diversity of nr− (nt −1). We also show in
Fig. 2.11 that a ZF decoding of an STBC, in this case the Golden code, brings neither a diversity
nor a coding gain. The procurement of these gains is conditioned by the use of an ML decoder.
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Figure 2.11: Golden and Silver code performance on 2×2 Rayleigh fading channel with ML decod-
ing. The performance of some sub-optimal decoders of the uncoded and the Golden-coded schemes is
also shown. The AWGN-channel performance is given as a reference.
After this overview on ST coding, we dedicate the following section to the review of some
efficient techniques to implement the ML criterion called “optimal decoders". We also present two
of the most popular lower-complexity sub-optimal decoders for both uncoded and STBC-coded
MIMO channels.
2.4.4.1 Optimal decoders
From (2.25), the straightforward way to implement the ML criterion is an exhaustive search in
the codeword set C. For each X, the Euclidean norm ‖Y−HX‖2 has to be computed. Given the
linear property of the considered STBCs (real or complex linear), the ML criterion can be further
developed to explicitly show the original data symbols when an STBC scheme is used. To this
end, we use a vectorized form of (2.24) containing the generator matrix of the ST code and define
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the equivalent channel Heq [154] such that:
y
′
nrT×1 = vecC(Y) =
 H 0 00 . . . 0
0 0 H
vecC(X)+vecC(N)
=H
′
nrT×ntTMG︸ ︷︷ ︸
Heq
sntT×1+n
′
nrT×1 =Heqs+n
′
(2.48)
where MG is the generator matrix of the coding scheme and Heq the new nrT × ntT equivalent
channel. In the case of simple spatial multiplexing without coding, T = 1 and MG is replaced by
the identity matrix. s = [s1, . . .si, . . .sntT ] are the transmitted data symbols. Assuming that H is a
full-rank matrix and MG is unitary for the investigated full-rank ST codes, the ML decoding rule
can be reinterpreted as:
ŝML = argmin
snt T×1∈C′
‖y′−Heqs‖2 (2.49)
where C
′
is the set of all possible transmitted q-QAM symbols. An exhaustive search in C
′
requires
qnt norm computations to decode a spatially multiplexed scheme (T = 1) and qn
2
t norm compu-
tations to decode a full-rate square STBC (T = nt) that uses q-QAM modulated symbols. The
complexity of the exhaustive search increases with the constellation size and grows exponentially
with the number of antennas (or spatial modes). Hence, lower-complexity decoders implementing
the ML criterion are needed.
Lattice decoders
After applying a complex-to-real transformation of the channel in (2.48) and assuming that the
used modulation format is q-QAM (si ∈ Z2), we can rewrite (2.48) as:
T (y
′
) =
[
ℜ(Heq) −ℑ(Heq)
ℑ(Heq) ℜ(Heq)
]
T (s)+T (n
′
)
y
′
R =Heq,RsZ+n
′
R
(2.50)
where T (·) = [ℜ(·) ℑ(·)]T . Given the full-rank assumption of the equivalent channel Heq, Heq,R
forms a basis of Rn with n = 2ntT . Thus, it can be associated with a lattice ΛHeq obtained by a
linear transformation of Zn. A lattice in Rn is a discrete subgroup of Rn that spans the real vector
space in Rn and is given by the set:
Λ =
{
n
∑
i=1
aivi|ai ∈ Z
}
(2.51)
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where {v1,v2, . . .vn} forms a basis of Rn. Hence, the ML decoding rule can be rewritten as:
ŝZ,ML = argmin
sZ,n×1∈Zn
‖y′R−Heq,RsZ‖2 (2.52)
and the search for the ML solution brings us to solving a closest-vector problem, i.e. finding the
lattice-point that is closest to y
′
R
, which can be implemented using improved search strategies.
Reduced-search lattice decoders such as the sphere decoder were suggested in [155, 156] for
both uncoded and ST-coded systems. Due to the propagation through a noisy channel, the received
vector y
′
R
is no longer a lattice point and the sphere decoder will search for the closest lattice point
in a finite hyper-spherical region centered on y
′
R
. Given that the number of visited point in the
finite hyper-sphere is limited, the decoding complexity is reduced. If, for a certain initial radius,
the sphere was found to be empty, the radius is increased and the closest lattice point found in the
new sphere, resulting hence in an optimal ML performance. The choice of the radius CSD of the
sphere is crucial for the complexity reduction of the search algorithm. If the radius is judiciously
chosen in function of the noise power and the properties of the channel according to [156]:
C2SD =min [min{λi=1...2n} ,2nN0] (2.53)
where λi are the singular values of Heq,RHTeq,R, the complexity of the search algorithm becomes
independent of the constellation size q and is approximated by O((ntT )6) [156]. This gives O(n6t )
operations for uncoded spatial multiplexing and O(n12t ) for a full-rate square ST code. In ap-
pendix D, we describe the search algorithm of the sphere decoder presented in [155, 156].
A lattice decoder with a different search strategy inside spherical regions is the Schnorr-
Euchener decoder [157]. Furthermore, the stack decoder [158] is also a famous reduced-search
decoder based on a more general branch-and-bound tree search technique and a sequential de-
coding process. It progressively computes the Euclidean norm in the ML criterion and orders the
most promising symbols minimizing this metric in a list called a “stack". The stack decoder can be
associated to a spherical bound limiting the search region which yields even more computational
savings than the original stack or sphere decoders [159].
2.4.4.2 Sub-optimal decoders
Until now, we have seen one sub-optimal linear MIMO decoder which is the ZF equalizer in (2.18)
that consists in an inverse channel detector. We have noted that this decoding technique does not
exploit the diversity of the MIMO channel and results in an error probability with a lower slope.
A major problem of the ZF equalizer is noise amplification. Indeed, by applying the inverse of the
channel on the received signal, the deep fading channel coefficients (low-values of hi, j) amplify
the additive noise and lead to more detection errors. This is avoided when the MIMO channel
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is unitary, i.e. HH† = I and the properties of the additive noise are not affected by the channel
inversion. Hence, the noise remains white and Gaussian. Only in this case, a ZF decoding becomes
optimal, i.e. achieves the ML criterion in (2.25).
Other sub-optimal MIMO decoders were suggested to palliate the drawbacks of ZF equaliza-
tion while maintaining a low complexity. We will present hereafter two sub-optimal decoders:
the minimum-mean square error (MMSE) detector and a ZF with decision feedback equalizer
(ZF-DFE).
The MMSE equalizer linearly combines the received signals with a filter WMMSE chosen to
minimize the following mean square error applied over the real equivalent system in (2.52):
WMMSE = argmin
W
E
(‖̂sR,MMSE − sZ‖2)= argmin
W∈R2nrT×2nt T
E
(
‖Wy′R− sZ‖2
)
(2.54)
The linear MMSE filter achieving this minimization is found to be [11, Chap.15]:
WMMSE =
(
HTeq,RHeq,R+
1
SNR
I
)−1
HTeq,R (2.55)
WMMSE is hence applied over the received vector y
′
R
to get ŝR,MMSE on which a threshold decision
is performed to estimate the data symbols. The MMSE detector outperforms ZF decoding as can
be seen in Fig. 2.11. Although it achieves the same diversity order as ZF equalization, the inverse
SNR term in its linear filter limits noise amplification at low SNR values and outperforms ZF.
Assuming Heq is a full-rank matrix with nr ≥ nt , The ZF-DFE is a non-linear equalization
performed as follows:
• Start with a QR decomposition of Heq,R =QR that rewrites the channel matrix as the prod-
uct of Q, a unitary matrix and R, an upper triangular matrix (refer to appendix C for more
details on the QR decomposition).
• Compute the equivalent system:
y˜R =Q
Ty
′
R = Rs+Q
Tn
′
(2.56)
where the new noise QTn
′
remains white Gaussian given that Q is a unitary matrix.
• Estimate each symbol in the vector sˆZF−DFE by solving the linear system y˜ = Rs. The
matrix R being upper triangular, the system can be solved in an iterative fashion starting
from the last symbol and performing a threshold decision on each estimated symbol before
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feeding it to the previous equation. This translates into:
si,i:n→1 =
yi−∑i−1j=0 ri,n− j sˆn− j
ri,i
sˆi,i:n→1 = ⌊si⌉
(2.57)
where ⌊·⌉ is a threshold decision operation.
The non-linearity comes from the symbol-wise threshold decision operation. The ZF-DFE demon-
strates a performance gain over the classic ZF decoder through its successive interference cancel-
lation while retrieving the data symbols [160]. However, ZF-DFE is prone to error propagation
in its iterative decoding structure. Enhanced versions of ZF-DFE include reordering the channel
matrix in order to decode the most reliable received symbols, i.e. having the highest received SNR,
first.
Summary
In this chapter, the main digital signal processing tools that improved both the reach and the per-
formance of the installed high-capacity optical fiber transmission systems were reviewed. Then,
we focused on advanced DSP and coding techniques for the emerging MIMO schemes in opti-
cal fiber links. In particular, we identified OFDM as a promising modulation format for future
low-complexity, flexible and robust systems. Later, we focused on Space-Time codes, initially
designed for multi-antenna wireless systems and more recently used in [8] for PDL-impaired
polarization-multiplexed optical systems. Design rules of ST codes, families of ST block codes
as well as several decoding techniques for both ST-coded and uncoded MIMO channels were
recollected. In the following chapters, the benefits of implementing ST codes in optical MIMO
transmission systems will be further analyzed. When needed, we will refer to the codeword ma-
trices of the investigated codes and the decoding algorithms presented in this chapter.
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Chapter 3
Polarization-Time Coding for PDL
Mitigation in Polarization Multiplexed
Systems
Our first application of Space-Time coding techniques in optical MIMO channels is PDL mit-
igation in polarization-multiplexed or PDM systems. The polarization dimension has certainly
attracted a lot of attention in coherent optical communications, its main perceived benefit being
the transmission of independent data streams on a set of two orthogonal polarizations, thus dou-
bling the capacity compared to a single-polarization scheme. However, optimized usages of this
dimension were later investigated in order to improve the reach of the system. In [39], Agrell and
Karlsson suggested using the polarization and the quadrature dimensions IX , QX , IY , QY to im-
plement four-dimensional (4D) modulation formats with an increased OSNR sensitivity (in other
words, a larger minimal distance dmin between the constellation points) compared to QPSK over
an AWGN channel. An example of 4D modulation is polarization-switched QPSK (PS-QPSK)
which increases the minimal distance at the cost of a reduced spectral efficiency because this for-
mat has only 8 constellation points compared to 16 constellation points for PDM-QPSK [39]. In
2013, a capacity-distance product record-breaking transmission using 4D-16QAM coded modula-
tions instead of multiplexing two 16-QAM symbols over a PDM system was demonstrated [113],
trading spectral efficiency with an enhanced sensitivity. In our work, we propose using the po-
larization dimension to serve two purposes: multiplexing data and protecting it from any gain
disparities or loss of orthogonality between the data-carrying polarizations, both induced by po-
larization dependent loss (PDL) as seen in chapter 1. ST coding is a technique that can fulfill these
two objectives.
The benefits of applying ST Block Codes (STBCs) for PDL mitigation in PDM-OFDM sys-
tems were shown through preliminary numerical simulations in a previous thesis work carried in
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our labs by Mumtaz et al. [8]. While OFDM manages the dispersion in the channel, STBCs deals
with PDL and reduces the induced penalties. Later, STBCs were also applied in single-carrier
PDM systems showing similar results but necessitating a more complex decoding with larger
time-domain filters [161]. In [162], a simple space-time trellis coding scheme is suggested for
enhancing the tolerance of single-carrier PDM systems to PDL, inspired from an optical birefrin-
gent element that spreads the data-carrying polarizations over different states, thus averaging the
effects of PDL. However, its performance is inferior to that of the investigated STBCs in previous
works.
In this chapter, we recall the findings of [8] in section 3.1 and build upon them, extending the
simulations to a complete PDM-OFDM system and a more elaborate channel model in order to
test the resilience of ST codes to the particularities of the optical channel such as the statistics of
PDL and the presence of non-linear effects in section 3.2. Later on in section 3.3, we analyze the
observed performance by looking into the pairwise error probability (PEP) of an optical channel
with PDL. We derive an upper bound of the PEP that can be used to predict how optimal a ST
coding scheme is in combating MDL. The upper bound also yields a design criterion of optimal
ST codes for PDL mitigation. Finally in section 3.4, we present an experimental demonstration of
the coding gains brought by ST codes in a 1000 km PDL-impaired PDM transmission carried out
in our laboratories.
3.1 Polarization-Time coding: preliminary results
A clear description of the MIMO modeling of coherent PDM transmission systems is given
in [163] where authors emphasize that many MIMO techniques, including ST codes, originally
developed for wireless channels can be applied in optical MIMO channels to mitigate linear and
non-linear effects. In [164], the term “Polarization-Time coding" (or PT coding) was used to
describe an Alamouti code-based coherent optical transmission system proposed to mitigate po-
larization scattering induced by non-linear XPM in WDM systems. Later, in [165], Alamouti code
was also proposed in order to mitigate PMD in coherent optical OFDM systems.
Two main observations can be made from these works: first, the Alamouti-code based solu-
tions systematically reduce in half the multiplexing gain that can be achieved on a 2× 2 optical
MIMO system leading to a sub-optimal use of the available degrees of freedom. Second, con-
cerning PMD mitigation, we have seen in chapter 2 various frequency-domain and time-domain
equalization techniques able to efficiently remove dispersive effects including PMD that is by na-
ture a unitary effect that modifies the state of polarization of the optical signal without altering its
total energy. Indeed, a fiber span represented by a concatenation of PMD elements as described in
chapter 1 results in a unitary transform matrix Fk per OFDM subcarrier (i.e. FkF
†
k = I), and hence
88
3.2 Numerical study of a Polarization-Time coded optical OFDM transmission
induces no fading. PMD might be a limiting effect especially for direct-detection systems, how-
ever it can be compensated for at the receiver in coherent-detection systems and does not reduce
the capacity of the optical 2× 2 channel. Given that the singular values of Fk are equal to 1, the
capacity computed as in (2.20) corresponds to the one of two parallel AWGN channels. Hence,
PT coding would bring no gains in a PMD-impaired coherent transmission system.
On the other hand, the transfer matrix of PDL in (1.21) reveals a non-unitary fading-like effect
introduced by distributed low-PDL optical components. In long-haul links, PDL can accumulate
leading to a capacity reduction and a performance degradation. ST coding might be an interesting
technique to mitigate PDL-induced fading effects. However, the nature of this fading differs from
the Rayleigh fading where the matrix coefficients are i.i.d. zero-mean Gaussian variables. Indeed,
the periodic optical amplification preserving the total optical power in long-distance links prevents
the fading of both polarizations at the same time.
The efficiency of ST coding in mitigating PDL was actually observed in previous works [8,
166–168]. In [8], PDL-mitigation capability of PT codes was investigated considering a single
OFDM subcarrier and a simple PDL model using the matrix HPDL in (1.21). The performance
of three codes: Alamouti, Silver and Golden codes was simulated revealing that the Silver code
outperformed the Golden code which is different from the performance over a Rayleigh fading
channel where the Golden code is optimal. The Silver code removed nearly all the PDL-induced
power penalty for PDL values up to 6 dB. Moreover, in [168], the Alamouti code exhibited the
same performance independently of the PDL amount ΓdB. In [166], an outage analysis showed
that the Silver code was optimal for the low to moderate PDL values (up to 5 dB), whereas, in the
case of large PDL, Alamouti code showed the best performance.
3.2 Numerical study of a Polarization-Time coded optical OFDM
transmission
We start by extending the simulation work in [8] to a complete OFDM transmission and a long-
haul optical link in which dispersive effects (CD and PMD) are taken into account. Having a
low-complexity advantage over other equalization formats as denoted in sections 2.2 and 2.3,
OFDM will be considered in the rest of the thesis. Applications of ST coding in the context of
a single-carrier optical transmission were also investigated in literature [161, 162]. They require,
however, more complex channel equalizers.
The scheme of a PT-coded PDM OFDM system is shown in Fig. 3.1 where the OFDM trans-
mitter contains the same blocks as in Fig. 2.4. An OFDM signal is sent on each polarization. In-
dependently modulated data symbols are assigned to the different orthogonal subcarriers of each
OFDM symbol when no PT code is considered, whereas the data symbols are linearly combined
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Figure 3.1: General scheme of a PDM-OFDM transmission system with PT coding.
Table 3.1: Simulation parameters related to the optical channel on the left and to the OFDM modula-
tion format on the right
Total length Ltot 20×100 km Total bit-rate 40 Gb/s
Transmission loss 0.2 dB/km OFDM subcarriers 256
CD coefficient D 17 ps/nm/km OFDM pilot tones Np 5
PMD coefficient PMD 0.05−1 ps/√km Cyclic prefix 38 samples
PDL ΓdB 0−6 dB TOFDM 25.7 ns
Non-linear coeff. γNL 1.5 km−1W−1 TS 22.4 ns
EDFA noise figure NF= 5 dB Training sequence 32 OFDM symbols
in the “PT encoder" block to create new correlated symbols when a PT coding scheme is applied.
The main simulation parameters are summarized in Table 3.1 and the simulation work is carried
on MATLAB. The optical carrier is chosen at λ0 = 1550 nm.
Each OFDM frame contains 500 data symbols preceded by a 32 symbol-long training sequence
to estimate the channel using LSE estimation as explained in section 2.3.2.2. Among the 256 data
subcarriers, 224 effective subcarriers are used for data symbols, and Np = 5 pilot subcarriers for
phase noise correction. The remaining 32 subcarriers are the outermost of the spectrum and are
set to zero in order to prevent spectrum aliasing products. The cyclic prefix length was computed
according to (2.12) in order to absorb both CD- and PMD-induced delays. The maximum budgeted
DGD was chosen as three times the mean DGD: DGDmax = 3∆τ = 3PMD
√
Ltot = 6.7 to 134 ps
for the parameters in table 3.1.
At the receiver, a polarization beam splitter splits the incoming signal on two orthogonal polar-
ization states. Next, a dual polarization coherent receiver down-converts the optical signal to the
electrical domain. Subsequently, a PDM OFDM receiver as the one in Fig. 2.5 is used to decode
the data symbols. After proper time and frequency synchronizations and common phase error re-
moval, each subcarrier sees a non-dispersive channel and the received symbols can be given by:
90
3.2 Numerical study of a Polarization-Time coded optical OFDM transmission
Yk,2×T = exp(iΦCD(ωk))Hk,2×2(ωk)Xk,2×T +Nk,2×T (3.1)
where Xk (resp. Yk) is the matrix of transmitted (resp. received) symbols on the kth subcarrier
during T time slots, Nk,i the additive noise andHk(ωk) is the 2×2 frequency-domain Jones matrix
of the link. ΦCD(ωk) is the phase shift owing to chromatic dispersion and is hence polarization
independent. Non-linear effects in the fiber are so far neglected. T is the temporal length of the
code. When T = 1, X and Y are vectors and X contains two independent q-QAM symbols (No
Coding). When T > 1, PT coding is used (T = 2 for the investigated PT codes).
In section 2.4.4, we noted that the coding gains of ST codes are acquired when Maximum-
Likelihood (ML) detection is performed at the receiver side. Hence, ML decoding will be also
performed for PT codes in the PDM-OFDM optical system through an exhaustive search decoder.
PT decoding can only be performed under the assumption of a constant Hk during the codeword
duration (T time slots). In PDM optical transmissions, PMD dictates the coherence bandwidth of
the channel that varies at a scale of fewmilliseconds due to environmental disturbances. Hence, the
channel changes slowly in comparison to the codeword time that corresponds to two consecutive
OFDM symbols ( 2TOFDM ∼ 50 ns in our case) and can be considered constant.
In the following, the channel model of the link Hk(ωk) will be described and simplified to
carry the theoretical studies of PDL mitigation with PT codes. We will, in particular, look at the
statistics of PDL, its frequency dependence and the noise properties at the receiver.
3.2.1 Performance of Silver, Golden and Alamouti coded schemes
To get an insight on the behavior of PT codes on an optical link with PDL, we consider three
scenarios where we gradually add the following effects and study, for each, the PDL-induced
penalties:
• First, we consider a long-haul multi-span channel with a single lumped PDL element as
shown in Fig. 3.2a. Hence, we do not look at the interplay between PDL and PMD. ΓdB is
hence deterministic.
• Second, we distribute low-PDL elements in a single-span channel and add the ASE noise at
the receiver as seen in Fig. 3.2b. In this case, ΓdB becomes Maxwellian distributed because
of the interaction of PDL and birefringent elements.
• Third, we consider a multi-span channel with distributed PDL as well as distributed ASE
noise as shown in Fig. 3.2c in order to account for the polarization of distributed noise.
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Figure 3.2: The three investigated long-haul optical links
3.2.1.1 Constant lumped PDL
We define a long-haul link of Nspans where each span is modeled as a concatenation of random
PMD elements as in (1.19) followed by an optical amplifier operating at a constant output power
to raise the signal power to its initial value at the transmitter. A single PDL element modeled
by (1.21) is added in the first span with a constant ΓdB = 10log10
1+γ
1−γ and random rotation angles.
The rotation angles of the different PMD and PDL elements are uniformly drawn from [0 : 2pi].
In the PMD matrices, the phase shifts φi are uniformly drawn from [0 : 2pi] and the DGD τi are
drawn from a normal distribution N(0,PMD
√
L) where PMD is the PMD coefficient 0.1 ps/
√
km
and L = 1 km is the length of a fiber slice. The distributed noise at each amplification stage
is modeled as additive white with independent and identically distributed (iid) circular complex
Gaussian components CN(0,NASE). In this case, the accumulated noise N is propagating through
a unitary link, hence it remains white Gaussian with zero-mean and variance N0 = NspansNASE/2
per real dimension. The only source of power imbalance being the single PDL element, a singular
value decomposition (SVD) of H yields two singular values λmin =
√
1− γ and λmax =
√
1+ γ
with a constant ΓdB. Hence, (3.1) can be written as:
Yk = exp(iΦCD)Hk(ωk)Xk+Nk
= exp(iΦCD)Uk(ωk)ΛVk(ωk)Xk+Nk
= exp(iΦCD)Uk(ωk)
[ √
1+ γ 0
0
√
1− γ
]
Vk(ωk)Xk+Nk
(3.2)
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where Uk and Vk are two unitary matrices resulting from the SVD of the channel matrix.
We consider the OFDM system in Fig. 3.1 with 4-QAM symbols used for the uncoded case
as well as to fill the codeword matrices of the Silver and the Golden codes. 16-QAM symbols are
used for the Alamouti code in order to compare all schemes at the same rate of 4 bits/cu. Moreover,
the average symbol energy ES is set to 1 for all the schemes to compare them at the same power
budget. No FEC coding is employed yet. The parameters of the optical link and the OFDM format
are the ones presented in table 3.1. Monte-Carlo simulations were carried in order to evaluate the
performance of the different coding schemes in terms of BER curves. The BER are averaged over
all subcarriers and over the random angles of the rotation matrix. A minimum of 50 channel states
are tested and a minimum of 100 bit errors recorded for each SNR value.
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Figure 3.3: Average BER curves of 4-QAM (No coding), Silver, Golden and Alamouti coding
schemes for different constant ΓdB in a 20×100 km link.
Fig. 3.3 shows the BER evolution versus SNR for the four coding schemes at ΓdB = {0,3,6,10}.
We can clearly see the efficiency of PT coding against PDL. Without PT codes, the PDL-induced
SNR penalty at BER = 10−3 (i.e. the gap to a perfect PDL-free AWGN channel) is 2.3 dB for
a PDL of 6 dB. Using PT codes, the SNR penalty is only 0.6 dB with the Golden code and is
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reduced to 0.3 dB with the Silver code corresponding to a coding gain of 2 dB. For a PDL of 3 dB,
the Silver code absorbs all the penalty while a penalty of 1 dB is observed for a high PDL of 10
dB. On the other hand, the Alamouti code exhibits an SNR penalty of 3.8 dB at BER = 10−3 for
the three PDL levels which corresponds to the same penalty demonstrated on a PDL-free channel.
This high value is due to the use of 16-QAM symbols that have a smaller minimum distance than
4-QAM symbols at the same average energy. However, an interesting observation is that Alamouti
code performs the same independently of the PDL level. Had we considered the Alamouti code
with 4-QAM symbols, the obtained performance would have matched the one over a PDL-free
AWGN channel while the achieved spectral efficiency would have only been of 2 bits/cu.
These results coincide with initial ones reported in [8] where penalties were computed over a
single subcarrier using the transfer matrix of a single PDL element HPDL, composed of a diagonal
matrix with loss disparities and two real random rotation matrices, as the optical channel. While
HPDL and Hk ∀k have the same constant PDL values given that we intentionally kept PDL lumped
in this long-haul channel model, the difference between these matrices is spotted at the level of
the unitary transformations applied on the transmitted codewords X. The SVD decomposition of
Hk in (3.2) yields a complex unitary matrix Vk that can be written in its most general form as a
product of three unitary matrices [169, Chap.2]:
V=
[
exp(iα)cos(θ) −exp(iβ )sin(θ)
exp(−iβ )sin(θ) exp(−iα)cos(θ)
]
=
[
exp(iu) 0
0 exp(−iu)
][
cos(θ) −sin(θ)
sin(θ) cos(θ)
][
exp(iv) 0
0 exp(−iv)
] (3.3)
where u= (α +β )/2 and v= (α −β )/2. The unitary matrix Uk from the SVD decomposition of
Hk has no influence on the performance as it can be inverted at the receiver without changing the
properties of the noise Nk. Hence, the similarities in the performance over this channel model and
overHPDL suggest that the angles α and β inVk or equivalently u and v in the second form in (3.3)
have no influence on the performance. This is evident for u because it appears in a diagonal matrix
that can be moved to the other side of Λ and merged with Uk. As for v, we carry out numerical
simulations in which we vary θ and v and observe that the obtained performance in terms of BER,
given in Fig. 3.4 at SNR = 10 dB, does not depend on the latter parameter, thus justifying the
omission of v in a simplified model of an optical channel with PDL. Moreover, we notice that the
penalties are periodic in θ with a period of pi/2. For non-zero PDL, the BER penalty is maximal
when the incoming signal is aligned to the principal polarization axes of the PDL element and
minimal, but not null, when the mismatch angle is at pi/4 (mod pi/2) radians.
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Figure 3.4: BER dependence on the parameters θ and v of the unitary matrix Vk in the SVD decom-
position of Hk for two levels of PDL at SNR= 10 dB.
3.2.1.2 Maxwellian distributed PDL
In the second model, we consider a multi-span link with Nspans spans where each fiber span is
modeled as a concatenation of PMD and PDL elements. We divide each span into M random
birefringent slices and add two PDL elements having i.i.d. PDL values, one placed at the start of
the span and another at the end. Thus, the channel matrix of each span j is given by:
H j(ωk) = HPDL,2HPMD,M(ωk)HPMD,M−1(ωk)...
HPMD,2(ωk)HPMD,1(ωk)HPDL,1
(3.4)
In this model, ASE noise will be additive white Gaussian and lumped at the receiver with zero-
mean and variance N0 per real dimension as in the first model. Given that the optical amplifiers
are operated in a constant output power mode, the received signal Yk at the output of the link can
be written in function of the input signal Xk and the lumped noise as:
Yk = exp(iΦCD)Hk(ωk)Xk+Nk
= exp(iΦCD)
H1→Nspans
√
2
(Tr(H1→NspansH
†
1→Nspans))
1/2
Xk+Nk
= exp(iΦCD)Uk(ωk)Λk(ωk)Vk(ωk)Xk+Nk
= exp(iΦCD)Uk(ωk)
[ √
1+ γeq,k 0
0
√
1− γeq,k
]
Vk(ωk)Xk+Nk
(3.5)
withH1→Nspans =HNsHNs−1...H2H1. Normalizing the trace of the channel matrix to 2 depicts the
constant output power mode of the amplifiers. An SVD of Hk yields in this case a diagonal matrix
with frequency-dependent singular values λmax =
√
1+ γeq,k and λmin =
√
1− γeq,k, and hence a
random accumulated PDL Γk,dB. We analyze these two new findings in this section.
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When the individual PDL values γi are i.i.d. (constant, Gaussian distributed or uniformly
distributed; by the law of large numbers, the nature of the distribution is no longer important
when the number of PDL elements is sufficiently large (> 20)), it is found that the total ΓdB of the
link is Maxwellian distributed [53] as noted in section 1.3.4. The accuracy of this approximation is
tested through a numerical simulation. We consider 40 PDL elements and target an average overall
PDL ΓdB of 3 and 6 dB. The average PDL fixes the value of the parameter a of the Maxwellian
distribution in (1.23) to 1.88 and 3.76 respectively. Following the procedure in [53], each PDL
element should have a γi drawn from a Gaussian distribution of 0.047 (resp. 0.092) and standard
deviation 0.035 (resp. 0.069) in order to achieve an overall average PDL of 3 dB (resp. 6 dB).
The parameters in the transfer matrices of the PMD elements and the rotation matrices of the PDL
elements are chosen as in the first model. We simulate 106 different realizations of the link in (3.5)
and show, in Fig. 3.5, the obtained probability distribution of Γk,dB at any given subcarrier k. We
can see that the fitting to a Maxwellian distribution is accurate for both average PDL.
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Figure 3.5: Simulated and theoretical probability distribution functions of the overall PDL ΓdB of a
concatenation of low-PDL and birefringent elements.
We also performed simulations where γi were constants or uniformly distributed and ended up
with the same Maxwellian distributions of the overall PDL. The PDL at the end of the transmis-
sion link is therefore statistically distributed, and does not linearly increase with the number of
PDL components in the link. Moreover, in order to determine the effect of birefringence on the
distribution of Γk,dB, we ran identical simulations with a null PMD coefficient and also obtained a
Maxwellian distribution. However, if we remove the phase shifts φi from the PMDmatrices, hence
totally removing birefringence in the fiber, the simulated Γk,dB fits a Rayleigh distribution with the
same average ΓdB. This result was noticed by Lu et al. in [170] where the authors also suggested
a global distribution made of a linear combination of a Maxwellian and Rayleigh distributions
depending on the amount of birefringence in the fiber.
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On the other hand, (3.5) shows that the channel matrix is frequency dependent. This might
induce fluctuations of the ΓdB experienced by the different OFDM subcarriers. We investigate
into these variations through a comparison of 106 realizations of a multi-span optical link with
ΓdB = 6 dB for two values of the PMD coefficient: PMD= {0.1,1} ps/
√
km. For the first value,
we noticed that the deviations of ΓdB of the different subcarriers from its constant value in a
PMD-free case are very small. Averaging over 106 realizations and all subcarriers, we obtain
E[|∆ΓdB|] = 0.09 dB and Var[|∆ΓdB|] = 0.01 dB. In the case of highly birefringent fibers with
PMD = 1 ps/
√
km (old fibers deployed before 90s), the deviations of ΓdB were more important.
This can be seen in Fig. 3.6a where ΓdB is shown at the different subcarriers for two random
channel realizations. A channel realization is randomly drawn and the PDL is observed in absence
(thin curves) and in presence (thick curves) of PMD for two different PMD coefficients. The
frequency dependence of ΓdB due to PMD was reported in [171]. To generalize these findings,
the frequency variations of ΓdB over the signal bandwidth will be determined by the coherence
bandwidth of the channel Bcoh dictated by PMD (Bcoh ∝ DGD
−1
[58]). If the total bandwidth of
the OFDM signal ≈ Nsc∆ fS is smaller than Bcoh, all the subcarriers will observe the same PDL.
Otherwise, PDL will vary among subcarriers.
The average BER performance of the PDM-OFDM transmission for two different PMD coef-
ficients corresponding to a frequency-varying and a frequency-flat PDL is shown in Fig. 3.6b with
a mean PDL of 6 dB. We ran Monte-Carlo simulations of the PT-coded PDM-OFDM system with
this second channel model using the parameters in table 3.1 and noticed that the average perfor-
mance is insensitive to the frequency variation. The frequency dependence of ΓdB due to PMD
was reported in [133, 172]. In [133], the authors found that an increased DGD (up to a mean DGD
of 100 ps) in the optical link reduced the BER variations caused by PDL and did not alter the mean
BER value.
Again, we observe the efficiency of PT coding against PDL even when ΓdB is random and fol-
lows a Maxwellian distribution. The SNR penalty at BER= 10−3 is only 1.3 dB with the Golden
code and is reduced to 1 dB with the Silver code corresponding to a coding gain of 1 dB. On the
other hand, the Alamouti code still exhibits a PDL-independent SNR penalty of 3.8 dB due to the
use of 16-QAM symbols. The behaviors of PT codes are unchanged on this second channel model
while the coding gain values are different because they are averaged over the random Maxwellian
distributed PDL. Indeed, for each channel realization, a different value of PDL is achieved. The
Silver code may experience a PDL less than 6 dB for a certain realization and absorbs all the
penalty in this case; and then experience a larger PDL for another random draw for which an
SNR penalty still remains. The same observation can be made for the Golden code. However, the
Alamouti code still performs the same independently of ΓdB. The same results are obtained for a
3 dB-mean Maxwellian PDL.
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(a) Four random draws showing the evolution of Γk,dB among the
OFDM subcarriers for two different PMD coefficients and ΓdB = 6 dB.
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Figure 3.6: Frequency-dependence of PDL due to PMD in the optical fiber link.
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3.2.1.3 Distributed ASE noise
The predominant noise in long-haul optical transmissions is the amplified spontaneous emission
noise at the optical amplifiers, modeled as an additive white Gaussian noise. However, the dis-
tributed PDL elements act as a partial polarizer affecting both the signal and the in-line inserted
noise propagating through the link. Given that the optical amplifiers are operated in a constant
output power mode, the received signal Yk at the output of the third link model in Fig. 3.2c can be
written in function of the input signal Xk and the in-line injected noise as:
Yk =
H1→Nspans
√
2
(Tr(H1→NspansH
†
1→Nspans))
1/2︸ ︷︷ ︸
Hk
Xk+Σ
Nspans−1
j=1
H j+1→Nspans
√
2
(Tr(H j+1→NspansH
†
j+1→Nspans))
1/2
N j+NNs︸ ︷︷ ︸
Nk
=HkXk+Nk
(3.6)
with H j→Nspans = HNsHNs−1...H j+1H j. Each component of the noise vector N j added after the
jth span is white and Gaussian distributed with a zero mean and a variance NASE/2 per polarization
and per real dimension. Because of distributed PDL, Nk will be polarized and its coherency (or
covariance) matrix Q= E
[
NkN
†
k
]
will not be proportional to the identity matrix as is the case of
a white Gaussian noise. The E[.] operation in the coherency matrix is the temporal averaging of
the considered quantity over an OFDM symbol period [169, chap.1]. However, we can still define
a noise-whitened system given by:
Y
′
k =Q
−1/2Yk =H
′
kXk+Nk (3.7)
where Nk is a zero-mean white Gaussian noise of variance N0 per real dimension. The effective
PDL experienced by the signal in this new system and given by the ratio of the eigenvalues of
H
′
kH
′†
k will hence be different from the PDL given by the ratio of the eigenvalues of HkH
†
k . We
simulate 106 channel realizations of the third system model with the same parameters in table 3.1
fixing a mean PDL of 6 dB. The probability distribution function of the effective PDL is shown
in Fig. 3.7. It can be fitted to a Maxwellian distribution of mean 4 dB. We notice that the mean
effective PDL ofH
′
k is 2 dB lower than the mean PDL ofHk. The smaller effective PDL values can
be explained by the fact that the noise is also polarized by PDL and some of the orthogonal noise to
each of the data-carrying polarization tributaries may become parallel due to the distributed PDL
elements, which was observed in [59, 60]. In [60], the author compares a lumped PDL model to a
distributed PDL model and concludes that the former overestimates the PDL-induced penalties.
Hence, we can carry out the analysis of a PDL-impaired optical system using the second model
with a lumped white Gaussian noise added at the receiver and keep in mind that the effective PDL
observed by the signal is less than the measured PDL due to the polarization of noise.
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Figure 3.7: In ‘×’ marks, the simulated distribution of ΓdB and the corresponding theoretical
Maxwellian distribution of mean 6 dB in red. In ‘+’ marks, the simulated distribution of the effective
PDL of Hk and the corresponding theoretical Maxwellian of mean 4 dB in blue.
Moreover, knowing that the dynamics of the optical channel present rather slow variations
compared to the PT codeword duration, we will only regard constant values of global ΓdB, corre-
sponding to the largest achieved PDL value 20log10
1+γeq
1−γeq (worst-case value), when going through
the theoretical analysis of the coding gains. Besides, from the simulation of the first model, we
have seen that the BER performance only depended on the angle of the rotation matrix in the uni-
tary matrixVk derived from the singular-value decomposition of the channel and applied to the sig-
nal Xk before the diagonal matrix Λk containing the gain offsets. Hence, to theoretically interpret
the performance of PT codes over PDL-impaired optical channels, the following frequency-flat
channel matrix will be sufficient:
H=
[ √
1+ γeq 0
0
√
1− γeq
]
Rθ (3.8)
where Rθ is a real rotation matrix and θ is drawn from a uniform distribution in [0 : 2pi]. Before
providing the theoretical analysis of the coding gains and checking whether the Silver code is the
optimal code for an optical channel with PDL or better codes can be found, we still need to test
the impact of non-linear effects on PT-coded OFDM systems.
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3.2.2 Tolerance of PT-coded OFDM for non-linear effects
In this section, we evaluate the performance of the PT-coded PDM-OFDM system taking into
account non-linear transmission effects. Indeed, the fiber is a non-linear medium having a re-
fractive index that changes proportionally to the square of the applied electromagnetic field, an
effect known as the optical Kerr effect as explained in chapter 1. Numerical solutions for the non-
linear partial differential equation in (1.7) are computed using the Split-Step Fourier method [19,
chap.2]. This method consists of partitioning the fiber into short consecutive dispersion-only and
pure non-linear sections. The dispersion-only sections are modeled in the frequency domain and
contain the transfer matrices of CD and PMD. The pure non-linear sections are modeled in the
time domain. The spatial step size ∆z is chosen small enough to correctly model both dispersion
and non-linear effects. The simulation model implemented in MATLAB is shown in Fig 3.8.
Frequency domain                       Time domain 
Optical 
amplification  
+ ASE noise 
Nspans of length L = N.Δz km    
+ Loss 
+ Non-linearity 
× N fiber slices 
PDL
H
CDPMD
HH
Figure 3.8: Simulation model of a long-haul PDM optical fiber link using the Split-Step Fourier
method to include non-linear effects in the SMF fiber.
The simulation parameters are the one shown in table 3.1. Apart from dispersion and attenu-
ation, a lumped PDL element as in (1.21) is inserted in the first span. We consider constant ΓdB
values ranging from 0 to 6 dB. Initially, spatial step sizes ∆z from 0.2 to 5 km were tested and
a final step size of 1 km was adopted because all smaller step sizes ensured the same numerical
accuracy. At the receiver, we perform the OFDM de-multiplexing followed by channel estimation,
CPE correction and data detection using an ML decoder.
In Fig. 3.9a, we compare the performance of the Silver code to that of the uncoded scheme in
the case of a linear and non-linear channel for a PDL of 6 dB. When non-linearity is considered,
BER curves are bathtub-shaped and we can distinguish 3 regimes: a weak, a medium and a severe
non-linear regime. Below a certain input power threshold, at -7 dBm, the obtained performance
perfectly matches the curve of the linear model. Then, if we increase the input power to -3 dBm,
we observe a transient behavior of the curves where a minimum BER is reached (the non-linear
threshold NLT). Beyond, we enter a severe non-linear regime where BERs are totally deteriorated
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for both schemes. By comparing the coded and uncoded cases, we clearly see the efficiency of
the Silver code in mitigating PDL. A 2.2 dB coding gain is observed at BER = 10−3. This value
matches the gain in the previous section and in [8, 167].
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(a) BER evolution of Silver-coded and uncoded scenarios versus total
launched power after a 2000 km transmission (Lumped PDL = 6 dB).
0 1 2 3 4 5 6
0
0.5
1
1.5
2
2.5
3
3.5
PDL  ( ΓdB )
Q−
pe
na
lty
 (d
B)
 
 
  No Coding
  Golden Code
  Silver Code
(b) Q-factor penalty induced by PDL after 2000 km (with regard to an
uncoded PDL-free scheme).
Figure 3.9: Performance of PT-coded PDM-OFDM system in presence of Kerr non-linear effects.
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Apart from the horizontal coding gains at a fixed BER, we can evaluate vertical BER enhance-
ment at a given input power. At an input power of -5 dBm, corresponding to a total OSNR of 14
dB, an optimal BER= 5.10−6 is achieved with the Silver code compared to a BER= 10−4 for the
uncoded case. Furthermore, the Silver code do not add any extra penalty in the severe non-linear
regime compared to the uncoded case (the same behavior is also observed with the Golden code).
This is mainly due to the fact that both coding schemes preserve the average energy of the symbols
sent on each polarization.
In Fig. 3.9b, we show the Q-factor penalties at the NLT of −5 dBm for the Golden-, Silver-
and uncoded schemes at different PDL values. Optimal BER and Q-factors are related by:
BER=
1
2
erfc(Q/
√
2)
QdB = 20log10(Q)
(3.9)
where erfc() is the complementary error function defined as: erfc(x)= 2√
pi
∫ ∞
x e
−t2dx. The penalties
are computed with regard to an uncoded scheme and a PDL-free link. We notice that penalties
are smaller when PT coding is used. A 3 dB Q-factor penalty is obtained without coding for a
PDL= 6 dB, whereas the penalty is only of 1.3 dB with the Silver code.
In conclusion, non-linear effects induce no extra penalty when PT coding with a uniform
average energy per polarization is used, and the coding gains are maintained in the weak and
medium non-linear regimes around the NLT.
3.3 Theoretical analysis of the PT coding performance
The suggested PT codes were designed for wireless communications and their performance on an
optical channel with PDL showed a different behavior leading to important questions: is the Silver
code the optimal for an optical channel? Or can we find better coding schemes?
In order to answer these questions, we will follow the same analysis that has been carried out
to design codes for the wireless channel. Some previous works have investigated the performance
of PDM schemes in presence of PDL in terms of the outage probability (probability that the trans-
mitted bitrate is greater than the actual channel capacity) [173] or the system outage defined as the
probability that the SNR penalty exceeds a given threshold [59, 166]. However, in both cases, out-
age analyses only give a behavioral description of the transmission schemes without any explicit
implication of the transmitted coding scheme. The only information related to the transmitted sig-
nal that appears in an outage analysis is the symbol energy and the transmission rate. On the other
hand, an error probability analysis based on the calculus of an upper bound of the probability that
an ML decoder erroneously decodes the transmitted symbol takes into account the coding scheme
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and is the only way to extract the properties that the codeword matrix should have in order to
mitigate the channel impairments.
An error probability calculus in the case of a MIMO Rayleigh fading channel can be found
in [140]. This calculus revealed the design criteria used to construct the Golden and the Silver
codes for the wireless channel. In the following, we derive an upper bound of the pairwise error
probability (PEP) and design criteria of PT codes in the case of an optical channel with PDL.
3.3.1 Computing an upper bound of the pairwise error probability (PEP)
An upper bound of an error probability expression is found by averaging over all possible realiza-
tions of the channel as explained in section 2.4.2. To get an insight on the behavior of PT codes
on an optical link with PDL, we consider a PDM-OFDM transmission and use H defined in (3.8)
as the channel matrix. Each subcarrier is seen as a block-fading (the optical channel varies among
a block of hundreds or thousands of OFDM symbols) and frequency non-selective channel. We
have seen in 2.4.2 that the PEP of an ML-decoded MIMO channel is given by:
Pr(X→ X̂)≤ EH
[
exp
(
−‖H(X̂−X)‖
2
8N0
)]
(3.10)
where EH [·] is the averaging operation over all possible channel realizations, X the transmitted
codeword and X̂ the estimated one. In this case, the only random variable in H is the random
rotation angle θ .
Let X∆ = X̂−X be the difference of two codewords and Λ =
[ √
1− γeq 0
0
√
1+ γeq
]
, we
have:
‖H(X̂−X)‖2 = ‖HX∆‖2 = ‖ΛRθX∆‖2 (3.11)
We can write RθX∆ = Z=
(
z1
z2
)
, z1,2 being row vectors and Rθ =
[
cos(θ) sin(θ)
−sin(θ) cos(θ)
]
, we
get:
‖ΛZ‖2 = ‖z1‖2+‖z2‖2+ γeq(‖z2‖2−‖z1‖2) (3.12)
However, ‖z1‖2 + ‖z2‖2 = ‖Z‖2 = ‖X∆‖2 because the rotation matrix is unitary. Besides, we
develop ‖z2‖2−‖z1‖2 and obtain:
‖z2‖2−‖z1‖2 = f (θ) = (‖x2‖2−‖x1‖2)cos(2θ)
+2ℜ(〈x1,x2〉)sin(2θ)
(3.13)
with X∆ =
(
x1
x2
)
, x1,2 being row vectors and the scalar product defined as 〈x1,x2〉= x1x†2. Let:
a= ‖x2‖2−‖x1‖2 (3.14)
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b= 2ℜ(〈x1,x2〉) (3.15)
Substituting (3.12) to (3.15) in (3.10), we get:
Pr(X→ X̂) = EH
[
Pr(X→ X̂|H)
]
≤ exp
(
−‖X∆‖
2
8N0
)
EH
[
exp(− γeq
8N0
(acos(2θ)+bsin(2θ)))
] (3.16)
The last step consists in averaging overH. Considering constant values of ΓdB, we are left with one
random variable θ that varies uniformly in [0 : 2pi]. Using the following trigonometric identity:
acos(2θ)+bsin(2θ) =
√
a2+b2 cos(2θ +φ)
with φ =
{ −arctan(b
a
) if a> 0
pi − arctan(b
a
) if a< 0
} (3.17)
We obtain:
Pr(X→ X̂)≤ exp
(
−‖X∆‖
2
8N0
)
1
2pi
∫ 2pi+φ
φ
exp
(
− γeq
8N0
√
a2+b2 cos(u)
)
du (3.18)
The function inside the integral is periodic of period 2pi and has an axis of symmetry u= pi in the
interval [0 : 2pi]. Using these two properties, (3.18) becomes:
Pr(X→ X̂)≤ exp
(
−‖X∆‖
2
8N0
)
1
pi
∫ pi
0
exp
(
− γeq
8N0
√
a2+b2 cos(u)
)
du (3.19)
Hence,
Pr(X→ X̂)≤ exp
(
−‖X∆‖
2
8N0
)
I0
(
γeq
8N0
√
a2+b2
)
(3.20)
where I0(k) is the 0th order modified Bessel function of the first kind depicted in Fig. 3.10.
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Figure 3.10: Plot of the 0th order modified Bessel function of the first kind.
We can approximate the error probability expression in (3.20) for high SNR values by using a
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first order approximation of I0(k) when k→ ∞ as follows:
I0(k)≈ exp(k)√
2pik
(3.21)
Then, we get:
exp
(
−‖X∆‖
2
8N0
)
I0
(
γeq
8N0
√
a2+b2
)
≈ exp
(
−‖X∆‖
2− γeq
√
a2+b2
8N0
)
(3.22)
3.3.1.1 Design criterion of PT codes
In Fig. 3.10, we see that I0(k) is monotonously increasing for k ≥ 0 and hence has its minimum
for k = 0. This corresponds to a and b in (3.20) equal to zero and as a result, the obtained error
probability expression will be independent of PDL. Consequently, we define the following design
criterion:
Proposition 1. A Polarization-Time code completely mitigates PDL if and only if all codeword
differences satisfy:
1. a= ‖x2‖2−‖x1‖2 = 0 and
2. b= 2ℜ(〈x1,x2〉) = 0 .
The second condition in proposition 1 can be reinterpreted as an orthogonality between the
equivalent real-valued vectors xR1 and xR2 where xR = [ℜ(x) ℑ(x)]. When the design criterion is
met, we recover the performance over two parallel additive white Gaussian channels which is the
best performance that we can achieve and is given by:
perror, AWGN ≈ exp−
‖X∆‖2
8N0 (3.23)
We notice that the resulting criterion is completely different from the rank and the minimum
determinant criteria derived for a Rayleigh fading channel [140] and defining respectively a di-
versity gain and a coding gain as explained in section 2.4.2. If we compare the approximation of
the error probability expression at high SNR in (3.22) to the one obtained in the case of a 2× 2
MIMO Rayleigh fading channel in (2.32), we notice different behaviors: the error probability of
the Rayleigh fading channel decays as SNR−2r [140] where r is the minimum rank of the matrix
X∆ and the diversity order is 2r whereas the error probability of the PDL channel drops expo-
nentially as a function of the SNR as in the case of an additive white Gaussian channel. Hence,
Space-Time codes, used as Polarization-Time codes, bring no diversity gain to the optical channel
with PDL (the exponential decrease of the error probability depicts an infinite diversity order). A
coding gain that will be evaluated in the following, is only brought, hence reducing the penalty
induced by PDL.
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3.3.1.2 Code performance analysis
The performance of both coded and uncoded schemes will be examined using the derived upper
bound of the PEP in (3.22). To compare the different schemes, we will compute the squared
distance d2 = ‖X∆‖2− γeq
√
a2+b2 of all combinations of codeword differences and compare the
minimum values of d2, denoted d2min, of the codes. Even though the actual upper bound of the
error probability will depend on the sum of different PEPs as given by (2.27), the PEP with the
smallest distance d2 will be the dominant term and limit the performance. The best code is the
one that maximizes d2min. In Table 3.2, we report the minimum values of ‖X∆‖2− γeq
√
a2+b2
analytically computed for each investigated PT code at four different PDL values. To fill the table,
we set a spectral efficiency of 4 bits/cu for all coding schemes and consider an average symbol
energy Es = 1 for all constellations.
Table 3.2: d2min for different coding schemes at different PDL values
Γ = 0 dB Γ = 3 dB Γ = 6 dB Γ = 10 dB
Silver Code with 4-QAM 2 2 2 1.23
Golden Code with 4-QAM 2 1.7 1.46 1.07
No Coding with 4-QAM 2 1.34 0.8 0.38
Alamouti Code with 16-QAM 0.8 0.8 0.8 0.8
First, we notice that the Alamouti code has the same minimal distance for all PDL values
which explains why it performs the same independently of PDL in Fig. 3.3d. This is due to
the orthogonality of its codeword matrix (2.38) that induces a = b = 0 for all possible codeword
differences. Hence, this code satisfies the criterion of Proposition 1. However, its performance is
affected by the use of 16-QAM symbols giving a squared minimal distance of 0.8.
Second, we note that the Silver code is not optimal in mitigating PDL since it does not satisfy
the derived design criterion. Unlike the Alamouti code, the Silver code has only some codeword
differences having a= b= 0. The computed d2min in Table 3.2 explains the behavior of the Silver
code in Fig. 3.3b. d2min is given by the same codeword difference with a = 0 and b = 0 at a PDL
of 3 dB and 6 dB, and is equal to 2. Whereas at a PDL of 10 dB, it falls to 1.23 given by another
codeword difference with a 6= 0 and b 6= 0.
Third, in Fig. 3.3, we saw that the Silver code outperforms the Golden code for ΓdB = 6 dB,
and both reduce the penalty that PDL causes to the uncoded scheme. Again, this result can be
explained by looking at Table 3.2. Indeed, d2min is the greatest for the Silver code followed by the
Golden code and then the uncoded scheme. In conclusion, we were able to explain, in terms of
error probability bounds, the performance of the Alamouti, Silver and Golden codes on an optical
channel with PDL. These codes were designed to satisfy the rank and the minimum determinant
criteria for a wireless channel that are no more relevant for the optical channel.
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3.3.2 Concatenation of a FEC code and a PT code
Until now, we did not introduce any FEC coding into the transmission scheme. While PT coding
uses the modulated symbols to form a codeword matrix and mitigate differential non-unitary ef-
fects in the MIMO channel, FEC or channel codes operate on the information bits and add some
redundancy in order to enhance the performance over a noisy channel as explained in section 2.1.
The FEC block at the transmitter side precedes the q-QAM modulation block and a corresponding
FEC decoding unit at the receiver side follows the demodulation block as represented in Fig. 3.1.
Given that the FEC and PT codes serve different purposes, we are interested in evaluating the total
gain provided by FEC coding and PT coding through Monte-Carlo simulations.
The performance over an optical channel with ΓdB = 6 dB of an uncoded 4-QAM (no FEC,
no PT) and a Silver-coded schemes are compared with a Bose-Chaudhuri-Hocquenghem (BCH)
coded with n= 63, k = 45 and an error correction capability t = 3, and a BCH-coded and Silver-
coded schemes. When FEC coding is considered, two information bit streams are independently
encoded by the same FEC then assigned to the 4-QAM modulators. The obtained BER curves
are plotted in Fig. 3.11. At a BER = 10−4, the gain provided by the Silver code alone is 2.4 dB.
When hard decision decoding is considered (performed by using a built-in MATLAB function
based on the Berlekamp-Massey algorithm), the gain provided by the BCH code alone is 1.8 dB.
The concatenation of both codes offers a total coding gain of 3.9 dB, approximately equal to the
sum of the separate coding gains 2.4+ 1.8 = 4.2 dB. The summation of the FEC and PT coding
gains is also observed when using soft decision decoding through a Chase II algorithm [174]. In
this case, the gain offered by the BCH code alone at a BER= 10−4 is 2.8 dB. The concatenation
with the Silver code provides a total gain of 4.9 dB and the sum of the separate coding gains is
2.4+2.8= 5.2 dB.
We will also theoretically explain the summation of the separate coding gains brought by FEC
and PT codes that is mainly due to the exponential decrease of the error probability as a function
of SNR (Gaussian-like behavior leading to a linear summation of gains on a logarithmic scale).
Hereafter, we show the theoretical proof for linear block codes.
The bit error probability of a linear block code over an AWGN channel, and after hard decision
decoding, is determined by the minimum distance of the considered FEC code dmin,FEC and the
crossover probability p of the equivalent binary symmetric channel (BSC) [11, Chap.7] as:
Pe,HDD ≤
n
∑
m=t+1
(
n
m
)
pm(1− p)n−m (3.24)
where t =
⌊
dmin,FEC−1
2
⌋
is the error correction capability of the linear block code and dmin,FEC is
the minimum Hamming distance between distinct codewords of this code. At high SNR, p tends
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Figure 3.11: Bit Error Rate as a function of the SNRbit for the uncoded scheme and the Silver code,
with or without FEC: (a) Hard decision decoding (HDD), (b) Soft decision decoding (SDD). The
simulated FEC is a BCH(63,45) code.
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towards zero and (3.24) is dominated by the first term where m= t+1:
Pe,HDD ≤
(
n
t+1
)
pt+1 =
(
n
dFEC,HDD
)
pdFEC,HDD (3.25)
where dFEC,HDD =
⌈
dmin,FEC
2
⌉
.
Had we considered soft decision decoding, the bit error probability would have been [11,
Chap.7]:
Pe,SDD ≤ (2k−1)pdFEC,SDD (3.26)
where dFEC,SDD = dmin,FEC.
p can be upper-bounded using (3.22) where the error probability is a codeword error probabil-
ity. Given that a full-rate 2×2 PT codeword constructed with q-QAM symbols has 4 log2 q bits, an
error in decoding one PT codeword implies that one bit is erroneous in the best case or all 4 log2 q
bits are erroneous in the worst case, hence:
1
4log2 q
Pr(X→ X̂)≤ p≤ Pr(X→ X̂) (3.27)
At high SNR, the PEP of the closest neighbors predominates the other terms in the union bound
given in (2.27), and p is upper-bounded by:
p≤ AdPT exp
(
−d
2
PT
8N0
)
(3.28)
where d2PT = argmin
X,X′∈C
(‖X∆‖2− γeq
√
a2+b2) and AdPT is the average number of codewords located
at the distance dPT of a given codeword. AdPT is usually called the kissing number.
Replacing p by its upper bound and substituting the average energy per information bit Eb for
the average symbol energy ES, using ES = 1= rPT rFECEb log2 q, we get:
Pe ≤ K(AdPT )dFEC exp
(
−dFECd
2
PTSNRbitrPT rFEC log2 q
4
)
(3.29)
where K and dFEC are the coefficient and the power of p in the bit error probability expres-
sion (3.24) or (3.26) depending on the chosen FEC decoding strategy. rPT = rST/nt = rST/2
is the symbol rate of the PT code per transmit polarization.
In order to evaluate the asymptotic gains provided by the concatenation of a FEC code and a
PT code, we compare the following two schemes: a first scheme NC without FEC (dFEC = 1 and
rFEC = 1) and without PT coding and a second scheme FEC+PT using a linear block code and a
PT code. At the same achieved error probability, the effective coding gain G of the coded scheme
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is given by:
G=
SNRbit,FEC+PT
SNRbit,NC
=
rFECdFECrPTd
2
PT
d2NC
(3.30)
In decibels, we obtain GdB:
GdB = 10log10(rFECdFEC)+10log10
(
rPTd
2
PT
d2NC
)
= GdB,FEC+GdB,PT (3.31)
The first term denotes the coding gain of the FEC code and the second term denotes the coding
gain provided by PT coding. Equation (3.31) shows that the total asymptotic gain obtained when
concatenating a FEC code and a PT code is the sum of the gains provided by each code separately,
validating our numerical investigation.
Finally, we mention that apart from this theoretical analysis where we derived a closed form
expression of the upper bound of the error probability explaining the performance of PT codes
and the summation of their gains with the ones provided by FEC codes, we evaluated in a joint
work with colleagues how far are the best coded schemes (PT + FEC) from the fundamental limit
of PDL-impaired channels given by an outage probability analysis. We found that the use of the
Silver code along with a powerful LDPC code construction provides a performance very close to
the fundamental limit as long as PDL is less than 4 dB [175].
3.4 Experimental validation of PT coding gains
Until now, we investigated the mitigation of PDL using PT codes through numerical and theo-
retical analyses. This consideration was a necessary starting point due to the complexity of the
optical channel and the difficulty to simultaneously model the interactions between all in-line ef-
fects. PDL being a distributed effect in the fiber, its statistics were studied in previous works
and reviewed in the previous sections. The most commonly considered distribution of PDL is
the Maxwellian resulting from the concatenation of components with low PDL with birefringent
optical fibers. Moreover, other interactions can be taken into account such as interactions of PDL
with distributed ASE noise [60] and non-linear effects [61].
The most appropriate way of considering these effects, all together, is to experimentally ex-
amine the ability of PT-codes to mitigate the PDL that results from distributed optical components
in a long-haul link with distributed ASE noise. In a previous thesis, initial experimental results
limited to the linear regime and to a lumped PDL element in a back-to-back configuration have
shown the efficiency of PT codes [167, 168]. In this thesis, we aim to prove that a complete PT-
coded OFDM system can be realized and is able to mitigate in-line PDL taking into account the
various interactions with other channel effects.
111
3. POLARIZATION-TIME CODING FOR PDL MITIGATION IN POLARIZATION
MULTIPLEXED SYSTEMS
3.4.1 Experimental setup
To achieve this experimental demonstration, we built the following experimental setup in our
laboratories and carried experimental measurements of BER curves and associated Q-factors. The
optical link consists of a recirculating loop to emulate a 1000 km propagation. Fig. 3.12 shows the
experimental setup.
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Figure 3.12: Experimental setup. (ECL: External Cavity Laser, AWG: ArbitraryWaveform Generator,
MZM: Mach-Zehnder Modulator, MUX: Multiplexer, AO: Acousto-Optical Modulator, PS: Polariza-
tion Scrambler, OBPF: Optical Band-Pass Filter, ASE: Accumulated Spontaneous Emission source,
LO: Local Oscillator, OSA: Optical Spectrum Analyzer, OSC: Tektronix 50GS/s Oscilloscope).
3.4.1.1 Transmitter side
The PDM-OFDM transmitter sends two OFDM signals on two orthogonal polarization states.
Each OFDM symbol consists in 256 subcarriers including 194 data subcarriers and 10 pilot sub-
carriers for common phase noise estimation. A total effective bitrate of 25 Gb/s is achieved on a
9 GHz bandwidth determined by the DACs of the arbitrary waveform generator (AWG) provid-
ing the OFDM signals with a maximum sampling rate of 12 GS/s. The bitrate was fixed to 25
Gb/s in order to be in line with a 100 Gb/s four-band OFDM approach considered in [124]. The
subcarriers are alternatively modulated with 4-QAM (No-coding), Silver-, Golden- and Alamouti-
coded symbols. To ensure the same spectral efficiency for all codes, Alamouti-coded subcarriers
use 16-QAM symbols whereas the Golden and Silver codewords are built using 4-QAM symbols.
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An 18-sample cyclic prefix is appended to each OFDM symbol to absorb interference. A 22-
symbols training sequence is inserted each 100 OFDM data symbols for time synchronization,
frequency offset compensation and channel estimation. PT coding correlates the polarization-
multiplexed symbols. Hence, four DACs are necessary to generate two complex-valued baseband
OFDM signals. Having a unique AWG (Tektronix 7122B) with two independent outputs, we
have to consider real-valued OFDM symbols satisfying the Hermitian symmetry property in order
to implement a PT-coded scheme. This constraint does not affect our analysis knowing that the
complex conjugate of the subcarriers will be treated independently of the original subcarriers at the
receiver side. The raw bitrate is 36 Gb/s taking into account the different transmission overheads.
The up-conversion to the optical domain is done by two single-drive MZMs that we charac-
terized and optimized their bias points (biased at the null point of their characteristic in order to
ensure the best linearity in their transfer function). The optical carrier is generated by an external
cavity laser (ECL) lasing at λ = 1542.9 nm and having a linewidth ∆ν = 100 kHz. Then, the two
optical signals are combined by a polarization beam combiner and multiplexed among seven 50
GHz-spaced wavelengths that are not modulated. The PDM transmitter was also built by us and
tested in a back-to-back configuration in order to accurately tune the path difference between the
two tributaries of the PDM signal.
3.4.1.2 Optical link and receiver side
The transmission line consists in a recirculating loop which contains 2 spans of 100 km of SSMF,
a home-built PDL element of ∼ 2 dB, a polarization scrambler and an optical band-pass filter.
The filter is needed to limit the noise accumulation in the loop and the polarization scrambler is
necessary to fight important polarization dependent gains in the loop and generate performance
results similar to the ones obtained on a deployed system. It also helps to emulate a time-varying
channel. We used the polarization scrambler N7785B by Agilent Technologies at its maximum
scrambling speed of 2474 rad/s which corresponds to a coherence time tc = 2pi/2474 = 2.5 ms
way larger than the OFDM frame duration. One OFDM symbol duration is equal to the number
of samples including the cyclic prefix multiplied by the sampling period: (256+18)/(12.109) =
22.83 ns, and an OFDM frame contains 100+22= 122 symbols which gives us a frame duration
of 2.8 µs≪ tc.
The loop also contained variable optical attenuators after each EDFA in order to tune the gains.
No more than 5 loops could be realized mainly because of the gain dependence on the number of
channels (we had only 8 tunable lasers to create the WDM comb) and the absence of a differential
gain equalizer in the setup. The loop was controlled by an active component comprised of two
acousto-optic switches AO1 and AO2 and a 3 dB coupler. The AOs work in counter-phase as
shown in Fig. 3.13. When AO1 is open and AO2 is closed, the signal is loaded in the loop. When
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AO1 closes and AO2 is open, the signal circulates in the loop until AO1 opens again. The receiver
is triggered to read data after 5 circulations. A pulse generator DG535 of Stanford Research
Systems is used to control the AOs and trigger the receiver. The duty cycle of the pulse generator
is adjusted to allow a complete filling of the loop in order to avoid gaps and hence strong transient
effects in the EDFAs.
AO1 voltage 
AO2 voltage 
Filling the loop Circulating in the loop 
Triggering data 
acquisition for 
BER computation 
~1ms 
t 
Figure 3.13: Acousto-optic switches for controlling the loop.
After additional ASE noise loading at the receiver, the desired wavelength is filtered and the
signal is detected with a dual-polarization coherent receiver. The same ECL laser is used as an
optical carrier at the transmitter and as a local oscillator at the receiver (intradyne detection).
Two 90/10 couplers are also used at the receiver to monitor the signal on an optical spectrum
analyzer and monitor the power inside the loop with a slow photodiode (photodiode + slow real-
time oscilloscope). A real-time Tektronix DPO72004B oscilloscope is triggered to sample the
received signal at 50 GS/s after five rounds in the loop.
2.106 samples ( 105 bits/ PT code) are recorded for each channel realization and offline pro-
cessing ending with ML decoding is carried to measure the BER and the corresponding Q-factors.
Time synchronization is done using Schmidl and Cox algorithm, frequency offset correction
(mainly to correct the drift of the ECL and the deterministic offset induced by the acousto-optic
switches functioning at 40 MHz) is carried out using a frequency-domain method, phase error
correction is made using the Np pilot tones, and channel estimation is performed using an LSE es-
timator with the training sequence structure given in section 2.3.2.2. Finally, the estimated channel
matrix is used to perform an exhaustive-search ML decoding followed by demodulation and a bit
error count.
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3.4.2 Experimental results
3.4.2.1 OSNR degradation with PDL
Before transmitting the PT-coded OFDM signals in the recirculating loop, we conduct preliminary
measurements of the BER evolution as a function of the OSNR for 3 different PDL values at
the transmitter: 0, 3 and 6 dB. An attenuator is inserted in one branch of the PDM transmitter
to emulate the worst OSNR degradation of one polarization tributary. The loop is replaced by a
polarization scrambler and the signal is then combined with an ASE noise source. The measured
BER curves are plotted in Fig. 3.14. We firstly note that the Silver code performs better than the
Golden code and secondly that the performance of the Alamouti code is independent of the PDL
value as predicted by the numerical and theoretical studies.
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Figure 3.14: BER curves versus OSNR0.1nm with PDL = 0, 3, 6 dB for the different schemes: no
coding, Silver, Golden and Alamouti codes.
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In Fig. 3.15, for a PDL ranging from 0 to 6 dB, we show the Q-factor penalties obtained with
4-QAM, Silver and Golden codes with regard to a PDL-free case at an OSNR of 13 dB. We see
that the Silver code performs the best reducing the Q-factor penalty by 2 dB for a PDL = 6 dB.
3.4.2.2 Lumped PDL
After these preliminary tests, we will transmit the PT-coded OFDM signals in the recirculating
loop described in Fig. 3.12 and replace the in-line PDL element by an attenuator having the same
insertion loss. PDL is emulated at the transmitter side as in the previous section. BER mea-
surements are carried out after a 1000 km transmission for a span input power of the modulated
channel ranging from -15 to 5 dBm. For each input power, up to 50 realizations are considered
depending on the target BER. The obtained bathtub-shaped curves are plotted in Fig. 3.16 for the
4-QAM and Silver-coded schemes at a PDL of 0, 3 and 6 dB. We firstly note that all curves have
their optimum operating point at -3 dBm. However, the uncoded scheme severely suffers from
PDL (QdB = 10.5 dB at -3 dBm for PDL= 6 dB) while the Silver code completely compensates
the penalty at PDL=3 dB and nearly all penalty at PDL =6 dB (QdB = 12.3 dB at -3 dBm). More-
over, an important observation is that the PT-coded OFDM does not induce any extra penalties in
the non-linear propagation regime as predicted by the numerical simulation.
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Figure 3.16: Comparison of BER evolution versus launched input power after 1000 km for the Silver-
coded and QPSK schemes (PDL at the transmitter = 0, 3, 6 dB).
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3.4.2.3 Distributed in-line PDL
PDL being a distributed effect induced by in-line components along the optical transmission link,
we are interested in testing the capability of codes in mitigating in-line PDL. Therefore, we remove
the emulated PDL at the transmitter and insert a PDL element of ∼ 2dB into the loop. Then, we
extract the Q-factor distribution for the different coding schemes by measuring 2000 Q-factor
values at the optimum operating point (NLT) corresponding to an input power of -3 dBm. The
measured OSNR at the receiver is 12 dB after additional ASE noise loading in order to evaluate a
complete range of Q-factors.
The obtained Q-factor distributions are shown in Fig. 3.17a. After 5 loops, we measure PDL
using the estimated 2×2 channel matrices and obtain a Maxwellian probability distribution func-
tion of PDL with a 4.2 dB mean averaged over all the subcarriers (the expected theoretical mean
being approximately 2dB
√
5= 4.5 dB [53]). Fig. 3.17b shows the measured probability distribu-
tion and the fitted Maxwellian distribution.
We notice that the Q-factor distribution for the 4-QAM-coded subcarriers has a mean of 11.2
dB and a standard deviation (std) of 0.55 dB whereas the mean Q-factor of the Silver- and Golden-
coded subcarriers is 11.8 dB (the same observed value for the PDL-free case when OSNR = 12
dB). The Q-factor distributions are also narrower with PT coding. Note, as well, that the Silver
code gives a distribution slightly narrower than the one obtained with the Golden code: std of 0.35
dB and 0.37 dB respectively.
Regarding the Alamouti code, we observe a mean Q-factor of 8.3 dB due to the use of 16-
QAM symbols instead of 4-QAM to guarantee the same spectral efficiency. However, its Q-factor
distribution is the narrowest of all with a std of 0.24 dB. This observation can be explained by
the powerful orthogonal structure of the Alamouti codeword matrix that makes its performance
independent of the amount of accumulated PDL in the link. The observed small variance of its
Q-factor distribution can result from the increased sensitivity of 16-QAM modulation to phase
noise and non-linear effects.
In conclusion, we have experimentally demonstrated, for the first time, the potential of PT
codes to mitigate PDL in long-haul optical links, as well as their resistance to non-linear effects.
An enhanced performance evaluated through Q-factor measurements is observed when PT codes
are used: a narrower Q-factor distribution is obtained and the mean Q-factor is improved.
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Figure 3.17: Experimental results.
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Summary
We have presented numerical and theoretical studies of PDL mitigation using redundancy-free
coding schemes. The Silver code can efficiently mitigate the PDL in current long-haul optical links
where PDL values rarely exceed 6 dB. However, the theoretical study of PDL mitigation showed
that this code is not optimal. The established upper bound of the error probability for an optical
channel with PDL yields the design criterion required to construct codes that guarantee a PDL-
independent error probability, restoring the performance over an additive white Gaussian channel.
These design rules open the way for the construction of optimal codes dedicated to PDLmitigation
in the optical channel. Besides, we have also shown that the total coding gain provided by the
concatenation of a FEC code and a PT code is the sum of the separate coding gains. A transmission
experiment with distributed in-line PDL was accomplished as well, validating the results obtained
with a simplified channel model. The investigated PT codes do not induce extra penalties when
non-linear effects are considered and they can improve both the mean and the variance of the Q-
factor distributions. In the next chapter, we will move to larger mode-multiplexed optical MIMO
systems to explore the benefits of ST coding in mitigating penalties induced by non-unitary effects
known as mode dependent loss (MDL).
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Chapter 4
ST coding for MDL Mitigation in Mode
Division Multiplexed (MDM) Systems
The main goal of the study of PDL mitigation using ST codes was understanding the behavior of
MIMO coding techniques on a 2×2 optical channel impaired by non-unitary effects. The fading
nature of this channel differs from the one of the wireless channel. Simulations and experimental
results revealed important differences in the performance of ST codes. Our theoretical analysis
proved these observations showing that ST codes on an optical transmission channel are not meant
to bring any diversity gains. They only enhance the minimum distance of two different codewords
decreased by PDL. This is mainly due to the fact that both polarizations cannot be in fading at the
same time because the total signal power, on both polarizations, is preserved by periodical optical
amplification. These findings were an essential starting point for understanding non-unitary effects
in larger optical MIMO systems, specifically mode division multiplexed systems.
MDL is a non-unitary effect impairing SDM systems in the same way as PDL affects PDM
systems. However, MDL scenarios are much more diverse because different combinations of
gain disparities may exist between spatial modes M > 2 depending on the sources of MDL in the
optical link while PDL is defined as a single gain disparity between two polarization modes. For
instance, two different technologies of few-mode amplifiers (FMAs) may show different mode
dependent gain (MDG) values by privileging different spatial modes. Moreover, different SDM
coupling strategies are envisaged in current research works: on the one hand, a low-modal coupling
strategy is suggested to avoid full MIMO processing of the spatial modes at the receiver, hence
applying smaller 2× 2 MIMO filters to separate the polarization modes of each spatial mode
that does not exhibit a degeneracy (i.e. LP0ν modes) or else 4× 4 MIMO filters to separate the
polarization modes and the degenerate modes (i.e. LPµνa and LPµνb modes with µ ≥ 1). On the
other hand, a strong-coupling strategy is also possible requiring a 2M× 2M MIMO processing.
While having a more complex digital receiver, the latter strategy benefits of strong coupling to
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reduce the maximum differential delays and losses between the modes and will be adopted in this
chapter.
In this chapter, we will focus on the management of MDL in FMF-based coherent optical
transmission systems. This focus is driven, on one hand, by the emergence of new fabrication
processes of few-mode optical components such as few-mode fibers with low DMGD [176] and
few-mode amplifiers (FMAs) with an optimized mode dependent gain (MDG) [92]. Conventional
MMFs with large core diameters support an important number of modes with large propagation
delays which makes them unsuitable, for the moment, for metro and long-haul transmissions lead-
ing most research works to consider FMFs with low DMGD supporting 3 or 6 modes [82, 83].
Once the design of MMFs and single-mode or multi-mode MCFs gains more maturity and be-
comes practical, we will have to deal with similar non-unitary crosstalk issues arising from the
fiber and the integrated optical devices.
Before simulating ST-coded transmissions over 3-mode and 6-mode systems, we start by
briefly reviewing the description of spatial modes in graded-index few-mode fibers with a parabolic
profile in section 4.1, then we look into the MDL-induced penalties in three different SDM channel
models in section 4.2. First, we recall a simulation model suggested by Kahn et al. [74] depicting
MDL statistics in a strong coupling scenario. Later, we focus on two more general models where
two different MDL sources are studied: misalignments at splices and connections that induce non-
unitary crosstalk and MDG at few-mode amplifiers. For both, we evaluate the statistics of MDL
and list the optical solutions that were suggested to reduce MDL. Afterwards, in section 4.3, we
evaluate the potential of ST coding in absorbing MDL-induced penalties in the various channel
models. Finally, in section 4.4, we analyze the complexity of the proposed ST coding solution to
get a sense of their scale-up possibilities to larger SDM systems.
4.1 Description of LP modes in parabolic-index FMFs
All over the chapter, we will consider graded-index fibers with a concave parabolic index profile
(red curve in Fig. 4.1), a core radius rc and a numerical aperture NA=
√
n2co−n2cl = 0.205 where
nco is the maximum refractive index in the core and ncl the refractive index in the cladding of the
fiber, and we operate at λ = 1550 nm. The choice of graded-index fibers with a concave parabolic
profile is based on the small differential modal group velocities that can be achieved with these
fibers compared to the ones obtained with step-index profiles, and hence the minimal DGD spread
between the modes as noted in section 1.4.4.
The number of propagating spatial modes in a fiber depends on its V parameter, a dimension-
less variable determined by opto-geometrical properties of the fiber: the numerical aperture NA,
the wavelength λ and the core radius rc. The LP01 mode is the fundamental mode with a null cut-
off frequency. For a given λ and NA, when increasing rc, the cut-off frequency of the LP11 mode
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Figure 4.1: Various graded-index profiles with a refractive index n(R) = nco
(
1−2∆R2)1/α where
∆ = (nco− ncl)/nco ≪ 1 and R = r/rc the normalized radius. Special cases: α = 2 parabolic index,
α = ∞ step-index.
Vc = 3.52 is reached [177]. This mode exhibits a degeneracy into two orthogonal modes: LP11a
and LP11b resulting in a total of three spatial modes. Increasing the radius rc more, the cut-off
frequency of three modes will be reached: Vc = 5.1 for the LP02 mode and Vc = 5.7 for the two
degeneracies of the LP21 mode [177]. For NA = 0.205 and λ = 1550 nm, a core radius of 6 µm
(resp. 8.7 µm) can guarantee a 3-mode (resp. 6-mode) operation.
In a weakly-guiding graded-index fiber with an infinite parabolic profile index (α = 2) such
that ∆ = (nco− ncl)/nco ≪ 1, the field distributions of the linearly polarized (LP) modes can be
approximated by Laguerre-Gauss polynomials and are given by [18, Chap.5]:
Eµ,ν(r,φ) =Cµ,ν
( r
w
)
L(µ)ν
(
r2
w2
)
exp
(−r2
2w2
){
sin(µφ)
cos(µφ)
}
(4.1)
where r and φ are the polar coordinates, µ is the circumferential order (non-negative integer) and
ν the radial order (strictly positive integer) of LPµν , Cµ,ν a normalization factor chosen to fulfill∫∫
AEi ·E jdA = δi, j, L(µ)ν (x) the generalized Laguerre polynomials of order µ and degree ν and
w=
√
rc/k0NA the spot size of the fundamental mode and k0 = 2pi/λ the free space wavenumber.
The curly brackets denote the two degeneracies of the modes with µ ≥ 1. While in a realistic fiber
the profile is a truncated parabola, the LP modes are still well approximated by (4.1). The spatial
distributions of the first 6 modes are shown in Fig. 4.2.
4.2 MDL in MDM transmission systems
Based on previous works [2, 74, 78, 90], we define channel models to simulate various scenarios of
MDL-impaired mode-multiplexed transmissions. We observe the statistics of MDL and assess the
performance of each system. In order to solely focus on modal loss disparities, single-polarization
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Figure 4.2: Spatial distributions of the LP01, LP11a and LP11b, LP21a and LP21b, and LP02 modes given
by the Laguerre-Gauss approximation: 3D view on the left, and 2D view of (x,y) plane on the right.
SDM schemes are considered and non-linear effects are neglected as in the case of many previous
studies on MDL [78, 90]. We also neglect any frequency dependence of MDL and any coloration
of noise in the following models.
Had the crosstalk in the MDM channel been unitary, meaning that the paths remain orthogonal
after propagating through the optical channel, separating them and removing ISI induced by the
differential delays, would have been enough in order to retrieve the performance of a crosstalk-
free channel. However, long-haul MDM systems are impaired by modal loss disparities, also
known as MDL, arising from imperfections in the link such as non-unitary couplings in the fiber
due to bending losses and splices [90] as well as mode dependent gains at optical amplifiers [68,
92]. MDL deteriorates the overall system performance [2, 90] because the modes are no more
orthogonal and experience different levels of attenuation while propagating. Unlike dispersion
and unitary crosstalk, MDL is a capacity-limiting effect that can reduce the number of propagating
modes available for multiplexing [64, 74]. Hence, it is definitely a challenge that needs to be
surmounted.
4.2.1 Best-case scenario: strong-coupling model
The first model, proposed and studied by Ho and Kahn [74], illustrates the accumulation of MDL
under the hypothesis of strong coupling in the optical fiber and components. The optical link
consists of a concatenation of K > 20 independent sections with MDL, given by:
HM×M =
K
∏
k=1
Mk =
K
∏
k=1
UkΛkVk
= Udiag [g1,g2, . . . ,gM]V
(4.2)
where Uk,Vk are random unitary matrices and λ
(k)
i=1...M = exp(α
(k)
i /2) are the diagonal elements
of Λk. Two metrics are defined to evaluate MDL: the standard deviation (std) of all modal gains
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gi, i=1...M in dB σMDL =
√
E
[
g2i
]
and the maximum gain difference MDL = max(gi)/min(gi) in
dB. By gain, we mean the coefficients in the diagonal matrix obtained by an SVD of H that can be
smaller or larger than 1.
The simulation of this model in [74] is done only for an even number of modes M and with
half the modes having a gain α and the other half a gain of −α . The simulation results show
that for low to moderate MDL levels, the distribution of the modal gains in dB is identical to the
distribution of the eigenvalues of a specific random matrix family, the zero-trace Gaussian unitary
ensemble (GUE) [74], and the standard deviation of modal gains is given by:
σMDL =
10
log10
ξ
√
1+ξ 2/12 (4.3)
where ξ =
√
Kα is the square root of the accumulatedMDL variance in unit of log power gain. For
M= 2 modes, the obtained distribution of the modal gains is Maxwellian as the distribution of PDL
in PDM systems. For a higher number of modes, the obtained distribution has as many peaks as the
number of modes and for an extremely high number of modes, the distribution converges to a semi-
circle distribution [74]. We checked these findings for M = {2,4,8,64} and compared the modal
gains obtained from (4.2) with the eigenvalues of the equivalent zero-trace GUE generated as
explained in [74]. The results are shown in Fig. 4.3 for ξ = 1 or equivalently ξdB = 10ξ/ log10=
4.34 dB. We found that the approximation is accurate for a large number of modes when K > 32
and for std of overall modal gains up to 15 dB as noted in [74].
We also show in Fig. 4.4 the obtained distribution of the maximum MDL difference defined as
the ratio between the highest and lowest gains for the different numbers of modes. For the same
variance of the accumulated MDL ξ 2 = 1, the average maximum MDL grows with the number
of modes and approaches a Gaussian distribution for M > 2 which was assumed by Winzer et al.
in [64].
The most important conclusion to retain from these results is the reduced MDL accumulation
in a strong coupling scenario where the std of accumulated modal gains scales as a function of the
square root of the number of MDL sources K in the link instead of linearly scaling with K in a
weak or no coupling scenario, resulting in an ill-conditioned channel matrix (i.e. a matrix with a
very large ratio between the highest and lowest singular value). The authors in [74, 84] underline
the benefits of strong coupling for the reduction of both DMGD and MDL spread, hence the
reduction of the equalization complexity of ISI and the penalties of MDL. In the same works, the
authors point out that, in presence of DMGD, the accumulated MDL can be frequency dependent
depending on whether the signal bandwidth is smaller or larger than the coherence bandwidth of
the channel. However, as in the case of PDL, this frequency dependence will reduce the variance
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Figure 4.3: Probability distribution functions of the modal gains for different number of sections
K = {32,64,128,256} with ξ = 1 in units of logarithm of power gain compared to the eigenvalues of
the equivalent zero-trace GUE.
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Figure 4.4: Probability distribution functions of the maximum MDL for M = {2,4,6,8,64}.
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of the instantaneous capacity and BER of the link, hence we will maintain a frequency independent
model of MDL.
While this model provides an elegant statistical representation of MDL through the equiva-
lence to the eigenvalue distribution of a zero-trace GUE, it has some limitations starting with the
coupling scenario where only strong coupling is depicted and also with the constraint of an even
number of modes. Another close model is proposed by Winzer et al. in [64] where the individual
gains in the sections are drawn from a uniform distribution. The authors also note that the max-
imum accumulated MDL scales with the square root of the K MDL elements in the link in the
strong coupling regime. However, both models are limited to the strong coupling case and do not
take into account an underlying fiber design or real channel imperfections. Hence, the conclusions
drawn from these models may differ from realistic SDM channels. In the following, we study two
SDM channel models that take into consideration fiber and optical component imperfections that
we may observe in an SDM optical link.
4.2.2 Case study 1: fiber misalignments and micro-bends
4.2.2.1 Channel model
In [90], an MMF-based SDM system with M propagating modes is proposed where discrete linear
modal crosstalk is introduced at imperfect connectors and splices as shown in Fig. 4.5. In the same
work, the periodic insertion of mode scramblers was also proposed to average the losses experi-
enced by the modes as shown in Fig. 4.6. Polarization crosstalk was not addressed. Neglecting
any fiber non-linearity, the resulting MIMO channel model is given by:
YM×T =HM×MXM×T +NM×T =
√
α
K
∏
k=1
(TkCkPk)XM×T +NM×T (4.4)
where XM×T (resp. YM×T ) are the emitted (resp. the received) symbols on the M modes and
during T time slots, HM×M is the M×M channel matrix that consists of a concatenation of K fiber
sections. The fibers are modeled with a diagonal M×M matrix Tk with random phase entries
exp(iφm) and φm ∈ [0 : 2pi]. DMD is not considered since it does not affect the capacity of the
system and can be equalized using time domain filters or an OFDM format with a suitable cyclic
prefix [104].
TX RX 
+ 
+ 
+ 
NAWG
Figure 4.5: SDM channel model impaired by fiber misalignments and micro-bends.
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Ck represents a random non-unitary modal coupling due to a fiber misalignment at a splice or
a connector. The elements ci, j of the M×M matrices are computed using an overlap integral of
the electrical field distributions of the propagating modes over the fiber cross section as in [90]:
ci, j =
∫∫
A
Ei(x,y)E
∗
j (x+∆x,y+∆y)dA (4.5)
where {i, j}= {1 . . .M}, A is the fiber cross section, Ei the normalized complex field of the mode
i and ∆x, ∆y the fiber misalignment assumed to be independent Gaussian distributed in directions
x and y with zero mean and standard deviation σx,y. In [78], the authors also used misalignment
matrices to model the bending losses in fibers. They showed that a misalignment matrix can also
depict the energy loss in higher order non-propagating modes when the fiber has bends. We create
a database of the matrices Ck computed over a grid of misalignments in the x and y directions with
a step of 0.2%rc and using the spatial distributions of the modes given in (4.1).
Pk correspond to mode scramblers and are replaced by a random M×M permutation matrix
when k is a multiple of a certain scrambling period denoted byKscr, or an identity matrix otherwise.
α is a normalization factor used to compensate the common link loss. Finally, NM×T is the noise
assumed to be additive white Gaussian with variance N0 per real dimension.
T
X 
R
X 
+ 
+ 
+ 
NAWG
MS MS 
Figure 4.6: SDM channel model impaired by fiber misalignments and micro-bends with periodic
mode scrambling (MS).
In a conventional MMF-based OFDM-SDM transmission system shown in Fig. 4.7, spatial
multiplexing (SM) is performed by sending independent data streams on each mode at each time
slot, hence T = 1 and the codeword XM×1 is a vector of independent q-QAM symbols. In pres-
ence of non-unitary impairments such as MDL, a simple ZF equalizer will result in a sub-optimal
performance due to the noise enhancement by the channel inversion performed at the receiver. In
order to optimally decode the received information, the ML criterion should be satisfied. In the
2×2 PDM schemes, the ML criterion was implemented through exhaustive search among all pos-
sible codewords. However, the complexity of this technique increases exponentially with the size
of the MIMO system as noted in chapter 2. Hence, a sphere decoder [156], a reduced search tech-
nique, will be used for SDM systems. The corresponding algorithm can be found in appendix D.
The initial radius of the sphere decoder is initialized as a function of the noise variance and the
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lowest eigenvalue of the channel as explained in section 2.4.4. The sphere is centered at the re-
ceived point and the algorithm searches, in the sphere, for the closest symbol to the received point
starting from the surface of the sphere and going towards its center. If no symbols are found in the
initial sphere, the radius is increased and the search is carried out in a new larger sphere in order
to satisfy the ML criterion.
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Figure 4.7: Mode-multiplexed OFDM optical transmission system.
4.2.2.2 MDL-induced penalties
We consider an SDM system as defined in (4.4) with M = 3. At the transmitter, we send 4-QAM
symbols sm=1,2,3 of unit energy ES = 1 over each mode, providing a spectral efficiency of six bits
per channel use. We suppose that graded-index fibers with a parabolic index profile, a core radius
rc = 6 µm and a numerical aperture NA= 0.205 are used. With these parameters and operating at
a wavelength λ = 1550 nm, three LP modes are allowed to propagate corresponding to the modes
in the first row of Fig. 4.2.
LP01 LP11a LP11b
LP01 -0.01 −∞ -26.50
LP11a −∞ -0.01 −∞
LP11b -26.50 −∞ -0.03
(a) ∆y= 3%rc
LP01 LP11a LP11b
LP01 -0.01 -26.50 −∞
LP11a -26.50 -0.03 −∞
LP11b −∞ −∞ -0.01
(b) ∆x= 3%rc
LP01 LP11a LP11b
LP01 -0.01 -30.02 -30.02
LP11a -30.02 -0.02 -60.03
LP11b -30.02 -60.03 -0.02
(c) ∆x= 2.1%rc, ∆y= 2.1%rc
Table 4.1: Loss and crosstalk levels in dB between the LP01, LP11a and LP11b modes at the output of
three different misalignment scenarios.
The crosstalk coefficients ci, j at the misalignments are computed using the field distributions
of the LP modes. We infer from the different symmetries in these distributions shown in Fig. 4.2
that each mode is more or less impacted than the others by a misalignment of a given amplitude
and orientation. In table 4.1, we show the loss and crosstalk levels in dB of the coefficients of three
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specific misalignment matrices corresponding respectively to a vertical misalignment ∆y= 3%rc,
a horizontal misalignment ∆x= 3%rc, and a 3%rc misalignment at 45 degrees.
The simulated channel consists of K = 300 misaligned fiber slices with a random Gaussian
misalignment of zero mean and standard deviation σx,y = {2%,3%,4%}rc in the x and y directions.
The scramblers were inserted in the channel with scrambling periods set to Kscr = {1,16}. In
Fig. 4.8, we show the statistics of the MDL, defined as the ratio between the maximum and the
minimum singular values of the channel, that result from the concatenation of 300 misaligned
sections, for various misalignment levels and both with or without mode scramblers. 106 channel
realizations were drawn for each scenario. Had we considered an std lower than 2%rc, the obtained
channel would have been almost unitary and for an std greater than 4%rc, the accumulated MDL
would have become very large.
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Figure 4.8: PDF of MDL defined as the ratio between the highest and the lowest singular values of
the 3×3 channel for different misalignment levels and various mode scrambling scenarios (K = 300).
Then, we measure the performance, in terms of BER curves versus the SNR= ES/2N0, of the
spatial multiplexing scheme with and without the scrambling option. The obtained performance of
the ML sphere decoder is shown in Fig. 4.9. From the square marked red curves in Fig. 4.9a, 4.9b
and 4.9c, we notice that the SNR penalty induced by fiber misalignment increases from 0.8 dB
for a misalignment standard deviation (std) of 2%rc to 4 dB for a misalignment std of 4%rc, at a
BER= 10−3. For a misalignment std lower than 2%rc, the channel is almost unitary and no penalty
is induced whereas for an std larger than 4%rc, the penalties become extremely severe. Indeed,
at a higher misalignment, the resulting accumulated MDL is also higher and the performance
degradation increases as can be seen from the obtained MDL statistics shown in Fig. 4.8.
When mode scramblers are inserted each 16 fiber sections, the SNR penalty at BER = 10−3
is fully absorbed at 2%rc, a small penalty of 0.3 dB remains at 3%rc and 0.7 dB at 4%rc. When
scrambling at each section, the penalty is fully absorbed in all cases. Scrambling reduces MDL by
averaging the losses over all the modes as can be seen in Fig. 4.8 from the statistics of MDL and
as demonstrated in [90, 94]. Note that when the modes are fully coupled by periodical scrambling,
MDL is reduced but not eliminated.
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Figure 4.9: BER curves of the ML-decoded 3×3 MDM system (spectral efficiency = 6 bits/cu).
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When scramblers are installed at each misalignment, a strong coupling regime is reached and
the average MDL grows with the square root of the number of MDL sources [64, 90]. In strong
coupling, the modal gains will also follow the statistics of the first model proposed by Kahn et
al. and discussed in the previous section. We looked into the statistics of the modal gains in
order to verify that their variance is minimized and their PDF tends to a distribution with three
peaks, when intensive mode scrambling is used. This is verified and illustrated in Fig. 4.10 for a
misalignment of 4%rc. According to [90], this misalignment value induces a std of modal gain
coefficients of 0.05 dB per misalignment, which corresponds to a square-root of the accumulated
MDL variance ξdB =
√
K×0.05 =√300×0.05 = 0.866 dB or ξ = 0.1994 in unit of log power
in the strong-coupling model.
−12 −10 −8 −6 −4 −2 0 2 4 6
Modal gain coefficients (dB) 
PD
F
 
 
No scrambling
Scrambling, K
scr
=16
Scrambling, K
scr
=1
Eigenvalue dist. of
equivalent GUE ξ=0.2
Figure 4.10: PDFs of modal gains of the 3×3 channel for a misalignment of 4%rc and various mode
scrambling scenarios.
In [90], the authors simulate the overall MDL for various numbers of modes as a function of
the average splice loss generated by a misalignment. They point out that splice losses as low as
0.03 dB may lead to an outage after few hundred kilometers, considering that a splice is present
each 1 or 2 km. They also observe through the simulation results that, for different numbers of
modes, the capacity reduction solely depends on the total accumulated splice loss that should be
less than ∼ 2 dB to limit the capacity reduction to 90% of the capacity of the MDL-free channel.
There are currently no misalignment limits defined in the splicing norms for FMFs. In manuals of
Corning fibers, 0.05 to 0.1 dB loss per slice is tolerated for SMFs. Recently, the feasibility of han-
dling splices for FMFs with conventional techniques was demonstrated in [178]. A reproducible
low splice loss of 0.01 to 0.05 dB and low coupling losses were observed for 3- and 6-mode FMFs.
While such improvements may reduce the induction and accumulation of non-unitary crosstalk in
the fiber, MDL can be also present at the level of the optical components in the SDM link.
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4.2.3 Case study 2: few mode amplifiers with mode dependent gain (MDG)
4.2.3.1 Channel model
Single fiber span
In this second case study, we intentionally choose to keep the fiber-generated coupling unitary
as in [76, 77], neglecting any distributed MDL that could be induced through coupling of the M
modes with unguided higher order modes at imperfect slices and fiber micro-bends as considered
in [78]. This is done in order to solely focus on the accumulated MDL generated by the inevitable
mode dependent gains of FMAs that are hard to cancel due to technological limits: 4-5 dB of
MDG in a 3-mode FMA in [179] and 2-3 dB of MDG in a 6-mode FMA in [92].
Our hypothesis of unitary modal coupling is true provided that the fibers are designed to induce
very low overall coupling losses [78]. A recent work showed the possibility of realizing low-splice
losses of FMF sections [178] and some initial transmission experiments over 30 km [10] to 96
km [83] of FMFs have also shown a negligible fiber-generated MDL. To model the distributed
mode coupling, each fiber span consists of K independent fiber sections given by:
Fspan,M×M =
K
∏
k=1
(TkRk) (4.6)
Each section is modeled as a product of a diagonal matrix Tk with random phase entries uniformly
drawn in [0 : 2pi] to model phase shifts between the propagating modes, and a real orthogonal
rotation matrix Rk representing the distributed modal crosstalk.
In [77], 2×2 rotation matrices are used for two modes LP01 and LP11 (neglecting its degenera-
cies a and b) and the rotation angle is drawn from a Gaussian distribution with a standard deviation
determining the coupling strength; whereas in [76], the 2×2 unitary crosstalk matrices are gener-
ated using the coupled-mode theory (CMT) where the coupling strength depends on the random
fluctuation of the core center as well as on the difference between the mode propagation constants.
In both cases, the number of modes is limited to 2. However, a general and simple procedure is
needed to generate rotation matrices that model different crosstalk levels for any number of modes.
To achieve this, the mode coupling angles of the real rotation matrices Rk will be computed using
the crosstalk levels generated at “fictional" displaced cores of two fiber sections. These crosstalk
levels are computed by an overlap integral of the electrical field distributions of the propagating
modes over the fiber cross section as in [90]:
cM1−M2 =
∫∫
A
EM1(x,y)E
∗
M2(x+∆x,y+∆y)dA (4.7)
whereM1 andM2 6=M1 are two different guided modes. It is important to mention that we are just
using overlap integrals at a core misalignment as a mathematical tool to emulate modal coupling.
133
4. ST CODING FOR MDL MITIGATION IN MODE DIVISION MULTIPLEXED (MDM)
SYSTEMS
In case a real misalignment was present, the resulting crosstalk matrix would not be unitary as seen
in the previous section and in [90]. This emulation technique was motivated by the observation
in [180] where authors noted that the crosstalk levels computed by overlap integrals were the same
as the ones computed from the CMT that better models the physical origins of coupling. However,
the simulation of CMT for a large number of modes is resource-hungry in terms of computing
power and less practical than our proposed method.
M(M− 1)/2 crosstalk levels are needed for each real rotation matrix Rk, corresponding to
the number of its rotation angles. For instance, for 3 modes, each crosstalk value cLP01−LP11a ,
cLP01−LP11b , cLP11a−LP11b is equivalent to an Euler angle of a rotation matrix given by:
R3×3(φ ,θ ,ψ) =
1 0 00 cosφ sinφ
0 −sinφ cosφ
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ
 cosψ sinψ 0−sinψ cosψ 0
0 0 1
 (4.8)
where φ = arcsin(cLP11a−LP11b), θ = arcsin(cLP01−LP11b) and ψ = arcsin(cLP01−LP11a). Computing
6-mode crosstalk matrices is a generalization of the latter procedure where 15 crosstalk values are
needed. The misalignments ∆x and ∆y for each section are drawn from a zero-mean Gaussian
distribution and standard deviation σrc where σ is a percentage of the core radius rc determining
the coupling strength.
Complete multi-span system
The multi-span SDM optical transmission system will be studied with three (respectively six)
single-polarization propagating modes: the fundamental mode LP01 and the two degeneracies
LP11a and LP11b of the LP11 mode (respectively the three previously mentioned modes and the
LP02, LP21a and LP21b modes). An OFDM signal along with a suitable cyclic prefix is used to
modulate each mode that will propagate through a long-haul optical link containing few-mode
amplifiers with modal gain offsets. The transmission scheme is shown in Fig. 4.11. The resulting
MIMO channel for each subcarrier is given by:
YM×T =HM×MXM×T +NM×T =
√
α
L
∏
l=1
(PlGlFl)XM×T +NM×T (4.9)
whereXM×T (resp. YM×T ) are the emitted (resp. the received) complex symbols on theM= {3,6}
modes and during T time slots. HM×M is the channel matrix consisting of L independent fiber
spans Fl given by (4.6), followed each by an FMA modeled as a diagonal matrix Gl , as well as
a mode scrambler Pl . The gains in Gl are assigned as follows: the LP01 mode has a unit gain
and the gain level of the LPµν mode is given by exp(∆G01−µν ln10/20), ∆G01−µν being the gain
offset in dB. Pl are random permutation matrices obtained by randomly permuting the rows of an
identity matrix IM, representing perfect mode mixers. α is a normalization factor compensating
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the common link loss. Again, modal dispersion is not considered since it does not affect the
capacity of the system. Hence, the investigated channel matrix H is frequency independent or
is observed at the level of a single OFDM subcarrier. In reality, H and in consequence MDL,
will be frequency-dependent with a coherence bandwidth that depends on the amount of modal
dispersion [74, 91]. As a first approach, we will limit our study to frequency-independent MDL.
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Figure 4.11: Mode-multiplexed OFDM optical transmission system.
Finally, NM×T is an additive noise assumed to be zero-mean white Gaussian of variance N0 per
real dimension per mode added at the receiver. In a long-haul optical link, the major noise source
is the amplified spontaneous emission (ASE) noise generated at each amplification stage. This
noise is distributed and is subject to MDL while it propagates with the signal. Hence, the noise
level per mode can vary, resulting in a spatially colored noise. However, it was observed in [74]
that the standard variation of the spatial non-whiteness of the noise remains far smaller than the
signal power variations induced by MDL as the number of noise sources (amplifiers) in the link
increases. Hence, the hypothesis of a white noise is maintained in our model.
Before simulating the channel, we will look into the statistics of MDL in our channel model.
To evaluate the MDL under different coupling scenarios, we consider an SDM system with L= 8
spans where FMFs have a parabolic index profile with a core radius of 8.7 µm supporting 6
modes. Each span consists of K = 200 sections. The amplifiers present the following gain offsets
∆G01−11 = −1.3 dB, ∆G01−21 = −2 dB and ∆G01−02 = −0.2 dB corresponding to a promising
FMA technology presented in [92], and are followed by a mode scrambler. For K = 200 sections,
three coupling strengths are investigated by drawing misalignments from a Gaussian distribution
with σ tuned to 0.6%, 3% and 5% of the core radius rc to emulate weak, medium and strong mode
coupling respectively. 106 channel realizations were numerically simulated and the corresponding
MDL levels were computed for each scenario, MDL being defined as the ratio in dB between the
squares of the highest and the lowest singular values of H. The obtained MDL distributions are
shown in Fig. 4.12 for the different coupling levels, with and without the mode scrambling option.
First, we notice that coupling and scrambling significantly reduce the average MDL as well
as its variance. With weak-coupling fiber spans, the 2 dB MDL of each amplifier sums up re-
sulting in an accumulated MDL of 8× 2 dB = 16 dB. At medium coupling, the modes are only
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Figure 4.12: Simulated probability distribution functions of MDL in the investigated 6× 6 MDM
system in different coupling and scrambling scenarios (8 spans, 2 dB of MDL per span).
partially correlated and the average MDL decreases to 10 dB. Strong coupling and mode scram-
bling reduces the average MDL to 6 dB which is very close to
√
8∗2 dB = 5.7 dB, the expected
accumulated MDL value when full, random coupling occurs between identical MDL sources [74].
Hence, strong coupling in MMF is desirable in order to reduce the accumulated MDL as it does
with the modal group delay spread. However, MDL is not completely eliminated. Again, we note
that, only in the strong coupling regime, the MDL statistics coincide with the ones obtained from
the model suggested by Kahn et al.
The impact of MDL on the capacity C of the MDM channel in (4.9) is illustrated in Fig. 4.13
where the cumulative distribution functions (CDF) of the capacity, at SNRdB = 10log10(ES/2N0)=
10 dB per mode, are given. The CDF of C is computed as explained in section 2.3.3 for a gen-
eral MIMO channel. The capacity of a 6× 6 MDL-free additive white Gaussian noise (AWGN)
channel is also shown as a reference.
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Figure 4.13: CDF of the capacity of the 6×6 SDM system in the different coupling and scrambling
scenarios at SNR= 10 dB.
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4.2.3.2 MDL-induced penalties
After presenting the second SDM channel model in Fig. 4.11, we measure the penalties induced
by MDG in a 3-mode (resp. 6-mode) system where graded-index fibers with a parabolic index
profile are installed, with a core radius rc = 6 µm (resp. rc = 8.7 µm). For the 6-mode system,
the link parameters are the same as the one used in the previous section (L = 8 spans, each made
of K = 200 sections with three modal coupling levels in the fibers, and the given gain offsets at
FMAs). For the 3-mode system, a gain offset of ∆G01−11 =−1.3 dB is considered at each FMA.
At the transmitter, a vector of 4-QAM symbols sm=1:M of unit energy ES = 1 is sent over each
mode, providing a spectral efficiency of six bits (resp. 12 bits) per time slot. The performance in
terms of average BER curves versus the symbol signal-to-noise ratio ES/2N0 per mode is measured
through Monte-Carlo simulations. A minimum of 100 bit errors and a minimum of 1000 channel
realizations are registered per simulation point. Three coupling scenarios with and without the
scrambling option at the FMAs are presented in Fig. 4.14. At the receiver, in all scenarios, the
data symbols are retrieved using an ML sphere decoder.
The first column in Fig. 4.14 shows the results for a 3-mode MDM system. From the square-
marked curves corresponding to NC without mode scramblers, we notice that the SNR penalty at
BER = 10−3 induced by MDL decreases from 4.2 dB for weak coupling, to 1.2 dB for medium
coupling and to 0.5 dB for strong coupling. Adding mode scramblers at FMAs (triangle marked
curves), reduces these penalties to 1.5 dB for weak coupling and 0.4 dB for medium coupling
while it has no effect in strong coupling regime because the modes are already fully coupled in the
fiber.
The same observations can be made for the 6-modeMDM system (second column in Fig. 4.14).
Without scramblers, the SNR penalty at BER= 10−3 decreases frommore than 6 dB for weak cou-
pling, to 1.2 dB for medium coupling and to 0.4 dB for strong coupling. The insertion of mode
scramblers reduces these penalties to 1.7 dB for weak coupling and 0.4 dB for medium coupling.
Again, scrambling has no effect in the strong coupling regime because the modes are fully cou-
pled in the fiber and the MDL cannot be further reduced by the scramblers as can be seen from
the MDL distributions in Fig. 4.12. Modal coupling and scrambling reduce the overall MDL and
thus, enhance the performance of MDL-impaired MDM schemes, which was already observed in
previous works [2, 94].
4.3 ST coding for various MDL-impaired MDM channel models
In order to reduce MDL, we have seen that stringent requirements must be imposed on splice
losses and modal dependencies of the optical components. Despite the use of optical solutions to
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(b) 6×6 system, strong coupling.
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(c) 3×3 system, medium coupling.
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(d) 6×6 system, medium coupling.
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(e) 3×3 system, weak coupling.
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(f) 6×6 system, weak coupling.
Figure 4.14: Performance in terms of average BER versus SNR of 3×3 (a,c,e) and 6×6 (b,d,f) MDM
systems obtained through Monte Carlo simulations (8 spans of graded-index parabolic profile fibers
with a core radius rc = 6 µm (resp. rc = 8.7 µm) and a numerical aperture NA= 0.205 at a wavelength
λ = 1550 nm, FMAs with a maximum modal gain offset of 2 dB.
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reduce MDL (mode scrambling and strong coupling), this effect is not suppressed from the optical
link. These observations urge the search for more sophisticated MIMO tools to mitigate MDL.
Conventional optical MIMO schemes are used for simple multiplexing which consists, in the
SDM case, in sending, at the transmitter, a vector sM×1 of independent q-QAM symbols on M
modes at a single time slot. However, we can benefit from the two degrees of freedom “space" and
“time" of the SDM MIMO scheme to insert multiple copies of a data symbol over different modes
at different time slots. Then, at the receiver, the copies are exploited to enhance the performance
since the data symbols would have experienced various channel states and the modal loss dispar-
ities would be further reduced. In the following, STBCs are tested in order to mitigate MDL. We
investigate the performance of ST-coded 3-mode and 6-mode SDM schemes where MDL is intro-
duced first by imperfections in the waveguide, and second by gain offsets at FMAs. The general
transmission scheme is presented in Fig. 4.15.
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Figure 4.15: Mode-multiplexed Space-Time coded OFDM optical transmission system.
4.3.1 Case study 1: fiber misalignments and micro-bends
For our first case study on fiber misalignments and micro-bends, we consider the 3-mode system
simulated in section 4.2.2. Among STBCs, we will choose 3× 3 codes that fulfill the following
requirements: place each data symbol on a different mode at each time slot in order to average
the losses, avoid any redundancy by choosing a full-rate code meaning that 9 q-QAM information
symbols are sent in each codeword, and finally transmit a uniform average energy per mode. TAST
codes answer these requirements and are known for their generality and performance [148]. The
TAST code family is presented in chapter 2 and the 3×3 TAST codeword is given by:
XT =
1√
3
 s1+θs2+θ 2s3 φ 2(s4+ jθs5+ j2θ 2s6) φ(s7+ j2θs8+ jθ 2s9)φ(s7+θs8+θ 2s9) s1+ jθs2+ j2θ 2s3 φ 2(s4+ j2θs5+ jθ 2s6)
φ 2(s4+θs5+θ
2s6) φ(s7+ jθs8+ j
2θ 2s9) s1+ j
2θs2+ jθ
2s3
 (4.10)
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where φ = exp(ipi/36), j = exp(i2pi/3), θ = exp(ipi/9) and sk=1:9 are the modulated symbols
of unit energy. φ and θ are chosen to maximize the coding and diversity gains over a wireless
Rayleigh fading 3×3 multi-antenna channel [148]. 9 different symbols are sent on 3 time slots in
each codeword, achieving a rate of 3 symbols/cu. Another way of representing the code consists
in vectorizing, column-wise, (4.10) into the following form:
vecC (XT) =MG,MT×MT sMT×1
=
1√
3

1 θ θ 2 0 0 0 0 0 0
0 0 0 0 0 0 φ φθ φθ 2
0 0 0 φ 2 φ 2θ φ 2θ 2 0 0 0
0 0 0 φ 2 φ 2 jθ φ 2 j2θ 2 0 0 0
1 jθ j2θ 2 0 0 0 0 0 0
0 0 0 0 0 0 φ φ jθ φ j2θ 2
0 0 0 0 0 0 φ φ j2θ φ jθ 2
0 0 0 φ 2 φ 2 j2θ φ 2 jθ 2 0 0 0
1 j2θ jθ 2 0 0 0 0 0 0


s1
s2
s3
s4
s5
s6
s7
s8
s9

(4.11)
where MG is the generator matrix of the code and is unitary (MGM
†
G = I9×9). Hence, we do not
increase the energy of the new transmitted symbols after encoding the information symbols.
Assuming that the channel matrix H is known (or perfectly estimated at the receiver) and
constant during T time slots, and that all emitted codewords X are equiprobable, the optimal
detection scheme is the ML criterion that will be implemented at the receiver side using a sphere
decoder. An equivalent channel is defined to decode the ST-coded symbols by using a vectorized
form explicitly showing the generator matrix of the ST code as explained in section 2.4.4.
Similar Monte-Carlo simulations as the one in the previous sections are run. When the TAST
code is used alone (circle-marked red curves in Fig. 4.16a, 4.16b and 4.16c), the achieved perfor-
mance is close to the one obtained with a scrambling period Kscr = 16. We absorb all the penalty
at 2%rc, and are left with a penalty of 0.5 dB at 3%rc and 1 dB at 4%rc which is equivalent to an
important coding gain of 3 dB. Combining the code with the scramblers produces no penalty in
all cases and not only at a BER of 10−3 but also for any achieved BER. This observation is valid
for Kscr = 1 and Kscr = 16, hence a longer scrambling period Kscr would be needed if the TAST
code is used.
The choice of the scrambling periods Kscr is purely conceptual and optimistic comparing to
the number of mode scramblers that may be installed in a real mode-multiplexed optical link.
Besides, the techniques proposed in [94] to achieve mode scrambling have imperfections such as
important insertion losses and are far from being equivalent to perfect permutations as modeled
in our simulation. In a real optical link, mode scramblers would be installed mainly at the optical
amplification stage which limits the number of scramblers in the link. On the other hand, the above
results show that ST coding is an interesting candidate for MDL mitigation and has the advantage
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Figure 4.16: BER curves of the 3×3 TAST-coded SDM system (K = 300) with a spectral efficiency
of 6 bits/c.u. and using ML decoding.
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of being a software based solution implemented at the transmitter. Hence, it can be adopted as
an alternative to mode scrambling or as a complementary solution to limit the number of installed
scramblers in the optical link. In addition, ST codes exist for M > 3 and thus, can be extended to
SDM systems with more than 3 modes.
In order to test the potential of the TAST code in mitigating higher MDL levels, we simulate
the SDM channel with the same parameters as before and an increased misalignment std σx,y =
5%. The performance in terms of BER is given in Fig. 4.17a along with the corresponding MDL
statistics for each scrambling scenario in Fig. 4.17b.
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Figure 4.17: BER curves and MDL statistics of the 3×3 TAST-coded SDM system (K = 300) with
σx,y = 5%rc and using ML decoding.
Without scrambling, MDL levels are very high (up to 25 dB) and the coding gain is limited.
We notice that the TAST code needs to be complemented with more scramblers in order to fully
absorb the MDL-induced penalties. With a scrambling period of Kscr = 16, a residual SNR penalty
of 0.3 dB is observed at BER= 10−3. In this scenario, the average MDL is equal to 7.6 dB.
4.3.2 Case study 2: few mode amplifiers with mode dependent gain (MDG)
4.3.2.1 Performance analysis of ST codes
For the second case study, we consider 3-mode and 6-mode SDM systems impaired by MDG
arising at few mode amplifiers using the same parameters as before, and test the ability of 3× 3
and 6×6 TAST codes to eliminate the accumulated MDL. The 6×6 TAST codeword is given by:
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XT =
1√
6

f1(s1) φ
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6 f2(s6) φ
4
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6 f5(s3) φ
1
6 f6(s2)
φ
1
6 f1(s2) f2(s1) φ
5
6 f3(s6) φ
4
6 f4(s5) φ
3
6 f5(s4) φ
2
6 f6(s3)
φ
2
6 f1(s3) φ
1
6 f2(s2) f3(s1) φ
5
6 f4(s6) φ
4
6 f5(s5) φ
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2
6 f4(s3) φ
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6 f5(s2) f6(s1)

(4.12)
where φ = exp(ipi/12), s1:6 a vector of 6 data symbols, fn(x) = ∑k=1:6 xk( j
n−1θ)k−1 with j =
exp(i2pi/6), θ = exp(ipi/18). φ and θ are chosen to maximize the coding and diversity gains over
a wireless Rayleigh fading 6× 6 multi-antenna channel. 36 symbols are sent on 6 time slots in
each codeword, achieving a full rate of 6 symbols/cu. Its generator matrix, which is also unitary,
can be found in [148].
The performance in terms of average BER curves versus ES/2N0 per mode of the ST-coded
schemes are measured through Monte-Carlo simulations. Three coupling scenarios with and with-
out the scrambling option at the FMAs are presented in Fig. 4.18. Assuming that the channel
matrix H is known (or perfectly estimated at the receiver) and constant during T time slots, and
that all emitted codewords X are equiprobable, the optimal detection scheme is the ML criterion
that will be implemented at the receiver side using a sphere decoder. An equivalent channel is de-
fined to decode the ST-coded symbols by using a vectorized form explicitly showing the generator
matrix of the ST code as explained in section 2.4.4.
When the 3× 3 TAST code is used alone (square-marked dashed curves in Fig. 4.18), it out-
performs the scrambling solution in the scenario of weak coupling, reducing the SNR penalty at
BER= 10−3 to 1 dB for a 3-mode system, which is equivalent to a coding gain of 3 dB. Further-
more, the TAST code absorbs all the MDL-induced penalty in the medium and strong coupling
scenarios. Similar reductions of penalties are observed with the 6×6 TAST code for the different
coupling levels. Finally, combining the ST code with mode scrambling results in no penalty in
all 3-mode and 6-mode schemes, and not only at a BER of 10−3 but for any given BER. These
results prove the efficiency of ST coding solutions in mitigating MDL by averaging the losses ex-
perienced by the mode multiplexed data symbols, making it an interesting DSP solution for SDM
systems.
From the obtained results in the two case studies, we conclude that ST codes can be adopted
as an alternative to mode scrambling or as a complementary solution to limit the number of mode
scramblers in the optical link depending on the coupling strength in the installed FMFs. ST coding
can relax modal gain offset requirements in optical components or equivalently improve the reach
of the SDM system through the offered coding gains.
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(a) 3×3 system, Strong coupling.
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(b) 6×6 system, Strong coupling.
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(c) 3×3 system, Medium coupling.
6 7 8 9 10 11 12 13 14 15 16
10−7
10−6
10−5
10−4
10−3
10−2
ES/2N0 (dB)
BE
R
 
 
Gaussian channel (MDL = 0dB)
NC, No Scrambling, ML
NC, Scrambling, ML
TAST 6×6, No Scrambling, ML
TAST 6×6, Scrambling, ML
(d) 6×6 system, Medium coupling.
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(e) 3×3 system, Weak coupling.
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Figure 4.18: Performance in terms of average BER versus SNR of 3×3 (a,c,e) and 6×6 (b,d,f) ST-
coded MDM systems obtained through Monte Carlo simulations (8 spans of graded-index parabolic
profile fibers with a core radius rc = 6 µm (resp.rc = 8.7 µm) and a numerical aperture NA= 0.205 at
a wavelength λ = 1550 nm, FMAs with a maximum modal gain offset of 2 dB.
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We have seen that full absorption of high MDL levels was possible using ST codes along with
mode scramblers at each amplification stage. On the other hand, we also observed that modal
coupling in installed fibers is able to reduce the accumulated MDL. However, this reduction is
lower bounded by an average MDL that grows as the square root of the number of MDL sources
(FMAs in our case) in the link as explained in [64, 74]. This minimum average value can be
reached, in a system of a given length, using solely fibers with inherently strong coupling as seen
from the MDL statistics in Fig. 4.12 or with regular mode scrambling when there is not enough
coupling in the fiber. In weak coupling, mode scramblers are needed at each amplification stage.
However, for intermediate coupling strengths, a lower number of scramblers might be installed.
4.3.2.2 Optimal scrambling for MDM systems
The placement and number of scramblers required for an optimal reduction of MDL are important
parameters for the design of long-haul SDM systems because real mode scramblers are not as
perfect as modeled in the numerical studies (perfect permutation matrices). Originally, mode
scramblers were used to create a uniform modal distribution for purposes of laboratory, industrial
or field measurements of the bandwidth of multi-mode fibers. Practical implementations of mode
scramblers include a concatenation of fibers of different index profiles scramblers [181] or passing
a fiber through a series of small bends [182] or gratings [80]. These versions of mode scramblers
are simple but not easily reproducible and have non-negligible insertion losses. With the rise
of interest in SDM, mode scramblers are being considered for long-haul telecommunications. We
have seen their benefits in the previous sections. Apart from the mentioned implementations, mode
scramblers can also be realized using mode converters with free-space optical components that also
have non-negligible crosstalk and insertion losses. Hence, the numbers of mode scramblers in the
optical link must be limited.
In order to find the optimal scrambling map for the studied SDM system, we define the ratio
r=Nscr/L where Nscr denotes the number of scramblers per L fiber spans, with 0≤ r≤ 1 allowing
at most for a single mode scrambler per span. Considering the parameters of the 6-mode system in
section 4.2.3, we draw the evolution of the average accumulated MDL with the number of spans
L for different coupling strengths (obtained by varying the std of the fictional core displacements
σ ) and in the absence of mode scramblers. The resulting curves are drawn in Fig. 4.19 along with
the lower bound 2
√
L where 2 dB stands for the MDL per FMA.
Then, for each value of σ and number of fiber spans L, we vary the ratio of mode scramblers
r in the link and determine the minimum ratio ropt that leads to an average MDL within 1 dB
of its lower bound 2
√
L dB. For a small number of spans of weak-coupling fibers, the optimal
MDL reduction cannot be reached because the modes are not yet fully coupled as we can see from
Fig. 4.12 in the weak coupling scenario with mode scramblers at each FMA (r = 1). In this case,
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Figure 4.19: Evolution of the average accumulated MDL with the number of spans L for various
coupling strengths in absence of mode scramblers (2 dB MDL per span).
a longer system should be considered to reach the optimal MDL reduction that we will call the
asymptotic regime in which the modes are fully coupled. The obtained values of ropt are reported
in Fig. 4.20 for different σ and L. The following discrete values of r were tested for each coupling
strength: 0, 1/10, 1/5, 1/4, 1/3, 1/2, 2/3, 3/4, 4/5, 1.
We can observe that, for 1% ≤ σ ≤ 6%rc, the number of required scramblers decreases with
the length of the transmission system until it reaches an asymptotic value when the fully-coupled
regime is reached. Fig. 4.21 shows the asymptotic values of ropt obtained for different coupling
strengths as well as a linear interpolation for intermediate values. We see that for σ ≤ 1%, a mode
scrambler is needed at each span and beyond 5%, mode scramblers are no longer needed.
The efficiency of ST coding in mitigating MDL paves the way for further investigation of ST
coding schemes in SDM systems with a higher number of modes M or with polarization mul-
tiplexing. In chapter 3, we showed that the performance enhancement offered by the codes in
PDL-impaired systems obeyed different criteria than those in wireless systems. An analytic ex-
pression of the minimum distance between the possible emitted symbols, after propagating in
MDL-impaired systems, was given in chapter 3. ST-coded schemes exhibited a larger minimum
distance compared to uncoded-schemes which explained the enhanced performance. We conjec-
ture that the same behavior is observed in the MDL-impaired systems and leave the theoretical
investigation of the observed coding gains for future studies while we focus, in the next section,
on the complexity and scale-up possibilities of ST coding solutions.
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Figure 4.21: Ratio of mode scramblers required to optimally reduce MDL for various coupling
strengths determined by σ in the asymptotic regime.
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4.4 Scalability and complexity issues of ST coding
Full-rate ST coding solutions exist for MIMO systems of different dimensions and thus can be
generalized to larger M×M SDM systems. However, a down side of ST coding is their decoding
complexity that increases fast with the size of the MIMO system. The complexity of an exhaustive
search ML decoder increases exponentially with M. The norm in (2.49) must be computed for
all possible combinations of the emitted symbols. In the case of a full-rate square ST code with
q-QAM symbols, this leads to qM
2
norm computations. The complexity of the exhaustive search
increases with the constellation size and exponentially with the number of modes.
Lower-complexity decoders implementing the ML criterion such as the sphere decoder used
in this chapter exhibit a complexity that is independent of the constellation size q. An exact
number of operations cannot be obtained for a sphere decoder but if the initial radius of the sphere
decoder is judiciously chosen in function of the SNR and the singular values of the channel, the
complexity of the search algorithm is approximated by O((MT )6) operations [156]. This gives
O(M6) operations for uncoded spatial multiplexing and O(M12) for a full-rate square ST code.
In table 4.2, we show the complexity of an ML-decoded N×N MIMO system where N =MT
as well as numerical applications for spatially multiplexed and ST-coded 3-mode and 6-mode
schemes using 4-QAM symbols. We computed a rough estimation of this complexity in flops
that we define as the number of required complex scalar multiplications in order to decode a
transmitted symbol vector sN×1. The N2+N term in the number of flops of the exhaustive search
is the number of scalar complex multiplications needed for one norm computation.
Table 4.2: Comparison of the complexity of different ML decoders of N×N MIMO systems.
Exhaustive search Sphere decoder
N×N MIMO qN(N2+N) ≈ N6
3-mode (No coding, N = 3) 768 729
TAST 3×3 (N = 9) 2.36×107 5.31×105
6-mode (No coding, N = 6) 1.72×105 4.67×104
TAST 6×6 (N = 36) 6.3×1024 2.18×109
While the complexities of the exhaustive search and the sphere decoder are comparable for the
3×3 uncoded system, the complexity advantage of the sphere decoder becomes more perceptible
with an increasing N. For the TAST-coded 6× 6 system, the complexity of the sphere decoder
is 15 order of magnitudes lower than the exhaustive search. Despite this important complexity
reduction, ML decoding of the considered ST schemes using a sphere decoder will still require a
large number of operations for larger SDM systems, turning ST codes into a prohibitive MIMO
solution. Therefore, in the next chapter, we suggest and analyze two possible variants of ST coding
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solutions that trade a portion of the optimal coding gains observed in this chapter for a reduction
in complexity and a better scalability.
Summary
In this chapter, we have shown through numerical simulations that ST coding is a promising solu-
tion for MDLmitigation in SDM systems. It can be used as a standalone solution or to complement
other optical components-based solutions such as mode scrambling depending on the coupling
strength in the installed fibers. The ML performance of the applied codes was investigated, show-
ing a complete mitigation of MDL levels up to 10 dB in a 6-mode system, relaxing thus the gain
offset requirements in optical components such as FMAs and helping to improve the reach of the
transmission system. The requirements in terms of coupling strengths and mode scrambling in
the optical link were also investigated in order to find the configurations that minimize MDL to
its lowest value, letting the ST code manage the residual MDL. These observations pave the way
for further investigation of the capabilities of ST coding such as the maximum loss disparities
that can be mitigated, allowing to further reduce the number of required scramblers (ropt), as well
as the study of SDM optical links having various MDL sources (fiber imperfections + MDG), a
higher number of modes M or polarization-multiplexed SDM channels where PDL can be added
as another performance-limiting effect.
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Chapter 5
Low-Complexity Schemes for Large
Optical MIMO Systems
We have demonstrated in the previous chapters the ability of MIMO digital signal processing using
ST coding at the transmitter and ML decoding at the receiver to mitigate non-unitary channel
impairments in PDM and MDM optical transmission systems. Implementations of ST coding
solutions in PDM systems can be realized today, preferably over the OFDM format that guarantees
a low-complexity decoding of ST schemes with its dispersion management insured through the
low-rate orthogonal subcarriers and the cyclic prefix. The situation is different for MDM systems
especially when we consider a large number of modes M ≥ 6 in order to significantly increase
the capacity. Indeed, the capacity of any suggested MDM transmission system has to exceed
by a factor of at least 10 the one of a PDM single-mode transmission to be able to envisage its
deployment. As mentioned in chapter 2, large differential delays (DMGD) between modes would
require 4M2 adaptive time-domain filters larger than the maximal delay (also called memory of
the channel) in order to fully remove the induced temporal and spatial inter-symbol-interference.
Among the dispersion management techniques in MDM systems, few-mode fibers (FMFs)
supporting the propagation of 3 and 6 spatial modes were designed with low DMGD values and
the OFDMmodulation format was shown to be among the lowest-complexity schemes with regard
to the suppression of inter-symbol interference and equalization at the receiver [86]. However,
the reach of MDM-OFDM systems will be limited by the length of the used cyclic prefix (CP)
that is required to be small in order to keep a low overhead, and hence avoid an important reduc-
tion of the spectral efficiency of the transmission system. Increasing the number of subcarriers to
limit the overhead would not be a viable solution because the time-domain OFDM symbols will
become longer and hence more sensitive to phase noise and frequency offsets. Another way to
manage large dispersion delays consists in setting the size of the CP to a certain maximum allow-
able overhead, and managing the residual ISI using a front-end time-domain equalizer to shorten
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the channel impulse response experienced by the OFDM receiver, a technique known as channel
shortening [136].
Moreover, MCF-based systems may be envisaged with closely packed cores where each core
can be multi-mode in order to provide high density SDM solutions [1]. The highest number
of SDM channels reported so far is 36 where fibers with 12 cores were used with 3 modes per
core [176]. Crosstalk will also be inevitable in these SDM systems and should be addressed.
However, the complexity of the suggested ML-decoded ST schemes can easily become a hurdle
that needs to be overcome in order to scale up these solutions to larger SDM systems.
Indeed, the realization of coherent SDM receivers with advanced DSP is a real challenge.
While we used simulation tools and offline processing on experimental frames, sampled by an
oscilloscope, that might take few seconds to decode a coded PDM-OFDM frame and even more
than one minute for coded SDM systems on a personal computer, a real receiver is required to
perform the same processing in real time. The received signals need to be digitized by analog-
to-digital converters (ADCs) after optical de-multiplexing and down-conversion to the electrical
domain. The latest high-speed ADC prototypes presented in recent conferences on electronics
show 90 GS/s speeds and an effective number of bits (ENoB) of 8 bits per sample [102]. Besides,
the DSP algorithms have to be implemented on an electronic chip (ASIC, FPGA) that operates at a
limited rate and would most probably require many chips processing the incoming data in parallel.
The more complex the processing is, the larger the number of required logic gates in the integrated
circuit and the more power will be dissipated by the transceivers. Hence, complexity and energy
consumption of Terabit-achieving schemes are required to be low to set us on the path towards
a commercially available transmission system. We investigate in this chapter the performance
of three low-complexity SDM-MIMO schemes that can be easily scaled to large optical MIMO
systems. We assume that low DMGD values can be maintained and managed through cyclic-prefix
insertion and channel shortening techniques and address the non-unitary MDL effect.
The first two strategies consist in trading a part of the optimal coding gain of the ST-coded
SDM schemes with a reduced complexity and a potential for scalability. Both approaches address
the decoding given that the encoding block of an STBC scheme reduces to a simple product of
a generator matrix multiplied by a symbol vector. The third strategy is based on mode selection.
Accordingly, we suggest in this chapter:
• replacing the optimal ML decoder with sub-optimal low-complexity threshold-decision de-
coders and testing the performance of a Zero-Forcing (ZF) decoder, a ZF with decision
feedback equalizer (ZF-DFE) and an MMSE decoder. This strategy is presented in sec-
tion 5.1.
• replacing the square M×M code with a multi-block coding over less time slots T < M in
order to reduce the complexity of the ML sphere decoder by shortening the dimension of
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the codeword dictionary. Hence, less symbols need to be decoded at once. This will be
investigated in section 5.2.
• looking at the particularities of the SDM systems impaired by MDL and determining an
appropriate set of modes over which the information can be multiplexed. This technique is
referred to as mode selection and will be explained in section 5.3.
5.1 Low-complexity sub-optimal decoding of ST codes
The first solution consists in using sub-optimal decoding of ST-coded schemes. The investigated
decoders are the three presented in chapter 2: ZF, ZF-DFE and MMSE equalizers. Rough esti-
mations of the complexity of these algorithms are computed in flops that we define as the number
of required complex scalar multiplications in order to decode a symbol vector sN×1 transmitted
over one OFDM subcarrier through the equivalent channel HN×N with N =MT . A matrix inver-
sion using the standard Gaussian elimination method needs N3+ 2N2−N flops for ZF decoding
followed by N2 flops for multiplying the inverse matrix and the received vector. Even though the
matrix inversion does not need to be realized for each received symbol because the variations of
the optical channel are slow, we include this operation in the complexity analysis per received
codeword.
The complexity of ZF-DFE is fixed by the QR decomposition and the resolution of the lin-
ear system in (2.57). An MMSE equalization contains three matrix multiplications and a matrix
inversion. All the complexities are compared in table 5.1 along with the complexity estimates of
ML decoders. The four SDM schemes use 4-QAM symbols (q = 4). It is worthy to note that
the complexities of the ZF-DFE and the ZF decoders are dominated by the same term N3 and are
nearly the same for large MIMO systems.
Table 5.1: Comparison of the complexity of different decoders of N×N MIMO systems.
ZF ZF-DFE MMSE ML Sphere decoder
N×N N3+3N2−N N3+ 7N22 + N2 3N3+3N2−N ≈ N6
3-mode (No coding, N = 3) 51 60 105 729
TAST 3×3 (N = 9) 963 1017 2421 5.31×105
6-mode (No coding, N = 6) 318 345 750 46656
TAST 6×6 (N = 36) 50508 51210 1.44×105 2.18×109
5.1.1 Performance of ZF decoding
We start by testing ZF decoding of the ST-coded schemes. We run Monte Carlo simulations of the
6×6 SDM system impaired by MDG at amplifiers using the same parameters as in section 4.2.3.
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The average BER curves of both, uncoded (NC) and TAST-coded schemes for three fiber coupling
strengths are given in Fig 5.1. In all scenarios, mode scramblers are used at FMAs. First, for the
uncoded scheme given by plain lines, it is obvious that the ZF decoder (circle-marked) performs
worse than the ML decoder (square-marked) because of the enhancement of noise through the
channel inversion operation.
On the other hand, when TAST coding is used (dashed curves) along with ZF decoding, a
performance gain is obtained in all cases compared to the ZF-decoded NC scheme. At BER =
10−3, the ZF-decoded ST scheme has a penalty of 1.3 dB and performs worse than the optimal
ML-decoded NC scheme that has a penalty of 0.6 dB for medium and strong coupling. The
similar performance is due to the same MDL statistics obtained in both coupling cases when mode
scramblers are used, as demonstrated in the PDFs of the accumulated MDL in Fig. 4.12.
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Figure 5.1: Performance in terms of average BER versus SNR of ZF-decoded 6×6 ST schemes with
mode scrambling, obtained through Monte Carlo simulations.
However, for weak coupling, ZF-decoded TAST outperforms the NC scheme but a penalty of
1.7 dB compared to the MDL-free case remains. The observed performance of ST codes over the
optical SDM system is surprising because it is completely different from the one obtained on a
wireless channel where ZF decoding of the codewords would bring absolutely no gain compared
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to a ZF decoding of a spatially multiplexed scheme (NC) as we have seen in Fig. 2.11 for the
Golden code over the Rayleigh channel. Indeed, a linear ZF decoder does not exploit the diversity
of a Rayleigh MIMO channel but only removes the interference from the other transmit antennas
by performing the channel inversion. In the case of the PDL-impaired optical PDM channel, we
have seen from the theoretical study on PDL mitigation that the behavior of the error probability is
Gaussian-like and there are no diversity gains because the scheme has already an infinite diversity.
A coding gain is sufficient to mitigate PDL. We conjecture that the same behavior is observed over
MDL-impaired SDM channels given that the MDL levels are finite and the total optical power is
conserved thanks to periodic optical amplification. Hence, there is no diversity gain to be brought
and sub-optimal decoders are able to achieve a part of the coding gains of ST codes.
5.1.2 Performance of ZF-DFE decoding
Second, we run Monte Carlo simulations to obtain the performance of the ZF-DFE decoder on
the same 6× 6 SDM system impaired by MDG at amplifiers. We remind the reader that the
decoding steps of the ZF-DFE were presented in section 2.4.4.2. They consist in performing a QR
decomposition of the channel matrix followed by a successive decoding of the components of the
symbol vector s using a new real-valued equivalent channel given by an upper triangular matrix:
y˜n×1 = Rsn×1+ n˜n×1
y˜1
y˜2
...
y˜n
=

r1,1 r1,2 · · · r1,n
0 r2,2 · · · r2,n
...
. . . . . .
...
0 · · · 0 rn,n


s1
s2
...
sn
+

n˜1
n˜2
...
n˜n
 (5.1)
where n = 2N = 2MT . Starting from the last component, each data symbol si is decoded and its
contribution subtracted from the previous equation before decoding the symbol si−1. The average
BER curves of both, NC and TAST-coded schemes for the strong and weak fiber coupling strengths
are given in Fig 5.2. Since the use of mode scramblers gives the same MDL statistics in strong
and medium coupling fibers, we omit the results for the latter. Again, it is evident that the ZF-DFE
decoder performs worse than the ML decoder for the NC scheme because of noise enhancement
while solving the system in Eq. (2.57). However, the successive interference cancellation in the
ZF-DFE gives it a performance advantage compared to ZF decoding.
On the other side, when ST coding is used along with ZF-DFE decoding, it achieves the same
penalty of 0.4 dB as the optimal ML-decoded NC scheme for medium and strong coupling at
BER= 10−3. Furthermore, it outperforms the NC scheme for weak coupling, providing a coding
gain of 1.2 dB. This is again surprising compared to the performance over a Rayleigh fading
channel for the same reasons mentioned for the ZF decoder. For both coupling strengths, the ZF-
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Figure 5.2: Performance in terms of average BER versus SNR of ZF-DFE-decoded 6×6 ST schemes
with mode scrambling, obtained through Monte Carlo simulations.
DFE decoder has ∼ 0.5 dB advantage over the ZF decoder for an insignificant rise in complexity
as shown in table 5.1.
We also observed similar gains for the 3× 3 ST-coded and ZF-DFE decoded SDM system.
In all investigated scenarios, the low-complexity ZF-DFE decoded ST-coded scheme for a 6× 6
SDM systemwithMDL levels as high as 10 dB is at worst at 1 dB from its corresponding optimally
decoded scheme that matches the performance over an MDL-free Gaussian channel.
5.1.3 Performance of MMSE decoding
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Figure 5.3: Performance in terms of average BER versus SNR of MMSE-decoded 6×6 ST schemes
with mode scrambling, obtained through Monte Carlo simulations.
Finally, we test MMSE decoding of the ST-coded 6×6 SDM system with mode scramblers at
FMAs. Apart from the channel matrix H, MMSE decoding requires the knowledge of the SNR at
the receiver. The average BER curves are given in Fig 5.3. We notice that MMSE yields the same
performance as ZF decoding in the uncoded and the TAST-coded scenarios for the investigated
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SNR values while requiring three times more operations to perform the equalization. By compar-
ing the linear filters used in the ZF and MMSE decoders in section 2.4.4, we notice that MMSE
tries to limit the noise amplification resulting from the channel inversion by adding the inverse
SNR term in its filter. While at low SNR, this might give MMSE a performance advantage, at high
SNR, this term is negligible and MMSE will have the same performance as ZF which we observe
on the obtained BER curves starting from SNR= 6 dB.
5.1.4 Performance of sub-optimal decoders in PDL-impaired PDM systems
While the complexity of ML-decoded 2×2 Silver- and Golden-coded optical systems is still bear-
able even if an exhaustive search is considered (use N = 4 in the formulas in table 5.1 to compute
the complexities), the performance of sub-optimal decoders over SDM systems motivated the
simulation of their performance over PDL-impaired 2×2 PDM systems. Hereafter, we show the
obtained results for the ZF and ZF-DFE decoders in Fig. 5.4.
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Figure 5.4: Performance in terms of average BER versus SNR of sub-optimal decoding of PDL-
impaired 2×2 ST schemes for ΓdB = {3,6} dB.
At a PDL of 3 dB, the Silver code shows an SNR penalty of 0.4 and 0.2 dB respectively at
BER= 10−3 along with ZF and ZF-DFE decoding, while an ML decoding of the code absorbs all
the penalty. At a PDL of 6 dB, the ZF-decoded Silver code has a penalty of 2 dB as the one of the
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ML-decoded spatial multiplexing (independent 4-QAM symbols over the two polarizations) while
a ZF-DFE decoding of the Silver code outperforms it and achieves a penalty of 1.5 dB. The same
observation can be done for the Golden-coded system.
5.2 Multi-block coding of SDM schemes
The second strategy suggested for reducing the complexity consists in a multi-block space-time
coding approach. Again, we consider the previous 6-mode SDM system where FMAs have a
non-zero MDG, to study two new ML-decoded full-rate ST configurations. While we showed
that a square X6×6 ST-code absorbs all MDL-induced penalty when associated to mode scram-
bling (Fig. 4.18), the code requires a high decoding complexity and the processing will become
intractable for larger SDM systems. Therefore, we suggest to limit the dimension of the ST-coded
system by shortening the length of the coding schemes. Lower complexity full-rate schemes over
T < 6 time slots such as two X3×3 coded blocks over T = 3 time slots (Fig. 5.5(b)) or three X2×2
coded blocks over T = 2 time slots (Fig. 5.5(c)) can be considered. If we compute the number
of flops required to decode these new schemes by applying the formula for ML sphere decoding
in Table 5.1, we find that 186 ≈ 3.40× 107 flops are needed when using two ST blocks over 3
time slots and 126 ≈ 2.99×106 flops when using three ST blocks over 2 time slots. An important
reduction of complexity is thus obtained compared to the single-block 6× 6 coded scheme. In-
deed, the latter requires decoding codewords of 36 data symbols at the receiver whereas the new
schemes contain only 18 and 12 data symbols respectively.
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Figure 5.5: Representation of codewords over modes (space) and time for the investigated schemes:
(a) Single block with a 6×6 code, (b) Two blocks with 3×3 codes, (c) Three blocks with 2×2 codes,
(d) Uncoded spatial multiplexing.
5.2.1 Description of multi-block schemes
To illustrate the benefits of this solution, we define a 2-blocks scheme where each block is coded
with the 3× 3 TAST code, and a 3-blocks scheme using the 2× 2 Silver code. The strategy
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for allocating modes to blocks will depend on the modal gain offsets of the FMAs deployed in
the optical link. The weakest modes will be coded with a privileged mode in order to average
the gain disparities. Hence, for the considered FMA technology with the following gain offsets
∆G01−11 =−1.3 dB, ∆G01−21 =−2 dB and ∆G01−02 =−0.2 dB, the 2-blocks scheme will consist
of the LP01 and LP21a,b modes in a block, and the LP02 with LP11a,b modes in another, whereas the
3-blocks scheme will consist of: {LP01,LP21a}, {LP02,LP21b} and {LP11a,LP11b}.
For this multi-block coding solution, the vectorized equivalent channel model is the same as
the single-block solution in (2.48) with a rearranged equivalent channel matrix Heq of smaller
dimensions due to the use of less time slots T < 6. The generator matrix of the coded schemes
MG depicts the multi-block ST-coded configuration. It will consist of a block diagonal matrix
with the generator matrices of the 3× 3 TAST code or 2× 2 Silver code on its diagonal in the
multi-block schemes, as illustrated here:
MG,2−blocks =
[
MG,TAST 0
0 MG,TAST
]
; MG,3−blocks =
 MG,Silver 0 00 MG,Silver 0
0 0 MG,Silver

(5.2)
From the generator matrices, we can clearly see that these coding schemes would not be optimal
over a Rayleigh fading MIMO channel because of their limited transmit diversity gain. Consider
the two-blocks scheme with the 3×3 TAST code. The achieved diversity along with ML decoding
over a Nt×Nr = 6×6 Rayleigh fading channel will be d =Nr×Nt/2= 6×3= 18 because only 3
copies of each transmitted symbol will be present over 3 different antennas, whereas a 6×6 TAST
code can achieve the maximum diversity of the system d = Nr×Nt = 36.
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Figure 5.6: Different ST-coded SDM transmission schemes with the simulated optical channel (MS:
mode scrambler).
5.2.2 Performance of ML-decoded multi-block schemes
Using Monte Carlo simulations, we evaluate the average BER performance of the ML-decoded
multi-block ST schemes over the same previously defined 6× 6 SDM system. The transmission
system is shown in Fig. 5.6, and Fig. 5.7 shows the BER curves for two different fiber coupling
strengths along with mode scramblers after each FMA. The 2-blocks scheme absorbs all the SNR
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penalty at BER = 10−3 for strong coupling while the penalty is reduced to 0.5 dB for weak cou-
pling. The 3-blocks scheme shows an SNR penalty of 0.2 dB in strong coupling scenarios and a
1 dB penalty with weak coupling.
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Figure 5.7: Performance in terms of average BER versus SNR of multi-block ST schemes for 6× 6
MDM systems with mode scrambling, obtained through Monte Carlo simulations.
The increased penalty of the multi-block schemes is due to the fact that the ST codes average
the modal gains inside each block, mitigating intra-block MDL and neglecting inter-block MDL,
while the fully coded scheme averages the gains over all the modes. However, the ML decoding
complexity is greatly reduced (up to (2.18× 109)/(2.99× 106) ≈ 730 times faster decoding).
In conclusion, our second complexity-reducing strategy consisting in multi-block coded schemes
reduced the MDL-induced penalty in a 6×6 SDM system, where MDL levels as high as 10 dB are
observed, to a maximum of 1 dB from an MDL-free Gaussian channel. While the gains offered
by these schemes are lower than the ones of a fully-coded scheme, they are especially impressive
due to their complexity and scalability advantages.
If we divide SDM solutions from a crosstalk management point of view as in [176], three main
categories can be identified:
• weakly-coupled configurations such as MCFs with distant cores (hence with low spatial
density) or some FMFs with low crosstalk (but with high DMGD and scalability issues)
where MIMO processing is avoided in order to limit the complexity;
• strongly-coupled configurations such as most FMFs with a DGD minimized by engineering
the index profiles and inducing strong coupling that necessitates full-MIMO processing at
the receiver;
• and last but not least, strongly-coupled channels divided into weakly-coupled groups such
as multi-core fibers with few-mode cores or single-mode MCFs with different inter-core
distances.
160
5.3 Mode selection for SDM transmission systems
Among the three categories, the second is shown to achieve the highest spatial density defined as
the number of channels packed into a fiber of a given cross section [176]. We have demonstrated,
in this section, the benefits of multi-block ST-coding on a 6-mode SDM system belonging to this
category. Moreover, we believe that it can be a high-potential solution for both the second and third
categories where strongly-coupled configurations can be identified with heterogeneous sources of
loss disparities (such as various core-dependent losses/gains...).
5.3 Mode selection for SDM transmission systems
In the previous sections and chapter, we have shown through numerical simulations that ST coding
is a promising technique for MDM systems affected by non-unitary crosstalk and mode dependent
gains at amplifiers. Both effects result in an accumulated MDL that cannot be compensated with
MIMO equalization at the receiver because of the loss of energy and loss of orthogonality be-
tween the channels. ST coding, through both optimal and sub-optimal low-complexity schemes,
proved its ability to protect the multiplexed information symbols against MDL. However, what if
stringent limitations of the complexity of MIMO processing are imposed on transponders due to
limited speeds in electronic circuits implementing these algorithms? Would there be any alterna-
tive MIMO solutions? Would it be possible to use less modes at the transmitter for multiplexing
and less modes at the receiver for signal detection without compromising the system performance?
In [64], Winzer and Foschini analyzed an under-addressed SDM systemHM×M whereMT <M
modes are used at the transmitter and MR < M at the receiver. In their analysis, strong unitary
coupling was assumed and the channel matrix H was hence unitary. Under these assumptions,
they stated that the number of guided modes must match the number of processed modes at the
transponders in order to fully exploit the system. This is true for a unitary channel where the
capacity of the SDM MIMO system is equal to M times the capacity of a single-mode system.
Using less thanM modes at the transmitter under-utilizes the multiplexing capability of the channel
and detecting less thanM modes can result in an important loss of power coupled to the undetected
modes. Furthermore, in case the number of addressable modes at the transponders is less than
the number of modes supported by the fiber because of limited MIMO processing capabilities,
they propose a dynamic switching among modes at the transponders that achieves a better outage
probability than selecting a fixed combination (MT ,MR) of modes.
However, we have seen that imperfections in realistic SDM systems create MDL and lead to
a non-unitary SDM channel matrix. MDL reduces the capacity of the channel because the modes
are more or less privileged depending on the underlying optical components and fibers used in the
SDM link. Hence, it becomes interesting to identify the most privileged modes in a given link
configuration and select them for multiplexing at the transmitter and for detection at the receiver.
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Furthermore, in case an important portion of the power injected in these modes couples into other
propagating modes, initially unexcited at the transmitter, a larger set of modes can be used at the
receiver for detection. In [183, 184], a two-mode transmission involving the two degeneracies
of the LP11 mode propagating at the same velocity is performed on a 3-mode fiber with a large
DMGD. The transmission over LP01 mode was excluded because of the large DMGD. However, at
the receiver, all modes are detected in order to retrieve the energy coupled in the LP01 mode due to
imperfections in mode multiplexers and de-multiplexers. In [184], the experimental setup consists
in a back-to-back configuration (only 7 meters of fiber) and in [183], 20km of large-DMGD low-
coupling FMF and mode multiplexers with finite mode-rejection ratios are used.
In multi-antenna wireless communications, antenna selection has proven its worth by provid-
ing both a diversity order gain and an SNR gain. Indeed, a judicious choice of fewer transmit
antennas can improve the performance and increase the capacity of the system [185, 186]. In
this section, we suggest mode selection for MDL-impaired large SDM systems where DMGD is
managed optically (low-DMGD fibers) and electronically (OFDM with cyclic prefix + channel
shortening techniques). We investigate the system performance when selecting an appropriate
set of modes for multiplexing according to an energy criterion. Then, we enhance the system
performance by detecting a larger set of modes at the receiver.
5.3.1 Motivation and principle
Mode selection is motivated by the fact that the M propagating modes in an SDM system do
not observe the same losses since waveguide imperfections have different impacts on the modes.
Furthermore, the optical components inserted in the transmission link may have different modal
loss disparities depending on their design. We illustrate this observation through two examples.
First, consider an SDM channel impaired by misalignments at splices and bending losses as in
the first case study of the previous chapter. We simulate the channel modeled in (4.4) with K = 300
sections of 6-mode fibers with a parabolic index profile, a numerical aperture NA = 0.205 and a
core radius rc = 8.7 µm. A statistical analysis of the received energies over the 6 modes in 106
realizations of the channel matrix in (4.4) gives the probability distribution functions in Fig. 5.8 at
two different misalignment levels σx,y.
Some of the average received energies per mode in Fig. 5.8 are higher than one because the
total received energy is normalized to 6, the total number of modes. One of the selection strategies
may consist in defining an energy threshold and choosing the modes having an average received
energy higher than the defined threshold. The threshold can be adapted depending on the imposed
complexity constraint. For instance, for a misalignment std of 3%rc, the three modes LP01, LP11a
and LP11b can be selected and the other modes having the same weak average received energy can
be disregarded.
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Figure 5.8: PDFs of gains/losses of the 6 modes after propagating in a SDM system made of K = 300
misaligned sections with two different misalignment levels.
Second, consider a 6-mode SDM channel impaired by MDG at few-mode amplifiers as in
the second case study of the previous chapter. We look into the statistics of the various modal
losses/gains and coupling coefficients of the channel matrix in two different crosstalk scenarios.
In Fig. 5.9, using a color scale and a 6× 6 grid, we show the magnitudes of these coefficients
averaged over 106 realizations of the optical channel in strong and weak coupling scenarios. The
simulation parameters are the same as in the previous chapter.
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Figure 5.9: Average magnitudes of channel coefficients of a 6-mode SDM system impaired byMDG at
few-mode amplifiers in two coupling scenarios (The grid represents the channel matrixH and 1= LP01,
2= LP11a, 3= LP11b, 4= LP21a, 5= LP21b, 6= LP02).
We notice that in strong coupling scenario, small disparities appear among the modal gains
(diagonal of the 6× 6 grid representing the channel matrix H) due to the uniform distribution of
energy. Hence, mode selection is not very interesting in this case. On the other hand, in weak
coupling scenario, the colors show that 4 modes namely LP01, LP02, LP11a and LP11b are more
privileged than the others. The grid also shows that all modes do not couple in the same way.
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For both SDM channels modeled with an M×M matrix H, we can select a set of MT < M
modes to multiplex the data symbols at the transmitter and detect MR ≤M modes at the receiver
side as shown in Fig. 5.10. The new MIMO system is given by:
yMR×1 =HMR×MT xMT×1+nMR×1 (5.3)
where the channel matrix HMR×MT spans a subspace of HM×M. In wireless environments, transmit
antenna selection provides both a gain rate compared to single-antenna systems and a reduced
hardware cost because less radio-frequency (RF) circuits would be installed at the transmitter
(DACs, electrical amplifiers...). Different algorithms were proposed to find the set of optimal an-
tennas without an exhaustive search over all possible combinations [185, 186]. The same concept
is applied to SDM systems with a selection criterion consisting in choosing the MT modes hav-
ing the maximal average received energy after propagating in the MDL-impaired channel. At the
transmitter, all modes are excited with a unit energy ES = 1 and the average received energy is
computed for each mode over random channel realizations. This operation can be done during the
design of a given SDM link and implemented once and for all, for instance in prospective long-
haul SDM systems. In other applications where a feedback link might be present (which is not the
case of current long-distance optical links), mode selection can be realized dynamically in order
to adapt to any variation of the MDL statistics in the link.
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Figure 5.10: SDM transmission system with mode selection.
Mode selection at the transmitter and receiver sides reduces the complexity of MIMO pro-
cessing at the receiver because fewer symbols need to be decoded simultaneously compared to a
transmission over all the modes. In case mode selection is solely applied at the transmitter side
and all modes are detected at the receiver side, only a brief increase of complexity is envisaged
because we will still be detecting fewer symbols using more observations or more equations in the
linear channel model as explained in an application of mode selection to a 10×10 MDM scheme
in the next section.
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5.3.2 Application to a 10×10 MDM scheme
To show the benefits of mode selection over MDL-impaired optical systems, we consider the
MDM channel of the first case study in the previous chapter where MDL is induced by imperfect
splices and connections between fiber sections. Three MDM systems are analyzed supporting 3,
6 and 10 propagating modes respectively. K = 300 misaligned sections of gradient-index multi-
mode fibers with a parabolic profile are concatenated. The simulation parameters are summarized
in table 5.2 and the wavelength is fixed to λ = 1550 nm.
Table 5.2: Parameters of the graded-index fibers used in the simulation.
Number of modes NA rc(µm) misalignment std σx,y(µm)
3 0.205 6 {0.26,0.35}
6 0.205 8.7 {0.26,0.35}
10 0.205 10 {0.26,0.35}
The standard deviations of the misalignments are taken as absolute values because we are
comparing fibers with different core radii. They can represent two possible levels of splicing
precision. After simulating 106 realizations of the 6× 6 channel based on the 6-mode fiber and
a 10× 10 channel based on the 10-mode fiber, the modes with the highest received energies for
the 6-mode fiber (resp. the 10-mode fiber) are found to be the LP01, LP11a and LP11b (resp. LP01,
LP11a, LP11b, LP02, LP21a and LP21b).
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Figure 5.11: Performance in terms of average BER versus SNR of 3-mode fiber and 6-mode fiber
using MT transmit modes and MR modes at the receiver side, with a spectral efficiency of 6 bits/cu.
We compare the performance in terms of BER curves versus per-mode SNR. The modulated
symbols are taken from a 4-QAM constellation. At the receiver, an ML decoder searches for
the symbol that minimizes the quadratic distance with the received symbol. In Fig. 5.11, we
compare a 3-mode fiber to a 6-mode fiber with the selection of 3 modes (MT = 3) according to
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the above-mentioned energy criterion. The same spectral efficiency of 6 bits/cu is achieved in
both cases and the average received energy of the 6-mode system is normalized with respect to the
3-mode system. We observe that the 3× 3 channel in the 6-mode fiber performs worse than the
3×3 channel on the 3-mode fiber. This is due to important power leakage (coupling) in the other
three unexcited modes in the 6-mode fiber as can be seen in the statistics of the received energies
per mode in Fig. 5.8b. To retrieve this power loss, we increase the number of detected modes
(MR = 6). From the triangle-marked curves, at BER= 10−2, the 3×6 channel has an SNR gain of
0.5 dB (resp. 1.9 dB) compared to the 3×3 channel in the 3-mode fiber for σx,y = 0.26 µm (resp.
σx,y = 0.35 µm).
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Figure 5.12: Performance in terms of average BER versus SNR of 6-mode fiber and 10-mode fiber
using MT transmit modes and MR modes at the receiver side, with a spectral efficiency of 12 bits/cu.
In Fig. 5.12, we compare a 6-mode fiber to a 10-mode fiber with the selection of 6 modes
(MT = 6), at the same spectral efficiency of 12 bits/cu and the same average received energy
normalized with respect to the 6-mode system. At BER= 10−2, we notice that for σx,y = 0.26 µm,
the performance of the 6×6 channel on the 10-mode fiber is degraded by only 0.4 dB compared
to the 6×6 channel based on the 6-mode fiber. On the other side, for σx,y = 0.35 µm, the former
channel has a gain of 0.8 dB compared to the latter. This gain is explained by a lower power
leakage in the unexcited modes that suffer further losses. When we detect all modes in the 10-
mode fiber (MR = 10), a gain of 1.5 dB (resp. 2.5 dB) is obtained for σx,y = 0.26 µm (resp.
σx,y = 0.35 µm) compared to the 6×6 channel on the 6-mode fiber.
The above results show that mode selection is an efficient technique that can be used in SDM
systems based on low-DMGD MMFs with a large number of modes. An additional gain can
be obtained by increasing the number of detected modes at the receiver side to gain back the
power leakage in unexcited modes and therefore improve the performance of the system. While
we applied mode selection in an SDM system with misaligned fiber sections, we can foresee a
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broader field of applications of this technique. For instance, it is possible to start deploying an
SDM system with MMFs supporting a greater number of modes and selecting some modes along
with low-complexity MIMO schemes for the moment, while having an infrastructure prepared to
welcome higher-complexity MIMO solutions, in the future, in which all modes can be used for
multiplexing, once their real-time implementations become possible. Moreover, a combination of
mode selection and the previously studied low-complexity ST coding schemes over the selected
modes can be envisaged to improve the obtained performance because in this case, ST coding will
mitigate the residual MDL between the selected modes.
Summary
In this chapter, we suggested low-complexity MIMO schemes to mitigate MDL in SDM systems.
Two strategies were suggested to reduce the decoding complexity of ST-coded systems: on the one
hand, low-complexity ZF-DFE decoding was shown to be near-optimal and on the other hand, a
multi-block coding approach also showed interesting coding gains and a large potential for scala-
bility. In all investigated scenarios, for MDL levels as high as 10 dB, the low-complexity decoded
ST-coded scheme of a 6× 6 MDM system is at worst at 1 dB from its corresponding optimally
decoded scheme that matches the performance over an MDL-free Gaussian channel. Thus, we
traded a portion of the coding gains for a complexity reduction in order to ensure that the DSP
remains tractable. Apart from ST coding, we suggested another interesting strategy for large op-
tical MIMO systems impaired by MDL that consists in selecting an appropriate set of modes for
multiplexing, when the number of addressed modes at the transceivers is limited by the complex-
ity of MIMO processing in the electronic domain. Although we are not using the full-capacity
of the multi-mode fiber when selecting a subset of the propagating modes for multiplexing, we
showed through a numerical simulation that, for the same source of imperfection, the obtained
performance can match (and sometimes can be better than) the one over a multi-mode fiber with a
smaller core supporting the propagation of the same number of selected modes.
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Conclusions
The growth in bandwidth demand fueled by the increased number of users and machines connected
to the Internet will probably motivate major technological changes in future optical transmission
systems. Today, polarization multiplexing is a key-enabling technique for 40 Gb/s and 100 Gb/s
commercial products whereas a decade ago it was not even on the horizon until dual-polarization
coherent detection and de-multiplexing of the polarizations in the electronic domain were demon-
strated. This might be also the case for spatial division multiplexing.
In this thesis, we have proposed MIMO coding techniques, known as Space-Time codes, to
improve the performance of current and future generations of optical fiber MIMO links. Polar-
ization and space division multiplexing techniques offer both advantageous capacity gains as well
as opportunities for the integration of optical components, however at the cost of an increased
crosstalk that needs to be digitally managed. Given that this crosstalk is not always unitary and
may reduce the capacity of the optical MIMO channels, a simple inversion of the channel matrix
is not sufficient to undo the induced penalties.
For 2× 2 PDM systems where non-unitary crosstalk is referred to as PDL, we tested the
performance of various ST codes, called in this case Polarization-Time codes, taking into account
both linear and non-linear effects. The codes were implemented along with an OFDM format
to manage dispersion effects and limit the complexity of ML decoding. ST codes performed
differently than over a Rayleigh fading channel. The Silver code outperformed the Golden code,
the optimal code for 2× 2 Rayleigh channels, and the performance of the Alamouti code was
insensitive to PDL levels. Moreover, ST codes designed with unitary generator matrices did not
show an increased sensitivity to non-linear effects compared to uncoded transmissions.
To perceive the obtained performance, we carried out a theoretical analysis by computing
an upper bound of the error probability of a PDL-impaired PDM system. The obtained upper
bound showed a Gaussian-like behavior, i.e. the error probability decreased exponentially as a
function of the SNR just as the performance over an AWGN channel and unlike Rayleigh fading
channels where the error probability decreases as a power of SNR−1, known as the diversity of
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the transmission system. Hence, the PDL-impaired PDM system has an infinite diversity for
finite levels of PDL and the application of ST codes can bring coding gains by increasing the
minimal distance between codewords. Through this analysis, we explained the performance of the
investigated codes and found design criteria of optimal PT codes for PDM systems. The minimal
distance achieved by the Silver code was found to be larger than that of the Golden code, and the
minimal distance of the Alamouti code was found to be independent of PDL. Furthermore, we
found that the gains brought by ST codes and FEC codes summed up thanks to the Gaussian-like
behavior of the error probability.
After understanding the benefits of PT codes, we conducted a transmission experiment of
ST codes over 1000 km of SSMFs emulated using a recirculating loop to take into account more
complicated channel effects such as interactions of PDLwith PMD and distributed ASE noise. The
experimental results validated the numerical simulations and the theoretical analysis proving that
the implementation of redundancy-free PT codes in future transmission systems is very beneficial
for mitigating PDL levels as high as 6 dB.
Then, we have investigated the use of ST coding in 3-mode and 6-mode SDM systems with
various sources of non-unitary crosstalk referred to as MDL. In particular, full-rate TAST codes
were able to remove alone the penalties induced by misaligned fiber splices and connections.
When high MDL levels up to 10 dB arising from the accumulation of important mode dependent
gains at in-line optical amplifiers were observed, TAST codes complemented optical solutions,
such as mode scramblers at amplification stages or strong-coupling fibers, in removing the MDL-
induced penalties. Hence, ST coding can be implemented as a standalone transmitter-side solution
for MDL or as a complementary solution depending on the coupling properties of the installed
FMFs.
Finally, we were interested in the scale-up possibilities of ST coding for larger SDM systems
(M > 6). Even though a reduced-complexity lattice decoder, the sphere decoder, was used to
implement the ML criterion and optimally decode the ST-coded schemes, the obtained complex-
ity can rapidly increase with the dimensions of the system. Thus, we suggested low-complexity
implementations of ST coding that traded a fraction of the optimal performance with a complex-
ity reduction. ZF-DFE decoding and a multi-block coding approach showed both a near-optimal
performance with, at worst, a 1 dB SNR gap to their corresponding fully-coded and optimally-
decoded schemes. Later, apart from ST coding, we proposed a criterion of transmit-side mode
selection over SDM systems impaired by MDL to enhance their performance and limit the decod-
ing complexity and hardware cost of optical transceivers.
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Outlook
These observations pave the way for further investigations of the benefits of redundancy-free ST
coding in optical MIMO systems. Among the many lines of research, we develop four that we
consider as the most interesting:
• Code design for optical MIMO communications: based on the derived criterion for PDM
systems, we can search for the coding schemes that best match the orthogonality constraints
without reducing the multiplexing gain. Besides, the derived upper bound and design criteria
can be further analyzed to include the statistics of PDL such as the Maxwellian distribution
of ΓdB. On the other hand, a theoretical analysis of MDL-impaired SDM systems can be
carried out to extract design rules of codes dedicated for these systems. To do so, a compact
SDM channel model is needed.
• Enhanced SDM channel models and experimental validation: in order to focus on MDL,
we disregarded the polarization dimension as well as heterogeneous MCF/MMF SDM solu-
tions. However, we can consider new SDM channel models with different MDL sources and
polarization-multiplexed SDM channels where PDL can be added as another performance-
limiting effect and test new ST coding schemes. Later on, SDM transmission experiments
can be carried out to take into account the interaction of modal dispersion and MDL that
will result in a frequency dependent MDL, the non-whiteness of noise for a finite number
of noise sources and eventually the non-linear effects for high input power levels.
• Reduced complexity solutions for optical MIMO communications: we have used the sphere
decoder as a reduced-search lattice decoder to implement the ML criterion. Other decoders
can be tested such as the stack decoder or its low-complexity enhanced spherical-bounded
version. A joint decoding of the ST and FEC codes can also be considered. Besides, the
multi-block coding approach and mode selection can be extended to hybrid MCF/MMF so-
lutions where various levels of MDL can be observed among subsets of channels depending
on the underlying fiber technology. In some of these schemes, a decomposition of the equiv-
alent channel matrix into independent sub-blocks is possible, enabling a low-complexity
decoding of the system by processing the sub-blocks in parallel.
• Mitigation of non-linear effects using full-rate MIMO coding: another important research
field in the domain of optical transmission systems is the mitigation of non-linear effects.
Assessing the benefit of using MIMO coding to achieve that in various optical MIMO
schemes (PDM,SDM and WDM) is an interesting research line.
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Appendix A
OSNR Sensitivity
We remind the reader of the SNR sensitivities of various modulation formats used in the report,
through BER curves averaged over an AWGN channel:
y= x+n (A.1)
where n is the noise vector with i.i.d. complex Gaussian components of zero mean and variance
2N0 and x the vector of transmitted symbols with a unit average symbol energy ES = 1.
First, we show the BER curves as a function of the symbol SNR = ES/2N0 for OOK, BPSK,
4-QAM or QPSK, circular and rectangular 8-QAM, and rectangular 16-QAM.
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Figure A.1: SNR sensitivities of various modulation formats: average BER versus SNR = ES/2N0
over an AWGN channel.
While we increase the spectral efficiency by using higher-order modulations, we minimize
the minimum distance between constellation points which explains the performance degradation.
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The rectangular 16-QAM has a 7 dB penalty compared to 4-QAM. The rectangular 8-QAM has
a 4.5 dB penalty compared to 4-QAM while the circular version brings a 0.5 dB enhancement
resulting in a 4 dB penalty. As for OOK and BPSK that have the same spectral efficiency, BPSK
has a better sensitivity of 3 dB due to its larger minimum distance for the same average energy.
The BER curves can also be given as a function of the per-bit signal-to-noise ratio SNRbit =
Eb/2N0 where Eb = ES/kc, kc being the number of bits carried by each modulated symbol.
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Polarization of light
A 
B 
Figure B.1: The polarization ellipse completely describes the polarization state: A is the major semi-
axis, B the minor semi-axis, ψ the orientation of the ellipse (tilt or azimuthal angle), χ = arctan(B
A
)
the ellipticity angle, and h=±1 the sense of rotation (Image source: Wikimedia Commons).
We briefly recall in this appendix the characterization of the polarization of classical electro-
magnetic waves. The simplest manifestation of polarization to visualize is that of a plane wave,
which is a good approximation of most light waves. For plane waves, Maxwell’s equations require
that the electric and magnetic fields be perpendicular to the direction of propagation and to each
other. Conventionally, when considering polarization, the electric field vector is described and
the magnetic field is ignored since it is perpendicular to the electric field and proportional to it.
The electric field vector of a plane wave may be arbitrarily divided into two perpendicular com-
ponents labeled x and y (with z indicating the direction of propagation). For a simple harmonic
wave, where the amplitude of the electric vector varies in a sinusoidal manner in time, the two
components have exactly the same oscillating frequency ω . However, these components have two
other defining characteristics that can differ. The two components may not have the same ampli-
tude and may not have the same phase, hence they may not reach their maxima and minima at the
same time. In a Cartesian plane, the electrical field e=
[
Ex
Ey
]
of a sinusoidal wave traveling in a
medium can be characterized by the normalized Jones vector:
en =
[ |Ex|exp(iφx)
|Ey|exp(iφy)
]
=
[
cosθ
sinθ exp(iφ)
]
and θ = arctan
( |Ey|
|Ex|
)
(B.1)
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with e = ‖e‖en and where θ describes the relation between the amplitudes of the electric field
components in the x and the y directions and φ is the relative phase shift between the electric field
components in the x and y directions. Both θ and φ define a polarization state of an electric field.
At a fixed point in space, the electrical vector traces out an ellipse in the (x,y) plane shown in
Fig. B.1. φ gives the ellipticity of the state and θ describes the azimuth or the orientation in the
(x,y) plane of the major axis of the polarization ellipse. The major and minor axis A and B in
Fig. B.1 are related to θ and φ by:
A= ‖e‖
√√√√1+√1− sin2(2θ)sin2φ
2
and B= ‖e‖
√√√√1−√1− sin2(2θ)sin2φ
2
(B.2)
The orientation of the ellipse is given by tan2ψ = tan2θ cosφ . When φ = 0,±pi/2,pi , the light
is linearly polarized and the ellipse collapses to a line. φ = ±pi/4,±3pi/4 defines a circular
polarization.
An alternative representation to describe the state of polarization (SOP) of an optical signal is
the Stokes parameters S0→3 which can also describe partially polarized or un-polarized light. An
additional advantage of using Stokes parameters is that they express the SOP in term of optical
powers instead of the electric field, which is more straightforward to measure. The Poincaré sphere
is a graphical representation of the SOP that uses the normalized Stokes parameters S1→3 as the
axes of a 3-dimensional coordinate system. Fully polarized light can be described by a point on
the sphere whereas partially or un-polarized light is described by a point within the sphere. The
Stokes parameters are related to the ellipse parameters and the Jones vector representation by the
following equations:
S0 = |Ex|2+ |Ey|2 = A2+B2
S1 = |Ex|2−|Ey|2 = (A2−B2)cos2ψ
S2 = 2Re(ExE
∗
y ) = (A
2−B2)sin2ψ
S3 = 2Im(ExE
∗
y ) = 2ABh
(B.3)
Figure B.2: Representation of the Poincaré sphere with the three Stokes parameter S1→3 (Image
source: Wikimedia Commons).
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Matrix Operations
The main matrix operations used in the thesis are recalled in this appendix. More details on each
decomposition algorithm can be found in [187].
Frobenius norm
The Frobenius norm of an N×N matrix H is the Euclidean norm on CN defined as:
‖H‖F =
√√√√ N∑
i=1
N
∑
j=1
|hi j|2 =
√
trace(H†H) =
√
N
∑
i=1
σ2i (C.1)
where σi are the singular values ofH and trace is the trace function (sum of the diagonal elements).
Eigenvalue and Singular Value Decomposition
An eigenvalue and eigenvector of a square N×N matrix H are a scalar λ and a non-zero vector
eN×1 such that:
He= λe (C.2)
If H has N linearly independent eigenvectors ei then it can be factorized as:
H= EΛE−1 (C.3)
where E is a square N×N matrix whose ith column is the eigenvector ei of H and Λ is a diagonal
matrix whose elements are the corresponding eigenvalues. IfH is Hermitian (H† =H), E is unitary
and Λ has only real values. If H is unitary, Λ has complex values over the unit circle.
Computing the eigenvalues can be done using the characteristic polynomial:
p(λ ) = det(H−λ I) = 0 (C.4)
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where det(·) is the determinant of the matrix. Then for each eigenvalue λi, the corresponding
eigenvector is found by solving:
(H−λiI)ei = 0 (C.5)
using any method for solving a linear system (Gaussian elimination...).
On the other hand, a singular value and pair of singular vectors of a square or rectangular
matrix H are a non-negative scalar σ and two non-zero vectors u and v such that:
Hv = σu (C.6)
H†u = σv (C.7)
There exists a factorization called the singular value decomposition (SVD) of the form:
H= UΣV† (C.8)
where U and V are unitary matrices and Σ a diagonal matrix with non-negative real numbers.
SVD is closely related to the eigenvalue decomposition: the left singular vectors of H are the
eigenvectors of HH†, the right singular vectors of H are eigenvectors of H†H, and the non-zero
singular values of H are the square roots of the non-zero eigenvalues of both H†H or HH†.
QR decomposition
The QR decomposition also called QR factorization of a real square N×N matrix H is a decom-
position of H into an orthogonal matrix Q and an upper triangular matrix R such as:
H=QR (C.9)
If H is non-singular, the factorization is unique. There are several methods for computing the QR
decomposition. A popular one is the Gram-Schmidt process. Consider the columns hi,{i : 1→ N}
of H. The Gram-Schmidt orthonormalization consists of:
u1 = h1, e1 =
u1
‖u1‖ ,
u2 = a2−〈a2,e1〉e1, e2 = u2‖u2‖ ,
uk+1 = ak+1−〈ak+1,e1〉e1−·· ·−〈ak+1,ek〉ek, ek+1 = uk+1‖uk+1‖ .
(C.10)
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where ‖ · ‖ is the Euclidean norm and 〈a,b〉 = aTb is the scalar product of two column vectors.
The resulting QR factorization yields:
H= [h1,h2, · · ·hN ] = [e1,e2, · · ·eN ]

〈a1,e1〉 〈a2,e1〉 · · · 〈aN ,e1〉
0 〈a2,e2〉 · · · 〈aN ,e2〉
...
...
. . . . . .
0 0 · · · 〈aN ,eN〉
=QR (C.11)
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The Sphere Decoder
We consider the lattice Λ = {Heq,RuZ} where uZ is an n×1 vector in Zn, n being the dimension
of the lattice. Heq,R is the equivalent channel matrix defined in (2.50). The information symbols in
the vectorized real-valued transmitted vector sZ in (2.50) are taken from a q-QAM constellation.
Hence, the search algorithm will look for a point in a subset A of Λ. For simplicity, we drop the
indices R and Z in the following.
y¢
Asubset 
Figure D.1: An illustration of a sphere centered at the received symbol in a 2-dimensional lattice.
The sphere decoder consists in searching for the lattice point in A that is closest to the received
point y
′
, inside an n-sphere of radius CSD centered at the noisy received symbol y
′
which is not a
lattice point as shown in Fig. D.1. The distance d(y
′
,a) between any point a in the subset A and y
′
inside the sphere is inferior toCSD.
d(y
′
,a)2 ≤C2SD (D.1)
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This distance can be expressed as:
d(y
′
,u)2 = ‖y′−a‖2
= ‖y′T −aT‖2
= ‖zTHTeq− sTHTeq‖2
= ‖(zT − sT )HTeq‖2
= (zT − sT )HTeqHeq(z− s) (D.2)
where z = H−1eq y is the ZF point. Heq is a square real matrix that can be rewritten using the QR
decomposition into Heq =QR where Q is an orthogonal matrix and R an upper triangular matrix
(a Cholesky decomposition can also be used). Now the distance can be further developed:
d(y
′
,a)2 = (zT − sT )RTR(z− s) (D.3)
= ‖R (z− s)‖2 (D.4)
=
n
∑
i=1
(
Rii(zi− si)+
n
∑
j=i+1
Ri j(z j− s j)
)2
(D.5)
If we note qii = Rii, i= 1 . . .n and qi j = Ri j/Rii, (D.1) can be expressed as:
n
∑
i=1
qii
(
(zi− si)+
n
∑
j=i+1
qi j(z j− s j)
)2
≤C2SD (D.6)
The bounds on a coordinate si depend on the values of s j>i. Hence, we can bound each coordinate
si, i= 1 . . .n: ⌈
−
√
Θi
qii
+Ωi
⌉
≤ si ≤
⌊√
Θi
qii
+Ωi
⌋
(D.7)
where Θi and Ωi correspond to:
Ωi = zi+
n
∑
j=i+1
qi j(z j− s j) (D.8)
Θn = C
2
SD (D.9)
Θi−1 = Θi−qii (Ωi− si)2 (D.10)
we note bi = [b
in f
i b
sup
i ] the upper and lower bound of si.
The sphere decoder searches the lattice points in A satisfying these bounds going through
the sphere from its surface towards its center. It starts by the nth coordinate whose value is chosen
inside the range determined by the bounds bin fn ≤ sn ≤ bsupn . Apart from being bounded, the chosen
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coordinate must belong to the considered q-QAM constellation, i.e. taken from A. This constraint
can be easily implemented for rectangular q-QAMs but an extra test procedure is needed for exotic
q-QAMs such as circular ones.
Next, the bounds and the value of the (n− 1)th coordinate are computed. We choose in the
same way all the coordinates si until we reach s1 and obtain the n coordinates of a lattice point ŝ1
inside the sphere. If, at a certain step, a bound inversion occurs, i.e. bin fi > b
sup
i , i< n, we have to
go up to the step i−1 and test other values of si−1, then find new bounds for si. This lattice point
search process can be seen as a search in a tree of depth n. Later on, the distance of ŝ1 from the
center of the sphere is computed:
d(y
′
, ŝ1)
2 =C2SD−Θ1+q11 (Ω1− s1)2 (D.11)
and the new sphere radius is adjusted to CSD = d(y
′
, ŝ1). The search procedure is then repeated
in order to find a new lattice point ŝ2 inside the new smaller sphere. At a certain point, no more
lattice points will be found inside the sphere, indicated by an inversion of the calculated bounds
(bin fn > b
sup
n ) and the last estimated lattice point is the closest to the received symbol, in other
words the ML estimate.
If the initial radius CSD is too small, no lattice points will be found and the radius has to be
increased. A judicious choice of the initial radius is given in (2.53) in function of the noise variance
and the smallest singular value of the channel. In this case, the decoding complexity of the sphere
decoder can be approximated by [156]:
O
(
n2×
(
1+
n−1
4dC2SD
)4dC2SD)
(D.12)
where d−1 is a lower bound of the singular values of the matrix HeqHTeq. For C2SD ≈ d−1, the
decoding complexity can be approximated by O(n6). More details on the sphere decoder as well
as a flow chart can be found in [155].
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Condensed French Version
Techniques Émergentes de Codage Espace-Temps
pour les Systèmes de Communications Optiques
E.1 Introduction
Des réseaux d’accès et métropolitains jusqu’aux liens terrestres et transocéaniques de longue dis-
tance, les fibres optiques sont les transporteurs inégalés de trafic de données partout dans le monde,
principalement en raison de leur capacité à transporter la lumière modulée sur de longues distances
avec une faible atténuation et sur une large bande passante. Au cours des vingt dernières années,
les systèmes de communication basés sur la fibre optique ont connu une évolution importante et
régulière afin de répondre à la demande croissante de débits élevés dans des environnements qui
deviennent, de plus en plus, axés sur l’information numérique. Le nombre toujours croissant d’uti-
lisateurs et de machines connectés à Internet affirme l’urgente nécessité d’augmenter la capacité de
transport de données de chaque fibre optique installée dans le réseau dorsal (backbone) du système
mondial de télécommunications.
Selon le rapport Visual Networking Index (VNI) 2014 de Cisco [4], le trafic IP mondial a
quintuplé au cours des 5 dernières années, et va tripler au cours des 5 prochaines années. En
particulier, le trafic Internet d’heure chargée (la période de 60 minutes la plus occupée dans une
journée) croît plus rapidement que le trafic Internet moyen et atteindra 1 Pétabits par seconde
(Pb/s) en 2018 tandis que le trafic Internet moyen atteindra 311 Térabits par seconde. En outre,
le trafic dans la région métropolitaine d’une métropole ou d’un pays (à l’échelle de 100 à 1000
km) devrait dépasser le trafic long-haul (couvrant de plus longues distances ≥ 1000 km) en 2015,
et représenterait ainsi 62% du trafic total IP vers 2018. Ceci est partiellement due à l’installation
extensive des réseaux régionaux de distribution de contenu offrant, entre autres, des services de
vidéo à la demande. Les taux de croissance du trafic IP seront également stimulés par le trafic
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provenant de nouveaux objets et périphériques connectés tels que les téléviseurs intelligents, les
tablettes, les smart-phones et d’autres appareils mobiles ainsi que des services dits “machines à
machine".
Afin de répondre à ces demandes croissantes et urgentes de débit, la recherche en commu-
nications sur fibre optique a dévoilé un certain nombre de solutions innovantes qui ont conduit
au déploiement de systèmes de transmission optique à très haut débit. Ces solutions impliquent
l’exploration et l’utilisation de nombreux degrés de liberté dans une fibre mono-mode standard
(SSMF) :
1. Amplitude & Temps : Les premiers systèmes de transmission optique commercialisés
consistaient en une modulation d’intensité (On-Off Keying ou OOK) de la lumière à l’émet-
teur et une détection directe au niveau du récepteur. Sans aucun traitement avancé au niveau
du récepteur, les débits obtenus garantissant une qualité de signal acceptable atteignaient 10
Gigabits par seconde (Gb/s) sur des distances importantes. L’augmentation des débits à 40
et 100 Gb/s en couvrant les mêmes distances de transmission n’était pas possible à cause des
exigences de meilleur rapport signal-sur-bruit optique (OSNR) et d’une robustesse diminuée
à la dispersion chromatique et la dispersion modale de polarisation (PMD).
2. Longueur d’onde : Le développement impressionnant des amplificateurs optiques a permis
la transmission de plusieurs longueurs d’onde (ou fréquences) indépendamment modulées
sur des milliers de kilomètres sans régénération opto-électrique, un système connu sous le
nom de multiplexage en longueur d’onde (WDM) illustré à la fig. E.1a. Les systèmes WDM
modernes peuvent transmettre jusqu’à 80-100 canaux en parallèle sur une fenêtre spectrale
de 4 THz partitionnée en une grille de 50 GHz. Chaque longueur d’onde peut être modulée
à 10, 40 ou actuellement 100 Gb/s, offrant ainsi des capacités totales supérieures à 1 Térabit
par seconde (Tb/s) sur une seule fibre.
3. Phase :Bien que des modulations binaires de déplacement de phase de type BPSK associées
à une détection directe ont été envisagées pour renforcer la sensibilité OSNR par rapport à
l’OOK, une solution innovante offrant une capacité accrue et plus de robustesse aux effets
linéaires du canal optique était nécessaire. La bien-connue détection cohérente est réappa-
rue comme un outil-clé pour les liaisons optiques à haute capacité, forte des innovations
dans les domaines des dispositifs électroniques fonctionnant à haute vitesse et du traitement
numérique des signaux. En donnant accès à la fois, à l’amplitude et à la phase du champ
optique, les récepteurs cohérents permettent d’augmenter à la fois, le débit et la distance de
transmission, des liens optiques grâce à l’égalisation dans le domaine électronique des effets
nuisibles du canal optique, principalement les effets de dispersion, à l’aide des techniques
de pointe de traitement numérique du signal (DSP). Des débits binaires nets de 40 Gb/s par
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longueur d’onde et par fibre ont été obtenus sur des milliers de kilomètres en utilisant une
modulation par déplacement de phase en quadrature (QPSK).
4. Polarisation : La détection cohérente peut également donner accès à l’état de polarisation
du champ électrique de l’onde optique. Tout champ électrique peut être exprimé sous forme
vectorielle en fonction de deux états de polarisation orthogonaux arbitraires (appelés aussi
modes de polarisation). Le multiplexage en polarisation (PDM ou Pol-Mux) illustré à la
fig. E.1b, a permis l’augmentation du débit de transport de données jusqu’à 100 Gb/s par
longueur d’onde par fibre. Cette technique consiste à envoyer des symboles de données indé-
pendants sur deux états de polarisation orthogonaux, et donc de doubler l’efficacité spectrale
de la transmission optique tout en conservant l’infrastructure existante des précédents sys-
tèmes optiques à une seule polarisation. En effet, sur la même largeur de bande spectrale,
avec les mêmes sensibilités OSNR et les mêmes taux d’échantillonnage au niveau des trans-
pondeurs (soit l’exemple de circuits intégrés fonctionnant à 28 GSymboles/s ou GBaud), un
débit binaire total de 2 pol× 2 bits/pol× 28 = 112 Gb/s peut être atteint par un système
PDM-QPSK.
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FIGURE E.1: Le multiplexage dans les systèmes de transmission optique : Wavelength Division Mul-
tiplexing (WDM), Polarization Division Multiplexing (PDM), Spatial Division Multiplexing (SDM).
Les transpondeurs optiques à 100 Gb/s sont déjà commercialisés, et en R& D, des solutions de
faible coût et moins consommatrices d’énergie sont étudiées pour fournir bientôt un débit de
400 Gb/s par longueur d’onde et par fibre sur l’infrastructure actuellement déployée. Des modula-
tions d’amplitude en quadrature à 16 états (16-QAM), un multiplexage par répartition orthogonale
en fréquence (OFDM) ou d’autres formats multi-porteuses, ainsi que des techniques avancées de
codage correcteur d’erreurs (FEC) sont des candidats prometteurs pour atteindre cet objectif. Ce-
pendant, la sensibilité accrue des formats de modulation d’ordre supérieur au bruit et aux nuisances
introduites par le canal de transmission nécessitera des niveaux d’OSNR plus élevés, et d’autre
part, la mise en œuvre d’algorithmes de décodage de codes FEC plus avancés, requiert des circuits
intégrés de plus en plus grands et dissipant plus de puissance. En plus de cela, la capacité des
187
Appendix E
liaisons optiques à base de fibres mono-mode connaît une limite fondamentale en raison des effets
non-linéaires dans la fibre (principalement l’effet Kerr : un changement de l’indice de réfraction de
la fibre en fonction de l’intensité du champ électrique se propageant dans celle-ci). Par conséquent,
la capacité ne sera pas en mesure de dépasser un certain pic lorsque l’on augmente la puissance
du signal injecté dans la fibre ; un pic qui diminue avec la longueur du lien optique [1, 5, 6]. En
effet, tandis que les capacités maximales réalisées dans les dernières expériences de transmission
double chaque année et demie, le produit distance-capacité maximal double tous les cinq ans [7].
Ainsi, une solution de rupture est nécessaire pour faire face à la demande croissante de capacité.
La dimension spatiale est un degré de liberté qui n’a pas encore été utilisé dans la fibre pour le
multiplexage de données, et est intensément à l’étude aujourd’hui afin de fournir le prochain gain
en capacité. Le multiplexage spatial (SDM) peut être réalisé avec des fibres multi-mode (MMF)
présentant un large diamètre de cœur et permettant ainsi la propagation de plus d’un mode spatial
à l’opposé des fibres mono-mode actuellement déployées comme illustré à la fig. E.1c. Le multi-
plexage spatial peut également être réalisé par l’utilisation de fibres multi-cœur (MCF) qui ont plus
d’un cœur dans la même gaine. Les modes spatiaux ou cœurs disponibles forment un ensemble
orthogonal de canaux sur lequel des données indépendantes peuvent être multiplexées.
Un système de transmission optique WDM/SDM/PDM s’impose fortement comme une solu-
tion d’avenir pour atteindre des débits de l’ordre de quelques Pétabits/s dans les futurs systèmes
de transmission de données à ultra haut-débit. Outre l’augmentation de la capacité par fibre, un
avantage important du déploiement, dans l’avenir, de systèmes SDM plutôt que de l’ajout de plu-
sieurs fibres mono-mode, est la possibilité d’intégrer les composants qui constituent le lien optique
(un seul amplificateur optique pour tous les canaux, des transpondeurs intégrés ...). L’intégration
permettrait ainsi d’éviter la multiplication du coût et de la consommation d’énergie du système de
transmission par le même facteur d’augmentation de la capacité. Cependant, le partage du même
espace par les différents canaux amène avec lui de la diaphonie entre ces canaux ainsi que des
interactions différentes entre chaque canal et le milieu de propagation, ce qui peut sérieusement
dégrader la performance du système. Afin de garantir une communication fiable et cibler de bonnes
performances sur ces systèmes à haut-débit densément multiplexés, ces problèmes de diaphonie
et de comportements différentiels doivent être résolus.
E.1.1 Objectifs et contributions de la thèse
Dans cette thèse, nous proposons de nouvelles techniques de traitement numérique du signal pour
améliorer la performance des solutions de multiplexage pour les systèmes de transmission optique
à haut débit d’aujourd’hui et de demain affectés par des effets de diaphonie non-unitaire. Par non-
unitaire, nous décrivons les effets provoquant une perte d’orthogonalité et/ou une perte d’énergie
entre les canaux sur lesquels les données sont multiplexées. Alors que les transpondeurs cohérents
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utilisés actuellement sont équipées d’égaliseurs linéaires qui traitent des effets de dispersion (dis-
persion chromatique et PMD) qui sont par nature unitaire, ils ne permettent pas de s’affranchir
des effets non-unitaires. Plus particulièrement, nous nous intéressons à combattre les pertes dé-
pendant de la polarisation (resp. des modes spatiaux) qui limitent la capacité d’un système PDM
(resp. SDM), en utilisant des techniques de codage conçues pour les canaux à entrées multiples et
à sorties multiples (MIMO).
En 2010, Mumtaz et al. [8] ont montré qu’une famille de codes dits codes Espace-Temps, ini-
tialement conçus pour les systèmes multi-antenne sans fils, peuvent efficacement atténuer l’impact
de la perte dépendante de la polarisation (dite polarization dependent loss ou PDL) dans les sys-
tèmes PDM. Des simulations numériques et une démonstration expérimentale préliminaire ont été
menées. Les performances obtenues sur le canal optique ont montré des différences significatives
en termes de taux d’erreur binaire TEB (ou bit error rate BER) si on les compare aux performances
obtenus sur un canal sans fil à évanouissement de type Rayleigh. Ces résultats ont initié ce travail
de thèse qui a commencé en octobre 2011 et dont l’objectif est de développer davantage les ré-
sultats obtenus et de proposer des solutions de codage spatio-temporel (ou ST pour Space-Time)
pour les systèmes de transmission à multiplexage spatial SDM.
Dans ce projet de thèse, un cadre de simulation a été construit où un système de transmission
PDM-OFDM est défini et la résistance des codes ST aux effets linéaires et non-linéaires du canal
optique a été évaluée. Le format OFDM a été choisi comme format de modulation préféré vu qu’il
assure une mise en œuvre à faible complexité des solutions de codage ST. Ensuite, nous avons
utilisé un modèle global de canal optique affectée par la PDL pour calculer une limite supérieure
de la probabilité d’erreur de la transmission sur ce canal, dans le but d’expliquer les différences
observées par rapport au canal sans-fil et d’en déduire des règles de construction de codes ST
appropriées au canal optique avec PDL. En outre, sachant que la plupart des systèmes actuels de
transmission optique utilisent des codes correcteurs d’erreurs (forward error correcting ou FEC)
pour améliorer la performance ou la portée en ajoutant de la redondance à travers des bits de parité
qui offrent la possibilité de corriger des erreurs, nous avons ajouté un module FEC à notre système
et avons observé une sommation des gains de codage FEC et codage ST. Cette sommation inat-
tendue a également été expliquée à l’aide de l’analyse de la probabilité d’erreur du canal optique.
Ces études ont été complété par une validation expérimentale de la compensation des pénalités
causées par la PDL. À cette fin, un banc expérimental constitué d’une boucle à recirculation com-
portant un composant optique ayant une PDL non-négligeable a été construit dans les laboratoires
de Télécom ParisTech. Nous avons démontré, pour la première fois, la compensation des pénalités
causées par la PDL distribuée dans un système optique PDM de 1000 km de longueur, en utilisant
des codes ST. L’ensemble du travail réalisé est récapitulé par la suite dans la section “Codage
Polarisation-Temps pour les systèmes de transmission optique PDM-OFDM”.
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En un second temps, après avoir analysé en profondeur la réduction des pénalités de la PDL,
nous nous sommes intéressés à combattre les pertes dépendant des modes spatiaux (ou Mode
dependent loss, MDL) dans les systèmes de transmission avec multiplexage de modes spatiaux
(Mode Division Multiplexing ou MDM), une sous-catégorie des systèmes SDM. La MDL peut
sérieusement détériorer la performance des systèmes de transmission MDM. Différentes combi-
naisons de disparités de pertes entre les modes peuvent survenir dans ces systèmes où un nombre
maximum de modes est souhaitée afin d’augmenter la capacité. Les progrès les plus récents dans
les technologies de fibres optiques ont conduit à la fabrication de fibres qui soutiennent la propaga-
tion d’un petit nombre de modes, habituellement 3 ou 6 modes spatiaux, et qui ont des propriétés
intéressantes [9, 10]. Ces fibres sont appelées few-mode fibres (FMF) ou fibres à quelques modes.
Des composants optiques supportant quelques modes de propagation tels que des amplificateurs
optiques ont été également conçus et optimisés. La mise à l’échelle de ces technologies pour
supporter un plus grand nombre de modes est encore un véritable défi. Dans notre travail, nous
avons considéré deux principales sources de MDL résultant des imperfections dans les fibres FMF
(courbures, épissures et connexions...) ou des disparités de gain dans les amplificateurs optiques
few-mode (FMA) périodiquement insérée dans un lien pour compenser l’atténuation de la fibre.
Dans les deux cas, nous avons réussi à éliminer complètement les pénalités causées par des niveaux
importants de MDL en utilisant des codes ST en tant que solutions autonomes ou en complément
à certaines techniques optiques réduisant la MDL dans le canal.
Enfin, nous nous sommes concentrés sur l’étude de la complexité et de la mise à l’échelle des
solutions de codage ST. Un inconvénient majeur de ces solutions est l’augmentation sensible de
la complexité de leur décodage avec la dimensions du système MIMO en question. En négociant
une partie des gains de codage obtenus pour réduire d’une manière significative la complexité
de décodage, nous avons réussi à définir deux schémas de codage ST quasi-optimaux qui peuvent
être facilement adaptés pour les systèmes MIMO de plus grandes dimensions. Par ailleurs, outre le
codage ST, et en tenant compte des particularités de certains effets de diaphonie inter-modale dans
les fibres multi-mode et les composants optiques associés, nous avons proposé des techniques
de sélection de modes pour les systèmes MDM dans lesquels les meilleurs modes peuvent être
sélectionnés pour le multiplexage de données, réduisant ainsi la complexité du DSP au niveau des
transpondeurs, tout en garantissant une qualité de transmission améliorée. L’essentiel du travail
réalisé sur les systèmes à multiplexage spatial est récapitulé par la suite dans la section “Codage
Espace-Temps pour les systèmes de transmission optique SDM-OFDM”.
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E.2 Codage Polarisation-Temps pour les systèmes de transmission
optique PDM-OFDM
L’utilisation optimale des nombreux degrés de liberté dans une fibre optique est une solution clé
pour l’augmentation exponentielle des demandes de capacité sur les réseaux de fibres optiques mé-
tropolitains et de très longue distance. Au cours des dernières années, la détection cohérente [25] a
remplacé les systèmes de détection directe offrant ainsi une sensibilité accrue au niveau du récep-
teur et permettant l’utilisation de formats de modulation multi-niveaux. En outre, le multiplexage
en longueurs d’onde (WDM) a rendu possible la transmission de nombreuses longueurs d’onde
indépendantes (80 à 100) sur la même fibre offrant une importante croissance de la capacité des
réseaux optiques. De plus, le multiplexage en polarisation dans les systèmes à détection cohé-
rente (PDM) [25, 43] a été adopté pour doubler la capacité de la liaison optique en envoyant deux
signaux indépendants sur deux états de polarisation orthogonaux, utilisant ainsi l’amplitude, la
phase et la polarisation du signal optique transmis.
Cependant, l’augmentation de l’efficacité spectrale d’une transmission optique, définie comme
la quantité d’information envoyée par utilisation du canal, en utilisant le multiplexage se produit au
détriment d’une possible réduction de la performance du système de transmission. Ceci est princi-
palement dû à des effets de diaphonie et de différentiel de temps de propagation entre les différents
canaux ainsi que des pertes différentielles entre les canaux multiplexés comme notamment la PDL
(polarization dependent loss) dans les systèmes PDM [50]. Ces effets peuvent être modélisés en
utilisant un formalisme MIMO (Multiple Input Multiple Output) pour les systèmes à entrées et à
sorties multiples [103] qui ouvre la voie à l’adaptation de techniques matures de traitement numé-
rique du signal (DSP), initialement conçues pour les transmissions sans-fils multi-antenne. Cela
incite aussi à la recherche de nouvelles techniques spécifiques aux schémasMIMO dans les canaux
optiques.
Dans cette section, nous nous intéressons aux systèmes multiplexés en polarisation (PDM ou
Pol-Mux) modélisés par un système MIMO 2×2. La mise en œuvre de ces systèmes a été rendue
possible grâce au développement de l’électronique fonctionnant à haute vitesse qui a permis l’im-
plémentation d’algorithmes DSP dans le domaine électrique au niveau du récepteur pour récupérer
les données transmises. Les dépréciations subies par le signal transmis à très haut débit peuvent
être classées en deux catégories : linéaires et non-linéaires. Les principaux effets de canal linéaires
sont la dispersion chromatique (CD), la dispersion modale de polarisation (PMD), et la perte dé-
pendant de la polarisation (PDL). Tous ces effets peuvent être modélisés en utilisant des matrices
de passage 2×2 (connues aussi sous le nom de matrices de Jones). Quant aux effets non-linéaires,
ils résultent de l’interaction entre le champ électrique se propageant dans la fibre et la fibre elle-
même. Plus la puissance du champ injecté est importante, plus ces effets deviennent nuisibles.
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En un premier temps, nous ne les prenons pas en compte dans les études numériques et théo-
riques à travers lesquelles nous évaluons les pénalités induites exclusivement par les dépréciations
linéaires. Cependant, à travers des simulations et des mesures expérimentales, nous observerons
les limitations causées par les effets non-linéaires et déterminerons le point de fonctionnement
optimal du système de transmission.
Les effets de dispersion préservent l’énergie totale du signal transmis. L’égalisation de ces ef-
fets, CD et PMD, a été étudiée et son efficacité a été prouvée dans un contexte de transmission
mono-porteuse [25] ainsi que dans les systèmes multi-porteuses de type OFDM [103]. D’autre
part, l’effet de la PDL se présente toujours comme une limitation majeure. Dans les systèmes ac-
tuels (à détection directe ou cohérente), l’effet de la PDL n’est pas compensé mais uniquement des
marges OSNR sont ajoutées pour absorber les pénalités induites et pour assurer un TEB inférieur
à une valeur donnée.
Dans les systèmes de transmission de longue distance, la PDL est introduite par des com-
posants optiques ayant des imperfections (amplis et filtres optiques, routeurs, connecteurs...) et
atténuant d’une façon inégale les deux états de polarisation du signal incident, induisant ainsi une
perte d’énergie et des fluctuations du rapport signal à bruit optique (OSNR). Récemment [8, 166–
168], les codes espace-temps (ST pour Space-Time) ont été suggérés pour compenser les effets de
la PDL. Appliqués aux canaux MIMO sans-fils multi-antenne, le codage ST consiste en l’envoi
vers le récepteur de plusieurs copies d’un symbole de données sur les différentes antennes et à
des créneaux temporels consécutifs, au lieu d’envoyer indépendamment les symboles de données
sur les différentes antennes. Ce codage améliore la fiabilité de la transmission car les symboles de
données seront moins affectées par les effets d’évanouissement du canal sans-fils et atteindront le
récepteur dans un assez bon état pour garantir un décodage fiable [140]. La performance de codes
ST, ou plus exactement Polarisation-Temps (PT) dans le contexte du canal optique PDM, ont été
numériquement évaluée sur un canal optique contenant de la PDL [8], comme celle du code d’or
(Golden code) [151], du code d’argent (Silver code) ou du code d’Alamouti. Une démonstration
expérimentale préliminaire a validé ces résultats numériques [167]. Il a été constaté que le code
d’argent offre une meilleure performance que le code d’or, contrairement au cas d’un canal sans-
fil à évanouissement de type Rayleigh. En outre, la performance du code d’Alamouti s’est révélée
être indépendante du taux de PDL dans le lien optique [168]. Dans ce qui suit, nous rappellerons
ces résultats numériques récents, et nous fournirons une explication théorique de ces constatations.
En outre, nous démontrerons aussi la possibilité de mettre en œuvre les codes Polarisation-Temps
dans un système PDM-OFDM et validerons leur potentiel à atténuer les effets de la PDL à travers
une expérience de transmission optique de longue distance (1000km de fibres SSMF).
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E.2.1 Modèle du système PDM-OFDM codé en polarisation et en temps
Nous commençons par décrire le schéma de transmission général dans lequel les codes Polarisation-
Temps seront implémentés. Nous définissons également le modèle canal d’une transmission op-
tique impacté par la PDL qui sera simulé et pris en compte dans l’étude théorique.
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FIGURE E.2: Schéma général d’une transmission PolMux OFDM avec codage Polarisation-Temps.
E.2.1.1 Côté Emetteur
Dans une transmission PolMux OFDM classique [103], deux signaux OFDM indépendamment
modulés, où chaque sous-porteuse OFDM transmet un symbole q-QAM, sont envoyés sur deux
états de polarisation orthogonaux ; tandis que dans un système codé en polarisation et en temps,
les états de polarisation modulés sont corrélés et portent une combinaison linéaire de symboles q-
QAM. En effet, le codage Polarisation-Temps consiste à envoyer une combinaison de NS symboles
modulés s1 . . .sNS sur deux états de polarisation (Pol1, Pol2) au cours de plusieurs créneaux tem-
porels. Par conséquent, si nous considérons, pour simplifier, deux créneaux temporels consécutifs
(T1,T2), le mot de code peut être représenté par la matrice X :
X=
[
XPol1,T1 XPol1,T2
XPol2,T1 XPol2,T2
]
=
[
f1(s1 . . .sNS) f2(s1 . . .sNS)
f3(s1 . . .sNS) f4(s1 . . .sNS)
]
(E.1)
Cette opération de combinaison de symboles modulés est représentée par le bloc “Polarization-
Time Coding" dans la figure E.2. Les matrices de mots de code des schémas de codage examinés
seront données dans la section section suivante. La première ligne de X module le premier état
de polarisation et la seconde module le second état orthogonal de polarisation. Les colonnes de
X seront affectées à la même sous-porteuse de deux symboles OFDM consécutifs. Après l’at-
tribution des symboles aux différentes sous-porteuses, un traitement OFDM classique est réalisé
comprenant une transformée de Fourier inverse (IFFT) et une insertion d’un préfixe cyclique (CP
bien dimensionné pour absorber tous les délais engendrés par la dispersion (CD et PMD) [103].
Le principal avantage d’utiliser la modulation OFDM pour combattre la dispersion, à la place de
solutions mono-porteuse, est la réduction de la complexité de l’étape d’égalisation au niveau du
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récepteur au prix d’une légère réduction du débit utile. En effet, l’utilisation d’un CP de longueur
appropriée permet de remplacer le filtre égaliseur multi-tap (filtre à réponse impulsionnelle finie
multi-étage) dans le domaine temporel habituellement utilisé pour éliminer l’interférence tem-
porelle entre les symboles, par un filtre égaliseur single-tap (à un seul étage) dans le domaine
fréquentiel corrigeant les distorsions de phase ou d’amplitude induites par le canal et séparant
les deux polarisations pour restituer l’information. Par la suite, chaque signal OFDM est converti
dans le domaine optique à l’aide d’un modulateur Mach-Zehnder et un combinateur de polarisa-
tions combine les deux signaux sur deux états de polarisation orthogonaux du champ optique sur
une même fibre.
E.2.1.2 Côté Récepteur
Du côté du récepteur, un séparateur de polarisation sépare le signal optique incident en deux états
orthogonaux de polarisation et un récepteur cohérent double-polarisation convertit le signal vers le
domaine électrique. Ensuite, un traitement OFDM est effectué, y compris l’enlèvement du CP et
une transformée de Fourrier (FFT). Chaque sous-porteuse OFDM observe un canal non-dispersif
et le symbole reçu peut être exprimé par [103] :
Yk,i =Hk(ωk)Xk,i+Nk,i (E.2)
où Xk,i est une matrice 2× 2 des symboles transmis sur la kme sous-porteuse (k = 1 . . .n) du ime
symbole OFDM, Yk,i est la matrice 2× 2 des symboles reçus. Hk(ωk) est la matrice canal 2× 2
dans laquelle est inclus le bruit de phase des lasers, la dispersion CD, et les effets de polarisation
PMD et PDL.Nk,i est une matrice 2×2 représentant du bruit additif blanc Gaussien. Une séquence
d’apprentissage connue par le récepteur est utilisée au début de la trame OFDM pour estimer la
matrice de canal par sous-porteuse [43]. Par la suite, l’erreur de phase commune induite par le
bruit de phase du laser est corrigée et finalement les symboles de données transmis peuvent être
détectés et démodulés. Il est important de noter que les codes spatio-temporels ont été conçus
pour fournir des gains de codage et de diversité au système MIMO uniquement lorsqu’ils sont
décodés de façon optimale selon le critère de maximum de vraisemblance (ML ou maximum
likelihood). Leurs avantages ne sont pas acquis si des décodeurs linéaires sous-optimaux de type
ZF (inversion de canal ou Zero Forcing) ou MMSE (minimisant l’erreur quadratique moyenne ou
MinimumMean Square Error) sont utilisés. Considérant le modèle de canal de l’équation. (E.2) et
en supposant que tous les mots de codeX sont équiprobables, le décodeur ML offre la performance
optimale en estimant le mot de code émis X par le mot de code X′ selon le critère suivant :
X′ = argmin
X∈C
‖Y−HX‖2 (E.3)
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où C est l’ensemble de tous les mots de code possibles. Les indices k et i ont été omis pour plus
de clarté. Le décodage des codes Polarisation-Temps exige que le canal H reste constant pendant
la durée du mot de code (2 créneaux temporels dans notre cas), ce qui est vrai dans le cas d’un
système PDM [45].
E.2.1.3 Canal optique
Dans cette sous-section, nous nous intéressons aux propriétés d’un canal optique de longue dis-
tance. Nous considérons une liaison optique multi-tronçons avecNspans tronçons, chacun contenant
la fibre mono-mode modélisée comme une concaténation d’éléments de PMD ainsi que des élé-
ments de PDL comme on le voit dans la figure E.3. Chaque tronçon est suivi d’un amplificateur
à fibre dopée à l’erbium (EDFA), fonctionnant en mode de puissance totale constante, afin d’aug-
menter la puissance du signal à celle injectée initialement dans le lien au niveau de l’émetteur. Ces
amplificateurs ajoutent également du bruit optique provoqué par une émission spontanée amplifiée
de photons (ASE). Le bruit ASE accumulé à la fin de la liaison est la source de bruit dominante
dans l’ensemble du système de transmission. Dans la suite, le modèle canal de la liaison sera décrit
et simplifié afin d’effectuer les études numériques et théoriques de la compensation des effets de la
PDL. Nous examinons, en particulier, les statistiques de la PDL, sa dépendance fréquentielle ainsi
que les propriétés de bruit vu par le récepteur. Nous ne considérons pas la dispersion chromatique
et le bruit de phase des lasers vu que ces deux effets sont communs aux deux états de polarisation.
X G + 
N
1 
… 
PDL Y PDL G + 
N
Ns 
PDL PDL 
FIGURE E.3: Structure considérée du lien optique de longue distance.
Chaque tronçon de fibre est modélisé par une concaténation deM éléments de PMD aléatoires.
La matrice de passage de chaque élément HPMD(ωk) est défini comme le produit d’une matrice
diagonale modélisant la biréfringence de l’élément et d’une matrice de rotation [46]. Ces effets
unitaires ne provoquent pas de perte d’énergie au signal transmis à la différence de la PDL qui
induit des pertes et des fluctuations de l’OSNR. La matrice de passage d’un élément PDL est
donnée par :
HPDL = Rθ
[
1 0
0
√
ε
]
R−1θ
=
1√
1+ γ
Rθ
[ √
1+ γ 0
0
√
1− γ
]
R−1θ
(E.4)
La matrice diagonale donne les valeurs d’atténuation des états de polarisation les moins et plus
atténués et Rθ est une matrice de rotation aléatoire. L’angle θ est uniformément distribué entre
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[0 : 2pi]. ε et γ sont définis par ΓdB = 10log10
1+γ
1−γ =−10log10(ε) où ΓdB ≥ 0 est le coefficient de
PDL en dB (ou simplement dénommé PDL). Il représente le rapport entre le niveau de perte le
plus bas et celui le plus haut. Le facteur de normalisation dans le modèle utilisant la variable γ
est communément omis dans la littérature [50, 61] parce que la matrice diagonale et les matrices
de rotation sont suffisantes pour tenir compte de l’inégalité des OSNR entre les polarisations ainsi
que de la diaphonie.
La valeur individuelle de PDL de chaque composant optique est maintenue aussi faible que
possible, c.à.d. 0 ≤ γ ≪ 1. Cependant, plusieurs composants ayant une PDL non-nulle sont dis-
persés dans une liaison optique de longue distance, conduisant à une PDL accumulée significative.
Un aperçu des travaux antérieurs sur la PDL, en particulier par Mecozzi et al. [53] et Gisin [54],
montre des descriptions statistiques de la PDL. Dans [53], il est constaté que la densité de proba-
bilité de la PDL globale ΓdB d’une liaison optique suit une distribution Maxwellienne quand nous
considérons de nombreux composants distribués à faible PDL du même ordre. D’autre part, des
mesures de la PDL sur des liens déployés [52] ont montré que la distribution de probabilité de ΓdB
était Gaussienne et tronquée en raison de la présence d’éléments avec différents niveaux de PDL.
Ceux ayant les niveaux de PDL les plus élevés dominaient la statistique de la PDL globale. Dans
tous les cas, la PDL globale ΓdB est une variable aléatoire, fonction du nombre d’éléments PDL
dans le lien et de leur niveau de PDL.
En second lieu, nous examinons la dépendance fréquentielle de la réponse du canal en raison
de la présence de la PMD qui implique une variation en fréquence de la PDL globale. Les fibres
optiques actuelles ont un coefficient de PMD PMDc aussi bas que 0.05ps/
√
km. Si nous consi-
dérons un lien optique multi-tronçons de longueur L = 2000km, la valeur moyenne quadratique
de la DGD cumulée (DGD pour Differential Group Dispersion ou différentiel de temps de pro-
pagation entre les deux états de polarisation) σDGD sera égale à PMDc
√
L = 2.2ps. Cette valeur
n’induira pas de fluctuations de la PDL observée par les différentes sous-porteuses d’un signal
OFDM occupant une bande fréquentielle inférieure à la bande de cohérence Bcoh du canal op-
tique : Bcoh ∝ σ
−1
DGD ≈ 450GHz [58]. Ainsi, dans la suite, nous considérons un modèle canal plat
en fréquence. On notera que la variation fréquentielle de ΓdB en présence de fort niveau de PMD a
été observée dans [133, 172]. Dans [133], les auteurs ont constaté que l’insertion de plus de DGD
(jusqu’à 100ps de DGD cumulée) dans la liaison optique réduisait les variations des TEB mesurés
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fluctuant autour d’une même valeur moyenne de TEB dégradée par la PDL.
Yk =
H1→Nspans
√
2
(Tr(H1→NspansH
†
1→Nspans))
1/2
Xk
+Σ
Nspans−1
j=1
H j+1→Nspans
√
2
(Tr(H j+1→NspansH
†
j+1→Nspans))
1/2
N j+NNspans
=HkXk+Nk
(E.5)
oùH j→Nspans =HNspansHNs−1...H j+1H j etH j étant la matrice de passage du jme tronçon. Chaque
bruit N j injecté après le j
me tronçon est blanc et Gaussien de moyenne nulle et de variance NASE/2
par polarisation et par dimension réelle. A cause de la PDL, Nk, le bruit au récepteur, va être
polarisé et sa matrice de covariance Q = E
[
NkN
†
k
]
ne sera plus proportionnelle à une matrice
identité. Pourtant, nous pouvons définir un système équivalent comme [59] :
Yk =Q
−1/2Yk =HkXk+Nk (E.6)
où Nk est un bruit blanc Gaussien de moyenne nulle et de variance N0= NspansNASE/2 par dimen-
sion réelle. La PDL effective observée par le signal et définie comme le rapport entre les valeurs
propres maximale et minimale de HkH
†
k sera plus petite en moyenne que la PDL obtenue à travers
le rapports des valeurs propres de HkH
†
k .
En appliquant une décomposition en valeurs singulières, Hk peut être exprimée comme le
produit de deux matrices unitaires U et V et d’une matrice diagonale avec
√
1+ γeq and
√
1− γeq
comme éléments diagonaux représentant les coefficients de gain/perte des états de polarisations
les plus et moins atténués après la propagation dans le lien optique :
Yk = U
[ √
λmax 0
0
√
λmin
]
VXk+Nk =
√
aU
[ √
1+ γeq 0
0
√
1− γeq
]
VXk+Nk (E.7)
où γeq = (λmax− λmin)/(λmax + λmin) et a = (λmax + λmin)/2 avec λmax et λmin étant les valeurs
propres de HkH
†
k . a est une perte commune supplémentaire et inévitable induite par les différents
éléments de PDL. Étant intéressé dans notre étude aux pertes différentielles et à la diaphonie
engendrées par la PDL, nous mettons de côté l’atténuation commune a. De plus, étant donné que
les variations temporelles du canal optique sont plutôt lentes par rapport à la durée d’un symbole
OFDM [45], nous ne considérerons que des valeurs constantes de ΓdB = 10log10
1+γeq
1−γeq en première
approche pour effectuer les études numériques et théoriques. Ainsi, dans la suite, nous optons pour
la matrice H suivante pour modéliser un canal optique avec de la PDL :
H= Rθ
[ √
1+ γeq 0
0
√
1− γeq
]
R−1θ (E.8)
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Nous remarquons que nous avons réduit les matrices unitaires U et V à de simples matrices de
rotation paramétrée par un angle θ . Cela se justifie par le fait que les deux autres paramètres α
et β d’une matrice unitaire n’avait aucune influence sur la performance du système (référence : la
section 3.2.1 de la version longue du rapport).
E.2.2 Etude numérique de la compensation des effets de PDL
De nombreux codes ST ont été conçus pour les canaux MIMO sans fils. Nous rappellerons les plus
célèbres, ceux qui sont les plus performants sur des canaux 2×2 et 2×1 à évanouissement de type
Rayleigh : le Golden Code, le Silver code et le code d’Alamouti. Dans la suite, nous donnons la
matrice de mots de code X et le débit de chaque schéma de codage. Le débit du code est défini
comme le nombre de symboles transmis par créneau temporel ou time slot (ts). Dans un cas non
codé, X contient simplement 4 symboles q-QAM indépendants et le débit est égal à 2 symboles
q-QAM/ts.
E.2.2.1 Le Golden code
Le Golden code [151] offre la meilleure performance sur un canal MIMO 2×2 à évanouissement
de type Rayleigh. Ses mots de code sont construits de la façon suivante :
XG =
1√
5
[
α (S1+θS2) α (S3+θS4)
iα
(
S3+θS4
)
α
(
S1+θS2
)
]
(E.9)
où θ = 1+
√
5
2
, θ = 1−
√
5
2
, α = 1+ i− iθ , α = 1+ i− iθ et S1, S2, S3, S4 sont des symboles q-QAM.
Le Golden code assure un débit de 2 symboles/ts et n’introduit donc aucune redondance (réduction
du débit utile).
E.2.2.2 Le Silver code
Le Silver code offre une performance légèrement inférieure à celle du Golden code pour assurer en
contrepartie un décodage plus simple au récepteur. Sa construction se fait de la manière suivante :
XS =
[
S1+Z3 −S∗2−Z∗4
S2−Z4 S∗1−Z∗3
]
[
Z3
Z4
]
=
1√
7
[
1+ i −1+2i
1+2i 1− i
][
S3
S4
]
(E.10)
où S1, S2, S3, S4 sont des symboles q-QAM. Le Silver code n’ajoute pas de la redondance et offre
à son tour un débit de 2 symboles/ts.
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E.2.2.3 Le code d’Alamouti
Le code d’Alamouti offre une performance optimale sur un canal MIMO 2×1 à évanouissement
de type Rayleigh. Il peut aussi être utilisé sur les canaux MIMO 2×2. Le code est défini comme :
XA =
[
S1 −S∗2
S2 S
∗
1
]
(E.11)
où S1 and S2 sont des symboles q-QAM. La matrice de codage a une structure orthogonale qui per-
met de décoder très facilement ce schéma. Cependant, le code Alamouti introduit une importante
redondance sur un canal 2×2 car il n’envoie qu’un seul symbole/ts et réduit le débit de moitié.
E.2.2.4 Performance des codes sur le canal optique
La performance d’une transmission PDM-OFDM codé en polarisation et en temps sur un canal op-
tique avec de la PDL va être étudiée en utilisant le modèle canal suivant, non-sélectif en fréquence,
où H est définie par l’eq. (E.8) :
Yk =HXk+Nk (E.12)
Le bruit Nk est modélisé comme additif et blanc, avec des composantes complexes indépendantes
et identiquement distribuées : Gaussiennes et circulairement symétriquesN(0,2N0). A l’émetteur,
des symboles 4-QAM seront utilisés pour le cas non codé ainsi que pour remplir les matrices de
mots de code du Golden code et du Silver code. D’autre part, des symboles 16-QAM, transpor-
tant deux fois plus d’information, seront utilisés pour le code d’Alamouti afin de comparer les
différents schémas de codage à un même débit binaire de 4 bits d’information/ts. Au niveau du
récepteur, un décodage ML est effectué par une recherche exhaustive. Dans le cas d’un régime
non codé, il y a 16 combinaisons possibles dans C. Dans le cas du Golden code et du Silver code,
C a 44 = 256 mots de code. Pour le code d’Alamouti, la structure orthogonale nous épargne de
la recherche exhaustive et nous pouvons appliquer le critère ML par une seule opération de déco-
dage (simple inversion de canal). Des simulations Monte-Carlo sont effectuées afin d’évaluer la
performance des différents schémas de codage en termes de TEB.
La figure E.4(a) montre l’évolution du TEB en fonction du rapport signal sur bruit binaire
SNRbit pour une PDL de 6dB. Sans codage MIMO, la dégradation du SNR induit par la PDL est
d’environ 2.3dB à un TEB = 10−3. La pénalité SNR - définir comme l’écart par rapport au cas
sans PDL pour un TEB donné - est seulement de 0.6dB avec le Golden code et 0.3 dB avec le
Silver code, ce qui correspond à un gain de codage de 2dB. D’autre part, la performance du code
Alamouti nous montre une pénalité SNR de 3.6dB à un TEB = 10−3. Cela est dû à l’utilisation
de symboles 16-QAM ayant une distance minimale plus petite que les symboles 4-QAM à éner-
gie moyenne égale. Sur la figure E.4(b), on observe les performances du code d’Alamouti pour
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FIGURE E.4: Performance des codes Polarisation-Temps obtenus par simulations Monte-Carlo.
3 niveaux différents de PDL. Nous remarquons que le code offre la même performance indépen-
damment de la quantité de PDL.
E.2.2.5 Concaténation du codage FEC et du codage MIMO
Alors que les techniques de codageMIMO utilisent les symboles modulés pour former une matrice
de mot de code et combattre ainsi certains effets nuisibles du canal, les codes correcteurs d’erreurs,
appelés aussi codes FEC (forward error correction) opèrent sur les bits d’information et ajoutent
une certaine redondance dans le but de renforcer la performance sur le canal bruité. Le bloc FEC
au niveau de l’émetteur précède le bloc de modulation q-QAM, et une unité de décodage FEC
correspondant au niveau du récepteur suit le bloc de démodulation. Les codes linéaires en blocs
sont une classe importante des codes FEC où une séquence d’information binaire de longueur k
est associée (mappée) à une séquence binaire de longueur n appelé un mot de code. Le débit d’un
code FEC en blocs rFEC est défini comme :
rFEC =
k
n
< 1 (E.13)
La stratégie de décodage optimale des codes FEC est le décodage à décision souple (soft decision
decoding ou SDD) [11, Chap.7] qui reçoit à son entrée une valeur réelle non quantifiée indiquant
la fiabilité de chaque bit codé (notamment à travers des LLRs pour Log Likelihood Ratios ou
Rapports de Vraisemblance Logarithmiques) pour calculer les bits d’information originaux. Une
stratégie sous-optimale, mais plus simple à implémenter, est le décodage à décision dure (hard
decision decoding ou HDD) [11, Chap.7] qui consiste à quantifier les échantillons à la sortie du
démodulateur avant de les envoyer au décodeur FEC.
200
E.2 Codage Polarisation-Temps pour les systèmes de transmission optique PDM-OFDM
−2 0 2 4 6 8 10 12 14
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
SNRbit
BE
R
 
 
4−QAM, ΓdB= 0dB
4−QAM, FEC, ΓdB= 0dB
4−QAM, ΓdB= 6dB
4−QAM, FEC, ΓdB= 6dB
Silver code, ΓdB= 6dB
Silver code, FEC, ΓdB= 6dB
(a) HDD
−2 0 2 4 6 8 10 12 14
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
SNRbit
BE
R
 
 
4−QAM, ΓdB= 0dB
4−QAM, FEC, ΓdB= 0dB
4−QAM,ΓdB= 6dB
4−QAM, FEC, ΓdB= 6dB
Silver code, ΓdB= 6dB
Silver code, FEC, ΓdB= 6dB
(b) SDD
FIGURE E.5: TEB en fonction du SNRbit pour le cas sans codage MIMO et le cas du Silver code, sans
et avec codage FEC : (a) Décodage à décision dure HDD), (b) Décodage à décision souple (SDD).
Lecode FEC simulé est un code BCH(63,45).
Nous nous intéressons dans cette sous-section à l’évaluation du gain total fourni par les co-
dages FEC et MIMO à travers les simulations Monte-Carlo. La performance sur un canal optique
avec ΓdB = 6dB d’un système 4-QAM non codé et d’un système codé en Silver code est étudiée en
leur associant un FEC de la famille de Bose-Chaudhuri-Hocquenghem (BCH) avec n= 63, k= 45
ayant une capacité de correction d’erreurs t = 3. Deux séquences binaires sont indépendamment
codées avec le même code BCH, puis attribuées aux modulateurs 4-QAM. Les courbes de TEB
obtenues sont reportées sur la figure E.5. Pour un TEB = 10−4, le gain fourni par le Silver code
seul est de 2.4dB. Lorsqu’un FEC avec décision dure est considéré, le gain apporté par le code
BCH seul est de 1.8dB. La concaténation des deux codes FEC et Silver offrent un gain de codage
total de 3.9dB, approximativement égal à la somme des gains de codage séparés 2.4+1.8= 4.2dB.
La sommation des gains de codage FEC et MIMO est également observée lorsque nous utilisons
une décision souple. Dans ce cas, le gain offert par le code BCH seul à un TEB = 10−4 est de
2.8dB. L’enchaînement avec le Silver code fournit un gain total de 4.9dB et la somme des gains
de codage séparés est de 2.4+2.8= 5.2dB.
Trois résultats majeurs sont retenus à partir des simulations numériques précédentes :
• Le Silver code offre une meilleure performance que le Golden code, contrairement au cas
du canal MIMO sans fils.
• La performance du code d’Alamouti est indépendante du taux de PDL dans le lien optique.
• Le gain de codage total obtenu en utilisant un code FEC et un code Polarisation-Temps est
égal à la somme des gains apportés séparément par les deux codes.
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Ces résultats montrent des comportements différents des codes ST sur le canal optique et
une exploration plus approfondie de la compensation de la PDL avec ces codes est nécessaire
pour comprendre les résultats obtenus et pour vérifier si les codes étudiés sont optimaux ou si de
meilleurs codes peuvent être trouvés pour le canal optique. Pour répondre à cette question, nous
menons, dans la sous-section suivante, une analyse de la probabilité d’erreur de la transmission
sur le canal optique en calculant une borne supérieure de cette probabilité. Cette borne supérieure
constitue un outil approprié pour extraire les critères qu’une matrice de mot de code doit satisfaire
afin de minimiser ou atténuer les dégradations du canal de transmission. Un calcul bien connu et
largement utilisé de la borne supérieure de la probabilité d’erreur dans le cas d’un canal MIMO
à évanouissement de type Rayleigh est présenté dans [140]. Ce calcul avait révélé les critères de
construction de codes ST qui ont été utilisés pour construire les Golden et Silver codes.
E.2.2.6 Borne supérieure de la probabilité d’erreur
La probabilité d’erreur est définie comme étant :
Perror = Pr{X′ 6= X}
= ∑
X∈C
Pr{X}Pr{X′ 6= X|X} (E.14)
Pour les mots de codes équiprobables, l’application de la borne de l’union nous donne la borne
supérieure suivante de la probabilité d’erreur :
Perror ≤ 1
card(C) ∑
X,X′∈C,
X′ 6=X
Pr(X→ X′) (E.15)
où card(C) est la cardinalité (taille) de C et Pr(X→ X′) est la probabilité d’erreur par paire (PEP)
qui suppose queX etX′ sont les seuls mots de code possibles dans l’espace des mots de code. Pour
calculer la PEP, nous définissons la PEP conditionnelle que nous moyennons sur l’ensemble des
états possibles du canal de transmission. Pour un décodage ML, la PEP conditionnelle est définie
comme :
Pr(X→ X′|H) = Pr{‖Y−HX′‖2 ≤ ‖Y−HX‖2|X,H} (E.16)
En utilisant les propriétés du bruit Gaussien N et en appliquant la borne de Chernoff, la PEP peut
être majorée par [11, Chap.4] :
Pr(X→ X′)≤ EH [exp(−‖H(X−X
′)‖2
8N0
)] (E.17)
où EH [] est l’opération de moyenner sur les différentes réalisations possibles du canal.
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En moyennant sur H donnée par l’eq. (E.8) où l’on considère des valeurs constantes de ΓdB et
un angle de rotation aléatoire uniformément distribué sur [0 : 2pi], on obtient :
Pr(X→ X′)≤ exp(−‖X∆‖
2
8N0
)I0(
γeq
8N0
√
a2+b2) (E.18)
où I0(z) est la fonction de Bessel modifiée de première espèce et d’ordre 0.X∆ =X−X′=
(
~x1
~x2
)
,
~x1,2 étant des vecteurs lignes et :
a= ‖~x2‖2−‖~x1‖2 (E.19)
b= 2Re(〈~x1,~x2〉) (E.20)
Nous pouvons approximer l’expression de la probabilité d’erreur de l’eq. (E.18) pour des fortes
valeurs de SNR en utilisant une approximation au premier ordre de I0(z) quand z → ∞. Nous
obtenons :
Pr(X→ X′)≈ exp(−‖X∆‖
2− γeq
√
a2+b2
8N0
) (E.21)
E.2.2.7 Nouveau critère de construction
I0(z) étant une fonction monotone et croissante sur z≥ 0, son minimum correspond à z= 0. Cela
implique que ‘a’ et ‘b’ soient nuls, menant à une probabilité d’erreur indépendante du taux de
PDL. En conséquence :
Proposition 1. Un code Polarisation-Temps peut complètement enlever les effets de la PDL si et
seulement si toutes les différences de mots de code satisfont :
1. a= ‖~x2‖2−‖~x1‖2 = 0 et
2. b= 2Re(〈~x1,~x2〉) = 0 .
Quand ce critère de construction est respecté, nous retrouvons la performance de deux canaux
AWGN parallèles, ce qui correspond à la meilleure performance réalisable :
perror,AWGN ≈ exp(−‖X∆‖
2
8N0
) (E.22)
Ce critère trouvé est complètement différent des critères du rang et du déterminant minimum
établies pour un canal sans-fils à évanouissement de type Rayleigh [140] et définissant respective-
ment un gain de diversité et un gain de codage sur les courbes de taux d’erreur. Si l’on compare
l’approximation de l’expression de probabilité d’erreur du canal optique à SNR élevé de l’équation
(E.21), à celle obtenue dans le cas d’un canal de Rayleigh 2×2, nous constatons que les compor-
tements sont bien différents : la probabilité d’erreur du canal de Rayleigh décroît en SNR−2r [140]
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où r est le rang minimum de la matriceX∆. La diversité du système est définie comme la puissance
du terme SNR−1 (2r dans ce cas) et peut être graphiquement discerné comme la pente des courbes
TEB à des valeurs élevées de SNR. En ce qui concerne la probabilité d’erreur du canal optique
avec PDL, celle-ci décroît exponentiellement en fonction du SNR comme dans le cas d’un canal à
bruit additif blanc Gaussien (éq. (E.22)). Par conséquent, les codes Espace-Temps, utilisés comme
codes Polarisation-temps, n’apportent aucun gain de diversité au canal optique avec PDL. Un gain
de codage qui sera évaluée par la suite, est seulement introduit, ce qui réduit la pénalité induite par
la PDL.
E.2.2.8 Analyse de la performance des codes Polarisation-Temps
La performance des schémas codés et non codés sera examinée en utilisant la borne supérieure
de la probabilité d’erreur par paire de l’eq. (E.21). Pour comparer ces schémas, nous calculerons
les distances relevées au carré d2 = ‖X∆‖2− γeq
√
a2+b2 de toutes les combinaisons possibles de
différences de mots de codes et trouverons, pour chaque schéma, les valeurs minimales de d2, que
nous appellerons d2min. Le meilleur schéma sera celui qui maximise cette valeur minimale d
2
min.
Dans le tableau E.1, nous rapportons ces distances minimales calculées pour trois valeurs de PDL.
Pour remplir le tableau, nous avons considéré toujours un débit de 4 bits d’information/ts pour
tous les schémas et une énergie symbole moyenne Es = 1 pour toutes les modulations utilisées.
TABLE E.1: d2min des différents schémas de codage aux différentes valeurs de PDL
Γ = 0dB Γ = 3dB Γ = 6dB Γ = 10dB
Silver Code 2 2 2 1.23
Golden Code 2 1.7 1.46 1.07
Non codé 2 1.34 0.8 0.38
Code d’Alamouti 0.8 0.8 0.8 0.8
Tout d’abord, nous constatons que le code d’Alamouti a la même distance minimale pour
toutes les valeurs PDL, ce qui explique pourquoi il offre la même performance indépendamment
de la PDL (figure E.4(b)). Cela est dû à l’orthogonalité de sa matrice mot de code (Eq. (E.11)) qui
donne a = b = 0 pour toutes les différences possibles de mots de code. Par conséquent, ce code
répond au critère de la proposition 1. Toutefois, sa performance est réduite à cause de l’utilisation
des symboles 16-QAM pour garantir le même débit utile ; ce qui donne une distance minimale au
carré égale à 0.8.
En second lieu, nous notons que le Silver code n’est pas optimale pour combattre la PDL car
il ne répond pas au critère de construction dérivé ci-dessus. Contrairement au code d’Alamouti, le
Silver code a seulement quelques différences de mots de code ayant a = b = 0. Sur la figure E.6,
nous traçons la performance du Silver code pour différentes valeurs de PDL. Nous voyons que le
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code est capable d’enlever quasiment toutes les pénalités de la PDL tant que le coefficient de PDL
est inférieur à 6dB, alors que pour une PDL de 10dB par exemple, le code n’est pas en mesure
de pallier toutes les pénalités. Sa d2min calculée dans le tableau E.1 explique ce comportement.
Pour des PDL de 3 et de 6dB, d2min est donnée par la même différence de mots de code ayant
a= 0 et b= 0, et est égale à 2 ; alors que pour une PDL de 10dB, cette distance minimale au carré
tombe jusqu’à 1.23 et elle devient dictée par une autre différence de mots de code où a 6= 0 et b 6= 0.
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FIGURE E.6: TEB en fonction du SNRbit pour le Silver code, obtenu par simulations Monte-Carlo.
Enfin, sur la figure E.4(a), nous avons vu que le Silver code surpasse le Golden code pour
une PDL de 6dB, et que les deux codes l’emportaient sur le cas non codé en réduisant la pénalité
causée par la PDL. Encore une fois, ce résultat peut être expliqué par le tableau E.1. En effet, pour
un taux de PDL donné, d2min est la plus grande pour le Silver code suivie par celle du Golden code,
puis par celle du régime non codé fortement réduite par la PDL.
En conclusion, nous étions en mesure d’expliquer, en termes de borne supérieure de probabilité
d’erreur, la performance des codes Alamouti, Golden et Silver sur un canal optique avec PDL. Ces
codes ont été conçus pour satisfaire aux critères de rang et de déterminant minimal pour un canal
sans fils, des critères qui ne sont plus pertinents dans cas du canal optique.
E.2.2.9 Concaténation du codage FEC et du codage MIMO
Les simulations numériques de la performance d’un système Pol-Mux utilisant à la fois un code
FEC et un code Polarisation-Temps ont montré que le gain de codage total est égal à la somme des
gains de codage séparés apportés par chaque technique. Ce résultat peut être également expliqué
théoriquement, et est principalement dû à la décroissance exponentielle de la probabilité d’erreur
en fonction du SNR.
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La probabilité d’erreur binaire d’un code en bloc linéaire sur un canal AWGN est déterminée
par la distance minimale de Hamming du code FEC considéré dmin,FEC. En partant de l’approxi-
mation à fort SNR de la probabilité d’erreur symbole donnée par l’eq. (E.21) et en suivant la
démarche exposée dans la section 3.3.2, nous déduisons une borne supérieure de la probabilité
d’erreur binaire :
Pe ≤ K(AdPT )dFEC exp(−
dFECd
2
PTSNRbitrPT rFEC log2 q
4
) (E.23)
où SNRbit =
Eb
2N0
, Eb étant l’énergie moyenne par bit d’information. K est une constante, d
2
PT =
argmin
X,X′∈C
(‖X∆‖2− γeq
√
a2+b2) et AdPT étant le nombre moyen de mots de code situés à une dis-
tance dPT d’un mot de code donné. AdPT est souvent appelé kissing number. Selon la stratégie
de décodage, dFEC est remplacé par dFEC,HDD = ⌈ dmin,FEC2 ⌉ ou dFEC,SDD = dmin,FEC. Enfin, rPT
est le débit par polarisation et par temps symbole du code Polarisation-Temps égal à 1 pour un
rendement plein (full-rate) et 0.5 pour un code à rendement réduit à moitié.
Afin d’évaluer les gains asymptotiques fournis par la concaténation d’un code FEC et d’un
code Polarisation-Temps, nous comparons les deux schémas suivants : un premier schéma NC
sans FEC (dFEC = 1 et rFEC = 1) et sans codage MIMO (symboles q-QAM indépendants), et un
second schéma FEC+PT utilisant un code en bloc linéaire et un code MIMO à rendement plein.
Pour un même probabilité d’erreur donnée, le gain de codage G du schéma codé est égal à :
G=
SNRbit,FEC+PT
SNRbit,NC
=
RcdFECd
2
PT
d2NC
(E.24)
En décibels, nous obtenons GdB :
GdB = 10log10(RcdFEC)+10log10(
d2PT
d2NC
)
= GdB,FEC+GdB,PT
(E.25)
Le premier terme représente le gain de codage du code FEC et le second terme désigne le gain de
codage fourni par le codage Polarisation-Temps. L’équation (E.25) montre que le gain asympto-
tique total obtenu en concaténant un code FEC et un code Polarisation-Temps est égal à la somme
des gains fournis par chaque code séparément, validant ainsi le troisième résultat de notre étude
numérique.
E.2.3 Validation Expérimentale de la compensation des effets de PDL
Les validations numériques et théoriques de la compensation des pénalités de la PDL en utilisant
le codage Polarisation-Temps sont limitées à un canal linéaire avec un seul élément de PDL et
du bruit gaussien ajouté au niveau du récepteur. Des résultats expérimentaux initiaux limités au
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régime linéaire ont également montré l’efficacité de ces codes à combattre la PDL [167]. Ces sim-
plifications nous ont permis d’analyser le potentiel des codes MIMO pour les systèmes optiques
Pol-Mux en utilisant un modèle de canal général et bien défini. L’étape restante consiste à tester
la capacité de ces codes à atténuer les effets de la PDL distribuée dans un lien optique à travers
une expérience de transmission qui tient compte des interactions de la PDL avec le bruit ASE
distribué [60] ainsi qu’en présence d’effets non-linéaires [61].
E.2.3.1 Banc expérimental
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FIGURE E.7: Schéma expérimental. (ECL : External Cavity Laser, AWG : Arbitrary Waveform Ge-
nerator, MUX : Multiplexeur, AO : Acousto-Optical Modulator, PS : Polarization Scrambler, OBPF :
Optical Band-Pass Filter, ASE : Accumulated Spontaneous Emission source, LO : Local Oscillator,
OSA : Optical Spectrum Analyzer, OSC : Tektronix 50GS/s Oscilloscope).
Le schéma de transmission, représenté sur la figure E.7, se compose d’un émetteur PolMux
OFDM, d’une liaison optique de 1000 km et d’un récepteur cohérent double-polarisation. Les
signaux OFDM sont formés de 256 sous-porteuses dont 194 portant des données et 10 pilotes esti-
mant l’erreur de phase commune induite principalement par le bruit de phase des lasers. Les sous-
porteuses de données sont alternativement modulées avec des symboles 4-QAM, des mots de code
Silver, Golden ainsi que du 16-QAM Alamouti. Un préfixe cyclique de longueur 18 échantillons
est ajouté à chaque symbole OFDM pour absorber la dispersion. Une séquence d’apprentissage est
périodiquement insérée dans la trame OFDM pour estimer le canal et assurer la synchronisation
temporelle et fréquentielle [132]. Le débit effectif total de la transmission est de 25Gbits/s alors
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que le débit brut est de 36 Gbits/s en tenant compte des différents sur-coûts (CP, séquence d’ap-
prentissage, pilotes). Les signaux OFDM sont générés par un générateur de forme d’onde arbitraire
(AWG) ayant deux sorties électriques. Par conséquent, pour pouvoir générer du PolMux corrélé
en polarisation, nous nous limitons aux signaux OFDM réels satisfaisant la propriété de symétrie
hermitienne. Ensuite, la conversion dans le domaine optique est réalisée en utilisant deux modu-
lateurs Mach-Zehnder (MZM) et les deux signaux optiques sont combinés par un combinateur de
polarisation, et multiplexés dans le canal optique entre sept autres longueurs d’onde spectralement
espacées de 50 GHz.
La ligne de transmission consiste en une boucle à recirculation qui contient deux tronçons de
100km de fibres SSMF, un émulateur de PDL réglé à 2dB de PDL, un brouilleur de polarisation
pour randomiser l’état de polarisation entre deux tours successifs dans la boucle et un filtre passe-
bande optique. Après l’ajout de bruit ASE supplémentaire au niveau du récepteur, la longueur
d’onde portant le signal OFDM est filtrée et le signal est détecté par un récepteur cohérent double-
polarisation. Le signal électrique reçu est ensuite acquis avec un oscilloscope temps-réel Tektronix
et un traitement off-line sous MATLAB est réalisé pour décoder le signal : un décodage ML et
une démodulation suivis par une mesure du taux d’erreur TEB traduit en facteur de qualité Q
couramment utilisé dans le domaine des communications optiques :
TEB= 0.5erfc(Q/
√
2) and QdB = 20log10(Q) (E.26)
E.2.3.2 Codage Polarisation-Temps en régime de propagation non-linéaire
Nous transmettons le signal PolMux OFDM codé dans la boucle à recirculation de la figure E.7
et remplaçons l’élément de PDL en ligne par un atténuateur ayant la même perte d’insertion pour
émuler, en un premier temps, la PDL localisée au niveau de l’émetteur. Nous insérons pour cela
un atténuateur optique variable dans une branche de l’émetteur PolMux (ce qui correspond au
pire cas de dégradation de l’OSNR d’un état de polarisation). Tout d’abord, les mesures de TEB
sont effectuées dans une configuration back-to-back pour valider la performance précédemment
simulée de tous les schémas de codage. Ensuite, les BERs sont mesurés après une transmission à
travers 1000km de fibres à des puissances d’entrée variant de -15 à 5dBm. Les courbes de TEB
obtenues sont tracées sur la figure E.8 pour le cas 4-QAM non codé et pour le Silver code aux
niveaux de PDL de 0, 3 et 6dB.
En premier, nous constatons que toutes les courbes ont leur point de fonctionnement optimal
à une puissance d’entrée de -3dBm. Cependant, le régime non-codé souffre clairement de la PDL
(Q= 10.5dB à -3dBm pour une PDL de 6dB) tandis que le Silver code compense totalement la pé-
nalité à une PDL de 3dB, et presque toute la pénalité à une PDL de 6dB (Q = 12.3dB à -3dBm). En
second lieu, les courbes peuvent être divisées en trois régimes : un régime linéaire, jusqu’à -6dBm,
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où les effets non-linéaires sont négligeables et les gains de codage correspondent aux résultats nu-
mériques obtenus avec un modèle de canal linéaire ; un régime non-linéaire modéré, entre -6dBm
et 0dBm, où un TEB minimum est atteint ; et un régime fortement non-linéaire où la performance
de tous les scénarios est détériorée. Ce qui est important à noter est le fait que le schéma Pol-Mux
OFDM codé ne provoque pas des pénalités supplémentaires en présence des effets non-linéaires
de la fibre. Cette validation expérimentale confirme une précédente étude numérique du compor-
tement des codes Polarisation-Temps dans le régime de propagation non-linéaire que nous avons
réalisés au préalable.
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FIGURE E.8: Évolution du TEB en fonction de la puissance injectée après 5× 200km pour le cas
non-codé et pour le Silver code, à trois niveaux de PDL différents : 0, 3 et 6dB.
E.2.3.3 Compensation des pénalités dans le cas d’une PDL distribuée
Après avoir remis l’émulateur de PDL de 2dB dans la boucle, nous effectuons 2000 mesures
de facteur Q pour les différents schémas de codage pour une puissance correspondant au point de
fonctionnement optimal. L’OSNRmesuré au niveau du récepteur, et ramené à une bande de 0.1nm,
est de 12dB après ajout supplémentaire de bruit ASE afin d’évaluer des distributions statistiques
complètes des facteurs Q. Les distributions obtenues sont présentées sur la figure E.9. Nous mon-
trons également, dans la figure insérée, la distribution de probabilité de la PDL ainsi que la distri-
bution théorique à laquelle on s’attend (Maxwellienne de moyenne environ 2×√5≈ 4.5dB [53]).
La PDL est calculée à partir des matrices de passage 2×2 du canal optique estimées en utilisant
la séquence d’apprentissage de la trame OFDM.
La distribution du facteur Q pour les sous-porteuses portant des symboles 4-QAM est asy-
métrique et s’étale davantage vers les mauvais facteurs Q. Elle a une moyenne de 11.2dB et un
écart type (std pour standard deviation) de 0.55dB. D’autre part, la distribution est plus symé-
trique et le facteur Q moyen est plus élevé et égal à 11.8dB pour les sous-porteuses codés en
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Silver ou en Golden (ce qui correspond à la même valeur observée pour le cas sans PDL pour un
OSNR égal à 12dB). Les distributions de facteur Q sont également plus étroites lorsque les codes
Polarisation-Temps sont utilisés. Le Silver code donne une distribution légèrement plus étroite que
celle obtenue avec le Golden code, les écarts-types étant respectivement de 0.35dB et 0.37dB.
Pour le code d’Alamouti, nous observons un facteur Q moyen de 8.3dB en raison de l’uti-
lisation des symboles 16-QAM pour garantir le même rendement binaire que celui des autres
scénarios. Cependant, il offre la distribution de facteur Q la plus étroite de toutes avec un std de
0.24dB. Cela est dû à la structure orthogonale puissante de la matrice des mots de code d’Alamouti
qui rend sa performance indépendante du taux accumulé de PDL, comme nous avons remarqué et
justifié précédemment en simulations et par l’étude théorique. La petite variance observée de la
distribution du facteur Q peut être attribuée à la sensibilité accrue de la modulation 16-QAM au
bruit de phase ou aux effets non-linéaires.
FIGURE E.9: Distributions des facteurs Q après une transmission de 5× 200km à Pin = −3dBm
(OSNR0.1nm = 12dB). Insertion : Distributions théorique et expérimentale de la PDL.
E.2.4 Conclusion
Nous avons présenté une étude numériques et une analyse théorique de la réduction des pénalités
causées par la PDL dans les systèmes de transmission optique à multiplexage en polarisation, en
utilisant des schémas de codage MIMO qui n’introduisent aucune redondance. Le Silver code
peut efficacement réduire les effets de PDL dans les liens optiques de très longue distance où les
valeurs de PDL dépassent rarement 6dB [52]. Cependant, l’étude théorique de la compensation de
la PDL a montré que ce code n’est pas optimal. En effet, en calculant la borne supérieure de la
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probabilité d’erreur pour un canal optique avec PDL, nous avons obtenu le critère de construction
de codes qui garantissent une probabilité d’erreur indépendante de la PDL, restaurant ainsi la
performance d’un canal à bruit additif blanc Gaussien. Ces critères ouvrent la voie à la construction
de codes optimaux spécifiques à la compensation de la PDL dans les canaux optiques. De plus,
une expérience de transmission optique dans un lien où la PDL est distribuée, a été aussi réalisée,
validant les résultats théoriques obtenus avec un modèle de canal global et simplifié. En outre,
nous avons montré que le codage Polarisation-Temps n’introduit pas de pénalités supplémentaires
en présence des effets non-linéaires et que ce codage améliore à la fois la moyenne et la variance
des distributions du facteur Q quand la PDL est distribuée.
Dans la section suivante, nous nous intéresserons à des systèmes MIMO optiques de plus
grandes dimensions : les systèmes utilisant le multiplexage spatial dans les fibres multi-modes,
pour explorer la capacité du codage spatio-temporel à réduire les pénalités induites par des effets
non-unitaires connus sous le nom de MDL ou Mode Dependent Loss (perte dépendant du mode
spatial de propagation).
E.3 Codage Espace-Temps pour les systèmes de transmission optique
SDM-OFDM
Pour faire face à la demande toujours croissante de débits d’information plus élevés, un degré
de liberté supplémentaire dans la fibre : l’espace est largement étudié aujourd’hui pour réaliser
le prochain saut significatif en termes de capacité [1, 13, 82]. Le multiplexage spatial (SDM)
a été démontré expérimentalement à travers différentes approches : fibres multi-cœur (MCF) où
plusieurs cœurs couplés ou découplés coexistent dans la même gaine, fibres multi-mode (MMF) où
le cœur de la fibre est agrandie pour permettre la propagation de plusieurs modes de propagation
polarisés linéairement (modes LPs), ou même une combinaison des deux (MCF où chaque cœur
est multi-mode) [1, 10, 66, 176]. Le principal avantage de ces techniques SDM est la fourniture
d’un ensemble orthogonal de voies qui peuvent transporter des flux de données indépendants dans
la même fibre tout en répondant à des contraintes d’intégration des composants du système, à
savoir les composants qui fonctionnent sur tous les modes de transport tels que des coupleurs de
mode [89], des amplificateurs optiques [68, 92], et des commutateurs sélectifs en longueur d’onde
(WSS), visant ainsi à réduire le coût par bit et la consommation d’énergie du système.
Cependant, tout en offrant des capacités de multiplexage intéressantes, le SDM ajoute un défi
primaire qui consiste à gérer la diaphonie causée par la coexistence de plusieurs canaux dans le
même espace qui est celui de la fibre. Pour les MCFs, la diaphonie augmente lorsque la distance
inter-cœur est de plus en plus petite tandis que pour les MMFs, les modes LPs se chevauchent
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de façon plus significative dans le même noyau, et les données transportées se mélangent aléa-
toirement lors de la propagation. Les modes LPs observeront aussi des pertes/gains différentiels
menant à une disparité de gain/perte modale. Dans cette section, nous nous concentrons sur la
gestion des disparités de perte dans les systèmes optiques utilisant les modes LPs pour réaliser du
multiplexage spatiale, que nous appellerons systèmes MDM pour Mode Division Multiplexing. Ce
choix est justifié, d’une part, par l’émergence de nouveaux procédés de fabrication de composants
optiques supportant un nombre limité de modes appelés “few-mode" tels que des fibres few-mode
(FMF) [10] et des amplificateurs few-mode (FMA). Les fibres MMFs conventionnelles ayant un
grand diamètre de cœur permettent la propagation d’un grand nombre de modes spatiaux avec
des retards de propagation inter-modaux importants, les rendant impropres à l’utilisation pour le
moment pour les transmissions optiques de longue distance. Les derniers travaux de recherche
ont ainsi considéré des fibres FMFs ayant de faibles valeurs de dispersion modale et supportant la
propagation de 3, 6 ou même 10 modes spatiaux [82, 83, 176].
Une autre raison principale qui justifie l’intérêt actuel pour les systèmes MDM est l’intégration
du DSP et des techniques de détection cohérente pour gérer au niveau du récepteur la diaphonie
modale à l’aide de filtres égaliseurs MIMO. Dans le cas où les multiples flux de données restent
orthogonaux et conservent leur énergie totale après la propagation dans le canal, ce passage serait
équivalent à une transformation unitaire, et une simple opération d’inversion du canal accompa-
gnée d’une élimination de l’interférence entre symboles induite par la dispersion serait suffisante
pour séparer les flux et récupérer la performance d’un canal AWGN exempt de diaphonie. Cepen-
dant, les systèmes MDM sont impactés par des disparités modales de perte, aussi connu sous le
nom de pertes dépendant du mode spatial ou MDL, résultant des imperfections dans le lien tels que
des mélanges non-unitaires dans la fibre à cause des pertes par courbure et des épissures [90] ainsi
que des composants optiques dont les pertes/gains dépendent des modes incidents [68, 92]. La
MDL détériore la performance globale du système [2, 90] parce que les flux de données transpor-
tés par les modes se mélangent tout en observant des niveaux d’atténuation différents, et perdent
donc leur orthogonalité. Contrairement à la dispersion et à la diaphonie unitaire, la MDL est un
effet qui peut limiter la capacité du système MIMO en réduisant le nombre effectif de canaux dis-
ponibles pour le multiplexage [64, 74]. Par conséquent, la MDL est certainement un défi qui doit
être surmonté afin d’envisager l’implémentation de systèmes MDM comme une solution possible
pour l’industrie des télécommunications du futur.
Afin de réduire la MDL dans les liens optiques de très longue distance où des amplis optiques
FMA seront régulièrement insérés pour compenser l’atténuation de la fibre, des solutions optiques
tels que des fibres avec des modes fortement couplés [2] et des brouilleurs de mode [90, 94] ont
été suggérées pour moyenner les pertes subies par chaque mode, réduisant ainsi la MDL accumu-
lée. Dans [74, 84], les auteurs ont montré le rôle du fort couplage des modes dans la réduction, à
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la fois, de la dispersion inter-modale et de la MDL. Bien que ces solutions réduisent la MDL, ils
ne sont pas capables de l’éliminer complètement. En outre, certaines exigences strictes sont né-
cessaires afin d’obtenir la réduction souhaitée de MDL (fortes contraintes sur les paramètres opto-
géométriques des fibres, le nombre de brouilleurs de mode dans le lien optique...). D’autre part,
dans [2], Lobatoet al. ont proposé d’utiliser le décodage ML, implémenté à travers une recherche
exhaustive, au lieu d’une détection avec forçage à zéro (ZF) pour améliorer la performance des
systèmes MDM impactés par la MDL. Cette amélioration est attendue à coup sûr car, en présence
de la MDL, l’opération d’inversion du canal réalisée par l’égalisation ZF amplifiera le bruit reçu
et mènera ainsi à une détection sous-optimale. Dans leurs travaux ultérieurs [94], les mêmes au-
teurs ont proposé deux alternatives à la recherche exhaustive, dont la complexité croît rapidement
avec la taille du système MIMO, pour implémenter la détection ML : une version sous-optimale
quasi-ML à complexité réduite ainsi qu’un décodeur en réseaux de point, en particulier le célèbre
décodeur par sphères [155]. Cependant, nous allons montrer que davantage de gain en perfor-
mance peut être obtenu en utilisant du codage MIMO plus élaboré qu’un simple multiplexage des
données pour atténuer les pénalités de la MDL.
Dans ce qui suit, nous proposons des solutions de codage spatio-temporel (ST) pour combattre
la MDL et assouplir les exigences de disparités modales de gain dans les composants optiques
conçus pour les systèmes MDM. Nous associons de nouveau le format multi-porteuses OFDM aux
codes ST pour faire face aux effets de dispersion et pour pouvoir représenter la transmission, dans
le domaine fréquentiel, par un modèle de canal linéaire à un étage unique par sous-porteuse, ren-
dant ainsi le décodage des codes ST moins complexes. L’association des codes ST et de l’OFDM
dans les systèmes MIMO multi-antenne doit son succès principalement pour cette raison. Nous
montrerons que des schémas ST sans redondance peuvent être appliqués aux systèmes MDM pour
améliorer les performances tout en conservant les gains de multiplexage. Les performances des
systèmes MDM, de 3 et de 6 modes, comportant des amplis optiques FMAs considérées parmi les
composants qui introduisent le plus de MDL [92], seront étudiées sans et avec des codes ST :
• D’abord, nous définissons un modèle de canal MDM et évaluons les pénalités induites par
la MDL pour différents taux de couplage modal, et dans un contexte mono-polarisation. Un
schéma mono-polarisation est envisagée afin de se concentrer uniquement sur les disparités
de perte entre les modes spatiaux.
• En second lieu, nous appliquerons les codes ST à l’émetteur et y associons une détection
optimale ML au niveau du récepteur pour combattre la MDL. Nous montrerons, pour la
première fois, une compensation complète des pénalités engendrées par des niveaux aussi
élevés que 10dB de MDL dans un système MDM de 6 modes.
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• Ensuite, nous analysons la complexité de décodage des solutions ST proposées afin d’éva-
luer les possibilités de mise à l’échelle aux systèmes MDM de plus grande dimension. En
conséquence, nous suggérons deux schémas ST de faible complexité, flexibles et exten-
sibles. Le premier schéma consiste à utiliser une détection sous-optimale : le forçage à zéro
avec retour de décision (ZF-DFE pour Zero Forcing with Decision Feedback Equalizer) tout
en gardant la pénalité induite par la MDL faible. Le second schéma consiste en une nouvelle
approche de codage en sous-blocs qui offre un potentiel important pour étendre les solutions
ST aux systèmes MDM de plus grandes dimensions.
E.3.1 Systèmes de transmission optique multiplexés en modes spatiaux
En se basant sur des modèles de canaux proposés dans des travaux précédents [2, 78, 90], nous
définissons et simulons un modèle de canal MDM impacté par la MDL dans divers scénarios de
couplage inter-modal.
E.3.1.1 Modélisation du couplage dans la fibre et les sources de MDL
En se propageant, les modes se chevauchent spatialement dans la fibre en raison des imperfections
dans le dopage et des asymétries géométriques causées par un stress mécanique et/ou thermique
et des micro-courbures de la fibre. Par conséquent, les symboles portés par chaque mode se mé-
langent de façon aléatoire tout au long du lien optique. Ce couplage peut être unitaire et sans
pertes [76, 77] ou non-unitaire et avec pertes [78] selon les paramètres opto-géométriques et les
conditions d’installation des fibres en question ainsi que des autres composants optiques multi-
mode d’un lien MDM. Deux stratégies de couplage inter-modal ont été récemment étudiées : tan-
dis que certains travaux ont envisagé de réduire le couplage inter-modal dans les FMFs [79, 80],
en maintenant les niveaux de diaphonie faibles pour éviter l’utilisation d’un traitement MIMO
complexe au niveau du récepteur, d’autres ont estimé que le couplage serait de toute façon inévi-
table (surtout dans les composants optiques discrets : Mux/DeMux, amplis...) et qu’un traitement
MIMO complet serait donc nécessaire [83]. En outre, Kahn et al. [74, 84] ont suggéré d’exploiter
positivement le couplage fort vu que dans ce cas, la diffusion maximale des délais de propagation
inter-modaux ainsi que le MDL accumulée suivront un processus de marche aléatoire, et évolue-
ront donc en fonction de la racine carrée de la longueur de la fibre ou du nombre de sources de
MDL dans le lien, plutôt que d’évoluer linéairement dans le cas de couplage inter-modale faible.
Dans notre modèle de canal, nous choisissons volontairement de garder le couplage généré
dans la fibre unitaire, négligeant ainsi toute MDL provenant des épissures imparfaites ou des
micro-courbures. Ceci est fait pour se concentrer uniquement sur la MDL accumulée générée
par les amplificateurs optiques FMAs, difficile à annuler par des techniques optiques simples en
raison des limites technologiques (profils de dopage sur mesure dans les amplificateurs optiques,
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la distribution spatiale de la puissance de pompage ...) [92]. Sachant que les amplificateurs op-
tiques sont régulièrement insérés dans une liaison optique de longue distance, les disparités de
gain conduiront à l’apparition de valeurs élevées de MDL à la fin du lien.
Pour modéliser le couplage de mode distribué, chaque tronçon de fibre sera représenté par une
concaténation de K sections indépendantes :
Fspan,M×M =
K
∏
k=1
(TkRk) (E.27)
Chaque section est modélisée par le produit d’une matrice diagonaleTk avec des éléments de phase
diagonaux tirés uniformément dans [0 : 2pi] modélisant les décalages de phase entre les modes de
propagation, et une matrice de rotation réelle Rk représentant la diaphonie modale distribuée. Afin
de générer ces matrices de rotation pour un certain nombre de modes, les angles de couplage de
mode de Rk seront calculés en utilisant les niveaux de diaphonie générés au niveau d’un désali-
gnement entre les cœurs de deux tronçons de fibres consécutifs. Ces niveaux de diaphonie sont
calculées par une intégrale de recouvrement des distributions des champs électriques des modes
de propagation sur la section transversale de la fibre à l’endroit des cœurs décalés [90] :
cM1−M2 =
∫∫
A
EM1(x,y)E
∗
M2(x+∆x,y+∆y)dA (E.28)
où M1 et M2 6= M1 sont deux modes guidés différents, A est la section transversale de la fibre,
E(x,y) est la valeur du champ électrique du mode au point (x,y), ∆x et ∆y sont les valeurs de
désalignement. Il est important de mentionner que nous utilisons les intégrales de recouvrement
à l’endroit d’un désalignement fictif comme outil pour émuler le couplage inter-modal. Dans le
cas où un véritable désalignement était présent, la matrice de diaphonie résultante ne serait pas
unitaire [90]. Cette technique d’émulation a été motivée par une observation dans [180] où les
auteurs ont noté que les niveaux de diaphonie calculés à partir des intégrales de recouvrement sont
les mêmes que ceux calculés à partir de la théorie des modes couplés (CMT) qui modélise mieux
les origines physiques du couplage. Dans la CMT, les coefficients de couplage dépendent de la
variation aléatoire de la position du centre du cœur ainsi que de la différence entre les constantes
de propagation des modes [76]. Toutefois, la simulation de la CMT pour un grand nombre de
modes est gourmand en ressources et moins pratique que la modélisation proposée. M(M−1)/2
valeurs de diaphonie sont nécessaires pour constituer la matrice de rotation réelle, ce qui corres-
pond au nombre de ses angles de rotation. Par exemple, pour un système de 3 modes utilisant les
mode spatiaux LP01 et les deux modes dégénérés du LP11, chaque valeur de diaphonie cLP01−LP11a ,
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cLP01−LP11b , cLP11a−LP11b est équivalente à un angle d’Euler de la matrice de rotation :
R3×3(φ ,θ ,ψ) =
1 0 00 cosφ sinφ
0 −sinφ cosφ
 ·
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ

·
 cosψ sinψ 0−sinψ cosψ 0
0 0 1
 (E.29)
où φ = arcsincLP11a−LP11b , θ = arcsincLP01−LP11b et ψ = arcsincLP01−LP11a . Le calcul de matrices de
diaphonie unitaire pour 6 modes est une généralisation de cette procédure mettant en jeu 15 valeurs
de diaphonie. Les désalignements fictifs ∆x et ∆y pour chaque section sont tirés uniformément
dans l’intervalle [−σrc : σrc] où σ est un pourcentage du rayon du cœur rc déterminant le taux de
couplage pour un nombre de section K donné.
E.3.1.2 Statistiques de la MDL dans un système MDM de longue distance
OFDM 
Receiver 
Space- 
Time Coding 
q-QAM 
Modulation 
Electrical 
Optical 
Front-end 
 
Optical 
Channel 
 
 
Optical 
Electrical 
Front-end 
q-QAM 
Demod-
ulator 
+ 
TM´X
TM´Y
TM´N
MM´H
1´MTS
1
ˆ
´MTS
...01011
...01011
Space- 
Time 
Decoding 
 
MTMTeq ´,H
OFDM 
Transmitter 
OFDM 
Transmitter 
… 
OFDM 
Receiver 
… 
FIGURE E.10: Système de transmission optique OFDM multiplexé en modes, et codé en espace et en
temps.
Après avoir présenté les principaux effets linéaires du canal optique, nous définissons un sys-
tème de transmission OFDM avec 3 (resp. 6) modes spatiaux, utilisés en mode mono-polarisation.
Les modes sont le mode fondamental LP01 et les deux dégénérescences LP11a et LP11b du mode
LP11 (resp. ces trois modes ainsi que le LP02 ainsi que les dégénérescences LP21a et LP21b du mode
LP21). Même si elle est irréaliste, l’hypothèse d’utilisation d’une polarisation par mode spatial est
choisi afin de se concentrer uniquement sur les pertes différentielles inter-modales comme dans
le cas de plusieurs études précédentes sur la MDL [74, 78, 90]. Nous avons également négligé
les non-linéarités de la fibre pour se concentrer sur les effets linéaires du système pour évaluer
sa performance. Un signal OFDM avec un préfixe cyclique de taille appropriée est utilisé pour
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moduler chacun des modes qui se propagent à travers une liaison optique de longue distance com-
portant des amplificateurs FMAs avec des disparités de gains modaux. Le schéma de transmission
est illustré sur la figure E.10. En l’absence de bruit de phase du laser et de décalage de fréquence,
le canal MIMO pour chaque sous-porteuse OFDM peut être exprimé par :
YM×T =HM×MXM×T +NM×T
=
√
α
L
∏
l=1
(PlGlFl)XM×T +NM×T
(E.30)
où XM×T (resp. YM×T ) sont les symboles complexes émis (resp. reçus) sur les M = {3,6} modes
et au cours de T créneaux temporels.HM×M est la matrice de canal linéaire constitué de L tronçons
de fibre indépendants Fl , chacun étant de la forme (E.27) et suivi par un FMA modélisé comme
une matrice diagonale Gl et par un brouilleur de modes Pl . Les gains dans Gl sont attribuées
comme suit : le mode LP01 a un gain unitaire et des décalages des gains ∆G01−µν sont définis
pour chaque mode LPµν . Pl sont des matrices de permutation aléatoires obtenus en permutant
aléatoirement les lignes d’une matrice d’identité IM, représentant ainsi des brouilleurs de modes
parfaits comme dans [90]. α est un facteur de normalisation introduit pour compenser la perte du
lien commune à tous les modes. Dans un système réel, la MDL serait dépendante de la fréquence
avec une bande de cohérence dictée par la quantité de dispersion modale dans la liaison [74]. En
première approche, la dispersion modale n’a pas été prise en considération, pour limiter l’étude en
cours à une seule sous-porteuse OFDM ou à un canal plutôt plat en fréquence.
Avant d’introduire les codes ST, nous examinons les statistiques de la MDL dans le modèle
canal défini. Pour évaluer la MDL sous différents scénarios de couplage, nous considérons un
système MDM avec L = 8 tronçons de fibres FMF ayant un profil d’indice parabolique avec un
rayon de cœur de 8.7µm et une ouverture numérique de 0.205 à λ = 1550nm, permettant ainsi
la propagation de 6 modes spatiaux. Chaque tronçon est constitué de K = 200 sections. Les am-
plificateurs présentent les disparités de gain suivantes ∆G01−11 = −1.3dB, ∆G01−21 = −2dB et
∆G01−02 =−0.2dB correspondant à une technologie prometteuse de FMA présentée dans [92], et
ils sont suivis par un brouilleur de mode parfait. Pour K = 200 sections, trois taux de couplage
sont examinés en tirant aléatoirement des désalignements d’une distribution uniforme avec σ ac-
cordé à 0.6%, 3% et 5% du rayon du cœur de la fibre rc pour émuler respectivement du faible,
du moyen et du fort couplage inter-modal. Pour chaque scénario de couplage, 106 états du canal
MDM 6× 6 ont été tirés aléatoirement et les niveaux de MDL ont été calculés pour chacun, la
MDL étant défini comme le rapport en dB entre les carrés de la plus grande et de la plus petite
des valeurs singulières du canal H. Les distributions de la MDL sont présentées sur la figure E.11
pour les différents niveaux de couplage, avec et sans l’option de brouillage de mode.
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FIGURE E.11: Distributions de probabilité de la MDL simulées pour différents scénarios de couplage
et de brouillage de modes dans un système MDM 6×6 (8 tronçons, 2dB de MDL par tronçons).
Nous remarquons clairement que le couplage et le brouillage réduisent de manière significa-
tive la MDL moyenne ainsi que sa variance. Avec des tronçons à faible couplage, les 2dB de MDL
de chaque amplificateur s’additionnent aboutissant à une MDL cumulée égale à 8× 2 = 16dB.
A un taux de couplage moyen, les modes ne sont que partiellement corrélés et la MDL moyenne
diminue jusqu’à 10dB. Le fort couplage et le brouillage des modes réduisent la MDL moyenne
à 6dB, ce qui est très proche de
√
8×2 = 5.7dB, la valeur de MDL accumulée prévue lorsqu’un
mélange ou un couplage aléatoire complet des modes se produit entre des sources de MDL iden-
tiques [74]. Par conséquent, un fort couplage dans les fibres FMF est souhaitable afin de réduire
la MDL accumulée. Cependant, dans tous les scénarios, nous constatons que la MDL n’est pas
complètement éliminée et proposons donc d’ajouter des solutions de codage MIMO pour limiter
les pénalités induites par la MDL.
E.3.2 Codage Espace-Temps et décodage en sphères
Comme nous l’avons vu précédemment avec les systèmes MIMO 2× 2, nous pouvons faire un
meilleur usage des dimensions du système qu’un simple multiplexage de données que nous ap-
pliquerons aux systèmes MDM, en insérant par exemple le même symbole de données dans des
combinaisons linéaires envoyées sur différents modes et à différents créneaux temporels. Par la
suite, au niveau du récepteur, les copies d’une même donnée peuvent être exploitées pour amélio-
rer la performance car le même symbole aurait connu divers états du canal, et par conséquent les
disparités de perte entre les flux de données seraient davantage réduites.
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E.3.2.1 Les codes ST algébriques en couches (TAST)
Plusieurs familles de codes ST ont été conçues pour différents schémas MIMO sans fils. Nous
mettrons l’accent sur une catégorie spécifique de codes : les codes espace-temps en blocs (STBC
ou Space-Time Block codes) dans laquelle un mot de code est représenté par une matrice XM×T ,
où T est le nombre de créneaux temporels sur lesquels le code est défini. Cette matrice est obtenue
en multipliant un vecteur de symbole SMT×1 par une matrice génératrice du code MG et en réar-
rangeant le vecteur obtenu en une matrice M×T . Cette opération a lieu du côté émetteur dans le
bloc “Space-Time coding" dans la figure E.10.
Dans cette catégorie, nous choisirons des codes pour les systèmesMDM3×3 et 6×6, qui rem-
plissent les conditions suivantes : en premier, les matrices de mots de code sont carrées (M = T )
afin de placer chaque symbole de données sur un mode différent à chaque créneau temporel dif-
férent, et pour minimiser en même temps la latence au niveau du récepteur. En second, des codes
à rendement plein seront utilisés, ce qui se traduit par la transmission de M2 symboles d’infor-
mation q-QAM différents dans chaque mot de code pour ne pas réduire le gain de multiplexage
du système MDM. En troisième lieu, une énergie moyenne uniforme sera transmise par mode.
Une famille de codes ST en blocs connue sous le nom de codes TAST pour Threaded Algebraic
Space-Time codes [148], ou les codes ST algébriques en couches, répond à toutes ces exigences
et offre des codes pour tout système MIMO M×T . Les matrices de mots de code 3× 3 et 6× 6
sont données ci-dessous :
• Le mot de code TAST 3× 3 est donné en (E.31) où φ = exp(ipi/36), j = exp(i2pi/3),
θ = exp(ipi/9) et sk=1:9 sont des symboles q-QAM. φ et θ ont été choisies de telle sorte
à maximiser le gain de codage et le gain de diversité sur un canal multi-antenne 3×3 sans-
fils à évanouissement de type Rayleigh [148]. 9 symboles q-QAM sont envoyés pendant 3
créneaux temporels (ou time slot (ts)) dans chaque mot de code, fournissant ainsi un débit
de 3 symboles/ts. Une autre représentation du code consiste à vectoriser (E.31), en tas-
sant ses colonnes pour obtenir (E.32) où MG est la matrice génératrice du code. MG étant
unitaire (MGM
†
G = I9×9), nous ne modifions alors pas l’énergie moyenne des nouveaux
super-symboles transmis après avoir encodé les symboles q-QAM.
XT,3×3 =
1√
3
 s1+θs2+θ 2s3 φ 2(s4+ jθs5+ j2θ 2s6) φ(s7+ j2θs8+ jθ 2s9)φ(s7+θs8+θ 2s9) s1+ jθs2+ j2θ 2s3 φ 2(s4+ j2θs5+ jθ 2s6)
φ 2(s4+θs5+θ
2s6) φ(s7+ jθs8+ j
2θ 2s9) s1+ j
2θs2+ jθ
2s3

(E.31)
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vecC
(
XT,3×3
)
=MG,9×9S9×1
=
1√
3

1 θ θ 2 0 0 0 0 0 0
0 0 0 0 0 0 φ φθ φθ 2
0 0 0 φ 2 φ 2θ φ 2θ 2 0 0 0
0 0 0 φ 2 φ 2 jθ φ 2 j2θ 2 0 0 0
1 jθ j2θ 2 0 0 0 0 0 0
0 0 0 0 0 0 φ φ jθ φ j2θ 2
0 0 0 0 0 0 φ φ j2θ φ jθ 2
0 0 0 φ 2 φ 2 j2θ φ 2 jθ 2 0 0 0
1 j2θ jθ 2 0 0 0 0 0 0


s1
s2
s3
s4
s5
s6
s7
s8
s9

(E.32)
• La matrice de mot de code TAST 6× 6 est donnée en (E.33) où φ = exp(ipi/12), s1···6 un
vecteur de 6 symboles q-QAM, fn(x) = Σk=1:6xk( j
n−1θ)k−1 avec j = exp(i2pi/6) et θ =
exp(ipi/18). φ et θ ont été fixées afin de maximiser les gains de codage et de diversité sur
un canal sans fils multi-antenne 6×6 à évanouissement de type Rayleigh [148]. 36 symboles
q-QAM sont transmis durant 6 créneaux temporels dans chaque mot de code, garantissant
ainsi un rendement plein de 6 symboles/ts. La matrice génératrice correspondant qui est
aussi unitaire peut être aussi construite par vectorisation de (E.33).
XT,6×6 =
1√
6

f1(s1) φ
5
6 f2(s6) φ
4
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6 f4(s4) φ
2
6 f5(s3) φ
1
6 f6(s2)
φ
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5
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4
6 f4(s5) φ
3
6 f5(s4) φ
2
6 f6(s3)
φ
2
6 f1(s3) φ
1
6 f2(s2) f3(s1) φ
5
6 f4(s6) φ
4
6 f5(s5) φ
3
6 f6(s4)
φ
3
6 f1(s4) φ
2
6 f2(s3) φ
1
6 f3(s2) f4(s1) φ
5
6 f5(s6) φ
4
6 f6(s5)
φ
4
6 f1(s5) φ
3
6 f2(s4) φ
2
6 f3(s3) φ
1
6 f4(s2) f5(s1) φ
5
6 f6(s6)
φ
5
6 f1(s6) φ
4
6 f2(s5) φ
3
6 f3(s4) φ
2
6 f4(s3) φ
1
6 f5(s2) f6(s1)

(E.33)
E.3.2.2 Décodeurs ML pour les systèmes MIMO de grande dimension
Du côté du récepteur, les symboles de données sont estimés en utilisant un décodeur de maximum
de vraisemblance (ML). Supposons que la matrice canalH est connue (ou parfaitement estimée au
niveau du récepteur) et constante pendant T temps symbole, et que tous les mots de code émis X
sont équiprobables, un système de détection optimale du canal modélisé en (E.30) doit satisfaire au
critère ML qui consiste à estimer le mot de code X par XˆML en minimisant la distance Euclidienne
suivante :
XˆML = argmin
XM×T∈C
‖Y−HX‖2 (E.34)
où C est l’ensemble de tous les mots de code possibles. Le critère ML peut être réécrit pour
faire apparaître explicitement les symboles q-QAM originaux lorsqu’un schéma de codage ST est
utilisé. À cette fin, nous utilisons une forme vectorisée de (E.30) contenant la matrice génératrice
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du code ST et définissons un canal équivalent Heq [154] :
Y
′
MT×1 = vecC(Y) =
 H 0 00 . . . 0
0 0 H
vecC(X)+vecC(N)
=H
′
MT×MTMGSMT×1+N
′
MT×1
=HeqS+N
′
(E.35)
oùMG est la matrice génératrice du schéma de codage. Dans le cas de multiplexage spatial simple,
sans codage, T = 1 et MG est remplacée par la matrice identité. S est le vecteur des symboles q-
QAM transmis. Étant donné que H est une matrice de rang plein et MG est unitaire, la règle de
décodage ML peut être réinterprétée comme :
SˆML = argmin
SMT×1∈C′
‖Y′−HeqS‖2 (E.36)
où C
′
est l’ensemble de tous les vecteurs de symboles q-QAM possibles. Le critère ML peut
être mis en œuvre par une recherche exhaustive dans C
′
. La norme dans (E.36) doit être alors
calculée pour toutes les combinaisons possibles des symboles émis. Dans le cas d’un code ST
carré, à rendement plein, construit avec des symboles q-QAM, cela conduit à qM
2
calculs de norme.
Ainsi, la complexité de la recherche exhaustive augmente avec la taille de constellation et de façon
exponentielle avec le nombre de modes. Par conséquent, des décodeurs à complexité réduite sont
indispensable pour implémenter le critère ML.
Des décodeurs en réseau de points à complexité réduite comme le décodeur par sphères ont
été suggérés dans [156] pour les systèmes MIMO non-codés ou codés. Après l’application d’une
transformation complexe-réelle du canal donné en (E.35), le dictionnaire des symboles C
′
est vue
comme un réseau de points où chaque vecteur de symbole émis S est un point du réseau. En raison
de la propagation à travers un canal bruité, le vecteur reçu Y
′
n’est plus un point du réseau, et le
décodeur par sphères recherche le point du réseau le plus proche de Y
′
dans une région sphérique
centrée sur Y
′
. Le choix du rayon initial de la sphère est critique pour la réduction de la complexité
de l’algorithme de recherche. Si le rayon est judicieusement choisi en fonction du SNR et des
valeurs singulières du canal, la complexité de l’algorithme de recherche devient indépendante de
la taille de constellation q et est approximée par O((MT )6) [156]. Cela donne O(M6) opérations
dans le cas du multiplexage spatial non codé, et O(M12) pour un code ST en blocs, carré et de
rendement plein.
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E.3.3 Performance des systèmes MDM codés en espace et en temps
Les avantages de l’utilisation du codage ST pour compenser la MDL seront illustrées dans un sys-
tème MDM de 3 modes (resp. de 6 modes) où des fibres à gradient d’indice avec un profil d’indice
parabolique sont installées, avec un rayon de cœur rc = 6µm (resp. rc = 8.7µm). Les distribu-
tions de champ des modes sont approchées par des modes Laguerre-Gauss comme dans [90]. Le
lien simulé est celui présenté dans (E.30)et les paramètres de la liaison sont les mêmes que ceux
utilisés dans la section E.3.1 (L = 8 tronçons, composés chacun de K = 200 sections avec trois
niveaux de couplage inter-modal et des disparités de gain au niveau des FMAs). Pour le système
de 3 modes, un décalage de gain ∆G01−11 =−1.3dB est considéré à chaque FMA. Nous rappelons
qu’une seule polarisation par mode est considérée pour se concentrer uniquement sur la MDL.
A l’émetteur, dans le cas non-codé (NC), un vecteur de symboles 4-QAM Sm=1:M d’énergie
symbole unitaire ES = 1 est envoyé sur les modes, fournissant ainsi un débit de six bits (resp.
12 bits) par créneau temporel. Pour le cas codé, un code TAST 3× 3 (resp. 6× 6) est utilisé.
La performance de ces systèmes est mesurée en termes de courbes de TEB moyen en fonction
du rapport signal-sur-bruit symbole ES/2N0 par mode, au moyen de simulations Monte-Carlo.
Un minimum de 100 erreurs binaires est enregistré pour chaque valeur de SNR. Trois scénarios
de couplage avec et sans l’option de brouillage de modes après les FMAs sont présentés sur la
figure E.12. Au niveau du récepteur, dans tous les scénarios, les symboles de données sont estimés
en utilisant un décodeur par sphères.
La première colonne de la figure E.12 montre les résultats pour un système de MDM de 3
modes. En observant les courbes en trait plein avec des marqueurs en forme carrée correspondant
au cas non-codé (NC) sans brouilleurs de mode, nous remarquons que la pénalité SNR induite
par la MDL à un TEB = 10−3 diminue de 4.2dB pour un faible niveau de couplage, à 1.2dB
pour du couplage moyen et 0.5dB pour du couplage fort. L’ajout de brouilleurs de mode après
les FMAs (courbes en trait plein avec marqueurs en triangle) réduit ces pénalités 1.5dB pour le
couplage faible et 0.4dB pour le couplage moyen alors qu’il n’a pas d’effet en régime de couplage
fort parce que les modes sont déjà totalement mélangés dans la fibre. Les mêmes observations
peuvent être faites pour le système MDM de 6 modes (deuxième colonne de la figure E.12). Sans
brouilleurs, la pénalité SNR à TEB = 10−3 diminue de plus que 6dB pour du couplage faible, à
1.2dB pour le couplage moyen et à 0.4dB pour couplage fort. L’insertion de brouilleurs de mode
réduit ces pénalités à 1.7dB pour le couplage faible et 0.4dB pour le couplage moyen. Encore une
fois, le brouillage n’a pas d’effet dans le régime de couplage fort parce que les modes ont subi une
mélange complet dans la fibre et la MDL ne peut être réduite davantage par les brouilleurs comme
on peut le constater à partir des distributions de MDL obtenues et illustrées sur la figure E.11.
D’autre part, lorsque le code TAST 3× 3 est utilisé seul (courbes en traits discontinus avec
marqueurs carrés sur la figure E.12), son gain dépasse celui apporté par du brouillage de modes
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(a) système 3×3, fort couplage.
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(b) système 6×6, fort couplage.
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(c) système 3×3, couplage moyen.
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(d) système 6×6, couplage moyen.
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(e) système 3×3, faible couplage.
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(f) système 6×6, faible couplage.
FIGURE E.12: TEB moyens en fonction du SNR pour un système MDM 3×3 (a,c,e) et 6×6 (b,d,f)
obtenus par des simulations Monte-Carlo (8 tronçons de fibres à gradient d’indice avec un profil d’in-
dice parabolique et un rayon de cœur de rc = 6µm (resp. rc = 8.7µm) et une ouverture numérique
NA= 0.205 à λ = 1550nm, FMAs avec décalage maximal de gain modal de 2dB).
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dans le scénario de faible couplage, et la pénalité SNR est réduite à 1dB pour un TEB = 10−3
pour le système de 3 modes, ce qui équivaut à un gain de codage de 3dB. En outre, le code TAST
absorbe toute la pénalité due à la MDL dans les scénarios de moyen et de fort couplage. Des
réductions similaires des pénalités sont observées avec le code TAST 6× 6 pour les différents
niveaux de couplage. Enfin, en combinant le code ST avec le brouillage de modes, nous éliminons
complètement les pénalités dans tous les régimes de couplage testés pour 3 et 6 modes, et cela à
tous les niveaux de TEB que nous avons évalués. Ces résultats prouvent l’efficacité des solutions
de codage ST pour combattre la MDL, en moyennant les pertes subies par les symboles de données
multiplexés sur les modes ; ce qui en fait une solution DSP intéressante pour les systèmes MDM.
A partir des résultats obtenus, nous concluons que les codes ST peuvent être adoptés comme une
alternative au brouillage optique des modes ou comme une solution complémentaire pour limiter le
nombre de brouilleurs de mode à installer dans la liaison optique. Ce choix entre ses deux solutions
se fera en fonction de l’importance des disparités de gain aux FMAs et du taux de couplage dans
les fibres FMF utilisées.
Tout comme les codes Polarisation-Temps dans les systèmes PDM où ces codes offraient une
plus grande distance minimale que les schémas non-codés, les codes Espace-Temps offriraient le
même avantage dans les systèmes MDM impactés par la MDL. Or, la mise à l’échelle des solutions
de codage ST pour des systèmes MIMO optiques de plus grandes dimensions devrait garantir une
complexité de codage/décodage raisonnable pour que ces solutions puissent être implémentées
dans de futurs systèmes MDM.
E.3.4 Complexité et extensibilité des systèmes MDM codés
Les codes TAST à rendement plein précédemment utilisés existent pour des systèmes MIMO
de plus grande dimension comme des systèmes MDM de 10 modes ou des systèmes Pol-Mux
MDM. Cependant, la complexité de leur décodage augmente rapidement avec la taille du système
MIMO : exponentiellement si un décodeur ML avec une recherche exhaustive est utilisé (qM
2
pour un code ST carré à base de symboles q-QAM) et en temps polynomial pour un décodeur en
sphères (M12 pour un code ST carré). Cette complexité accrue peut rendre le coût d’un système
MDM codé prohibitif. Par conséquent, nous proposons et étudions deux variantes possibles de
solutions de codage ST qui négocient une partie des gains de codage optimaux observés dans la
section précédente pour une réduction de la complexité et une possibilité de mise à l’échelle des
solutions ST. Les deux stratégies consistent à :
• remplacer le décodeur optimal ML par un égaliseur sous-optimal de plus faible complexité :
le forçage à zéro avec retour de décision (ZF-DFE).
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• remplacer les codes M×M par un codage en sous-blocs sur moins de créneaux temporels
T <M afin de réduire la complexité du décodeur ML en sphères en raccourcissant la taille
du dictionnaire des mots de code.
E.3.4.1 Décodage ZF-DFE des schémas MDM codés
La première solution consiste à utiliser le forçage à zéro avec retour de décision (ZF-DFE) comme
égaliseur sous-optimal. Dans les canaux MIMO multi-antenne sans fils à évanouissement de Ray-
leigh, le ZF-DFE démontre un gain de performance par rapport au décodeur classique ZF qui
effectue une simple opération d’inversion du canal, grâce à l’annulation successive de l’interfé-
rence lors de la récupération des symboles de données [160]. Les étapes de décodage sont les
suivantes :
• Ayant le modèle de canal équivalent en (E.35), effectuer une décomposition QR de Heq =
QR qui réécrit la matrice canal en un produit d’une matrice Q unitaire et d’une matrice
triangulaire supérieure R.
• Calculer le système équivalent :
Y˜=Q†Y
′
= RS+Q†N
′
(E.37)
où le nouveau bruit Q†N
′
reste blanc Gaussien vu que Q est unitaire.
• Estimer chaque symbole du vecteur SˆZF−DFE en résolvant le système linéaire Y˜ = RS. La
matriceR étant triangulaire supérieure, le système peut être résolu d’une manière itérative en
commençant par le dernier symbole et effectuant une décision à seuil sur chaque symbole
estimé avant de l’utiliser pour enlever son interférence dans la ligne précédente. Cela se
traduit par les opérations suivantes :
si,i:N→1 =
yi−∑i−1j=0 ri,N− j sˆN− j
ri,i
sˆi,i:N→1 = ⌊si⌉
(E.38)
où N =MT est la dimension du système et ⌊·⌉ est l’opération de décision à seuil.
La complexité de l’algorithme ci-dessus est fixée par la décomposition QR de la matrice ca-
nal et la résolution du système linéaire. Nous avons calculé une estimation approximative de cette
complexité en flops que nous définissons comme le nombre de multiplications scalaires complexes
nécessaires pour décoder un symbole transmis S, et nous l’avons comparé au nombre de flops re-
quis par un décodeur ZF (inversion de matrice en utilisant la méthode du pivot de Gauss standard)
ainsi que celui requis par un décodeur ML à recherche exhaustive. Nous avons choisi la recherche
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TABLE E.2: Comparaison de la complexité de décodage par symbole de différents décodeurs d’un
système MIMO de taille N×N.
ZF ZF-DFE ML exh. search ML sphere dec.
N×N MIMO N3+3N2−N
N
N3+3.5N2+0.5N
N
qN(N2+N)
N
≈ N6
N
6-mode NC (N = 6) 53 58 28672 7776
TAST 6×6 (N = 36) 1403 1423 1.7×1023 6×107
exhaustive pour le décodeur ML parce qu’un nombre exact d’opérations ne peut être obtenue pour
un décodeur par sphères. L’expression analytique du nombre de flops nécessaires pour décoder un
symbole q-QAM dans un système MIMO N×N est donnée dans le tableau E.2 pour les différents
décodeurs. Un nombre d’opérations approximatif, O(N6) [156], est donné pour le décodeur en
sphères car le nombre exact dépend du choix du rayon initial et de la valeur de SNR. Une appli-
cation numérique pour un système MDM de 6 modes non-codé et codé en TAST 6×6 en utilisant
des symboles 4-QAM est également indiquée dans le tableau E.2. Il est intéressant de noter que les
complexités des décodeurs ZF et ZF-DFE sont dominées par le même terme en N3 et sont presque
égales pour les systèmes MIMO de grandes dimensions.
Nous mesurons la performance du décodeur ZF-DFE avec le système MDM 6×6 précédem-
ment défini. Les courbes de TEB moyen des deux schémas NC et codés en TAST, pour trois
taux de couplage inter-modal différents sont données sur la figure E.13. Dans tous les scénarios,
les brouilleurs de mode sont utilisés après les FMAs. Tout d’abord, il est évident que le déco-
deur ZF-DFE offre une performance pire que le décodeur ML pour le régime non-codé (courbes
avec marqueurs ronds) en raison de l’amplification du bruit produite lors de l’inversion du canal
dans (E.37). D’autre part, lorsque le codage TAST est utilisé avec un décodeur ZF-DFE (courbes
en traits discontinus), un gain de performance est observé dans tous les cas. A un TEB= 10−3, le
décodage ZF-DFE du schéma codé a la même pénalité de 0.4dB que le schéma non-codé utilisant
un décodage ML optimal, pour des taux de couplage moyen et fort, alors qu’il surpasse le système
non-codé pour un taux de couplage faible, offrant un gain de codage non-négligeable de 1.2dB.
Des gains similaires sont observés pour le système MDM de 3 modes.
Étonnamment, cette performance observée des codes ST est complètement différente de celle
obtenue sur un canal sans fils où un décodage ZF-DFE des mots de code n’apporterait absolument
aucun gain. Nous avons également testé un décodage ZF des schémas codés qui a montré une per-
formance moins bonne que celle du ZF-DFE. Pour conclure, nous avons montré qu’une solution
de codage ST avec un décodage ZF-DFE de faible complexité est également capable d’atténuer
les pénalités de la MDL. Dans tous les scénarios de couplage examinés, le décodage sous-optimal
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(b) Couplage moyen.
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(c) Couplage faible.
FIGURE E.13: TEB moyens en fonction du SNR du décodage ZF-DFE des schémas codés en TAST
6×6 avec boruillage de modes.
des schémas 6×6 codés, observant des niveaux de MDL aussi élevés que 10 dB, est au pire à 1dB
du même schéma décodé d’une façon optimale.
E.3.4.2 Codage spatio-temporel en blocs multiples
La deuxième stratégie consiste en une approche de codage multi-bloc. Encore une fois, nous consi-
dérons le précédent système MDM de 6 modes pour étudier deux nouvelles configurations ST à
rendement plein et décodé selon le critère ML. Nous suggérons de réduire la dimension du système
codé en raccourcissant la longueur temporelle des schémas de codage. Des schémas à rendement
plein définis sur T < 6 créneaux temporels tels que deux blocs X3×3 codés sur T = 3 comme le
montre la figure E.14(b) ou trois blocs X2×2 codés sur T = 2 comme illustré sur la figure E.14(c)
peuvent être envisagés.
Si nous calculons le nombre d’opérations nécessaires pour décoder un symbole dans ces nou-
veaux schémas ST en appliquant le critère ML à travers une recherche exhaustive, nous consta-
tons que 1.3×1012 opérations sont nécessaires quand on considère deux blocs ST sur 3 créneaux
temporels et 2.2× 108 opérations pour trois blocs ST sur 2 créneaux temporels. Une réduction
importante de la complexité de décodage est ainsi obtenu par rapport à la solution TAST 6× 6.
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En effet, cette dernière nécessite le décodage de mots de code contenant 36 symboles de données
alors que les nouveaux schémas contiennent que 18 et 12 symboles de données respectivement.
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FIGURE E.14:Quatre configuration de mots de codes répartis en espace et en temps : (a) code 6×6 en
un bloc unique, (b) deux blocs de codes 3×3, (c) trois blocs de codes 2×2, (d) Simple multiplexage
spatial.
Pour illustrer les avantages de cette solution, nous considérons un système à 2 blocs où chacun
est codé avec un code TAST 3×3, et un système à 3 blocs où chacun est codé par le Silver code. La
stratégie d’allocation des modes aux différents blocs va dépendre des disparités modales des gain
dans les FMA en question. Les modes les plus atténués seront codés avec un mode privilégié pour
moyenner au mieux les disparités de gain. Ainsi, pour la technologie FMA considérée dans notre
étude, le schéma à 2 blocs sera composé des modes LP01 et LP21a,b dans un bloc, et des modes
LP02 et LP11a,b dans l’autre ; tandis que le schéma à 3 blocs sera composé des blocs suivants :
{LP01,LP21a}, {LP02,LP21b} et {LP11a,LP11b}.
Pour ces solutions de codage multi-bloc, le modèle de canal vectorisé est le même que pour la
solution à bloc ST unique dans (E.35) avec une matrice canal équivalente Heq réarrangée, de plus
petites dimensions. La matrice génératrice MG représentant la configuration de codage ST multi-
bloc sera composée d’une matrice diagonale en blocs avec les matrices génératrices des codes
TAST 3×3 ou des codes Silver 2×2 sur sa diagonale, comme illustré ci-dessous :
MG,2−blocks =
[
MG,TAST 0
0 MG,TAST
]
or
MG,3−blocks =
 MG,Silver 0 00 MG,Silver 0
0 0 MG,Silver
 (E.39)
Nous évaluons les TEB moyens de ces solutions de codage en blocs en utilisant un décodeur
ML ainsi que le même système de transmission MDM de 6 modes. La figure E.15 montre les
courbes TEB pour trois taux de couplage différents, et avec des brouilleurs de mode après chaque
FMA. Le schéma à 2 blocs absorbe toute la pénalité SNR à un TEB = 10−3 pour les couplages
moyen et fort tandis que la pénalité est réduite à 0.5dB pour du couplage faible. Le schéma à 3
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blocs présente une pénalité SNR de 0.2dB dans les scénarios de couplage moyen et fort, et 1dB
de pénalité avec du couplage faible. La pénalité accrue des schémas multi-blocs est due au fait
que les codes utilisés moyennent les pertes observées à l’intérieur de chaque bloc, et combattent
ainsi la MDL intra-bloc en négligeant la MDL inter-bloc, tandis que les systèmes où un bloc codé
unique est appliqué moyenne les pertes sur tous les modes. Cependant, la complexité du décodage
ML est considérablement réduite avec l’approche multi-bloc (décodage ≈ 1014 fois plus rapide).
De plus, cette approche offre des solutions flexibles et évolutives qui peuvent être étendues à des
systèmes MDM de plus grandes dimensions. Elle peut être également adapté à d’autres systèmes
MDM où une technologie différente de FMA est utilisée ou d’autres sources de MDL existent.
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FIGURE E.15: TEB moyens en fonction du SNR des schémas de codage multi-bloc du système MDM
à 6 modes avec boruillage de modes.
E.3.5 Conclusion
Dans cette section, nous avons montré, par le biais des simulations numériques, que le codage
spatio-temporel (ST) est une technique prometteuse pour les systèmes MDM-OFDM impacté par
la MDL. Cette technique peut être utilisée en tant que solution autonome ou en complément des
solutions optiques telles que le brouillage de modes, en fonction du taux de couplage inter-modal
dans les fibres FMF installées. La performance d’un décodage optimal des codes TAST a été étu-
diée sur des systèmes MDM de 3 et de 6 modes. Les pénalités engendrées par des niveaux de
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MDL aussi élevés que 10dB ont pu être complètement éliminées. En outre, deux stratégies ont été
présentées afin de réduire la complexité de décodage des schémas ST : d’une part, un décodeur de
faible complexité a montré une performance quasi-optimale et d’autre part, une approche de co-
dage multi-bloc a assuré des gains de codage intéressants et un grand potentiel de mise à l’échelle
pour les systèmes MDM plus larges.
Les gains de codage obtenus peuvent assouplir les exigences en termes de MDL sur les com-
posants optiques, ou d’une manière équivalente augmenter la portée des systèmes MDM. Ces
observations ouvrent la voie à d’autres études intéressantes sur les solutions de codage ST pour
les systèmes SDM telles que l’application d’autres familles de codes ST, ainsi que l’extension de
l’étude au-delà de 6 modes (systèmes MDM avec un plus grand nombre de modes M ou systèmes
MDM multiplexés en polarisation où la PDL peut être ajoutée comme autre facteur limitant).
E.4 Perspectives
Les conclusions des deux principales parties de cette thèse ouvrent la voie à d’autres études sur
les avantages des solutions de codage ST à rendement plein pour les systèmes MIMO optiques.
Parmi les nombreux axes de recherche possibles, nous développons quatre principaux axes que
nous considérons comme les plus intéressants :
• La conception de codes pour les communications MIMO optiques : en se basant sur le
critère dérivé pour les systèmes PDM, nous pouvons rechercher des schémas de codage qui
répondent au mieux aux contraintes d’orthogonalité sans réduire le gain de multiplexage.
En outre, la borne supérieure de probabilité d’erreur que nous avons trouvé et le critère de
construction qui en dérive, peuvent être analysées plus en détail pour inclure les statistiques
de la PDL comme sa distribution Maxwellienne. Par ailleurs, une analyse théorique peut
aussi être effectuée pour les systèmes MDM impactés par la MDL pour en extraire les
règles de construction de codes spécifiques à ces systèmes. Pour y arriver, la définition d’un
modèle canal de forme compacte et relativement simple est nécessaire.
• Amélioration des modèles canal SDM et validation expérimentale : afin de nous concentrer
sur la MDL, nous n’avons pas tenu compte des modes de polarisation ainsi que des solutions
de multiplexage spatial hybrides MCF/MMF. Nous pouvons ainsi envisager de définir de
nouveaux modèles canal SDM avec différentes sources de MDL et de PDL, et de tester de
nouveaux schémas de codage ST sur ces canaux. Dans un second temps, des expériences de
transmission SDM peuvent être effectués pour tenir compte de l’interaction de la dispersion
modale et de la MDL qui se traduira par une variation en fréquence de la MDL. L’expérience
permettra de tenir compte aussi de la non-blancheur spatiale du bruit et, éventuellement, des
effets non-linéaires pour des niveaux de puissance élevés injectés dans la fibre.
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• Des solutions DSP à complexité réduite pour les communications MIMO optiques : nous
avons choisi le décodeur par sphères parmi les multiples solutions de décodage en réseau
de points pour implémenter le critère ML. D’autres décodeurs peuvent être testés comme
le décodeur par pile (stack decoder) ou sa version de plus faible complexité : spherical-
bounded stack decoder. Un décodage conjoint du code spatio-temporel et du codage FEC
peut également être envisagée. En outre, l’approche de codage multi-bloc et la sélection
de mode spatiaux peuvent être étendues à des solutions MCF/MMF hybrides où différents
niveaux de MDL peuvent être observées parmi les sous-ensembles des canaux disponibles
en fonction de la technologie des composants optiques SDM sous-jacents.
• La réduction des effets non-linéaires en utilisant du codage MIMO à rendement plein : un
autre axe de recherche important dans le domaine des systèmes de transmission optique
est la compensation des effets non-linéaires. L’évaluation de la capacité du codage MIMO à
compenser ces effets dans divers systèmes MIMO optiques (PDM, SDM et WDM) demeure
une piste intéressante.
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Emerging Space-Time Coding Techniques
for Optical Fiber Transmission Systems
Elie AWWAD
RÉSUMÉ : La recherche dans le domaine des communications sur fibres optiques avance à un rythme
rapide afin de satisfaire des demandes croissantes de communications à débits élevés. Les principaux
moteurs de ces avancements sont la multitude de degrés de liberté offerts par la fibre permettant ainsi
la transmission de plus de données : l’amplitude, la phase et l’état de polarisation du champ optique,
ainsi que le temps et la longueur d’onde sont déjà utilisés dans les systèmes de transmission optique
déployés. Pourtant, ces systèmes s’approchent de leur limite fondamentale de capacité et un degré
supplémentaire : “la dimension spatiale" est étudié pour réaliser un saut qualitatif majeur en termes
de capacité de transmission. Cependant, l’insertion de plusieurs flux de données dans le même canal
de propagation induit également des pertes différentielles et de la diaphonie entre les flux, ce qui peut
fortement réduire la qualité du système de transmission. Dans cette thèse, nous nous concentrons sur
les systèmes de transmission optique de type MIMO basés sur un multiplexage en polarisation ou en
modes de propagation. Dans les deux cas, nous évaluons la dégradation de la performance provoquée
par une interférence inter-canaux non-unitaire et des disparités de gain entre les canaux engendrées
par des imperfections dans les composants optiques utilisés (fibres, amplificateurs, multiplexeurs...), et
proposons pour les combattre, de nouvelles techniques de codage pour les systèmes MIMO nommées
“codes Spatio-Temporels" (ST), préalablement conçues pour les systèmes radios multi-antennaires.
MOTS-CLEFS : Systèmes à Entrées et Sorties Multiples (MIMO), Communications sur Fibres
Optiques, Multiplexage en Polarisation, Multiplexage Spatial, Codage Espace-Temps, Codage
Polarisation-Temps, Modulation OFDM.
ABSTRACT : Research in the field of optical fiber communications is advancing at a rapid pace in
order to meet the growing needs for higher data rates. The main driving forces behind these advance-
ments are the availability of multiple degrees of freedom in the optical fiber allowing for multiplexing
more data : amplitude, phase and polarization state of the optical field, along with time and wavelength
are already used in the deployed optical transmission systems. Yet, these systems are approaching their
theoretical capacity limits and an extra dimension “space" is investigated to achieve the next capacity
leap. However, packing several data channels in the same medium brings with it differential impair-
ments and crosstalk that can seriously deteriorate the performance of the system. In this thesis, we
focus on recent optical MIMO schemes based on polarization division multiplexing (PDM) and space
division multiplexing (SDM). In both, we assess the performance penalties induced by non-unitary
crosstalk and loss disparities among the channels arising from imperfections in the used optical com-
ponents (fibers, amplifiers, multiplexers...), and suggest novel MIMO coding techniques known as
Space-Time (ST) codes, initially designed for wireless multi-antenna channels, to mitigate them.
KEY-WORDS : Multiple-Input-Multiple-Output (MIMO), Optical Fiber Communications, Polari-
zation Division Multiplexing, Spatial Division Multiplexing, Polarization-Time Coding, Space-Time
Coding, Orthogonal Frequency Division Multiplexing (OFDM).
