The wireless communication industry using radio spectrum is recently going through major innovations and advancements. With this transformation, the demand for and usage of radio spectrum has increased exponentially making radio spectrum indeed a scarce natural resource. In order to solve this problem, the possibility of opening up the unused portions of licensed spectrum by sharing using cognitive radio technology has been in the spotlight for maximizing radio spectrum utilization as well to as ensure sufficient radio spectrum availability for future wireless services and applications. 
Introduction
The radio spectrum is a valuable natural resource, which is an indispensable component in wireless communications. Unlike other natural resources, radio spectrum is not consumed by use, which implies that the resource is infinitely renewable. Since it is renewable, radio spectrum cannot be hoarded for later use but must be properly managed. These factors therefore necessitate an efficient process for making radio spectrum available for purposes which are useful to society [1] .
Hence, as a public resource, radio spectrum is being managed by governments to ensure that it is shared equitably to promote the public interest, convenience, or necessity [2] . It is therefore being tightly regulated around the world by both the international and national regulators. The primary tool of spectrum management by government is a licensing system. This involves spectrum being apportioned into blocks for specific uses, and assigned licenses for these blocks to specific users. This "divide and set aside" policy grants exclusive right to use the assigned spectrum to licensed users on a long-term basis.
The main advantage of the licensing approach is that the licensee completely controls its assigned spectrum and can thus unilaterally manage interference between its users and their quality of service. However, there has recently been numbers of identifying disadvantages of traditional "once and for all" means of allocation of radio spectrum. The first observed disadvantage of this policy is the impossibility of re-allocating spectrum to different technologies or other users who might have better use for the spectrum [3] . The second observed disadvantage of the approach according to the authors in [3] is that the allocation procedures were lengthy and bureaucratic, opening up the possibility that the decision-making process could be influenced by non-relevant factors.
Furthermore, the "once and for all" or fixed allocation of radio spectrum that gives exclusive right of using the spectrum to the licensed owners has been observed as the main cause of both spectrum underutilization and spectrum artificial scarcity currently experiencing worldwide [4, 5] . This has also been observed by some radio spectrum regulatory bodies such as Office of Communications (Ofcom) in United Kingdom and the Federal Communications Commission (FCC) in the United States. They observed that fixed spectrum allocation policy that grants exclusive use to licensed users is highly inefficient due to the high variability of traffic statistics across time, space and frequency. For instance, FCC radio spectrum usage measurements results reported in [6] showed that actual spectrum usage is typically concentrated over certain portions of the spectrum, while a significant amount of the licensed bands remains either underutilized or unused for 90% of time. Similarly, a study result by [4] shown in Figure 1 reveals that while the spectrum usage is concentrated on certain portions of the spectrum, a significant amount of the spectrum remains unutilized in some bands.
Based on these disadvantages of the current fixed or rigid spectrum assignment policy, as well as increase in demand for radio spectrum, coupled with the increase in deployment of new wireless applications and devices in the last decade, it is obvious that strict command-and-control management of the spectrum is not suitable for the increasingly dynamic nature of spectrum usage. This has geared the regulatory body, such as the FCC, to begin to consider more flexible and comprehensive uses of available spectrum [7] . The essence of this flexibility in spectrum usage is to deal with the conflicts between spectrum scarcity and spectrum underutilization, as well as to provide spectrum for emerging wireless communication technologies. Flexible usage means that an unlicensed or secondary user can opportunistically operate in an unused licensed spectrum bands. According to References [8] and [9] , this new scheme is termed Opportunistic Spectrum Access (OSA) or Dynamic Spectrum Access (DSA). In this new scheme for spectrum access control and management, the secondary users must not cause any interference to the primary or licensed users, as well as the other unlicensed users sharing the same portion of the spectrum. As the primary user (PU) still holds exclusive right to the spectrum; it is not its responsibility to mitigate any additional interference caused by unlicensed or secondary user's operation. It is the secondary user (SU) that periodically has to sense the spectrum to detect both the primary and other secondary users' transmissions and should be able to adapt to the varying spectrum conditions for mutual interference avoidance. An approach, which can meet these goals according to Ref [10] , is to develop a radio that is able to reliably sense the spectral environment over a wide bandwidth, detect the presence/absence of a legacy or primary user, and use the spectrum only if communication does not interfere with the legacy user. Radios that have such capability are termed cognitive radios [4, 5, 11] .
In order to ensure interference-free communication for the primary user of the spectrum, the fundamental requirement for the cognitive radio (CR) according to Ref [12] is to frequently sense all degrees of freedom, which include time, frequency and space, while minimizing the time in sensing [13] . Therefore, spectrum sensing has been observed as a key enabling functionality to ensure that CR does not interfere with primary users [4, 5, [13] [14] [15] . One way to sense the spectrum is by scanning the corresponding band for sometime and detect whether any primary signal is present. If no signal is detected, which is a condition known as vacant frequency or spectrum hole, it may be concluded safe to begin transmission at a small-predetermined power [15] .
Having realized the importance of spectrum sensing in deployment of OSA or DSA, the study presents in this paper was embarked upon with a view to developing a computer based graphical user interface (GUI) spectrum sensing algorithm that is able to sense and detect all forms of radio signals in a cognitive radio environment. For sequential and logical presentation of the study, the rest of this paper is organized as follows. Section 2 presents brief review on spectrum sensing techniques. Detailed information on the development of the GUI spectrum sensing algorithm is presented in Section 3 while its performance evaluation is presented in Section 4. The paper is finally concluded in Section 5 with recommendation and summary of our findings.
Brief Review of Spectrum Sensing Techniques
Spectrum sensing is a key element in CR communications. It is the first cognitive cycle activity to be performed before unlicensed users can access an unused licensed spectrum. The essences of spectrum sensing are two-fold: first to ensure CR or SU does not cause interference to a PU and second, to assist CR or SU to identify and exploit the spectrum holes for the required quality of service [16] . Spectrum sensing is a binary hypothesis-testing problem. Its primary objective is to decide between the following two hypotheses:
where, 0 H denotes the absence of the primary user, 1 H denotes the presence of the primary user,   t x is the received signal at the cognitive radio,   t s is the transmitted signal from the primary transmitter and   t n is the additive white Gaussian noise (AWGN). The determination of the two hypotheses is called the spectrum sensing.
Generally, spectrum sensing techniques are classified into either non-cooperative or cooperative. In a non-cooperative spectrum sensing, an individual CR device or secondary user does the non-cooperative spectrum sensing method locally. Each secondary user will sense the spectrum channel to detect the presence or absence of a primary user. Since the sensing method does not involve spectrum sensing results' sharing, as well as final decision making, energy consumption is very low compare to cooperative spectrum sensing where users consume significant energy because of heavy communication. However, the detection accuracy of the method is very low compared to the cooperative method. This is because poor channel conditions do affect single user spectrum sensing results [17] .
Unlike non-cooperative spectrum sensing methods, where an individual cognitive radio senses the spectrum to gather information, the cooperative spectrum sensing method usually involves two or more cognitive radios working together. In this spectrum sensing method, an individual cognitive radio or secondary user will perform local spectrum sensing independently and then makes a decision. Thereafter, all the cognitive users will forward their decisions to a common receiver or Master Node (MN). The common receiver will combine these decisions and makes a final decision to infer the presence or absence of the primary user in the observed frequency band.
In general, activities in cooperative spectrum sensing can be summarized in three basic steps as follows:

Step I: Each cognitive radio performs its own local spectrum sensing independently and then makes a binary decision on whether the primary user is present or not.
Step II: All the cognitive radios forward their decisions to the MN or common receiver.
Step III: The MN aggregates the cognitive radios binary decisions received using an "OR" logic and finally makes a decision to either infer the presence or absence of the primary user. The primary idea of cooperative spectrum sensing is to enhance the spectrum sensing performance by exploiting the spatial diversity in the observations of spatially located secondary users. Since it is unlikely that all spatially distributed secondary users in a cognitive radio environment will concurrently experience the fading or receiver uncertainty problem. Hence, when users collaborate and share the spectrum sensing results among themselves, the combined cooperative decision derived from the spatially collected observations can overcome the deficiency of individual observation of each secondary user. This is why the cooperative spectrum sensing method has been observed as an effective method to combat fading and shadowing, as well as mitigating the receiveruncertainty problem in a cognitive radio environment [18, 19] . With these merits of the cooperative spectrum sensing method in mind, the GUI spectrum sensing algorithm developed for this study is based on cooperative spectrum sensing method using automatic modulation recognition (AMR) as its detection scheme.
Some common detection schemes or methods in literature are matched filter detection, energy detection, wavelet-based detection and cyclostationary detection. However, AMR detection scheme proposes in this study is based on the robust nature of AMR algorithm in detecting all forms of signal without any pre-knowledge of the modulation scheme of the signal. The adoption of this AMR detection method is also considered as a novel idea because it has not been used in any study. Also, since all radio signal transmitting using the radio spectrum make use of one modulation scheme or other, it is believed that the detection method develop around general feature common to all communication signals like this will enhance correct and perfect detection of all signals in a cognitive radio environment. Detailed information as well as the stages involved in the development of the GUI spectrum sensing algorithm reports in this paper is presented in next Section.
Development of the GUI Spectrum Sensing
In developing the GUI spectrum sensing algorithm, also refers to as the cognitive engine (CE), the activities involved was divided into three stages. The first stage involved the development of combined analog and digital automatic modulation recognition (ADAMR) classifier that was developed to recognize thirteen signals comprises of twelve different modulation schemes and one unmodulated signal [20] . The second stage involved the development of cooperative spectrum sensing time equation adapted from [21] , which is expressed as: N is the points of fast Fourier transform. Equation (2) was used in determining the time taken in detecting primary radio signals in a cognitive radio environment. The ideal sensing time parameters obtained from (2) were used in the third stage to ensure that the cooperative spectrum sensing can work effectively without incurring a cooperative overhead. Interested reader(s) can read our early papers [16, 20] for details information on these two stages.
The third stage was centered on the development of proposed GUI spectrum sensing algorithm, which its architecture is shown in Figure 2 . The GUI spectrum sensing algorithm or CE is called SSADA. SSADA is an acronym for Spectrum Sensing and Detection Algorithm. It is a software algorithm developed to demonstrate spectrum sensing procedures, as well as series of measures to ensure optimal cooperative gain without incurring cooperative overhead. SSADA was written using the Java programming language. Developed CE senses and detects radio frequency bands or channel in CR environment Knowledge Base SSADA consists of three components, namely a knowledge base, a learning engine and a reasoning engine, as shown in Figure 2 . It was developed in such a way that it can learn and store lessons as experience in the knowledge base. This experience can be retrieved to perform similar actions and decisions when needed in the future. Based on past experiences and interactions with information in both the learning engine and the reasoning engine, the knowledge base generates the final decision for the SSADA.
The reasoning engine in this study serves as action repository system for the SSADA. The actions stored in the reasoning engine are precondition actions defining the operations the reasoning engine should perform based on the status of the PU activities. The precondition action the reasoning engine performs is to infer either an idle or occupied spectrum band. The reasoning engine therefore looks at the current status of the spectrum to determine the right actions ideal for that condition. Based on the precondition action taken, the knowledge base evaluates the appropriateness of the reasoning engine action based on its past experience.
The learning engine in this study is the ADAMR classifier developed in the first stage using an artificial neural network (ANN). Its major function is to precisely characterize a primary user's activities by monitoring the modulation scheme on the radio channel in an effort to find a means of optimizing radio spectrum utilization. The first role of the learning engine in this study is to provide radio frequency band statistics of "1" and "0", each denoting an occupied channel or an idle channel respectively. This is intended to predict the probability of secondary frequency usage. Its second function is to update both the knowledge base and the reasoning engine with its experience on the channel per time period. As the learning engine learns about different radio frequency bands or channels, it will store these lessons in the knowledge base for future use by the reasoning engine.
The sequential functionality and other activities involved in the development of SSADA are illustrated in Figure 3 . The overall operation of the GUI spectrum sensing algorithm or SSADA is initiated in stage 1 of Figure 3 , by choosing a wireless service of interest in the developed graphic user interface program. A hypothetical South Africa frequency allocation table was used for the spectrum sensing and detection demonstration activities using four wireless services' frequency bands namely radio broadcasting, television broadcasting, mobile telephone and unlicensed, or ISM frequency bands. The four frequency bands were stored in the knowledge base in Figure 2 , which serves as the database for the developed SSADA. In addition, the latitude and longitude of the six main cities in South Africa, namely Bloemfontein, Cape Town, Durban, Johannesburg, Port Elizabeth and Pretoria, used as the test sites, were stored in the database to provide information about the location of each of the cities. After providing the preference service and location, the reasoning engine in Figure 2 was updated with this data and the developed SSADA commences rough spectrum sensing by scanning over the entire system bandwidth (BSYS).
Stage 2 of the GUI or SSADA, as shown Figure 3 , performs the rough sensing by sweeping over the frequency bands or channels to detect presence of a modulation scheme. The hypothetical frequency bands tables designed for each of the services is shown in Tables 1 -4 . If any of the modulation schemes is detected, the algorithm notes the channel as occupied and record the channel status as "1" in the learning engine. On the other hand, if no modulation scheme is detected, the algorithm notes the channel as idle and "0", is recorded against the channel in the learning engine. To ascertain the particular modulation detected by the algorithm, the developed ADAMR was designed in a matrix form called a table of Modulation Scheme Detection Matrix (MSDM), as shown in Figure 4 . The position of "1", in each row of the table indicates the presence of the corresponding modulation scheme in the channel. This table of MSDM, Figure 4 , is used in stages 2 and 3 in Figure  3 to detect the presence of the modulation scheme in the channel. In stage 3, a fine spectrum-sensing operation is executed. If any of the modulation schemes are detected, the channel is noted as occupied and finally the status of the channel during this local sensing process is updated as "1", in the learning engine. However, if there is no modulation scheme in the channel, the channel is noted as idle and its status is updated as "0", in the learning engine. These binary observations of "1" and "0", for occupied and idle channels respectively, are the results of the local spectrum sensing that are reported to the secondary user master mode sensor (SU SMN ) by secondary user sensors (SU S s). This local sensing reporting procedure is illustrated in Figure 5 . Also, at this stage, the time taken to carry out the total spectrum sensing (TFRS) is calculated using (2) . The calculated TFRS value is stored in the learning engine. In stage 4, depicted in Figure 3 , which is the last stage of the algorithm, terminates one complete cycle. In the stage, the SU SMN combines all the binary observations from the third stage using "OR" logic, as illustrated in Table 5 . The "OR" logic was used to prevent both false and miss detection rate probabilities. Furthermore, in this stage, the "OR" logic result is tested. If the "OR" logic result is "1", the channel is confirmed as occupied and unsafe for secondary transmission by SU. However, if the "OR" logic result testing is "0", the channel is confirmed as idle and safe for secondary or opportunistic usage. The result of the "OR" logic test provides the final decision on the channel. When the final decision is made like this, the SU SMN , also known as MN, transmits the final decision for opportunistic secondary transmission possibility to the CR or SU as illustrated in Figure  5 . The algorithm finally determines the total time (TS) taken to carry out the overall spectrum-sensing using (2) . After a complete cycle like this, the spectrum sensing by the SU S starts all over again while SU is transmitting on the detected idle channel. The SSADA working environment is shown in Figure 6 . It consists of three modules and is capable of performing three basic functions. The first module is the preferred service and location, which enables SSADA to scan the overall preferred service allocated frequency band in South Africa. The location included enables SSADA to decide upon an appropriate idle channel to claim opportunistically using DSA so as not to cause co-channel interference to a primary user resulting from a re-used frequency.
The second module on an SSADA working environment is the plotting section, where the sensing time parameters selection for optimizing cooperative spectrum sensing gain can be derived. The third module in an SSADA working environment is the manual calculations section, for determining sensing time (Ts). The basic different between this third module and the second module is that it presents its results in numerals, while the second module presents its results in a graphical form. The evaluation of the developed SSADA or GUI, described above, in achieving the desired objective of the study is presented in the next section. 
Performance Evaluation of the developed GUI
This section showcases some of the capabilities of the developed GUI or SSADA. The three modules on GUI are demonstrated using the four wireless services employed. Detailed activities of each module are showcased with typical examples in the following two sub-sections.
SSADA Spectrum Scanning Module Application
This subsection presents the application of the first module of GUI. In using the module, the user needs to choose the preferred service. The preferred service is chosen by selecting either the block or the drop down arrow () beside it. This will bring down a dialog box that contains the four services, namely radio broadcasting, television broadcasting, mobile telephone and ISM. The user then selects the preferred one. The user can subsequently run the program by selecting 'run-block'. Selecting this option activates the program to carry out overall spectrum sensing or scanning for the selected or preferred wireless service. A typical result of such an overall radio broadcasting system scanning exercise is shown in Figure 7 . The user likewise needs to select the preferred location by selecting either the location block or the drop down arrow () beside it. This will also bring down a dialog box that contains the lists of all the six location or cities, namely Johannesburg, Cape Town, Durban, Port Elizabeth, Bloemfontein and Pretoria. The user then selects the preferred location. After selecting the appropriate or preferred location, the user needs to select the 'view-block' to view the drop down box contains the list of all the allocated frequency tables for that location and the four services. Figure 8 shows a typical result for Bloemfontein. The scanning result presented in Figure 8 , for instance, enables the GUI to predict the appropriate idle channel to use in each location per time, so as not to cause co-channel interference, as explained earlier. The copying of the spectrum sensing and location results from the GUI working environment was done by pressing 'Ctrl + Alt + Print Scrn' keys together to copy the screen and paste the copied results on a Microsoft Word environment using 'paste' command. 
GUI Sensing Time (Ts) Plots Module Application
This subsection is devoted to demonstration of the second module of the developed GUI or SSADA. The module was developed to generate four different plots for determining ideal sensing time parameters settings for optimal cooperative gain, without incurring a cooperative overhead. In this module, the user needs to first select the type of service parameter to use its table of allocation. The second step is to select the type of plot to be generated by selecting either the plot block or the drop down arrow () beside it and a dialog box that contains the four plots, namely variation of Ts with M, variation of Ts with FRES, variation of Ts with M at different values of alpha (α) and the variation of Ts with N, will drop down for the user to select the preferred plot type. The next step is to input the values of α, the FFT size (N) and the fine resolution frequency (FRES). The user does not need to input the system's bandwidth (BSYS) value because the GUI plot's module takes the value directly from the table of frequency allocation. Typical performance results obtained are presented as follows.
Sensing Time (Ts) Plot against Number of Cognitive Radio (M)
In demonstrating the usage of this module, the four wireless services were used. The plot of the variation of Ts with M was demonstrated using the TV broadcasting frequency band for Cape Town as the preferred location. The resulted plot, as shown in Figure 9 , shows that as the number of the cognitive radios collaborating to sense the radio spectrum is increasing the sensing time decreases. For instance, while it takes one cognitive radio about 52 ms to sense the radio spectrum it takes two cognitive radios collaborating together about 11 ms to sense the same portion of radio spectrum. Careful observation of Figure 9 also shows the effectiveness of cooperative spectrum sensing techniques over non-cooperative spectrum sensing techniques as it takes single non-cooperative cognitive radio much time to sense the same portion of radio spectrum than two cooperative radios collaborating together. From Figure 9 , it is observed that the sensing time (TS) decreases with increasing number of cognitive radios. However, as the number of cognitive radios collaborating becomes four, a point of diminishing returns is reached. Hence, after M = 4, an increase in the number of cognitive radios is not justified given the small decrease in sensing time achieved. Based on this observation, this research work established that a maximum of four cognitive radios users are ideal for optimal cooperation gain in a cognitive radio environment in order to avoid incurring cooperative overhead.
Sensing Time (Ts) Plot against FRES
This second GUI plotting module application follows the same step described in sub-section 4.2.1. In demonstrating this plot, the mobile phone parameters for Johannesburg were used. The system bandwidth (BSYS) was automatically selected by the GUI with constant values of α = 10 and N = 32 while FRES was varied from 10 kHz to 100 kHz. The result obtained is shown in Figure 10 . Like the number of cognitive radios, FRES is inversely proportional to the sensing time, TS. Hence, a theoretical assumption that a high value of FRES will improve the cooperative gain without incurring cooperative overhead is impracticable, as shown in Figure 10 . Figure 10 . GUI or SSADA Generated Ts Plot against FRES.
From Figure 10 , it is it is observed that the TS decreases with increase in fine frequency sensing resolution until 60 kHz, when a point of diminishing returns is reached. Hence, after this frequency, observations show that an increase in fine frequency sensing resolution does not justify the small decrease in sensing time. This shows that for optimal cooperation gain, an appropriate fine frequency sensing resolution needs to be determined, so as not to incur a cooperative overhead.
Sensing Time (Ts) Plot against M at different Values of α
This GUI or SSADA module application also follows the same steps described in sub-section 4.2.1. In demonstrating this plot, the TV broadcasting parameters were used with Durban as the preferred location or test site. The BSYS was automatically selected by the GUI. The values of M were varied from 2 to 4, while the values of alpha (α) were also varied from 10 to 50 with constant values of N = 32 and FRES = 10 Hz respectively. The plot obtained is shown in Figure 11 . Considering Figure 11 , which shows the plot of sensing time against the number of cognitive radios at different values of α, it is noted that for a small number of cognitive radios, for example M = 2, a large value of α gives a minimal sensing time and vice-versa. However, this is not generally true as the number of cognitive radios collaborating for spectrum sensing increase. For instance, when the four cognitive radios collaborate for spectrum sensing were considered, the numerical result obtained from the algorithm shows that minimum sensing time was obtained at α = 30, rather than at α = 50. This shows that, as values of α increase beyond a certain point, it is only adding to the number of blocks to be scanned during the fine sensing process, rather than contributing to a fast sensing rate. Hence, in a practical implementation of cooperative sensing, the appropriate value of α needs to be wisely selected in order to achieve optimal cooperative gain without incurring a cooperative overhead. Based on the fixed parameters used, as well as four maximum numbers of cooperative sensors or cognitive radios suggested for collaborative sensing in this study, the ideal value of α for optimal cooperative gain without incurring a cooperative overhead is 30.
Sensing Time (Ts) Plot against FFT size (N)
This GUI module demonstration was carried out using the radio broadcasting frequency table. Pretoria was chosen as the preferred location or test site. The BSYS was automatically selected by the GUI. The values of N were varied from 16 to 1024 with constant values of M = 4, α = 10 and FRES = 10 Hz respectively. The plot obtained is shown in Figure 12 . Figure 12 . GUI Generated Ts Plot against FFT size (N).
SSADA Plot Module Editing Environment
In GUI plot module, copying of the plots can be done in two ways. The first is by following the process for the first module whereby the 'Ctrl + Alt + Print Scrn' keys are pressed together to copy the screen and paste the plots on Microsoft Word. The second approach is by right-clicking the mouse on the plot environment to bring down the inbuilt editing feature incorporated in this second module, as shown in Figure 13 . Apart from copying the plot, other editing can be done on the plots as shown in Figure 13 by right click on the graph.
(ms) Figure 13 . In-built Editing Capability for the GUI Plot Module.
The GUI Manual Calculation
The manual calculation module is the third working module on the developed GUI working environment. Unlike the two other modules, the BSYS value is not automatically selected. The user has to input all the required values on the keyboard for the GUI manual calculations' module to work. Copying of the manual calculations' module result follows the same procedure as the first module, whereby the 'Ctrl + Alt + Print Scrn' keys are pressed together to copy the screen and paste the results on Microsoft Word using the paste command. A typical example of its usage is presented in Figure 14 using the ISM parameter in Table 4 . 
Conclusion
In this paper, a GUI sensing algorithm called SSADA was developed and evaluated. The evaluation results of the algorithm using the four wireless services shows that the developed algorithm performs favorably well. In addition, the capability of the developed SSADA that could scan all the hypothetical allocated frequency bands for the four wireless services within the country is an indication that the developed GUI sensing algorithm can enhance OSA or DSA deployment in any part of the country. Similarly, since the hypothetical allocated frequency bands can be replaced by any frequency bands of any country, makes the developed GUI sensing algorithm deployment applicable to any part of the world. In addition, the performance evaluation results on the developed GUI spectrum sensing algorithm for this study have shown that not only does the detection method perform well, but that the overall objective of the study has been achieved.
