A common requirement in speech technology is to align two different symbolic representations of the same linguistic 'message'. For instance, we often need to align letters of words listed in a dictionary with the corresponding phonemes specifying their pronunciation. As dictionaries become ever bigger, manual alignment becomes less and less tenable yet automatic alignment is a hard problem for a language like English. In this paper, we describe the use of a form of the expectation-maximization (EM) algorithm to learn alignments of English text and phonemes, starting from a variety of initializations. We use the British English Example Pronunciation (BEEP) dictionary of almost 200,000 words in this work. The quality of alignment is difficult to determine quantitatively since no 'gold standard' correct alignment exists. We evaluate the success of our algorithm indirectly from the performance of a pronunciation by analogy system using the aligned dictionary data as a knowledge base for inferring pronunciations. We find excellent performance-the best so far reported in the literature. There is very little dependence on the start point for alignment, indicating that the EM search space is strongly convex. Since the aligned BEEP dictionary is a potentially valuable resource, it is made freely available for research use.
Introduction
The requirement commonly arises in speech technology and natural language processing to align two linear, symbolic representations of the same linguistic entity. One important example, which forms the focus of this paper, is the alignment of the textual (orthographic * To whom all correspondence should be addressed.
or spelling) and phonemic (pronunciation) representations of isolated words (of English, in this work). The necessity to align text and phonemes arises in, for instance, inferring the complete form of spellingpronunciation word pairs from elliptical entries in a dictionary (Lawrence and Kaye, 1986) and adding new entries to the pronunciation dictionary that provides a mapping between sub-word models and language models in automatic speech recognition (Knill and Young, 1997, p. 48) . But as Jansche (2001) writes: "The problem of finding a good alignment has not received its due attention in the literature".
Two examples from the domain of text-tospeech (TTS) synthesis suffice to motivate the search for powerful automatic alignment techniques.
1. In (supervised) training of neural networks to perform spelling-to-sound conversion, as in the wellknown NETtalk and NETspeak of Sejnowski and Rosenberg (1987) and McCulloch et al. (1987) respectively, it is necessary to associate each letter of an input word with a target output phoneme. In both works, alignment was done manually, but this is time-consuming, error-prone, and limits the size of datasets that can be used for training. As speech synthesis becomes ever more data-driven (Damper, 2001) using ever larger dictionaries and corpora (Young and Bloothooft, 1997), so manual alignment becomes less and less tenable and the need for automatic alignment methods increases. 2. Increasingly in recent years, an approach known as pronunciation by analogy (PbA) has been used in TTS synthesis to derive pronunciations for unknown words, i.e., those not listed in the system dictionary (Dedina and Nusbaum, 1991; Sullivan and Damper, 1993; Pirrelli and Federici, 1994; Pirrelli and Federici, 1995; Federici et al., 1995; Damper and Eastmond, 1996; Yvon, 1996a; Yvon, 1996b; Damper and Eastmond, 1997; Bagshaw, 1998; Damper et al., 1999; Pirrelli and Yvon, 1999; Marchand and Damper, 2000; Sullivan, 2001) . PbA assembles pronunciations for such (unknown) words from partial matches to the (known) words listed in the dictionary-a process that requires each letter of every word in the dictionary to be aligned with a corresponding phoneme in contiguous, one-to-one fashion.
However, automatic alignment is a difficult problem. Much of the difficulty arises because of the lack of regularity ('consistency' and 'transparency') in the English writing system. By 'consistency', we mean that the same letter always corresponds to the same phoneme. In fact, English is notorious for the lack of consistency in its spelling-to-sound correspondence (Venezky, 1965; Carney, 1994) at the level of single letters. For instance, the letter c is pronounced /s/ in cider but /k/ in cat. On the other hand, the /k/ sound of kitten is written with a letter k. By 'transparency', we mean that a single letter corresponds to a single phoneme (Henderson, 1984, p. 17) and vice versa.
The lack of consistency in English orthography is problematic for alignment since any given letter can potentially align with (i.e., correspond to) many different phonemes. To illustrate the problems that arise from lack of transparency, consider the word (quay, /ki/), for which a reasonable alignment might be:
This word is not unusual for English in having fewer phonemes than letters, necessitating the insertion of 'null phonemes' in the transcription if a one-to-one mapping is to be maintained. Such null symbols are entirely 'artificial' in that they play no role in specifying the pronunciation; their only purpose is to maintain the one-to-one correspondence between letters and phonemes. Yet it is not clear precisely where the null letters should be placed, since the following is also a reasonable alignment: q u a y k i
This example illustrates a key aspect of the lack of transparency in that letter combinations frequently correspond to a single phoneme-a form of context dependency. Such letter combinations have been called "functional spelling units" (Venezky, 1970; Coltheart, 1984) . Examples of functional spelling units are th → /D/ as in that, ch → /tS/ as in church, and qu → /k/ as in this example of quay. Unfortunately, any of the letters of the functional spelling unit could plausibly align with the corresponding phoneme, with the others corresponding to nulls, leading to a degree of indeterminacy.
More rarely, there are fewer letters than phonemes in a word of English. Examples are (six, /sIks/) and (sex, /sεks/) in which the single letter x maps to the two phonemes /ks/, so that 'null letters' may have to be introduced to maintain a one-to-one mapping. Sejnowski and Rosenberg (1987) actually invented 'new' phonemes (/K/, /X/ and /#/) in NETtalk to avoid introducing null letters. As with null phonemes, the problem arises as to exactly where the nulls should be
