Abstract-In this paper a color-based segmentation scheme applied to dermatoscopic images is proposed. The RGB image is processed in the L 3 u 3 v 3 color space. A two-dimensional (2-D) histogram is computed with the two principal components and then smoothed with a Gaussian low-pass filter. The maxima location and a set of features are computed from the histogram contour lines. These features are the number of enclosed pixels, the surface of the base, and the height of the maximum. They allow for the selection of valid clusters which determine the number of classes. The image is then segmented using a modified version of the fuzzy c-means (FCM) clustering technique that takes into account the cluster orientation. Finally, the segmented image is cleaned using mathematical morphology, the region borders are smoothed, and small components are removed.
I. INTRODUCTION
T HE diagnosis of skin cancer using digital imageprocessing methods is motivated by the low rate of accurate diagnosis. Since it has been demonstrated that the information content of slides of pigmented skin lesions is not altered by the digitalization process [1] , image-processing systems to support skin cancer diagnosis can be developed.
Our goal is to develop such a system for the early diagnosis of malignant melanoma and other types of skin cancer. This system is intended to support the dermatologist in the supervised quantification of diagnostic features from digitized slides and to propose a classification based on these features. This study uses epiluminescence microscopy (ELM) images, also called dermatoscopic images. This technique makes use of an oil immersion which renders the skin translucent, and thus allows the light to penetrate down to the lower layers of the epidermis [2] , [3] . The resulting images are much more detailed than clinical images, which are skin lesions seen under a magnifying glass. It has been shown, on a relatively small sample of images, that the diagnosis accuracy can be improved by using ELM images [3] . The fact that improvement can only be achieved by highly trained experts renders the development of computerized techniques even more important. Just as a physician working only with clinical images may deteriorate Manuscript received May 6, 1997; revised January 18, 1999 . This work was supported in part by the Swiss National Science Foundation under Grant 3252-053175. The Associate Editor responsible for coordinating the review of this paper and recommending its publication was D. J. Hawkes.
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the diagnostic accuracy, image-processing techniques which, up until now, have been mainly developed for clinical images may not be adapted to the complexity of dermatoscopic images. Robust diagnosis schemes have been proposed using step-wise algorithms. Features such as asymmetry, border abruptness, the number of colors, and the number of structural components present in the lesion must be extracted [2] . In ELM images both the spectral and structural components are important for diagnosis and require high-level imageprocessing techniques. A review of the ELM technique can be found in [4] . The first processing step is the segmentation of the images based on color or texture information. Texture analysis is important for the study of pigmented skin lesions since the presence of specific pigmented structures may influence significantly the diagnosis. They are important features for the diagnosis of malignant melanoma and other types of skin cancer [2] , [5] . Since color also conveys significant information, a color-based segmentation scheme seems to be more suited as a first processing step. It should allow for the isolation of the lesion from the healthy skin and for the separation between different homogeneously colored regions. Further processing for the extraction of texture information may be carried out separately for the different regions [6] . Clustering techniques should be particularly suited since the spatial information is not used at this stage. It must be outlined that the segmentation process is not intended to make any spectral analysis, but should detect color clusters which must not be labeled by name. Physicians have established a number of important colors which are not directly used for the segmentation, and we do not want to say if these specific colors are present or absent. But the fact that the number of color classes is limited is exploited in this work. An additional constraint that forbids any true color analysis is the use of standard acquisition systems, which do not guarantee an optimal color rendering.
Several segmentation schemes applied to images of pigmented skin lesions have been proposed, most of them dealing with the segmentation of clinical images. A method for extracting features from digitized images of pigmented skin lesions is presented in [7] . This method is based on a spherical transformation of the color space and on the Karhunen-Loève transform. Six different segmentation methods for the extraction of the lesion boundary are compared in [8] . Other methods for the extraction of skin tumor boundaries are presented in [9] - [12] . A robust segmentation method for dermatoscopic images is still missing.
0278-0062/99$10.00 © 1999 IEEE An efficient general purpose color segmentation scheme has been proposed in [13] . This method uses the histogram information of the three color components to compute the number of valid classes which corresponds to the number of valid maxima found in the histograms. The image is then segmented into the number of classes previously extracted using the fuzzy c-means (FCM) clustering technique.
The proposed method suffers from the following limitations.
• The three histograms are computed separately. However, this projection of the color histogram on the three components may hide some relevant maximum.
• The parameters are supposed to be tuned once for a given application. Unfortunately, almost each dermatoscopic image has required different parameter values, rendering the process tedious.
• A coarse segmentation assigns all pixels within a neighborhood of a maxima center to the corresponding class.
If the FCM technique is used to recompute the cluster centers, all the pixels must be considered, even those which have already been clustered. If, on the other hand, these pixels are considered to be definitely labeled, using the FCM makes no sense (see Section II-B). The solution proposed in this paper allows separation of the healthy skin from the lesion and partition of the lesion into its different colored components. The user can influence the class selection quickly and easily if the result diverges from what is expected.
Section II gives an overview of the theoretical background needed for the proposed algorithm.
II. PROPOSED ALGORITHM

A. Two-Dimensional Color Histogram and Valid Class Selection
Due to the limited number of possible color classes commonly used by dermatologists to describe the appearance of pigmented skin lesions, namely, six main classes (light brown, dark brown, black, red, white, and slate blue) [2] , we expect that the number of color frames used for the segmentation can be reduced. In fact, most of the images we processed did not contain more than three or four different color classes, healthy skin included. A common way used for the projection of image data onto principal components is the Karhunen-Loève transform, also called the Hotelling transform [14] . It is the projection of the three components on the eigenvectors of their covariance matrix, computed using the following equations [14] :
where is the number of samples (or pixels in this case) and is the mean sample vector. Defining a matrix whose lines are the eigenvectors ordered with decreasing eigenvalue, the Karhunen-Loève transform is defined by [14] (3) Fig. 1 shows the ratio between the variance of the principal and last components, and between the second and last components (for both and color spaces). It is difficult to say if the two principal components will preserve sufficient information in order to obtain a reliable segmentation. As shown in Fig. 1 , the variance difference is worse in the system. However, the results obtained with the system are acceptable, but worse. From the two plots, one can say that the variance is about 100 times larger for the principal component and ten times larger for the second component than for the last component (mean values in the space). Hence, in most of the cases this decomposition should preserve sufficient information. We could also notice that the last component almost always contains most of the image noise and that discarding it may have a rather positive effect on the segmentation. It also reduces significantly the processing time.
The two principal components are used to compute a twodimensional (2-D) histogram. It is filtered with a Gaussian low-pass filter (a morphological filter may also be used), in order to suppress some of the irregularities and to reduce the number of local maxima, and then linearly quantized on 256 levels in order to store each bin value in a byte-type variable. The contour lines at each level and the following geometrical features are extracted: the number of pixels enclosed by the contour line; its area, position, and altitude; the distance to the top of the maxima it belongs to; and its center of gravity according to the pixel distribution within the region. Fig. 4 shows an example of 2-D histogram contour lines. A tree representation is used to store this information, where each single connected node corresponds to a local maximum in the histogram. When two maxima merge together they form a new maximum and a node is created, connected to the maxima that merged. This corresponds to a scale change and constitutes an elegant alternative to the scale-space analysis proposed in [13] . The latter requires a long processing time in 2-D. This representation is illustrated in Fig. 2 .
The selection of the valid maxima uses the features computed for the base contour line of each maximum. Local maxima that are not selected merge into the underlying maximum. The final number of maxima corresponds to the number of color classes. The physician may visualize an approximation of the final result obtained by labeling the pixels according to a nearest neighbor criterion. This coarse segmentation allows the physician to validate the number of classes.
B. FCM Clustering
The FCM algorithm is a robust clustering technique, especially efficient for the cluster center computation. Given the number of clusters, the two recurrent equations given below must be used [13] (4) (5) where th sample vector; the number of sample vectors; the number of classes; the th class center; the fuzzy membership of to class ; the weighting exponent. is any inner product norm of the form being a positive definite matrix, i.e., is symmetrical and its eigenvalues are all nonnegative. The weighting exponent defines the fuzziness of the membership values. When equals infinity the fuzzy membership becomes equal to for all classes, except if the sample vector is equal to a cluster center. In that case, the fuzzy membership is equal to one. Therefore, large values of should be avoided, since this increases the fuzziness of the system. One should also notice that a linear transformation of the input vectors does not modify the fuzzy membership.
The fuzzy membership of a vector to a color class depends on its distance to this class and to the other classes. Sample vectors located at a given distance from an isolated cluster center will have a larger fuzzy membership than vectors located at the same distance from another cluster center, but surrounded by several other clusters.
It must be outlined that using the FCM is meaningful only when using both (4) and (5) . The FCM algorithm must not be used only to partition a set of vectors into different classes with known centers. In that case, (4) would lead to the same result as simply minimizing the distance This can be shown easily. The cluster center that maximizes (4) minimizes the following equation: (6) and thus (7) when and with The summarizing term being constant for a given (sample) from (6) and (7) is equal to (8) which means that This allows us to outline another limitation of the algorithm proposed in [13] : the separation into a coarse and a fine segmentation. The coarse segmentation definitely labels all the pixels lying within a given neighborhood of each maximum location. Since most of the pixels have been labeled before using the FCM, recomputing the cluster centers would make no sense if only the nonlabelled pixels were used. If the cluster centers found during the maxima selection are supposed to be precise, and do not need to be recomputed, then the Euclidean distance can be used instead of (4).
C. Orientation-Sensitive FCM
The advantage of using the FCM technique is its ability to compute precisely the cluster centers. Once they have been obtained, the input must be labeled in order to generate the segmented image. The limit between two classes is located at a half distance from both centers, as explained in the previous section. When the vector distribution has elongated clusters, i.e., clusters with a principal orientation, the limit between the different clusters should depend not only on their center, but also on their orientation. Let us rewrite (4) in the following way: (9) where the matrices used for the distance computation take into account the local orientation. If the following matrices are defined: (10) the fuzzy covariance matrix for cluster a diagonal matrix containing the inverse of the eigenvalues of and the matrix whose lines are the corresponding eigenvectors then (11) We call the iterative process using (9), (11) , and (5) the orientation-sensitive FCM (OS-FCM). This modification of the initial FCM algorithm shows a significant improvement in both the final cluster center location and the fuzzy partition for oriented clusters. An example is given in Fig. 3 .
D. Noise Reduction
One way to reduce the influence of noise, usually located in the histogram at a large distance from any cluster center, is the use of a virtual noise class, as proposed in [15] . This class has a floating center and is used to attract the pixels located far outside any cluster. Equation (4) must be replaced by [15] (12)
The added term in (12) is negligible when is small compared to The fuzzy membership is reduced when these two distances are close and even more if is large compared to
Decreasing the fuzzy membership of outliers reduces their influence on the class centerss computation. may be computed using the following expression [15] : (13) with the number of samples and the number of clusters. The parameter is chosen empirically.
E. Preprocessing
The color segmentation must not be influenced by small structural components. We focus only on the color information and not on the structure. Hence, the original image should be first filtered. This can be done using a Gaussian filter with impulse response This method has the disadvantage of blurring the region boundaries. An ideal filter should not blur the transitions between regions. A nonlinear anisotropic filter suited for the suppression of noise without altering the edges has been evaluated [16] . In our case, the results obtained with this filter were not satisfactory. The lesions in ELM images usually have a smooth cut off with a gradient similar to that within small structures. Thus, softening pigmented structures without altering the border is not possible with this filter.
Best results have been obtained using a median filter [14] . This is a nonlinear filter which assigns to each pixel the median pixel value computed over a certain neighborhood. This filter reduces the influence of small structures, such as hair, on the segmentation result. The neighborhood used for the median filter depends on the image resolution. In this work, a 9 9 neighborhood has been used for images of size 480 480 pixels showing a complete lesion. Even if the lesions vary in size, this value can be fixed. Nevertheless, for different magnifications this value should be modified.
A morphological filter has also been evaluated. It rounds strongly the lesion borders and has the disadvantage of producing a kind of presegmented image which renders the histogram analysis difficult. This filter alters the image too much and should be avoided.
F. Postprocessing
The segmented images contain a large number of small regions, usually not larger than a few pixels. The limit size is set as a fraction of the lesion size. The class corresponding to the surrounding skin can be found by evaluating the following functional: strength (14) where is the number of pixels in the th class, is the height, is the number of bins enclosed, and is the number of local maxima. The maximum which has the largest strength value is considered as corresponding to the healthy skin (which is most of the time very homogeneous and occupies a large part of the image). Hence, the other classes correspond to the pixels which constitute the lesion. Once the lesion size is computed, a threshold set by the physician is used to select the useful regions. The default value is set in order to suppress very small regions, not larger than a few pixels, which represent most of the obtained regions.
The cleaning process uses mathematical morphology [14] . Successive binary dilations and erosions with a circular structuring element are used to smooth the region borders which are usually irregular. This is due again to the frequent presence of structures, such as pigmented networks on the lesion borders. The small regions are filled using successive dilations. The structuring element used for this processing has a cross shape (four connected elements).
The extraction of all the components present in the segmented image is performed using a morphological tool. Given a point of the region we want to extract, we use the following iterative expression [14] : (15) where is a structuring element, usually a cross (four connected) or a 3 3 square (eight connected), and is the set of all components. The algorithm has converged when and we let then This algorithm is implemented in a recursive fashion with a pixel of the segmented image as input. The surrounding pixels are compared to the latter and given as input to a recursive call of the function if they have the same value.
G. Uniform Color Spaces
The main problem in the selection of the maxima arises from the nonuniformity of the color system we use, namely Different shades of the same color may split into several large clusters when different colors may merge into one unique cluster. In fact, both dark-brown and light-brown classes often include other shades of brown as well. The extraction of valid clusters is strongly related to the human visual system (HVS) since the analysis schemes are based on visual inspection by dermatologists. The Commission Internationale de l'Eclairage (CIE) has proposed some uniform color spaces, such as or , established using psycho-visual experiments [17] . In these color spaces, color difference can be expressed using the Euclidean distance.
To take into account the color difference in the algorithm, it is suggested to change the initial color space from to after the median filtering. The principal components decomposition follows. It can be shown that the Karhunen-Loève transform does not change the uniformity of the color space. Given a column vector that contains the and components of a pixel, the difference between two color stimuli is calculated as follows [17] : (16) If we apply (3) to vector (16) becomes (17) The uniformity of the color space is unchanged if the matrix product is equal to the unit matrix of the same size. This There are three valid clusters and an additional one that corresponds to the reddish skin. This maximum is not selected because a separation between white and reddish skin is not desirable, but its presence influences the computation of the class centers.
is the case since the rows of matrix form an orthonormal basis (eigenvectors of the covariance matrix Thus, (16) and (17) are equivalent.
Note that the scaling factor must be the same for both components in order to preserve the uniformity.
III. RESULTS
A. Supervised Segmentation Results
The results obtained with the proposed method have been validated by visual assessment. This task has been performed by an expert dermatologist. A database of 400 images of classified dermatoscopic images has been used. This section gives typical results obtained with the successive refinements suggested in the previous sections.
The initial results were supervised. The number of classes corresponds to the number of different colors we could identify in the lesion. These results have then been used to train a linear classifier for the unsupervised selection of valid clusters.
In Section II-D, the use of a noise class to absorb the pixels located completely outside any cluster was proposed. Fig. 5 shows a lesion surrounded by reddish skin. This color corrupts the lesion border location. The use of an additional noise class prevents the influence of small color variations, as shown in Fig. 6 . In this case the reddish skin has a negative influence on the cluster center computation because pixels corresponding to this region are outliers for the other classes. This can be seen in Fig. 4 , where the bottom-right cluster corresponds to that color.
The results obtained with a uniform color space show that different shades of the same color, mainly for the brown color, do not result in multiple classes. It allows for the suppression of clusters that are considered to be invalid, without perturbing the clustering process. Fig. 7 shows a segmentation result with an image having several shades of brown color and where six significant clusters have been extracted. Ideally, we Fig. 5 . Image with reddish skin areas surrounding the lesion. This small color change of the healthy skin generates two well-separated maxima in the histogram. When only one maximum is selected (the largest one that corresponds to the white skin) the second one corrupts the cluster centers computation. The resulting segmentation does not separate well the lesion and the surrounding skin, as can be seen in this figure. Fig. 6 . Introduction of the noise class, as explained in Section II-D. It absorbs all the pixels located far outside any cluster and so reduces their influence on the cluster center computation. The comparison with Fig. 5 shows that the reddish pixels have no more influence on the cluster center position and that the lesion border is precisely located. would like to obtain three clusters, one for the skin and two for the brown color (light and dark). This can be achieved starting from the color space. The histogram clearly contains three prominent maxima, corresponding to the three classes described before. The resulting segmentation is shown in Fig. 8 . The numerous clusters obtained before in the brown merged into two clusters, one for light brown and one for dark brown. The use of a uniform color space fits our intuition and solves most of the color separation problems we could encounter. In a particular case, however, the clustering does not perform well. An example is given in Fig. 9 , where part of the surrounding skin is included in the lesion. The reason becomes visible in the histogram, where both classes have clusters with an elliptical shape. The power of FCM resides in the clustercenter computation. The labeling corresponds to a nearest neighbor approach, which performs well for circular clusters all of the same size. The OS-FCM introduced in Section II-C fill this gap by using the local orientation and variance. Fig. 10 shows the result obtained with this new clustering technique. The computation time does not increase that much, even if the eigenvalues/eigenvectors for matrices must be computed. When the problem dimension and the number of classes are much larger than in this particular problem the FCM can be computed first, followed by a fine clustering with the OS-FCM (but one iteration is not sufficient).
B. Unsupervised Segmentation
The maxima features are classified using a perceptron or linear classifier [18] into two classes. A hyperplane separates 11 . Segmentation result using the algorithm proposed in [13] . The light-brown and dark-brown regions are not well separated. the data into two classes. One has to find the parameters that minimize the misclassification error of if if (18) where is a sample vector and and are the two classes. In our experiments we used a three-input perceptron to evaluate the weights During the supervised segmentation of 100 image, the three features have been collected for valid maxima (corresponding to clusters) and for nonvalid maxima. In the latter case, they correspond to nodes having a parent node which is valid or to nodes having more than one valid node at the same level and connected to the same parent node. In all cases, the different features have been normalized by dividing them by the corresponding parent features. The linear classifier has been trained with that data.
For the unsupervised segmentation, all possible combination of maxima (from two to the number of maxima) are computed with the corresponding nonvalid maxima. As a first step, the combinations having a nonvalid maxima which maximizes (14) are suppressed. The validity is then evaluated for every remaining combination using the perceptron parameters previously computed. The combination having the fewer misclassified nodes is selected and proposed as initial segmentation. Fig. 11 shows a segmentation result obtained with the algorithm proposed in [13] for a lesion with a typical structure. It has a regular form, two colors that are light and dark brown, and a high contrast between the healthy skin and the lesion. Clearly, the dark-brown region is not well separated from the surrounding light-brown region. Even the use of a uniform color space, such as , and tuning the different parameters does not produce better results. Fig. 12 shows the results obtained using the proposed method. The problem is even more important when we try to segment a more complex image, such as one with very irregular lesion boundaries, multiple colors with large variations, the presence of crusts, or light reflections. An image that combines all of these characteristics is shown in Figs. 13 and 14 . The first one shows the segmentation result obtained using the method proposed in [13] . The separation between the reddish and the white skin is not wanted, while the dark-brown and blue regions should be separated. This result can be compared to that shown in Fig. 14 , where the image has been segmented using the method proposed in this paper. The segmentation separates the image in four main regions: a dark-brown and a bluish region, which form the pigmented part of the lesion; a region that contains the crusts; and the remaining skin.
C. Comparison with Other Results
IV. FUTURE WORK AND POSSIBLE EXTENSIONS
One of the main problem in processing the histogram information is the almost inevitable presence of a narrow and large peak corresponding to the healthy skin. A narrow-band low-pass filter can be used to smooth out this peak, but this may suppress any other small but valid maximum. We use a logarithmic scaling of the histogram to reduce the difference between the different maxima. Another approach would be to segment the image into two regions: one for the lesion and one for the surrounding skin. The proposed color segmentation would then be computed only on the lesion. We are currently investigating the application of active contours.
V. CONCLUSIONS
The segmentation scheme proposed in this paper is one of the few that have been proposed for the segmentation of ELM images. A robust algorithm is needed since the borders in ELM images are smooth and contain, in most of the cases, small pigmented structures. In addition, the contrast between the lesion and the healthy skin is lower than in clinical images and the number of possible colors larger.
The results obtained with the segmentation scheme proposed in this paper have been visually assessed by trained dermatologists. The objective ground truth for evaluating the accuracy of the results is difficult to establish. One possible way is the comparison with results obtained by expert dermatologists, as proposed in [8] . However, when the use of computers is intended to avoid human subjectivity and to perform specific tasks according to a number of criteria, we believe that the visual assessment for a large number of images by trained dermatologists is the best validation.
Our segmentation algorithm gives results that are acceptable to clinical experts without any supervision in most of the cases, and offers the possibility to the dermatologist to change the cluster selection without time-consuming computation. For that purpose, the tree representation shown in Fig. 2 is used.
Controlled conditions for image acquisition are not discussed in this paper because they go beyond the framework of this study. These kinds of problems are especially interesting for the improvement of the acquisition devices, and we think that this kind of study is not yet of prime importance in our work.
