We show how to estimate affine term structure models from a panel of noisy bond yields using simulated maximum likelihood based on importance sampling. We approximate the likelihood function of the state-space representation of the model by correcting the likelihood function of a Gaussian first-order approximation for the non-normalities introduced by the affine factor dynamics. Depending on the accuracy of the correction, which is computed through simulations, the quality of the estimator ranges from quasi-maximum likelihood (no correction) to exact maximum likelihood as the simulation size grows.
Introduction
The term structure of interest rates describes the relationship between the yield of a bond and its maturity. Given the high correlation among bond yields of different maturities, most models rely on a small number of factors to explain the time-series variation of the term structure. Starting with the classic Vasicek (1977) model, the term structure is typically characterized by the current realization and the dynamics of a set of exogenous state variables. Furthermore, most empirical implementations of these factor models have focused on the special cases of affine term structure models (ATSMs) of Duffie and Kan (1996) and Dai and Singleton (2000) .
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ATSMs accommodate time-varying moments of the state variables through affine specifications of the risk-neutral drift and variance functions. At the same time, they deliver essentially closed-form expressions for bond prices.
The empirical research on particular specifications of ATSMs is extensive but, despite the popularity of ATSMs, the tools available for estimation are limited. Existing econometric methods can be roughly categorized as follows:
• Bond returns. Given the closed-form expressions for bond prices, we can derive a set of cross-sectional moments that involve only observed returns of bonds with different maturities and that can be used for GMM estimation (Brown and Dybvig, 1986; Gibbons and Ramaswamy, 1993) . However, much information in the data is potentially lost by estimating the model from noisy unconditional moments of bond returns as opposed to estimating the model from more precise conditional bond prices.
observable (Pearson and Sun, 1994; Chen and Scott, 1993; Fisher and Gilles, 1996; Dai and Singleton, 2000) . The problem is that, in practice, different choices of the reference bonds imply different state variable realizations, which is of course inconsistent with the model. To not immediately reject the common factor structure of the model, we must therefore assume that all bonds except for the n bonds used in the inversion are priced or measured with error. This dichotomy in the error assumptions for the reference bonds versus all other bonds is obviously difficult to rationalize.
• Panel of noisy bond yields. If we accept that all bonds are priced or measured with error, we can rewrite the ATSMs in state-space form:
where S t is a diagonal matrix with {S t } ii = α i + β i z t , y t is a vector of the bond yields at time t with different maturities, z t is a vector of state variables, ε t are normally distributed errors, and the remaining quantities are model parameters. If we then discretize the transition equation and pretend that the innovations to the discretized transition equation are normally distributed, we can use the Kalman filter to estimate the model (Chen and Scott, 1995; Jegadeesh and Pennacchi, 1996; Babbs and Nowman, 1999; Duan and Simonato, 1999; De Jong, 2000; Duffee and Stanton, 2001) . Unfortunately, the innovations to the discretized transition equation are only normally distributed if β i = 0 for all i, which corresponds to a multivariate Vasicek (1977) model.
Otherwise, for the majority of ATSMs, we are dealing with a non-Gaussian state-space model, which means that the Kalman filter-based estimates are only QML estimates that are potentially inconsistent (see Lund, 1997) and certainly inefficient.
We propose a simulated maximum likelihood (SML) method for estimating affine term structure models from noisy panel data that overcomes the problems of the Kalman filterbased QML estimates. In particular, we use the importance-sampling approach of Koopman (1997, 2001a) to correct the likelihood function of the QML estimator for the non-normalities introduced by the affine factor dynamics. Depending on the accuracy of the correction, which is determined by the number of simulations, the quality of the estimator ranges from QML (no correction) to exact ML.
Despite the obvious appeal of the panel data approach, there has been relatively little work on overcoming the problems with QML. Lund (1997) and Baadsgaard, Nielsen, and Madsen (2000) use a non-linear filter, instead of the Kalman filter, to obtain consistent estimates of the level of the latent factors, but still end up with inconsistent QML estimates of the model parameters (because they assume that the filtering errors are Gaussian). Our SML estimator is most closely related to the Bayesian Markov chain Monte Carlo (MCMC) approach of Frühwirth-Schnatter and Geyer (1998) . They use the QML likelihood as a proposal density to obtain draws from the posterior density of the model parameters, while we use the QML likelihood as an importance-sampling density to evaluate the likelihood function of the model (which we then maximize to obtain the SML parameter estimates). Given sufficiently flat priors, the two methods should lead to similar inferences.
The paper proceeds as follows: Section 2 explains the SML method and relates it to the more standard QML approach; Section 3 demonstrates the finite sample properties of our estimator through Monte Carlo experiments; Section 4 offers an empirical application for one-and two-factor Cox, Ingersoll, and Ross (CIR,1985) models; and Section 5 concludes.
Simulated Likelihood Estimation

Affine Term Structure Models
We first provide a brief review of affine term structure models (Duffie and Kan, 1996; Dai and Singleton, 2000) . Absent arbitrage opportunities, the time t price of a zero-coupon bond that matures at time t + τ , denoted P τ t , is given by:
where E Q t [· ] denotes a conditional expectation under the risk-neutral measure Q. An n-factor affine term structure model is obtained under the assumption that the instantaneous short rate r t is an affine function of a vector of unobserved state variables z t = [z 1t , z 2t , ..., z nt ]:
and that z t follows an affine diffusion:
where W Q t is an n-dimensional independent standard Brownian motion under the risk-neutral measure, θ Q is an n-vector, κ Q and Σ are n × n matrices, which may be non-diagonal and asymmetric, and S t is an n×n diagonal matrix with the ith diagonal element:
The key feature of affine diffusions is that both the drift and the conditional variance are affine functions of the state variables z t .
Provided a parameterization is admissible, we know from Duffie and Kan (1996) that:
or, denoting the yield of the bond by y τ t , that:
where A(τ ) and B(τ ) satisfy the ordinary differential equations (ODEs):
These ODEs, which can be solved easily through numerical integration starting from the initial conditions A(0) = 0 and B(0) = 0 n×1 , are completely determined by the specification of the risk-neutral dynamics of the state variables z t .
In order to empirically implement ATSMs, we also need to know the dynamics of z t under the actual measure P . For this we need to make an assumption about the market price of risks Λ t , such as:
where λ is an n-vector of constants. Under this particular assumption about the market prices of risk, the process for z t under the actual measure also has an affine form:
where W t is an n-dimensional vector of independent standard Brownian motions under the actual measure and:
The ith row of the n×n matrix Φ is λ i β i and ψ is an n-vector whose ith element is λ i α i .
Any sensible parameterization of ATSMs must be both theoretically admissible and econometrically identified. Dai and Singleton (2000) discuss the parameter restrictions that these two requirements place on the general class of models described above. They propose a classification scheme that assigns any admissible ATSM to a unique canonical representation with identical econometric implications for the instantaneous short rate and hence for bond prices. Throughout this paper, we assume that we are dealing with such canonical ATSMs, so that the admissibility and identification requirements are automatically satisfied.
State-Space Representation
The fact that in ATSMs the bond yields are linear functions of the state variables implies that the covariance matrix of k yields for maturities {τ 1 , τ 2 , . . . , τ k } is only of rank n. For reasonable values of n (e.g., n ≤ 3), this implication is decisively rejected by the data.
To reconcile the data with low-dimensional ATSMs, we therefore assume that each bond is priced or measured with a random error. In particular, we assume normally distributed additive errors in yields (or log-normally distributed multiplicative errors in prices) that may be correlated across bonds but are iid through time.
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Formally, we write:
where
, and H t−1 is the potentially time-varying covariance matrix of the errors.
ATSMs are formulated in continuous time but we only observe data at discrete points in time. To facilitate econometric inferences based on discrete time data, we work with the discrete time (e.g., daily or weekly) factor dynamics implied by the continuous time process (10). We denote this discrete time process: 
where z 1|0 and Ω 1|0 correspond to the unconditional estimates of the initial z 1 . Finally, ML estimates of the model parameters are obtained by maximizing L(ψ) with respect to ψ.
For general ATSMs with β = 0, and hence with innovations η t that are not normally distributed, Kalman filter-based ML estimation breaks down for two reasons. First, the Kalman filter estimates of z t do not correspond to the conditional expectations of z t given the observed yields because the Kalman filter relies on a linear projection of z t onto the linear sub-space of yields (which happens to coincide with the conditional expectations under multivariate normality). Therefore, we cannot use the filtered estimates to evaluate the likelihood function. Second, in a non-Gaussian model, the filtering errors, the differences between z t and the linear projections, are not normally distributed. This means that the form of the likelihood function evaluated at the filtered estimates is not Gaussian.
Nonetheless, to the extent that the discrete time factor dynamics are almost Gaussian, perhaps because the data is sampled at high frequency, we might expect the Kalman filter-based ML estimates to be close to the true ML estimates (based on the conditional expectations of z t and the corresponding non-Gaussian likelihood function). This naturally leads to the idea of QML estimation. Beyond the intuitive appeal of QML, there exists an extensive theory for misspecified inference problems. In fact, in some settings QML estimators can be shown to be consistent (White, 1982; Bollerslev and Wooldridge, 1992) , but unfortunately, ATSMs do not satisfy the conditions required for consistency (Lund, 1997) .
Furthermore, the Monte Carlo evidence is mixed. For highly persistent single-factor models (which typically have nearly Gaussian factor dynamics even at the monthly frequency), QML performs reasonably well (Duan and Simonato, 1999) ; but for multifactor models it exhibits significant biases (Frühwirth-Schnatter and Geyer, 1998; Duffee and Stanton, 2001 ).
Simulated Maximum Likelihood Estimation
We therefore turn to SML estimation. Specifically, we show how to numerically construct the likelihood function of the non-Gaussian state-space model of ATSMs using an importancesampling approach similar to the one used by Durbin and Koopman (1997) , Sandmann and Koopman (1998) , and Brandt and Kang (2001) in different contexts. The basic idea of the estimator is to correct the likelihood function of the QML estimator for the non-normalities introduced by the affine factor dynamics.
Correcting the QML Likelihood Function
Let y and z denote the T × k and T × n matrices [y 1 , y 2 , . . . , y T ] and [z 1 , z 2 , . . . , z T ] , respectively. The exact likelihood function of the model is:
The first line of equation (15) defines the likelihood function as the density of the observed bond yields y given the parameter ψ. The second line expresses this density as the marginal density of the yields obtained from the joint density of y and the latent factors z. Finally, in the third line we write the joint density of y and z as the product of the conditional density of y given z and the marginal density of z.
The point of this algebra is that the likelihood function L(ψ) can be viewed as an expectation of the conditional density p(y|z, ψ) with respect to the marginal density p(z|ψ).
With T data points and n latent factors z, this expectation involves an n × T dimensional integral. The high dimensionality of the integral and the nonlinearities of the conditional density p(y|z, ψ) make it practically impossible to compute this expectation analytically. We therefore rely on an importance-sampling scheme, based on the misspecified QML likelihood, to evaluate the exact likelihood function numerically.
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The SML estimator is based on the relationship between the exact likelihood function in equation (15) and the likelihood function of the QML estimator described in Section 2.3.
The QML likelihood function can be written as:
The first line of equation (16) defines the likelihood function, the second line follows from the definition of a conditional probability P (A|B) = P (A, B)/P (B), and in the third line we again write the joint density of y and z as the product of the conditional density of y given z and the marginal density of z. The most important step is replacing the QML conditional density p QML (y|z, ψ) in the third line with the true conditional density p(y|z, ψ) in the fourth line. This replacement is possible because the true model and the approximate QML model are based on the same linear measurement equation (12), which means that for the same z and ψ, the conditional densities of y are also the same.
Solving the last line of equation (16) for:
and substituting it into equation (15) yields:
In summary, the true likelihood function L (ψ) can be expressed as the product of the QML likelihood function L QML (ψ) and a correction factor E QML [w(z)|y, ψ], where for notational convenience we define:
The correction factor characterizes the departure of the true likelihood from the QML 
Finally, we use equation (18) to construct an estimate of the likelihood function:
Sincew
as long as the convergence of the likelihood function is sufficiently smooth, the SML estimator ψ SML that maximizes L(ψ) converges to the ML estimator ψ ML that maximizes L(ψ).
However, it is typically more convenient to work with the log likelihood function. Taking logs of equation (21) gives:
. Durbin and Koopman (1997) and Shephard and Pitt (1997) suggest adding a term to the log likelihood function to correct the bias (up to order O(L −3/2 )) from the log transformation:
where:
Evaluating the Ratio of Marginal Densities
A critical step in SML estimation is to evaluate the ratio of densities
for a given factor history z. Since the factor dynamics under both the true and QML models are first-order Markov, the numerator and denominator of w(z) can be expressed as products of one-step-ahead transition densities,
, respectively. For the QML model, the unconditional distribution of z 0 and the one-step-ahead transition densities are all Gaussian by assumption. Evaluating p QML (z|ψ), the denominator of w(z), is therefore straightforward. However, for the true model, these densities are not only generally nonGaussian, which is the source of the problems with QML, but are also often analytically unknown. This makes evaluating p(z|ψ), the numerator of w(z), more problematic.
To focus the discussion, it is useful to differentiate between three cases: (i) multifactor Vasicek models with α = 0 but β = 0, (ii) multifactor CIR models with α = 0 but β = 0, and (iii) general ATSMs with α = 0 and β = 0. For Vasicek models,
For CIR models, p(z 0 |ψ) and p(z t , t|z t−1 , t − 1, ψ) are non-Gaussian, which means w(z) = 1 for some z and L(ψ) = L QML (ψ), but can be evaluated analytically because they are Gamma and non-central χ 2 densities, respectively. In this case, evaluating the numerator of w(z) is only slightly more complicated than evaluating the denominator. Finally, for general ATSMs, p(z 0 |ψ) and p(z t , t|z t−1 , t − 1, ψ) are unfortunately analytically unknown.
There are at least two ways to implement the estimator when the densities are unknown. First, p(z 0 |ψ) and p(z t , t|z t−1 , t − 1, ψ) can be evaluated numerically using the characteristic functions method of Singleton (2001) . Second, we can use the Hermite polynomial expansion method of Aït-Sahalia (2001) to obtain arbitrarily precise analytical approximations of the densities. In practice, these analytical approximations are more appealing in our context because of their computational speed and the fact that in each iteration of the likelihood maximization the T + 1 densities need to be evaluated L times. Even if it takes less than a second to solve for the densities numerically, with T = 500 and L = 100, it takes 14 hours for just one evaluation of the likelihood function. In contrast, once the polynomial expansion coefficients have been computed as a function of the model parameters, which is done only once, evaluating the analytical density approximations is virtually instantaneous.
Extracting the Latent Factors
Analogous to the reformulation of the likelihood function, we can obtain an expression for the smoothed estimates z |T = [ z 1|T , z 2|T , . . . , z T |T ] of the latent factors z. We substitute:
into equation (17) and solve for:
The smoothed estimates of z are then given by:
Finally, we replace the expectation with respect to the smoothed QML inferences with an average over the simulated factor histories:
Monte Carlo Study
To explore the properties of our SML approach, we conduct a Monte Carlo study for a single-factor CIR model. Like CIR, we assume that the instantaneous interest rate is r t = z t (i.e., n = 1, δ 0 = 0, and δ 1 = 1) and the factor follows a square-root diffusion:
(i.e., α = 0 and β = 1). Zero-coupon bond prices are then given by equation (6) with:
where ν = 2κθ/Σ 2 and γ = (κ + λ) 2 + 2Σ 2 .
The advantage of the CIR model is that the unconditional distribution of z 0 is Gamma:
where φ = Σ 2 /(2κ), and the discrete time transition density of z t is non-central χ
denotes the modified Bessel function of the first kind of order ν − 1. These closedform expressions for the densities allow us to directly simulate discrete time data from the model using the inverse-CDF method (as opposed to using a discretization scheme) and speed up the SML estimation because we can evaluate the ratio of marginal densities w(z) without having to resort to numerical solutions or analytical approximations.
The experiment proceeds as follows. Setting κ = 0.8, θ = 0.03, σ = 0.1, and λ = −0.5, which corresponds roughly to our estimates in the next section, we simulate a time-series of T = 520 weekly factor realizations and generate for each realization a set of k = 5 zerocoupon bond yields y τ t for maturities τ of one, three, 12, 60, and 120 months. We then add to each yield an iid measurement error τ t with standard deviation h = 0.005 (i.e., H t = h 2 I k×k ) and apply both the QML and SML estimators to the resulting noisy panel data. Finally, we repeat the procedure 100 times to obtain sampling distributions of the estimates. Table 1 reports the across-simulations means and standard deviations of the QML and SML estimates, where for SML we consider simulation sizes L ranging from 50 to 1000. The differences between the estimators are striking. For κ, θ, and λ, the SML estimates are less biased and much less variable than the QML estimates. For example, for the market price of interest rate risk λ, with a true value of −0.5, the average QML estimate is −0.531 with a standard deviation of 0.185. The average SML estimate with L = 1000 is −0.503 with a standard deviation of only 0.014 (a 13-fold reduction). The relative performance of SML is equally impressive for the mean-reversion coefficient κ and long-run mean θ.
The roles are reversed for the standard deviation coefficient Σ. Compared to the unbiased QML estimates, the SML estimates are slightly upward-biased and about twice as variable across simulations. Intuitively, the reason for this difference in relative performance is that the simulation-induced noise in filtering the current value of the factor makes the factor look more volatile that it actually is. Consistent with this explanation, both the bias and sampling variation of the SML estimator diminish as we increase the simulation size. Finally, for the standard deviation of the yield errors h, the estimators perform comparably.
Empirical Application
Data
Following Dai and Singleton (2000), we collect weekly data on U.S. dollar LIBOR and swap rates from Data Stream. The rates are sampled every Wednesday from April 1987 through December 1999 (666 observations). The LIBOR rates are for three-and six-month maturities and the swap rates are for one-, two-, three-, five-, seven-, and 10-year maturities. From this raw data, we infer the zero-coupon yields for 12 points on the zero-coupon yield curve (three, six, 12, 24, 36, ... 108, and 120 months to maturity) using the bootstrapping method outlined in James and Webber (2001) . We plot the resulting panel of yields in Figure 1. 
Single-factor CIR model
We first estimate the single-factor CIR model assuming, as in the Monte Carlo study, that the measurement errors are iid and homogeneous in the cross-section with standard deviation h. We use L = 500 simulations to compute the likelihood correction for the SML estimator, which in our view represents a sensible compromise between accuracy of the estimates and computational speed. Panel A of Table 2 presents both the QML and SML estimates.
The two sets of estimates are very similar. They are also consistent with comparable estimates of the single-factor CIR model in the literature. The mean-reversion speed κ is 0.491, implying a weekly autocorrelation of 0.991 and a half-life of 1.413 years. The longrun mean of the factor is 1.96 percent and the steady state volatility √ Σθ is 5.21 percent. The market price of interest rate risk is negative at −0.456, which together with the other parameters, implies an asymptotic yield y ∞ t = 2κθ/(γ + κ + λ) of 8.24 percent. Finally, the standard deviation of the pricing or measurement errors is fairly large at 43 basis points.
The differences between the QML and SML estimates are in line with the biases of the two estimators documented in Table 1 . On one hand, the biased QML estimates of κ and λ are larger in magnitude than the corresponding SML estimates. On the other hand, the biased SML estimate of Σ is larger than the corresponding QML estimate. The estimates of θ and h are roughly the same. Notice also that the asymptotic standard errors of the SML estimates are of the same magnitude as the finite sample standard errors. The asymptotic standard errors of the QML estimates, in contrast, are much smaller than the finite sample standard errors. For example, the asymptotic standard error on the market price of risk is 0.011, compared to the finite sample counterpart of 0.185. This observation serves as a caution against relying on asymptotic inferences in QML estimation and, at the same time, illustrates the strength of our SML approach.
As a model specification diagnostic, we report in Panel B of Table 2 the means, standard deviations, and MSEs of the yield errors y
where A(τ ) and B(τ ) are evaluated at the estimated parameters and z t denotes the smoothed estimate of the latent factor from the Kalman filter (QML) or from the estimator described in Section 2.4.3 (SML). The striking feature of the pricing errors is the pronounced u-shape of the standard deviation across maturities. Bonds with two to four years to maturity are priced much more precisely than bonds with less than one year or more than five years to maturity. If the data is generated by a single-factor CIR model, the assumption of iid errors in the cross-section is clearly false. (An obvious alternative is that the data is not generated from a single-factor CIR model. We consider this alternative in Section 4.3.)
To accommodate this u-shape in the standard deviation of the errors, we parameterize the variance of the errors as a function of the time-to-maturity of the bond:
The obvious advantage of parameterizing the standard deviation is that it allows for some heterogeneity in the measurement errors without requiring a separate parameter for each bond. In particular, with the parameterization (33), the log standard deviation is a quadratic function of τ that can be u-shaped. We work with logs to ensure positivity. Table 3 shows in Panel A the QML and SML estimates with heterogeneous measurement errors, and describes in Panel B the corresponding yield errors. The parameter estimates are somewhat different from the ones with homogeneous measurement errors. In particular, the estimated long-run mean θ is smaller at 1.75 percent, and the estimates of κ and λ are larger in magnitude, implying a weekly autocorrelation of 0.98 and an asymptotic yield of 8.32 percent. These differences illustrate the importance of correctly modeling the measurement errors for drawing inferences about the other parameters of the model.
The estimates of a 0 , a 1 , and a 2 are all statistically significant at the five-percent level. The signs and magnitudes of the estimates are such that ln h 2 (τ ) is indeed a u-shaped function of τ that obtains a minimum at approximately τ = 3. This is consistent with Panel B, where the standard deviation of the pricing errors is smallest for the three-year bond.
The yield errors are not particularly informative about which estimates are closer to the true parameters because they ignore the time-series dimension of the model. It is possible for a model to fit well the cross-sections of yields but for the estimated factor dynamics to be a poor description of the true factor dynamics (Backus, Foresi, and Zin, 1998) . To get a better sense for the quality of the estimates, we conduct the following forecasting experiment.
For each date t, we obtain the smoothed estimates of the latent factor z t|T , either from the Kalman filter (QML) or from the estimator described in Section 2.4.3 (SML), and use these estimates as an anchor to generate forecasts of the factors m periods in the future z t+m|t through the estimated factor dynamics. We then use these forecasts of the factors to construct forecasts of the entire cross-section of bond yields and compute the yield forecast errors y Table 4 presents the means, standard deviations, and MSEs of the yield forecast errors for bonds with one, two, five and 10 years to maturity and forecast horizons m ranging from one week to one quarter (12 weeks). Judging by the magnitude of the MSEs across horizons, it is obviously more difficult to forecast yields at long horizons than at short horizons. As a result, the differences between the QML and SML estimates are most pronounced at the one-quarter horizon, for which a clear pattern emerges. Except for the one-year bond, the SML estimates produce less biased but more variable forecasts.
This pattern makes sense. The QML estimator produces more biased forecasts for two reasons. First, the smoothed estimates of the factors from the Kalman filter are biased. Second, the QML parameter estimates are biased, which means that the forecasts are potentially even more biased than the Kalman filter-based estimates to which these forecasts are anchored. The SML estimator produces more variable forecasts because the smoothed estimates of the factors are contaminated with some simulation error. This illustrates that, in the end, the choice between QML and SML boils down to a standard bias-versus-variance tradeoff. It is important to realize, however, that the bias of the QML estimator is set in stone, while the simulation-induced variance of the SML estimator can always be reduced by increasing the simulation size L and through variance reduction techniques.
Two-Factor CIR Model
The sheer magnitudes of the pricing errors in Tables 2-4 confirm the consensus in the literature that more than one factor is needed to explain the dynamics of the term structure (Stambaugh, 1988; Litterman and Scheinkman, 1991) . Although a careful analysis of multifactor term structure models, along the lines of Dai and Singleton (2000) and Brandt and Chapman (2002) , is outside the scope of this paper, we at least consider the two-factor CIR model of Chen and Scott (1992) . Specifically, we assume that the instantaneous interest rate is r t = z 1,t + z 2,t (i.e., n = 2, δ 0 = 0, δ 1 = 1, and δ 2 = 2) and each factor follows an independent square-root diffusion:
(i.e., α i = 0 and β i = 1). Zero-coupon bond prices are then given by equation (6) with:
Due to the independence of the factors, the unconditional density of z 0 and the transition density of z t are simply products of the corresponding univariate densities:
and
where the subscripted coefficients are straightforward factor-specific versions of the coefficients defined in conjunction with equations (30)-(32). Table 5 presents in Panel A the QML and SML estimates of the two-factor model with heterogeneous measurement errors and describes in Panel B the corresponding yield errors (the results for homogeneous errors are available on request). The estimators identify two distinctly different factors. The first factor mean-reverts very slowly at a rate of κ 1 = 0.154, which implies a weekly autocorrelation of 0.997 and a half-life of 4.5 years, while the second factor mean-reverts much faster at a rate of κ 2 = 0.571, which implies a weekly autocorrelation of 0.989 and a half-life of 1.2 years. Both factors have a negative market price of risk, with λ 2 being about twice as large (in magnitude) as λ 1 (so the second factor co-varies more strongly with the stochastic discount factor). Finally, the estimates of a 0 , a 1 , and a 2 imply again that the function h 2 (τ ) is u-shaped in τ with a minimum at τ = 6, which is consistent with the standard deviations of the measurement errors in Panel B.
Judging by the statistical significance of the parameters corresponding to the second factor, by the differences between the log likelihoods in Tables 3 and 5 , or by the differences in the corresponding MSEs of the yield errors, it is obvious that the second factor substantially improves the fit of the model. In particular, the MSEs are uniformly reduced by factors ranging from 1.5 for the two-year bond to 136 for the eight-year bond.
Comparing the two estimators, the differences between the results are noticeably larger for the two-factor model than for the single-factor model in Tables 2 and 3 . For example, the SML estimate of κ 1 is 0.154 while the QML estimate is 0.246 (a difference of 6.4 standard deviations). The SML estimate of λ 1 is −0.133 while the QML estimate is −0.228 (a difference of 8.1 standard deviations). These differences between the two sets of estimates are consistent with the Monte Carlo study of Frühwirth-Schnatter and Geyer (1998) , which documents increasingly severe biases of QML as the number of factors increases.
Finally, Table 6 reports the means, standard deviations, and MSEs of the yield forecast errors of the two-factor model. Consistent with the improved fit of the model, the magnitude of the MSEs is reduced substantially at all horizons, relative to the forecast errors of the single-factor model in Table 4 . Furthermore, the pattern in the results is the same as for the single-factor model. Except for the one-year bond, the SML estimates produce less biased but more variable (due to the simulation-induced noise) forecasts than the QML estimates. The resulting MSEs are slighly larger for the one-and ten-year bonds but smaller for the two-and five-year bonds. This illustrates, once again, that the biases of the QML approach are noticable in practical applications.
Conclusion
In this paper, we proposed a simulated maximum likelihood (SML) method for estimating affine term structure model from noisy panel data that overcomes the problems of the Kalman filter based QML estimates. In particular, we used the importance sampling approach of Koopman (1997,2001a) to correct the likelihood function of the QML estimator for the non-normalities introduced by the affine factor dynamics. Depending on the accuracy of the correction, which is determined by the number of simulations, the quality of the estimator ranges from QML (no correction) to exact ML. We used both a Monte Carlo study and an empirical application to demonstrate the merrits of our approach.
A natural extention of our estimation approach is to consider the class of quadratic term structure models (QTSMs) of Beaglehole and Tenney (1992) , Constantinides (1992) , and Ahn, Dittmar, and Gallant (2001) , among others. In the state-space representation of a QTSM, the measurement equation is non-linear but the state-equation is linear and Gaussian. Except for the form of the non-linearities in the measurement equation, this setting is identical to the application of importance sampling-based SML to stochastic volatility models by Sandmann and Koopman (1998) and Brandt and Kang (2001) .
A Appendix
This appendix provides analytical expressions for the conditional mean m(z t−1 ) and variance v(z t−1 ) of the discrete time factor dynamics (13) used in the Kalman filter recursions. The results here are taken from Fisher and Gilles (1996) and Duffee (2001) .
The continuous time factor dynamics are given by the affine diffusion (10). Assume that the n × n the matrix of mean-reversion coefficients κ can be diagonalized as follows:
where D is an n × n diagonal matrix with {d 1 , d 2 , . . . , d n } on the central diagonal.
6 Define the transformed factors:
which, by Ito's lemma, have the continuous time dynamics:
Σ, and S * t is a diagonal matrix with ith diagonal element:
with β * = βM . The essential property of these transformed factors is that the drift of each factor is only affected by its own level.
Define the following notation. If x is an n-vector, diag[x] is an n × n diagonal matrix with elements {x 1 , x 2 , . . . , x n } on the central diagonal. If x is an n × n diagonal matrix, exp{x} is also an n × n diagonal matrix with elements {exp{x 1 1 }, exp{x 2 2 }, . . . , exp{x n n }} on the central diagonal. Finally, the vector x ·i is the ith column of the matrix x.
The conditional mean of the transformed factors is simply: A.5) so that the conditional mean of the original factors is given by:
Deriving an expression for the conditional variance is somewhat more complicated. Write 6 See Fisher and Gilles (1996) for the more general case when κ cannot be diagonalized.
the instantaneous covariance matrix of the tranformed factors as:
, and then define the n × n matrix:
(A.8) Fisher and Gilles (1996) shows that the conditional variance of the transformed factors can then be written as:
Collecting terms, we have: (A.11) so that the conditional variance of the original factors is given by: 
