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In this paper we prove a sandwich classification theorem for subgroups
of the classical symplectic group over an arbitrary commutative ring R that
contain the elementary block-diagonal (or subsystem) subgroup Ep(ν, R) cor-
responding to a unitary equivalence realation ν such that all self-conjugate
equivalence classes of ν are of size at least 4 and all not-self-conjugate classes
of ν are of size at least 5. Namely, given a subgroup H of Sp(2n,R) such that
Ep(ν, R) ≤ H we show that there exists a unique exact major form net of
ideals (σ,Γ) over R such that Ep(σ,Γ) ≤ H ≤ NSp(2n,R)(Sp(σ,Γ)). Further,
we describe the normalizer NSp(2n,R)(Sp(σ,Γ)) in terms of congruences.
1 Introduction
This paper describes the overgroups H of the elementary symplectic block-diagonal sub-
group Ep(ν, R) of type ν of the classical symplectic group Sp(2n,R) over a commutative
ring R, under the assumption that the minimal size of a self-conjugate block of Ep(ν, R)
is at least 4 and the minimal size of a non-self-conjugate block of Ep(ν, R) is at least 5.
The main result is the following sandwich classification theorem: let ν, R, H , Ep(ν, R)
and Sp(2n,R) be as above. Then there exists a unique major exact form net of ideals
(σ,Γ) over the ground ring such that H fits into the sandwich
Ep(σ,Γ) ≤ H ≤ NSp(2n,R)(Sp(σ,Γ)),
where NSp(2n,R)(Sp(σ,Γ)) denotes the normalizer in Sp(2n,R) of the form net subgroup
Sp(σ,Γ) of Sp(2n,R) of level (σ,Γ) and Ep(σ,Γ) the elementary form net subgroup of
Sp(σ,Γ).
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To put this result into context we provide a brief overview of related results describing
the subgroup structure of linear groups over fields. In [Dyn57a, Dyn57b] Dynkin deter-
mined the maximal closed connected subgroups of classical algebraic groups over C. In
particular, he showed that all reductive maximal closed connected subgroups are pre-
cisely the stabilizers of totally isotropic or non-degenerate subspaces. Similar results for
classical groups over algebraically closed fields of positive characteristic were obtained
by Gary Seitz [Sei87] and for exceptional groups by Donna Testerman [Tes88]. In the
papers [Asc84, Asc85, Asc86] Michael Aschbacher described the maximal subgroups of
finite simple classical groups. The subgroup structure theorem of Aschbacher says that
every maximal subgroup of a finite simple classical group belongs to either one of 8
explicitly defined classes C1—C8 of large subgroups or to the class S of almost simple
groups in irreducible representations. An exposition of results regarding the members
of Aschbacher classes in finite classical groups can be found in the book of Kleidman
and Liebeck [KL90]. The Aschbacher classes which are relevant for us are the classes
C1 and C2. The subgroups of class C1 are stabilizers of proper totally isotropic or non-
degenerate submodules of the module on which the group is acting. The subgroups of
class C2 are the stabilizers of direct decompositions of that module into the summands
of a fixed dimension. Given a member H of an Aschbacher class the book of Kleidman
and Liebeck provides a recipe for constructing a maximal overgroup of H that is in
turn also a member of some not necessarily the same Aschbacher class. Unfortunately,
a similar result for classical groups over arbitrary commutative rings (or unitary groups
over form rings) has not yet been obtained. However, it is possible to describe the lattice
structure of the set of all overgroups of a given member of an Aschbacher class or of an
appropriate modified notion thereof in terms of the structure of the ground ring.
The literature contains several modifications of the notion of Aschbacher classes. The
current paper focuses on a specific simultaneous modification of the Aschbacher classes
C1 and C2 which we call block-diagonal subgroups. These subgroups are the stabilizers
of certain direct decompositions of the quadratic module on which the unitary group
is acting into totally isotropic or non-degenerate submodules. As our methods only
employ the elementary matrices contained in these block-diagonal subgroups, we will
describe the overgroups of elementary block-diagonal subgroups instead of full block-
diagonal subgroups. The problem of describing overgroups of elementary block-diagonal
matrices was first considered for the case of the general linear group in papers [BVN70,
BV82, Vav83, BV84, Vav87] of Z.I. Borewicz, N. A. Vavilov and W. Narkiewicz over
commutative rings and rings satisfying a stable rank condition. These papers do not use
localization. Over quasi-finite rings the problem is solved in [BS01] using localization.
For the case of other classical groups over a commutative ring with 2 invertible, this
classification was generalized in chapter V of the habilitation of Nikolai Vavilov, although
complete proofs were only published much later in [Vav04] for the split orthogonal case
and [Vav08] for the symplectic case. Important auxiliary results can be also found in
[Vav93], [Vav88] and in the references therein. Roughly the main results in the above
references can be described as follows. Let G denote a Chevalley group of type Al, Bl, Cl
or Dl over a commutative ring R or the general linear group GL(n,R) over a quasi-finite
ring R. If G 6= G(Al, R) or GL(n,R), assume that 2 ∈ R
∗. Let H be a subgroup of
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G containing an elementary block-diagonal subgroup of G whose minimal block size is
sufficiently large. Then there exists a unique net of ideals σ such that H fits into the
sandwich
E(σ) ≤ H ≤ N(σ),
where E(σ) is the elementary subgroup associated with σ and N(σ) is the normalizer in
G of the net subgroup G(σ). In [BV84] such a description was called standard. We shall
refer to it as standard sandwich classification.
Unfortunately, due to known counterexamples the standard sandwich classification
in [Vav08] for the symplectic group Sp(2n,R) when 2 is invertible in the ground ring
R does not generalize to the case of an arbitrary commutative ring. The obstacle is
that the notion of a net of ideals is not fine enough when 2 is not invertible in the ring
and has to be replaced by the notion of a form net of ideals. This is analogous to the
situation encountered in the sandwich classification of subgroups of Bak unitary groups
[Bak69, BV00], which are normalized by the elementary subgroup. Here the notion of
ideal had to be refined by the notion of form ideal when 2 is not invertible in the ground
ring. Significant work on developing the concept of a form net of ideals in the context
of even unitary groups over fields and simple Artinian rings was done already by E.
Dybkova [Dyb98, Dyb99, Dyb06, Dyb07, Dyb09]. Further review of known results on
the problem of describing overgroups of subsystem subgroups in classical-like and some
exceptional groups can be found in [VS13]. As mentioned there, no steps have yet been
taken towards describing overgroups of subsystem subgroups in classical (other than
GL) groups over an arbitrary commutative ring or Bak unitary groups over form rings
other than simple Artinian form rings.
This paper is the first one in the series devoted to the describing the overgroups of
elementary block-diagonal subgroups of even unitary groups over quasi-finite rings which
constitutes the PhD thesis [Shc15] of the author. The statement of the result for the
even unitary case can also be found in [Shc17]. Now we state the main result of this
paper.
Let R denote a commutative ring and Sp(2n,R) the classical simplectic group with
coefficients in R. Let Ep(2n,R) denote the elementary subgroup of Sp(2n,R). Given a
form net of ideals (σ,Γ) denote by Ep(σ,Γ) the subgroup of Ep(2n,R) generated by all
short and long symplectic transvections Tij(ξ), Ti,−i(α), where i, j ∈ I, i 6= ±j, ξ ∈ σij
and α ∈ Γi. The central result of this paper is the following theorem (see Sections 2 and
3 for the definitions omitted here).
Theorem 1. Let ν be a unitary equivalence relation on the index set I such that h(ν) ≥
(4, 5). Let H be a subgroup of Sp(2n,R) such that Ep(ν, R) ≤ H. Then there exists a
unique exact form net of ideals (σ,Γ) ≥ [ν]R such that
Ep(σ,Γ) ≤ H ≤ NSp(2n,R)(Sp(σ,Γ)).
Another important result is that the normalizer NSp(2n,R)(Sp(σ,Γ)) coincides with the
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transporter
TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) =
{a ∈ Sp(2n,R) | for all τ ∈ Ep(σ,Γ) aτa−1 ∈ Sp(σ,Γ)}
in Sp(2n,R) from Ep(σ,Γ) to Sp(σ,Γ) and can be described in terms of congruences.
Theorem 2. Let ν be a unitary equivalence relation on the index set I such that all the
equivalence classes of ν contain at least 3 elements. Let (σ,Γ) be a form net of ideals
over R such that [ν]R ≤ (σ,Γ). Then the normalizer NSp(2n,R)(Sp(σ,Γ)) coincides with
the transporter TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) and consists precisely of all matrices a
in Sp(2n,R) such that the following three properties hold:
(T1) aijσjka
′
kl ≤ σil for all i, j, k, l ∈ I
(T2) a2ijσ
2
jkSk,−k(a
−1) ∈ Γi for all i, j, k ∈ I
(T3) a2ijΓj ≤ Γi for all i, j ∈ I,
where σ2jk stands for {ξ
2 | ξ ∈ σjk}.
The rest of this paper is organized as follows. In Sections 2 and 3 we give all the
required notation and definitions. In Section 4 we construct the net associated with a
subgroup and prove Theorem 2. Sections 5—9 comprise the proof of Theorem 1. We will
show that H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)), where (σ,Γ) is the net associated with
H . Given a matrix a ∈ H and an elementary symplectic transvection Tsr(ξ) ∈ Ep(σ,Γ)
it will be shown that b = aTsr(ξ)a
−1 ∈ Sp(σ,Γ). By definition of Sp(σ,Γ) the inclusion
b ∈ Sp(σ,Γ) is equivalent to the following series of inclusions:
Tij(bij) ∈ H for all i 6= ±j Ti,−i(Si,−i(b)) ∈ H for all i ∈ I,
where Si,−i(b) =
∑
j>0 bijb
′
j,−i. In order to prove these inclusions we will express the
matrices Tij(bij) and Ti,−i(Si,−i(b)) as products of elements of Ep(σ,Γ) as well as marices b
and b−1. We shall refer to this procedure as extraction of transvections. First, in Section 5
we introduce a useful abstraction that simplifies loclization based versions of extraction
of transvections. In Section 6 we collect the results on extracting transvections from
parabolic subgroups. In Sections 7 and 8 we deal with the case of a local ground ring
and the Section 9 provides the proof of Theorem 1 for an arbitrary commutative ring
using localization and patching.
2 Notations
Throughout this paper we will adhere to the following notations and conventions. By
ring we will always mean associative unital ring. Given a ring R and a natural number
n we will denote by M(n,R) the full matrix ring of rank n over R and by GL(n,R)
the group of invertible elements of M(n,R). For any matrix a in M(n,R) let aij denote
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the entry of a at the position (i, j) and a′ij the corresponding entry of the matrix a
−1
inverse to a. We will denote by at the matrix transpose of a, i.e. the matrix in M(n,R)
such that (at)ij = aji. By ai∗ and a∗j we will denote the i’th row and j’th column of a
respectively. Naturally, a′i∗ and a
′
∗j should be read as the i’th row and j’th column of
a−1 respectively. We will also use the notation diag(ξ1, . . . , ξn) for the diagonal matrix
with entries ξ1, . . . ξn reading from the top-left corner and sdiag(ξ1, . . . , ξn) for the skew-
diagonal matrix with entries ξ1, . . . ξn reading from the top-right corner. When the rank
of the matrix ring is clear from the context, we will also denote by diag the diagonal
embedding of R into M(n,R), i.e. diag : R→ M(n,R) is a ring homomorphism sending
each ξ ∈ R to the diagonal matrix diag(ξ) = diag(ξ, . . . , ξ). We will denote by en the
unity of the matrix ring M(n,R). When the rank is clear from the context, we will
simply write e. The entries of e, as an exception from the above convention, will be
denoted by δij (Kronecker delta), while eij will stand for the corresponding standard
matrix unit, i.e the matrix in M(n,R) whose (i, j)’th entry equals 1 and whose other
entries are zero. Given a ring morphism ϕ : R→ Q we will denote by Mn(ϕ) = M(ϕ) the
induced ring morphism of the matrix rings M(n,R) and M(n,Q). If we consider M(ϕ)
as a morphism of the multiplicative monoids of M(n,R) and M(n,Q) then its kernel is
precisely the set M(n,R, ker(ϕ)) = {a ∈ M(n,R) | aij ≡ δij mod ker(ϕ) for all i, j}.
Note that GL(2n,R, ker(ϕ)) = GL(2n,R) ∩ M(2n,R, ker(ϕ)) is a normal subgroup in
GL(2n,R).
In our applications it is convenient to index the rows and columns of 2n×2n matrices
by the ordered set I = I2n = {1, . . . , n,−n, . . . ,−1}. We equip the poset I with the sign
map ε : I −→ {±1}, defined by
ε(i) =
{
+1 i > 0
−1 i < 0
.
For the sake of shortening formulas we will also denote ε(i) by εi.
Now consider an equivalence relation ν on the set I. If two indices i and j are
equivalent under ν, we will write i ∼ν j or just i ∼ j when the equivalence relation
is clear from the context. The equivalence class of an index i will be denoted by ν(i).
Call ν unitary if for any equivalent indices i and j the indices −i and −j are also
equivalent. All the equivalence relations mentioned in this paper are unitary and thus
we will sometimes omit the word “unitary”. The index set I can be decomposed as a
disjoint union of equivalence classes:
I = C1 ⊔ C2 ⊔ · · · ⊔ Ct.
We introduce a left action of the group {±1} on the set Cl(ν) = {C1, . . . , Ct} of all
equivalence classes Cl of ν by putting: 1 · ν(i) = ν(i) and −1 · ν(i) = ν(−i), for any
i ∈ I. Following [Vav08] we will call the classes stable under this action self-conjugate
(i.e. the classes Cl such that for every i ∈ Cl one has also −i ∈ Cl). Accordingly the
non-stable classes will be called non-self-conjugate. We will denote by h(ν) the ordered
pair consisting of the minimum size (as a set) of all self-conjugate equivalence classes
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of ν and the minimum size (also as a set) of all non-self-conjugate equivalence classes
of ν. Note, that an arbitrary equivalence relation does not necessary have equivalent
classes of both types; therefore h(ν) is an element in N ∪ {∞} × N ∪ {∞}. We will
always view N ∪ {∞} × N ∪ {∞} as a partially ordered set with the product order, i.e.
(a1, b1) ≤ (a2, b2) if and only if a1 ≤ a2 and b1 ≤ b2.
We call a k-tuple (i1, . . . , ik) of indices in I a C-type base k-tuple [of indices ] if for each
1 ≤ r 6= s ≤ k, we have ir 6= ±is and ir ∼ is ∼ −is ∼ −ir. Similarly, we call a k-tuple
(i1, . . . , ik) of indices in I an A-type base k-tuple [of indices ] if for each 1 ≤ r 6= s ≤ k,
we have ir 6= ±is and ir ∼ is. The condition h(ν) ≥ (a, b) is equivalent to the condition
that every index i ∈ I can be included in either an A-type base b-tuple, or a C-type base⌈
a
2
⌉
-tuple. This simple observation will be used repeatedly without specific mention in
the rest of the paper.
Another convention concerns the elements of a localization of a ring. Let R be a unital
associative ring and S be a multiplicative set in R. Let S−1R denote the localization of
R at S. Let F : R → S−1R be the localization morphism. Let ξ ∈ R and s ∈ S. By
the fraction ξ
s
we will always denote the element F (ξ) · F (s)−1 of S−1R in contrast to
ξs−1 which refers to an element of R and only makes sense if s ∈ R∗. For example ξ
1
is
synonymic to F (ξ).
Finally, by angular brackets 〈·〉 we will denote the subgroups and ideals defined in
terms of generators. The rest of the notations are standard for the field of this research.
3 Preliminaries
Symplectic group Let R be a commutative ring. Fix a natural number n. Let
Sp(2n,R) denote the classical symplectic group of rank 2n. It is known that a ma-
trix a in GL(2n,R) belongs to Sp(2n,R) if and only if the equality
a′ij = εiεja−j,−i
holds for all possible indices. In future, this property will be used without reference.
Given an element ξ ∈ R and an index i ∈ I we will call the matrix
Ti,−i(ξ) = e + ξei,−i
the [elementary ] long [symplectic] transvection. Given an additional index j 6= ±i we
will call the matrix
Tij(ξ) = e+ ξeij − εiεjξe−j,−i
the [elementary ] short [symplectic] transvection.
It’s a well known fact, that all the long and short elementary symplectic transvections
are containd in Sp(2n,R) and satisfy the following relations known as the Steinberg
relations for all ξ, ζ in R:
(R1) Tij(ξ) = T−j,−i(−εiεjξ) for all i 6= ±j
(R2) Tij(ξ)Tij(ζ) = Tij(ξ + ζ) for all i 6= j
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(R3) [Tij(ξ), Thk(ζ)] = e for all h 6= j,−i and k 6= i,−j
(R4) [Tij(ξ), Tjh(ζ)] = Tih(ξζ) for all i, h 6= ±j and i 6= ±h
(R5) [Tij(ξ), Tj,−i(ζ)] = Ti,−i(2ξζ) for all i
(R6) [Ti,−i(ξ), T−i,j(ζ)] = Tij(ξζ)T−j,j(εiεjξζ
2) for all i 6= ±j.
In future we will occasionally use these relations without a reference.
For any matrix g in Sp(2n,R), any short symplectic transvection Tsr(ξ) and any
long symplectic transvection Ts,−s(ζ), we call the matrices
gTsr(ξ) = gTsr(ξ)g
−1 and
gTs,−s(ζ) = gTs,−s(ζ)g
−1 [elementary ] short and long root elements respectively.
Equivalence relations and block-diagonal subgroups Given a unitary equivalence
relation ν on the index set I we will call the subgroup
Ep(ν) = Ep(ν, R) = 〈Ti,−i(ξ), Tjk(ξ) | i ∼ −i, j ∼ k, j 6= ±k, ξ ∈ R〉
the elementary block-diagonal subgroup of type ν in Sp(2n,R). Note that Ep(ν, R) does
not necessarily consist of block-diagonal matrices. It can only be the case if all (or at
least all but one of) the equivalence classes of ν are non-self-conjugate. However, these
groups behave like block-diagonal matrices because for each such group Ep(ν, R) there
exists a permutation matrix B in GL(2n,R), but not necessarily in Sp(2n,R), such that
B · Ep(ν, R) ·B−1 is block-diagonal in the usual sense.
From the point of view of Chevalley groups, the elementary block-diagonal subgroup
is precisely the elementary subsystem subgroup. Namely, let C1,−C1, . . . Cs,−Cs be all
the non-self-conjugate classes, and Cs+1, . . . , Ct be the self-conjugate ones. Set ni = |Ci|
for 1 ≤ i ≤ s and li = |Ci|/2 for s + 1 ≤ i ≤ t. Then n1 + · · ·+ ns + ls+1 + · · ·+ lt = n
and
Ep(ν, R) ≈ E(n1, R)× · · · × E(ns, R)× Ep(2ls+1, R)× · · · × Ep(2lt, R),
where E(ni, R) denotes the usual elementary subgroup of GL(ni, R) appearing in the
hyperbolic embedding and the product is meant as a product of linear groups. From the
viewpoint of algebraic groups this is exactly the elementary Chevalley group of type ∆,
where
∆ = An1−1 + · · ·+ Ans−1 + Cls+1 + · · ·+ Clt .
The reader is referred to [Vav08] and the references therein for further details.
This analogy allows the following geometric interpretation of concepts of A-type and
C-type base tuples. By choosing a unitary equivalence relation ν we fix a subsystem
∆ ≤ Cn consisting of all roots αij ∈ Cn where i ∼
ν j. Irreducible components of ∆
are in one to one correspondence with equivalence classes of ν, namely the components
of type Cl correspond to self-conjugate equivalence classes and the components of type
Al correspond to pairs of non-self-conjugate classes. Then an A- or C- type base k-
tuple (i1, . . . , ik) provides us with a root subsystem in ∆ of type Ak−1 or Ck respectively,
namely
〈
αi1,i2 , . . . , αik−1,ik
〉
or
〈
αi1,i2 , . . . , αik−1,ik , αik
〉
, respectively. Moreover, both gen-
erating sets above can be chosen as systems (or bases) of simple roots in the subsystems
they generate.
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Form nets of ideals and corresponding groups Consider a square array σ = (σij)i,j∈I
of (2n)2 ideals of the ring R. We will call it a net of ideals over R if for any indices i, j
and k, we have the following inclusions:
σikσkj ≤ σij .
A net of ideals σ is called unitary, if σij = σ−j,−i for each i and j. We will call σ a
D-net, if σii = R for every i in I. Equip the net of ideals σ with 2n additive subgroups
Γ = (Γi)i∈I of R such that for any indices i, j ∈ I the following inclusions hold:
1. 2σi,−i ≤ Γi ≤ σi,−i
2. σ2ijΓj ≤ Γi,
where 2σi,−i = {2α | α ∈ σi,−i} and σ
2
ij = {ξ
2|ξ ∈ σij}. In this situation Γ is called a
column of form parameters for σ and the pair (σ,Γ) a form net of ideals [over R]. It
is the analogue for nets of ideals of the concept of form ideal of Bak [Bak69] for form
rings. A form net of ideals (σ,Γ) is said to be exact if for any index i the equality
σi,−i =
∑
k 6=±i
σikσk,−i + 〈Γi〉
holds. From now on we only deal with unitary exact form D-nets of ideals.
Introduce a partial ordering on the set of all form nets of ideals over R by setting
(σ′,Γ′) ≤ (σ′′,Γ′′) whenever for all i, j ∈ I the inclusions σ′ij ≤ σ
′′
ij and Γ
′
i ≤ Γ
′′
i hold.
As a matter of convenience, given an element ξ ∈ R and indices s and r we will write
“ξ ∈ (σ,Γ)sr” instead of “ξ ∈ σsr if r 6= −s and ξ ∈ Γs otherwise”.
We can associate two kinds of subgroups of Sp(2n,R) to each form net of ideals (σ,Γ)
over R. We call the subgroup
Ep(σ,Γ) = 〈Tij(ξ), Ti,−i(α) | i 6= ±j, ξ ∈ σij , α ∈ Γi〉
the elementary form net subgroup of level (σ,Γ). We call the above generators of Ep(σ,Γ)
the short and long (σ,Γ)-elementary symplectic transvections, respectively. Note that
any unitary equivalence relation ν on the set of indices I defines a form net
[ν]R = (σν ,Γν),
where
(σν)ij =
{
R, if i ∼ν j
0, if i ≁ν j
(Γν)i =
{
R, if i ∼ν −i
0 i ≁ν −i
.
This is clearly a D-net. Thus the elementary block-diagonal subgroup Ep(ν, R) =
Ep(σν ,Γν) is a special case of an elementary form net subgroup. We will call a form
net of ideals (σ,Γ) major [with respect to ν] if [ν]R ≤ (σ,Γ). The notion of elementary
form net subgroup is a generalization of that of relative elementary subgroup of even
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unitary groups introduced in Bak [Bak81, p. 66]. The concept of the relative principal
congruence subgroups therein is generalized as follows. We will call the subgroup
Sp(σ,Γ) = {g ∈ Sp(2n,R) | ∀i, j ∈ I gij ∈ σij , Si,−i(g) ∈ Γi},
the form net subgroup of level (σ,Γ), where
Si,−i(g) =
∑
j>0
gijg
′
j,−i
is the so called length of the row gi∗. The element Si,−i(g) is clearly in σi,−i, by definition
of a net of ideals, and insisting that Si,−i(g) ∈ Γi ≤ σi,−i is a further restrinction on g.
The word “length” was introduced by You in [You12].
In the situation when Γi = R for all i the form net subgroup coincides with the regular
net subgroup Sp(σ) = {g ∈ Sp(2n,R) | ∀i, j ∈ I gij ∈ σij}.
Next we compute the lengths of rows of certain products of matrices. An immediate
reason to do so is to prove that the above defined set Sp(σ,Γ) is indeed a group. Besides,
these computations are used repeatedly in most of the proofs in this paper. Despite of
the importance of the proposition below and it’s corollaries, it’s proof is quite routine
and thus is omitted (cf. [Shc15] for the proof).
Proposition 3.1. Let a and b be two matrices in Sp(2n,R). Then
Si,−i(ab) = Si,−i(a) +
∑
k
aikSk,−k(b)a
′
−k,−i−
− 2
∑
j,k,l>0
ai,lbl,−jb
′
−j,ka
′
k,−i−
− 2
∑
j,k>0
∑
l>k
(ai,−kb−k,−jb
′
−j,la
′
l,−i + aikbk,−jb
′
−j,−la
′
−l,−i).
Corollary 3.2. Let (σ,Γ) be a form net of ideals over R. Suppose a, b ∈ Sp(σ), then
Si,−i(ab) ≡ Si,−i(a) +
∑
k
a2ikSk,−k(b) mod Γi. (1)
In particular, the form net subgroup Sp(σ,Γ) is indeed a group.
Proof. Clearly e ∈ Sp(σ,Γ). Next the congruences (1) together with the condition
σ2ikΓk ≤ Γi show that Sp(σ,Γ) is closed under taking products. Let a ∈ Sp(σ,Γ). By (1)
we get that
0 = Si,−i(e) = Si,−i(a
−1a) ≡ Si,−i(a
−1) +
∑
k
(a′ik)
2Sk,−k(a) ≡ Si,−i(a
−1) mod Γi.
Therefore a−1 ∈ Sp(σ,Γ) and Sp(σ,Γ) is a group.
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The following two corollaries allow us to compute the lengths of rows in products of
matrices in Sp(σ) and short (σ,Γ)-elementary symplectic transvection as well as lengths
of rows of some root elements.
Corollary 3.3. Let a ∈ Sp(σ) and Tpq(ξ) be a short elementary symplectic transvection
in Ep(σ,Γ). Then
Si,−i(Tpq(ξ)a) ≡

Si,−i(a) if i 6= p,−q
Sp,−p(a) + ξ
2Sq,−q(a) if i = p
S−q,q(a) + ξ
2S−p,p(a) if i = −q
mod Γi
and for all i ∈ I
Si,−i(aTpq(ξ)) ≡ Si,−i(a) mod Γi.
Corollary 3.4. Let a ∈ Sp(σ), Tsr(ξ), Tst(ζ) be short elementary symplectic transvec-
tions in Ep(σ) and s 6= ±r,±t and r 6= ±t. Then
Si,−i(aTsr(ξ)Tst(ζ)a
−1) ≡ a2isζ
2St,−t(a
−1) + a2isξ
2Sr,−r(a
−1)+
+ a2i,−tζ
2S−s,s(a
−1) + a2i,−rξ
2S−s,s(a
−1) mod Γi.
In particular if ζ = 0 then Tst(ζ) = e and
Si,−i(aTsr(ξ)a
−1) ≡ a2isξ
2Sr,−r(a
−1) + a2i,−rξ
2S−s,s(a
−1) mod Γi.
We finish this section with two technical results which will be used repeatedly and
without reference in proofs throughout the paper. The first one shows that major form
nets of ideals are partitioned into blocks in which all ideals are equal and all form
parameters are equal. The second one allows simplifying reasoning dealing with case-
by-case analysis of small equivalence classes. The proofs of both results can be checked
straightforwardly and are left to the reader.
Proposition 3.5. Let (σ,Γ) be a form net of ideal such that Ep(ν, R) ≤ Ep(σ,Γ), with
h(ν) ≥ (4, 3). Then for any indices i, j, k, l such that k ∼ i, l ∼ j, we have:
1. σkj = σij = σil
2. Γi = Γk.
Proposition 3.6. Let ν be a unitary equivalence relation on the index set I such that
h(ν) ≥ (4, 3). Let i, j be two indices in I such that i 6= j. Then one of the following
holds:
1. ν(i) = {i,−i, j,−j}
2. There exists an index k in I such that k 6= ±i,±j and k ∼ν i.
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4 Form net associated with a subgroup and the
description of the transporter
Form net of ideals associated with a subgroup. Let ν be a unitary equivalence
relation on the index set I = {1, . . . , n,−n, . . . ,−1} such that h(ν) ≥ (4, 3). Let H be
a subgroup of Sp(2n,R) such that Ep(ν, R) ≤ H . An exact form net of ideals (σ,Γ) is
called the form net [of ideals] associated with H if Ep(σ,Γ) ≤ H and if for any exact
form net of ideals (σ′,Γ′) such that Ep(σ′,Γ′) ≤ H , it follows that (σ′,Γ′) ≤ (σ,Γ).
Clearly, if (σ,Γ) exists then it is unique. The next lemma shows that (σ,Γ) exists.
Lemma 4.1. Let ν be a unitary equivalence relation on I such that h(ν) ≥ (4, 3) and H
a subgroup of Sp(2n,R) that contains the subgroup Ep(ν, R). For each i 6= ±j ∈ I set
σij = {ξ ∈ R | Tij(ξ) ∈H}, Γi = {α ∈ R | Ti,−i(α) ∈ H}, σii = R,
σi,−i =
∑
j 6=±i
σijσj,−i + 〈Γi〉 .
Then (σ,Γ) is the form net of ideals associated with H.
We won’t prove this lemma in the present form. In section 5 we will prove a slightly
stronger version of this result, Proposition 5.2. For the sake of simplicty, the proof
Proposition 5.2 relies on Lemma 4.1. This does not create a loop in theory, as we can
almost literaly repeat the proof of Proposition 5.2 for Lemma 4.1. This is done explicitly
in [Shc15, Chapter 1, Lemma 1.2.1].
Description of the transporter. The rest of this section is devoted to the proof of
Theorem 2. The following proposition allows to compute lengths of rows of conjugates
of an arbitrary matrix by a matrix satisfying property (T1) of Theorem 2.
Proposition 4.2. Let (σ,Γ) be an exact form net of ideals. Suppose a ∈ Sp(2n,R)
satisfies the condition
aijσjka
′
kl ≤ σil
for all i, j, k, l ∈ I. Then for any matrix g ∈ Sp(σ,Γ) and any i ∈ I the following
congruence holds:
Si,−i(aga
−1) ≡
∑
k∈I
a2ik
(
Sk,−k(g) + Sk,−k(a
−1) +
∑
t∈I
g2ktSt,−t(a
−1)
)
mod Γi.
Proof. By Proposition 3.1 we get
Si,−i(aga
−1) = Si,−i(a) +
∑
k∈I
εiεka
2
ikSk,−k(ga
−1)
− 2
∑
j,k,l>0
ail(ga
−1)l,−j(ag
−1)−j,ka
′
k,−i
− 2
∑
j,k>0
∑
l>k
(ai,−k(ga
−1)−k,−j(ag
−1)−j,la
′
l,−i+
aik(ga
−1)k,−j(ag
−1)−j,−la
′
−l,−i).
(2)
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Consider an individual summand of the second big sum above. By the assumption that
aijσjka
′
kl ≤ σil we get
ail(ga
−1)l,−j(ag
−1)−j,ka
′
k,−i =
∑
p,q∈I
(ailglpa
′
p,−j)(a−j,qg
′
qka
′
k,−i) ≤ σi,−jσ−j,−i ≤ σi,−i (3)
and therefore the doubled second big sum in (2) is contained in 2σi,−i ≤ Γi. Applying
the same principle to the last summand in (2) we get the inclusion
ai,−k(ga
−1)−k,−j(ag
−1)−j,la
′
l,−i + aik(ga
−1)k,−j(ag
−1)−j,−la
′
−l,−i) ∈ σi,−i. (4)
Combining (2), (3) and (4) we get
Si,−i(aga
−1) ≡ Si,−i(a) +
∑
k∈I
εiεka
2
ikSk,−k(ga
−1) mod Γi. (5)
Expand (5) further using Proposition 3.1:
Si,−i(aga
−1) ≡ Si,−i(a) +
∑
k∈I
εiεka
2
ikSk,−k(ga
−1)
≡ Si,−i(a) +
∑
k∈I
εiεka
2
ik
(
Sk,−k(g) +
∑
t∈I
εkεtg
2
ktSt,−t(a
−1)
−2
∑
j,t,l>0
gkla
′
l,−ja−j,tg
′
t,−k
−2
∑
j,t>0
∑
l>t
(
gk,−ta
′
−t,−ja−j,lg
′
l,−k + gita
′
t,−ja−j,−lg
′
−l,−l
))
≡ Si,−i(a) +
∑
k∈I
εiεka
2
ik
(
Sk,−k(g) +
∑
t∈I
εkεtg
2
ktSt,−t(a
−1)
)
− 2
∑
j,t,l>0
aikgkla
′
l,−ja−j,tg
′
t,−ka
′
−k,−i
− 2
∑
j,t>0
∑
l>t
(
aikgk,−ta
′
−t,−ja−j,lg
′
l,−ka
′
−k,−i
+aikgita
′
t,−ja−j,−lg
′
−l,−la
′
−k,−i
)
mod Γi.
(6)
Using the same trick as before we may conclude that both doubled terms of (6) are
contained in 2σi,−i ≤ Γi. Summing up, we get the congruence
Si,−i(aga
−1) ≡ Si,−i(a) +
∑
k∈I
εiεka
2
ik
(
Sk,−k(g) +
∑
t∈I
εkεtg
2
ktSt,−t(a
−1)
)
mod Γi.
(7)
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Finally it’s easy to see that
εiεka
2
ikSk,−k(g) =
∑
l>0,p∈I
(aikgkla
′
lp)(aplg
′
l,−ka
′
−k,−i) ∈ σi,−i
and
εiεkεkεta
2
ikg
2
ktSt,−t(a
−1) =
∑
l>0
(aikgkta
′
tl)(a
′
l,−tg
′
−t,−ka
′
−k,−i) ∈ σi,−i.
Therefore the choice of signs in (7) is insignificant and we can rewrite (7) as follows
Si,−i(aga
−1) ≡ Si,−i(a) +
∑
k∈I
a2ik
(
Sk,−k(g) +
∑
t∈I
g2ktSt,−t(a
−1)
)
mod Γi. (8)
It’ clear that Si,−i(e) = 0 for all i. Rewrite the formula (8) for g = e. As Si,−i(a) =∑
j>0 aijδjja
′
j,−i ≤ σi,−i, we can also change the sign at the first term:
0 = Si,−i(a · a
−1) ≡ −Si,−i(a) +
∑
k∈I
a2ikSk,−k(a
−1) mod Γi. (9)
Finally, adding (9) to (8) we get the required inclusion
Si,−i(aga
−1) ≡
∑
k∈I
a2ik
(
Sk,−k(g) + Sk,−k(a
−1) +
∑
t∈I
g2ktSt,−t(a
−1)
)
mod Γi.
This completes the proof.
Proof of Theorem 2. Denote by N the set of all matrices in Sp(2n,R) satisfying the
conditions (T1) – (T3). It’s easy to see that N ≤ NSp(2n,R)(Sp(σ,Γ)). Indeed, pick any
g ∈ Sp(σ,Γ) and any a ∈ N . Then condition (T1) guarantees that
(aga−1)ij =
∑
p,q∈I
aipgpqa
′
qj ≤
∑
p,q∈I
aipσpqa
′
qj ≤ σij
for all i, j ∈ I. Now applying Proposition 4.2 we get
Si,−i(aga
−1) ≡
∑
k∈I
(
a2ikSk,−k(g) + a
2
ikSk,−k(a
−1) +
∑
t∈I
a2ikg
2
ktSt,−t(a
−1)
)
mod Γi.
Observe that by condition (T3) it follows that a2ikSk,−k(g
−1) ∈ a2ikΓk ≤ Γi. Next, by
condition (T2) we get a2ikg
2
ktSt,−t(a
−1) ∈ a2ikσ
2
ktSt,−t(a
−1) ≤ Γi and a
2
ikSk,−k(a
−1) = a2ik ·
12 ·Sk,−k(a
−1) ∈ a2ikσ
2
kkSk,−k(a
−1) ≤ Γi. Therefore, Si,−i(aga
−1)) ∈ Γi for all i. It follows
that aga−1 ∈ Sp(σ,Γ) and thus a ∈ NSp(2n,R)(Sp(σ,Γ)).
The proof of the inclusion TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) ≤ N is slightly trickier.
Consider an arbitrary matrix a in TranspSp(2n,R)(Ep(σ,Γ), Sp(σ)) and a short (σ,Γ)-
elementary transvection Trs(ξ). By definition of transporter we get
δij + airξa
′
sj − ε(r)ε(s)ai,−sξa
′
−r,j = (
aTrs(ξ))ij ∈ σij . (10)
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Now given two short (σ,Γ)-elementary transvections Trs(ξ) and Tst(ζ) such that r 6= ±t
we get by a straightforward computation
δij + airξζa
′
tj = (aTrs(ξ)Tst(ζ)a
−1)ij − (aTrs(ξ)a
−1)ij − (aTst(ζ)a
−1)ij + δij . (11)
And therefore using (10) we get the inclusions airσrsσsra
′
tj ≤ σij for all i, j, s, r, t ∈ I
such that s 6= ±r,±t and r 6= ±t.
Next for a long (σ,Γ)-elementary transvection Ts,−s(α) we get
δij + aisαa
′
−s,j = (
aTs,−s(α))ij ∈ σij . (12)
Finally for r, s ∈ I such that r 6= ±s we get
δij + airξαa
′
−s,j = (aTrs(ξ)Ts,−s(α)a
−1)ij − (aTrs(ξ)a
−1)ij − (aTs,−s(α)a
−1)ij + δij (13)
and therefore by (12) we get the inclusions airσrsΓs,−sa
′
rj ≤ σij for all i, j ∈ I and all
r, s ∈ I such that s 6= ±r.
Now let r and t be two indices such that r 6= ±t. Then either ν(r) = {±r,±t}, or
there exists an index s ∼ t such that s 6= ±r,±t. In the former case using (13) we get
airσrta
′
tj = airRσrta
′
tj = airσr,−tΓ−t,ta
′
tj ≤ σij
for all i, j ∈ I. In the latter case using (11) we get
airσrta
′
tj = airσrtRa
′
tj = airσrsσsta
′
tj ≤ σij
for all i, j ∈ I.
Now assume t = r. Then there exists an index s ∼ r such that s 6= ±r and using the
fact that
∑
l∈I a
′
slals = 1 we get
airσrra
′
rj =
∑
l∈I
(airσrsa
′
sl)(alsσsra
′
rj) ≤
∑
l∈I
σilσlj ≤ σij .
Finally if t = −r then σr,−r =
∑
l 6=±r σrlσl,−r + 〈Γr〉. By (12) it follows that
air 〈Γr〉 a
′
−r,j ≤ σij .
It’s only left to notice that
airσrlσl,−ra
′
rj =
∑
k
(airσrla
′
lk)(aklσl,−ra
′
−r,j) ≤
∑
k
σikσkj ≤ σij .
Therefore, any matrix a in the transporter satisfies condition (T1). In particular, we
can apply Proposition 4.2 to any such matrix a.
Pick any short (σ,Γ)-elementary transvection Tjk(ξ). By Proposition 4.2 we get
Si,−i(aTjk(ξ)a
−1) ≡ a2ijξ
2Sk,−k(a
−1) + a2i,−kξ
2S−j,j(a
−1) mod Γi. (14)
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Now, given a long (σ,Γ)-elementary transvection Tj,−j(α) we obtain by the same propo-
sition
Si,−i(aTj,−j(α)a
−1) ≡ a2ijα + a
2
ijα
2S−j,j(a
−1) mod Γi. (15)
Given two short (σ,Γ)-elementary transvections Tjk(ξ) and Tkm(ζ) such that j 6= ±m
we get
Si,−i(aTjk(ξ)Tkm(ζ)a
−1) ≡ a2ijξ
2Sk,−k(a
−1) + a2i,−kξ
2S−j,j(a
−1)
+ a2ikζ
2Sm,−m(a
−1) + a2i,−mζ
2s−k,k(a
−1)
+ a2ijξ
2ζ2Sm,−m(a
−1) mod Γi.
(16)
Finally given a short and a long (σ,Γ)-elementary transvections Tjk(ξ) and Tk,−k(α) we
get
Si,−i(aTjk(ξ)Tk,−k(ζ)a
−1) ≡ a2ijξ
2Sk,−k(a
−1) + a2i,−kξ
2S−j,j(a
−1)
+ a2ikα+ a
2
ikα
2S−k,k(a
−1)
+ a2ijξ
2α2S−k,k(a
−1) mod Γi.
(17)
Comparing (16) and (14) we get the inclusions
a2ijσ
2
jkσ
2
kmSk,−k(a
−1) ∈ Γi
for all i, j, k,m ∈ I such that j 6= ±k,±m and k 6= ±m. Similarly comparing (17) with
(15) and (14) we get the inclusions
a2ijσ
2
jmΓ
2
mS−m,m(a
−1) ∈ Γi
for all i, j,m ∈ I such that j 6= ±m.
Now let j,m ∈ I such that j 6= ±m. As h(ν) ≥ (4, 3) either there exists an index
k ∼ m such that k 6= ±j,±m or −m ∼ m. In the first case we get
a2ijσ
2
jmSm,−m(a
−1) = a2ijσ
2
jkR
2Sm,−m(a
−1) = a2ijσ
2
jkσ
2
kmSm,−m(a
−1) ≤ Γi
for all i ∈ I. In the second case we get similarly
a2ijσ
2
jmSm,−m(a
−1) = a2ijσ
2
j,−mR
2Sm,−m(a
−1) = a2ijσ
2
j,−mΓ
2
−mSm,−m(a
−1) ≤ Γi
for all i ∈ I. To prove the inclusions (T2) for the matrix a it’s only left to consider the
cases when m = j and m = −j. Fix an index k ∼ j such that k 6= ±j. Observe that
1 =
(∑
t∈I
a′ktatk
)2
≡
∑
t∈I
a′2kta
2
tk mod 2R
and therefore
a2ijσ
2
jmSm,−m(a
−1) = a2ijσ
2
jk
(∑
t∈I
a′ktatk
)2
σ2kmSm,−m(a
−1)
≡
∑
t
(
a2ijσ
2
jk(a
′2
kt)
) (
a2tkσ
2
kmSm,−m(a
−1)
)
≤
∑
t∈I
σ2itΓt ≤ Γi,
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where the congruence is meant modulo Γi.
Thus a satisfies condition (T2). Finally using (15) and (T2) we get the inclusions
(T3) for all i, j ∈ I. Thus we have proved that
TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) ≤ N.
Finally, it is easy to see that Transp is contravariant in the first variable and therefore
NSp(2n,R)(Sp(σ,Γ)) ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)).
Hence also
NSp(2n,R)(Sp(σ,Γ)) = TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) = N.
5 Standard setting
From this section on we focus on proving Theorem 1. Our proof is a loclization based
proof. In order to avoid all the hustle with zero divisors, injectivity of the localization
morphism and so forth we introduce the concept of a standard setting. In the end of
this section we present two conceptual examples of standard settings which motivate the
definition.
Let R be a commutative associative unital ring, R′ a unital subring of R and S a
subset of the intersection R′ ∩ R∗, where R∗ stands for the set of invertible elements
of the ring R. We call the triple (R,R′, S) a standard setting if for any ξ ∈ R there
exist an element x in S such that xξ ∈ R′. Clearly, the canonical ring homomorphism
S−1R′ → R is an isomorphism. Now let (σ′,Γ′) be an exact form net of ideals of rank
2n over R′ such that [ν]R′ ≤ (σ
′,Γ′). For each i, j ∈ I set
σij = {ξ ∈ R | ∃x ∈ S xξ ∈ σ
′
ij}
Γi = {α ∈ R | ∃x ∈ S x
2α ∈ Γ′i}.
We will call the pair (σ,Γ) the S-closure of the form net of ideals (σ′,Γ′) [in R]. We will
show (Proposition 5.1) that S-closures of exact form D-nets of ideals over R′ are exact
form D-nets of ideals over R.
Fix a subgroupH of Sp(2n,R). We call a form net of ideals (σ′,Γ′) over R′ S-associated
with the subgroup H if the following two conditions are fulfilled:
1. Ep(σ′,Γ′) ≤ H
2. For any elementary symplectic transvection Tsr(ξ) contained in H there exists an
element x ∈ S such that x(1+δr,−s)ξ ∈ (σ′,Γ′)sr.
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It is easy to see that a subgroup may have several different S-associated nets, but their
S-closures in R will coincide.
We will introduce now a family of net-like objects. For an arbitrary g ∈ Sp(2n,R) set
σgij = {ξ ∈ R | ∃x ∈ S ∀θ ∈ R
′ gTij(xθξ) ∈ H}, i 6= ±j
σgii = R
Γgi = {α ∈ R | ∃x ∈ S ∀θ ∈ R
′ gTi,−i(x
2θ2α) ∈ H}
σgi,−i =
∑
j 6=±i
σgijσ
g
j,−i + 〈Γ
g
i 〉R ,
where the product σgijσ
g
j,−i denotes the product of ideals, that is the ideal generated by
all products ξζ , where ξ ∈ σgij and ζ ∈ σ
g
j,−i. In general there is no guarantee that the
objects (σg,Γg), defined in the obvious way from the above data are form nets of ideals.
We will show that in cases of interest to us the objects (σg,Γg) are form nets of ideals
and coincide with the S-closure of any net which is S-associated with the subgroup H .
For the rest of this section we fix a standard setting (R,R′, S), a unitary equivalence
relation ν and a subgroup H of Sp(2n,R).
Proposition 5.1. Let (σ′,Γ′) be an exact major form net of ideals over R′ and (σ,Γ)
the S-closure of (σ′,Γ′) in R. Then (σ,Γ) is an exact major form net of ideals over R.
Further, assume that h(ν) ≥ (4, 3) and that (σ′,Γ′) is S-associated with the subgroup H.
Then the form net of ideals (σ,Γ) is coordinate-wise equal to (σe,Γe).
Proof. Clearly σij = R whenever i ∼ j and Γi = R whenever i ∼ −i. We will show first
that for all i, j ∈ I the sets σij and Γi are additive subgroups of R. Let ξ, ζ ∈ (σ,Γ)ij.
By definition, there exist elements x, y in S such that x(1+δj,−i)ξ, y(1+δj,−i)ζ ∈ (σ′,Γ′)ij.
As (σ′,Γ′) is a form net of ideals, it follows that (xy)(1+δj,−i)ξ, (xy)(1+δj,−i)ζ ∈ (σ′,Γ′)ij
and thus also (xy)(1+δj,−i)(ξ + ζ) ∈ (σ′,Γ′)ij. Therefore ξ + ζ ∈ (σ,Γ)ij . The rest of the
properties of (σ,Γ) as an exact form net of ideals can be deduced in the same way from
the corresponding properties of (σ′,Γ′).
Assume h(ν) ≥ (4, 3). It’s obvious that (σe,Γe)ij ≤ (σ,Γ)ij for all possible indices i
and j and thus also that σei,−i ≤ σi,−i for all i ∈ I. The reverse inclusions are obtained in
the following way. Fix some i ≁ j and ξ ∈ (σ,Γ)ij . By definition, there exists an element
x ∈ S such that Tij(x
(1+δi,−j )ξ) ∈ H . Assume first, i 6= −j. Then, as h(ν) ≥ (4, 3), there
exists another index k ∼ j such that k 6= ±j,±i. Then Tjk(θ), Tkj(1) ∈ H for all θ ∈ R
′
and therefore
Tij(xθξ) = [[Tij(xξ), Tjk(θ)], Tkj(1)] ∈ H.
Hence, ξ ∈ σeij . If i = −j then there exists another index k ∼ i such that k 6= ±i. As
(σ,Γ) is an exact form net of ideals, it follows by Proposition 3.5 that x2ξ ∈ Γ′k,−k. Thus
we get
Ti,−i(−εiεjx
2θ2ξ)Tk,−i(x
2θξ) = [Tk,−k(x
2ξ), T−k,−i(θ)] ∈ H.
If k ∼ −i, then Tk,−i(x
2θξ) ∈ H and therefore Ti,−i(−εiεjx
2θ2ξ) ∈ H . If k ≁ −i, there
exists another index l ∼ k such that l 6= ±k,±i. By relation (R4)
Tk,−i(−x
2θξ) = [Tkl(1), [Tlk(−1), [Tk,−k(x
2ξ), T−k,−i(θ)]]] ∈ H.
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Therefore Ti,−i(−εiεjx
2θ2ξ) ∈ H and ξ ∈ Γei . Summing up, (σ,Γ)ij ≤ (σ,Γ)
e
ij for all
i, j ∈ I. As (σ,Γ) is exact, it follows that σi,−i ≤ σ
e
i,−i. This completes the proof.
The last proposition allows us to consider the elementary form net subgroup Ep(σ,Γ)
of Sp(2n,R). The following proposition establishes certain properties of the objects
(σg,Γg) which follow directly from their definition and the Steinberg relations. This
shows that (σg,Γg) is “almost a form net of ideals”.
Proposition 5.2. Assume h(ν) ≥ (4, 3). Let g be an element of Ep(σ,Γ). If [ν]R ≤
(σg,Γg) coordinate-wise then the following inclusions hold:
1. σgijσ
g
jk ≤ σ
g
ik for all i 6= ±j, j 6= ±k
2. Γgiσ
g
−i,k ≤ σ
g
ik and σ
g
i,−kΓ
g
−k ≤ σ
g
ik for all i, k ∈ I
3. (σgij)
2Γgj ≤ Γ
g
i for all i 6= ±j
4. 2σgijσ
g
j,−i ≤ Γ
g
i for all i 6= ±j,
where products are Minkowski products of sets, i.e. sets of products of elements of the
factors.
Proof. 1. The first property follows directly from the Steinberg relation (R4). Indeed,
pick any ξ ∈ σij and any ζ ∈ σjk such that i 6= ±j,±k and j 6= ±k. Then there exist
elements xξ, xζ ∈ S such that
gTij(xξξ),
gTjk(xζθζ) ∈ H for all θ ∈ R
′. By relation (R4)
we get
gTik(xξxζθξζ) = [
gTij(xξξ),
gTjk(xζθζ)] ∈ H
for all θ ∈ R′. Therefore ξζ ∈ σgik. The corresponding inclusions for the cases when
i = ±k trivially follow from the definition of (σg,Γg).
2. The second inclusion is trivial when i = ±k for the same reason as above. Assume
i 6= ±k. We will prove the inclusion Γgi σ
g
−i,k ≤ σ
g
ik. The other one can be treated
similarly. Pick any α ∈ Γi and ξ ∈ σ−i,k. Then there exist elements xα, xξ ∈ S such that
for any θ ∈ R′ we have
gTi,−i(x
2
αα),
gT−i,k(xξθξ) ∈ H.
By relation (R6) it follows that
gTik(x
2
αxξθαξ)
gT−k,k(x
2
αx
2
ξθ
2αξ2) = [gTi,−i(x
2
αα),
gT−i,k(xξθξ)] ∈ H. (18)
If k ∼ −k then by the definition of Γg−k we get
gT−k,k(x
2
αx
2
ξθ
2αξ2) ∈ H . Thus we get
gTik(x
2
αxξθαξ) ∈ H and αξ ∈ σ
g
ik. If k ≁ −k then, as h(ν) ≥ (4, 3), there exists another
index l ∼ i such that l 6= ±i,±k. Then there exist elements x1, x2 ∈ S such that
gTli(x1),
gTil(x2) ∈ H . By the Steinberg relations (R3) and (R4) together with (18) we
get
gTik(x1x2x
2
αxξθαξ) = [
gTil(x2), [
gTli(x1),
gTik(x
2
αxξθαξ)
gT−k,k(x
2
αx
2
ξθ
2αξ2)]] ∈ H
for all θ ∈ R′. It follows that αξ ∈ σgik.
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3. The next series of inclusions is established similarly. Fix some indices i 6= ±j, an
element ξ ∈ σgij and an element α ∈ Γ
g
j . Then there exist elements xξ, xα ∈ S such that
gTi,−j(xξx
2
αθξα) · Ti,−i(x
2
ξx
2
αθ
2ξ2α) = [gTij(xξθξ),
gTj,−j(x
2
αα)] ∈ H (19)
for all θ ∈ R′. By assertion (2) of the current lemma, the first term of the left-hand side
of (19) is contained in H whenever θ is a multiple of some x0 ∈ S. Therefore the second
term of (19) is also contained in H for the same values of parameter θ. This shows that
ξ2α ∈ Γgi .
4. Finally, fix an index i 6= ±j, an element ξ ∈ σgij and an element ζ ∈ σ
g
j,−i. Then
there exist xξ, xζ ∈ S such that
gTij(xξθξ),
gTj,−i(xζθζ) ∈ H for all θ ∈ R
′; in particular
gTij(xξxζθξ),
gTj,−i(xζxξθζ) ∈ H for all θ ∈ R
′. By the Steinberg relation (R5) it follows
that
gTi,−i(2x
2
ξx
2
ζθ
2ξζ) ∈ H
for all θ ∈ R′. Hence, ξζ ∈ Γi.
Lemma 5.3. Assume h(ν) ≥ (4, 3). Let (σ′,Γ′) be an exact major form net of ideals
over R′, which is S-associated with H. Let (σ,Γ) denote the S-closure of (σ′,Γ′) in R.
Then for every g ∈ Ep(σ,Γ) the coordinate-wise equality
(σ,Γ) = (σg,Γg) (20)
holds. In particular, each such (σg,Γg) is an exact major form net of ideals over R.
Proof. We will prove this lemma by induction on the word length L(g) of g in terms
of the generators of Ep(σ,Γ). Proposition 5.1 serves as a base of induction, namely it
shows that when L(g) = 0 and g = e we have the equality (σ,Γ) = (σe,Γe).
Before proving the induction step, we will prove a slightly stronger statement. Namely,
assume g ∈ Ep(σ,Γ) such that (σ,Γ) ≤ (σg,Γg). Fix an element Tpq(ζ) ∈ Ep(σ,Γ). We
will show that (σg,Γg) ≤ (σgTpq(ζ),ΓgTpq(ζ)). Note that, as (σ,Γ) ≤ (σg,Γg), it follows
that ζ ∈ (σg,Γg)pq. Fix any ξ ∈ (σ
g,Γg)sr for some indices s 6= r. Then there exists an
element xξ ∈ S such that for every θ ∈ R
′ the inclusion gTsr(x
κ
ξ θ
κξ) ∈ H holds, where
κ = 1 + δs,−r. For any x ∈ S we have the equality
gTpq(ζ)Tsr(x
κθκξ) = g[Tpq(ζ), Tsr(x
κθκξ)] · gTsr(x
κθκξ). (21)
Below we will construct an element x0 such that after the substitution x = x0 the
right-hand side of (21) is contained in H for all θ ∈ R′. It will follow that ξ ∈
(σgTpq(ζ),ΓgTpq(ζ))sr.
Clearly the second term of the right-hand side of (21) is contained in H whenever x
is a multiple of xξ. The first term, which we will denote by h = h(θ), requires a more
detailed investigation. First, assume that the transvections Tsr(∗) and Tpq(∗) commute.
In this case, h = e and thus we can put x0 = xξ. Assume that h 6= e. The following six
alternatives exhaust all possibilities:
(1) s 6= ±r, p 6= ±q and one of the following holds
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(i) s = q, r 6= ±p
(ii) r = −q, s 6= ±p
(iii) s = −p, r 6= ±q
(iv) −r = −p, s 6= ±q.
Then h is a single short transvection. We will prove only the case (i). The other ones
can be treated similarly. By the Steinberg relation (R4), h = gTpr(xθζξ). Recall
that
[ν]R ≤ (σ,Γ) ≤ (σ
g,Γg).
By Proposition 5.2 we get ζξ ∈ σgpr. Therefore there exists an element xζ ∈ S such
that h is contained in H whenever x is a multiple of xζ . Put x0 = xξxζ .
(2) p 6= ±q, s 6= ±r and one of the following holds:
(i) s = q, r = −p
(ii) s = −p, r = q
(iii) s = p, r = −q
(iv) s = −q, r = p.
In this case we can compute h using the Steinberg relation (R5). Again, we will
prove only the case (i). As ζ ∈ σgpq, there exists an element xζ ∈ S such that
gTpq(xζζ) ∈ H . Then h ∈ H for all θ ∈ R
′ and x0 = xξxζ . Indeed,
h = [gTpq(ζ),
gTq,−p(xζxξθξ)] =
gTp,−p(2ζxζxξθξ) = [
gTpq(ζxζ),
gTq,−p(xξθξ)] ∈ H
for every θ ∈ R′ due to the choice of xξ and xζ .
(3) q = −p, s 6= ±r and either s = −p or r = p. In both cases h is a product of a
long and a short symplectic elementary transvection. We will consider only the first
option. By relation (EU6),
h = [gTp,−p(ζ),
gT−p,r(xθξ)] =
gTpr(xθξζ)
gT−r,r(±x
2θ2ξ2ζ). (22)
By Proposition 5.2 it follows that ξζ ∈ Γgpσ−p,r ≤ σ
g
pr and ξ
2ζ ∈ (σg−p,r)
2Γgp ≤ Γ
g
−r.
Therefore there exist elements xξζ , xξ2ζ ∈ S such that the first term of the right-
hand side of (22) belongs to H whenever x is a multiple of xξζ and the second term
whenever x is a multiple of xξ2ζ . Put x0 = xξxξζxξ2ζ.
(4) p 6= ±q, r = −s and either s = q or s = −p. Then h is a product a long and a short
transvection. We prove only the first option, s = q. By the Steinberg relations (R1)
and (R6) we have
h = [gTpq(ζ),
gTq,−q(x
2θ2ξ)] = gTp,−q(±x
2θ2ξζ)gTp,−p(±x
2θ2ζ2ξ). (23)
As before, by Proposition 5.2 we have ξζ ∈ σgpqΓ
g
q ≤ σ
g
p,−q and ζ
2ξ ∈ (σgpq)
2Γgq ≤ Γ
g
p.
Therefore there exist elements xξζ , xζ2ξ ∈ S such that the right-hand side of (23) is
contained in H whenever x is a multiple of xξζxζ2ξ. Put x0 = xξxξζxζ2ξ.
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(5) Either s = q, r = p or s = −p, r = −q. Without loss of generality we can assume
the former. In this case, we can’t apply any of the Steinberg relations directly, but
we can first decompose Tsr(∗) as a product of transvections for which we know the
commutators with Tpq(∗). As h(ν) ≥ (4, 3) there exists either another index h ∼ p
such that h 6= ±p,±q, or p ∼ −p. In the first case,
gTpq(ζ)Tqp(xθξ) =
gTpq(ζ)[Tqh(yθξ), Thp(z)]
= g[[Tpq(ζ), Tqh(yθξ)]Tqh(yθξ), [Tpq(ζ), Thp(z)]Thp(z)]
= [gTph(yθζξ) ·
gTqh(yθξ),
gThq(−zζ) ·
gThp(z)]
(24)
whenever x = yz. Observe that ξ ∈ σgqp ≤ σ
g
qpR = σ
g
qpσ
g
ph ≤ σ
g
qh, ξζ ∈ σ
g
pqσ
g
qh ≤ σ
g
ph,
ζ ∈ σgpq ≤ Rσ
g
pq = σ
g
hpσ
g
pq ≤ σ
g
hq and 1 ∈ σ
g
hp. Thus we can choose y and z in S such
that all four terms of the right-hand side of (24) are contained in H for all θ ∈ R′.
Then we can put x0 = yzxξ.
If the equivalence class of p equals {±p,±q} then we can decompose Tsr(∗) in a
different way, using long transvections. Namely,
gTpq(ζ)Tqp(xθξ) =
gTpq(ζ)
(
[Tq,−q(y
2), T−q,p(zθξ)]T−p,p(±z
2θ2ξ2y)
)
=
= g
(
[Tp,−q(ζy
2)Tp,−p(±ζ
2y2)Tq,−q(y
2),
T−q,q(−2ζzθξ)T−q,p(zθξ)]Tq,−p(±ζz
2θ2ξ2y2)
Tq,−q(±ζ
2z2θ2ξ2y2)T−p,p(±z
2θ2ξ2y2)
)
,
(25)
whenever x = y2z. Using the previous cases, we can choose y and z such that the
right-hand side of (25) is contained in H for all θ ∈ R′. Put x0 = y
2z.
(6) q = s = −p, r = p. Then there exists an index h ∼ p such that h 6= ±p. Then
gTp,−p(ζ)T−p,p(x
2θ2ξ) = gTp,−p(ζ)
(
[T−h,h(y
2θ2ξ), Th,p(±z)]×
T−h,p(±y
2zθ2ξ)
)
= gT−h,−p(y
2zθ2ζξ) · gT−h,h(y
4z2θ2ξ2ζ)·
gT−h,p(±y
2zθ2ξ),
(26)
whenever x = y2z. Observe that
ξ ∈ Γg−p ≤ RΓ
g
−p = σ
g
−h,−pΓ
g
−p ≤ σ
g
−h,p
ξζ ∈ σg−h,pΓ
g
p ≤ σ
g
−h,−p
ξ2ζ ∈ (σg−h,p)
2 Γgp ≤ Γ
g
−h.
Hence we can choose elements y and z in S such that every term of the right-hand
side of (26) is contained in H for all θ ∈ R′. Put x0 = y
2z.
The alternatives above are exhaustive. Therefore (σg,Γg)sr ≤ (σ
gTpq(ζ),ΓgTpq(ζ))sr for
all s 6= r ∈ I. The inclusions σ
gTpq(ζ)
ii ≤ σ
g
ii and σ
gTpq(ζ)
i,−i ≤ σ
g
i,−i follow easily from
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the definition of (σg,Γg). Therefore we have proved that (σg,Γg) ≤ (σgTpq(ζ),ΓgTpq(ζ))
coordinate-wise, whenever (σ,Γ) ≤ (σg,Γg).
The induction step looks as follows. Assume that for all elements g ∈ Ep(σ,Γ) such
that L(g) ≤ L0, the equality (20) holds. Let Tpq(ζ) be an elementary transvection in
Ep(σ,Γ) such that L(g · Tpq(ζ)) = L0 + 1. Then, as we have proved above, (σ
g,Γg) ≤
(σgTpq(ζ),ΓgTpq(ζ)), in particular (σ,Γ) ≤ (σgTpq(ζ),ΓgTpq(ζ)). For the same reason
(σgTpq(ζ),ΓgTpq(ζ)) ≤ (σgTpq(ζ)Tpq(−ζ),ΓgTpq(ζ)Tpq(−ζ)) = (σg,Γg).
Summing up, by induction we get the required equality (20) for all g ∈ Ep(σ,Γ).
We will also use the lemma above in the form of the following obvious corollary. It
represents the concept of a common denominator for a finite family of fractions.
Corollary 5.4. Assume h(ν) ≥ (4, 3). Let (σ′,Γ′) be an exact major form net of ideals
which is S-associated with the subgroup H ≥ Ep(ν, R) and let (σ,Γ) be the S-closure of
(σ′,Γ′) in R. Then for any finite family {Tsi,ri(ξi)}i∈L of (σ,Γ)-elementary transvections
and any finite family {gi}i∈K of elements of Ep(σ,Γ) there exists an element x ∈ S such
that
giTsj ,rj((xθ)
(1+δsj ,−rj )ξj) ∈ H
for all i ∈ K, j ∈ J and θ ∈ R′.
Examples of standard settings
Before we continue with studying the properties of S-associated form nets of ideals and
their closures, let’s consider two main examples of a standard setting. In fact, exactly
the opportunity to treat these two cases uniformly was the main motivation to consider
this concept at the first place.
1. Trivial standard setting. Let R˜ be a commutative ring. Let R = R′ = R˜ and
S = {1}. Clearly, (R,R′, S) is a standard setting. In this case the concepts of the form
net of ideals, associated with a subgroup H , a form net of ideals S-associated with H
and the closure of such coincide.
2. Local standard setting. Let R be a commutative ring and m a maximal ideal
of R. Let S denote the compliment R \ m, Rm the localization S
−1R and Fm the
localization morphism R → Rm. Finally, let R
′
m
= Fm(R) and Sm = Fm(S). Then
(Rm, R
′
m
, Sm) is a standard setting. Given a subgroup H of Sp(2n,R) containing Ep(ν, R)
with h(ν) ≥ (4, 5) and the form net of ideals (σ,Γ) associated with H we can consider
the coordinate-wise image (σ′
m
,Γ′
m
) of (σ,Γ), i.e.
σ′
m,ij = Fm(σij) and Γ
′
m,i = Fm(Γi) for any i, j ∈ I.
It’s easy to see that (σ′
m
,Γ′
m
) is an exact form net of ideals over R′
m
. We will show in
Section 9 that if R is Noetherian then (σ′
m
,Γ′
m
) is Sm-associated with H .
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6 Extraction of transvections
In this section we perform the extraction of transvections first using matrices in small
parabolic subgroups and then using long and short root elements. The methods of this
section are rather standard and mostly mimic those of [Vav93], [Vav08], [Vav88] and
[Vav04]. Nontheless, we can’t simply refer to the similar results of the cited papers. For
our purpuses we have to keep track of denominators while working in a localization of
the ground ring. For this sake it is convenient to use the concept of a standard setting.
Throughout this section we fix a standard setting (R,R′, S), a unitary equivalence
relation ν, a subgroup H of Sp(2n,R) and an exact major form net of ideals (σ′,Γ′)
which is S-associated with H . Let (σ,Γ) denote the S-closure of (σ′,Γ′) in R.
Extraction of transvections in parabolic subgroups
Lemma 6.1. Let a be a matrix in Sp(2n,R) such that for some index p ∈ I the following
conditions hold:
1. app = a−p,−p = 1
2. aij = δij whenever i 6= −p and j 6= p.
Then
a =
( ∏
1≤j 6=±p≤n
T−p,j(a−p,j)T−p,−j(a−p,−j)
)
T−p,p(S−p,p(a)). (27)
Further, suppose h(ν) ≥ (4, 3) and there exists an element g ∈ Ep(σ,Γ) such that ga ∈ H.
Then a ∈ Ep(σ,Γ).
Proof. The decomposition (27) can be checked by a straightforward calculation. Suppose
j 6= ±p. If j ∼ −p then the inclusion a−p,j ∈ σ−p,j is trivial as σ is major. From now on,
assume j ≁ −p. As h(ν) ≥ (4, 3), we can choose an index k ∼ j such that k 6= ±j,±p.
Choose using Corollary 5.4 an element x1 ∈ S such that
gTjk(x1) ∈ H . Then
X = g(T−p,k(a−p,jx1)T−p,−j(±a−p,−kx1)) =
g[a, Tjk(x1)] ∈ H.
If the equivalence class of j is non-self-conjugate then either j ∼ p or there exists another
index h ∼ j such that h 6= ±k,±j,±p. In the former case, ±a−p,−kx1 ∈ σ
g
−p,−j = R and
by Corollary 5.4 the element x1 can be chosen such that
gT−p,−j(±a−p,−kx1)) ∈ H and
thus also gT−p,k(a−p,jx1) ∈ H . It follows that a−p,j ∈ σ
g
−p,k = σ
g
−p,j. In the latter case
choose using Corollary 5.4 an element x2 ∈ S such that
gTkh(x2),
gThk(x2θ) ∈ H for any
θ ∈ R′. Then for the same θ we get
T−p,j(x1x
2
2θa−p,j) = [[X, Tkh(x2)], Thk(x2θ)] ∈ H.
If the equivalent class of j is self-conjugate, it contains at least the elements ±j,±k. Pick
using Corollary 5.4 an element x2 ∈ S such that
gTk,−j(x2),
gT−j,k(x2),
gTkj(x2θ) ∈ H for
all θ ∈ R′. Then
gT−p,j(x1x
3
2θa−p,j) = [[[X,
gTk,−j(x2)],
gT−j,k(x2)],
gTkj(x2θ)] ∈ H.
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Therefore a−p,j ∈ σ
g
−p,j and by Lemma 5.3 a−p,j ∈ σ−p,j for all j 6= ±p.
In order to prove that a ∈ EU(σ,Γ) it only remains to show that T−p,p(S−p,p(a)) ∈
Ep(σ,Γ). If −p ∼ p then Γ−p = R and the inclusion T−p,p(S−p,p(a)) ∈ Ep(σ,Γ) is trivial.
Assume p ≁ −p. Set
g1 = g
∏
j>0,j 6=±p
T−p,j(a−p,j)T−p,−j(a−p,−j).
Then g1T−p,p(S−p,p(a))g
−1 = ga ∈ H and g1, g
−1 ∈ EU(σ,Γ). As p ≁ −p, we can choose
two more indices q and t such that (p, q, t) is an A-type base triple. Pick an element
y1 ∈ S such that
gTpq(yθ),
g1Tpq(yθ) ∈ H for all θ ∈ R
′ whenever y is a multiple of y1.
By the Steinberg relation (R6) we have
g1T−p,q(yθS−p,p(a)) ·
g1T−q,q(−εpεqy
2θ2S−p,p(a)) ·
g1Tpq(yθ)
= g1 [T−p,p(S−p,p(a)), Tpq(yθ)] ·
g1Tpq(yθ)
=
(
g1T−p,p(S−p,p(a))g
−1
) (
gTpq(yθ)g
−1
) (
gT−p,p(−S−p,p(a))g
−1
1
)
.
(28)
The right-hand side of (28) as well as the third term of the left-hand side of (28) is
contained in H whenever y is a multiple of y1 in S. Therefore
g1T−p,q(yθS−p,p(a)) ·
g1T−q,q(−εpεqy
2θ2S−p,p(a)) ∈ H (29)
for all θ ∈ S whenever y is a multiple of y1. Pick y2 ∈ S such that
g1T−p,−t(y2),
g1T−t,−p(y2) ∈ H . We get
g1T−p,q(yy
2
2θS−p,p(a)) = [
g1T−p,−t(y2), [
g1T−t,−p(y2),
g1T−p,q(yθS−p,p(a))·
g1T−q,q(−εpεqy
2θ2S−p,p(a))]]
and thus by the choice of y2 together with (29) we get that
g1T−p,q(yθS−p,p(a)) ∈ H for
all θ ∈ R′ whenever y is a multiple of y1y
2
2. Combining this result again with (29) we get
that g1T−q,q(−εpεqy
2θ2S−p,p(a)) ∈ H for all θ ∈ S whenever y is a multiple of y1y
2
2. Thus,
S−p,p(a) ∈ Γ−q and by Proposition 3.5 S−p,p(a) ∈ Γ−p. This completes the proof.
Lemma 6.2. Assume h(ν) ≥ (4, 3). Let (p, q) be an A-type base pair and let a be an
element of Sp(2n,R) such that a∗p = e∗p or a−p,∗ = e−p,∗. Assume that there exist
elements g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H. Then the inclusion aqj ∈ σqj holds for
each j 6= −p. If additionally a ∈ Sp(σ) then also Sq,−q(a) ∈ Γq.
Proof. As a is symplectic it’s easy to see that the conditions of the lemma provide the
equalities a∗p = a
′
∗p = e∗p and a−p,∗ = a
′
−p,∗ = e−p,∗. Choose via Corollary 5.4 an element
x ∈ S such that g
−1
2 Tpq(x) ∈ H and consider the matrix
b = a−1Tpq(x)a = e + a
′
∗pxaq∗ − εpεqa
′
∗,−qxa−p,∗
= e + e∗pxaq∗ − εpεqa
′
∗,−qxe−p,∗.
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It’s easy to see that bij = δij whenever i 6= p and j 6= −p, that bpp = b−p,−p = 1 and that
g1b = (g1ag2)(g
−1
2 Tpq(x)g2)(g
−1
2 a
−1g−11 ) ∈ H.
Therefore by Lemma 6.1 the inclusion bpj ∈ σpj holds for each j 6= ±p. Note that
bpj = xaqj whenever j 6= ±p. Therefore aqj ∈ σqj for all j 6= −p. By Lemma 6.2 we also
get the inclusion Sp,−p(b) ∈ Γq. Assume a ∈ Sp(σ). By the corollary 3.4 we have
Sp,−p(b) ≡ a
′ 2
ppx
2Sq,−q(a) + a
′ 2
p,−qx
2S−p,p(a) mod Γ
min
p .
Recall that a−p,∗ = e−p,∗. Thus S−p,p(a) = 0. Further a
′
pp = 1, and therefore Sp,−p(b) ≡
Sq,−q(a) mod Γp. Hence, Sq,−q(a) ∈ Γq.
Lemma 6.3. Assume h(ν) ≥ (4, 4). Let (p, q) be an A-type base pair and a be an
element of Sp(2n,R) such that aij = δij whenever i 6= −p,−q and j 6= p, q. Assume that
there exists an element g ∈ Ep(σ,Γ) such that ga ∈ H. Then the inclusion akp ∈ σkp
holds for each k 6= −p,−q. If additionally a ∈ Sp(σ) then also S−p,p(a) ∈ Γ−p.
Proof. Fix any k ≁ p. As h(ν) ≥ (4, 4), there exists an index h ∼ k such that h 6=
±k,±p,±q. Pick using Corollary 5.4 an element x ∈ S such that gThk(x) ∈ H and
consider the matrix
b = a−1Thk(x)a = e+ a
′
∗hxak∗ − εhεka
′
∗,−kxa−h,∗.
It is easy to see that bhp = xakp and
gb ∈ H . Further, there exists an index l ∼ k such
that l 6= ±h,−p and b∗l = e∗l. Indeed, if k ∼ −k, one can simply take l = −k. If the
class of k is non-self-conjugate then such l exists due to the condition h(ν) ≥ (4, 4) (l
can be equal to −q if −q ∼ k). Therefore, by Lemma 6.2 we get xakp ∈ σhp = σkp. Thus
akp ∈ σkp.
Assume a ∈ Sp(σ). If the equivalence class of p is self-conjugate, clearly S−p,p(a) ∈
R = Γ−p. If the equivalence class of p is non-self-conjugate then, as h(ν) ≥ (4, 4), there
exists an index t ∼ p such that (p, q, t) is an A-type base triple. Consider the matrix
c = T−p,−t(−a−p,−t)T−q,−t(a−q,−t)a.
As t ∼ p ∼ q it follows that c ∈ Sp(σ). Note that a−t,−t = 1, hence c∗,−t = e∗,−t and
gT−q,−t(a−q,−t)T−p,−t(a−p,−t)cg
−1 ∈ H.
By Lemma 6.2 it follows that S−p,p(c) ∈ Γ−p. Finally, by Corollary 3.3 we have
S−p,p(c) ≡ S−p,p(a) + a
2
−p,−tS−t,t(a) mod Γ−p
and as S−t,t(a) = 0 we get S−p,p(a) ∈ Γ−p.
Lemma 6.4. Assume h(ν) ≥ (4, 4). Let p be an index in I with self-conjugate equiva-
lence class and let a be an element of Sp(2n,R) such that aij = δij whenever i 6= ±p and
j 6= ±p. If there exists an element g ∈ Ep(σ,Γ) such that ga ∈ H, then akp ∈ σkp for all
k ∈ I.
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Proof. If k ∼ p the inclusion akp ∈ σkp is trivial. Assume k ≁ p, in particular k 6= ±p.
As h(ν) ≥ (4, 4), there exists another index h ∼ k such that h 6= ±k ± p. Pick using
Corollary 5.4 an element x ∈ S such that gThk(x) ∈ H and consider the matrix
b = a−1Thk(x)a = e+ a
′
∗hmak∗ − εhεka
′
∗,−kma−h,∗.
We will show that it satisfies the conditions of Lemma 6.2. Indeed, by choice of x the
inclusion gb ∈ H holds. Pick an index q such that (p, q) is a C-type base pair. It
is easy to see that q ≁ ±k. Clearly b∗q = e∗q. Applying Lemma 6.2 to the matrix
a, the elementary transvection Thk(x) and the pair (−p, q), we get b−p,j ∈ σ−p,j for
all j 6= −q. Thus b−p,−h ∈ σ−p,−h = σkp and it is only left to notice that b−p,−h =
−εhεka
′
−p,−kxa−h,−h = ±xakp. Therefore akp ∈ σkp for all k ∈ I.
Extraction of transvections using root elements
Lemma 6.5. Assume h(ν) ≥ (4, 4). Let (p, q, h) be an A-type base triple, a an element
of Sp(2n,R) and Tsr(ξ) a short elementary transvection. Let b denote the short root
element aTsr(ξ)a
−1. Suppose that ap,−r = aq,−r = 0. Assume that there exist elements
g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H and
g−1
2 Tsr(ξ) ∈ H. Then apsbih ∈ σih for all
i 6= −p,−q. If additionally a ∈ Sp(σ) then also a2psS−h,h(b
−1) ∈ Γ−h.
Proof. It is easy to see that g1b ∈ H . Indeed
g1b = (g1ag2)(g
−1
2 Tsr(ξ)g2)(g
−1
2 a
−1g−11 ) ∈ H.
Using Corollary 5.4 pick an element x ∈ S such that g1Thp(−aqsx),
g1Thq(apsx) ∈ H . Set
α = −aqsx and β = apsx. Clearly, αaps + βaqs = 0. Consider the matrix
c = bThp(α)Thq(β)b
−1 = e+ b∗h(αb
′
p∗ + βb
′
q∗)− εh(εpαb∗,−p + εqβb∗,−q)b
′
−h,∗. (30)
Obviously, g1c ∈ H and by the conditions that ap,−r = aq,−r = 0 and αaps + βaqs = 0 it
easily follows that (αb′p∗ + βb
′
q∗) = (αep∗ + βeq∗) and (εpαb∗,−p + εqβb∗,−q) = (εpαe∗,−p +
εqβe∗,−q). Thus we can rewrite (30) as follows
c = e+ b∗h(αep∗ + βeq∗)− εh(εpαe∗,−p + εqβe∗,−q)b
′
−h,∗.
In particular, cij = δij whenever i 6= −p,−q and j 6= p, q. Applying Lemma 6.3 to the
matrix c we get the inclusion ciq ∈ σiq for all i 6= −p,−q. Notice that ciq = βbih = xapsbih
for i 6= −p,−q. This completes the proof of the first part of the lemma.
Assume a ∈ Sp(σ). It follows that b, c ∈ Sp(σ). Therefore by Lemma 6.3 we get the
inclusion S−q,q(c) ∈ Γ−q. By Corollary 3.4 we have
S−q,q(c) ≡ b
2
−q,hx
2(a2qsSp,−p(b
−1) + a2psSq,−q(b
−1))
+ (b2−q,−pa
2
qs + b
2
−q,−qa
2
ps)x
2S−h,h(b
−1) ∈ Γ−q.
(31)
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As S−h,h(b
−1) ∈ σ−q,q and 2σ−q,q ≤ Γi it follows that
(b2−q,−pa
2
qs + b
2
−q,−qa
2
ps)x
2S−h,h(b
−1) ≡
(b−q,−paqs + b−q,−qaps)
2x2S−h,h(b
−1) mod Γ−q.
(32)
A straightforward calculation shows that b−q,−paqs+b−q,−qaps ∈ aps+2R, which together
with (32) yields
(b2−q,−pa
2
qs + b
2
−q,−qa
2
ps)x
2S−h,h(b
−1) ≡ a2psx
2S−h,h(b
−1) mod Γ−q. (33)
As ap,−r = aq,−r = 0, we have
b′pj = δpj − apsξa
′
rj
b′qj = δqj − aqsξa
′
rj.
In particular, b′p,−p = b
′
q,−q = b
′
p,−q = b
′
q,−p = 0. Therefore
a2qsSp,−p(b
−1) = −εp
∑
j>0,j 6=±p,±q
a2qsb
′
pjb
′
p,−j = −εp
∑
j>0,j 6=±p,±q
a2qsa
2
psξ
2a′rja
′
r,−j
= εpεqa
2
psSq,−q(b
−1)
and thus
b2−q,hx
2(a2qsSp,−p(b
−1) + a2psSq,−q(b
−1)) ∈ 2σ−q,q ≤ Γ−q. (34)
Combining (31), (32), (33) and (34) we get the inclusion a2psx
2S−h,h(b
−1) ∈ Γ−h. By the
property (Γ2) of a form net of ideals it follows that a2psS−h,h(b
−1) ∈ Γ−h.
Lemma 6.6. Assume h(ν) ≥ (4, 4). Let (p, q) be a C-type base pair, a an element
of Sp(2n,R) and Ts,−s(ξ) a long elementary transvection. Let b denote the long root
element aTs,−s(ξ)a
−1. If there exist elements g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H and
g−1
2 Ts,−s(ξ) ∈ H, then apsbih ∈ σih for all i ∈ I.
Proof. Clearly g1b ∈ H . Indeed
g1b = g1aTs,−s(ξ)a
−1g−11 = (g1ag2)(
g−1
2 Ts,−s(ξ))(g
−1
2 a
−1g−11 )
and each term in brackets is contained in H . Pick x ∈ S such that g1Thp(−a−p,sx),
g1Th,−p(apsx) ∈ H . Set α = −a−p,sx and β = apsx. Clearly apsα + a−p,sβ = 0. It easily
follows that b′p∗α+b
′
−p,∗β = ep∗α+e−p,∗β and (εpαb∗,−p+ε−pβb∗p) = (εpαe∗,−p+ε−pβe∗p).
Consider the matrix
c = bThp(α)Th,−p(β)b
−1 = e + b∗h(b
′
p∗α+ b−p,∗β)− εh(εpαb∗,−p + ε−pβb∗p)b
′
−h,∗
= e + b∗h(ep∗α + e−p,∗β)− εh(εpαe∗,−p + ε−pβe∗p)b
′
−h,∗.
It is easy to see that cij = δij whenever i 6= ±p and j 6= ±p. By Lemma 6.4 it follows
that ci,−p ∈ σip for all i ∈ I. It’s only left to notice that ci,−p = βbih = xapsbih whenever
i 6= ±p. Hence apsbih ∈ σih for all i ∈ I.
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7 At the level of the Jacobson radical
The whole benefit of using localization based proofs is that we can work over a local
ring, where every element is either invertible or is contained in the unique maximal
ideal, which coincides with the Jacobson radical. Thus, the extraction of transvections
over local rings rely on certain elements either being invertible or being contained in the
Jacobson radical. In this section, we investigate the latter case. Consider a standard
setting (R,R′, S). Let J denote the Jacobson radical of R. We will show (Corollary 7.6)
that the matirces in an overgroup H of Ep(ν, R′) with sufficiently large h(ν), that are
contained in Sp(2n,R, J), are in fact contained in Sp(σ,Γ), where, as usual, (σ,Γ) stands
for the closure of a net S-associated withH . In fact we will show thatH∩SpJ ≤ Sp(σ,Γ),
where SpJ is some set of matrices larger than Sp(2n,R, J).
Throughout this section we fix a standard setting (R,R′, S), a unitary equivalence
relation ν, a subgroup H of Sp(2n,R) which contains Ep(ν, R′) and an exact major form
net of ideals (σ′,Γ′) over R′ which is S-associated with H . Let J denote the Jacobson
radical of the ring R and let (σ,Γ) denote the S-closure in R of the form net of ideals
(σ′,Γ′). By definition, every element x of the Jacobson radical J is quasi-regular, i.e.
1+xy ∈ R∗ for all y ∈ R, in particular 1+x ∈ R∗. It follows that R∗+J ⊆ R∗. Indeed,
let x be invertible and y ∈ J then, as y is quasi-regular, 1 + x−1y ∈ R∗. Therefore, and
x+y = x(1+x−1y) is a unit since it is a product of two units. We will use this property
without reference.
The main idea of this section is as follows. Pick a matrix a ∈ H ∩ Sp(2n,R, J).
Fix an A-type base quintuple (p, q, h, t, l). We would like to show that aip ∈ σip and
S−p,p(a
−1) ∈ Γ−p. So far the only way of extracting transvections we know is either from
an element close to a parabolic subgroup or from a root element. There is no much hope
that an arbitrary element of H ∩Sp(2n,R, J) is any close to a parabolic subgroup. Thus
we have to get by with the second option. Let’s construct a root element b = aTsr(ξ)a
−1
which will preserve the information about the original element a. Once we show that
ba,−r = ba,−r = 0 it follows by Lemma 6.5 that
aps(δih + aisξa
′
rh − εsεrai,−rξa
′
−s,h) = apsbih ∈ σih. (35)
In order to get the inclusion aip ∈ σip we have to put either s = p or −r = p. Let’s
choose s = p. Note that in this case aps = app is invertible. In order to get one step
closer it would be beneficial to have a′rh also invertible. This happens for example when
r = h. Now suppose that a−p,h = a−s,h = 0. In this case the inclusion (35) yields the
inclusion aip ∈ σip immediately! This is exactly what we do in Lemma 7.3. Lemmas
7.1 and 7.2 serve the goal of getting the condition a−p,h = 0 fulfilled. The inclusion
S−p,p(a
−1) ∈ Γ−p is handled in a similar manner. The case when we work with a C-type
pair rather than an A-type quintuple is quite a bit easier and is handled by Lemma 7.5.
Everywhere in this section we try to use as little of the assumption that a ∈ Sp(2n,R, J)
as possible, namely we explicitly list all the individual inclusions for entries of a that we
require. This allows us in future to work not only with a matrix in H ∩Sp(2n,R, J) but
with any matrix a ∈ H having a submatrix that looks like a submatrix of a matrix in
Sp(2n,R, J).
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Lemma 7.1. Assume h(ν) ≥ (4, 4). Let (p, q, h, t, l) be an A-type base quintuple and a
an element of Sp(2n,R) such that a−p,−t = a−h,−t = a−l,−t = apq = ahq = 0, a−p,qa
′
t,−p,
a−h,qa
′
t,−h ∈ J and aqq ∈ R
∗. If there exist elements g1 and g2 in Ep(σ,Γ) such that
g1ag2 ∈ H then ap,−t ∈ σp,−t.
Proof. Pick using Corollary 5.4 an element x ∈ S such that g
−1
2 Tqt(x) ∈ H and consider
the matrix b = aTqt(x)a
−1. By choice of the parameter x we have
g1b = (g1ag2)(g
−1
2 Tqt(x)g2)(g
−1
2 a
−1a−11 ) ∈ H.
Pick using Corollary 5.4 another element y ∈ S such that g1T−p,−h(y) ∈ H and consider
the matrix c = bT−p,−h(y)b
−1. Clearly, g1c ∈ H for the same reason as above. We are
going to apply Lemma 6.5 to the matrix b, the short elementary transvection T−p,−h(y)
and the A-type base triple (−p,−l,−h). In order to do this we have to show first that
b−p,h = b−l,h = 0. Indeed, by the assumptions of this lemma a
′
th = εtεha−h,−t = 0 and
a−p,−t = a−l,−t = 0. Thus
b−p,h = a−p,qxa
′
th − εqεta−p,−txa
′
−q,h = 0
b−l,h = a−l,qxa
′
th − εqεta−l,−txa
′
−q,h = 0.
As a−p,qa
′
t,−p ∈ J , it follows that
b−p,−p = 1 + a−p,qxa
′
t,−p − εqεta−p,−txa
′
−q,−p
= 1 + a−p,qxa
′
t,−p ∈ 1 + J ⊆ R
∗.
Therefore by Lemma 6.5 we get the inclusions b−p,−pci,−h ∈ σi,−h and, as b−p,−p is
invertible, also ci,−h ∈ σi,−h for all i 6= p, l. In particular,
bq,−pyb
′
−h,−h − εpεhbqhyb
′
p,−h = cq,−h ∈ σq,−h. (36)
Recall that a−h,qa
′
t,−h ∈ J Therefore
b′−h,−h = 1− a−h,qxa
′
t,−h + εqεta−h,−txa
′
−q,−h = 1− a−h,qxa
′
t,−h ∈ 1 + J ⊆ R
∗. (37)
Observe that
b′p,−h = −apqxa
′
t,−h + εqεtap,−txa
′
−q,−h = 0. (38)
Substituting (37) and (38) into (36) we get the inclusion bq,−p ∈ σq,−h = σq,−p. Finally,
recall that aqq ∈ R
∗ and a′−q,−p = εqεpapq = 0. Therefore
aqqxa
′
t,−p = aqqxa
′
t,−p − εqεtaq,−txa
′
−q,−p = bq,−p ∈ σq,−p.
Thus a′t,−p ∈ σq,−p. It only remains to notice that
ap,−t = −εpεta
′
t,−p ∈ σq,−p = σp,−t.
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Lemma 7.2. Assume h(ν) ≥ (4, 4). Let (p, q, h, t, l) be an A-type base quintuple and a
an element of Sp(2n,R) such that at least one of the following three conditions holds:
1. The elements a−p,−t, a−h,−t, apq, ahq, a−p,qa
′
t,−p and a−h,qa
′
t,−h are contained in the
Jacobson radical and the entries app, aqq and a−t,−t are invertible.
2. The rows ap∗, aq∗, ah∗ and the column a∗,−t coincide modulo the Jacobson radical
with the corresponding rows and columns of the identity matrix.
3. The rows a−t,∗, a−h,∗, a−p,∗ and columns a∗p and a∗q coincide modulo the Jacobson
radical with the corresponding rows and columns of the identity matrix.
If there exist g1, g2 ∈ Ep(σ,Γ) such that g1ag2 ∈ H then ap,−t ∈ σp,−t.
Proof. Note that the first condition in the statement of this lemma trivially follows from
any of the others. Consider the matrix
b = aTpq(−a
−1
pp apq).
By the assumption that the entry apq is contained in the Jacobson radical b ≡ a mod J .
Clearly, bpq = 0, bp,−t = ap,−t and bqq, b−t,−t ∈ R
∗. Further, consider the matrix
c = Thq(−bhqb
−1
qq )T−p,−t(−b−p,−tb
−1
−t,−t)T−h,−t(−b−h,−tb
−1
−t,−t)T−l,−t(−b−l,−tb
−1
−t,−t)b.
As b ≡ a mod J , we have bhq, b−p,−t and b−h,−t in the Jacobson radical. Therefore
ci∗ ≡ ai∗ mod J whenever i 6= t,−l (and also c
′
∗j ≡ a
′
∗j mod J whenever j 6= l,−t).
In particular c−p,qc
′
t,−p, c−h,qc
′
t,−h ∈ J and cqq ∈ R
∗. It is easy to see that cpq = chq =
c−p,−t = c−h,−t = c−l,−t = 0. Finally, g3cg4 ∈ H , where
g3 = g1
(
Thq(−bhqb
−1
qq )T−p,−t(−b−p,−tb
−1
−t,−t)×
T−q,−t(−b−q,−tb
−1
−t,−t)T−l,−t(−b−l,−tb
−1
−t,−t)
)−1
,
g4 = Tpq(a
−1
pp apq)g2.
Clearly, g3 and g4 are contained in Ep(σ,Γ). Therefore, c satisfies the conditions of
Lemma 7.1 and it follows that cp,−t ∈ σp,−t. It’s only left to notice that cp,−t = ap,−t.
Lemma 7.3. Assume h(ν) ≥ (4, 4). Let (p, q, h, t) be an A-type base quadruple and a an
element of Sp(2n,R) such that ap,−h, aq,−h, at,−h ∈ σp,−p ∩ J , a−h,p ∈ σ−h,p ∩ J . Suppose
aqp ∈ J and app, a−h,−h ∈ R
∗ and suppose that there exists an element g ∈ Ep(σ,Γ)
such that ga ∈ H. Then aip ∈ σip for all i ∈ I. If additionally a ∈ Sp(σ) then also
S−h,h(a
−1) ∈ Γ−h.
Proof. Consider the matrix
b = T−h,p(−a−h,pa
−1
pp )a.
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As a−h,p ∈ J it follows that b ≡ a mod J . Additionally bp,−h, bq,−h and bt,−h are con-
tained in σp,−p and b−h,p = 0. Consider the matrix
c = Tp,−h(−bp,−hb
−1
−h,−h)Tq,−h(−bq,−hb
−1
−h,−h)Tt,−h(−bt,−hb
−1
−h,−h)b.
Again, c ≡ a mod J , in particular cpp, c−h,−h ∈ R
∗. As c is a symplectic matrix, it also
follows that c′−p,h = 0 and c
′
hh ∈ R
∗. It’s easy to see that cp,−h = cq,−h = ct,−h = c−h,p = 0.
Finally, gg1cg
−1 is contained in H , where
g1 =
(
Tp,−h(−b
−1
−h,−hbp,−h)Tq,−h(−b
−1
−h,−hbq,−h)×
Tt,−h(−b
−1
−h,−hbt,−h)T−h,p(−a
−1
pp a−h,p)
)−1
∈ Ep(σ,Γ).
Pick an element x ∈ S such that gTph(x) ∈ H . Applying Lemma 6.5 to the matrix c,
the short symplectic transvection Tph(x) and the A-type base triple (p, q, h), we get for
all i 6= −p,−q the inclusion cpp(cTph(x)c
−1)ih ∈ σih. As cpp is invertible, we also get
δih + cipxc
′
hh − εpεhci,−hxc
′
−p,h = (cTph(x)c
−1)ih ∈ σih (39)
for all i 6= −p,−q. We can apply Lemma 6.5 to the same matrix and transvection, but
to a different A-type base triple (p, t, h) and get the inclusion (39) also for i = −q. As
c′hh is invertible and c
′
−p,h = 0, it follows from (39) that cip ∈ σih for all i 6= h,−p.
Observe that aip = cip for all i 6= p, q, t,−h. Therefore aip ∈ σip for all i 6= p, q, t,−h,−p.
The inclusions aip ∈ σip for i = p, q and t are trivial and the corresponding inclusion for
i = −h is provided by the assumptions of the lemma. Therefore aip ∈ σip for all i 6= −p.
Pick an element y ∈ S such that gTpq(y) ∈ H and consider the matrix d = Tpq(y)a.
Clearly, it satisfies all the conditions of this lemma. Indeed, dp,−h = ap,−h + yaq,−h ∈
σp,−p ∩ J , dpp = app + yaqp ∈ R
∗ + J ≤ R∗ and the rest of the entries of d involved in
the conditions of this lemma coincide with the corresponding entries of a itself. Thus
we get the inclusions dip ∈ σip for all i 6= −p. In particular, d−q,p ∈ σ−q,p. It’s only left
to notice that d−q,p = a−q,p − εpεqya−p,p and a−q,p is already contained in σ−q,p, while y
is invertible. Therefore a−p,p ∈ σ−p,p.
Assume a ∈ Sp(σ). By Lemma 6.5 we get the inclusion S−h,h(c
−1) ∈ Γ−h. As
a−1 = c−1g−11 , by Corollary 3.3 we get S−h,h(a
−1) ∈ Γ−h.
We combine Lemmas 7.2 and 7.3 in the following corollary.
Corollary 7.4. Assume h(ν) ≥ (4, 4). Let (p, q, h, t, l) be an A-type base quintuple and
a an element of Sp(2n,R). Let I ′ denote the set {p, q, h, t}. Suppose that ai∗ ≡ ei∗
mod J and a∗,−i ≡ e∗,−i mod J whenever i ∈ I
′. Further, suppose that there exists an
element g ∈ Ep(σ,Γ) such that ga ∈ H. Then aip ∈ σip for all i ∈ I. If additionally
a ∈ Sp(σ) then also S−p,p(a
−1) ∈ Γ−p.
Proof. It’s easy to see that the matrix a satisfies condition (2) of Lemma 7.2. Thus we
can conclude that the entries ap,−h, aq,−h and at,−h are contained in σp,−p. Moreover, the
same entries are contained in the Jacobson radical by assumption. Since a also satisfies
the condition (3) of Corollary 7.2, it follows that a−h,p is contained in σ−h,p. Note that
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by assumption, app, a−h,−h ∈ R
∗ and aqp ∈ J . Summing up, a satisfies the conditions of
Lemma 7.3. Hence aip ∈ σip for all i ∈ I. If a ∈ Sp(σ) then by Lemma 7.3 we get the
inclusion S−h,h(a
−1) ∈ Γ−h. Switching the indices p and h in the reasoning above, we
get the required inclusion S−p,p(a
−1) ∈ S−p,p.
Lemma 7.5. Assume h(ν) ≥ (4, 4). Let (p, h) be a C-type base pair and a an element
of Sp(2n,R) such that app ∈ R
∗ and a−h,−p ∈ J . If there exists an element g ∈ Ep(σ,Γ)
such that ga ∈ H, then aip ∈ σip for all i ∈ I.
Proof. Consider the matrix
b = Thp((−ahp + 1)a
−1
pp )a.
Clearly, bpp = app is invertible and bhp = 1. Pick using Corollary 5.4 an element x ∈ S
such that gTp,−p(x
2) ∈ H . By Lemma 6.6 we get the inclusions
bpp(δi,−h + bipx
2b′−p,−h) = bpp(bTp,−p(x
2)b−1)i,−h ∈ σi,−h
for all i ∈ I. It’s only left to notice that bpp and x
2b′−p,−h are invertible and thus
bip ∈ σi,−h for all i ∈ I. Finally, aip = bip whenever i 6= h,−p. Thus aip ∈ σip.
The following corollary is an illustration of application of Corollary 7.4 and Lemma
7.5. Suppose R′ = R and S = {1}. Then it is clear that (σ′,Γ′) = (σ,Γ) is the
net associated with H in Sp(2n,R). Corollary 7.4 together with Lemma 7.5 yield the
following result.
Corollary 7.6. Let R be a commutative associative unital ring with Jacobson radical
J . Let ν be a unitary equivalence relation on the index set I such that h(ν) ≥ (4, 5).
Let H be a subgroup of Sp(2n,R) such that Ep(ν, R) ≤ H and let (σ,Γ) be the form net
associated with H. Then
H ∩ Sp(2n,R, J) ≤ Sp(σ,Γ),
where Sp(2n,R, J) denotes the principal congruence subgroup of Sp(2n,R) of level J .
8 Over a local ring
In this section we will prove our main result, Theorem 1 for the case when the ground
ring R is local. Moreover, we will prove a version of this result suitable for application
in localization based proof of the next chapter. Throughout this section fix a standard
setting (R,R′, S), where R is a commutative local ring. Let J denote the Jacobson
radical of R (which is the only maximal ideal of R). Further, fix a unitary equivalence
relation ν on the index set I, a subgroup H of Sp(2n,R) and an exact major form net
of ideals (σ′,Γ′) which is S-associated with H . Let (σ,Γ) denote the S-closure of the
(σ′,Γ′) in R. In this section we will show that
H ≤ TranspSp(2n,R)(Ep(σ
′,Γ′), Sp(σ,Γ))
provided h(ν) ≥ (4, 5).
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Theorem 8.1. Let (R,R′, S), ν, H, (σ′,Γ′) and (σ,Γ) be as above. Assume h(ν) ≥ (4, 5).
Let a be an element of H and Tsr(ξ) be a (σ
′,Γ′)-elementary transvection (long or short).
Then aTsr(ξ)a
−1 ∈ Sp(σ,Γ). In other words,
H ≤ TranspSp(2n,R)(Ep(σ
′,Γ′), Sp(σ,Γ)).
Proof. As h(ν) ≥ (4, 5) every index p ∈ I embeds either into an A-type base quintuple
or into a C-type base pair. Each of these two cases fork one more time depending
on whether Tsr(ξ) is long or short. We consider all four options separately in form of
Lemmas 8.2, 8.3, 8.4 and 8.5.
Now apply Theorem 8.1 to a trivial standard setting, namely R = R′ and S = {1}.
Togehter with Lemma 4.1 this yields Theorem 1 once the ground ring R is local.
Lemma 8.2. Assume h(ν) ≥ (4, 4). Let a be an element of Sp(2n,R) and Tsr(ξ) a short
(σ′,Γ′)-elementary transvection. Suppose that there exists an element g ∈ Ep(σ,Γ) such
that ga ∈ H. Let b denote the short root element aTsr(ξ)a
−1. If (p, h) is a C-type base
pair then for all i ∈ I the inclusion
bip ∈ σip
holds.
Proof. We will organize the analysis into seven steps.
1. Assume that the elements a−p,−r, ap,−r and one of the element a−h,−r or ah,−r is
contained in J . Without loss of generality, we may assume that a−h,−r ∈ J . In this case
it’s easy to see that bpp is invertible and b−h,−p ∈ J . Indeed,
bpp = 1 + apsξa
′
rp − εsεrap,−rξa
′
−s,p ∈ 1 + J ≤ R
∗,
b−h,−p = a−h,sξa
′
r,−p − εsεra−h,−rξa
′
−s,−p ∈ J.
Therefore, the matrix b satisfies the conditions of Lemma 7.5 and we get the inclusions
bip ∈ σip for all i ∈ I.
2. Assume that a−p,−r ∈ J , but either bh,−r ∈ R
∗ or b−h,−r ∈ R
∗. We can assume that
ah,−r ∈ R
∗, otherwise switch h and −h. Consider the matrices
c = Tph(−ap,−ra
−1
h,−r)a d = T−h,h(−c−h,−rb
−1
h,−r)d.
It’s easy to see that dp,−r = d−h,−r = 0 and by definition g1d = a ∈ H , where g1 ∈
Ep(σ,Γ). Finally, d−p,−r = a−p,−r ∈ J . By the previous step we get the inclusion
fip ∈ σip for all i ∈ I, where f = dTsr(ξ)d
−1. It’s only left to notice that bip = fip
whenever i 6= p,−h and the rest of the required inclusions are trivial.
3. Assume that a−p,−r, ah,−r, a−h,−r ∈ J , but ap,−r ∈ R
∗. Then by step 1 we get
bih ∈ σih for all i ∈ I. Now consider the matrix
c = Thp(1)a, f = cTsr(ξ)c
−1.
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Observe that ch,−r ∈ R
∗ and c−p,−r = a−p,−r± a−h,−r ∈ J . By step 2 we get fip ∈ σip for
all i ∈ I. Finally, fip = bip + bih whenever i 6= h,−p Therefore bip ∈ σip for all i ∈ I.
Steps 1-3 deal prove the lemma once a−p,−r ∈ J . Note that as Tsr(ξ) = T−r,−s(ξ), we
can replace r by −s and s by −r in all the reasonings in steps 1-3. We can sum up the
results of cases 1-3 together with the last observation as follows.
4. Assume that a−p,−r ∈ J or a−p,s ∈ J . Then bip ∈ σip for all i ∈ I.
Before we continue with the opposite assumption, we will establish another version of
step 1.
5. Assume aps, ap,−r, a−h,−r ∈ J . Then as in case 1 we get
bpp = 1 + apsξa
′
rp − εsεrap,−rξa
′
−s,p ∈ 1 + J ≤ R
∗,
b−h,−p = a−h,sξa
′
r,−p − εsεra−h,−rξa
′
−s,p = ±a−h,sξap,−r ± a−h,−rξa−ps ∈ J.
Thus by Lemma 7.5 we get the inclusions bip ∈ σip for all i ∈ I.
The last two steps deal with the situation when a−p,−r ∈ R
∗.
6. Assume that a−p,−r, a−p,s, aps ∈ R
∗ and ap,−r ∈ J . By case 4 we have bi,−p ∈ σi,−p =
σip for all i ∈ I. Consider the matrices
c = T−p,p(−a−p,sa
−1
ps )a, f = cTsr(ξ)c
−1.
Clearly, c−p,s = 0 and it follows by case 4 that fip ∈ σip for all i ∈ I. Now observe that
fip = bip − a−p,sa
−1
ps bi,−p for all i 6= −p. As bi,−p ∈ σi,−p we get bip ∈ σip for all i ∈ I.
7. Finally, assume that a−p,−r, a−p,s ∈ R
∗. Consider the matrices
c = T−h,−p(−a−h,−ra
−1
−p,−r)a, d = Tp,−p(−bp,−ra
−1
−p,−r)b, f = dTsr(ξ)c
−1.
It’s easy to see that d−h,−r = 0 and dp,−r = 0. Further d−p,s = a−p,s ∈ R
∗ and d−p,−r =
a−p,−r ∈ R
∗. If dps ∈ J then by step 5 we get fip ∈ σip for all i ∈ I. On the other hand
if dps ∈ R
∗ then by step 6 we have again fip ∈ σip. It’s only left to notice that bip = fip
whenever i 6= −h, p.
In order to complete the proof note that the assumptions of steps 4 and 7 exhaust all
the possibilities.
Lemma 8.3. Assume h(ν) ≥ (4, 4). Let a be an element of Sp(2n,R) such that ga ∈ H
for some g ∈ Ep(σ,Γ). Let Ts,−s(α) be a long (σ
′,Γ′)-elementary transvection and b the
long root element aTs,−s(α)a
−1. If (p, h) is a C-type base pair then for all i ∈ I the
inclusion
bip ∈ σip
holds.
Proof. We will organize the analysis into four cases.
1. Assume that aps ∈ J . Then it’s easy to see that bpp is invertible and b−h,−p ∈ J .
Indeed,
bpp = 1 + apsαa
′
−s,p ∈ 1 + J ≤ R
∗,
b−h,−p = a−h,sαa
′
−s,−p = ±a−h,sαaps ∈ J.
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Therefore, the matrix b satisfies the conditions of Lemma 7.5 and we get the inclusions
bip ∈ σip for all i ∈ I.
2. Assume that ahs or a−h,s is invertible. Without loss of generality, assume the first,
otherwise, simply switch h and −h. Consider the matrix
c = Tph(−apsa
−1
hs )a.
Clearly, cps = 0 ∈ J . Put f = cTs,−s(α)c
−1. We can apply the first case of this lemma
to the pair of matrices c and f in place of a and b and obtain the inclusions fip ∈ σip for
all i ∈ I. It’s only left to notice that bip = fip ∈ σip whenever i 6= p,−h and the rest of
the required inclusions are trivial as the form net (σ,Γ) is major.
3. Finally, assume that aps is invertible, but ahs ∈ J and a−h,s ∈ J . Switching p and
h in the second case of this lemma we get bih ∈ σih = σip for all i ∈ I. Consider
c = Tph(1)a, f = cTs,−s(α)c
−1.
Clearly, cps = aps+ahs ∈ R
∗+J ∈ R∗ and chs = ahs ∈ J . Thus, again by the second case
we get fih ∈ σip for all i ∈ I. Finally, it’s easy to see that fih = bih+ bip for all i 6= p,−h.
As we already know that bih ∈ σip. As (σ,Γ) is major, this yields the inclusion bip ∈ σip
for all i ∈ I.
Lemma 8.4. Assume h(ν) ≥ (4, 4). Let a be an element of Sp(2n,R) such that g1a ∈ H
for some g1 ∈ Ep(σ,Γ). Let Tsr(ξ) be a short (σ
′,Γ′)-elementary transvection and b the
short root element aTsr(ξ)a
−1. Let (p, q, h, t, l) be an A-type base quintuple. Then the
inclusion
bip ∈ σip (40)
holds for any i ∈ I. If additionally b ∈ Sp(σ) then also
S−p,p(b
−1) ∈ Γ−p. (41)
Proof. Denote by I ′ the set {p, q, h, t, l}. This proof is organized as follows.
1. We will show that if al,−r is invertible then the inclusion (40) holds for any i ∈ I
and if additionally b ∈ Sp(σ) then also (41) holds.
2. We will show that if there exists an index i ∈ I ′ such that ai,−r or ais is invertible
then the inclusion (40) holds for any i ∈ I and if additionally b ∈ Sp(σ) then also
(41) holds. This case can be reduced to the previous one.
3. Finally, if ai,−r, ais ∈ J for all i ∈ I
′ then the required inclusions (40) and (41)
follow from Corollary 7.4.
1. Suppose al,−r ∈ R
∗. Let
g = Ttl(at,−ra
−1
l,−r)Thl(ah,−ra
−1
l,−r)Tql(aq,−ra
−1
l,−r)Tpl(ap,−ra
−1
l,−r),
c = g−1a and
d = cTsr(ξ)c
−1 = g
−1
b.
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It is easy to see that cp,−r = cq,−r = ch,−r = ct,−r = 0 and if b ∈ Sp(σ) then also
d ∈ Sp(σ). We will consider three subcases:
i. There is an index i1 ∈ I
′ \ {p, l} such that ci1,s is invertible.
ii. The only i1 ∈ I
′ \ {l} such that ci1,s ∈ R
∗ is i1 = p.
iii. cis ∈ J for all i ∈ I
′ \ {l} .
For each of the cases (1.i)–(1.iii) we will prove that dip ∈ σip for all i ∈ I and if
b ∈ Sp(σ) then S−p,p(d
−1) ∈ Γ−p. Note that dip = bip for all i 6= p, q, h, t,−l, the
inclusion bip ∈ σip for i = p, q, h, t is trivial and
d−l,p = b−l,p ± ζpb−p,p ± ζqb−q,p ± ζhb−h,p ± ζtb−t,p,
where ζi ∈ R. As b−i,p ∈ σ−p,p for i = p, q, t, h it follows that b−l,p ∈ σ−l,p. Summing
up, bip ∈ σip for all i ∈ I.
Assume that b ∈ Sp(σ). By Corollary 3.3 we get
S−p,p(b
−1) ≡ S−p,p(
g−1b−1) ≡ S−p,p(d
−1) mod Γ−p.
Hence, S−p,p(b
−1) ∈ Γ−p. This completes the analysis of the case 1. Now we
consider the cases (1.i)–(1.iii).
1.i. Suppose there exists an index i1 ∈ I
′ \ {p, l} such that ci1,s ∈ R
∗. In this situation
we can apply Lemma 6.5 to the matrix c, a short (σ′,Γ′)-elementary transvection
Tsr(ξ) and the A-type base triple (i1, i2, p), where i2 can be chosen in I
′ \ {p, l, i1}.
Thus we get ci1,sdip ∈ σip for all i 6= −i1 and if b ∈ Sp(σ) then also c
2
i1,s
S−p,p(d
−1) ∈
Γ−p. As ci1,s is invertible, it follows that dip ∈ σip for all i 6= −i1 and if b ∈ Sp(σ)
then S−p,p(d
−1) ∈ Γ−p.
Pick an index i2 ∈ I
′ \ {p, l, i1}. If ci2,s is invertible in R we can replace i1 in the
reasoning above with i2 and get the missing inclusion d−i1,p ∈ σ−i1,p. If ci2,s is
not invertible, consider the matrices f = Ti1,i2(1)c and g = fTsr(ξ)f
−1 = Ti1,i2(1)d.
Clearly fp,−r = fq,−r = fh,−r = ft,−r = 0 and fi1,s, fi2,s ∈ R
∗. Moreover gTi1,i2 (−1)b ∈
H . Therefore we deduce by Lemma 6.5 that fi1,sg−i2,p ∈ σ−p,p and thus g−i2,p ∈
σ−p,p. Finally g−i2,p = d−i2,p + d−i1,p and, as d−i2,p ∈ σ−p,p, it follows also that
d−i1,p ∈ σ−p,p. Therefore dip ∈ σip for all i ∈ I and if b ∈ Sp(σ) then also
S−p,p(d
−1) ∈ Γ−p.
1.ii. Suppose chs, cqs, cts ∈ J , but cps ∈ R
∗. By the case (1.i) the inclusion dih ∈ σih holds
for any i ∈ I and if b ∈ Sp(σ) then also S−h,h(d
−1) ∈ Γ−h. Consider the matrices
f = Thp(1)c and g =
Thp(1)d. Then gThp(−1)b ∈ H , fp,−r = fq,−r = fh,−r = ft,−r = 0
and fhs ∈ R
∗. By case (1.i) we get gip ∈ σip for all i ∈ I and if b ∈ Sp(σ) then
also S−p,p(g
−1) ∈ Γ−p. Observe that gip = dip + dih for all i 6= h,−p and, as dih is
already contained in σip for all i ∈ I, we get dip ∈ σip for all i 6= −p. Finally
g−p,p = d−p,p ± d−h,p ± d−p,h ± d−h,h (42)
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and, as d−h,p = ±d
′
−p,h = ±d−p,h, the last three summands in (42) are contained
in σ−p,p. Thus d−p,p ∈ σ−p,p. If b ∈ Sp(σ) then by Corollary 3.3 we have
S−p,p(g
−1) = S−p,p(
Thp(1)d−1) ≡ S−p,p(d
−1) + S−h,h(d
−1) mod Γ−p.
As S−h,h(d
−1) ∈ Γ−p, we get S−p,p(d
−1) ∈ Γ−p.
1.iii. Suppose cis, ci,−r ∈ J for all i ∈ I
′\{l}. Then bij ≡ δij mod J whenever i ∈ I
′\{l}
or −j ∈ I ′ \ {l}. By Corollary 7.4 we get the required inclusions dip ∈ σip for all
i ∈ I and if b ∈ Sp(σ) then also S−p,p(d
−1) ∈ Γ−p.
2. Suppose al,−r ∈ J , but there still exists an index i1 ∈ I
′ such that ai1,−r ∈ R
∗ or
ai1,s ∈ R
∗. First, assume ai1,−r ∈ R
∗. By case 1 we have bil ∈ σil for all i ∈ I and
if b ∈ Sp(σ) then also S−l,l(b
−1) ∈ Γ−l. Consider the matrices c = Tl,i1(1)a ∈ H
and d = Tl,i1 (1)b. Then cl,−r ∈ R
∗ and by case 1 we get dip ∈ σip and if b ∈ Sp(σ)
then also S−p,p(d
−1) ∈ Γ−p. Note that if a ∈ Sp(σ) we have
S−p,p(d
−1) ≡ S−p,p(Tl,i1(1)b
−1) ≡ S−p,p(b
−1) + δp,i1S−l,l(b
−1) mod Γ−p.
Recall that S−l,l(b
−1) ∈ Γ−l = Γ−p. Therefore S−p,p(b
−1) ∈ Γ−p. As dip = bip +
δi1,pbil for all i 6= l,−i1, it follows that bip ∈ σip for all i 6= −i1. Finally we have
d−i1,p = b−i1,p ± b−l,p + δi1,pb−i1,l ± δi1,pb−l,l. (43)
Note that b−l,p = ±b−p,l. Thus, the last three summands in (43) are contained in
σ−p,p. Therefore b−i1,p ∈ σ−p,p. We conclude that bip ∈ σip for all i ∈ I and if
b ∈ Sp(σ) then also S−p,p(b
−1) ∈ Γ−p.
Finally, if ai1,s ∈ R
∗ we can use the Steinberg relation (R1), namely Tsr(ξ) =
T−r,−s(±ξ). Set d = aT−r,−s(ξ)a
−1. We have already shown that in this case
dip ∈ σip for all i ∈ I and S−p,p(d
−1) ∈ Γ−p. Finally bip = ±dip for all i 6= p and if
b ∈ Sp(σ) then S−p,p(d
−1) = S−p,p(b
−1)±2b−p,p(2− b−p,−p) ≡ S−p,p(b
−1) mod Γ−p.
Therefore S−p,p(b
−1) ∈ Γ−p.
3. Suppose ais, ai,−r ∈ J for all i ∈ I
′. Exactly as in case (1.iii) we get all the required
inclusions via Corollary 7.4.
This completes the proof.
Lemma 8.5. Assume h(ν) ≥ (4, 4). Let a be an element of Sp(2n,R) such that ga ∈ H
for some g ∈ Ep(σ,Γ). Let Ts,−s(α) be a long (σ
′,Γ′)-elementary transvection and b the
long root element aTs,−s(α)a
−1. Let (p, q, h, t, l) be an A-type base quintuple. Then the
inclusion
bip ∈ σip (44)
holds for any i ∈ I. If additionally b ∈ Sp(σ) then also
S−p,p(b
−1) ∈ Γ−p. (45)
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Proof. The proof is based on application of Corollary 7.4. Recall that
bij = δij + aisαa
′
−s,j = δij ± aisαa−j,s.
Thus
bij ≡ δij whenever ais ∈ J or a−j,s ∈ J. (46)
Set I ′ = {p, q, h, t, l}.
1. First we will show that once there exists an index j in the set I ′ \ {p} such that
ajs is invertible we can make sure that b satisfies the conditions of Corollary 7.4, maybe
after multiplying a on the left with an element of Ep(σ,Γ). Without loss of generality,
assume that j = l. Consider the matrices
g1 = Tpl(−apsa
−1
ls )Tql(−aqsa
−1
ls )Thl(−ahsa
−1
ls )Ttl(−atsa
−1
ls ),
c = g1a,
f = cTs,−s(α)c
−1 = g1bg
−1
1 .
Clearly, aps = aqs = ats = ahs = 0 ∈ J . This yields by (46) that bij ≡ δij mod J
whenever i ∈ I ′ \ {l} or −j ∈ I ′ \ {l}. It follows by Corollary 7.4 that fip ∈ σip for all
i ∈ I. Further, if b ∈ Sp(σ) then f ∈ Sp(σ) and by Corollary 7.4 also S−p,p(f
−1) ∈ Γ−p.
Finally, using Corollary 3.3 we infer that S−p,p(b
−1) = S−p,p(g
−1
1 f
−1g1) ≡ S−p,p(f
−1)
mod Γ−p. Therefore S−p,p(b
−1) ∈ Γ−p.
2. Next, assume that aps is invertible, but aqs, ahs, ats and als are contained in J . It
follows by case 1 that bil ∈ σil and if b ∈ Sp(σ) then S−l,l(b
−1) ∈ Γ−p. Consider the
matrices
c = Tlp(1)a, f = cTs,−s(α)c
−1 = Tlp(1)b.
Clearly, cls = als+aps ∈ R
∗ and we can apply case 1 to the matrices c and f instead of a
and b. Thus we get cip ∈ σip for all i ∈ I and if b ∈ Sp(σ) (and thus also f ∈ Sp(σ)) then
also S−p,p(f
−1) ∈ Γ−p. It’s only left to notice that fip = bip+ bil and by Corollary 3.3 we
have S−p,p(f
−1) = S−p,p(T
−1
lp (1)b
−1Tlp(1)) ≡ S−p,p(b
−1) + S−l,l(b
−1) whenever b ∈ Sp(σ).
We have already noticed that bil ∈ σil for all i ∈ I, therefore also bip ∈ σip. If b ∈ Sp(σ)
then, as S−l,l(b
−1), S−p,p(f
−1) ∈ Γ−p, also S−p,p(b
−1) ∈ Γ−p.
3. Finally, if ais ∈ J for all i ∈ I
′ then it follows by (46) that bij ≡ δij mod J
whenever i ∈ I ′ or −j ∈ I ′. This yields by Corollary 7.4 the inclusion (44) for all i ∈ I.
If b ∈ Sp(σ) then for the same reason we get the inclusion (45).
9 Localization
In this section we will prove Theorem 1 for any commutative ring. We will first show that
it’s enough to prove our theorem for a Noetherian ground ring. The general result follows
almost immediately from the Noetherian case. For the case of a Noetherian ground ring
we use the following scheme to prove that H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ), where
(σ,Γ) is the form net of ideals over R, associated with H (cf. Lemma 4.1 of Section 4).
First, pick a maximal ideal m of R and consider the localization Rm = (R \ m)
−1R of
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the ring R. This is a local ring. More importnantly, there exists an element x0 ∈ R \m
such that the homomorphism M(Fm) induced by the localization morphism Fm : R −→
Rm, ξ 7→
ξ
1
is injective on Sp(2n,R, x0R). This allows us to push the subgroupH together
with the form net of ideals (σ,Γ) into the ring Rm, use Theorem 8.1 there (observe that
(Rm, Fm(R), Fm(R \ m)) becomes a standard setting and the cooridinate-wise image of
(σ,Γ) under Fm becomes a form net Fm(R \ m)-associated with M(Fm)(H)) and pull
the resulting inclusion back to the ring R using injectivity of M(Fm) and the idea of
patching, which amounts to being able to get the unity of a ring as a linear combination
of elements of any subset of this ring which is unimodular, i.e. not contained in any
maximal ideal. The uniqueness part of Theorem 1 follows trivially from Theorem 2.
Noetherian reduction.
Suppose Theorem 1 holds for any Noetherian ground ring. It is a well known fact that
every commutative ring R is a direct limit lim
−→
R′ of its Noetherian subrings R′. Fix
a commutative ring R, a unitary equivalence relation ν such that h(ν) ≥ (4, 5) and
a subgroup H such that Ep(ν, R) ≤ H . Let (σ,Γ) denote the exact major form net
of ideals associated with H , cf. Lemma 4.1. For any Noetherian subring R′ of R set
H ′ = H ∩ Sp(2n,R′). Then Ep(ν, R′) ≤ Ep(ν, R) ∩ Sp(2n,R′) ≤ H ′. By Lemma 4.1
there exists an exact major form net of ideals (σ′,Γ′) over R′ associated with H ′. By
the construction in Lemma 4.1 of a form net associated with a subgroup it follows that
if R′ ≤ R′′ then (σ′,Γ′) ≤ (σ′′,Γ′′). Clearly Sp(σ′,Γ′) ≤ Sp(σ′′,Γ′′). As any element g
of Sp(2n,R) is contained in Sp(2n,R′′) for some Noetherian subring R′′ of R such that
R′ ≤ R′′, it follows that
Sp(σ,Γ) = lim
−→
R′ is Noetherian
Sp(σ′,Γ′). (47)
Pick any a ∈ H and Tsr(ξ) ∈ Ep(σ,Γ). There exists a Noetherian subring R
′ of R such
that a, Tsr(ξ) ∈ Sp(2n,R
′). Clearly, a ∈ H ′ and Tsr(ξ) ∈ Ep(σ
′,Γ′). By assumption,
Theorem 1 holds for the ground ring R′. Therefore
aTsr(ξ)a
−1 ∈ Sp(σ′,Γ′). (48)
Moreover the inclusion (48) holds for any Noetherian subring R′′ such that R′ ≤ R′′.
Combining (48) with (47) we deduce that
Ep(σ,Γ) ≤ H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)) = NSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)),
where the last equality is due to Theorem 2. Therefore we only need to prove that the
sandwich inclusions in Theorem 1 are satisfied for the form net of ideals associated with
the subgroup H for a Noetherian ground ring.
Proof of Theorem 1: existence. The remark above justifies the assumption that R
is Noetherian. Let (σ,Γ) be the form net of ideals associated with H , cf. Lemma 4.1.
Pick an element a in H , a (σ,Γ)-elementary transvection Tsr(ξ), long or short, and
39
denote by b the corresponding root element aTsr(ξ)a
−1. Our goal is to show that b is
contained in Sp(σ,Γ). For each i, j ∈ I put
Xij = {ξ ∈ R | ξbij ∈ σij}
Zi = {ξ ∈ R | ξ
2Si,−i(b) ∈ Γi}.
We will show that the sets Xij and Zi are unimodular, i.e. generate the unit ideal R,
for all i, j ∈ I. Fix a maximal ideal m of R and let S denote the compliment R \ m of
m in R. Let Rm denote the localization S
−1R of the ring R at the multiplicative system
S and Fm the corresponding localization morphism R→ Rm. Recall that for ζ ∈ R and
s ∈ S we denote Fm(ζ) · Fm(s)
−1 by ζ
s
. Let R′
m
denote the image of R under Fm and
Sm denote the image of S under Fm. We have already discussed at the end of Section 5
that (Rm, R
′
m
, Sm) is a standard setting. Let Hm denote the image of H under M(Fm).
Clearly Ep(ν, R′
m
) ≤ Hm.
We will show now that there exists an element x0 ∈ S such that Fm is injective on x0R.
In fact, this is exactly the point of the Noetherian reduction. For an arbitrary ground
ring this fail to be true in general. For each x ∈ S set Ann(x) = {ξ ∈ R | xξ = 0}. As R
is Noetherian, the set of ideals {Ann(x) | x ∈ S} contains a maximal element Ann(x0).
Let ξx0, ζx0 be two arbitrary elements of x0R. Suppose Fm(ξx0) = Fm(ζx0). Then there
exists an element y ∈ S such that yx0(ξ−ζ) = 0. Therefore ξ−ζ ∈ Ann(yx0) ≥ Ann(x0)
and by the maximality of Ann(x0) it follows that ξ − ζ ∈ Ann(x0). Consequently
ξx0 = ζx0. Therefore the localization morphism Fm is injective on x0R. This allows us
to lift transections from Hm to H up to multiplication of the parameter by an element
of S.
Proposition 9.1. Let ζ ∈ R and x ∈ S. If Tpq(
ζ
x
) ∈ Hm then
Tpq(x
(1+δp,−q)
0 · x
δp,−q · ζ) ∈ H.
Proof. If p ∼ q, the inclusion Tpq(x
(1+δp,−q)
0 · x
δp,−q · ζ) ∈ H is trivial. Assume p ≁ q and
p 6= −q. There exists another index h ∼ q such that h 6= ±p,±q. By the Steinberg
relation (R4)
Tpq(Fm(ζ)) = [[Tpq(
ζ
x
), Tqh(
x
1
)], Thq(1)] ∈ Hm.
Pick any pre-image g of the matrix Tpq(Fm(ζ)) contained in H . Note, that g neither has
to coincide with Tpq(ζ), nor has to be a transvection at all. Nevertheless, by (R4) we get
Tpq(Fm(ζx0)) = M(Fm)([[g, Tqh(x0)], Thq(1)]) ∈ M(Fm)(Sp(2n,R, x0R) ∩H).
As M(Fm) is injective on Sp(2n,R, x0R), it follows that Tpq(ζx0) ∈ H .
Assume q = −p and p ≁ −p. Pick two more indices h, t ∈ I such that (p, h, t) is an
A-type base triple. By the Steinberg relations (R3), (R4) and (R6) we get
Th,−h(−εpεhFm(ζx)) = [Tp,−p(
ζ
x
), T−p,−h(
x
1
)]
× [Tpt(−1), [Ttp(1), [Tp,−p(
ζ
x
), T−p,−h(
x
1
)]]] ∈ Hm.
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As before, pick any pre-image g of Th,−h(−εpεhFm(ζx)), which is contained in H . Then
by the Steinberg relations (R3), (R4) and (R6)
Tp,−p(Fm(ζxx
2
0)) = M(Fm)([g, T−h,−p(x0)][Tht(−1), [Tth(1), [g, T−h,−p(1)]]])
∈ M(Fm)(Sp(2n,R, x0R) ∩H).
By the injectivity of M(Fm) on Sp(2n,R, x0R) it follows that Tp,−p(ζxx
2
0) ∈ H .
Let (σ′
m
,Γ′
m
) denote the coordinate-wise image of (σ,Γ) under Fm. It is easy to see
that (σ′
m
,Γ′
m
) is an exact major form net of ideals over R′
m
. Proposition 9.1 allows us to
conclude that (σ′
m
,Γ′
m
) is Sm-associated, cf. Section 5, with Hm. Indeed, the inclusion
Ep(σ′
m
,Γ′
m
) ≤ Hm is obvious. Suppose Tpq(
ξ
x
) ∈ Hm for some elementary transvection
Tpq(
ξ
x
) in Ep(2n,Rm). By Proposition 9.1 it follows that Tpq(ξx
δp,−qx
(1+δp,−q)
0 ) ∈ H . Thus
ξxδp,−qx
(1+δp,−q)
0 ∈ (σ,Γ)pq and Fm(ξ)Fm(x
δp,−qx
(1+δp,−q)
0 ) ∈ (σ
′
m
,Γ′
m
)pq. Therefore (σ
′
m
,Γ′
m
)
is indeed Sm-associated with Hm.
Let (σm,Γm) denote the Sm-closure of (σ
′
m
,Γ′
m
) in Rm. It follows by Theorem 8.1 that
M(Fm)(b) ∈ Sp(σm,Γm).
Now we will show that each set Xij and Zi contains an element of S and thus each
is not contained in m. For i ∼ j it is easy to see that Xij = R, therefore we may
assume that i ≁ j. Let i 6= −j. As Fm(bij) ∈ (σm)ij, there exists an element x ∈ S
such that Tij(Fm(bijx)) ∈ Hm. By Proposition 9.1 it follows that bijxx0 ∈ σij which
means that xx0 ∈ Xij. If j = −i then there exists an index k ∼ i such that i 6= ±k.
Therefore Fm(bi,−i) ∈ (σm)i,−i = (σm)i,−k. Exactly as in the previous case we get that
bijxx0 ∈ σi,−k = σi,−i for some x ∈ S. Finally, assume i ≁ −i. As Fm(Si,−i(b)) ∈ (Γm)i,
there exists an element x ∈ S such that Ti,−i(Fm(Si,−i(b)x
2)) ∈ Hm. By Proposition 9.1
it follows that Ti,−i(Fm(Si,−i(b)x
2x20)) ∈ H , which yields that x0x ∈ Zi.
Fix some indices i and j. We have shown that the set Xij is unimodular, therefore
bij ∈ 〈Xij〉bij ≤ σij . Thus b ∈ Sp(σ). We have also shown that the set Zi is unimodular.
Therefore there exist elements ζ1, . . . , ζk ∈ Zi and elements ξ1, . . . , ξk ∈ R such that∑k
t=1 ξtζt = 1. Thus
∑k
t=1 ξ
2
t ζ
2
t ≡ 1 mod 2R and
Si,−i(b) ∈
k∑
t=1
ξ2t (ζ
2
t Si,−i(b)) + 2RSi,−i(b) ≤ Γi + 2σi,−i ≤ Γi.
Summing up, b ∈ Sp(σ,Γ). This completes the proof of existence of such an exact form
net of ideals (σ,Γ) that
Ep(σ,Γ) ≤ H ≤ TranspSp(2n,R)(Ep(σ,Γ), Sp(σ,Γ)). (49)
Proof of Theorem 1: uniqness. Now we will show that an exact form net of ideals
(σ,Γ) satisfying (49) is unique. Assume the contrary: let (τ, B) be an exact major form
net over (R,Λ) such that
Ep(τ, B) ≤ H ≤ TranspSp(2n,R)(Ep(τ, B), Sp(τ, B)),
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but (τ, B) is not equal to (σ,Γ). As (σ,Γ) is maximal among exact form nets such that
Ep(σ,Γ) ≤ H , it follows that (τ, b) ≤ (σ,Γ). Pick any ξ ∈ (σ,Γ)ij. Then Tij(ξ) ∈ H ≤
TranspSp(2n,R)(Ep(τ, B), Sp(τ, B)). First, assume i 6= −j. By property (T1) of Theorem
2 applied to the net (τ, B) it follows, because (Tij(ξ))jj = 1, that
ξ = (Tij(ξ))ij · 1 · (Tij(ξ))jj ≤ (Tij(ξ))ij · τjj · (Tij(ξ))jj ≤ τij.
Therefore τij = σij for all i 6= −j. If i = −j then by property (T2) of Theorem 2
ξ = (Ti,−i(ξ))
2
ii · 1
2 · Si,−i(Ti,−i(ξ)) ≤ (Ti,−i(ξ))
2
ii · τ
2
ii · Si,−i(Ti,−i(ξ)) ≤ Bi.
Therefore Bi = Γi for all i ∈ I. Finally as both form nets (σ,Γ) and (τ, B) are exact, it
follows that (σ,Γ) = (τ, B).
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