The light scattering of multilayer nanoparticles can be solved by Maxwell's equations. However, it is difficult to solve the inverse design of multilayer nanoparticles by using the traditional trial-and-error method. Here, we present a method for forward simulation and inverse design of multilayer nanoparticles. We combine the global search ability of genetic algorithm with the local search ability of neural network. First, the genetic algorithm is used to find a suitable solution, and then the neural network is used to fine-tune it. Due to the non-unique relationship between physical structures and optical responses, we first train a forward neural network (structure-to-spectrum), and then it is applied to the inverse design of multilayer nanoparticles. Not only here, this method can easily be extended to predict and find the best design parameters for other optical structures.
Introduction
Nanoparticles have many typical properties and one of the most attractive aspects is that their optical property can be manipulated by adjusting their internal structure. Just as the metallic nanoparticles have many interesting optical properties due to the localized surface plasmon resonance (LSPR), whose resonance frequency can be managed by using different combinations of shell thickness and materials [1] . Nowadays, the research of nanoparticles has attracted extensive attention because of their unusual optical application in biological imaging [2] - [4] and detection [5] , photothermal therapy [6] , [7] , catalytic processes [8] and nonlinear optics [9] . As nanoparticles are increasingly used in various fields and a great amount of progress has been made in the synthesis of nanoparticles [10] , [11] , it is urgent to find a suitable design method for the inverse design of nanoparticles. Conventional design approaches used in the inverse design can be divided into two groups: the evolutionary method [12] - [15] , and the gradient-based method [16] , [17] . Here, we adopt deep learning [18] and genetic algorithm to the inverse design of multilayer nanoparticles, avoiding conventional design approaches based on trial-and-error which is computationally expensive. Neural networks (NNs) have been shown to be very effective in approximating many optical simulations and inverse designs [19] - [26] . Recently, Ali Adibi et. al. used NNs based on autoencoder for designing electromagnetic nanostructure [27] , Kun Xu et. al. used NNs to inverse design of the plasmonic waveguide coupled with cavities structure [28] , and Jinfeng Zhu used NNs to inverse design of graphene-based photonic metamaterials [29] . In photonics, the optical scattering of nanoparticles can be well understood by Maxwell's equations. For this purpose, there are many tools have been developed for forward simulation, such as the finite-difference time-domain (FDTD) [30] , finite element method (FEM) [31] , transfer matrix method[32], [33] and so on. Compared with traditional electromagnetic simulation method, neural networks can reduce a lot of time used to approximate the EM simulation.
As a data-driven approach, deep learning requires a large amount of data to train a forward neural network and it takes a lot of time to obtain these data using simulation, especially when simulate multi-layer nanoparticles. But this is a one-time consumption, it can predict the spectrum faster than simulation after the forward network was trained. In order to reduce the value of loss function of the network, we always need to adjust the hyperparameters or increase the complexity of the network and the amount of data. Here, we adopt a two-channel neural networks (TCNNs) to reduce the loss between predicted and exact spectrum and enhance the robustness of the network as shown in Fig. 1(b) . A good forward neural network is useful for the inverse design of optics. This not only makes the spectrum of inverse design more similar to the exact spectrum, but also avoids the neural network oscillating in the structure where the predicted spectrums have similar sum of the squared errors with the exact spectrum. Experiments show that the average validation error of each spectrum is reduced by twice as much as that of the conventional fully connected neural network when using the two-channel neural network. In the inverse design of multilayer nanoparticles, training the inputs of neural network [21] or using the tandem neural network [22] is a good way when the input dimension is low, but the performance of neural network is poor and neural network is difficult to jump out of local minimum or saddle point when the input dimension is high. In this paper, we use TCNNs and genetic algorithm to effectively solve the inverse design of multilayer nanoparticles.
Training a forward neural network
Here, we first train a forward neural network that it can approximate the Maxwell equations. Compared with traditional electromagnetic simulation, the method based on NNs can be simulate more quickly after the NNs is trained. In the multilayer nanoparticles, the spectrum has more sharp peaks in the shorter wavelength range when each layer is between 30 and 70 nanometers. Besides, experiments show that neural networks tend to perform well when the input dimension (this refers to the number of layers of nanoparticles) is low. When the input dimension is increasing, the output spectrum is often steeper than that of the input lower dimension, and the performance of the neural network is worse. This can be improved by adding data, but adding data is time consuming by EM simulation. Here, we adopt two-channel neural networks that the contribution of the error of different wavelength range to the total training error is different (see formula (1)), and the results show that the TCNNs as a forward neural network has lower validation error under the same data comparing conventional fully connected neural networks (FCNNs) that the output of each layer of neurons is sent to all the nodes of the next layer. We used a TCNNs which consists of two fully connected subnetworks. As shown in Fig.  1 (b), we consider a particle consisting alternately of SiO2 and TiO2, and the neural network inputs the thickness of nanoparticles D and outputs the scattering cross section at different wavelengths of the scattering spectrum S. we generate 20,0000 data using the transfer matrix method [33] . 190,000 data were used for training and the rest for verification and test sets. The activation function of neural networks are "scaled exponential linear units" (SELUs), which induce self-normalizing properties [34] . Adam optimizer [35] is used to update the weights of the network. The weights and bias of two subnetworks are updated simultaneously by back-propagation [36] . And the weights and bias of the network will be fixed after 1000 iterations. The errors in training are shown in Fig. 2(a) , and we use the SSE (sum of the squared errors) as the cost function. The training loss is defined by And the validation error is given by Except for special instructions in the following, the verification error is used as the cost function except the training of TCNNs which use the training loss. where n is the number of spectral sampling points, and are the predicted and the exact results of each spectral point respectively. In this paper, the output is 400 spectrum points between 400 and 800 nanometers, so n=400. And m is a hyperparameter between 0 and 1. Here, m equal to 0.6 is reasonable after lots of experiments. 
We compare the TCNNs with the FCNNs where the number of neurons in each hidden layer is 520 and the other conditions are the same as the two-channel neural networks. The average validation error of two-channel neural network is only half that of conventional fully connected neural network, as shown in Fig. 3 . Next, we test an example out of training set and find that forward neural network can approximate spectrum it was not train on well as shown in Fig. 2(b) . In fact, it doesn't take much time to train such a network based on 2 GTX 1070 graphics card. Once the neural network is trained, it can easily predict the spectrum than traditional electromagnetic simulation. Figure 2 : (a) The mean error of spectrum of validation set for the twelve layers case. It can be seen that the network declines rapidly at the first 100 epochs, and gradually converged after 200 epochs. (b) After the network training, an example which was not used for neural network training is randomly selected from the test set for testing. The blue line is desired spectrum, and the yellow line is the output of the neural network. It can be seen from the figure that the output results of neural network are in good agreement with the exact results of simulation. These results were consistent across many different spectra. 
Inverse design of multilayer nanophotonics
Due to the inconsistency of data, the structure of multiple nanoparticles produces the same spectrum. It is difficult to converge that train a network that input the structural parameters of nanoparticles and output the spectra. Now, many methods [21] - [23] , [27] , [37] have been proposed to solve inverse design problems. However, the inverse design of multilayer nanoparticles is a non-convex optimization problem in a high dimensional space such as there are a lot of saddle points and extreme points, making it very difficult to find a global optimal solution. In this paper, we combine genetic algorithm (GA) and TCNNs. GA is a random search algorithm that simulates the evolutionary process of an organism, and it's good with searching for a solution in the vicinity of the optimal solution. It performs a series of genetic operations such as selection, crossover and mutation on the population to produce better generations. When the design parameters are near the optimal solution, the neural network based on back-propagation can quickly converge to the optimal solution.
We demonstrated how to design a 12-layer nanoparticle using GA and TCNNs, each layer between 30 and 70 nanometers. We limit the thickness of each layer of nanoparticles to 35, 45, 55 or 65 in the initial population. If the thickness of nanoparticles in the initial population take a random number between 30 and 70 nanometers, the search space will become large, and it is very time-consuming for genetic algorithm to search for an optimal solution. In other words, the genetic algorithm does a preprocessing instead of searching the optimal solution, and it outputs a sequence of Numbers that are close to the optimal solution, consisting of 35,45,55 and 65. Of course, we can't use a full search to traverse every possible design parameter either. It works for only a few layers of nanoparticles, but the solution space for multiple layers of nanoparticles would be huge, such as 16 million orders of magnitude for 12-layer nanoparticles, making it nearly impossible to use full search. The flowchart of GA is shown in Fig. 4 . The number of the initial population is set as 100. Here roulette wheel selection [38] as a selection method of GA. and the number of selection:
In formula (3), X = [X1, X2, …, X100], Where Xi is the fitness function value of each individual in the population calculated by the forward neural network:
In addition, the number of crossover and mutation are and respectively. If N selection is greater than or equal to 90, N selection equal to 90. Using this method of population selection can help us adjust the number of selected individuals reasonably so that the GA can reach the specified fitness function value faster. With adaptive selection operation, there is a higher probability of crossover and mutation at the 
beginning, and more new individuals will be created. When the maximum fitness and average fitness of the population are increasing, the probability of selection operation of GA is increasing, and the probability of crossover and mutation is decreasing, so more individuals from last population will be retained. As shown in figure 5 , the maximum fitness of the adaptive selection operation increases rapidly at the beginning, which is equivalent to giving a small selection probability. When an individual with relatively large fitness is found, the probability of selection will increase, and the probability of survival of the individual with the maximum fitness increases. Even if the maximum adaptive fitness of adaptive selection operation has a flat period, when the average adaptive fitness rises to a certain value, the maximum adaptive fitness will continue to rise. However, when the probability of the selection operation is fixed at N selection =20, the maximum fitness individual is easily discarded as the dotted circle shown in the figure, even though the fitness increases rapidly at the beginning. And the maximum fitness is difficult to increase at the beginning when the probability of the selection operation is fixed at N selection =80, which is also unreasonable when the initial population is still at a low fitness level. Even though there are exceptions, the selection operation of N selection =20 does not lose the maximum fitness individual, and the initial population of the selection operation of N selection =80 has a good overall fitness, but in general, the adaptive selection operation is relatively stable. Therefore, the adaptive selection operation would find an individual with large fitness faster without throwing it away. Finally, when the fitness of the optimal individual reaches the given threshold or the number of iterations reaches the preset value, the algorithm terminates.
After preprocessed by GA, the best individual input into the neural network that the weights and bias remain unchanged trained by the forward neural network, and the input of the neural network is fine-tuned by the back-propagation. Through several experiments, we found that the neural network can converge to a minimum value even though the optimal fitness and individual output of genetic algorithm may be different. It shows that the neural network can solve the inverse design of nanoparticles well after the data is preprocessed by genetic algorithm. Experimental results are shown in Fig. 6(a) . We also compare the method proposed in this paper with the other two methods, training the input of neural network directly [21] and inverse design with a tandem network [22] . These methods perform well in low-dimensional design space. But in high-dimensional design space, where the latter two methods need a large amount of time to adjust the hyperparameters of neural network, the method proposed in this paper is obviously more effective than the other two methods. Figure 4 : The flowchart of inverse design. The initial population was randomly generated and fitness was calculated by forward neural network. When the fitness accord with a given threshold or the number of iterations reaches a given value, the iteration ends. Otherwise, populations are optimized generation by generation through selection, crossover, and mutation. At the end of the iteration, the result of GA is sent to the neural network for fine-tuning. The solid line is the maximum fitness change curve and the dotted line is the average fitness change curve (The fitness calculation is shown in formula 4). Compared with the selection operations N selection =20 and N selection =80, the adaptive selection operation would find an individual with high fitness faster. This reduces the irrationality of selecting a large number of individuals with low fitness and discarding the maximum fitness in the iteration of GA due to the fixed N selection.
We also apply the above method to higher dimensional data and find it very useful. Fig.  6(b) . shows the design of a 16-layer nanoparticle. Although there are many sharp peaks in the spectrum, we can still use the above method for the inverse design of nanoparticles. Therefore, this shows that our method is useful in dealing with higher dimensional problems.
FIG. 6: (a)
Compare the exact spectrum with the spectrum produced by the predicted structure. It is shown that the network can generate the thickness of the multilayer nanostructure that conforms to the desired spectrum. The blue is the exact spectrum, and the yellow is the predicted spectrum produced by the predicted nanostructure. (b) The example of 16-layer nanoparticles. 
Conclution
Here, we propose to use the TCNNs in the forward neural network and GA with adaptive selection operation in the inverse design. We demonstrate that using the TCNNs can effectively improve the accuracy of prediction in the same dataset, and it's helpful for NNs with small datasets. For inverse design, training the input of NNs which trained by a forward neural network is easy to fall into saddle point or local minimum value in high dimensional design space, and the neural network is difficult to jump out. Using genetic algorithm as a filter to pick out some good initial values which effectively improve the processing capacity of NNs. The method proposed in this paper provides a way to design the inverse design of complex photonic structures.
