Abstract. It is well known that almost all interval exchange transformations are rigid and weakly mixing. Jon Chaika proposed the following question: Is it true that self-similar IETs cannot be both rigid and weakly mixing? The set of self-similar IETs are a set of measure zero and are the ones that are periodic under Rauzy induction. This paper answers Chaika's question in the affirmative for the case where three intervals are exchanged.
Introduction
Interval exchange transformations have garnered a lot of attention in the recent years as there has been substantial progress made in regards to an old question of Veech. Given a normalized length vector with d components and a permutation on d letters, a d-interval exchange transformation is an exchange of the d intervals according to the permutation. The question of Veech is the following: Are almost all interval exchange transformations simple, rigid, and weakly mixing? For a fixed permutation, almost all refers to Lebesgue measure on the unit simplex. Veech himself proved that almost all IETs (interval exchange transformations) are rigid [15] and Katok and Stepin proved that almost all 3-IETs are weakly mixing [9] . Later, in 2007, Avila and Forni showed that almost all IETs that are not rotations are weakly mixing [2] . The result of Avila and Forni was a major breakthrough in the theory of IETs. The simplicity part of Veech's question remains open.
Even though almost all IETs are weakly mixing and rigid, these results do not shed any light on the behavior of classes of IETs that have measure zero. For example, a special set of measure zero IETs are the self-similar ones, also referred to as pseudo-Anosov IETs. In the particular case of 3-IETs the results in [9] show that self-similar IETs are weakly mixing. The class of self-similar IETs is periodic under the scheme of Rauzy induction and can be thought of as arising from substitutions. This paper explores the following question of Chaika: Question 1.1. Is it true that self-similar IETs cannot be both weakly mixing and rigid?
The goal is to prove that while almost all IETs are weakly mixing and rigid, these behaviors are incompatible notions in the realm of self-similar IETs.
This paper explores the dynamics of self-similar 3-IETs and answers the question in the affirmative for this case. Theorem 1.2. Self-similar 3-IETs are not rigid.
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To prove this theorem we view the self-similar IET first as a substitution system and then as a cutting and stacking transformation. We then proceed in a combinatorial way to show the absence of rigidity.
A result of Ferenczi, Holton, and Zamboni [6] , which states that 3-IETs either have minimal self-joinings or are rigid, allows us to conclude immediately that self-similar 3-IETs have minimal self-joinings. Also, this class of 3-IETs arrises from primitive substitutions and as such are uniquely ergodic. Thus, self-similar 3-IETs satisfy Sarnak's conjecture, that is, this class of transformations is disjoint from the Mobius function. For more information on Sarnak's conjecture see [4] and [13] .
The structure of this paper is as follows: In Section 2 we give some background on substitutions, cutting and stacking transformations, and IETs. We prove Theorem 1.2 in Section 3 and in Section 4 we prove the minimal self-joinings property for a specific 3-IET directly.
Preliminaries
Suppose (X, β, µ) is a Lebesgue probability space. Let T : X → X be an invertible measure-preserving transformation. In this case we will call (X, β, µ, T ) a dynamical system. We will begin with a few standard definitions from ergodic theory.
Definition 2.1. The transformation T is weakly mixing if f ∈ L 2 and f • T = λf for some λ ∈ C implies that f is constant almost everywhere. 
An equivalent formulation of mildly mixing is that there exists no measurable set A with 0 < µ(A) < 1 such that lim inf n→∞ µ(T n A A) = 0.
Definition 2.3. The transformation T is strongly mixing if
for every A, B ∈ β.
Definition 2.4. The transformation T is rigid if there exists an increasing sequence of natural numbers (n m ) such that
for every set A of positive measure.
With these definitions it is easy to see that rigidity and mild mixing are incompatible notions. Rigidity is also incompatible with strong mixing. Now we will give some definitions from the theory of joinings. For more information on joinings see [7] and [11] and for joinings related to substitutions see [14] . Definition 2.5. For any integer k ≥ 2, a k-fold self-joining of (X, β, µ, T ) is a measure defined on the Cartesian product X k that is T k -invariant and whose marginals are µ.
Let J(X) denote the set of joinings of (X, β, µ). Definition 2.6. A dynamical system (X, β, µ, T ) has minimal self-joinings of order k, k-fold MSJ for short, if every ergodic k-fold self-joining of the system ν ∈ J(X) is either the product measure µ k or an off diagonal measure (i.e. ν(
Definition 2.7. A dynamical system has minimal self-joinings, MSJ, if it has minimal selfjoinings of every order.
In Rudolph's book [11] it is shown that transformations with MSJ have trivial centralizer (only the powers commute with the transformation) and are prime (there are no factors). With these observations and the fact that rigid transformations have uncountable centralizer [8] , we have that a transformation with MSJ is mildly mixing. Thus if you can show that a transformation has MSJ then it cannot be rigid.
The following theorem is helpful in proving that self-similar IETs have MSJ.
Theorem 2.8.
[12] Suppose T has 2-fold MSJ, is weakly mixing, and not strongly mixing, then T has MSJ.
Substitution Systems.
Suppose A is a finite alphabet of d letters. A word is a finite sequence of letters from the alphabet, also referred to as a block. The set A * refers to the set of all finite words over the alphabet A. The natural metric on A Z is defined by
Z is a compact metric space and the shift map
is a homeomorphism. A set that is closed and shift-invariant is called a subshift or shift space.
A special class of subshifts that we will study in this paper are substitutions. A map θ : A → A * which induces a map from A * to A * by θ(ab) = θ(a)θ(b) where a, b ∈ A is called a substitution. A word is admissible if it occurs as a subword of θ n (a) for some n ∈ N and a ∈ A. The substitution space is then defined as the set of all sequences in A Z such that every finite word is admissible. We will denote the substitution space associated to the substitution θ by X θ .
The incidence matrix M associated to a substitution θ has entries m ij where m ij is the number of occurrences of i in θ(j). The substitution is said to be primitive if the incidence matrix is primitive. Substitution spaces arising from primitive substitutions are minimal and uniquely ergodic [3] .
2.2. Cutting and Stacking. In this paper we will be viewing substitutions as finite rank transformations and in particular will be viewing these transformation through the lens of cutting and stacking. We begin by describing the procedure of cutting and stacking for rank-one maps.
We inductively define a sequence of towers, X n , each of height h n . Each X n is a column of h n disjoint intervals with equal measure denoted by {I n,0 , ..., I n,hn−1 }. The elements of X n are called levels. We often refer to I n,0 as the bottom level and I n,hn−1 as the top level of X n . A transformation, T n , is defined on {I n,0 , ..., I n,hn−2 } by moving up one level. That is, T n (I n,i ) = I n,(i+1) for all 0 ≤ i < h n − 1. Note that T n is not defined on the top level of X n .
Thus, we must define X n+1 by first cutting X n into q n subcolumns of equal width. We may then add any number of new levels (called spacers) above each subcolumn. Now, we stack every subcolumn of X n above the subcolumn to its left to form X n+1 . Thus, X n+1 consists of q n copies of X n which may be separated by spacers. Finally, we define T = lim n→∞ T n . The transformation T is called a rank-one map. For example, Chacon's transformation was the first example of a map that is weakly mixing, but not strongly mixing and is a classic example of a rank-one map.
In this paper we will be using the technique of cutting and stacking with 3 towers instead of 1 tower as in the rank-one case. There will be no spacers, only the subcolumns of each tower will be rearranged. That is, each of the 3 towers of X n , call them A (n) , B (n) , C (n) , will be cut into a given number of subcolumns, and restacked according to a given substitution to form the new columns of X n+1 . The transformation acts in the same way as the rank-one case. We will denote by h n,A , h n,B and h n,C respectively the heights of the towers
and C (n) .
2.3.
Interval Exchange Transformations and Rauzy Induction. In this section we will define interval exchange transformations (IETs for short), review the basics of Rauzy induction, and discuss a special class of IETs, the self-similar ones. For more information on IETs see Viana's notes [16] . 
is given in Figure 1 . Rauzy induction is a specific procedure for inducing on a subinterval of the IET. If the original IET is an exchange of d intervals, the induced map will also be a d-IET. In Rauzy induction there are two types of inducing schemes, top and bottom, depending on the length of the last subinterval. First we will describe the top procedure.
Suppose that π t (α) = d and π b (β) = d, that is, I α is the last subinterval of the partition of [0, 1) and I β is the last subinterval of the partition of T ([0, 1)). In the top produce we assume that λ α > λ β . Define the interval J by J = [0, 1 − λ β ) and under these assumptions induce on the interval J to produce a new d-IET, T . That is, T is the first return map to the interval J. In this case we call I α the winner and I β the loser. The new IET T has permutation π = (π t , π b ) where π t = π t and in π b , α is replaced by α followed by β and β is deleted at the right end (in other terms we perform a cyclic permutation on symbols to the right of the winner symbol α).
For the bottom procedure assume that λ α < λ β . Define the interval J by J = [0, 1 − λ α ). Produce a new d-IET by inducing on the interval J. In this case we call I β the winner. The new IET T has permutation π = (π t , π b ) where in π t , β is replaced by β followed by α and α is deleted at the right end (in other terms we perform a cyclic permutation on symbols to the right of the winner symbol β) and π b = π b .
We will assume that all IETs satisfy the infinite distinct orbit condition (i.d.o.c) so that Rauzy induction may be repeatedly applied.
The following figure displays an example of Rauzy induction applied to a 4-IET. See Example 2.10 for the permutation. We are now ready to define the class of self-similar IETs. Intuitively, a self-similar IET is one that after inducing a finite number of times (using Rauzy induction) and rescaling so that you have a map of the unit interval, you arrive back to your original IET.
Definition 2.11. The IET defined by permutation π and length vector λ is self-similar if there exists a loop in the Rauzy diagram beginning at π and an associated Perron-Frobenius matrix M such that M λ = ξλ where ξ is the dominant eigenvalue of the matrix M .
Thus, self-similar IETs correspond to loops in the Rauzy diagram that see every label at least once.
It was shown in [9] that self-similar 3-IETs are weakly mixing. Weak mixing in this case also follows directly from the Veech criterion in [15] .
3-IETs are not Rigid
In this section we will show that self-similar 3-IETs are not rigid. One way to accomplish this goal is to view a self-similar 3-IET as a cutting and stacking transformation and proceed in a combinatorial way to obtain the absence of rigidity.
Consider the loop CBCAA in the Rauzy diagram from Figure 3 . This loop gives rise to a self-similar 3-IET. To study self-similar IETS we will study such loops in the Rauzy diagram and their corresponding substitutions. The substitutions will be defined over the alphabet A = {A, B, C}.
We will always begin our loops in the Rauzy diagram from the permutation labeled I. Starting from this permutation there are two possible directions to follow in the directed graph. We begin by considering loops that first move from permutation I to permutation II.
Consider the path generated by the loop ABACC in the Rauzy diagram. This loop gives rise to a self-similar IET on three intervals determined by the substitution θ defined by
Associated to the above substitution is a 3 × 3 incidence matrix M where
The matrix M has eigenvector (1, −1, 1)
T with eigenvalue 1 in the neutral direction, which in the language of cutting and stacking means that the sum of the heights of the first and third columns is always equal to the height of the second column plus one. That is, h n,A + h n,C = h n,B + 1.
The proposition below says that this transformation is not rigid.
Proposition 3.1. The self-similar IET generated by the loop ABACC in the Rauzy diagram is not rigid.
Proof. Let T denote the transformation associated (via cutting and stacking) to the IET generated by the loop ABACC in the Rauzy diagram. To show that T is not rigid, it suffices to find a set of positive measure E such that lim inf n→∞ µ(T n E E) > 0. For our purposes, let E be the bottom level of the A tower at some stage m.
Suppose for a contradiction, that lim inf n→∞ µ(T n E E) = 0. That means that there exists a subsequence of natural numbers (n m ) such that µ(T nm E E) → 0. Our goal is to follow iterates of the set E, which is inside A (m) , and show that if our assumption is true then it must be the case that T E = E. This will produce a contradiction since E has positive measure strictly less than one and T is ergodic . In [1] Aaronson and Weiss use this approach to show that the classic Chacon's map is not rigid. We are adapting their approach to the setting of finite rank transformations.
Recall that we denote by h n,A , h n,B and h n,C respectively the heights of the towers A (n) , B (n) and C (n) at stage n. Let > 0, and let N be such that µ(T N E E) < . Fix n such that N ∈ [h n,A , h n+1,A − 1] and assume that n ≥ m.
First consider the case when n = m. That is, E is the bottom level of the A tower at stage n and µ(T N E E) < where N ∈ [h n,A , h n+1,A − 1]. This case will display the main mechanism in the proof.
Before we proceed, we need some notation for how levels in X n appear in X n+2 . This will help us keep track of where the set E travels under iterates of T . It may be helpful to view the substitution after two steps to help visualize how the towers appear.
Let us now consider what happens during stage n of the construction to produce the next stage n + 1. At the n-th stage, the tower A (n) is cut into five pieces, the tower B (n) is cut into three pieces, and the tower C (n) is cut into three pieces before the subcolumns are stacked together. Let A n be the bottom level of A (n) , B n the bottom level of B (n) , and C n the bottom level of C (n) . Thus A (n) is comprised of levels A n , T A n , . . . , T h n,A −1 A n , B (n) is comprised of levels B n , T B n , . . . , T h n,B −1 B n , and C (n) is comprised of levels C n , T C n , . . . , T h n,C −1 C n . As we described before, A n is cut into five pieces, call them A n,0 , . . . , A n,4 . Taking into account the way the columns are stacked together to form X n+1 , we see that A n+1 = A n,0 , B n+1 = A n,2 , and C n+1 = A n, 4 . Figure 4 displays how X 1 is constructed from X 0 . Notice that e j is not defined when j = 6, 15, 18. Figure 5 displays how the e j terms were determined for 0 ≤ j ≤ 5 which corresponds to gaps between appearances of A (n) inside A (n+2) . Define k j for j = 0, 1, . . . , 18 by the recursive formula k j = 0 for j = 0, 7, 16 and k j+1 = k j + h n,A + e j otherwise.
These variables allow us to easily describe the appearance of A (n) blocks inside the three towers at stage n + 2. In that vein, let Figure 5 . Analyzing the Y j we see that Y j+1 = T h n,A +e j Y j for all j = 6, 15, 18.
Recall that N ∈ [h n,A , h n+1,A − 1]. If we write N as N = ah n,A + b then we need to factor h n+1,A in terms of h n,A to determine the potential values for a and b. Now, notice that h n+1,A = 2h n,A + h n,B + h n,C = 2h n,A + (h n,A + h n,C − 1) + h n,C = 3h n,A + 2h n,C − 1.
Thus if we write N = ah n,A + b then we have a = 1, 2, 3 and 0 ≤ b < h n,A (except when a = 3, in which case b ≤ 2h n,C − 2).
For fixed a (determined by N above) let e j,a = e j + e j+1 + · · · + e j+a−1 . Recall that our set E belongs to A (n) which has been partitioned into pieces
Suppose S 1 , S 2 are two sets of positive measure. By S 1 ≈ S 2 we will mean µ(S 1 S 2 ) < . First we will concentrate on the pieces of E that are inside the tower A (n+2) , that is, we will focus on E ∩ Y j where 0 ≤ j ≤ 6. Here we have
for 0 ≤ j < 6 − a. This is true because E appears in the same position inside each Y j . In particular, E is the bottom level of each Y j . Putting these together we see that
A similar calculation can be carried out for the rest of the j values. Thus E
19
≈ T −b+e j,a E. Now, if we analyze the formulas for e j we see that for any a we can find j, j such that |e j,a − e j ,a | = h n,B . Recall that e j is determined by the length of the gap between consecutive apprearances of Y j , which is really determined by the length of the gap between consecutive A blocks in Equations (1)−(3). The difference of h n,B comes from the fact that two B blocks appear together followed closely by one B block. Hence, E
38
≈ T h n,B E. To be more clear, if a = 1 choose j = 0, j = 2, if a = 2 choose j = 0, j = 2, and if a = 3 choose j = 0, j = 9. Now we will use the fact that h n,A + h n,C = h n,B + 1. Recall that E is the bottom level of A (m) = A (n) which appears in X n . Thus E is the bottom level in each Y j . In particular, E is in the same position inside each Y j as we noted earlier.
Observe the following about Y 1 :
Since E occupies the same position inside each block Y j , the same estimate holds for every j. Note that there are 19 total blocks Y j . Thus, the above says that
Next consider the case when n = m+1. Thus our set E is the bottom level of A (m) and our rigidity time N is between h m+1,A and h m+2,A −1. This time around we want to keep track of how X m appears inside X n+2 = X m+3 . The substitution is longer, but the same variables can be defined. That is, the set A Fix a (which depends on N ). As before, the key step is finding j, j such that |e j,a − e j ,a | = h m,B . The structure of the substitution, specifically the placement of BB blocks followed closely by a single B block allow you to find such j, j (as in the previous case). For a = 3, . . . , 12 the appropriate choice of the e j,a and e j ,a terms come from examining the length of the gap between consecutive Y j that appear inside the A (n+1) B (n+1) block of A (n+2) . While for a = 13 you must examine the length of the gap between consecutive Y j that appear inside the B (n+1) B (n+1) block of B (n+2) . The remainder of the proof for this case follows in exactly the same way as when n = m. The same analysis can be done for all n where n ≥ m. In each case the same contradiction is reached and T is not rigid.
Above we considered a specific loop in the Rauzy diagram and proved that the corresponding IET is not rigid. Generalized loops in the Rauzy diagram that begin at the same permutation (permutation I) and have A as the first letter in the loop act in a similar manner. Consider the path given by AB k ACB C where k, ∈ Z with at least one of k, nonzero where the notation B i means that the letter B is repeated i-times. This path is a loop that covers every letter in the alphabet and generates a self-similar IET. We will consider two separate components in the above path, CB C and AB k A. Notice that CB C corresponds to the following substitution:
Likewise, AB k A corresponds to the following substitution:
Putting these two together gives the following substitution, θ, associated to the complete loop:
For this loop, the incidence matrix associated to the substitution is
and has eigenvector (1, −1, 1) T with eigenvalue 1 in the neutral direction. This allows us to conclude that we have the same relationship between the heights of the towers
as before. Namely h n,A + h n,C = h n,B + 1.
Proposition 3.2. The self-similar IET generated by the loop AB k ACB C in the Rauzy diagram is not rigid.
The proof is the same as the proof of the previous proposition. Instead of supplying all of the details we will describe the main components of the proof. To begin, let E be the bottom level of the A tower in the m-th stage. Let > 0 and suppose for a contradiction that N is such that µ(T N E E) < and N ∈ [h n,A , h n+1,A − 1] where n ≥ m. Recall that the first step is to analyze how X n appears in X n+2 . To do that, consider two iterates of the substitution:
The two key components of the previous proof remain present in this more complicated version. Let N = ah m,A + b. The first component is that you can always find j, j such that |e j,a − e j ,a | = h m,B . This allows you to conclude that T hm,B E ≈ E. The second component is that the sequence of levels A (n) C (n) A (n) appears in each of the three towers in X n+2 . Using this information and the fact that h m,A + h m,C = h m,B + 1 you can conclude that T E ≈ E, which is a contradiction.
Completely generalized loops that start at permutation I and first travel to permutation II are a countable number of combinations of the above loops, and have the same structure and neutral eigenvector. Thus we have the following theorem: Theorem 3.3. Any self-similar IET generated by a loop in the Rauzy diagram beginning at permutation I and first traveling to permutation II is not rigid.
Since the Rauzy diagram is symmetric about permutation I, we have proved Theorem 1.2.
Minimal Self-Joinings of 3-IETs
We are now ready to discuss the MSJ property of self-similar 3-IETs. In 2005 Ferenczi, Holton, and Zamboni proved the following theorem:
Theorem 4.1.
[6] Every 3-IET either has MSJ or is rigid.
In light of Theorem 1.2 we obtain a corollary about self-similar 3-IETs.
Corollary 4.2. Self-similar 3-IETs have MSJ.
As stated in the introduction, these are an important class of 3-IETs, as they satisfy Sarnak's conjecture. Let φ(n) denote the Mobius function. Sarnak's conjecture says that the Mobius function is disjoint from deterministic dynamical systems. Specifically it states that for any deterministic topological dynamical system (X, T ) as N → ∞ we have
for x ∈ X and f ∈ C(X).
In [4] it is stated that any uniquely ergodic topological dynamical system (X, T ) such that T p and T q are disjoint for p = q satisfies Sarnak's conjecture. In [5] del Junco and Rudolph showed that if T is weakly mixing and has minimal self-joinings then T p and T q are disjoint for p = q. Thus self-similar 3-IETs are disjoint from the Mobius function.
Currently there are no known examples of d-IETs where d > 3 that have MSJ.
4.1.
Example. Proving that a transformation has MSJ is not an easy task. In this section we concentrate on one self-similar IET and show that it has MSJ. We do this directly, by viewing the IET as a substitution system. Unlike the result from [6] , our substitution arises from Rauzy induction. Consider the substitution defined by the loop ABACC in the Rauzy diagram, call this substitution θ. This is the substitution that was discussed in detail in the previous section. Let T denote the shift map on the substitution space X θ . Self-similar IETs on 3 intervals are weakly mixing ( [9] ) and never strongly mixing ( [10] ). Thus to prove the above theorem, we only need to show 2-fold MSJ. The main tools to prove 2-fold MSJ are the following two lemmas by Rudolph.
Lemma 4.4. [11]
If (X.β, µ, T ) is ergodic and ν ∈ J(X) is a 2-fold ergodic joining that is (Id × T ) invariant, then ν = µ × µ.
Lemma 4.5.
[11] Let (X, β, µ, T ) be an ergodic dynamical system and {P i } a countable set of cylinders generating β. Let β = {P × P m } be a countable generating algebra of X × X. Assume that
for any cylinder sets P and P m there exists
Then, ν is (Id × T ) invariant and hence ν = µ × µ.
The first thing that we need to do is determine the structure of long words. Our substitution θ is defined on three letters, A, B, C, and given by
Define D 1 to be the word θ(A) with the first letter removed and an A appended to the end. Thus, D 1 = BACA. Similarly, define D n to be the word θ n (A) with the first letter removed and an A appended to the end. This means that the length of D n is the length of θ n (A). Let D n = D n D n−1 · · · D 1 and define H n = |θ n (A)| + · · · + |θ(A)| to be the length of D n .
Lemma 4.6. Iterates of the substitution θ have the following form for n ≥ 2:
Proof. This will be a proof by induction. For the case n = 2 consider
Now suppose that the formula holds for an arbitrary n. Observe,
In a similar fashion we have
A point in X θ can be written in terms of θ n (A), θ n (B), and θ n (C). The above lemma tells us what form these blocks take when n ≥ 2. Thus if the length of an admissible word is greater than or equal to 20 then it can be written in terms of the previous lemma.
Proof of Theorem 4.3. Let {P i } be a countable set of cylinders generating the sigma-algebra β. Suppose that β = {P ×P m } is a countable set generating the algebra for X ×X. Suppose that ν ∈ J(X) is an ergodic joining. Let (x, y) ∈ X × X be a ν generic point satisfying condition (2) of Lemma 4.5.
If x and y are in the same orbit then there exists k ∈ Z such that T k x = y. Then ν is an off diagonal measure, that is, it is the image of µ under the map z → (z, T k z). Now suppose x and y are in different orbits. Write x and y in terms of θ n (A), θ n (B), and θ n (C) blocks. Since x and y are in different orbits, there exists a block where they differ, call it the s n th block. Note that s n negative means that x and y differ at a block that occurs in the negative direction (i.e. is to the left of the zeroth position). Choose s n such that |s n | is minimal. Notice that |s n+1 | < |s n |. If |s n | > 20 then choose the smallest n such that |s n | ≤ 20. For notational purposes, we will assume n satisfies this requirement. Let ω sn be the position in x where the s n th block begins.
Let k ∈ Z be such that the zeroth place of x, denoted by x 0 , and the zeroth place of T k y, denoted by (T k y) 0 , are the same. Then k is bounded by half the length of the longest block. Thus, |k| ≤ |θ n (B)| 2
. The remainder of the proof is split into cases depending on the structure of the first block where x and y differ. Suppose that s n > 0. Case 1. Suppose that x ωs n is the beginning of θ n (A) and (T k y) ωs n is the beginning of θ n (B). Since every block ends in the same way, namely D n−1 C, and begins in the same way, namely AD n−1 , x and T k y have the following form around the ω sn th place:
x : D n−1 CAD n−1 BD n−1 D n−1 CAD n−1 (4) H n−1 then define M n to be the overlap of the first D n−1 from x and the second D n−1 from y (see Figure 6 ). The most you are shifting y is by 3 2 H n−1 . In which case the length of M n is 1 2 H n−1 + 2. When y is shifted by 1 2 H n−1 the length of M n is 1 2 H n−1 − 2. Thus, in this case |M n | ≥ 1 2 H n−1 − 2. Figure 6 shows a shift close to 1 2 H n−1 . Define t n = H n−1 + 1. Then for cylinders P and P m we have T i x ∈ P if and only if T i+tn+1 x ∈ P T i y ∈ P m if and only if T i+tn y ∈ P m for all i ∈ M n . Define the interval L n as the symmetric interval that contains the first block where x and y differ. Thus, the length of L n is at most 2 (|ω sn | + |θ n (B)| + |k|) ≤ 2 20|θ n (B)| + |θ n (B)| + 1 2 |θ n (B)| ≤ 44|θ n (B)|.
