An exploration-exploitation trade-off, the arbitration between sampling lesser-known alternatives against harvesting a known rich option, is thought to be solved by humans using complex and computationally demanding exploration algorithms. Given known limitations in human cognitive resources, we hypothesised that humans would deploy additional, heuristic exploration strategies that carry the benefit of being computationally efficient. We examine the contributions of such heuristics in human choice behaviour and using computational modelling show this involves a tabula-rasa exploration that ignores all prior knowledge and a novelty exploration that targets completely unknown choice options respectively. In a double-blind, placebo-controlled pharmacological study, assessing contributions to the task of modulatory influences from catecholamines dopamine (400mg amisulpride) and noradrenaline (40mg propranolol), we show that tabula-rasa exploration is attenuated when noradrenaline, but not dopamine, is blocked. Our findings demonstrate that humans deploy distinct computationally efficient exploration strategies and that one of these is under noradrenergic control.
Introduction
Chocolate, Toblerone, spinach or hibiscus ice-cream? Do you go for the flavour you know you like (chocolate), or one you have never tried? In such an exploration-exploitation dilemma, you need to decide whether to go for the option with the highest known subjective value (exploitation) or opt instead for lesser known options (exploration) so as to not miss out on possible higher rewards. In the latter case, you can opt to either chose an option that resembles your favourite (Toblerone), an option you are curious about because you do not know what to expect (hibiscus), or even an option that you have disliked in the past (spinach).
Depending your exploration strategy, you may end up with a highly disappointing ice cream encounter, or a life-changing gustatory epiphany.
A common practice for studying complex decision making problems, such as an exploration-exploitation trade-off, is to avail of computational algorithms developed in artificial intelligence and test whether their signatures are evident in human behaviour. Such approaches reveal humans use strategies that reflect implementation of computationally demanding exploration algorithms 1, 2 . One such strategy is to award an 'information bonus' to choice options, where this is scaled to their uncertainty. This is captured in algorithms like Upper Confidence Bound 3, 4 (UCB) and leads to directed exploration of choice options agents knowns little about 1, 5 (e.g. the hibiscus ice-cream). An alternative strategy, as captured by Thompson sampling 6 (and sometimes referred to as random exploration 7 ) , is to induce stochasticity that reflects uncertainty about choice options, which increases the likelihood of choosing options slightly inferior to the one you believe is best (e.g. the Toblerone ice-cream).
Both the above processes are computationally demanding, especially in real-life multiple-alternative decision problems, and may exceed one's available cognitive resources [8] [9] [10] . Indeed, the computational algorithms that have been suggested (e.g. UCB and Thompson sampling) require computing and representing the expected value of all possible choice options plus their respective uncertainties (or variance). Here, we propose and examine the explanatory power of two additional computationally less costly forms of exploration, namely tabula-rasa and novelty exploration.
Computationally the most efficient way to explore is to ignore all prior information and to choose entirely randomly, de facto assigning the same probability to all options. Such 'tabula-rasa exploration' forgoes costly computation and is a reflection of what is known in reinforcement learning as an ɛ-greedy algorithmic strategy 11 . The computational efficiency, however, comes at a cost of sub-optimality due to occasional selection of options of low expected value (e.g. the repulsive spinach ice cream). Despite its sub-optimality, tabula-rasa exploration has neurobiological plausibility, and the neurotransmitter noradrenaline has been ascribed the function of a 'reset button' that interrupts ongoing information processing [12] [13] [14] .
Prior experimental work in rats shows that boosting noradrenaline leads to more tabula-rasalike behaviour 15 . Here, we examined whether we can identify signatures of tabula-rasa exploration in human decision making and whether manipulating noradrenaline impacts its expression.
An alternative computationally efficient exploration heuristic is to simply choose an option not encountered previously. Human studies support the presence of such novelty seeking [16] [17] [18] [19] . This strategy can be implemented by a low-cost version of a UCB algorithm (i.e. does not rely on precise uncertainty estimates), in which a novelty bonus 20 is only added to previously unseen choice options. The neurotransmitter dopamine is implicated in signalling this type of novelty bonus, where evidence indicates its plays a role in processing and exploring novel and salient states 17, [21] [22] [23] [24] .
In the current study, we examine the contributions of tabula-rasa and novelty exploration in human choice behaviour. We developed a novel exploration task and computational models to probe contributions of noradrenaline and dopamine. Under doubleblind, placebo-controlled, conditions we tested the impact of two antagonists with a high affinity and specificity for either dopamine (amisulpride) or noradrenaline (propranolol). Our results provide evidence that both exploration heuristics supplement computationally more demanding exploration strategies, where tabula-rasa exploration is particularly sensitive to noradrenergic modulation.
Results

Probing the contributions of heuristic exploration strategies
We developed a novel multi-round three-armed bandit task ( Fig. 1 ; bandits depicted as trees), enabling us to assess the contributions of tabula-rasa and novelty exploration in addition to Thompson sampling and UCB. In particular, we exploited the fact that both heuristic strategies make specific predictions about choice patterns. The novelty exploration assigns a 'novelty bonus' only to bandits for which subjects have no prior information, but not to other bandits. In contrast, UCB also assigns a bonus to choice options that have existing, but less detailed, information. Thus, we manipulated the amount of prior information with bandits carrying only little information (i.e. 1 vs 3 prior draws) or no information (0 prior draws).
Novelty exploration predicts that a novel option will be chosen disproportionally more often ( Fig. 1f ).
Tabula-rasa exploration predicts that all prior information is discarded entirely and that there is equal probability attached to all choice options. This strategy is distinct from other exploration strategies as it is likely to choose bandits known to be substantially worse than the other bandits. Such known, poor value, options are not favoured by other exploration strategies ( Fig. 1e) . A second prediction is that the choice consistency is substantially affected by tabularasa exploration. Given that tabula-rasa exploration ignores all prior information, it is less likely to choose again the same bandit even when facing identical choice options ( Fig. 1e ). This contrast to other choice strategies that make consistent exploration predictions (e.g. UCB would consistently explore the choice options that carry a high information bonus).
We generated bandits from four different generative groups ( Fig. 1c ) with distinct sample means (fixed sampling variance) and prior reward information (i.e., number of previous draws). Subjects were exposed to these bandits before making their first draw. The 'certain-standard bandit' and the (less certain) 'standard bandit' were bandits with comparable means but varying 7 levels of uncertainty, providing either three or one prior samples (depicted as apples; similar to the horizon task 7 ). The 'low-value bandit' was a bandit with one sample from a substantially lower generative mean, thus appealing to a tabula-rasa exploration strategy alone. The last bandit was a 'novel bandit' for which no sample was shown, appealing to a novelty exploration strategy. To assess choice consistency, all trials were repeated once. To avoid some exploration strategies overshadowing others, only three of the four different bandit types were available to choose from on each trial. Lastly, to assess whether subjects' behaviour was meaningful in terms of exploration, we manipulated the degree to which subjects could interact with the same bandits. Thus, subjects could perform either one draw encouraging exploitation (short horizon condition) or six draws encouraging more substantial exploration behaviour (long horizon condition) 7,25 , Figure 1 : Study design. In the Maggie's farm task, subjects had to choose from three bandits (depicted as trees) to maximise an outcome (apple size). The samples (apples) of each bandit followed a normal distribution with a fixed sampling variance. (a) At the beginning of each trial, subjects were provided with initial bandit samples on the wooden crate at the bottom of the screen, and had to select which bandit they want to sample from next. (b) Depending on the condition, they could either perform one draw (short horizon) or six draws (long horizon). The empty spaces on the wooden crate (and the sun position) indicated how many draws they had left. (c) In each trial, three bandits were displayed, selected from four possible bandits, with different generative groups that varied in terms of their sample mean and the number of samples initially shown. The 'certain-standard bandit' and the 'standard bandit' had comparable means but different levels of uncertainty in their expected mean: they provided three and one initial sample respectively; the 'low-value bandit' had a low mean and displayed one initial sample; the 'novel bandit' did not show any initial sample. (d) Prior to the task, subjects were administered different drugs: 400mg amisulpride in the dopamine condition, 40mg propranolol in the noradrenaline condition, or inert substances in the placebo condition. Different administration times were chosen to comply with the different drug pharmacokinetics (placebo matching the other groups' administration schedule). (e) Simulating tabula-rasa behaviour in this task shows that in a high tabularasa regime agents choose the low-value bandit more often (left panel; mean ± SD) and are less consistent in their choices when facing identical choice options (right panel). (f) Novelty exploration exclusively promotes choosing choice options for which subjects have no prior information, captured by the 'novel bandit' in our task.
Testing the role of catecholamines noradrenaline and dopamine
In a double-blind, placebo-controlled, between-subjects, study design we assigned subjects (N=60) randomly to one of three experimental groups: dopamine, noradrenaline or placebo. The noradrenaline group were administered 40mg of the -adrenoceptor antagonist propranolol, while the dopamine group was administered 400mg of the D2/D3 antagonist amisulpride. Because of different pharmacokinetic properties, these drugs were administered at different times ( Fig. 1d ) and compared to a placebo group that received a placebo at both drug times to match the corresponding antagonist time. One subject (amisulpride group) was excluded from analysis due to a lack of engagement with the task (cf. methods for details).
Increased exploration when information can be exploited
Our task embodied two potential time horizons, a short and a long. To assess whether subjects explored more in a long horizon condition, in which additional information can inform later choices, we examined which bandit subjects chose in their first draw (irrespective of drug condition). A marker of exploration here is evident if subjects chose a bandit with a lower expected value (computed as the mean value of its initial samples shown; looking at the first draw, in accordance with the horizon task 7 ). We found that subjects chose bandits with a lower expected value (i.e. they exploited less) in a long compared to a short horizon (repeatedmeasures ANOVA horizon main effect: F(1,56)=18.988, p<.001; drug main effect: F(2,56)=1.361, p=.265; interaction: F(2,56)=.379, p=.686; Fig. 2a ). When we analysed the proportion of how often high-value option was chosen (i.e. the bandit with the highest expected reward based on the initial samples) we found subjects sampled from the high-value bandit more in the short compared to the long horizon (horizon main effect: F(1,56) = 44.844, p<.001; drug main effect: F(2,56) = .181, p=.835; interaction: F(2,56)=2.494, p=.092; Fig. 3a ), confirming a reduction in exploitation when this information could be used subsequently. This behaviour resulted in a lower reward on the 1 st sample in the long compared to the short horizon (horizon main effect: F(1,56)=23.302, p<.001; drug main effect: F(2,56)=.487, p=.617; interaction: F(2,56)=1.551, p=.221; Fig. 2c ). When we tested whether subjects were more likely to choose options they knew less about (computed as the mean number of initial samples shown), we found that subjects chose less known (i.e. more informative) bandits more often in the long horizon compared to the short horizon (horizon main effect: F(1,56)=47.227, p<.001; drug main effect: F(2,56)=.206, p=.815; interaction: F(2,56)=1.207, p=.307; Fig. 2b ).
Next to evaluate whether subjects used additional information in the long horizon condition beneficially, we compared average reward (across six draws) obtained in the long compared to short horizon (one draw). We found average reward was higher in the long horizon (horizon main effect: F(1,56)=105.165, p<.001; drug main effect: F(2,56)=.286, p=.752; interaction: F(2,56)=.678, p=.512; Fig. 2c ), indicating subjects tended to choose less optimal bandits at first but subsequently learnt to appropriately exploit harvested information to guide a choice of better bandits in the long run. Neither behaviour differed between drug groups, indicating neither noradrenaline nor dopamine influenced the degree of exploitation. To investigate the effect of information on performance we collapsed subjects over all three treatment groups. (a) The first bandit subjects chose as a function of its expected value (average of the samples that were initially revealed from it). Subjects chose bandits with a lower expected value (i.e. they exploit less) in the long horizon compared to the short horizon. (b) The first bandit subjects chose as a function of the number of samples that were initially revealed. Subjects chose less known (i.e. more informative) bandits in the long compared to the short horizon. (c) The first draw in the long horizon led to a lower reward than the first draw in the short horizon. This means that subjects sacrificed larger initial outcomes for the benefit of more information. This additional information helped to make better decisions in the long run, so that subjects earned more over all draws in the long horizon. *** = p<.001. Data are shown as mean ± SEM and each dot/line represents a subject.
Subjects show tabula-rasa behaviour
Tabula-rasa exploration (analogue to -greedy) predicts that % of the time each option will have equal probability of being chosen, a strategy that predicts tabula-rasa exploration will increase how often bad bandits (here: low-value bandit, cf. Fig 1e) are chosen. We investigated whether such behavioural signatures were increased in the long horizon condition when exploration is useful we found a highly significant main effect of horizon (F(1,56)=24.240, p<.001; Fig. 3c ). This demonstrates this exploration strategy is utilised more when exploration is beneficial in the long horizon.
Tabula-rasa behaviour is modulated by noradrenaline function
When we tested whether tabula-rasa exploration was sensitive to neuromodulatory influences, we found the noradrenaline group chose the low-value option significantly less often than the placebo group, both in the short (placebo vs noradrenaline t(38)=.389, p=.048; Fig. 3c ). These findings show that a key feature of tabula-rasa exploration, the choice of low-value bandits, is sensitive to influences from noradrenaline, with propranolol likely attenuating this influence.
To further examine drug effects on tabula-rasa exploration, we assessed a second prediction, namely choice consistency. Because tabula-rasa exploration ignores all prior information, it should lead to decreased choice consistency in relation to presentation of identical choice options. Because we repeated each trial twice in each horizon condition, we could compute consistency as the percentage of time subjects sampled from an identical bandit when facing the exact same choice options. As in the above analysis, we found the noradrenaline group chose significantly more consistently than the placebo group in both the Fig. 3d ). Taken together, these results indicate that tabula-rasa exploration depends critically on noradrenaline function, such that an attenuation of noradrenaline leads to a reduction in tabula-rasa exploration. 
Novelty exploration unaffected by catecholaminergic drugs
Next, we examined whether subjects show evidence for novelty exploration by choosing novel bandit for which there was no prior information, as predicted by model simulations (Fig.   1g ). We found a significant main effect of horizon (F(1,56)=30.867, p<.001; Fig. 3b ) consistent with subjects exploring novel bandit significantly more often in a long horizon condition.
Assessing whether novelty exploration was sensitive to drug manipulations, we found no drug effects on the novel bandit (drug main effect: F(2,56) =.352, p=.705; horizon-by-drug interaction: F(2,56)=1.331, p=.272; Fig. 3b ), indicating that an attenuation of dopamine or noradrenaline function does not impact novelty exploration in this task.
Subjects combine computationally demanding strategies with tabula-rasa and novelty exploration
To examine the contributions of different exploration strategies to choice behaviour, we fitted a set of computational models to subjects' behaviour, building on models developed in previous studies 1 . In particular, we compared models incorporating directed (UCB) exploration, Thompson sampling, tabula-rasa (ɛ-greedy) exploration, novelty (novelty bonus) exploration, and combinations thereof (cf. Methods). Essentially, each model makes different exploration predictions. In computationally demanding Thompson sampling 6, 26 , both expected value and uncertainty contribute to choice, where higher uncertainty leads to more exploration.
Instead of selecting the bandit with the highest mean, bandits are chosen relative to how often a random sample would yield the highest outcome, thus accounting for uncertainty in the bandits 2 . In UCB exploration 3, 4 , each bandit is chosen according to a mixture of expected value and the additional expected information gain 2 . This is realised by adding a bonus to the expected value of each option, proportional to how informative it would be to select this option (i.e. the higher the uncertainty in the option's value, the higher the information gain). The novelty exploration is a simplified version of the information bonus in UCB, which only applies to entirely novel options. It defined an intrinsic source of value in selecting a bandit about which nothing is known, and thus saves demanding computations of uncertainty for each bandit. Lastly, the tabula-rasa ɛ-greedy algorithm selects any bandit in ɛ % of the time, irrespective of the prior information of this bandit.
We used cross-validation for model selection (Fig. 4a ) by comparing the likelihood of held-out data across different models, an approach that adequately arbitrates between model accuracy and complexity. The winning model encompasses Thompson sampling with tabula-rasa exploration ( -greedy parameter) and novelty exploration (novelty bonus parameter ). The winning model predicted held-out data with a 55.25% accuracy (SD = 8.36%; chance level = 33.33%). Interestingly, as in previous studies 1 , the hybrid model combining UCB and Thompson sampling explained the data better as compared to UCB and Thompson sampling alone, but this was no longer the case when accounting for novelty and tabula-rasa exploration (Fig. 4a ). The winning model further revealed that all parameter estimates could be accurately recovered (Fig. 4b) . In summary, the model selection suggests that in our experiment subjects used a mixture of computationally demanding (i.e. Thompson sampling) and heuristic exploration strategies (i.e. tabula-rasa and novelty exploration). 
Noradrenaline controls tabula-rasa exploration
To more formally compare the impact of catecholaminergic drugs on different exploration strategies, we assessed the free parameters of the winning model between the drug groups ( Fig. 5 , Table S2 ). First, we examined the -greedy parameter that captures the contribution of tabula-rasa exploration to choice behaviour. In accordance with the model-free analyses, we found this -greedy parameter to be higher in the long compared to the short horizon, consistent with an increased deployment of tabula-rasa exploration in the long horizon (horizon main effect: F(1,56)=10.362, p=.002).
Next, we assessed how this tabula-rasa exploration differed between drug groups. A significant drug main effect (across all three groups: F(2,56)=3.205, p=.048; horizon-by-drug interaction: F(56,2)=2.455, p=.095; Fig. 5a ) demonstrates the drug groups differ in how strongly they deploy this exploration strategy. Post-hoc pairwise comparisons showed that subjects with reduced noradrenaline function had the lowest values of , primarily in the long horizon condition (placebo vs noradrenaline t(38)=2.490, p=.019; noradrenaline vs dopamine t(37)=2.672, p=.014; placebo vs dopamine t(37)=-.741, p=.464; short horizon: placebo vs noradrenaline t(38)=1.981, p=.055; noradrenaline vs dopamine t(37)=1.162, p=.253; placebo vs dopamine t(37)=.543, p=.591). In accordance with the behavioural results (correlation between the -greedy parameter with draws from the low-value bandit:
=.828, p<.001;
and with choice consistency: =-.596, p<.001; Figure S1 ), this demonstrates that noradrenaline blockade reduces tabula-rasa exploration. 
No drug effects on other exploration forms
The novelty bonus captures the intrinsic reward of selecting a novel option, over and above the contributions of uncertainty to Thompson (and UCB) sampling. When we examined whether the drug manipulation also affected other exploration strategies we found an increased novelty bonus effect in the long horizon (horizon main effect: F(1,56)=38.103, p<.001; Fig.   5b ), showing that this exploration strategy was deployed more in a condition when exploration was of use. However, there was no difference between drug groups in terms of this effect (drug main effect: F(2,56)=.139, p=.871; horizon-by-drug interaction: F(2,56)=.379, p=.686), in line with the model-free behavioural findings (correlation between the novelty bonus with draws from the novel bandit: =.683, p<.001; Figure S1 ).
Lastly, we analysed parameters that governed the computationally demanding Thompson sampling. The initial estimate of a bandit's mean and its uncertainty are given by 0 (prior mean) and 0 (prior variance) respectively. The prior variance 0 , which we allowed to vary between horizons, showed an effect of horizon (horizon main effect: F(1,56)=5.032, p=.029; Fig. 5d ), demonstrating Thompson-based exploration was deployed more in the long horizon too. However, we did not find any drug effects for either parameter (prior variance 0 : drug main effect: F(2,56)=.175, p=.840; horizon-by-drug interaction: F(2,56)=2.081, p=.134; prior mean 0 ; F(2,56)=.264, p=.769; Fig. 5c ). Taken together, these findings show that tabula-rasa exploration was most sensitive to drug manipulations.
Discussion
Solving the exploration-exploitation problem is not trivial, and it has been suggested that humans solve it using computationally demanding exploration strategies 1,2 . These take the uncertainty (variance) as well as expected reward (mean) of each choice option into account, a demand on computational resources which might not always be feasible 10 . Here, we demonstrate two additional, computationally less resource-hungry exploration heuristics are at play during human decision-making, namely tabula-rasa and novelty exploration.
By assigning an intrinsic value (novelty bonus 20 ) to an option not encountered before 27 , a novelty bonus can be seen as an efficient simplification of demanding algorithms, such as UCB 3, 4 . It is also interesting to note that the winning model did not include UCB, but novelty exploration. This indicates humans may use such a novelty shortcut to explore unseen or rarely visited states to conserve computational costs when such a strategy is possible. A second exploration heuristic, tabula-rasa exploration, also plays a role in our task, a strategy that also requires minimal computational resources. Even though less optimal, its simplicity and neural plausibility render it a viable strategy. In our study, converging behavioural and modelling indicators demonstrate both tabula-rasa and novelty exploration were deployed in a goaldirected manner, coupled with increased levels of exploration when this was strategically useful. Importantly, our results demonstrate that this tabula-rasa exploration is at work, even
when accounting for what has previously been termed as 'random exploration' 7 , which was captured by our more complex models.
It remains unclear how exploration strategies are implemented neurobiologically.
Noradrenaline inputs, arising from locus coeruleus 28 (LC) are known to modulate exploration 2, 29, 30 , though empirical data on its precise mechanisms and locus of action remains limited. In this study, we found noradrenaline impacted tabula-rasa exploration, suggesting noradrenaline may disrupt ongoing valuation processes and discarding prior information. This is consistent with findings in rodents wherein enhanced anterior cingulate noradrenaline release led to more random behaviour 15 . It is also in line with pharmacological findings in monkeys that show enhanced choice consistency after reducing LC noradrenaline firing rates 31 . Our findings expand on previous human studies that showed an association between indirect markers of noradrenaline activity (i.e. pupil diameter 32 ) are associated with exploration, but did not dissociate different potential exploration strategies subjects can deploy 33 .
LC has two known modes of synaptic signalling 28 : tonic and phasic, and these are thought to have complementary roles 14 . Phasic noradrenaline is thought to act as a reset button 34 , rendering an agent agnostic to all previously accumulated information, a de facto signature of tabula-rasa exploration. Tonic noradrenaline has been associated with increased exploration 29, 35 , decision noise in rats 36 and more specifically with random as opposed to directed exploration strategies 37 . This later study unexpectedly found that boosting noradrenaline decreased (rather than increased) random exploration, which the authors speculated was due to an interplay with phasic signalling. Importantly, the drug used in that study also, albeit to a lesser extent, affects dopamine function making it difficult to assign a precise function to noradrenaline. This latter influenced our decision to opt for drugs with high specificity for either dopamine or noradrenaline 38 , thus enabling us to reveal highly specific effect on tabula-rasa exploration. Although the contributions of tonic and phasic noradrenaline signalling cannot be disentangled in our study, our findings do align with theoretical accounts and non-primate animal findings, indicating phasic noradrenaline promotes tabula-rasa exploration.
Dopamine has also been suggested to be important for arbitrating between exploration and exploitation 39, 40 , but findings are heterogeneous with reported dopaminergic effects on 20 random exploration 41 , on directed exploration 22, 42 , or no effect at all 43 . We did not observe any effect of dopamine manipulation on any exploration strategy. Because previous studies found neurocognitive effects with the same dose 38, [44] [45] [46] , we think it is unlikely this just reflects an ineffective drug dose. One possible reason for our null finding is that our dopaminergic blockade targets D2/D3 receptors rather than D1 receptors, a limitation due to the fact that there are no specific D1 receptor blockers available in humans. An expectation of greater D1 involvement arises out of theoretical models 47 and a prefrontal hypothesis of exploration 42 .
Upcoming, novel drugs 48 might be able help unravel a D1 contribution to different forms of exploration.
In conclusion, humans supplement computationally expensive exploration strategies with less resource demanding exploration heuristics, namely tabula-rasa and novelty exploration.
Our finding that noradrenaline specifically influences tabula-rasa exploration demonstrates that distinct exploration strategies are under an influence from specific neuromodulators. The findings can enable a richer understanding of disorders of exploration, such as attentiondeficit/hyperactivity disorder 49, 50 and how aberrant catecholamine function leads to its core behavioural impairments.
Methods
Subjects
Sixty healthy volunteers aged 18 to 35 (mean = 23.22, SD = 3.615) participated in a double-blind, placebo-controlled, between-subjects study. Each subject was randomly allocated to one of three drug groups, controlling for an equal gender balance across all groups.
Candidate subjects with a history of neurological or psychiatric disorders, current health issues, regular medications (except contraceptives), or prior allergic reactions to drugs were excluded from the study. The groups consisted of 20 subjects each matched (Table S1 ) for age, mood (PANAS 51 ) and intellectual abilities (WASI abbreviated version 52 ). Subjects were reimbursed for their participation on an hourly basis and received a bonus according to their performance (proportional to the sum of all the collected apples' size). One subject from the dopamine group was excluded due to not engaging in the task and performing at chance level. The study was approved by the UCL research ethics committee and all subjects provided written informed consent.
Pharmacological manipulation
To reduce noradrenaline functioning, we administered 40mg of the non-selective βadrenoceptor antagonist propranolol 60 minutes before test (Fig 1d) . To reduce dopamine functioning, we administered 400mg of the selective D2/D3 antagonist amisulpride 90 minutes before test. Because of different pharmacokinetic properties, drugs were administered at different times. The placebo group received placebo at both time points, in line with our previous studies 38, 44, 53 .
Experimental paradigm
To quantify different exploration strategies, we developed a multi-armed bandit task implemented using Cogent (http://www.vislab.ucl.ac.uk/cogent.php) for MATLAB (R2018a).
Subjects had to choose between trees that produced apples with different sizes in two different horizon conditions ( Fig. 1a-b ). The sizes of apples they collected were summed and converted to an amount of juice (feedback) and subjects are informed about their performance at the end of every trial. The subjects were instructed to make the most juice and that they would receive cash bonus according to their performance. Similar to the horizon task 7 , to induce different extents of exploration, we manipulated the horizon (i.e. number of apples to be picked: 1 in the short horizon, 6 in the long horizon) and within trials the mean reward (i.e. apple size) and the uncertainty captured by the number of initial samples (i.e. number of apples shown at the beginning of the trial) of each option.
Each bandit (i.e. tree) was from one of four generative groups (Fig. 1c ) characterised by different means and number of initial samples. The samples of each bandit were then taken from ( , 0.8), truncated to [2, 10] , and rounded to the closest integer. The 'certain standard bandit' provided three initial samples and its mean was sampled from a normal distribution: We ensured that the initial sample from the low-value bandit was the smallest by resampling from each bandit in the trials were that was not the case. Additionally, in each trial, to avoid that some exploration strategies overshadow other ones, only three of the four different groups were available to choose from. Based on initial samples, we identified the high-value option (i.e. the bandit with the highest expected reward) as well as the medium-value option (i.e. the bandit with the second highest expected reward) in trials where both the certain-standard and the standard bandit were present.
There were 25 trials of each of the four three-tree combination making it a total of 100 different trials. They were then duplicated to be able to measure choice consistency, and each one was played these 200 trials each in a short and in a long horizon setting, resulting in a total of 400 trials. The trials were randomly assigned to one of four blocks and subjects were given a short break at the end of each of them. To prevent learning, the trees' positions (left, middle or right) as well as their colour (8 sets of 3 different colours) where shuffled between trials. To make sure that subjects understood that the apples from the same tree were always of similar size (generated following a normal distribution), they played 10 training trials. Based on three apples produced by a single tree, they had to guess from two options, which apple was the most likely to come from the same tree and received feedback from their choice.
Statistical analyses
To ensure consistent performance across all subjects, we excluded one outlier subject (belonging to the dopamine group) from our analysis due to not engaging in the task and performing at chance level (defined as randomly sampling from one out of three bandits randomly, i.e. 33%). We compared behavioural measures and model parameters using (pairedsamples) t-tests and repeated-measures ANOVAs with the between-subject factor drug group (noradrenaline group, dopamine group, placebo group) and the within-subject factor horizon (long, short).
Computational modelling
We adapted a set of Bayesian generative models from previous studies 1 , where each model assumed that different characteristics account for subjects' behaviour. The binary indicators (c tr , c n ) indicate which components (tabula-rasa and novelty exploration respectively) were included in the different models. The value of each bandit is represented as a distribution ( , ) with = 0.8, the sampling variance fixed to its generative value.
Subjects have prior beliefs about bandits' values which we assume to be Gaussian with mean ( 0 ) and uncertainty ( 0 ). The subjects' initial estimate of a bandit's mean ( 0 ; prior mean) and its uncertainty about it ( 0 ; prior variance) are free parameters.
These beliefs are updated according to Bayes rule (detailed below) for each initial sample (note there are no updates for the novel bandit).
Mean and variance update rules.
At each time point , in which a sample , of one of the trees is presented, the expected mean and precision = Table   S2 ) are described in detail below.
Choice rules
UCB. In this model, an information bonus is added to the expected reward of each option, scaling with the option's uncertainty 1 . The value of each bandit at timepoint t is:
Where the coefficient adds the novelty exploration component. The probability of choosing bandit was given by passing this into the softmax choice rule:
where is the inverse temperature of the softmax (lower values producing more stochasticity), and the coefficient adds the tabula rasa exploration component.
Thompson sampling. In this model, the overall uncertainty can be seen as a more refined version of a decision temperature 1 . The value of each bandit is as before:
A sample ,~( , , , 2 ) is taken from each bandit. The probability of choosing a bandit depends on the probability that all pairwise differences between the sample from bandit and the other bandits ≠ were greater or equal to 0 (see the probability of maximum utility choice rule 55 ). In our task, because three bandits were present, two pairwise differences scores Where the matrix computes the pairwise differences between bandit and the other bandits.
For example for bandit = 1:
Hybrid model. This model allows a combination of UCB and Thompson sampling (similar to Gershman, 2018) . The probability of choosing bandit is:
where specifies the contribution of each of the two models. and ℎ are calculated for =0. If =1, only UCB is used while if =0 only Thompson sampling is used.
In between values indicate a mixture of the two models.
All the parameters besides 0 and were free to vary as a function of the horizon (Table   S2 ) as they capture different exploration forms: exploration directed towards information gain (information bonus in UCB), exploration directed towards novelty (novelty bonus ), exploration based on the injection of stochasticity (inverse temperature in UCB and prior variance 0 in Thompson) and tabula-rasa exploration ( -greedy parameter). The prior mean to depend on the horizon. The same was done for as assume the arbitration between UCB or Thompson sampling does not depend on horizon.
Parameter estimation.
To fit the parameter values, we used the maximum a posteriori probability (MAP) estimate.
The that approximates the generative distributions. For the -greedy parameter, the novelty bonus and the prior variance parameter 0 , a uniform distribution was used (equivalent to performing MLE). A summary of the parameter values per group and per horizon can be found in the supplements (Table S3 ).
Model comparison.
We performed a K-fold cross-validation with = 10. We partitioned the data of each subject ( = 400; 200 in each horizon) into K folds (i.e. subsamples). For model fitting in our model selection, we used maximum likelihood estimation (MLE), where we maximised the likelihood for each subject individually (fmincon was ran with 8 randomly chosen starting point to overcome potential local minima). We fitted the model using K-1 folds and validated the model on the remaining fold. We repeated this process K times, so that each of the K fold is used as a validation set once, and averaged the likelihood over held out trials. We did this for each model and each subject and averaged across subjects. The model with the highest likelihood of held-out data (the winning model) was the Thompson sampling with (c tr , c n ) = {1,1}. It was also the model which accounted best for the largest number of participants ( Fig.   S2 ).
Parameter recovery.
To make sure that the parameters are interpretable, we performed a parameter recovery analysis. For each parameter, we took 4 values, equally spread, within a reasonable parameter range ( 0 = [0.5, 2.5], 0 = [1, 6], = [0, 0.5], = [0, 5]). All parameters but 0 were free to vary as a function of the horizon. We simulated behaviour on new trial sets using every combination (4 7 ), fitted the model using MAP estimation (cf. Parameter estimation) and
analysed how well the generative parameters (generating parameters in Fig. 5 ) correlated with the recovered ones (fitted parameters in Fig. 5 ) using Pearson correlation (summarised in Fig.   5c ). In addition to the correlation we examined the spread (Fig. S3 ) of the recovered parameters.
Overall the parameters were well recoverable.
Model validation
To validate our model, we used each participant's fitted parameters to simulate behaviour on our task (4000 trials per agent). The stimulated data (Fig. S4) , although not perfect, resembles the real data reasonable well. Additionally to validate the behavioural indicators of the two different exploration heuristics we stimulated the behaviour of 200 agents each with the winning model. For the indicators of tabula-rasa exploration, we stimulated behaviour with low (ϵ=0) and high (ϵ=0.2) values of the ϵ-greedy parameter. The other parameters were set to the mean parameter fits ( 0 = 1.312, = 2.625, 0 = 3.2). This confirms that higher amounts of tabula-rasa exploration are captured by the proportion of low-value bandit selection (Fig. 1f) and the choice consistency ( Fig. 1e) . Similarly, for the indicator of novelty exploration, we simulated behaviour with low (η=0) and high (η=2) values of the novelty bonus η to validate the use of the proportion of the novel-bandit selection (Fig. 1g) . Again, the remaining parameters were set to the mean parameter fits ( 0 = 1.312, = 0.1, 0 = 3.2).
