Abstract. Let F 0 and H be a pair of k-graphs. An F 0 -packing of H is a family F of pairwise edgedisjoint copies of F 0 in H. Let ν F 0 (H) denote the maximum size |F | of an F 0 -packing of H. Already in the case of graphs, computing ν F 0 (H) is NP-hard whenever F 0 has a component with three or more edges [5] . Rödl et al. [17] (cf. [11, 10] ) proved that, for any fixed k-graph F 0 , one can approximate ν F 0 (H) within an error of o(|V (H)| k ) in time polynomial in |V (H)|. For k = 3, we establish an algorithm which, for all ζ > 0 and 3-graphs F 0 and H, constructs in time polynomial in |V (H)| an
Introduction
Let F 0 and H be k-uniform hypergraphs (k-graphs for short, written F 0 and H when k = 2). An F 0 -packing of H is a family F of pairwise edge-disjoint copies of F 0 in H. Let ν F0 (H) denote the maximum size |F | of an F 0 -packing in H. Already in the case of graphs, computing ν F0 (H) is NP-hard for any graph F 0 having a component with 3 or more edges (Dor and Tarsi [5] ).
Rödl et al. [17, 11, 10] (see Theorem 1.4 below) proved that, for a fixed k-graph F 0 , one can approximate ν F0 (H) within an error of o(n k ) in time polynomial in n = |V (H)|. For graphs (k = 2), more is known, where Haxell and Rödl [11] proved the following constructive counterpart. Theorem 1.1 (Haxell and Rödl [11] ). For every graph F 0 , and for all ζ > 0, there exists n 0 = n 0 (F 0 , ζ) so that, for a given graph H on n > n 0 vertices, an F 0 -packing of size at least ν F0 (H) − ζn 2 can be constructed in time polynomial in n.
(Theorem 1.1 also holds for n ≤ n 0 by exhaustive search.)
Recently, Theorem 1.1 was extended to linear k-graphs F 0 , where a k-graph F 0 is linear if every pair of its edges overlap in at most one vertex (which is always true of simple graphs F 0 ). Theorem 1.2 (Dizona and Nagle [4] ). For every k ≥ 2, for every linear k-graph F 0 , and for all ζ > 0, there exists n 0 = n 0 (k, F 0 , ζ) so that, for a given k-graph H on n > n 0 vertices, an F 0 -packing of size at least ν F0 (H) − ζn k can be constructed in time polynomial in n.
We shall prove an analogue of Theorems 1.1 and 1.2 for k = 3 and arbitrary 3-graphs F 0 .
Theorem 1.3 (Main result).
For every 3-graph F 0 , and for all ζ > 0, there exists n 0 = n 0 (F 0 , ζ) so that, for a given 3-graph H on n > n 0 vertices, an F 0 -packing of size ν F0 (H) − ζn 3 can be constructed in time polynomial in n. Theorem 1.3 was thought to be possible by Haxell, Rödl and the author in [9] , in light of the tools proven there, at least if one followed the approach of Haxell and Rödl for Theorem 1.1. (We outline this approach momentarily.) This paper is the corresponding realization (see the Acknowledgment at the end of this Introduction). It was also anticipated in [9] that further details would need to be developed (see Remark 1.6 below), which this paper considers. We believe some of the auxiliary tools proven here could be of use in other contexts, and may be of some independent interest.
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The proofs of Theorems 1.1-1.4 all rely on two main ingredients: fractional packings and regularity methods. (In particular, Theorems 1.1-1.3 can be proven because graphs, linear hypergraphs, and 3-graphs, resp., are precisely where regularity methods have known algorithms.) We next define fractional packings and present Theorem 1.4 (which is in terms of fractional packings). Afterward, we outline some regularity tools employed in the proof of Theorem 1.1 (to motivate upcoming parallels in this paper).
Fractional packings.
For k-graphs F 0 and H, let H F0 denote the family of all copies of F 0 in H. For an edge e ∈ H, let H F0 e denote the family of copies F ∈ H F0 containing the edge e. In this notation, an F 0 -packing of H is a family F ⊆ H F0 satisfying that, for each fixed e ∈ H,
Fractional F 0 -packings generalize F 0 -packings, and can be defined when H has edge-weights. For a set V and function ω : 
Define |ψ| = ψ(F) : F ∈
H F0
as the size of ψ. Denote by ν * F0 (H ω ) the maximum size |ψ| of a fractional F 0 -packing of H ω . To motivate Theorem 1.4 below, we relate the parameters ν F0 (H) and ν * F0 (H) (for a fixed F 0 and an unweighted H = H ω ), in terms of relative size and relative complexity. First, consider an F 0 -packing F of H. Then the characteristic function χ F : H F0 → {0, 1} of F is a fractional F 0 -packing of H (cf. (1) and (2)), and so ν F0 (H) ≤ ν * F0 (H). Second, while computing ν F0 (H) is known to be a difficult problem, building a fractional F 0 -packing ψ of H with optimal size |ψ| = ν * F0 (H) is a linear programming problem, and is constructable in time polynomial in n = |V (H)|. The following result is therefore significant. Theorem 1.4 (Rödl, Schacht, Siggers, Tokushige [17] ). For every k ≥ 2, for every k-graph F 0 , and for all ζ > 0, there exists n 0 = n 0 (k, F 0 , ζ) so that, for every k-graph H on n > n 0 vertices,
Thus, ν F0 (H) can be approximated within an error of ζn k in time polynomial in n.
Various cases of Theorem 1.4 had been earlier considered. Haxell and Rödl initiated Theorem 1.4 when, for graphs (k = 2), they proved Theorem 1.4 in the stronger form of Theorem 1.1. Yuster [21] gave an alternative proof of Theorem 1.4 for graphs (k = 2) which allowed F 0 to be replaced by a fixed family of graphs. For k = 3, Theorem 1.4 was proven by Haxell, Nagle and Rödl [9] .
1.2.
Regularity and the proof of Theorem 1.1. We outline the regularity tools in the proof of Theorem 1.1, and outline the proof of Theorem 1.1 in the case that F 0 = K 3 is the triangle.
The main tool from [11] is the Szemerédi Regularity Lemma. Let G be a bipartite graph with vertex bipartition V (G) = X ∪ Y . For non-empty X ⊆ X and Y ⊆ Y , the density of [18, 19] ). For all ε > 0, and for every integer t 0 ≥ 1, there exist integers T 0 = T 0 (ε, t 0 ) and N 0 = N 0 (ε, t 0 ) so that every graph H on n > N 0 vertices admits a vertex partition Π : V (H) = V 0 ∪ V 1 ∪ · · · ∪ V t , for some t 0 ≤ t ≤ T 0 , satisfying the following conditions:
(1) Π is t-equitable, meaning |V 1 | = · · · = |V t | def = m ≥ n/t ; (2) Π is ε-regular, meaning for all but ε t 2 pairs V i , V j , 1 ≤ i < j ≤ t, H[V i , V j ] is ε-regular.
In the proof of Theorem 1.1, one needs a constructive version of Szemerédi's Regularity Lemma, which was established by Alon, Duke, Lefmann, Rödl and Yuster [1] . Their result guarantees that the partition Π in Theorem 1.5 can be constructed in time O(M (n)), where M (n) = O(n 2.3727 ) (cf. [20] ) is the time required to multiply two n × n binary matrices over the integers. Kohayakawa, Rödl and Thoma [13] later improved the constructive Regularity Lemma to run in time O(n 2 ). (Either constructive version of the Regularity Lemma serves our purposes here.)
Proof-sketch of Theorem 1.1 for triangles. Fix k = 2 and F 0 = K 3 .
Input. Let ζ > 0 be given. It is possible to fix ζ , β, ζ , ε , ε > 0 and t 0 , T 0 , n ∈ N satisfying ζ > ζ = ζ 4 β ζ ε ε = 1 t 0
in such a way as to support all details in the sketch below. (In particular, the notation x y, z, . . . appearing in (3) means that x > 0 can be chosen as a sufficiently small function of y, z, . . . > 0 to satisfy an upcoming list of computations involving x, y, z, . . . . The notation 1/n ≪ . . . appearing in (3) means the integer n will be chosen sufficiently large with respect to all constants in (3).) Let H be a graph on n vertices. We build, in time polynomial in n, a triangle packing T of H of size
Step 1: Applying the Regularity Lemma. With ε = 1/t 0 from (3), use the algorithm of Kohayakawa et al. [13] (cf. [1] ) to construct, in time O(n 2 ), an ε-regular, t-equitable partition Π :
where m = |V 1 | = · · · = |V t |. We now pause to reveal a few points of strategy.
Pause (strategy).
A main tool for building T is the following so-called Packing Lemma (see Lemma 5 in [11] ). Suppose that for some 1
). In time polynomial in m, the Packing Lemma constructs a triangle packing
Unfortunately, it is unlikely that we find 
1 Recognizing when H[V i , V j ], 1 ≤ i < j ≤ t, is ε-regular is co-NP-complete (see Theorem 2.1 in [1] ). However, the algorithms of Alon et al. [1] and Kohayakawa et al. [13] will have already recognized 'most' of the H[V i , V j ] which are ε-regular (see [1, 13] or Section 1.1 of [9] for details). For the concept of hypergraph regularity that we use in this paper, we will always be able to recognize all 'regular parts'.
then the Packing Lemma builds a triangle packing
Now, to choose the numbers σ hi 1 , . . . , σ hi s hi ≥ β above, we appeal to a so-called Bounding Lemma (see Lemma 7 in [11] ), which returns us to Step 2 of the algorithm.
Step 2: Applying the Bounding Lemma. The Bounding Lemma is a tool which constructs, in time depending on
2 , and which is β-bounded, meaning that for each {h, i, j} ∈ H0 K3 , ψ 0 ({h, i, j}) ≥ β, or else, ψ 0 ({h, i, j}) = 0.
The function ψ 0 defines the numbers σ hi j ≥ β, as follows. For {h, i} ∈ H 0 and {h, i, j} ∈
H0 K3
+ , set
≥ β.
We now apply the Slicing Lemma.
Step 3: Applying the Slicing Lemma. Fix {h, i} ∈ H 0 . With σ hi j : {h, i, j} ∈
+ from Step 2, apply the Slicing Lemma to
+ satisfying that, for each {h, i, j} ∈ H0 K3
Step 4: Applying the Packing Lemma. Fix {h, i, j} ∈
+ . Apply the Packing Lemma to the
). The Packing Lemma constructs, in time polynomial in m, a triangle-packing
Repeat over all at most
+ in time polynomial in n.
Output. Construct the family T =
Clearly the algorithm above runs in time polynomial in n. To see that T is a triangle-packing of H, let {x, y, z}, {x, y, z } ∈ T . Then there exist, w.l.o.g., 1 ≤ h < i < j, j ≤ t so that {x, y, z} ∈ T hij and {x, y, z } ∈ T hij . Then {x, y} ∈ G hi j ∩ G hi j , which implies j = j since G hi j and G hi j are classes of a partition. Then {x, y, z}, {x, y, z } ∈ T hij , which implies z = z since T hij is a family of pairwise edge-disjoint triangles. Finally,
1.3. Itinerary of paper. To prove Theorem 1.3, we shall follow the same approach outlined above for the graph case. As such, we need 3-uniform hypergraph analogues of each of the tools sketched in the previous section. We proceed along the following itinerary. In Section 2, we present algorithmic (3-uniform) tools of the following forms:
• a Regularity Lemma (upcoming Theorem 2.12) due to Haxell, Nagle and Rödl [9] .
• a Packing Lemma (upcoming Lemma 2.7), which we prove in Sections 4-6;
• a Slicing Lemma (upcoming Lemma 2.4), which we prove in Section 7;
• a Bounding Lemma (upcoming Lemma 2.18), taken from [11, 10] . In Section 3, we use these tools to prove our main result, Theorem 1.3. Remark 1.6. The most important tools in this paper are the Regularity Lemma and the Packing Lemma. In essence, the Packing Lemma is a consequence of a so-called Counting Lemma from [9] (see Theorem 6.2 in this paper). Since the Regularity Lemma and the Counting Lemma were developed in [9] , Theorem 1.3 seemed possible if one followed the approach of Haxell and Rödl [11] outlined above.
In the hypergraph setting, deriving the Packing Lemma from the Counting Lemma is somewhat technical, despite following standard lines. We derive the Packing Lemma from a so-called Extension Lemma (see Lemma 4.2 in this paper), which we in turn derive from the Counting Lemma. These tools could be of potential use in other settings.
The algorithmic aspects of the Slicing Lemma are of a less standard nature. The Slicing Lemma could be of use in other contexts, and it may be of independent interest. 2
1.4.
A minor technicality. In our outline, we took F 0 = K 3 to be the triangle, which illustrates all but one detail in the work of Haxell and Rödl [11] . In particular, whenever F 0 is not complete, one also needs a so-called Crossing Lemma from [11] (see Lemma 4 there), which we now state for 3-graphs. For 3-graphs F 0 and H, and for a partition Π 0 :
for the family of all crossing copies of F in H. Lemma 1.7 (Crossing Lemma [11] ). For every 3-graph F 0 on f vertices, and for all ξ > 0, there exists K 0 = K 0 (ξ, F 0 ) so that the following holds.
Let H be a 3-graph on n vertices, and let ψ be a fractional F 0 -packing of H. There exists an algorithm which constructs, in time O(n f ), a vertex partition Π 0 :
Haxell and Rödl [11] proved Lemma 1.7 (see Lemma 11 there) in a setting more general than that of (k-uniform) hypergraphs and fractional packings. (See Remark 2.10 in [4] for some related comments.) In our previous outline, if F 0 were not complete, the Crossing Lemma would appear as Step 0. We would construct a fractional F 0 -packing ψ of H of size |ψ| = ν * F0 (H) (via linear programming, running in time polynomial in n). We would then apply the Crossing Lemma to H and ψ to construct Π 0 in time O(n f ). In Step 1, we would require Π to refine Π 0 in the usual way (which is always possible with a regularity lemma). All remaining details would proceed as we described. Acknowledgment 1. The author would like to thank the referees for their extremely careful reading, and for their very thoughtful suggestions which led to an improved presentation of this paper. Acknowledgment 2. The author would like to thank P. Haxell and V. Rödl for their support of this project.
Algorithmic 3-graph Regularity Tools
In this section, we present (1) the Slicing Lemma (Lemma 2.4), (2) the Packing Lemma (Lemma 2.7), (3) the Regularity Lemma (Theorem 2.12), and (4) the Bounding Lemma (Lemma 2.18), where this order is determined by inclusion of the concepts needed to present each statement.
2.1. (α, δ)-minimality. For graphs, ε-regularity may be viewed as the central concept of the Introduction. For 3-graphs, we shall consider the corresponding concept of (α, δ)-minimality (see upcoming Definition 2.3). For that concept, triples of a 3-graph G will be defined on pairs from an underlying graph P . To make this precise, for a graph P , write K 3 (P ) = {{v 1 , v 2 , v 3 } : {v i , v j } ∈ P for all 1 ≤ i < j ≤ 3} for the family of all triangles K 3 of P . We then say P underlies G if G ⊆ K 3 (P ). Whenever P ⊆ P satisfies K 3 (P ) = ∅, we define the
Unless otherwise indicated, we reserve the symbol α for α = d G (P ) = |G|/|K 3 (P )|.
In the context above, the underlying graphs P will be 3-partite, balanced, and well-behaved. We call the following environment a triad. Definition 2.1 (triad). Let d ≥ 0, ε > 0, and m ∈ N be given. We call a graph P a triad if P = P 12 ∪ P 23 ∪ P 13 is 3-partite with vertex partition
Throughout this paper, we use the following well-known fact (cf. upcoming Lemma 8.2). 
Now, let P be a triad and let G ⊆ K 3 (P ) be given with α = d G (P ). As usual, let K
2,2,2 denote the complete 3-partite 3-graph with 2 vertices in each vertex class. We then define the family
: J induces a copy of K
2,2,2 in G . In the context of Definition 2.1, if ε = ε(α, d) > 0 is sufficiently small and m = m(α, d, ε) is sufficiently large, it is not difficult to prove (see [9] for a proof) that
The following concept is therefore motivated.
Definition 2.3 ((α, δ)-minimality). Let P and G ⊆ K 3 (P ) be given as in Definition 2.1 with Let P be a triad with parameters d, ε and a sufficiently large integer m. Let G ⊆ K 3 (P ) be (α, δ)-minimal w.r.t. P , for some α ≥ α 0 . Suppose σ 1 , . . . , σ s ≥ α 0 are given with
We prove Lemma 2.4 in Section 7.
2.3. The Packing Lemma. To present the Packing Lemma (Lemma 2.7), we require some additional considerations. We summarize these conditions in the following environment and subsequent definition. (
hj , where α hij = α ± δ if {h, i, j} ∈ F 0 , and α hij = 0 otherwise (i.e., G hij = ∅ otherwise).
Definition 2.6 (partite-isomorphic). Let F 0 , P and G be given as in Setup 2.5. Let F ⊂ G be a subhypergraph of G on vertices v 1 , . . . , v f , where v 1 ∈ V 1 , . . . , v f ∈ V f . We say that F is a partiteisomorphic copy of F 0 if for every 1 ≤ i < j ≤ f , {v i , v j } ∈ P ij , and if v i → i defines an isomorphism from F to F 0 .
Lemma 2.7 (Packing Lemma
) > 0 so that the following holds.
Let P and G satisfy the hypothesis of Setup 2.5 with F 0 and some α ≥ α 0 , with δ, d, ε > 0 above, and with a sufficiently large integer m. Then, one may construct, in time polynomial in m, an F 0 -packing F G of G covering all but ρ|G| edges of G, where F G consists entirely of partite-isomorphic copies of F 0 in G. One has, in particular,
We prove Lemma 2.7 in Section 4.
Remark 2.8. Lemma 2.7 holds whether d > 0 satisfies d −1 ∈ N or not. We make the assumption here because results we use from [9] ) . Now, let G ⊆ G denote the set of edges covered by F G . Then every element F ∈ F G covers precisely |F 0 | edges of G , and every edge of G is covered by precisely one element F ∈ F G . Thus,
and so now the result follows by a few routine calculations. 2 2.4. The Regularity Lemma. We now present the Regularity Lemma from [9] (see Theorem 2.5 there). For a 3-graph H, the Regularity Lemma from [9] will partition the vertices V = V (H) and partition the pairs V 2 , in such a way that the following holds. Definition 2.10 (( , t, ε)-partition). Let , t ∈ N and ε > 0 be given, and suppose V is a set with size |V | = n. An (equitable) ( , t, ε)-partition of V is a pair (Π, P) of partitions of the following form:
For a 3-graph H, the Regularity Lemma from [9] will construct an ( , t, ε)-partition of V (H) and a 'large' subhypergraph H ⊆ H with the following property. Definition 2.11 ((α 0 , δ)-minimal partition). Let , t ∈ N and α 0 , δ, ε > 0 be given, and suppose H is a 3-graph and (Π, P) is an ( , t, ε)-partition of V (H). For a subhypergraph H ⊆ H, we say (Π, P) is (α 0 , δ)-minimal w.r.t. H if for every {x, y, z} ∈ H , there exist 1 ≤ h < i < j ≤ t and 1 ≤ a, b, c ≤ so that {x, y, z}
for some α hij abc ≥ α 0 . We now give the regularity lemma from [9] (see Theorem 2.5 there).
Theorem 2.12 (Regularity Lemma [9] ). For all α 0 , δ > 0, and for all functions ε : N → (0, 1), there exist positive integers
, and N 0 = N 0 (α 0 , δ, ε) so that the following holds.
Let H be a 3-graph with vertex set V = V (H), where |V | = n > N 0 . Then, in time O(n 6 ), one can construct an ( , t, ε( ))-partition (Π, P) of V , for some ≤ L 0 and some t ≤ T 0 , and a subhypergraph H ⊆ H, where |H | > |H| − (α 0 + δ)n 3 − tn 2 , and with respect to which (Π, P) is (α 0 , δ)-minimal.
We make the following Remark for future reference.
Remark 2.13. In Theorem 2.12, suppose a fixed integer k ≥ 1 is given with α 0 , δ, and ε : N → (0, 1).
(The constants T 0 , L 0 and N 0 will now depend also on k.) Suppose H is given with a pre-partition
If we allow |V 0 | to be as large as t + k, i.e.,
then the proof of Theorem 2.12 allows that Π can be taken to refine Π 0 , in the sense that for each
, and V j ⊆ U j , where h , i , j are distinct. Since the integers t ≤ T 0 and k ≤ K 0 (where K 0 will be given by Lemma 1.7) will always be constants in this paper, while n → ∞ whenever needed, we abbreviate (12) to say
2 2.5. The Bounding Lemma. We now present the Bounding Lemma from [10] , which appeared as Lemma 3.6 there. The Bounding Lemma concerns fractional packings in weighted multi-hypergraphs related to ( , t, ε)-partitions (cf. Definition 2.10).
To make this precise, we require several definitions, taken mostly from [10] .
be the complete multigraph with edge-multiplicity , where the set of multiedges connecting 1
is an ( , t)-augmented 3-graph, and we define
Clearly, ( , t)-augmented and ω-weighted 3-graphs A ω provide the 'cluster objects' of the Regularity Lemma (Theorem 2.12). We make this precise in the following remark.
Remark 2.15. For a set V , an ( , t, ε)-partition (Π, P) of V corresponds to the complete ( , t)-multigraph M defined above, where P hi a ∈ P corresponds to p hi a ∈ M . The family of all triads of (Π, P) corresponds to the complete ( , t)-augmented 3-graph M defined above, where
If V = V (H) and (Π, P) is (α 0 , δ)-minimal w.r.t. H ⊆ H, then H and (Π, P) will correspond to an ( , t)-augmented 3-graph A. Indeed, for A ∈ M, write
and so one would take
More generally, we can define weight function ω :
Then A = ω −1 (0, 1] is the ( , t)-augmented 3-graph defined in (16) , and A ω = {(A, ω(A)) : A ∈ A} is an ( , t)-augmented ω-weighted 3-graph. When Π has refined a pre-partition Π 0 of V (cf. Remark 2.13), we alter (17) to say
and define A and A ω identically to before. For an ( , t)-augmented 3-graph A, we next define copies F ⊂ A of a fixed 3-graph F 0 in A, and copies containing a fixed edge A ∈ A. Definition 2.16 (copy, edge containment). Let F 0 be a 3-graph and let A be an ( , t)-augmented 3-graph. A copy F of F 0 in A is a pair (φ 1 , φ 2 ) of functions, where the first function φ 1 :
is an injection and where we write Φ 1 def = φ 1 (V (F 0 )), and where the second function φ 2 :
hj c ∈ A where
In reverse, suppose
hj c } ∈ A and F = (φ 1 , φ 2 ) is a copy of F 0 in A. We say F contains A, and write A ∈ F, if φ −1 1 ({h, i, j}) ∈ F 0 and if (a, b, c) = (φ 2 ({h, i}), φ 2 ({i, j}), φ 2 ({h, j}). Finally, we write A F0 to denote the family of all copies of F 0 in A, and
In what follows, we define a fractional F 0 -packing of an ( , t)-augmented weighted 3-graph A ω (the definition is identical to (2)), and we also define a concept of boundedness.
for the size of ψ, and we write ν * F0 (A) for the maximum size of a fractional
We may finally state the Bounding Lemma from [10] (see Lemma 3.6 there). 
Moreover, ψ may be constructed in time depending on and t.
Remark 2.19. Lemma 2.18 was proven in [10] , but without regard to the constructive assertion. However, this assertion follows easily from the proof in [10] , which consists of an application of a statement of Haxell and Rödl appearing as Theorem 18 in [11] . Theorem 18, in turn, is proven by a standard probabilistic argument on a family of sets on 3 t 3 = O(1) vertices, which one exhaustively derandomizes. Algorithmic aspects are briefly discussed by Haxell and Rödl in [11] (see Section 3). 2
Proof of Main Result
In this section, we prove Theorem 1.3 in Steps 0-4. In particular, Step 0 will apply the Crossing Lemma (Lemma 1.7), and Steps 1-4 will align with those in the Introduction. We begin by discussing our input, and by defining some auxiliary constants and parameters. The Reader not interested in these details may refer to the hierarchies provided below in (22), (26) and (28).
Input and auxiliary constants. Let F 0 be a fixed 3-graph on f vertices, and let ζ > 0 be given. Set
We now define some constants related to the Crossing and Bounding Lemmas. With ξ given above, let
be the constant guaranteed by the Crossing Lemma (Lemma 1.7). With η > 0 given above, let
be the constant guaranteed by the Bounding Lemma (Lemma 2.18). We have the first hierarchy
We next define some constants related to the Packing and Slicing Lemmas. With β given above, set
With ρ in (19) 
With integer variable , we have the second hierarchy (cf. (22))
Finally, we define some constants related to the Regularity Lemma. Let k be an integer variable. With constants α 0 in (23) and δ in (24), and with function ε in (25), let 
We take integer n 0 so that, in the final hierarchy (cf. (22), (26))
Now, let H be a given 3-graph on n ≥ n 0 vertices. We construct, in time polynomial in n, an
Since ν * F0 (H) ≥ ν F0 (H), this will prove Theorem 1.3. We proceed to the first step of the algorithm.
Step 0: Applying the Crossing Lemma. Our first step is to apply the Crossing Lemma to H.
(We do so in order to prove (32) below.) For that purpose, construct a maximum fractional F 0 -packing ψ :
, one for which |ψ| = ν * F0 (H) (which is a linear programming problem running in time polynomial in n). With ξ > 0 in (19) , we apply the Crossing Lemma (Lemma 1.7) to H and (20) ) and |U 1 | ≤ · · · ≤ |U k | ≤ |U 1 | + 1, and where
(recall the notation
from Lemma 1.7).
Step 1: Applying the Regularity Lemma. Our next step is to apply the Regularity Lemma (Theorem 2.12) to H and its vertex partition V (H) = U 1 ∪ · · · ∪ U k from Step 1. To that end, recall the constants α 0 in (23) and δ in (24), the integer k above (where k ≤ K 0 (cf. (20))), and the function ε in (25). With these parameters, Theorem 2.12 constructs, in time O(n 6 ), an ( , t, ε( ))-partition (Π, P) of V (H), for some ≤ L 0 and some t ≤ T 0 (cf. (27)), which refines Π 0 (cf. Remark 2.13), and constructs a subhypergraph H ⊆ H, where |H | > |H| − (α 0 + δ)n 3 − O(n 2 ), and with respect to which (Π, P) is (α 0 , δ)-minimal. To simplify notation slightly, now that Theorem 2.12 has been applied, the integers ≤ L 0 and t ≤ T 0 are fixed (they are no longer variables), and so we shall write (cf. (25))
We construct the corresponding ( , t)-augmented (ω-weighted) 3-graph A (A ω ) for H and (Π, P) above using (16) ((18)) from Remark 2.15. Clearly, A and A ω are constructed in time O(n 6 ). Indeed, for fixed A ∈ M (of which there are |M| = t
, and verifying Definition 2.3 (by greedy count) takes time O(n 6 ). In Section 3.1, we shall prove that (cf. (4))
where o(1) → 0 as n → ∞.
Step 2: Applying the Bounding Lemma. We now apply the Bounding Lemma (Lemma 2.18) to A ω . To that end, with η > 0 in (19) and β > 0 in (21), we apply Lemma 2.18 to
Recall from Lemma 2.18 that ψ 0 is constructed in time depending on
Let us also define (construct) a few related objects. To begin, for A ∈ A (recall Definition 2.16), set
For A ∈ A and F ∈ A F0
Note that the sets and numbers above are constructed in time O(1), since in an ( , t)-augmented 3-graph A, there are at most (recall f = |V (F 0 )|)
copies F ∈ A F0 .
Step 3: Applying the Slicing Lemma. Fix A ∈ A. With σ
Step 2, we wish to apply the Slicing Lemma (Lemma 2.4) to G = H A (cf. (15)), but first check that it is appropriate to do so. Since
where the second equality holds on account that ψ 0 vanishes outside of
, and the inequality holds since ψ 0 is a fractional F 0 -packing of A ω . From (24) and (25) 
Step 4: Applying the Packing Lemma. Fix F ∈
A F0
+ . We apply the Packing Lemma to the following subhypergraph G = H F ⊂ H:
Said differently, for each 1 ≤ i ≤ t, we include V i ⊂ V (H F ) if, and only if, i ∈ V (F), and for each A ∈ A, we take (recall (37))
Let us check that it is appropriate to apply the Packing Lemma (Lemma 2.7) to G = H F . We first confirm that H F meets the conditions of Setup 2.5 (the Packing Setup). For simplicity, but w.l.o.g., we assume
hj c hj } ∈ F, we have by (15) and (37) = α 0 is constant and bounded over all A ∈ F. (In other words, ψ 0 (F) plays the role of α in Setup 2.5.) Note that our constants are also chosen appropriately for an application of the Packing Lemma (Lemma 2.7). Indeed, for α 0 above and ρ > 0 in (19) , we defined δ = δ Lem.2.7 (F 0 , α 0 , ρ) > 0 (cf. (24)) to be the constant guaranteed by the Packing Lemma, and we defined ε ≤ ε Lem.2.7 (F 0 , α 0 , ρ, δ , 1/ ) in (25) (cf. (31)) to be appropriate for an application of the Packing Lemma.
Applying Lemma 2.7 to G = H F and P = P F above, we construct, in time polynomial in m, an
where every element of F H F is a partite-isomorphic copy of F (cf. Definition 2.6). Repeat over all F ∈
+ , of which there are at most O(1) many (cf. (36)).
Output. Construct the family
It remains to check the correctness of the algorithm. To that end, the family F H was clearly constructed in time polynomial in n. Regarding the remaining details, we first prove that F H is an F 0 -packing of H.
Proof that F H is an F 0 -packing of H. Let F, F ∈ F H , and for contradiction, suppose F ∩ F = ∅. By construction, there existF,F ∈
+ so that F ∈ F HF and F ∈ F HF . IfF =F , then F HF = F HF , and so F ∩ F = ∅ contradicts the Packing Lemma (which ensured that F HF = F HF was an F 0 -packing of HF = HF ). Henceforth, we assumeF =F .
Fix {x, y, z} ∈ F ∩ F . Clearly, this implies (cf. (38), (39)), {x, y, z} ∈ HF and {x, y, z} ∈ HF .
Since F, F ⊂ H (recall the notation in Theorem 2.12), there exist 1 ≤ h < i < j ≤ t and 1 ≤ a, b, c ≤ so that {x, y, z} ∈ K 3 (P Proof that F H has size promised in (29). By construction, we have
All that remains to prove Theorem 1.3 is the proof of (32).
3.1. Proof of (32). It suffices to produce a fractional F 0 -packingψ 0 :
has the lower bound promised in (32). To that end, we establish some notation and terminology. Write
to denote the copies F ∈ H F0 Π0
(cf. Lemma 1.7) for which F ⊂ H (cf. Theorem 2.12), and fix
. We define the followingF = (φ 1 ,φ 2 ) ∈ A F0 to be the projection of F onto A. Definẽ 
.
To that end, by construction we have that {u, v, w} ∈ K 3 (P A ). Since {u, v, w} ∈ F ⊂ H , the Regularity Lemma guarantees
Define the functionψ 0 :
To
Note that an element F ∈ (15)). Therefore,
where in the last inequality, we used that ψ is a fractional F 0 -packing of H, and in the last equality, we used that A ∈ A and (16) and (18) . To conclude the proof of (32), consider the quality |ψ Π0 | − ∆|ψ 0 |. From (45), we see that ∆|ψ 0 | equals
projects to a uniqueF ∈ A F0 . Thus,
if, and only if, there exists {x, y, z} ∈ F ∩ (H \ H ) which crosses Π 0 . Thus, 
where in the third to last inequality, we used that ψ is a fractional F 0 -packing of H. Using Fact 2.2, the Triangle Counting Lemma (cf. (19) , (25), (31)), the bounds above imply
and so m
as promised.
Proof of the Packing Lemma (Lemma 2.7)
The proof of the Packing Lemma (Lemma 2.7) will follow immediately from upcoming Theorem 4.1 (a well-known result of Grable [7] ) and Lemma 4.2 (which we discuss in a moment). To present the former result, we review a few standard concepts. For a j-uniform hypergraph J , a matching J in J is a family of pairwise disjoint edges from J . For x, x ∈ V (J ), define N J (x) = {I : I ∪ {x} ∈ J } to be the neighborhood of x, and define N J (x, x ) = N J (x) ∩ N J (x ) to be the co-neighborhood of x and x . Set deg J (x) = |N J (x)| to be the degree of x, and set deg J (x, x ) = |N J (x, x )| to be the co-degree of x and x . Grable's result may now be given as follows.
Theorem 4.1 (Grable [7] ). For every integer j ≥ 2 and for all λ > 0, there exists β = β Thm.4.1 (j, λ) > 0 so that the following holds. Let J be a j-graph with a sufficiently large vertex set X = V (J ) satisfying that, for some ∆ > 0,
Then, there exists a matching J of J covering all but λ|X| vertices of X. Moreover, J can be constructed in time polynomial in |X|.
In addition to Theorem 4.1, we will need the following Lemma 4.2, which we call the Constructive Extension Lemma. The Reader may already be familiar with 'extension lemmas' from hypergraph regularity literature, and indeed upcoming Lemma 4.2 is similar. However, as its title suggests, Lemma 4.2 adds a constructive element to such lemmas, which we need in the current paper. In the next section, we will prove Lemma 4.2, and we will discuss its relationship to these earlier lemmas. 
4.1.
Proof of the Packing Lemma. We begin the proof by defining the promised constants. Let F 0 be a fixed 3-graph with V (F 0 ) = [f ], and let α 0 , ρ > 0 be given. Set λ = ρ/2, and let β = β Thm.4.1 (|F 0 |, λ = ρ/2) be the constant guaranteed by Theorem 4.1. Set γ = β so that 
Let P and G be given satisfying the hypothesis of Setup 2.5 with F 0 and some α ≥ α 0 , with δ given in (47), with d −1 ∈ N given above, with ε given in (47), and with a sufficiently large integer m. To construct the promised family F G , we first apply the Extension Lemma (Lemma 4.2) to P and G (which is appropriate to do on account of our choice of constants in (47)). The Extension Lemma constructs, in time O(m f ), a subhypergraphĜ ⊆ G satisfying |Ĝ| > (1 − γ)|G| and satisfying that every edge {u, v, w} ∈Ĝ belongs to within (1 ± γ)α
We now apply Theorem 4.1 to the following j-uniform hypergraph J , where j = |F 0 |. Set X = V (J ) =Ĝ, i.e., the vertices of J are the edges ofĜ. For {e 1 , . . . , e j } ∈ X j , we put {e 1 , . . . , e j } ∈ J if, and only if, {e 1 , . . . , e j } is the edge-set of a partite-isomorphic copy of
In this language, the Packing Lemma (Lemma 4.2) implies that for all vertices e ∈ X,
Clearly, for distinct e, e ∈ X, we have (with m sufficiently large) deg J (e, e ) ≤ m f −4 < ∆ log 4 |X| , since ∆ = Θ(m f −3 ) and |X| = Θ(m 3 ). Theorem 4.1 constructs, in time polynomial in |X| = Θ(m 3 ), a matching J of J covering all but λ|X| vertices of X. Then J corresponds to an F 0 -packing ofĜ covering all but λ|Ĝ| ≤ λ|G| edges ofĜ. Since |G \Ĝ| < γ|G|, we have that J corresponds to an = ρ|G| edges of G. Since bothĜ and J were constructed in time polynomial in m, the proof is complete.
Proof of the Constructive Extension Lemma (Lemma 5.1)
We mentioned that Lemma 5.1 is a constructive version of earlier extension-type results. The first of these results is due to Haxell et al. [10] (see Theorem 10.12 there), and a generalization of this result (together with a simpler proof) was given by Cooley et al. [2] (see Lemma 5 there). The following Lemma 5.1 gives a representation of these results, and for purposes of distinction, we call it the Traditional Extension Lemma. Let P and G satisfy the hypothesis of Setup 2.5 with F 0 and some α ≥ α 0 , with δ, d, ε > 0 above, and with a sufficiently large integer m. Then, all but ζ|G| elements {u, v, w} ∈ G belong to within
The Constructive Extension Lemma (Lemma 4.2) is not a trivial corollary of the Traditional Extension Lemma (Lemma 5.1). In the following remark, we pause to explain this reason, which may help motivate the proof of Lemma 4.2.
Remark 5.2. Roughly speaking, Lemma 5.1 says that most {u, v, w} ∈ G extend to essentially the expected number of copies of F 0 in G. The few edges which don't are exhaustively identified in time O(m f ), and can be deleted from G in time O(m 3 ), which yields a large subhypergraph G ⊆ G. However, G does not prove Lemma 4.2, since for a fixed {u, v, w} ∈ G , it is possible that every copy of F 0 in G which contained {u, v, w} also contained a triple we deleted. As such, these copies reside back in G, but none would survive in G .
To overcome the difficulty above, we still use Lemma 5.1, but in a more careful way that also takes into account the underlying graph P . Strictly speaking, these required details will be standard, but they will also be somewhat technical.
2
We mentioned at the start of the section that Lemma 5.1 is a representative of the results proven in [2, 10] , but it is not identical to these results, as we now explain.
Remark 5.3. Lemma 5.1 differs from its predecessors by the condition of hypergraph regularity it assumes. In particular, Lemma 5.1 assumes the condition of (α, δ)-minimality in order to be compatible with the algorithmic Theorem 2.12. The predecessors in [2, 10] assume the condition of (δ, r)-regularity (not defined in this paper) in order to be compatible with the regularity lemma of Frankl and Rödl [6] . It is known (see [3] ) that (δ, r)-regularity is a stronger condition than (α, δ)-minimality, and relatedly, the Frankl-Rödl regularity lemma currently admits no known algorithm. Since our efforts are focused on algorithms, we can not use the Frankl-Rödl regularity lemma here, and since their concepts of regularity are not supported by Theorem 2.12, we can not use the extension predecessors of [2, 10] here.
The incompatibility above is not, however, an essential problem. All 'traditional' extension lemmas are corollaries of a so-called Counting Lemma, which was proven for (α, δ)-minimality in [9] , and for (δ, r)-regularity in [15] . With an appropriate counting lemma in place, the condition of hypergraph regularity assumed is no longer important for deriving a traditional extension lemma. For completeness, we sketch this derivation (the proof of Lemma 5.1) in Section 6. 2
In the next subsection, we begin to prepare graph concepts motivated by Remark 5.2 5.1. Graph concepts and facts. In this section, we describe (within the context of Setup 2.5) 'terrible' vertices, pairs of vertices, triangles, and pairs of triangles. (Later, we also describe 'bad' versions of these, which aren't quite as bad as their terrible counterparts.) In what follows, for a vertex v ∈ V (P ), we write N P (v) for the neighborhood of v, and we write N P,i (v) for N P (v) ∩ V i .
Definition 5.4 (terrible vertices, terrible pairs). Let P be a graph satisfying the hypothesis of Setup 2.5.
(1) We say that u ∈ V (P ) is a terrible vertex if there exist at least 2f 2 d 3 m 2 many {u, v, w} ∈ K 3 (P ). (2) We say that {u, v} ∈ P is a terrible pair if there exist at least 2f d 2 m many {u, v, w} ∈ K 3 (P ).
We continue with concepts and facts about triangles. Fix {a, b, c}, {h, i, j}
, and so we say that
to be the number of cliques K f in P extending (containing) both {v a , v b , v c } and
To motivate our next definition, we pause to make the following remark.
Remark 5.5. In Setup 2.5, suppose the graph P = 1≤i<j≤f P ij satisfies that each
is the binomial random bipartite graph with edge density d and bipartition V i ∪ V j , where 1 ≤ i < j ≤ f . (It is well-known that, with high probability, this graph satisfies the regularity hypothesis in Setup 2.5.) Then, for an s-overlapping triangle pair ({v a , v b , v c }, {v h , v i , v j }) from P , we have
and it is quite unlikely that any of the Θ(m 6−s ) many s-overlapping triangle pairs of P would deviate much from the mean. (It is also quite unlikely for P to contain any terrible vertices, or terrible pairs of vertices, and so almost surely, all of its s-overlapping triangle pairs would be free of such objects.) 2 Definition 5.6 (terrible triangles). Let P be a graph satisfying the hypothesis of Setup 2.5, and let ({u, v, w}, {x, y, z}) be an s-overlapping triangle pair from P . We say ({u, v, w}, {x, y, z}) is a terrible pair of triangles if {u, v, w, x, y, z} contains any terrible vertices or any terrible pairs of vertices, or if
Relatedly, we also say that {x, y, z} is (1) (s, τ )-terrible if there exist at least √ τ m 3−s many {u, v, w} ∈ K 3 (P ) where ({u, v, w}, {x, y, z}) is a terrible pair of s-overlapping triangles; (2) τ -terrible if it is (s, τ )-terrible for some s; (3) terrible when the constant τ is clear from context.
The following fact is easily proven by standard graph regularity arguments involving the so-called Graph Counting Lemma (see upcoming Lemma 8.2). For simplicity, we omit these arguments. (1) For each 0 ≤ s ≤ 3, at most f 6 × τ m 6−s many s-overlapping pairs of triangles are terrible. (2) There are at most f 6 × √ τ m 3 many τ -terrible triangles.
We now proceed to the proof of Lemma 4.2.
Proof of Lemma 4.2.
We begin the proof of Lemma 4.2 by defining the promised constants. Let 
Let P and G satisfy the hypothesis of Setup 2.5 with F 0 and some α ≥ α 0 , with δ, d, ε > 0 above, and with a sufficiently large integer m. To define the promised subhypergraphĜ ⊆ G, we define several concepts. To begin, let G terr ⊆ G denote the set of edges {u, v, w} ∈ G so that {u, v, w} is a terrible triangle (cf. Definition 5.6). 
Thus,
To defineĜ, we will delete G terr from G, but we delete other edges too. For {u, v, w} ∈ G, define ext F0,G ({u, v, w}) = F ∈ G F 0 {u,v,w} : F is a partite-isomorphic copy of F 0 in G .
We consider the following concepts.
Definition 5.9 (bad triples, pairs and vertices).
(1) We say {u, v, w}
We say {x, y} ∈ P is a bad pair if there exist at least f √ ζd 2 m many bad edges {x, y, z} ∈ G. (3) We say x ∈ V (P ) is a bad vertex if there exist at least f 2 √ ζd 3 m 2 many bad edges {x, y, z} ∈ G.
Denote by G bad the set of all edges {u, v, w} ∈ G \ G terr which are bad edges, or contain a bad pair, or contain a bad vertex. 50), (52)), the number of bad edges is at most ζ|G|. As such, we may estimate the number of edges containing a bad pair, or a bad vertex. To begin, there are at most 4f 2 √ ζdm 2 bad pairs {x, y} ∈ P , since otherwise, there would be
≥ ζ|G| many bad edges. Similarly, there are at most 4f √ ζm many bad vertices. Now, a bad pair {x, y} ∈ P belongs to at most 2f d 2 m many {x, y, z} ∈ G. Indeed, by definition, 'many' of these are bad edges {x, y, z } ∈ G \ G terr , which can't contain terrible pairs (cf. Definition 5.6). Similarly, a bad vertex belongs to at most 2f 2 d 3 m 2 many {x, y, z} ∈ G. We therefore conclude
≤ ζ|G| + 16f 
: F is a partite-isomorphic copy of F 0 inĜ .
Thus, to complete the proof of Lemma 4.2, we will show
To prove (56), observe that
For future reference, we make the following remark.
Remark 5.11.
(1) Summands in (57) are zero when ({v
In (57), we have G \Ĝ = G terr ∪ G bad , where this union is disjoint. As such,
We proceed with the following two claims.
Claim 5.13.
This proves (56). It remains to prove Claims 5.12 and 5.13.
Proof of Claim 5.12. For {a, b, c} ∈ F 0 , write
Fix {a, b, c} ∈ F 0 , and let {a, b, c} ∩ {h, i, j} = s ∈ {0, 1, 2} (cf. Remark 5.11). We claim
Indeed, every term above is at most m f +s−6 . Moreover, since {v h , v i , v j } ∈Ĝ is not an (s, τ )-terrible triangle (cf. Definition 5.6), at most
terr have non-vanishing terms (cf. Remark 5.11). Claim 5.12 now follows.
Proof of Claim 5.13. We proceed along similar lines to the proof of Claim 5.12. Fix {a, b, c} ∈ F 0 , and let {a, b, c} ∩ {h, i, j} = s ∈ {0, 1, 2} (cf. Remark 5.11). Then,
The first sum has at most √ τ m 3−s terms, since {v h , v i , v j } ∈Ĝ is not an (s, τ )-terrible triangle (cf. Definition 5.6), and every of these terms is at most m f +s−6 . In the second sum above, every term is bounded by failing (48). Write # s for the number of non-vanishing terms in the second sum. Thus,
We claim that
In the context of Setup 6.1, let
denote the family of r-cliques in H.
Theorem 6.2 (Counting Lemma [9] ). For every r ∈ N and for all α 0 , ξ > 0, there exists δ = δ Thm.6.2 (r, α 0 , ξ) > 0 so that, for all d 0 > 0, there exists ε = ε Thm.6.2 (r, α 0 , ξ, δ, d 0 ) > 0 so that the following holds. Let R and H satisfy the hypothesis of Setup 6.1 with r, α 0 , δ, d 0 , ε > 0 above, and with a sufficiently large integer m. Then,
Remark 6.3. In [9] , Theorem 6.2 was proven in the case when all α hij = α 0 , 1 ≤ h < i < j ≤ r, and
It is well-known and standard to show that this case implies the Counting Lemma in full. For completeness, we sketch these details in Section 8. 2
To prove Lemma 5.1, we also use the following version of the Cauchy-Schwarz inequality.
Fact 6.4 (Cauchy-Schwarz Inequality). For a 1 , . . . , a t ≥ 0 and β ≥ 0, suppose
We also use the following easy fact. 
2,2,2 . Thus, we take ε > 0 small enough so that f (ε) < δ, and (60) is immediate. 
With r = f , let δ Thm. 6.2 (f ) = δ Thm. 6.2 (f, α 0 , ξ) > 0 be the constant guaranteed by Theorem 6.2. With r = F , let δ Thm.6.2 (F ) = δ Thm.6.2 (F, α 0 , ξ) > 0 be the constant guaranteed by Theorem 6.2. Set 
Let P and G satisfy the hypothesis of Setup 2.5 with F 0 and some α ≥ α 0 , with δ, d, ε > 0 above, and with a sufficiently large integer m. To prove Lemma 5.1, we prove that for each fixed {h, i, j} ∈ F 0 , all but ζ|G hij | elements {u, v, w} ∈ G hij satisfy
(recall the notation in (54)). Without loss of generality, we assume {h, i, j} = {1, 2, 3} ∈ F 0 . The proof of (64) will use the Counting Lemma (Theorem 6.2) to show that {u,v,w}∈G 123
and {u,v,w}∈G 123
Using (65) and (66), the Cauchy-Schwarz Inequality (Fact 6.4) immediately concludes (64).
Proof of (65). Write
F is a partite-isomorphic copy of F 0 in G for the number of partite-isomorphic copies of F 0 in G. Observe that {u,v,w}∈G 123 ext F0,G ({u, v, w}) = # {F 0 ⊆ p.i. G}. To bound this quantity with the Counting Lemma, construct the following hypergraph
3 , set
Since G and P satisfy the hypothesis of Setup 2.5, H and R = P satisfy the hypothesis of Setup 6.1, specifically with α hij = α ± δ when {h, i, j} ∈ F 0 and α hij = 1 otherwise, and all 
To infer (65), we rewrite the inequality above. By the Triangle Counting Lemma (Fact 2.2),
As such (using (1 + x)
and so (65) follows from (61).
Proof of (66). The proof is similar to its predecessor, but more involved. We begin by defining a graph R, and 3-graphs F 1 , H andĤ, and use the following notation: define φ :
For distint a ∈ {1, 2, 3, f + 1, . . . , F } and b ∈ {f + 1, . . . , F }, let R ab be a copy of Pāb (which is defined on Vā ∪ Vb) defined on V a ∪V b . Finally, for a ∈ {4, . . . , f } and b ∈ {f +1, . . . , F }, set
. Note that P ⊆ R. By Setup 2.5 and the construction above, R has precisely 2 f 2 − 3 many bipartite graphs R ab , 1 ≤ a < b ≤ f , which are (d, ε)-regular, and all remaining bipartite graphs R ab of R are (1, ε)-regular.
: {ā,b,c} ∈ F 0 .
Note that F 0 ⊆ F 1 , and moreover, that (F 1 \F 0 )∪{1, 2, 3} is isomorphic to F 0 . As such,
Note that G ⊆ H ⊆Ĥ. By Setup 2.5 and the construction above,Ĥ has precisely |F 1 | = 2|F 0 | − 1 many subhypergraphs H abc , 1 ≤ a < b < c ≤ F , which are (α abc , δ)-minimal, where α abc = α ± δ, and all remaining subhypergraphs H abc ofĤ are (1, δ)-minimal (cf. Fact 6.5).
Observe that
Since F 0 , P and G satisfy the hypothesis of Setup 2.5, R andĤ satisfy the hypothesis of Setup 2.5, specifically with α abc = α ± δ when {a, b, c} ∈ F 1 and α abc = 1 otherwise (cf. Fact 6.5), and all d ab ∈ {d, 1}, 1 ≤ a < b ≤ F (cf. (62), (63)). As such, an application of the Counting Lemma (Theorem 6.2) gives {u,v,w}∈G 123
and so (66) follows from (61).
Proof of the Slicing Lemma (Lemma 2.4)
In our proof of Lemma 2.4, we use the following two lemmas.
Lemma 7.1 (Auxiliary Slicing Lemma). For all ρ > 0 and s ∈ N, there exists S 0 = S Lem.7.1 (ρ, s) ∈ N so that the following statement holds. Let K (3) [A, B, C] be the complete 3-partite 3-graph with vertex partition A ∪ B ∪ C, |A| = |B| = |C| = S ≥ S 0 . Let q 1 , . . . , q s > 0 be given where
Lemma 7.1 holds by the following standard probabilistic considerations. In the context above, independently for each {a, b, c} ∈ K (3) [A, B, C], place {a, b, c} ∈ J i with probability q i , 1 ≤ i ≤ s, and place {a, b, c} ∈ J 0 otherwise. To prove that the resulting partition has the desired properties, one appeals to the Chernoff and Janson inequalities (cf. [12] ). For simplicity, we omit these details.
Lemma 7.2 (Inheritance Lemma).
For all α 0 , δ 0 > 0, there exists δ = δ Lem.7.2 > 0 so that, for all d > 0, there exists ε = ε Lem.7.2 > 0 so that the following statement holds.
Let P be a triad (cf. Definition 2.1) with parameters d, ε > 0 above and sufficiently large integer m, and suppose G ⊆ K 3 (P ) is (α, δ)-minimal w.r.t. P , for some α ≥ α 0 . Let V i ⊆ V i , 1 ≤ i ≤ 3, be given with
Statement (1) 
2,2,2 denotes the complete 3-partite graph with 2 vertices in each vertex class. For a graph R, let K 2,2,2 (R) denote the set of all copies of K (2) 2,2,2 in R. 
2 . Fact 7.3 is a standard and well-known consequence of the Graph Counting Lemma (Lemma 8.2 in the Appendix). We omit the proof.
7.1. Proof of Lemma 2.4. This proof involves quite a few constants, which we summarize below in (75). Let α 0 , δ > 0 be given. Let
With ρ > 0 given above, and for an integer 1 ≤ s ≤ 1/α 0 , let S 0 (s) = S Lem.7.1 (ρ, s) be the constant guaranteed by the Auxiliary Slicing Lemma (Lemma 7.1). Set S 0 = max 1≤s≤1/α0 S 0 (s), and set
Set 3τ = ξ = ρ 3 and let δ Thm.6.2 = δ Thm.6.2 (r = 6, α 0 /2, ξ)
be the constant guaranteed by the Counting Lemma (Theorem 6.2). Set
The Inheritance Lemma guarantees constant
Let d > 0 be given. Let
be the constants guaranteed by the Triangle Counting Lemma (Fact 2.2), Fact 6.5, the Counting Lemma (Theorem 6.2), the Inheritance Lemma (Lemma 7.2) and Fact 7.3, respectively. Set
In all that follows, let m be a sufficiently large integer. The constants above can be summarized by the following hierarchies:
Let P = P 12 ∪ P 23 ∪ P 13 be a triad (cf. Definition 2.1) with parameters d, ε, m above, and let G ⊆ K 3 (P ) be (α, δ)-minimal w.r.t. P , for some α ≥ α 0 . Let σ 1 , . . . , σ s ≥ α 0 be given with
To define the partition promised by Lemma 2.4, we make two preparations.
First, we prepare an application of the Auxiliary Slicing Lemma (Lemma 7.1). Let A = {a 1 , . . . , a S }, B = {b 1 , . . . , b S }, C = {c 1 , . . . , c S } be auxiliary sets (cf. (69)). Set
For q 1 , . . . , q s > 0 defined above, let 
be any partition satisfying
such a partition is constructed in linear time O(m).)
We now define the promised partition
Since s ≤ 1/α 0 and S (cf. (69)) are constants, the partition
. It therefore remains to show that it has the desired property. For that, and for the remainder of the proof, fix 1 ≤ k ≤ s. We show that G k is (α k , δ )-minimal w.r.t. P , where
where we wrote, for each {a, b, c} 
Applying Lemma 7.1 (cf. (69)) and recalling αq k = σ k , we see
Proof of Claim 7.4. Fix O = {a, a , b, b , c, c } ∈ K 2,2,2 (J k ). We apply the Counting Lemma (Theorem 6.2) to G O , in the following way. Define a 6-partition
where
S , which will be the vertex set of the following 6-partite graph R and 3-graph H ⊆ K 3 (R). For each (a 0 , b 0 , c 0 ) ∈ {a, a } × {b, b } × {c, c }, 
Each of these bipartite graphs is (1, o(1) )-regular. Set
. By the Inheritance Lemma (Lemma 7.2) (cf. (72)-(74)), we have that H a0b0c0 is (α a0b0c0 , δ 0 )-minimal with respect to R[V 1,a0 , V 2,b0 , V 3,c0 ], for some α a0b0c0 = α ± δ 0 . We now define 12 further 3-partite 3-graphs. To that end, fix {x, y, z} ∈ {a,a ,b,b ,c,c } 3
where, for some d ∈ {a, b, c}, we have {d, d } ⊂ {x, y, z}.
By the construction (82) and (83), every clique K 6 in H corresponds to a copyÔ ∈ K 
, and so Claim 7.4 follows from (70).
Proof of Claim 7.5. Indeed, note that
, or (81) holds with a = a or b = b or c = c .
Clearly, at most 3Sm 
To apply Fact 7.3, set
Summing over all 3S 5 many 5-element indices 1 ≤ a, a , b, b , c, c ≤ S, we conclude
7.2. Proof of Lemma 7.2. We prove Statement (2) of the Inheritance Lemma, and use the following important concept of Frankl and Rödl [6] .
Definition 7.6 ((α, δ)-regularity). Let P be a triad (cf. Definition 2.1) and let G ⊆ K 3 (P ) satisfy
It was shown by Nagle, Poerschke, Rödl and Schacht (see Theorem 2.1 and Corollary 2.1 in [14] ) that, with suitably defined constants, (α, δ)-minimality and (α, δ)-regularity are equivalent concepts.
Theorem 7.7 (Nagle, Poerschke, Rödl, Schacht [14] ). For all α 0 ,δ > 0, there exists δ = δ Thm.7.7 (α 0 ,δ) > 0 so that, for all d > 0, there exists ε = ε Thm.7.7 (α 0 ,δ, δ, d) > 0 so that the following statement holds. Let P be a triad with parameters d, ε and a sufficiently large integer m, and let G ⊆ K 3 (P ) satisfy d G (P ) = α ≥ α 0 .
(1) If G is (α, δ)-minimal w.r.t. P , then G is (α,δ)-regular w.r.t. P . (2) If G is (α, δ)-regular w.r.t. P , then G is (α,δ)-minimal w.r.t. P .
By using Theorem 7.7, the proof of Lemma 7.2 is a formality. 
In all that follows, let m be a sufficiently large integer. Let P be a triad (cf. Definition 2.1) with parameters d, ε, m above, and suppose G ⊆ K 3 (P ) is (α, δ)-minimal w.r.t. P . Let V i ⊆ V i , 1 ≤ i ≤ 3, be given with |V 1 | = |V 2 | = |V 3 | > δ 0 m. To simplify notation in the argument below, we write P = P [V 1 , V 2 , V 3 ], G = G ∩ K 3 (P ), α = d G (P ). By Statement (1) We first apply Theorem 7.7 to G and P . To that end, recall from our hypothesis that G is (α, δ)-minimal w.r.t. P , where α ≥ α 0 and where each P ij , 1 ≤ i < j ≤ 3, is (d, ε)-regular (cf. (85), (88) and (89)). As such, Theorem 7.7 ensures that G is (α, δ 2 )-regular w.r.t. P . We proceed with the following claim.
Claim 7.8. G is (α , δ 1 )-regular w.r.t. P , where α = α ± δ 2 .
Proof of Claim 7.8. We first check that α = α ± δ 2 . Using Statement (1) of Lemma 7.2, it follows from (two applications of) the Triangle Counting Lemma (Fact 2.2) that
Setting Q = P in Definition 7.6, we conclude from the (α, δ 2 )-regularity of G w.r.t. P that |α − α| < δ 2 , as promised. Now, let Q ⊆ K 3 (P ) be given satisfying |K 3 (Q)| > δ 1 |K 3 (P )| We now apply Theorem 7.7 to G and P . To that end, we have from Claim 7.8 that G is (α , δ 1 )-regular w.r.t. P , where α ≥ α − δ 2 ≥ α 0 − δ 0 , and where each constituent bipartite graph P [V i , V j ], 1 ≤ i < j ≤ 3, is (d, ε 1 )-regular (cf. (84), (87), and (89)). As such, Theorem 7.7 ensures that G is (α , δ 0 )-minimal w.r.t. P , as promised. 8 . Appendix: Proof of Theorem 6.2
As we mentioned in Remark 6.3, the Counting Lemma was proven in [9] in the following special case.
Theorem 8.1 (Haxell, Nagle, Rödl [9] ). For every r ∈ N and for all α, µ > 0, there exists δ = δ Thm. 8.1 (r, α, µ) > 0 so that, for all d > 0, there exists ε = ε Thm. 8.1 (r, α, µ, δ, d) > 0 so that the following holds. Let R = P and H = G satisfy the hypothesis of Setup 6.1 with r, α 0 = α, δ, d 0 = d, ε > 0 above, where all α hij = α, 1 ≤ h < i < j ≤ r, and all d ij = d, 1 ≤ i < j ≤ r, and where m ∈ N is sufficiently large. Then, |K r (G)| = (1 ± µ)α ( It is not difficult to show that Theorem 8.1 implies Theorem 6.2, and we sketch this proof now. Our proof closely follows lines from [15, 16] , where these ideas were used for different notions of regularity. Before we start, we state, without proof, two very well-known results referenced earlier in this paper: the Graph Counting Lemma and the Graph Extension Lemma. To state these results, we use the following notation (for a graph R satisfying the hypothesis of Setup 6.1): K r (R) = put {v h , v i , v j } ∈ H hij a independently with probability p hij . We define a random partition of R similarly. 
We have the following standard probabilistic fact. (4) for each {h, i, j} ∈ We omit the proof of Fact 8.3, but indicate its key ingredients. Statement (1) is a well-known and routine application of the Chernoff inequality. Statement (2) is a routine application of the Janson inequality.
Statements (3) and (4) are immediate applications of the Markov inequality. The last inequality in Statement (4) follows from the Triangle Counting Lemma (Lemma 8.2) with r = 3.
We may now argue (92). We call a function a :
[r]
3 → N an H-pattern if, for every 1 ≤ h < i < j ≤ r, we have a({h, i, j}) def = a hij ≤ A hij . We call a function b : 
