Characterization of localized effective spins in gapped quantum spin
  chains by Nakano, Hayate & Miyashita, Seiji
Characterization of localized effective spins in gapped quantum spin chains
Hayate Nakano1, ∗ and Seiji Miyashita2, 3, 4, †
1Department of Physics, The University of Tokyo, 7-3-1 Bunkyo-Ku, Tokyo, 113-0033, Japan
2The Physical Society of Japan, 7-3-1 Bunkyo-Ku, Tokyo, 113-0033, Japan
3Institute for Solid State Physics, The University of Tokyo, 7-3-1 Bunkyo-Ku, Kashiwa, 113-0033, Japan
4Elements Strategy Initiative Center for Magnetic Materials,
National Institute for Materials Science, Tsukuba, Ibaraki 305-0047, Japan
(Dated: July 2, 2019)
We study properties of localized effective spins induced in gapped quantum spin chains by local
inhomogeneities of the lattice. As a prototype, we study effective spins induced in impunity sites
doped AKLT model by constructing the exact ground state in a matrix product state (MPS) form.
We characterize their responses to external fields by studying an extended Zeeman interaction. We
also study the antiferromagnetic bond-alternating Heisenberg chain with defect structures. For
this model, an MPS representation similar to that for the AKLT model, “a uniform MPS with
windows”, is constructed, and it gives a good approximation of the ground state. We discuss the
trade-off relation between the window length and the precision of the MPS ansatz. The effective
exchange interaction between the induced spins is also investigated by using this representation.
I. INTRODUCTION
Collective motions in quantum many-body systems are
one of the most exciting topics for quantum dynamics,
which give the basis of recently developing quantum in-
formation techniques [1–6]. As a typical example of such
collective phenomena in quantum systems, it has been
well studied the fact that localized effective spins are in-
duced in gapped quantum spin systems. Such structures
appear at local inhomogeneities of lattices, e.g., edges,
impurity spins, inhomogeneities of interactions, etc.
For example, edges and impurities of the S = 1 an-
tiferromagnetic Heisenberg chain have been studied ex-
tensively [7–11]. Moreover, localized spin moments at
the inhomogeneous structure are pointed out in several
systems [12, 13].
Recently, the coherent dynamics of such localized mag-
netic structure has been measured in experiments. For
example, Bertaina, et al. [14] measured Rabi oscillations
of the localized spins in (TMTTF)2PF6, which was mod-
eled by the antiferromagnetic bond-alternating Heisen-
berg chain (ABAHC). They also discussed the effect of
the localized spins on the ESR spectrum and proposed
possible use of the magnetic structure as a spin qubit.
Under these circumstances, the theoretical analysis of
such localized effective spins becomes more important. In
the present paper, we characterize them by making use of
the matrix product state (MPS) representation [15–18].
As a prototype, we first study the Affleck-Kennedy-
Lieb-Tasaki (AKLT) model [19, 20]. The AKLT model is
a frustration-free spin model, and the exact uniform MPS
representation of the ground state exists [21, 22]. We
dope impurity spins into the AKLT model and tune the
interaction to satisfy the frustration-free property. Then,
∗ hnakano@exa.phys.s.u-tokyo.ac.jp
† miyashita@phys.s.u-tokyo.ac.jp
the ground state exhibits S = 1/2 effective spin struc-
tures. By replacing the tensors on the impurity sites, we
can construct the exact MPS representation of the effec-
tive spin states. We call such MPS structure “a uniform
MPS with windows”. By making use of this MPS rep-
resentation, we study response to an external magnetic
field and propose a way of independent manipulation of
two distinct systems (qubits) in two effective spins sys-
tem. We also point out such manipulation is not possible
for more than two spins.
As a more realistic model, we study the ABAHC, which
has the gapped ground state and inhomogeneities cause
localized effective spins. Because this is not a frustration-
free model, the discussions of the AKLT model are
not fully applicable. However, MPS based analyses are
still useful in this case. We studied the ABAHC with
weak-weak bond defects and investigated the interac-
tion between two effective spins induced by the defects.
We obtained the asymptotic behavior of the interaction
strength as a function of the separation by using the MPS
representation with the windows. We also discuss the
trade-off relation between the precision and the window
length, both numerically and analytically.
The present paper is organized as follows. In Sec. II,
we study MPS for the AKLT model with impurities as
a prototype, and in Sec. III, MPS for the ABAHC are
given. Summary and discussion are given in Sec. IV.
II. LOCALIZED SPIN STRUCTURE IN AKLT
MODEL
The AKLT model is an S = 1 antiferromagnetic quan-
tum spin chain described by the Hamiltonian
HˆAKLT =
∑
i
[
Sˆi · Sˆi+1 + 1
3
(
Sˆi · Sˆi+1
)2
+
2
3
]
. (1)
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FIG. 1. The schematic picture of the VBS state. Black dots
denote sL,R and white circles denote the symmetrization op-
erator S.
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FIG. 2. The effective spin state with a doped S = 3
2
spin.
Sˆi · Sˆi+1 + 13 (Sˆi · Sˆi+1)2 + 23 is proportional to PˆStot=2i,i+1 ,
which is defined as the projection operator onto the spin
2 subspace of HS=1i ⊗ HS=1i+1 . Here, Hi denotes the local
Hilbert space at site i.
Defining a new operator ⊗˙ acting as (X⊗˙Y )i,j =∑
kXi,k ⊗ Yk,j , the ground state is expressed as(⊗
i
Si
)
|dimer〉 = Tr
[ •⊗
i
[
− 12 |0i〉 1√2 |+i〉
− 1√
2
|−i〉 12 |0i〉
]]
,
(2)
where the dimer state of virtual S = 12 spins is given by
|dimer〉 =
⊗
i
|↑i,R〉 |↓i+1,L〉 − |↓i,R〉 |↑i+1,L〉√
2
= Tr
[ •⊗
i
1√
2
[− |↑i,L〉 |↓i,R〉 |↑i,L〉 |↑i,R〉
− |↓i,L〉 |↓i,R〉 |↑i,L〉 |↑i,R〉
]]
,
(3)
and the symmetrization operator SS=1 acts as
SS=1 | 12 ; sL〉 |12 ; sR〉 =
1√(
2
1+sL+sR
) |1; sL + sR〉 , (4)
where
(
n
m
)
denotes the combination number. This state
is called a valence bond solid (VBS) state and often il-
lustrated by a schematical picture depicted in Fig. 1.
The state is written in the conventional form∑
{s}
Tr
(∏
i
Asi
)|{s}〉 (5)
with the three-index tensor
A+ =
√
2
3
σ+, A0 = −
√
1
3
σz, A− = −
√
2
3
σ−. (6)
Here, |{s}〉 denotes the basis of the system
|s1, s2, . . . , sN 〉 (si = +, 0,−). The coefficients in
(6) are introduced into A to make the state normalized
in the thermodynamic limit.
A. AKLT model with impurity spins
Here, we consider the AKLT model with a doped
S = 3/2 spin, which induces an S = 1/2 localized spin
structure. We tune the interactions around the doped
spins to make the ground state exactly representable in
the MPS form. The constructed Hamiltonian actiong on
(
⊗
i<0HS=1i )⊗H
S= 32
0 ⊗ (
⊗
i>0HS=1i ) is
Hˆ =
∑
i<−1
or 1≤i
[
Sˆi · Sˆi+1 + 1
3
(Sˆi · Sˆi+1)2 + 2
3
]
+
[
Sˆ−1 · sˆ0+
2
7
(Sˆ−1 · sˆ0)2 + 5
7
]
+
[
sˆ0 · Sˆ1 + 2
7
(sˆ0 · Sˆ1)2 + 5
7
]
, (7)
where sˆ denotes an S = 3/2 spin operator. Since the
interaction around the impurity is also proportional to
the projection operator, i.e.,
PˆStot= 52i,i+1 ∝ sˆi · Sˆi+1 +
2
7
(sˆi · Sˆi+1)2 + 5
7
, (8)
the ground state of this Hamiltonian can be constructed
by the same way as that of the uniform AKLT model.
The ground state is schematically expressed in Fig. 2.
Let us briefly illustrate how to construct the MPS rep-
resentation of this state. First, we construct a product
state of the dimer state (3) and an extra S = 1/2 spin
state |s0,C〉
|dimer〉 ⊗ |s0,C〉 ∝
Tr
[ ( •⊗
i<0
[− |↑i,L〉 |↓i,R〉 |↑i,L〉 |↑i,R〉
− |↓i,L〉 |↓i,R〉 |↓i,L〉 |↑i,R〉
])
⊗˙[− |↑0,L〉 |s0,C〉 |↓0,R〉 |↑0,L〉 |s0,C〉 |↑0,R〉
− |↓0,L〉 |s0,C〉 |↓0,R〉 |↓0,L〉 |s0,C〉 |↑0,R〉
]
⊗˙( •⊗
0<i
[− |↑i,L〉 |↓i,R〉 |↑i,L〉 |↑i,R〉
− |↓i,L〉 |↓i,R〉 |↓i,L〉 |↑i,R〉
]) ]
.
(9)
The symmetrization operator acting on three S = 1/2
spins is now given by
SS= 32 | 12 ; sL〉 | 12 ; sC〉 |12 ; sR〉 =
1√(
3
3
2+sL+sC+sR
) | 32 ; sL + sC + sR〉 . (10)
By applying (
⊗
i<0 SS=1i )⊗S
S= 32
0 ⊗ (
⊗
0<i SS=1i ) onto|dimer〉 ⊗ |s0,C〉, we obtain the ground state
|σloc〉 =
∑
{s}
Tr
[( ∏
−N/2<i<0
Asi
)
Bs0
σloc
( ∏
0<i≤N/2
Asi
)]|{s}〉 , (11)
where σloc =↑, ↓ denotes the index of the S = 1/2 lo-
calized spin corresponding to the unpaired spin sC, and
3non-zero elements of B are defined by
B
+ 32
↑ = σ
+, B
+ 12
↑ = −
√
1
3
σz, B
− 12
↑ = −
√
1
3
σ−
B
+ 12
↓ =
√
1
3
σ+, B
− 12
↓ = −
√
1
3
σz, B
− 32
↓ = −σ−.
(12)
From now, we consider only in the thermodynamic limit,
i.e., N → ∞ limit of (11). In this limit, the states are
normalized, and the magnetization profiles of them are
given as
〈↑loc|S(z)i |↑loc〉 =
{
5
6 (i = 0)
2
3
(− 13)|i| (i 6= 0) =: f(i) (13)
〈↓loc|S(z)i |↓loc〉 = −f(i). (14)
We note that
∑
i f(i) = 1/2 is satisfied.
B. Response to magnetic field
Now, we discuss a response of the effective spin struc-
tures to external magnetic fields described by the Hamil-
tonian Hˆ′(t) = ∑i hi(t) · Sˆi. For simplisity, hereafter we
omit the argument t. First, we consider the case of a uni-
form magnetic field Hˆ′ = h · (∑i Sˆi). Since [Hˆ, Hˆ′] = 0
and Hˆ |σloc〉 = 0, the dynamics is bounded in the ground
state subspace. The matrix representation of Hˆ′
[〈↑loc|
〈↓loc|
]
Hˆ′ [|↑loc〉 |↓loc〉] = 1
2
∑
α=x,y,z
hασ
α, (15)
is the same as that of the Hamiltonian h · Sˆ acting on a
single free S = 1/2 spin. Therefore, the response is the
same as that of free S = 1/2 spin.
In the case of non-uniform external fields, i.e., {hi}
is position dependent, Hˆ and Hˆ′ no longer commute.
Here, we assume that the gap above the ground state
is large, and the transition to the excited states is neg-
ligible. Under this assumption, we study dynamics only
in the ground states. Then, the matrix representation of
Hˆ′ is written as[〈↑loc|
〈↓loc|
]
Hˆ′ [|↑loc〉 |↓loc〉] = 1
2
∑
α=x,y,z
heff,ασ
α, (16)
where we define effective magnetic fields as
heff,α =
∑
i f(i)hi,α∑
i f(i)
= 2
∑
i
f(i)hi,α. (17)
Thus, the response can be regarded again as the same of
the free spin.
This observation indicates that the effective spin acts
in the same way as long as the effective field is the same.
Because of the one-to-many correspondence between heff
and {hi}, we can construct many different {hi}s which
generate the same dynamics. The degrees of freedom of
effective fields suggests the possibility to manipulate mul-
tiple effective spins independently by tuning the distribu-
tion {hi}. Thus, in the following, we study the systems
with multiple doped spins.
C. MPS of multiple induced spins
Now, we consider the Hamiltonian with multiple S =
3/2 doped spins. By using the above-introduced tensor
B, we can construct the ground state as
|σloc1 , . . . , σlock 〉 =∑
{s}
Tr
[( ∏
i<j1
Asi
)
B
sj1
σloc1
( ∏
j1<i<j2
Asi
)
B
sj2
σloc2
. . .
. . . B
sjk
σlock
( ∏
jk<i
Asi
)]|{s}〉 . (18)
The ground state is 2k-fold degenerate, where k is the
number of doped spins.
Here, we consider the case of k = 2, and we fix the
positions of doped spins as j1 = 0 and j2 = L > 2. The
matrix elements of spin operators are given by
〈↑loc1 , ↑loc2 |S(z)i |↑loc1 , ↑loc2 〉 = g1(i) + g2(i) (19)
〈↑loc1 , ↑loc2 |S(+)i |↑loc1 , ↓loc2 〉 = g2(i) (20)
and so on, where
g1(i) =
(
1 +
1
4
δi,L
)
f(i), g2(i) = g1(L− i). (21)
Now, we define u2 as
u2 =
[|↑loc1 , ↑loc2 〉 |↑loc1 , ↓loc2 〉 |↓loc1 , ↑loc2 〉 |↓loc1 , ↓loc2 〉] .
(22)
Then, the matrix elements of Hˆ′ is weitten as
u†2Hˆ′u2
=
1
2
heffz,1 + heffz,2 heffx,2 − iheffy,2 heffx,1 − iheffy,1 0heffx,2 + iheffy,2 heffz,1 − heffz,2 0 heffx,1 − iheffy,1
heffx,1 + ih
eff
y,1 0 −heffz,1 + heffz,2 heffx,2 − iheffy,2
0 heffx,1 + ih
eff
y,1 h
eff
x,2 + ih
eff
y,2 −heffz,1 − heffz,2

=
1
2
∑
j=1,2
∑
αj=x,y,z
heffj,αjσ
αj
j , (23)
where we define heffj,α = 2
∑
i gj(i)hi,α. Here it should be
noted that the bases (22) are not orthonormal and the
Gram matrix is
G := u†2u2 =
[
1−∆L
1 + ∆L −2∆L
−2∆L 1 + ∆L
1−∆L
]
, (24)
4where ∆L = (− 13 )L+1. ∆L can be regarded as a barom-
eter of the overlap between the magnetization profiles of
two effective spins. Because G is different from the unit
matrix I4×4, the dynamics generated by Hˆ′ is different
from that of two free S = 1/2 spins.
To amend this difference, we introduce new basis
{|σ˜1, σ˜2〉} by linear combinations of {|σloc1 , σloc2 〉} as
u˜2 = u2
√
G
−1
= u2
[
β+ + β−
β+ β−
β− β+
β+ + β−
]
,
(25)
where
β± =
1
2
(√
1
1−∆L ±
√
1
1 + 3∆L
)
. (26)
Then, the matrix elements of Hˆ′ for these new bases are
given as the same form of (23) after redefining heff as
1√
1−∆L (β+h
eff
α,1 + β−h
eff
α,2) → heffα,1. So, these states can
be regarded as “qubit” states, which can be controlled
independently by the external field. Because the num-
ber of degrees of freedom of {hi} is larger than that of
{heffk }, we can control heff1 and heff2 independently by tun-
ing {hi}.
D. More than two spins
Now we study the case when the number of effective
spins becomes larger than two. In this case, the magneti-
zation profile becomes more complicated (see Appendix
C).
Now, we consider only the case of three spins. We
found that it is impossible to properly define effective
fields heffk,α =
∑
i fk(i)hi,α and an orthonormal basis set
{|σ˜1, σ˜2, σ˜3〉} which satisfies
u˜†3Hˆ′u˜3 =
∑
j=1,2,3
∑
αj=x,y,z
heffj,αjσ
αj
j . (27)
In order to show this, we solve the generalized eigen-
value problem λGv = Hv for
H = u†3
(∑
i
hi,zS
z
i
)
u3, G = u
†
3u3. (28)
If there exists a set of parameters satisfying (27), the
eigenvectors are independent of the choice of the config-
uration {hi,z}. To check whether such parameter sets
exist or not, we generated random configurations and
solved the eigenvalue problem numerically. Then, we
found that different configurations make the eigenvec-
tors different. Thus, we conclude that the “qubit” states
which can be controlled independently are not possible
for the case with three spins.
III. ANTIFERROMAGNETIC
BOND-ALTERNATING HEISENBERG CHAIN
As mentioned in Introduction, effective spin structures
are induced at local inhomogeneities in various kinds of
gapped spin chains. A typical example of such gapped
chains is the spin-Peierls chain, modeled by the ABAHC.
Its Hamiltonian is given by
HˆABAHC =
∑
i
(1 + (−1)iδ)Sˆi · Sˆi+1, (29)
where Sˆ denotes an S = 1/2 spin operator. We call the
bond of the strength 1 + |δ| “strong bond” and that of
1 − |δ| “weak bond”. The ground state is thought to
be in the same phase as the so-called dimer state. We
can define a non-local string order parameter detecting
the dimer order [23, 24]. These phases are regarded as
the symmetry-protected topological phases named even-
Haldane phase or odd-Haldane phase [25]. Hereafter, we
adopt the dimerization parameter as δ = 0.03.
We use a uniform MPS
|Ψ(A)〉 =
∑
{s}
v†L
(∏
i∈Z
As2i,s2i+1
)
vR |{s}〉 (30)
to approximate the ground state. The tensor A ∈
C22×D×D is defined for every two sites, and vL,R are
boundary vectors with D complex elements. D is the
bond dimension of A. A and v are chosen to satisfy
the normalization
〈
Ψ(A¯)
∣∣Ψ(A)〉 = 1, where the overline
denotes the complex conjugate. To obtain the ground
state, we optimize the tensor A to minimize the energy〈
Ψ(A¯)
∣∣∣HˆABAHC∣∣∣Ψ(A)〉. In the present study, we use the
VUMPS algorithm [26] for this purpose.
The correlation length of the ground state is calculated
by the transfer matrix (T AA )(a,a′),(b,b′) :=
∑
sA
s
a,bA¯
s
a′,b′ .
The eigenvalues of T AA , λ1, λ2, . . . , are sorted in descend-
ing order of their magnitude. Because of the normal-
ization, λ1 is equal to 1. We assume |λ2| < 1, and the
correlation length is defined as ξbulk = −1/ ln|λ2|.
For present model, we found D = 130 is large enough
to study the qualitative characteristics of the effective
spin structures, although the extrapolation to D → ∞
gives a quantitative difference.
A. Defects and effective spin structures
Now, we study the ground state with a single defect.
It is known that the ground state of the ABAHC has
an effective spin structure around the inhomogeneity [12,
13]. Here, we introduce a defect structure in the ABAHC
by a weak-weak bond defect. The lattice structure is
schematically drawn as
−1 0 1
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FIG. 3. The magnetization profile around the defect obtained
by the MPS with N = 0 and N = 25. These two lines almost
overlap. The inset shows the difference between the two pro-
files.
where solid and dotted lines denote the strong and weak
bonds, respectively.
We calculate the ground state of this model in the MPS
form. We use the central 2N + 1 tensors, which we call
“window” in the uniform MPS, to express the effect of
the defect. Namely, the variational wave function is given
by
|Ψ(A; {B[i]}Ni=−N )〉 =∑
{s}
v†L
( ∏
n<−N
As2n,s2n+1
)
B
s−2N ,s−2N+1
[−N ] . . . B
s−2,s−1
[−1] ×
Bs0[0] . . . B
s2N−1,s2N
[N ]
( ∏
N<n
As2n−1,s2n
)
vR |{s}〉 , (31)
where A is the tensor already calculated for the uniform
model. This form can be regarded as the generaliza-
tion of (11). The TDVP algorithm [27–30] was used for
the optimization of {B[i]} (see also Appendix A). In the
optimization, we apply a small magnetic field in the z-
direction in order to break the degeneracy of the ground
state.
We plot the magnetization profiles of the state calcu-
lated for N = 0 and N = 25 in Fig. 3. The sum of
the profile is equal to 1/2, and it can be regarded as an
S = 1/2 effective spin structure. These two profiles agree
well, and thus we can say that the effective spin structure
is well represented by the MPS (31) even in the case of
N = 0.
B. Trade-off between window length and precision
In the previous section, we treated the window length
N as a control parameter of the numerical calculation.
Although the N = 0 wavefunction gives a good approx-
imate state, N dependence is still an important matter.
0 5 10 15
10−4.25
10−4.00
10−3.75
10−3.50
10−3.25
N
√ 1−
∣ ∣〈 Ψ(
A
;{
B
[i
]}2
5
i=
−2
5
)∣ ∣ Ψ(
A
;{
B
[i
]}N i
=
−N
)〉∣ ∣ dataA exp(−N/ξSbulk)
FIG. 4. The relation between the windows length N and
the infidelity defined by (32). Blue circles denote the data
of numerical calculation with D = 130 and Nmax = 25. The
orange line denotes A exp(−N/ξbulk) line. The value of A is
chosen to fit the data at N = 0.
In this subsection, we study how the difference between
|Ψ(A; {B[i]}∞i=−∞)〉 and |Ψ(A; {B[i]}Ni=−N )〉 behaves as a
function of N , where {B[i]}Ni=−N denotes the set of 2N+1
tensors optimized to minimize the energy for each win-
dow length.
To study the N dependence, we plot the infidelity√
1−
∣∣∣〈Ψ(A¯; {B¯[i]}Nmaxi=−Nmax)∣∣∣Ψ(A; {B[i]}Ni=−N )〉∣∣∣ (32)
in Fig. 4. We find that the infidelity (32) decreases with
the correlation length of the bulk as ∼ exp(−N/ξbulk).
We believe that this behavior is general and dose not
depends on the detail of the model. We give an analytical
result supporting this conjecture in Appendix A.
C. States with two localized spins
Now, we study the case with two effective spins in the
ABAHC. The lattice structure is schematically drawn as
0 2L+ 1 .
Because the MPS (31) for N = 0 already approximates
the single effective spin state well, we construct a “man-
made” state of two effective spins as
|Ψ(2)L (A; {B})〉 =
∑
{s}
v†L
(∏
m<0
As2m,s2m+1
)
Bs0× (33)
( ∏
0<m≤L
As2m−1,s2m
)
Bs2L+1
( ∏
L<m
As2m,s2m+1
)
vR |{s}〉 ,
where {B} denotes the central tensor in (31) for N =
0. This state corresponds to a triplet state since two
effective spins point in the same direction.
In the ABAHC, effective spins interact each other,
and this interaction breaks the degeneracy of the ground
6L
E
Jtrieff (L)
∆E
Jeff(L)
triplet of effective spins
singlet of effective spins
FIG. 5. Schematic picture of the energy spectrum of two effec-
tive spins system. The effective exchange interaction breaks
the degeneracy of the ground state.
states as illustrated in Fig. 5. We note that the exact de-
generacy of the effective spin states (18) originates from
the frustration-free property of the AKLT Hamiltonian.
By making use of (33), we study the effective interaction
as a function of the distance between two defects. We
derive J trieff (L) as
J trieff (L) = E(L)− E(∞) ∼ exp(−L/ξbulk) (34)
by defining
E(L) =
〈
Ψ
(2)
L (A¯; {B¯})
∣∣∣Hˆ∣∣∣Ψ(2)L (A; {B})〉〈
Ψ
(2)
L (A¯; {B¯})
∣∣∣Ψ(2)L (A; {B})〉 . (35)
The detail derivation of (34) is given in Appendix B.
Unlike in the case of the AKLT model, the effective
Hamiltonian acting on the site 0 (the detail definition is
given in (A9)) is modified by the existence of Bs2L+1 , and
the same happens on the site 2L + 1. Therefore, even
when the state |Ψ(A; {B})〉 can represent the ground
state with high accuracy, the accuracy of the man-made
state may become worse when the distance between two
effective spins is not large enough. We check the va-
lidity of (33) by a numerical calculation. In Fig. 6, we
plot J trieff (L) calculated by the man-made state (33) and
by the state optimizing the whole tensors in the window
[0, 2L+1]. In the case L > 5 ≈ ξbulk, the interaction was
well reproduced by the man-made state.
Thus, we conclude that the MPS based charactariza-
tion of the effective spins is useful for very general cases.
IV. SUMMARY AND DISCUSSION
We have studied localized effective spins induced by in-
homogeneous lattice structures in gapped quantum spin
systems. As a prototype of such structure, first, we stud-
ied the AKLT model with doped S = 3/2 spins. We
constructed the exact MPS representation of the ground
state and analyzed the response to external magnetic
fields. We found that the response is given by a form
of summation of local fields. Thus, by tuning the distri-
bution of fields, we approximately manipulate the spins
5 10 15 20
10−2.5
10−2.0
10−1.5
10−1.0
10−0.5
L
J
tr
i
eff
(L
)
man-made
numerical
FIG. 6. The strength of the effective interaction Jtrieff as a func-
tion of the distance between two effective spins. Blue circles
represent the energies calculated by the man-made state (33).
After constructing man-made states, we optimize the states
by the TDVP algorithm. In the optimization, we apply a
uniform magnetic field hz satisfying Jeff < hz < ∆E ≈ 0.145.
Orange dots are the optimized energy. When L larger than
5 ≈ ξbulk, the man-made state reproduces the effective inter-
action energy well.
independently. However, if we take into account the
non-orthonormality of the states, the operation interferes
with each other, and the control is no more independent.
We found that, for the case of two effective spins, we
can construct qubit states which can be manipulated in-
dependently. But, we also found such construction is
impossible for the cases of more than two spins.
As a realistic model, we studied the ABAHC with de-
fects, which has been studied experimentally, e.g. the
work of Bertaina, et al. [14]. The ground state of this
model can be well approximated by the uniform MPS
with impurity tensors as well as the case of the AKLT
model. But, some qualitative differences, due to the ab-
sence of the frustration-free property, exists. The preci-
sion of the MPS approximation depends on the window
length of the impurity tensors. We discover that this
dependence is dominated by the bulk correlation length
ξbulk. We also studied the strength of the effective ex-
change interaction as a function of the separation of im-
purities, which was found to become small exponentially
with the correlation length ξbulk. For studying these
characteristics, the MPS based characterization works
well.
In the present paper, we confined ourselves in the
states below the gap. If we consider dynamical manipu-
lation of spin such as the pi-pulse (Rabi oscillation), fast-
changing external field involves the states above the gap.
Thus, the present analysis is good for long-pulse cases.
This condition can be widely satisfied. As the effect of the
localized spin structure on the ESR line shape, the effec-
tive spin is expected to give a shape electro-paramagnetic
resonance (EPR), while fast non-resonant motion gives
wide line shape around the EPR resonance, which would
explain the line shape observed in experiments.
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Appendix A: TDVP algorithm and Analysis of the length scale of the window
In this appendix, we introduce the optimization algorithm for the tensors in the window, e.g., {B[i]}Ni=−N in (31).
This algorithm is based on the imaginary time evolution and called time-dependent variational principle (TDVP).
Now, we consider S = (d− 1)/2 spin chain with the Hamiltonian
Hˆ =
∑
i∈Z
hˆi,i+1 + (hˆ
loc
−1,0 + hˆ
loc
0,1) = Hˆuniform + Hˆloc[−1,1]. (A1)
As a starting point, we consider the state with the smallest window size:
|Ψ(A; {B})〉 =
∑
{s}
v†L
(∏
n<0
Asn
)
Bs0
(∏
0<n
Asn
)
vR |{s}〉 , (A2)
where A denotes the tensor which was calculated for the uniform Hamiltonian Hˆuniform. The spectral decomposition
8of the transfer matrix T AA =
∑
sA
s ⊗ A¯s is given by
T AA = |r1)(l1|+
D2∑
i=2
λi|ri)(li|, (A3)
where (li| and |rj) denote the left and right eigenvectors of T AA , respectively, satisfying (li|rj) = δi,j . Here, 1 > |λ2| ≥
|λ3| · · · is assumed. We also define the assosiated matrices li and rj which fulfill
(li|T AA |rj) =
∑
s,b,b′,k,k′
(li)b,kA
s
k,k′(rj)k′,b′A¯
s
b,b′ . (A4)
B denotes the optimized tensor to minimize the total energy. This optimization can be done by defining effective
Hamiltonian and solve the eigenvalue problem. We define an operator transfer matrix as
JXYh =
∑
s,t
〈s′t′|hˆ|st〉 (XsY t)⊗ (X¯s′ Y¯ t′) (A5)
and shift the origin of the energy as hˆ = hˆ− (l1|J AAh |r1). Then, the norm and the matrix elements of Hˆ are given by
〈Ψ(A¯; {B¯})|Ψ(A; {B})〉 = (l1|T BB |r1) =: B¯s
′
l′,r′(Neff)(s′,l′,r′),(s,l,r)B
s
l,r (A6)
〈Ψ(A¯; {B¯})|Hˆ|Ψ(A; {B})〉
= (l1|J AAh
∞∑
n=0
(T AA )nT BB |r1) + (l1|J ABh+hloc |r1) + (l1|J BAh+hloc |r1) + (l1|T BB
∞∑
n=0
(T AA )nJ AAh |r1) (A7)
= (l1|J AAh
D2∑
k=2
1
1− λk |rk)(lk|︸ ︷︷ ︸
=:(LIBC|
T BB |r1) + (l1|J ABh+hloc |r1) + (l1|J BAh+hloc |r1) + (l1|T BB
D2∑
k=2
1
1− λk |rk)(lk|J
AA
h |r1)︸ ︷︷ ︸
=:|RIBC)
(A8)
=: B¯s
′
l′,r′(Heff)(s′,l′,r′),(s,l,r)B
s
l,r. (A9)
(LIBC| and |RIBC) are called infinite boundary conditions [31–33]. The optimized tensor B is obtained by solving
the generalized eigenvalue problem λNeff~x = Heff~x.
Hereafter, for simplicity, we regard |Ψ(A, {B})〉 as a “vacuum” state and represent it by the following shorthand
notation
| 〉 = |Ψ(A; {B})〉 . (A10)
When some tensors in | 〉 are replaced, we only denote the replaced tensors as
| Y si Zsj 〉 =
∑
{s}
v†L
(∏
n<0
Asn
)
Bs0
( ∏
0<n<i
Asn
)
Y si
( ∏
i<n<j
Asn
)
Zsj
(∏
j<n
Asn
)
vR |{s}〉 . (A11)
Now, we consider the infinitesimal imaginary time evolution starting from | 〉. For small ∆τ , this evolution is
obtained by approximating
e−∆τHˆ | 〉 = | 〉 −∆τHˆ | 〉 (A12)
by
| (As−N + ∆τCs−N[−N ]) · · · (AsN + ∆τCsN[N ]) 〉 = | 〉+ ∆τ
∑
−N≤i≤N
| Csi[i] 〉 . (A13)
In order to calculate this time evolution, we solve the minimization problem
{C[i]}Ni=−N = argmin
{C˜[i]}Ni=−N
∥∥∥∥∥Hˆ | 〉+∑
i
| C˜si[i] 〉
∥∥∥∥∥
2
(A14)
= argmin
{C˜[i]}Ni=−N
 ∑
−N≤i≤N
(
‖| C˜si[i] 〉‖2 + 〈 ¯˜Csi[i] |Hˆ| 〉+ 〈 |Hˆ| C˜si[i] 〉
) .
9However, because of the gauge degrees of freedom, i.e., | Csi[i] 〉 + | C
si+1
[i+1] 〉 = | (Csi[i] +AsiX) 〉 +| (Csi+1[i+1] −XAsi+1) 〉 for arbitrary D × D matrix X, {C[i]} is not uniquely determined. Then, we consider the
following constrained optimization problem:
{C[i]}Ni=−N = argmin
{C˜[i]}Ni=−N
 ∑
−N≤i≤N
(
‖| C˜si[i] 〉‖2 + 〈 ¯˜Csi[i] |Hˆ| 〉+ 〈 |Hˆ| C˜si[i] 〉
) (A15)
subject to
〈 ∣∣∣ C˜si[i] 〉 = 0 for i 6= 0 and 〈 ¯˜Csj[j] ∣∣∣ C˜si[i] 〉 = 0 for i 6= j.
By introducing a d×D ×D(d− 1) tensor (VL)sa,a′ satisfying
(
√
l1|T VLA = 0, (ID×D|T VLVL = (ID(d−1)×D(d−1)| (A16)
and defining a parameter representation of Csi as
C(X)sia,a′ =
∑
b,b′,b′′
(
√
l1
−1
)a,b(VL)
si
b,b′Xb′,b′′(
√
r1
−1
)b′′,a′ , (A17)
the constraints in (A15) automatically satisfied for i < 0 sites because (l1|T C(X)A = (
√
l1|T VLX
√
r1
−1
A = 0. Here, X
denotes a D(d− 1)×D matrix. Furthermore, the norm of | C(X)si 〉 is given by a simple form as
〈 C(X)si | C(X)si 〉 = (l1|T C(X)C(X) |r1) = (ID×D|T VLXVLX |ID×D) = (ID(d−1)×D(d−1)|T XX |ID×D) = Tr(XX†). (A18)
We construct VR and define C(X)
si for i > 0 in the same manner. Then, we can solve (A15) for every sites
independently:
Cs0[0] = argmin
C˜
(
(l1|T C˜C˜ |r1) + 〈
¯˜Cs0 |Hˆ| 〉+ 〈 |Hˆ| C˜s0 〉
)
(A19)
Csi[i 6=0] = C(X[i])
si (A20)
X[i 6=0] = argmin
X˜
(
Tr(X˜X˜†) + 〈 C( ¯˜X)si |Hˆ| 〉+ 〈 |Hˆ| C(X˜)si 〉
)
. (A21)
By repeating this step, we simulate the imaginary time evolution starting from | 〉 as
| Bs−N (τ) · · ·BsN (τ) 〉 = e−τHˆ | 〉 /‖e−τHˆ | 〉‖ (A22)
for every N .
The result shown in Fig. 4 suggests that
1− ∣∣〈B¯s−∞(∞) · · · B¯s∞(∞)∣∣ Bs−N (∞) · · ·BsN (∞) 〉∣∣ ∼ |λ2|2N . (A23)
We analyze the short time behavior, where the dynamics can be regarded as linear, of the left hand side of (A23),
and prove that
1− ∣∣〈B¯s−∞(∆τ) · · · B¯s∞(∆τ)∣∣ Bs−N (∆τ) · · ·BsN (∆τ) 〉∣∣ ∼ ∆τ2|λ2|2N (A24)
is satisfied if ∆τ is enought small. Because Fig. 4 suggests the initial state | 〉 is close to the τ =∞ state, we assume
that the linear dynamics (A24) gives the dominant contribution of (A23).
We define m =
{
(l1|T C[0]C[0] |r1) (m = 0)
Tr(X[m]X
†
[m]) (m 6= 0)
, and then the left hand side of (A24) is written as
1− 1 + ∆τ
2
∑
−N≤m≤N m√
1 + ∆τ2
∑
−∞<m<∞ m
√
1 + ∆τ2
∑
−N≤m≤N m
(A25)
=1−
1 + ∆τ2 ∑
−N≤m≤N
m
(1− 1
2
∆τ2
∑
−∞<m<∞
m
)1− 1
2
∆τ2
∑
−N≤m≤N
m
 (A26)
=
1
2
∆τ2
∑
|m|>N
m. (A27)
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X[m] is obtained by taking ∂/∂
¯˜X of the right hand side of (A21). For simplicity, we assume m < −2 and define
|a〉L =
∑
{si}i≤m+1
v†L( ∏
n≤m+1
Asn
)
1,a
|{si}i≤m+1〉 (A28)
|a〉R =
∑
{si}m+1<i
[( ∏
m+1<n<0
Asn
)
Bs0
(∏
0<n
Asn
)
vR
]
a,1
|{si}m<i〉 (A29)
|a〉L′L =
∑
b,b′
∑
{si}i≤m
[
v†L
(∏
i<m
Asi
)]
1,b
(l
−1/2
1 )b,b′(VL)
sm
b′,a |{si}i≤m〉 (A30)
|a, a′〉L′C =
∑
b,sm+1
(r
−1/2
1 )a,bA
sm+1
b,a′ |sm+1〉 . (A31)
Since
|Ψ(A; {B})〉 =
∑
a
|a〉L ⊗ |a〉R (A32)
| C(X˜)s 〉 =
∑
a,a′,a′′
|a〉L′L ⊗ X˜a,a′ |a′, a′′〉L′C ⊗ |a′′〉R , (A33)
X[m] is obtained as
(X[m])a,a′ =
(∑
a′′
〈a|L ⊗ 〈a′, a′′|C ⊗ 〈a′′|R
)
Hˆ |Ψ(A; {B})〉 . (A34)
Because of the property (A16), if an operator O acts only on the right-hand side sites of site m,
(
∑
b 〈a|L ⊗ 〈a′, b|C ⊗ 〈b|R)O |Ψ(A; {B})〉 vanishes. We now define an m independent matrix
(Ya,a′)b,b′ = (〈a|L′L ⊗ 〈a′, b|L′C)
 ∑
i≤m+1
hi−1,i
 |b′〉L , (A35)
and then X[m] can be written as
(X[m])a,a′ = (Ya,a′ |(T AA )|m|−2T BB |r1) (A36)
= (Ya,a′ |r1)︸ ︷︷ ︸
=0
(l1|T BB |r1)︸ ︷︷ ︸
=1
+
D2∑
i=2
λ
|m|−2
i (Ya,a′ |ri)(li|T BB |r1) ∼ λ|m|2 ηa,a′ . (A37)
(A24) is given as a consequence of (A27) and (A37).
Appendix B: Derivation of the asymptotic form of the interaction
We consider the Hamiltonian with two inhomogeneities
Hˆ = Hˆuniform + Hˆloc[−1,1] + Hˆloc[L,L+2], (B1)
and the man-made state
|Ψ(2)L (A; {B})〉 = |· · ·As−1Bs0As1 · · ·AsLBsL+1AsL+2 · · ·〉 . (B2)
We define J loc = J ABh+hlocT AA + T AA J BAh+hloc and shift the origin of hloc to satisty
0 = 〈Ψ(A¯; {B¯})|Hˆuniform + Hˆloc[−1,1]|Ψ(A; {B})〉 = (LIBC|T BB |r1) + (l1|T BB |RIBC) + (l1|J loc|r1). (B3)
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The denominator and numerator of E(L) are given as
〈Ψ(2)L (A¯; {B¯})|Ψ(2)L (A; {B})〉 = (l1|T BB (T AA )LT BB |r1) = (l1|T BB |r1)(l1|T BB |r1) +
D2∑
i=2
λLi (l1|T BB |ri)(li|T BB |r1) (B4)
= 1 +O(exp(−L/ξbulk)). (B5)
and
〈Ψ(2)L (A¯; {B¯})|H|Ψ(2)L (A; {B})〉 (B6)
= (LIBC|T BB (T AA )LT BB |r1) + (l1|J loc(T AA )L−1T BB |r1) + (l1|T BB (T AA )L−1J loc|r1) + (l1|T BB (T AA )LT BB |RIBC)
+
L−2∑
i=0
(l1|T BB (T AA )iJ (AA)h (T AA )L−i−2T BB |r1) (B7)
= (LIBC|T BB |r1) (l1|T BB |r1)︸ ︷︷ ︸
=1
+
D2∑
i=2
λLi (LIBC|T BB |ri)(li|T BB |r1) + (l1|J loc|r1) (l1|T BB |r1)︸ ︷︷ ︸
=1
+
D2∑
i=2
λL−1i (l1|J loc|ri)(li|T BB |r1)
+ (l1|T BB |r1)︸ ︷︷ ︸
=1
(l1|J loc|r1) +
D2∑
i=2
λL−1i (l1|T BB |ri)(li|J loc|r1) + (l1|T BB |r1)︸ ︷︷ ︸
=1
(l1|T BB |RIBC) +
D2∑
i=2
λLi (l1|T BB |ri)(li|T BB |RIBC)
+
D2∑
j=2
L−2∑
i=0
λL−i−2j (l1|T BB |r1)︸ ︷︷ ︸
=1
(l1|J AAh |rj)(lj |T BB |r1) + λij(l1|T BB |rj)(lj |J AAh |r1) (l1|T BB |r1)︸ ︷︷ ︸
=1

+
D2∑
j=2
D2∑
k=2
L−2∑
i=0
λijλ
L−i−2
k (l1|T BB |rj)(lj |J AAh |rk)(lk|T BB |r1) (B8)
= 2
(LIBC|T BB |r1) + (l1|T BB |RIBC) + (l1|J loc|r1)︸ ︷︷ ︸
=0
+ D2∑
i=2
−λL−1i
1− λi
(
(l1|J AAh |ri)(li|T BB |r1) + (l1|T BB |ri)(li|J AAh |r1)
)
+
D2∑
i=2
λLi
(
(LIBC|T BB |ri)(li|T BB |r1) + (l1|T BB |ri)(li|T BB |RIBC)
)
+
D2∑
i=2
λL−1i
(
(l1|J loc|ri)(li|T BB |r1) + (l1|T BB |ri)(li|J loc|r1)
)
+
D2∑
j=2
D2∑
k=2
L−2∑
i=0
λijλ
L−i−2
k (l1|T BB |rj)(lj |J AAh |rk)(lk|T BB |r1)
(B9)
= O(L exp(−L/ξbulk)). (B10)
Appendix C: Detail calculation of the AKLT model
By using the notation introduced in Appendix A, the transfer matrices of (6) and (12) are given as
T AA = |r1)(l1| −
1
3
(|r2)(l2|+ |r3)(l3|+ |r4)(l4|) (C1)
T B↑B↑ = T AA +
1
3
(|r2)(l1| − |r1)(l2|) (C2)
T B↓B↓ = T AA −
1
3
(|r2)(l1| − |r1)(l2|) (C3)
J ASz =
2
3
(|r2)(l1| − |r1)(l2|) . (C4)
Now, we consider the case of k = 3 of (18). We fix the positions of the doped spins as j1 = 0, j2 = L + 1, j3 =
L+ L′ + 2. To show the difference between k = 2 and k > 2, we consider
〈↑1, ↑2, ↑3|SzL+L′+L′′+3|↑1, ↑2, ↑3〉 = (l1|T B↑B↑ (T AA )LT
B↑
B↑ (T AA )L
′T B↑B↑ (T AA )L
′′J ASz |r1). (C5)
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Different from the case of k = 2, (C5) contains theree times scattering term as
(l1| T
B
B−−−→
×− 13
(l2| (T
A
A )
L
−−−−−→
×(− 13 )
L
(l2| T
B
B−−→
× 13
(l1| (T
A
A )
L′
−−−−−→
×1
(l1| T
B
B−−−→
×− 13
(l2| (T
A
A )
L′′
−−−−−−→
×(− 13 )
L′′
(l2|J ASz |r1)︸ ︷︷ ︸
2
3
= −2
3
(
−1
3
)L+L′′+2
. (C6)
Such terms resulting from many times scattering make it impossible to represent u†3Hˆ′u3 in a simple form as (23).
