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Abstract
New results in matrix algebra applied to the fundamental bordered matrix of linear estimation
theory pave the way towards obtaining additional and informative closed-form expressions for the
best linear unbiased estimator (BLUE). The results prove signiﬁcant in several respects. Indeed, more
light is shed on the BLUE structure and on the working of the OLS estimator under nonsphericalness
in (possibly) singular models.
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1. Introduction
A recent result about partitioned inversion [1] together with newly found related results
paves the way towards gaining new insights into linear estimation. Indeed, general closed-
form expressions for the best linear unbiased estimator (BLUE) and its dispersion matrix
are obtained, which clear the ground for a thorough analysis of the BLU property for the
ordinary least-squares (OLS) under nonsphericalness conditions.
The paper is organized as follows: in Section 2 a (possibly) singular linear model is
properly speciﬁed and the main results—both classical and newly found—in estimation are
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reported. Section 3 provides the algebraic tool kit, hinging on partitioned inversion and side
results tailored to estimation needs. Section 4 derives new closed-form expressions for the
BLUE and its dispersion matrix, with a glance at the parent least-squares problems. Last
but not the least interesting, Section 5 sheds new light on the issue of the optimality vs. the
efﬁciency gap of OLS under nonsphericalness in a (possibly) singular model, in the wake
of the results established in Section 4.
2. The reference model and the basic results on estimation
Consider the general linear model
y = X+ , (2.1)
E{} = 0, (2.2)
E{′} = 2V, tr(V) = r(V), (2.3)
r(X) = k < n, (2.4)
r([V,X]) = n, (2.5)
where y is the n-vector of values of the regressand, X is the n × k matrix of values of the
k linearly independent regressors,  is the n-vector of the disturbances,  is a k-vector of
parameters to be estimated, 2 is an unknown scalar factor, and V is a given nonnegative
deﬁnite matrix normalized so that the trace and the rank are the same.
Under the rank assumptions (2.4) and (2.5) the bordered matrix
[
V
X′
X
0
]
is nonsingular
and the framework of the uniﬁed theory of linear estimation [7,8] holds true.
Classical and newly found results regarding the BLU estimator b of  and its (estimated)
dispersion matrix D(b) can be summarized as follows:
b = C2y, (2.6)
= bOLS − X+VC1y, (2.7)
b = bOLS if X′VX⊥ = 0, (2.8)
D(b) = −s2C3, (2.9)
= D(bOLS) − s2X+VC1V(X+)′, (2.10)
where bOLS denotes the OLS estimator of ,
s2 = (n − k)−1y′C1y (2.11)
is a quadratic unbiased estimator of 2,
[
C1 C′2
C2 C3
]
=
[
V X
X′ 0
]−1
, (2.12)
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X+ denotes the Moore–Penrose generalized inverse of X and X⊥ is a full column-rank
n × (n − k) matrix—henceforth referred to as an orthogonal complement of X—such that
r([X⊥,X]) = n, X′⊥X = 0, (2.13)
EG = tr{D((X′X)1/2bOLS) − D((X′X)1/2b)},
 s2
p∑
i=1
(√
i −
√
n−i+1
)2
, p = min(k, n − k), (2.14)
whereEG denotes the efﬁciency gap of bOLS under nonsphericalness and 12 · · · n
> 0 are the eigenvaluesV + I −VV+.
While (2.6), (2.8), (2.9) and (2.11) reﬂect known results of the theory of linear estimation,
the other results represent the outcomes of this paper, which provides new and informa-
tive representations for the BLUE and an upper bound for the OLS efﬁciency gap due to
nonsphericalness in (possibly) singular models.
3. A useful theorem on partitioned inversion and side results
In this section, we shall obtain several expressions for the inverse of a bordered matrix
which are of prominent interest in best linear unbiased estimation.
Before proving the main theorem we will establish two lemmas.
Lemma 3.1. Let A be a nonnegative deﬁnite matrix of order n and B be a full column-rank
n × k matrix, such that
r([A, B]) = n. (3.1)
Then the following results hold for the product AB⊥:
r(AB⊥) = n − k, (3.2)
(AB⊥)⊥ = (A + )−1B, (3.3)
where  denotes a nonnegative deﬁnite matrix of order n satisfying
r([A, ]) = n, (3.4)
B⊥ = 0. (3.5)
If A is positive deﬁnite, then a trivial choice for  is the null matrix.
Upon noting that
M(B⊥) ⊂M(A), (3.6)
whereM(. . .) denotes the column space of the argument matrix, a natural choice for 
turns out to be
 = I − AA+. (3.7)
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Proof. The proof of (3.2) follows from (3.1) by considering that
r(AB⊥) = r
([
A
B′
]
B⊥
)
= r(B⊥) (3.8)
and using the elementary properties of the rank.
To prove (3.3) observe that, under (3.4) and (3.5), the orthogonality condition
(AB⊥)′(A + )−1B = B′⊥(A + )(A + )−1B = 0 (3.9)
holds along with the side rank condition
r([AB⊥, (A + )−1B]) = r(B⊥) + r(B) = n. (3.10)
Relationship (3.6) is implied by the rank assumption (3.1) along with the rank conditions
(see formula (2.13)) inherent in the deﬁnition of the orthogonal complement. Then, observe
that (see e.g. [11, Lemma 2.2.4])
M(B⊥) ⊂M(A) ⇔ AA+B⊥ = B⊥, (3.11)
whence it is easy to verify that both conditions (3.4) and (3.5) hold true for  = I −
AA+. 
Lemma 3.2. Let A and B be deﬁned as in Lemma 3.1 and let C be a full column-rank
matrix of order n × (n − k), such that
r([B,C]) = n. (3.12)
Then the following identities hold:
B(C′⊥B)−1C′⊥ + C(B′⊥C)−1B′⊥ = I, (3.13)
B[(AB⊥)′⊥B]−1(AB⊥)′⊥ + AB⊥(B′⊥AB⊥)−1B′⊥ = I, (3.14)
B[B′(A + )−1B]−1B′(A + )−1 + AB⊥(B′⊥AB⊥)−1B′⊥ = I. (3.15)
Proof. Observe that since the square matrix [B,C] is nonsingular, both C′⊥B and B′⊥C are
also nonsingular. Further observe that[
(C′⊥B)−1C′⊥
(B′⊥C)−1B′⊥
]
[B,C] =
[
Ik 0
0 In−k
]
. (3.16)
This shows that
[
(C′⊥B)−1C′⊥
(B′⊥C)−1B′⊥
]
is the inverse of [B,C]. Hence identity (3.13) follows from the
commutative property of the inverse. Besides, identity (3.14) ensues from (3.13) by taking
C = AB⊥ (3.17)
bearing in mind (3.2).
Identity (3.15) follows, in turn, from (3.14) by considering
(AB⊥)⊥ = (A + )−1B, (3.18)
where  is deﬁned as in Lemma 3.1. 
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We now prove the main theorem.
Theorem 3.3. Let A and B be deﬁned as in Lemma 3.1. Consider the bordered matrix
P =
[
A B
B′ 0
]
. (3.19)
Then the following representations hold for P−1 =
[
C1 C′2
C2 C3
]
.
[
C1 C′2
C2 C3
]
=
[
D (I − DA)(B+)′
B+(I − AD) B+(ADA − A)(B+)′
]
(3.20)
=
[
B⊥(C′B⊥)−1B′⊥ C⊥(B′C⊥)−1
(C′⊥B)−1C′⊥ (C′⊥B)−1C′⊥AC⊥(B′C⊥)−1
]
(3.21)
=
[
(A + )−1 − (A + )−1BF−1B′(A + )−1 (A + )−1BF−1
F−1B′(A + )−1 −F−1 + B+(B+)′
]
,
(3.22)
where
D = B⊥(B′⊥AB⊥)−1B′⊥, (3.23)
C = AB⊥, (3.24)
 is deﬁned as in Lemma 3.1 and the matrix F is given by
F = B′(A + )−1B. (3.25)
Proof. The Expression (3.20) is a special case of a result on partitioned inversion recently
established by Faliva and Zoia [1].
Expressions (3.21), (3.22) are obtained from (3.20) with simple computations by making
use of the identities established in Lemma 3.2. 
Corollary 3.3.1. If A is positive deﬁnite, then the following proves to be true:
B+A(B+)′ − (B′A−1B)−1 = B+AB⊥(B′⊥AB⊥)−1B′⊥A(B+)′. (3.26)
Moreover, under the homogeneous constraint
B+AB⊥ = 0 (3.27)
the reverse order law [5]
(B′A−1B)−1 = B+A(B+)′ (3.28)
applies as well.
Proof. The proof of (3.26) follows by comparing the lower diagonal blocks of the parti-
tioned inverses (3.20) and (3.22), by noting ﬁrst of all that
C3 = B+AC1A(B+)′ − B+A(B+)′. (3.29)
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On the other hand, if A is nonsingular and  is the null matrix, the following holds:
C3 = −(B′A−1B)−1. (3.30)
Hence, equating the right-hand sides of (3.29) and (3.30) and rearranging the terms yield
(3.26).
The proof of (3.28) is straightforward once we observe that under (3.27) the right-hand
side of (3.26) reduces to a null matrix. 
4. Closed-forms of the BLUE and related results
We will now establish a theorem which provides new and informative closed-form rep-
resentations for the BLUE and its dispersion matrix.
Theorem 4.1. The following closed-form representations hold for the BLUE of :
b = bOLS − X+VX⊥(X′⊥VX⊥)−1X′⊥y (4.1)
= [(VX⊥)′⊥X]−1(VX⊥)′⊥y (4.2)
= [X′(V + )−1X]−1X′(V + )−1y, (4.3)
where
bOLS = X+y (4.4)
and  is speciﬁed as in Lemma 3.1 with A and B replaced by V and X, respectively.
Further, the following closed-form representations hold for the estimated dispersion
matrix D(b) of b:
D(b) = D(bOLS) − s2X+VX⊥(X′⊥VX⊥)−1X′⊥V(X+)′ (4.5)
= D(bOLS) − s2{X+(V + )(X+)′ − [X′(V + )−1X]−1}, (4.6)
where
s2 = 1
n − k y
′X⊥(X′⊥VX⊥)−1X′⊥y, (4.7)
D(bOLS) = s2X+V(X+)′. (4.8)
Proof. By (2.6), (2.9), (2.11) and (2.12) it follows that
b = C2y = [0 I]
[
V X
X′ 0
]−1 [ y
0
]
, (4.9)
D(b) = −s2C3 = −s2[0 I]
[
V X
X′ 0
]−1 [ 0
I
]
, (4.10)
s2 = 1
n − k y
′C1y = 1
n − k [y
′ 0′]
[
V X
X′ 0
]−1 [ y
0
]
. (4.11)
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Then, a straightforward application of the partitioned inversion formulae (3.20)–(3.22) of
Theorem 3.3, withA and B replaced byV and X, respectively, leads by simple computations
to the representations stated in the theorem for the BLUE of , D(b) and s2. 
This theorem is signiﬁcant in several respects. On the one hand, expressions (4.1) and
(4.5) for the estimator b and its estimated dispersion matrix D(b), respectively, shed new
light on the structure of the BLUE with respect to the OLS estimator and paves the way
towards revisiting (in the next section) the issue of the optimality versus the efﬁciency gap
of the OLS estimator under nonsphericalness of disturbances.
On the other hand, result (4.2) reads as an instrumental variable estimator (see e.g. [2])
with (VX⊥)⊥ playing the role of an instrumental variable matrix. This provides a way to
look at b as the solution of the least-squares problem
min

{(y − X)′(VX⊥)⊥[(VX⊥)′⊥(VX⊥)⊥]−1(VX⊥)′⊥(y − X)}. (4.12)
Finally, expression (4.3) takes us back to Rao’s uniﬁed theory of least-squares [9] as long
as the estimator b turns out to be the solution of the least-squares problem
min

{(y − X)′(V + )−1(y − X)}. (4.13)
The following corollaries help in gaining a deeper insight into the relationships among
BLU, OLS and generalized least-squares (GLS) estimators.
Corollary 4.1.1. If the homogeneous constraint
X′VX⊥ = 0 (4.14)
holds true, we have the following:
b = bOLS = X+y, (4.15)
D(b) = D(bOLS) = s2X+V(X+)′. (4.16)
Proof. Under (4.14), the second term on the right-hand sides of (4.1) and (4.5) reduces to
null matrices; therefore, (4.15) and (4.16) hold trivially true. 
Corollary 4.1.2. If V is positive deﬁnite, then we have the following:
b = bGLS = (X′V−1X)−1X′V−1y, (4.17)
D(b) = D(bGLS) = s2(X′V−1X)−1. (4.18)
Proof. Under the positive deﬁniteness of V and the equality  = 0 as a side-effect, the
right-hand sides of (4.3) and (4.6) reduce to (4.17) and (4.18) above. 
582 M. Faliva, M.G. Zoia / Journal of Multivariate Analysis 97 (2006) 575–585
Corollary 4.1.3. When both the assumptions of Corollaries 4.1.1 and 4.1.2 hold, then we
have the following:
b = bGLS, (4.19)
= bOLS = X+y, (4.20)
D(b) = D(bGLS) = s2(X′V−1X)−1, (4.21)
= D(bOLS) = s2X+V(X+)′. (4.22)
Proof. The proof is straightforward and is omitted. 
5. Optimality versus loss of the efﬁciency for the ordinary least-squares estimator
under nonsphericalness speciﬁcations
In this section, we will ﬁrst address the issue of optimality for the OLS estimator by
specifying when nonsphericalness happens to be immaterial and the BLU property holds
accordingly. Indeed, the question turns out to hinge on a homogeneous constraint involving
both the dispersion and the regression matrices—together with the orthogonal complement
of the latter—which is instrumental in providing a characterization of the error dispersion
matrix.
Besides, we will tackle the problem of evaluating—by a suitably chosen measure—
the loss of efﬁciency for the OLS estimator with respect to the BLUE inasmuch as the
aforementioned constraint is violated and the lack of sphericity penalizes OLS.
We begin by establishing the following:
Theorem 5.1. Let
X′VX⊥ = 0 (5.1)
Then the following results hold:
(i) b = bOLS = X+y, (5.2)
(ii) D(b) = D(bOLS) = s2X+V(X+)′, (5.3)
(iii) V = XX+XX+ + X⊥X+⊥X⊥X+⊥, (5.4)
where  is an arbitrary nonnegative deﬁnite matrix subject to
r(X⊥) = r(X⊥). (5.5)
Proof. Although result (i) is already known (see the original contributions by Rao [6]
and Zyskind [13], the proof becomes considerably simpliﬁed because of (4.1) and (4.4).
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Analogously, (ii) follows directly from (4.5). To establish result (iii) observe that (5.1) can
be restated as
(X+)′X′VX⊥X+⊥ = 0. (5.6)
Hence, Theorem 2.5 of Khatri and Mitra [3] applies and eventually leads to a general
nonnegative deﬁnite solution which can be written in the form of (5.4) by using the identity
(see Lemma 3.2)
(X+)′X′ + X⊥X+⊥ = I. (5.7)
As far as the rank qualiﬁcation (5.5) is concerned, the reader should be made aware that the
right-hand side of (5.4) should comply with the rank requirement (2.5). In fact, by Theorem
19 of Marsaglia and Styan [4] the following holds:
r([V,X]) = r(X) + r((I − XX+)V) = r(X) + r(X⊥X+⊥X⊥X+⊥)
= r(X) + r(X⊥) = n ⇒ r(X⊥) = r(X⊥) (5.8)
and the other way round. 
Remark. In view of the foregoing, by replacing  with V in (5.4) we are led to conclude
that, insofar as the representation
V = XX+VXX+ + X⊥X+⊥VX⊥X+⊥ (5.9)
holds, the OLS estimator enjoys the BLU property.
Conversely, for an arbitrary dispersion matrix V, the Euclidean norm of the difference
between the given matrix and the expression on the right-hand side of (5.9) can be taken as
an indicator of the mismatching between the underlying OLS and BLUE estimators. Some
computations yield
‖V − XX+VXX+ − X⊥X+⊥VX⊥X+⊥‖
= ‖XX+VX⊥X+⊥ + X⊥X+⊥VXX+‖
= {tr[(XX+VX⊥X+⊥ + X⊥X+⊥VXX+)
×(XX+VX⊥X+⊥ + X⊥X+⊥VXX+)′]}1/2
= {tr[XX+VX⊥X+⊥VXX+ + X⊥X+⊥VXX+VX⊥X+⊥]}1/2
= {tr[X˜′VX˜⊥X˜′⊥VX˜ + X˜′⊥VX˜X˜′VX˜⊥]}1/2
= √2‖X˜′⊥VX˜‖, (5.10)
where
X˜ = X(X′X)−1/2, X˜⊥ = X⊥(X′⊥X⊥)−1/2. (5.11)
As a matter of fact, a number of authors (see [10,12] and the references quoted therein) have
investigated the issue of the OLS performances under nonsphericalness; several measures
of inefﬁciency have been suggested and bounds established accordingly.
Here, we will handle the problem by giving an ad hoc deﬁnition of the efﬁciency gap for
the OLS estimator and by establishing an upper bound of the same.
584 M. Faliva, M.G. Zoia / Journal of Multivariate Analysis 97 (2006) 575–585
The efﬁciency gap of the OLS estimator with respect to the BLUE is the trace of the
nonnegative deﬁnitematrix obtained as thedifferencebetween thedispersionof (X′X)1/2bOLS
and of (X′X)1/2b
EG = tr{D((X′X)1/2bOLS) − D((X′X)1/2b)}. (5.12)
In light of (4.6) the following representation of the argument matrix on the right-hand side
of (5.12) proves to be true by carrying out simple computations.
D((X′X)1/2bOLS) − D((X′X)1/2b)
= s2{X˜′(V + )X˜ − [X˜′(V + )−1X˜]−1}, (5.13)
where  and X˜ are deﬁned as in Lemma.3.1 and in (5.11) above, respectively.
Under these conditions, we will now prove a theorem which sheds more light on the OLS
estimator performances under nonsphericalness in a (possibly) singular linear model.
Theorem 5.2. The following inequality holds:
EGs2
p∑
i=1
(√
i −
√
n−i+1
)2
, p = min(k, n − k), (5.14)
where 12 · · · n > 0 are the eigenvalues of the positive deﬁnite matrix
V˜ = V + I −VV+. (5.15)
Proof. To prove (5.14) reference must be made to (5.13) above, by considering Lemma 3.1
and by taking
 = I −VV+. (5.16)
Hence, we obtain the expression for EG
EG = s2tr[X˜′V˜X˜ − (X˜′V˜−1X˜)]−1]. (5.17)
Rao’s theorem [10] applies to the right-hand side matrix of (5.17) and (5.14) holds ac-
cordingly. Insofar as no positive-deﬁniteness assumption onV is required, inequality (5.14)
provides an upper bound for the OLS efﬁciency gap in singular models as well. 
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