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Abstract. We study the Blackstock equation which models the propagation of nonlinear sound
waves through dissipative fluids. Global well-posedness of the model with homogeneous Dirichlet
boundary conditions is shown for small initial data. To this end, we employ a fixed-point tech-
nique coupled with well-posedness results for a linearized model and appropriate energy estimates.
Furthermore, we obtain exponential decay for the energy of the solution. We present additionally
a finite element-based method for solving the Blackstock equation and illustrate the behavior of
solutions through several numerical experiments.
1. Introduction
The goal of the present work is to provide well-posedness and a numerical study of an initial-
boundary value problem for the Blackstock equation
ψtt − (c2 +B/Aψt)∆ψ − b∆ψt = 2∇ψ · ∇ψt,(1.1)
which serves as a model for nonlinear ultrasound propagation in thermoviscous fluids. The equation
is given in terms of the acoustic velocity potential ψ, with c denoting the speed of sound, b the sound
diffusivity, and B/A the parameter of nonlinearity of the medium.
Our research is motivated by many applications of high-intensity focused ultrasound (HIFU) in
medicine and industry. For instance, HIFU is widely used in the noninvasive treatment of kidney
stones [4, 22, 52]. In recent years, there have been many studies on the benefits of HIFU in the
treatment of cancer in a number of organs, including the liver [51], prostate [3, 40], and brain [9, 34].
The equation (1.1) was derived by Blackstock in [2] as a one-equation approximation of the com-
pressible Navier-Stokes system. Since it later appeared independently in the works of Crighton [11]
as well as Lesser and Sebass [31], it is also referred to as the Blackstock-Lesser-Seebass-Crighton
equation; see [24]. In a study performed in 1D [5], this equation was shown to be the most consistent
one among the weakly nonlinear acoustic models in the lossless case b → 0. Furthermore, it was
shown in [7] that the Blackstock equation agrees to a large extent with the exact result based on the
fully nonlinear theory in the small Mach number limit. Nevertheless, the Blackstock equation has
received less attention in the mathematical literature compared to the well-studied Kuznetsov and
the Westervelt equation.
In [37], Mizohata and Ukai investigated the Kuznetsov equation in the potential formulation and
showed global well-posedness with Dirichlet boundary conditions for small initial data. Kaltenbacher
and Lasiecka later considered the pressure-velocity formulation of the Kuznetsov equation [28] and
the pressure formulation of the Westervelt equation [26, 27] with different boundary conditions and
showed well-posedness together with the energy decay. Meyer and Wilke generalized and improved
their results [35, 36] by employing a maximal Lp-regularity approach. Recently in [47], Tani studied
the Cauchy problem in R3 for a mathematically more general model than the Blackstock equation
and showed global-in-time existence. The model studied in [47] is also referred to in the literature
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as the Rasmussen-Sørensen-Gaididei-Christiansen equation; see [7, 42]. The Blackstock equation can
fit into the framework of a general evolution model studied in [14], where existence and uniqueness
results are provided for very regular initial data.
In the present work, we study the Blackstock equation with homogeneous Dirichlet boundary con-
ditions and initial data in H10 ∩H3×H10 ∩H2 and provide results on local well-posedness, global well-
posedness, and exponential decay rates for the energy of solutions. To obtain local well-posedness,
we employ a fixed point approach, relying on the well-posedness results for a linearized equation.
Global well-posedness follows from appropriate energy estimates. Furthermore, we present a finite
element-based numerical treatment of the model with different boundary conditions.
The rest of the paper is organized as follows. In Section 2, we lay out the problem, set up the
notation, and present important theoretical results for future use. Section 3 is devoted to the well-
posedness results for a linearization of the Blackstock equation. In Section 4, we tackle the local
well-posedness of the initial-boundary value problem for the Blackstock equation. Section 5 is con-
cerned with the global well-posedness and energy decay. In Section 6, we present the numerical solver
for the Blackstock equation. Finally, Section 7 contains several numerical experiments that illustrate
the behavior of the model.
2. Problem setting
There are many nonlinear acoustic models in the literature that serve as approximations of the
compressible Navier-Stokes system; we refer the interested reader to the survey [23]. One of the most
popular models is the Kuznetsov equation
(1−B/Ac−2ψt)ψtt − c2∆ψ − b∆ψt = 2∇ψ · ∇ψt.(2.1)
The acoustic velocity potential ψ and the acoustic particle velocity v are related by v = −∇ψ.
By employing the approximation ∇ψ · ∇ψt ≈ c−2ψtψtt, we can transform (2.1) into the Westervelt
equation
(1− (B/A+ 2)c−2ψt)ψtt − c2∆ψ − b∆ψt = 0.(2.2)
We can similarly obtain the Kuznetsov equation from the Blackstock equation (1.1) by making use
of the approximation ψt∆ψ ≈ c−2ψtψtt. The acoustic pressure u and the acoustic velocity potential
are related by u ≈ %ψt, where % is the mass density of the medium.
In [5, 6], the three models were compared in 1D in the inviscid case where b = 0. The equations were
reformulated as first-order systems and compared to the Euler equations, the system corresponding
to the Blackstock equation performed the best; see [5, Figures 1-5]. A difference in the pressure
profiles obtained by using the three different models can be observed in our numerical experiments
in Section 7; see Figure 6.
2.1. The initial-boundary value problem for the Blackstock equation. Let Ω be a bounded,
C1,1 regular domain in Rd, where d ∈ {1, 2, 3}, and let T > 0. We study the following initial-boundary
value problem for the Blackstock equation
ψtt − c2(1 + kψt)∆ψ − b∆ψt = 2∇ψ · ∇ψt in Ω× (0, T ),
ψ = 0 on ∂Ω× (0, T ),
(ψ,ψt) = (ψ0, ψ1) on Ω× {t = 0},
(2.3)
where k = c−2B/A. Since the sign of the constant k does not play a significant role when proving
well-posedness, we carry out the analysis of the model with the assumption that k ∈ R.
An important task in the mathematical analysis of the Kuznetsov and the Westervelt equations is
to avoid degeneracy [26, 27, 28], which can occur if the factor next to ψtt vanishes.
In the well-posedness results for the Blackstock equation, we do not require 1 + kψt to be positive
almost everywhere, only almost everywhere bounded. In particular, the Blackstock equation is allowed
to degenerate to
ψtt − b∆ψt = 2∇ψ · ∇ψt,(2.4)
which can be rewritten as ∂t(ψt− b∆ψ−|∇ψ|2) = 0. We show that ψt is almost everywhere bounded
by first deriving a bound in L∞(0, T ;H2) and then by employing the embedding H2 ↪→ L∞.
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2.2. Notation. Before proceeding further, let us briefly set the notation. We often omit the domain
when denoting a Banach space and only write Lp, Hm, Wm,p. However, in case of d-dimensional
vector functions in one of these spaces, we write Lp(Ω,Rd), Hm(Ω,Rd), Wm,p(Ω,Rd). By a slight
abuse of notation, we don’t make this distinction when writing the norm and always use | · |Lp , | · |Hm ,
| · |Wm,p .
For a given Banach space X, we equip the Bochner space
Lp(0, T ;X) = {u : (0, T )→ X : u Bochner measurable,
∫ T
0
|u(t)|pX dt <∞},
where 1 ≤ p < ∞, with the norm ‖u‖pLpX =
∫ T
0
|u(t)|pX dt. For p = ∞, we modify it standardly and
define the norm in L∞(0, T ;X) as ‖u‖L∞X = ess supt∈(0,T ) |u(t)|X .
Furthermore, for given Banach spaces X and Y , we equip the Sobolev-Bochner space
W 1,p,q(0, T ;X,Y ) = {u ∈ Lp(0, T ;X) : ut ∈ Lq(0, T ;Y ) }, 1 ≤ p, q ≤ ∞,
with the norm ‖u‖W 1,p,qXY = ‖u‖LpX + ‖ut‖LqX . For short-hand notation when p = q and X = Y
we use
W 1,p(0, T ;X) = W 1,p,p(0, T ;X,X).
Throughout the paper C stands for a generic positive constant and x . y stands for x ≤ Cy.
2.3. Theoretical preliminaries. We collect here some theoretical results which we often use in our
proofs. We frequently employ Young’s ε-inequality [16, Appendix B]
xy ≤ εxp + C(ε)yq, where x, y > 0, ε > 0, 1 < p, q <∞, 1
p
+
1
q
= 1,(2.5)
and C(ε) = (εp)−q/pq−1, as well as the following two special cases of the Gagliardo-Nirenberg in-
equality [44, Theorem 1.24]
(2.6)
|f |L4 ≤ KGN |f |1−d/4L2 |∇f |d/4L2 , for f ∈ H10 , KGN <∞,
|∇f |L4 . KGN |∇f |1−d/4L2 |∆f |d/4L2 , for f ∈ H10 ∩H2.
Let u and v be non-negative continuous functions and C1, C2 <∞ non-negative constants such that
u(t) + v(t) ≤ C1 + C2
∫ t
0
u(s) ds for all t ∈ [0, T ].
Then the following modification of Gronwall’s inequality holds [17, Lemma 3.1]
(2.7) u(t) + v(t) ≤ C1eC2T for all t ∈ [0, T ].
In our well-posedness proofs, we rely heavily on different Sobolev embeddings. For future use we
introduce here the embedding constants K1, . . . ,K5 <∞ by
(2.8)
|f |L4 ≤ K1|∇f |L2 , f ∈ H10 ↪→ L4,
|∇f |L4 ≤ K2|∆f |L2 , f ∈ H10 ∩H2 ↪→W 1,40 ,
|f |L∞ ≤ K3|∇f |L4 , f ∈W 1,40 ↪→ L∞,
|∇f |L∞ ≤ K4|∆f |L4 , f ∈ H10 ∩W 2,4 ↪→W 1,∞0 ,
|∆f |L4 ≤ K5
(|∆f |2L2 + |∇∆f |2L2)1/2, f ∈ H10 ∩H3 ↪→ H10 ∩W 2,4,
recalling that we assumed that the dimension d ≤ 3. We also introduce the Poincare´ constant
KP <∞, where
(2.9) |f |L2 ≤ KP|∇f |L2 , f ∈ H10 .
Furthermore, we often employ the compact embedding [46, Corollary 4]
W 1,∞,2(0, T ;X,Z) ↪→↪→ C([0, T ];Y ),
for a given Gelfand triple X ↪→↪→ Y ↪→ Z, as well as the the continuous embedding [33, Ch.1,
Theorem 3.1]
W 1,2,2(0, T ;X,Y ) ↪→ C([0, T ]; [X,Y ]1/2),
for X ↪→ Y . Here [X,Y ]1/2 denotes the interpolation space between X and Y ; see [33, Ch.1, Definition
2.1] for a precise definition.
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3. Results for the linearized Blackstock equation
We begin by considering an initial-boundary value problem for a linearization of the Blackstock
equation (2.3) which has space-time variable coefficients
ψtt − α(x, t)∆ψ − b∆ψt = β(x, t) · ∇ψt + f(x, t) in Ω× (0, T ),
ψ = 0 on ∂Ω× (0, T ),
(ψ,ψt) = (ψ0, ψ1) on Ω× {t = 0}.
(3.1)
Here α and f are scalar functions and β is a vector-valued function. We will specify their regularity
in the upcoming propositions. A result on well-posedness of (3.1) when β = 0 can be found in [29,
Section 7.2] with stronger assumptions on α than Proposition 1 requires: α ∈ W 1,1(0, T ;L∞(Ω)), α
almost everywhere bounded from below by a positive constant, and ‖αt‖L2L∞ sufficiently small.
We refer to the partial differential equation in (3.1) as the linearized Blackstock equation. After
proving well-posedness for this linear model, we insert α = c2(1 + kvt), β = 2∇v, f = 0 and define
the operator F : v 7→ ψ on which we employ a fixed-point theorem. Note that the model (3.1) is more
general than we immediately need for the fixed-point technique. However, the function f comes into
play when we set out to prove the contraction property of F .
We prove two well-posedness results for the linearized Blackstock equation. For the well-posedness
of the nonlinear model in a general setting, Proposition 2 is the relevant one. In the one-dimensional
case the conclusion of Proposition 1 is sufficient to show well-posedness.
3.1. Well-posedness of the linear model. We first show existence of a unique solution of the
initial-boundary value problem (3.1) when the initial data belongs to (H10 ∩H2, H10 ).
Proposition 1. Let Ω ⊂ Rd, where d ∈ {1, 2, 3}, be a bounded, open, and C1,1 regular domain. Let
b > 0 and let the following regularity assumptions hold
• α ∈ L∞(Ω× (0, T )),
• β ∈ L∞(0, T ;L4(Ω,Rd)),
• f ∈ L2(0, T ;L2),
• (ψ0, ψ1) ∈ (H10 ∩H2, H10 ).
Then for every T > 0, the initial-boundary value problem (3.1) for the linearized Blackstock equation
admits a unique solution ψ in the L2(0, T ;L2) sense that satisfies
ψ ∈ C([0, T ];H10 ∩H2),
ψt ∈ C([0, T ];H10 ) ∩ L2(0, T ;H2),
ψtt ∈ L2(0, T ;L2).
Furthermore, the following energy estimate holds
(3.2)
‖ψ‖2L∞H2 + ‖ψt‖2L∞H1 + ‖ψt‖2L2H2 + ‖ψtt‖2L2L2
≤CP1(T, α, β)
(|ψ0|2H2 + |ψ1|2H1 + ‖f‖2L2L2).
The constant above is given by
CP1(T, α, β) = C exp
(
CT
(
1 + ‖α‖L∞(Ω×(0,T )) + ‖α‖2L∞(Ω×(0,T )) + ‖β‖2L∞L4 + ‖β‖
2
1−d/4
L∞L4
))
.
Proof. We employ the Faedo-Galerkin approach [16, 44, 48] to show well-posedness, where we approx-
imate our problem in space and then show that a sequence of solutions of the approximate problems
converges to a solution of the original problem (3.1).
Note that coefficient α does not have to be positive in (3.1). We also remark that we assumed that
α ∈ L∞(Ω× (0, T )), since it is more general than assuming α to be in L∞(0, T ;L∞). An example of
a function which is in L∞(Ω× (0, T )), but not in L∞(0, T ;L∞) can be found in [44, Example 1.42].
Discretization in space. To discretize our problem in space, we select smooth functions {wk}k∈N
which form an orthogonal basis of H10 (Ω) ∩ H2(Ω). For our analysis it is convenient to choose the
eigenfunctions of the Laplace-Dirichlet problem{
−∆wk = λkwk,
wk|∂Ω = 0,
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where k ∈ N. Then the basis is additionally orthonormal in L2(Ω); see [32, Ch.1, Section 1.7]. For a
fixed n ∈ N, we denote by
Vn = span {w1, . . . , wn}
the finite-dimensional subspace of H10 (Ω) ∩ H2(Ω) spanned by the first n vectors of the basis. We
then consider Galerkin approximations
ψn(x, t) =
n∑
i=1
ξi(t)wi(x),
where ξi : (0, T )→ R are coefficient functions for i ∈ [1, n]. We approximate the initial data by
ψn0 (x) =
n∑
i=1
ξi,0 wi(x),
ψn1 (x) =
n∑
i=1
ξi,1 wi(x).
Here coefficients ξi,0, ξi,1 ∈ R are conveniently chosen as
ξi,0 = (ψ0, wi)L2 ,
ξi,1 = (ψ1, wi)L2 ,
for i ∈ [1, n]. In this way it follows by construction that
(3.3)
‖ψn0 ‖H2 ≤ ‖ψ0‖H2 and ψn0 −→ ψ0 in H10 ∩H2,
‖ψn1 ‖H1 ≤ ‖ψ1‖H1 and ψn1 −→ ψ1 in H10 ;
see [43, Lemma 7.5]. We will use these bounds later to derive energy estimates that are uniform with
respect to n. Now we can consider the following approximation of our original problem
(3.4)

(ψntt, v)L2 − (α∆ψn, v)L2 − b(∆ψnt , v)L2 = (β · ∇ψnt , v)L2 + (f, v)L2 ,
for every v ∈ Vn pointwise a.e. in (0, T ),
ψn(0) = ψn0 , ψ
n
t (0) = ψ
n
1 .
We can rewrite this approximated problem as a system of n ordinary differential equations for the
coefficient functions ξi, where i ∈ [1, n]. First we note that (3.4) is equivalent to
(3.5)

n∑
i=1
∫
Ω
(
(ξi)tt wiwj − ξi α∆wiwj − (ξi)t b∆wiwj − (ξi)t β · ∇wiwj
)
dx =
∫
Ω
fwj dx,
ξi(0) = ξi,0, (ξi)t(0) = ξi,1, j ∈ [1, n].
We then introduce matrices Mn = [Mij ], K
n(t) = [Kij ], C
n(t) = [Cij ], and vector F
n(t) = [Fj ]
whose elements are computed according to
Mij = (wi, wj)L2 = δij ,
Kij(t) = −(α∆wi, wj)L2 ,
Cij(t) = −b (∆wi, wj)L2 − (β · ∇wi, wj)L2 ,
Fj(t) = (f, wj)L2 ,
for i, j ∈ [1, n] and almost every t ∈ (0, T ). We note that Mn is the identity matrix, while matrices
Kn(t) and Cn(t) and vector Fn(t) are well-defined thanks to the fact that
(α(t)∆wi, wj)L2 ≤ |α(t)|L2 |∆wi|L2 |wj |L∞ ,
(f(t), wj)L2 ≤ |f(t)|L2 |wj |L2 ,
(β(t) · ∇wi, wj)L2 ≤ |β(t)|L2 |∇wi|L4 |wj |L4 ,
almost everywhere in time. By introducing vectors ξn = [ξ1 . . . ξn]
T , ξn0 = [ξ1,0 . . . ξn,0]
T , and ξn1 =
[ξ1,1 . . . ξn,1]
T , problem (3.5) can be rewritten in the form of a matrix equation
(3.6)
{
ξntt +K
n(t)ξn + Cn(t)ξnt = F
n(t),
ξn(0) = ξn0 , ξ
n
t (0) = ξ
n
1 .
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With un = [ξn ξnt ]
T , un0 = [ξ
n
0 ξ
n
1 ]
T , An(t) =
[
0 I
−Kn(t) −Cn(t)
]
, and Gn = [0 Fn(t)]T we can
further rewrite (3.6) as
(3.7)

d
dt
un = An(t)un +Gn(t),
un(0) = un0 .
The existence now follows from the standard theory of ordinary differential equations. It can be seen
that the right-hand side of the ODE in (3.7)
g(t, r) = An(t)r +Gn(t)
is continuous with respect to r for a fixed t and it is measurable with respect to t for a fixed r. Accord-
ing to Carathe´odory’s theorem [44, Theorem 1.44], we have local-in-time existence of an absolutely
continuous solution un and thus ψn, ψnt on some sufficiently short interval [0, Tn]. Furthermore, we
can estimate the second time derivative of the solution of (3.6) in the following way
|ξntt|2L2(0,Tn) = | −Knξn − Cnξnt + Fn|2L2(0,Tn;Rd)
≤ |ξn|2L∞(0,Tn)
n∑
i,j
∫ Tn
0
∣∣(α∆wi, wj)L2∣∣2 dt+ ‖f‖2L2L2
+ |ξnt |2L∞(0,Tn)
n∑
i,j
∫ Tn
0
∣∣(b∆wi − β · ∇wi, wj)L2∣∣2 dt
. ‖α‖2L2L2 + ‖f‖2L2L2 + ‖β‖2L2L2 <∞,
where we note that the vector norm is chosen to be the Euclidean norm. We can conclude that for
every fixed n ∈ N, a solution ψn of (3.4) exists with the regularity C1([0, Tn];Vn) ∩ H2(0, Tn;Vn).
The upcoming energy estimates allow us to extend the solution to the whole interval [0, T ].
Energy estimates for approximate solutions. Next we set out to derive energy estimates for
ψn which are uniform with respect to n. To this end, we test our approximate problem (3.4) with
four different test functions. To be able to later prove the well-posedness of the nonlinear model, it is
important that in these estimates we track the initial data and the norms of α, β, and f precisely. The
embedding constants are typically not singled out in the final estimates, but contained in a generic
constant C.
Testing with ψnt . Since ψ
n
t (s) ∈ Vn for all s ∈ [0, Tn], we are allowed to take ψnt (s) as a test function
in (3.4). We test (3.4) with ψnt (s), integrate with respect to time from 0 to t, and perform integration
by parts in time on the term containing the second time derivative. Together with employing Ho¨lder’s
inequality, these actions yield the estimate
1
2
|ψnt (t)|2L2 + b‖∇ψnt ‖2L2L2
≤ 1
2
|ψn1 |2L2 + ‖α‖L∞(Ω×(0,T ))‖∆ψn‖L2L2‖ψnt ‖L2L2
+ ‖β‖L∞L4‖∇ψnt ‖L2L2‖ψnt ‖L2L4 + ‖f‖L2L2‖ψnt ‖L2L2 ,
for all t ∈ [0, Tn]. We can use Poincare´’s inequality to estimate ‖ψnt ‖L2L2 within the terms on the
right-hand side. For the β-term, we make use of the Gagliardo-Nirenberg’s inequality (2.6)
‖β‖L∞L4‖∇ψnt ‖L2L2‖ψnt ‖L2L4 ≤ KGN‖β‖L∞L4‖∇ψnt ‖1+d/4L2L2 ‖ψnt ‖1−d/4L2L2 .
By additionally employing Young’s ε-inequality (2.5) with either p = 21+d/4 , q =
2
1−d/4 or p = q = 2,
we arrive at
(3.8)
1
2
|ψnt (t)|2L2 + (b− 3ε)‖∇ψnt ‖2L2L2
≤ 1
2
|ψn1 |2L2 + C‖α‖2L∞(Ω×(0,T ))‖∆ψn‖2L2L2 + C‖β‖
2
1−d/4
L∞L4‖ψnt ‖2L2L2 + C‖f‖2L2L2 ,
for all t ∈ [0, Tn] and some conveniently chosen ε > 0. We note that we are still missing a bound on
‖∆ψn‖2L2L2 in (3.8), which we get by testing our problem (3.4) with −∆ψn(s), s ∈ [0, Tn].
Testing with −∆ψn. Since ∆ψn(s) ∈ Vn for all s ∈ [0, Tn], we indeed are allowed to employ −∆ψn(s)
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as a test function in (3.4). After integrating the resulting equation with respect to time and applying
Young’s ε-inequality, we find that
(3.9)
b
2
|∆ψn(t)|2L2
≤ b
2
|∆ψn0 |2L2 + ε‖ψntt‖2L2L2 + ε‖∆ψnt ‖2L2L2 +
1
2
‖f‖2L2L2
+ C(‖α‖L∞L∞ + ‖β‖2L∞L4 + 1)‖∆ψn‖2L2L2 ,
for all t ∈ [0, Tn] and some ε > 0. We observe that we still need a bound on ‖ψntt‖2L2L2 and
on ‖∆ψnt ‖2L2L2 . Thus, we continue by testing the problem (3.4) first with ψntt(s), and then with
−∆ψnt (s), s ∈ [0, Tn].
Testing with ψntt. Testing (3.4) with ψ
n
tt ∈ C([0, T ];Vn), integrating with respect to time, and applying
Ho¨lder’s inequality yields
‖ψntt‖2L2L2 +
b
2
|∇ψnt (t)|2L2
≤ b
2
|∇ψn1 |2L2 + ‖ψntt‖L2L2
(‖α‖L∞(Ω×(0,T ))‖∆ψn‖L2L2 + ‖β‖L∞L4‖∇ψnt ‖L2L4 + ‖f‖L2L2),
for all t ∈ [0, Tn]. Applying the Gagliardo-Nirenberg’s inequality to the β-term and then Young’s
ε-inequality then leads to
(3.10)
(1− 3ε)‖ψntt‖2L2L2 +
b
2
|∇ψnt (t)|2L2
≤ b
2
|∇ψn1 |2L2 + C‖α‖2L∞(Ω×(0,T ))‖∆ψn‖2L2L2 +
1
4ε
‖f‖2L2L2 + ε‖∆ψnt ‖2L2L2
+ C‖β‖
2
1−d/4
L∞L4‖∇ψnt ‖2L2L2 ,
for all t ∈ [0, Tn] and some ε > 0. However, we still cannot absorb the term ‖∆ψnt ‖2L2L2 on the
right-hand side in (3.10) by any term on the left side of the estimates derived so far. We have to
continue further by testing (3.4) with −∆ψnt (s), s ∈ [0, Tn].
Testing with −∆ψnt . We note that ∆ψnt ∈ C([0, Tn];Vn) . Testing (3.4) with −∆ψnt (s) ∈ Vn, s ∈
[0, Tn], integrating with respect to time, and applying Ho¨lder’s inequality results in
1
2
|∇ψnt (t)|2L2 + b‖∆ψnt ‖2L2L2
≤ 1
2
|∇ψn1 |2L2 + ‖∆ψnt ‖L2L2
(‖α‖L∞(Ω×(0,T ))‖∆ψn‖L2L2 + ‖β‖L∞L4‖∇ψnt ‖L2L4 + ‖f‖L2L2),
for all t ∈ [0, Tn]. As before, we apply Young’s ε-inequality to obtain
(3.11)
1
2
|∇ψnt (t)|2L2 + (b− 3ε)‖∆ψnt ‖2L2L2
≤1
2
|∇ψn1 |2L2 + C‖α‖2L∞(Ω×(0,T ))‖∆ψn‖2L2L2 +
1
4ε
‖f‖2L2L2 + C‖β‖2L∞L4‖∇ψnt ‖2L2L2 ,
for all t ∈ [0, Tn] and a conveniently chosen ε > 0.
Now we can add the derived estimates (3.8)-(3.11). Then by additionally bringing the remaining
ε-terms to the left-hand side we get
|ψn(t)|2H2 + |ψnt (t)|2H1 + ‖ψnt ‖2L2H2 + ‖ψntt‖2L2L2
. |ψn0 |2H2 + |ψn1 |2H1 + ‖f‖2L2L2 + ‖ψn‖2L2H2(1 + ‖α‖L∞(Ω×(0,T )) + ‖α‖2L∞(Ω×(0,T )) + ‖β‖2L∞L4)
+ ‖ψnt ‖2L2H1
(
‖β‖2L∞L4 + ‖β‖
2
1−d/4
L∞L4
)
,
for all t ∈ [0, Tn]. We then employ Gronwall’s inequality (2.7) to find that there is a constant C > 0,
independent of n, such that
(3.12)
‖ψn‖2L∞H2 + ‖ψnt ‖2L∞H1 + ‖ψnt ‖2L2H2 + ‖ψntt‖2L2L2
≤C exp
(
CT
(
1 + ‖α‖L∞(Ω×(0,T )) + ‖α‖2L∞(Ω×(0,T )) + ‖β‖2L∞L4 + ‖β‖
2
1−d/4
L∞L4
))
× (|ψ0|2H2 + |ψ1|2H1 + ‖f‖2L2L2).
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Note that above we used (3.3) to uniformly bound |ψn0 |2H2 and |ψn1 |2H1 . The estimate (3.12) is in-
dependent of Tn and consequently there is no blow-up in finite time, which allows us to extend the
existence interval by setting Tn = T for all n ∈ N.
Convergence of approximate solutions. Our next goal is to prove that a subsequence of {ψn}n∈N
converges to a solution of the linearized Blackstock equation. Due to the derived uniform estimate
(3.12) and Banach-Alaoglu’s theorem, there exists a subsequence that we again denote by {ψn}n∈N
and a function ψ : Ω× (0, T )→ R such that
ψn −⇀ ψ weakly-? in L∞(0, T ;H10 ∩H2),
ψnt −⇀ ψt weakly-? in L∞(0, T ;H10 ),
ψnt −⇀ ψt weakly in L2(0, T ;H10 ∩H2),
ψntt −⇀ ψtt weakly in L2(0, T ;L2),
as n→∞. Moreover, due to the compact embeddings [46, Corollary 4]
W 1,∞,2(0, T ;H10 ∩H2, H10 ) ↪→↪→ C([0, T ];H10 ),
W 1,∞,2(0, T ;H10 , L
2) ↪→↪→ C([0, T ];L2),
we even know that
(3.13)
ψn −→ ψ strongly in C([0, T ];H10 ),
ψnt −→ ψt strongly in C([0, T ];L2),
as n → ∞. Next we want to show that the limit ψ solves the initial-boundary value problem (3.1)
for the linearized Blackstock equation.
Coming back to the Galerkin problem (3.4), we test it with an arbitrary function η ∈ C∞c (0, T ) to
obtain
(3.14)
−
∫ T
0
(ψnt (t), wj)L2η
′(t)dt =
∫ T
0
(
(α(t)∆ψn(t), wj)L2 + b(∆ψ
n
t (t), wj)L2
+ (β(t) · ∇ψnt (t), wj)L2 + (f(t), wj)L2
)
η(t) dt,
for all j ∈ {1, ..., n}. Note that the functional
z 7→
∫ T
0
(zt(t), wj)L2η
′(t) + (α(t)∆z(t), wj)η(t) + b(∆zt(t), wj)L2η(t) + (β(t) · ∇zt(t), wj
)
L2
η(t) dt
is linear and continuous on H1(0, T ;H10 ∩H2). Thus letting n→∞ in (3.14) leads to
−
∫ T
0
(ψt(t), wj)L2η
′(t)dt =
∫ T
0
(
(α(t)∆ψ(t), wj)L2 + b(∆ψt(t), wj)L2
+ (β(t) · ∇ψt(t), wj)L2 + (f(t), wj)L2
)
η(t) dt,
for all j ∈ N and all η ∈ C∞c (0, T ). By construction ∪nVn = span{w1, w2, ...} is dense in H10 ∩ H2
and therefore in L2. We can then conclude that ψ solves the equation
ψtt − α∆ψ − b∆ψt = β · ∇ψt + f in L2(0, T ;L2).
Due to the strong convergences stated in (3.13), we know that
ψn(0) −→ ψ(0) in H10 ,
ψnt (0) −→ ψt(0) in L2.
Together with (3.3), it follows that ψ(0) = ψ0 and ψt(0) = ψ1. Thus, ψ is indeed a solution to (3.1).
Uniqueness and the energy estimate. Taking the limit inferior of the derived estimate (3.18) for
ψn provides us with the desired energy estimate (3.2) for ψ by exploiting the fact that the norms are
weakly lower semicontinuous.
Uniqueness follows by the linearity of the partial differential equation: assuming that we have two
solutions ψ(1) and ψ(2), we can directly insert ψ = ψ(1) − ψ(2) into the energy estimate (3.2) with
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ψ0 = ψ1 = f = 0 to obtain ψ = 0.
Finally, we note that continuity in time of the solution follows due to the continuous embeddings
ψ ∈ H1(0, T ;H10 ∩H2) ↪→C([0, T ];H10 ∩H2),
ψt ∈W 1,2,2(0, T ;H10 ∩H2, L2) ↪→C([0, T ];H10 );
see [33, Ch.1, Theorem 3.1]. 
3.2. Higher regularity of the solution. To show the well-posedness of the nonlinear model by
using a fixed-point approach, the regularity of ψ obtained in Proposition 1 is not sufficient in a general
two- and three-dimensional setting. Up to now we cannot expect that ψt is bounded in L
∞(Ω×(0, T )),
because according to Proposition 1 we only know that ψt ∈ L∞(0, T ;H1). Therefore, we impose more
regularity on the initial conditions.
Proposition 2. Let Ω ⊂ Rd, where d ∈ {1, 2, 3}, be a bounded, open, and C2,1 regular domain and
let b > 0. Furthermore, assume that
• α ∈W 1,∞,2(0, T ;W 1,4, L4),
• β ∈W 1,∞,∞(0, T ;W 1,4(Ω,Rd), L4(Ω,Rd)),
• f ∈W 1,2,2(0, T ;H1, L2),
• (ψ0, ψ1) ∈ (H10 ∩H3, H10 ∩H2).
Then for every T > 0, the initial-boundary value problem for the linearized Blackstock equation (3.1)
admits a unique solution ψ in the C([0, T ];L2) sense. Moreover, the solution satisfies
ψ ∈ C([0, T ];H10 ∩H3),
ψt ∈ C([0, T ];H10 ∩H2) ∩ L2(0, T ;H3),
ψtt ∈ C([0, T ];L2) ∩ L2(0, T ;H10 ),
and the following energy estimate holds
(3.15)
‖ψ‖2L∞H3 + ‖ψt‖2L∞H2 + ‖ψt‖2L2H3 + ‖ψtt‖2L∞L2 + ‖ψtt‖2L2H1
≤CP2(T, α, β)
(|ψ0|2H3 + |ψ1|2H2 + ‖f‖2L2H1 + ‖ft‖2L2L2 + |f(0)|2L2).
Proof. The main idea of the proof is to derive new energy estimates which will allow us to extend the
regularity of ψ. To this end, we differentiate the Galerkin equation (3.4) with respect to time and
the linearized Blackstock equation (3.1) with respect to space.
Proposition 1 already provides us with a unique solution. However, now the coefficients and the
source term in the Galerkin equation (3.4) are all continuous in time due to the embeddings
α ∈W 1,∞,2(0, T ;W 1,4, L4) ↪→ C([0, T ];L4),
β ∈W 1,∞,∞(0, T ;W 1,4(Ω,Rd), L4(Ω,Rd)) ↪→ C([0, T ];L4(Ω,Rd)),
f ∈ H1(0, T ;L2) ↪→ C([0, T ];L2).
Recall that we rewrote the Galerkin problem as the initial-value problem (3.7). In the present
setting, the right-hand side of the equation is continuous with respect to t for a fixed r. We are
thus allowed to apply the Cauchy-Peano existence theorem to infer that (3.7) has a local solution
un ∈ C1([0, Tn];R2d). By definition of un, we have ξn ∈ C2([0, Tn];Rd) and by construction of the
approximate solution it follows that ψn ∈ C2([0, Tn];Vn). We can extend the time interval to [0, T ]
by employing the same argument as in Proposition 1.
Bootstrap argument to show ψn ∈ H3(0, T ;Vn). To take the time derivative of the Galerkin equation
(3.4), we first have to justify that ψnttt is indeed well-defined. We observe that with the assumptions
of Proposition 2, we can show that Kn ∈ H1(0, T ;Rn×n) and Cn ∈ H1(0, T ;Rn×n). Indeed, it holds
that
‖Kij‖2H1(0,T ) . ‖α‖2L2L2‖wi‖2H2‖wj‖2H1 + ‖αt‖2L2L2‖wi‖2H2‖wj‖2H2
+ ‖f‖2L2L2‖wj‖2L2 + ‖ft‖2L2L2‖wj‖2L2 ,
‖Cij‖2H1(0,T ) . b‖wi‖2H2‖wj‖2L2 + ‖β‖2L2L2‖wi‖2H2‖wj‖2H1 + ‖βt‖2L2L2‖wi‖2H2‖wj‖2H1 ,
for all i, j ∈ [1, n]. Thus we have
Knξn + Cnξnt ∈ H1(0, T ;Rn), Fn ∈ H1(0, T ;Rn)
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and by (3.6) the same is valid for ξntt. In particular, ξ
n
ttt ∈ L2(0, T ;Rn) and hence ψnttt ∈ L2(0, T ;Vn).
Higher-order energy estimate for ψn. Before proceeding further, we show that we can bound
|ψntt(0)|L2 with the data, which we need to obtain the final estimate. As we have seen, testing the
Galerkin equation (3.4) with ψntt(t) ∈ Vn, t ∈ [0, T ], yields
|ψntt(t)|2L2 = −
(
b∆ψnt (t) + α(t)∆ψ
n(t) + β(t) · ∇ψnt (t) + f(t), ψntt(t)
)
L2
,
for all t ∈ [0, T ]. At t = 0 we have
(3.16) |ψntt(0)|L2 ≤ b|∆ψn1 |L2 + |α(0)|L4 |∆ψn0 |L4 + |β(0)|L4 |∇ψn1 |L4 + |f(0)|L2 .
Differentiated Galerkin system. We know that ψn ∈ C2([0, T ];Vn) ∩H3(0, T ;Vn) which means that
we are allowed to take the weak time derivative of the Galerkin equation (3.4). Taking the derivative
results in
(3.17)
(ψnttt, v)L2 − (αt∆ψn, v)L2 − (α∆ψnt , v)L2 − b(∆ψntt, v)L2
= (βt · ∇ψnt , v)L2 + (β · ∇ψntt, v)L2 + (ft, v)L2 ,
for all v ∈ Vn, pointwise a.e. in [0, T ].
Testing with ψntt. Testing the equation (3.17) with ψ
n
tt(t) ∈ Vn, integrating with respect to time,
employing Ho¨lder’s inequality, and taking the essential supremum in time yields
1
2
‖ψntt‖2L∞L2 + b‖∇ψntt‖2L2L2
≤ 1
2
|ψntt(0)|2L2 + ‖ψntt‖L2L2
(‖α‖L∞(Ω×(0,T ))‖∆ψnt ‖L2L2 + ‖ft‖L2L2)
+ ‖ψntt‖L2L4
(‖αt‖L2L4‖∆ψn‖L∞L2 + ‖βt‖L2L4‖∇ψnt ‖L∞L2 + ‖β‖L∞L4‖∇ψntt‖L2L2).
By further utilizing Poincare´’s, Gagliardo-Nirenberg’s and Young’s ε-inequality, we obtain
1
2
‖ψntt‖2L∞L2 + (b− 5ε)‖∇ψntt‖2L2L2
≤ 1
2
|ψntt(0)|2L2 +
K2P
4ε
(‖α‖2L∞(Ω×(0,T ))‖∆ψnt ‖2L2L2 + ‖ft‖2L2L2)
+
K21
4ε
(‖αt‖2L2L4‖∆ψn‖2L∞L2 + ‖βt‖2L2L4‖∇ψnt ‖2L∞L2)+ C‖β‖ 21−d/4L∞L4‖ψntt‖2L2L2 .
Next we make use of the bound for |ψntt(0)|L2 we derived in (3.16) and the energy estimate (3.12) we
derived in the proof of Proposition 1 to bound ‖∆ψn‖2L∞L2 , ‖∆ψnt ‖2L2L2 , ‖∇ψnt ‖2L∞L2 , and ‖ψntt‖2L2L2 .
In this way we find
‖ψntt‖2L∞L2 + ‖ψntt‖2L2H1
. |α(0)|2L4 |ψn0 |2H3 + (1 + |β(0)|2L4)|ψn1 |2H2 + |f(0)|2L2 + ‖ft‖2L2L2
+ CP1(T, α, β)
(|ψn0 |2H2 + |ψn1 |2H1 + ‖f‖2L2L2)(‖α‖2L∞(Ω×(0,T )) + ‖αt‖2L2L4 + ‖β‖ 21−d/4L∞L4
+ ‖βt‖2L2L4
)
.
We add this estimate to the lower energy estimate (3.12) we obtained in Proposition 1 to get the
higher energy estimate
(3.18)
‖ψn‖2L∞H2 + ‖ψnt ‖2L∞H1 + ‖ψnt ‖2L2H2 + ‖ψntt‖2L∞L2 + ‖ψntt‖2L2H1
≤ C1(T, α, β)
(|ψ0|2H3 + |ψ1|2H2 + ‖f‖2L2L2 + ‖ft‖2L2L2 + |f(0)|2L2).
The constant above is given by
C1(T, α, β) = CP1(T, α, β)
(
1 + ‖α‖2L∞(Ω×(0,T )) + ‖αt‖2L2L4 + ‖β‖
2
1−d/4
L∞L4 + ‖βt‖2L2L4
)
+ C
(
1 + |α(0)|2L4 + |β(0)|2L4
)
,
where CP1(T, α, β) denotes the constant given by Proposition 1.
We can then proceed as in Proposition 1 via weak limits to obtain a solution ψ and then prove its
uniqueness and continuous dependence on the data.
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Higher regularity in space. We now want to show H3-regularity in space of the solution. We
already know by Proposition 1 that there is a ψ such that
(3.19)
d
dt
∆ψ +
α
b
∆ψ =
ψtt − β · ∇ψt − f
b
in the L2(0, T ;L2) sense. Note that the right-hand side belongs to L2(0, T ;H1) thanks to the regu-
larity assumptions on β, f , and the regularity of ψ given by Proposition 1. From the equation (3.19),
we find that
∆ψ(t) = e−
∫ t
0
α(τ)
b dτ
(
∆ψ0 +
∫ t
0
e
∫ s
0
α(τ)
b dτ
ψtt(s)− β(s) · ∇ψt(s)− f(s)
b
ds
)
for all t ∈ [0, T ], by continuity of ∆ψ and the Lebesgue integral. By a regularity result for elliptic
partial differential equations [18, Theorem 2.5.1.1], ψ ∈ C([0, T ];H10 ∩ H3) and hence by (3.19)
also ψt ∈ L2(0, T ;H10 ∩ H3). As a consequence, the linearized Blackstock equation is satisfied in
L2(0, T ;H1). Therefore, we are allowed to take the gradient of the equation. We conclude that ψ
satisfies the vector-valued system
(3.20) ∇ψtt −∇α∆ψ − α∇∆ψ − b∇∆ψt = ∇β∇ψt + β∆ψt +∇f
in the L2(0, T ;L2(Ω,Rd)) sense.
Energy estimate. Testing the equation (3.20) with −χ(0,t)∇∆ψt ∈ L2(0, T ;L2(Ω,Rd)) yields, after
employing the typical inequalities,
(3.21)
(b/2− 5ε)‖∇∆ψt‖2L2L2
≤ 1
2
|∆ψ1|2L2 + C‖α‖2L∞W 1,4
(‖∆ψ‖2L2L2 + ‖∇∆ψ‖2L2L2)+ C‖β‖2L∞W 1,4‖∆ψt‖2L2L2
+ C‖∇f‖2L2L2 +
1
2b
‖∇ψtt‖L2L2 .
Above we have made use of
‖∆ψ‖2L2L4 ≤ K25
(‖∆ψ‖2L2L2 + ‖∇∆ψ‖2L2L2),
as introduced in the theoretical preliminaries. Further testing (3.20) with−χ(0,t)∇∆ψ ∈ L2(0, T ;L2(Ω,Rd))
and using Young’s ε-inequality yields
(3.22)
b
2
|∇∆ψ(t)|2L2
≤ 1
2
‖∇ψtt‖2L2L2 +
1
2
‖∇∆ψ‖2L2L2 + C‖∇α‖2L∞L4
(‖∆ψ‖2L2L2 + ‖∇∆ψ‖2L2L2)
+ ‖α‖L∞L∞‖∇∆ψ‖2L2L2 +
b
2
|∇∆ψ0|2L2 + C(‖β‖2L∞W 1,4 + 1)‖∇∆ψ‖2L2L2 +
1
2
‖∆ψt‖2L2L2
+ C‖∇f‖2L2L2 .
We then add (3.22) to the continuous version of the estimate (3.18) and apply the modification of
Gronwall’s inequality (2.7) to get
(3.23)
‖∇∆ψ‖2L∞L2
.C2(T, α, β)
(|ψ0|2H3 + |ψ1|2H2 + ‖f‖2H1L2 + ‖ft‖2L2L2 + |f(0)|2L2),
where the constant is given by
C2(T, α, β) = C1(T, α, β) exp(CT (‖∇α‖2L∞L4 + ‖α‖L∞L∞ + ‖β‖2L∞W 1,4 + 1)).
To obtain a bound on ψt in L
∞(0, T ;H2), we employ a trick from [37] and now consider the
following initial boundary value problem
vtt − α∆v − b∆vt = h(x, t) in Ω× (0, T ),
v = 0 on ∂Ω× (0, T ),
(v, vt) = (ψ1, α(0)∆ψ0 + b∆ψ1 + β(0) · ∇ψ1 + f(0)) on Ω× {t = 0},
(3.24)
where the right side of the partial differential equation is given by
h = αt∆ψ + βt · ∇ψt + β · ∇ψtt + ft.
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We can estimate h as follows
(3.25)
‖h‖L2L2 ≤‖αt‖L2L4‖∆ψ‖L∞L4 + ‖βt‖L∞L4‖∇ψt‖L2L4
+ ‖β‖L∞L∞‖∇ψtt‖L2L2 + ‖ft‖L2L2 .
By employing the embedding H10 ∩H3 ↪→ H10 ∩W 2,4 from the preliminaries, we further get
‖h‖2L2L2 . C3(T, α, β)
(|ψ0|2H3 + |ψ1|2H2 + ‖f‖2L2H1 + ‖ft‖2L2L2 + |f(0)|2L2),
where
C3(T, α, β) = ‖αt‖2L2L4C2(T, α, β) + C1(T, α, β)
(‖αt‖2L2L4 + ‖β‖2L∞L∞ + ‖βt‖2L∞L4)+ C.
Therefore, we know that h ∈ L2(0, T ;L2), v(0) ∈ H10 ∩H2, and vt(0) ∈ L2. It can be shown, similarly
to Proposition 1, that problem (3.24) has a unique solution such that
(3.26)

v ∈ C([0, T ];H10 ) ∩ Cw([0, T ];H10 ∩H2),
vt ∈ C([0, T ];L2) ∩ L2(0, T ;H10 ),
vtt ∈ L2(0, T ;H−1).
Moreover, the following estimate holds
(3.27)
‖v‖2L∞H2 + ‖vt‖2L∞L2 + ‖∇vt‖2L2L2
. exp
(
CT (‖α‖2L∞L∞ + 1)
)(|v(0)|2H2 + |vt(0)|2L2 + ‖h‖2L2L2).
By integrating the partial differential equation in (3.24) from 0 to t, it can be shown that ψ =
ψ0 +
∫ t
0
v(x, s) ds. Therefore, from (3.26) we have that{
ψtt ∈ C([0, T ];L2) ∩ L2(0, T ;H10 ),
ψttt ∈ L2(0, T ;H−1).
Moreover, we obtain
(3.28) ‖ψt‖2L∞H2 .C4(T, α, β)
(|ψ0|2H3 + |ψ1|2H2 + ‖f‖2L2H1 + ‖ft‖2L2L2 + |f(0)|2L2),
where C4(T, α, β) = (C + C3(T, α, β)) exp(CT (1 + ‖α‖2L∞L∞)).
We can now add (3.21) multiplied by b > 0, (3.23), (3.28), and the continuous version of (3.18)
and apply Gronwall’s inequality to get the final estimate (3.15), where
CP2(T, α, β) = (C2 + C4) exp
(
CT (‖α‖2L∞W 1,4 + ‖β‖2L∞W 1,4)
)
.
Finally, continuity in time of ψ and ψt follows due to the continuous embeddings
ψ ∈ H1(0, T ;H10 ∩H3) ↪→C([0, T ];H10 ∩H3),
ψt ∈W 1,2,2(0, T ;H10 ∩H3, H10 ) ↪→C([0, T ];H10 ∩H2);
see [33, Ch.1, Theorem 3.1]. 
4. Local well-posedness
We now return to the nonlinear Blackstock model and employ the Banach fixed point theorem to
show existence and uniqueness of a solution for small data.
We introduce the space
X =
{
v : (0, T )× Ω→ R
∣∣∣ v ∈ L∞(0, T ;H10 ∩H3),
vt ∈ L∞(0, T ;H10 ∩H2) ∩ L2(0, T ;H3),
vtt ∈ C([0, T ];L2) ∩ L2(0, T ;H10 )
}
,
equipped with the norm
‖v‖X = max
{
‖v‖L∞H3 , ‖vt‖L∞H2 , ‖vt‖L2H3 , ‖vtt‖CL2 , ‖vtt‖L2H1
}
.
We are now ready to state the main result.
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Theorem 1 (Local well-posedness). Let Ω ⊂ Rd, where d ∈ {1, 2, 3}, be a bounded, open, and C2,1
regular domain. Let c2, b > 0, and k ∈ R. Assume that (ψ0, ψ1) ∈ (H10 ∩H3, H10 ∩H2) and that
|ψ0|2H3 + |ψ1|2H2 ≤ κ, κ > 0.
Then for sufficiently small κ and final time T > 0, there exists a unique solution ψ ∈ X of the
initial-boundary value problem (2.3) for the Blackstock equation. The solution depends continuously
on the initial data in the X -norm.
Proof. Following [26, 28], we employ the Banach fixed-point theorem. To this end we introduce an
operator
F : v 7→ ψ,
where
(4.1) v ∈ B =
{
v ∈ X
∣∣∣ (v, vt)|t=0 = (ψ0, ψ1), ‖v‖X ≤M},
and ψ is given as the solution in the L∞(0, T ;L2) sense to
ψtt − c2(1 + kvt)∆ψ − b∆ψt = 2∇v · ∇ψt(4.2)
with (ψ,ψt)|t=0 = (ψ0, ψ1). The parameter M > 0 in (4.1) will be chosen to guarantee that F is a
contractive self-mapping.
B is closed in the topology induced by ‖ · ‖X . We first show that B is closed in the topology of
X , which will later allow us to apply the Banach fixed-point theorem on F to conclude that it has a
unique fixed point.
Let {vn}n∈N ⊂ B be an arbitrary ‖ · ‖X -converging sequence and let v = lim
n→∞ v
n in X . We need
to show that v ∈ B. The typical embeddings yield
vn −→ v strongly in C([0, T ];H10 ∩H3),
vnt −→ vt strongly in C([0, T ];H10 ∩H2) ∩ L2(0, T ;H3),
vntt −→ vtt strongly in C([0, T ];L2) ∩ L2(0, T ;H10 ),
from which it follows that v(0) = ψ0 and vt(0) = ψ1. Moreover,
‖v‖X ≤ lim inf
n→∞ ‖v
n − v‖X + ‖vn‖X ≤M.
Therefore we can conclude that v ∈ B.
F is a self-mapping. Next we want to show that ψ = Fv ∈ B for every v ∈ B. The equation (4.2)
fits into the framework of Proposition 2 if we set
α = c2(1 + kvt) ∈W 1,∞,2(0, T ;W 1,4, L4),
β = 2∇v ∈W 1,∞,∞(0, T ;W 1,4(Ω,Rd), L4(Ω,Rd)),
f = 0 ∈W 1,2,2(0, T ;H1, L2).
According to Proposition 2, it follows that ψ ∈ X . Thanks to the energy estimate (3.15), if the initial
data is small in the sense of
C˜(T,M)(|ψ0|2H3 + |ψ1|2H2) ≤M2,
it also follows that
‖ψ‖X ≤M.
The constant C˜(T,M) is obtained from CP2(T, α, β) by replacing the α and β terms by their upper
bounds which depend on M . We infer that ψ ∈ B.
F is contractive. To show contractivity, we take v(1), v(2) ∈ B and set ψ(1) = Fv(1), ψ(2) = Fv(2) ∈
B, and v = v(1) − v(2). The difference ψ = ψ(1) − ψ(2) then satisfies the equation
ψtt − c2(1 + kv(1)t )∆ψ − b∆ψt = c2k∆ψ(2)vt + 2∇v(1) · ∇ψt + 2∇ψ(2)t · ∇v
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in the L∞(0, T ;L2) sense with (ψ,ψt)|t=0 = (0, 0). This equation also fits into the framework of
Proposition 2 if we choose
α = c2(1 + kv
(1)
t ) ∈W 1,∞,2(0, T ;W 1,4, L4),
β = 2∇v(1) ∈W 1,∞,∞(0, T ;W 1,4(Ω,Rd), L4(Ω,Rd)),
f = c2k∆ψ(2)vt + 2∇ψ(2)t · ∇v ∈W 1,2,2(0, T ;H1, L2).
Thus Proposition 2 provides the energy estimate
‖ψ‖2L∞H3 + ‖ψt‖2L∞H2 + ‖ψt‖2L2H3 + ‖ψtt‖2L∞L2 + ‖ψtt‖2L2H1
≤ C˜(T,M)(‖f‖2L2L2 + ‖∇f‖2L2L2 + ‖ft‖2L2L2),
We further estimate the f -terms on the right-hand side by
‖f‖2L2L2 + ‖∇f‖2L2L2 + ‖ft‖2L2L2
≤ c4k2‖ψ(2)‖2L2H3‖vt‖2L∞L∞ + 4K42‖ψ(2)t ‖2L2H2‖v‖2L∞H3 + c4k2‖ψ(2)‖2L2H3‖vt‖2L∞L∞
+ c4k2K25‖ψ(2)‖2L2H3‖vt‖2L∞H2 + 4K24K25‖ψ(2)t ‖2L2L2‖v‖2L∞H3 + 4K22K25‖ψ(2)t ‖2L2H2‖v‖2L∞H3
+ c4k2‖ψ(2)t ‖2L2H2‖vt‖2L∞L∞ + c4k2K21K25‖ψ(2)‖2L∞H3‖vtt‖2L2H1 + 4K24K25‖ψ(2)tt ‖2L2H1‖v‖2L∞H3
+ 4K42‖ψ(2)t ‖2L2H3‖vt‖2L∞H2
We can additionally make use of the estimate
‖ψ(2)‖2L2H3 ≤ T‖ψ(2)‖2X ≤ TM2,
and proceed similarly for the other terms involving the L2-norm in time of ψ(2), ψ
(2)
t , ψ
(2)
tt . In this
way, we obtain
‖Fv(1) −Fv(2)‖2X ≤ CM2 C˜(T,M) (T + 1) ‖v‖2X
Altogether for small enough M and final time T , we have
‖Fv(1) −Fv(2)‖X ≤ q‖v(1) − v(2)‖X for every v(1), v(2) ∈ B, where 0 < q < 1.
Existence and uniqueness. Finally, the existence and uniqueness of a solution to the initial-
boundary value problem (2.3) for the Blackstock equation follow from the Banach fixed-point theorem.
Continuous dependence on the data. It remains to prove that the solution depends continuously
on the data. We introduce ψ as the unique fixed point of F that corresponds to initial data (ψ0, ψ1) ∈
H10∩H3×H10∩H2 and parameter M . Further, let φ be the unique fixed point to a different contraction
mapping that corresponds to data (φ0, φ1) ∈ H10 ∩H3×H10 ∩H2 and parameter Mφ. We employ the
triangle inequality
‖ψ − φ‖X ≤ ‖Fψ −Fφ‖X + ‖Fφ− φ‖X ,
where we can already estimate the first norm by the contractivity of F . Note that Fφ is the solution
of
(Fφ)tt − c2(1 + kφt)∆Fφ− b∆(Fφ)t = 2∇φ · ∇(Fφ)t
with initial conditions (Fφ)(0) = ψ0, (Fφ)t(0) = ψ1. Let us introduce φ˜ = Fφ− φ. It holds that
(4.3) φ˜tt − c2(1 + kφt)∆φ˜− b∆φ˜t = 2∇φ · ∇φ˜t
with initial conditions φ˜(0) = ψ0 − φ0, φ˜t(0) = ψ1 − φ1.
We already know the regularity of φ as it is the unique local solution of the Blackstock equation
corresponding to the initial conditions (φ0, φ1). Thus, we can apply Proposition 2 on the partial
differential equation (4.3), where we set α = c2(1 + kφt), β = 2∇φ, and f = 0. In this way we obtain
existence and uniqueness of a solution φ˜ that satisfies the energy estimate
(4.4) ‖Fφ− φ‖X = ‖φ˜‖X ≤ C˜(T,Mφ)
(|ψ0 − φ0|H3 + |ψ1 − φ1|H2).
In order to prove continuous dependence on the data, we now employ the contractivity of F and the
estimate (4.4) in the following way
‖ψ − φ‖X ≤‖Fψ −Fφ‖X + ‖Fφ− φ‖X
≤ q‖ψ − φ‖X + C˜(T,Mφ)
(|ψ0 − φ0|H3 + |ψ1 − φ1|H2), 0 < q < 1.
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Bringing the q-term to the left-hand side yields
‖ψ − φ‖X ≤ C˜(T,Mφ)
1− q
(|ψ0 − φ0|H3 + |ψ1 − φ1|H2), 0 < q < 1,
which completes the proof. 
5. Global well-posedness and energy decay
To obtain global well-posedness, we follow the general approach taken in [26, 28] and revisit the
energy estimates from Propositions 1 and 2 for the nonlinear Blackstock equation to get an estimate
independent of final time. We restrict ourselves now to the non-degenerate case and look for a solution
in the space
Bˆ =
{
v ∈ X
∣∣∣ (v, vt)|t=0 = (ψ0, ψ1), ‖vt‖L∞(Ω×(0,T )) ≤ m < 1/|k|, ‖v‖X ≤M},
when k 6= 0. It can be shown analogously to Theorem 1 that a unique local-in-time solution exists in
this space. If k = 0, then we set Bˆ = B.
We introduce the energy as
(5.1) E [ψ](t) = |ψ(t)|2H3 + |ψt(t)|2H2 + |ψtt(t)|2L2 , for ψ ∈ X ,
and the corresponding initial energy as
E [ψ](0) = |ψ0|2H3 + |ψ1|2H2 + |c2(1 + kψ1)∆ψ0 + b∆ψ1 + 2∇ψ0 · ∇ψ1|2L2 .
Theorem 2 (Global well-posedness). Let Ω ⊂ Rd, where d ∈ {1, 2, 3}, be a bounded, open, and C2,1
regular domain. Let c2 > 0 and k ∈ R. Furthermore, let (ψ0, ψ1) ∈ (H10 ∩H3, H10 ∩H2). Then there
exists a κ > 0, such that for b sufficiently large, the solution of the initial-boundary value problem
(2.3) corresponding to the initial data E [ψ](0) ≤ κ is global in time. In other words, there exist positive
constants κ and M, such that as long as E [ψ](0) ≤ κ, then
E [ψ](t) ≤M for all t ∈ [0,∞).
Proof. We follow a similar procedure as in the proofs of Propositions 1 and 2, but this time we avoid
Gronwall’s lemma to get a bound independent of T , where T corresponds to the maximal time that
guarantees local well-posedness in Bˆ of the initial-boundary value problem (2.3) for the Blackstock
equation. By utilizing this time-independent estimate, we are able to extend the local solution of
Theorem 1 to the global time domain [0,∞). We begin by testing the Blackstock equation (2.3) and
its differentiated version with different functions.
Testing with −χ(0,t)∆ψ. Since we know that ∆ψ ∈ L2(0, T ;L2), we can test the Blackstock equation
(2.3) with −χ(0,t)∆ψ. This action yields
(5.2)
(c2 − 2ε)
∫ t
0
|∆ψ(s)|2L2 ds+
b
2
|∆ψ(t)|2L2
≤ b
2
|∆ψ0|2L2 +
K2P
4ε
∫ t
0
|∇ψtt(s)|2L2 ds+
K42
ε
ess sup
s∈(0,T )
|∆ψ(s)|2L2
∫ t
0
|∆ψt(s)|2L2 ds
+ c2|k| ess sup
s∈(0,T )
|ψt(s)|L∞
∫ t
0
|∆ψ(s)|2L2 ds,
for all t ∈ [0, T ], where ε > 0.
Testing with −χ(0,t)∆ψt. Since ∆ψt ∈ L2(0, T ;L2), we next take −χ(0,t)∆ψt as a test function in
(2.3). In this way we obtain the estimate
(5.3)
1
2
|∇ψt(t)|2L2 +
c2
2
|∆ψ(t)|2L2 + b
∫ t
0
|∆ψt(s)|2L2 ds
≤ 1
2
|∇ψ1|2L2 +
c2
2
|∆ψ0|2L2 +
K42
ε
ess sup
s∈(0,T )
|∆ψt(s)|2L2
∫ t
0
|∆ψt(s)|2L2 ds
+
c4k2
4ε
ess sup
s∈(0,T )
|ψt(s)|2L∞
∫ t
0
|∆ψt(s)|2L2 ds+ 2ε
∫ t
0
|∆ψ(s)|2L2 ds,
for all t ∈ [0, T ], where ε > 0.
Testing the time-differentiated equation with χ(0,t)ψtt. Since the time-differentiated version of the
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Blackstock equation is satisfied in the L2(0, T ;H−1) sense, we can test it with functions in L2(0, T ;H10 ).
Testing with χ(0,t)ψtt ∈ L2(0, T ;H10 ) yields
(5.4)
1
2
|ψtt(t)|2L2 +
c2
2
|∇ψt(t)|2L2 + (b− 4ε)
∫ t
0
|∇ψtt(s)|2L2 ds
≤ 1
2
|ψtt(0)|2L2 +
c2
2
|∇ψ1|2L2 +
c4k2K41 + 4K
2
1K
2
2
4ε
ess sup
s∈(0,T )
|∆ψ(s)|2L2
∫ t
0
|∇ψtt(s)|2L2 ds
+
K42K
2
P
ε
ess sup
s∈(0,T )
|∆ψt(s)|2L2
∫ t
0
|∆ψt(s)|2L2 ds+
c4k2K2P
4ε
ess sup
s∈(0,T )
|ψt(s)|2L∞
∫ t
0
|∆ψt(s)|2L2 ds,
for all t ∈ [0, T ] and some ε > 0.
Testing the time-differentiated equation with −χ(0,t)∆ψt. Note that we are not allowed to directly
test the time-differentiated equation with −χ(0,t)∆ψt since ∆ψt /∈ L2(0, T ;H10 ). However, we can
employ a similar trick as before and look at the following initial-boundary value problem
vtt − c2∆v − b∆vt = h(x, t) in Ω× (0, T ),
v = 0 on ∂Ω× (0, T ),
(v, vt) = (ψ1, c
2(1 + kψ1)∆ψ0 + b∆ψ1 + 2∇ψ0 · ∇ψ1) on Ω× {t = 0},
where the right side of the partial differential equation is given by
h = c2k(ψt∆ψt + ψtt∆ψ) + 2(∇ψ · ∇ψtt + |∇ψt|2) ∈ L2(0, T ;L2).
It can be shown by employing the Galerkin approximation that if b is sufficiently large it holds that
b
4
‖∆v‖2L∞L2 + (c2 − ε)‖∆v‖2L2L2 ≤
b+ 1
2
|∆v(0)|2L2 +
c2
2
|∇v(0)|2L2 + |vt(0)|2L2 +
1
2ε
‖h‖2L2L2 ,
first in a discretized setting and then via weak limits also in the continuous one. By noting that
ψ = ψ0 +
∫ t
0
v(x, s) ds, from here we further obtain
(5.5)
b
4
|∆ψt(t)|2L2 + (c2 − ε)
∫ t
0
|∆ψt(s)|2L2 ds
≤ b+ 1
2
|∆ψ1|2L2 +
c2
2
|∇ψ1|2 + |ψtt(0)|2L2
+
c4k2
2ε
(
ess sup
s∈(0,T )
|ψt(s)|2L∞
∫ t
0
|∆ψt(s)|2L2 ds+K21 ess sup
s∈(0,T )
|∆ψ(s)|2L4
∫ t
0
|∇ψtt(s)|2L2 ds
)
+
2
ε
(
K24 ess sup
s∈(0,T )
|∆ψ(s)|2L4
∫ t
0
|∇ψtt(s)|2L2 ds+K42 ess sup
s∈(0,T )
|∆ψt(s)|2L2
∫ t
0
|∆ψt(s)|2L2 ds
)
,
for all t ∈ [0, T ]. Here K4 < ∞ denotes the embedding constant from (2.8) and by employing the
embedding H10 ∩H3 ↪→ H10 ∩W 2,4 we can make the term
ess sup
s∈(0,T )
|∆ψ(s)|2L4 ≤ K25 ess sup
s∈(0,T )
|ψ(s)|2H3 ≤ K25M2
sufficiently small.
Testing the space-differentiated equation with −χ(0,t)∇∆ψ. Note that the solution provided by The-
orem 1 satisfies the Blackstock equation in the L2(0, T ;H10 ) sense. Thus it is well-defined to test
the space-differentiated version with test functions in L2(0, T ;L2(Ω,Rd)). Taking −χ(0,t)∇∆ψ ∈
L2(0, T ;L2(Ω,Rd)) as a test function in the space-differentiated Blackstock equation gives us
(5.6)
(c2 − 3ε)
∫ t
0
|∇∆ψ(s)|2L2 ds+
b
2
|∇∆ψ(t)|2L2
≤ b
2
|∇∆ψ0|2L2 +
1
4ε
∫ t
0
|∇ψtt(s)|2L2 ds+ c2|k| ess sup
s∈(0,T )
|ψt(s)|L∞
∫ t
0
|∇∆ψ(s)|2L2 ds
+ ess sup
s∈(0,T )
|∆ψt(s)|L2
(
K2K5(2 + c
2|k|) + 2K4K5
) ∫ t
0
|∇∆ψ(s)|2L2 ds
+
4K24K
2
5 +K
2
2K
2
5 (4 + c
4k2)
4ε
ess sup
s∈(0,T )
|∆ψt(s)|2L2
∫ t
0
|∆ψ(s)|2 ds,
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for all t ∈ [0, T ]. After adding the derived upper bounds (5.2)-(5.6), we obtain
(5.7)
b
2
|∇∆ψ(t)|2L2 +
b+ c2
2
|∆ψ(t)|2L2 +
b
4
|∆ψt(t)|2L2 +
1
2
|ψtt(t)|2L2 + C1
∫ t
0
|∆ψ(s)|2L2 ds
+ C2
∫ t
0
|∆ψt(s)|2L2 ds+ C3
∫ t
0
|∇ψtt(s)|2L2 ds+ C4
∫ t
0
|∇∆ψ(s)|2L2 ds
≤ 1
2
max
{
b+ c2, 3 + b+ 2c2
}(|ψ0|2H3 + |ψ1|2H2 + |ψtt(0)|2L2),
for all t ∈ [0, T ]. The constants appearing above are given by
(5.8)
C1 = c
2 − 4ε− c2|k|‖ψt‖L∞L∞ − ‖∆ψt‖2L∞L2
4K24K
2
5 +K
2
2K
2
5 (4 + c
4k2)
4ε
,
C2 = b+ c
2 − ε− ‖∆ψ‖2L∞L2
K42
ε
− ‖∆ψt‖2L∞L2
3K42 +K
4
2K
2
P
ε
− ‖ψt‖2L∞L∞
c4k2(3 +K2P)
4ε
,
C3 = b− 4ε− 1 +K
2
P
4ε
− ‖∆ψ‖2L∞L2
c4k2K41 + 4K
2
1K
2
2
4ε
− ‖∆ψ‖2L∞L4
c4k2K21 + 2K
2
4
2ε
,
C4 = c
2 − 3ε− c2|k|‖ψt‖L∞L∞ − ‖∆ψt‖L∞L2
(
K2K5(2 + c
2|k|) + 2K4K5
)
,
We note that the assumption of non-degeneracy is crucial to ensure that C1 > 0. For small enough
‖ψ‖X and large enough b, we can guarantee that C2, ..., C4 are positive constants as well.
By using the energy function E [ψ] we introduced in (5.1), we can rewrite (5.7) as
(5.9)
min
{
2, b
} E [ψ](t) + 2 min{C1 + C4, C2,K−2P C3}∫ t
0
E [ψ](s) ds
≤C max{b+ c2, 3 + b+ 2c2} E [ψ](0)
for all t ∈ [0, T ]. From here it follows that
min
{
2, b
} E [ψ](t) ≤ C max{b+ c2, 3 + b+ 2c2} E [ψ](0)
for all t ∈ [0, T ], where the constant C is independent of T . We can then derive a similar estimate
for t ∈ [T, 2T ]
min
{
2, b
} E [ψ](t) ≤ C max{b+ c2, 3 + b+ 2c2} E [ψ](T ).
Successively repeating this action yields the energy inequality (5.9) for all t ∈ [0,∞) and thus the
global well-posedness of the initial-boundary value problem (2.3) for the Blackstock equation follows.

We are next interested in obtaining a rate for the decay of the energy (5.1).
Theorem 3 (Energy decay). Let the assumptions of Theorem 2 hold. Then there exists a constant
ω > 0 such that the energy E [ψ](·) decays exponentially with decay rate ω, that means
E [ψ](t) ≤ Ce−ωtE [ψ](0).
Proof. We employ the same estimates in the proof of Theorem 2, but instead of taking χ(0,t) as a
prefactor for the test functions, we now choose χ(s,t) for 0 ≤ s ≤ t < ∞. For instance, testing the
Blackstock equation with −χ(s,t)∆ψ gives an estimate similar to (5.2)
(c2 − 2ε)
∫ t
s
|∆ψ(τ)|2L2 dτ +
b
2
|∆ψ(t)|2L2
≤ b
2
|∆ψ(s)|2L2 +
K2P
4ε
∫ t
s
|∇ψtt(τ)|2L2 dτ +
K42
ε
ess sup
τ∈(0,∞)
|∆ψ(τ)|2L2
∫ t
s
|∆ψt(τ)|2L2 dτ
+ c2|k| ess sup
τ∈(0,∞)
|ψt(τ)|2L∞
∫ t
s
|∆ψ(τ)|2L2 dτ,
We proceed in the same way for the other estimates. In this way, we arrive at the energy inequality
min
{
2, b
}E [ψ](t) + 2 min{C1 + C4, C2,K−2P C3}∫ t
s
E [ψ](τ) dτ
≤C max{2b+ c2, 3 + b+ 2c2}E [ψ](s),
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where C1, ..., C4 are the constants from (5.8) with the difference that the essential supremum in the
norms is taken over the global time domain (0,∞). From here we first conclude that 0 ≤ E[ψ](t) ≤
CE[ψ](s) for s ≤ t and letting t→∞ yields the inequality∫ ∞
s
E [ψ](τ) dτ ≤ C max{b+ c
2, 3 + b+ 2c2}
min{C1 + C4, C2,K−2P C3}
E [ψ](s)
for all s ∈ [0,∞). Applying a modification of the Haraux-Lagnese inequality [41, Theorem 1.5.9]
provides us with the desired exponential decay estimate
E [ψ](s) ≤ Ce−ωtE [ψ](0),
where the decay rate is given by
ω = C
min{C1 + C4, C2,K−2P C3}
max{b+ c2, 3 + b+ 2c2} .

We can see that the decay rate goes to zero in the case of overdamping when b→∞.
5.1. The one-dimensional case. In the one-dimensional case when Ω ⊂ R, the situation simplifies
considerably since we can make use of the embedding
ψt ∈ L∞(0, T ;H10 ) ↪→ L∞(0, T ;L∞).
We can employ the fixed point approach relying only on Proposition 1 and show local well-posedness
analogously to Theorem 1. Moreover, we can employ the same techniques as in Theorem 2 and
Theorem 3 to obtain global well-posedness and the decay of the energy
E(t) = |ψ(t)|2H2 + |ψt(t)|2H1 .
We state here the result in the one-dimensional case without proof.
Theorem 4. Let Ω ⊂ R be a finite interval and let b, c2 > 0, and k ∈ R. Assume that (ψ0, ψ1) ∈
(H10 ∩H2, H10 ) and that
|ψ0|2H2 + |ψ1|2H1 ≤ κ, κ > 0.
Then for sufficiently small κ and final time T > 0, there exists a unique solution ψ of the initial-
boundary value problem (2.3) for the Blackstock equations with the regularity
ψ ∈ C([0, T ];H10 ∩H2),
ψt ∈ C([0, T ];H10 ) ∩ L2(0, T ;H2),
ψtt ∈ L2(0, T ;L2).
The solutions depends continuously on the initial data. Furthermore, for sufficiently large b, the
solution is global in time and its energy decays exponentially with rate ω > 0, that means
E(t) ≤ Ce−ωtE(0).
6. Numerical treatment of the Blackstock equation
We now focus our attention on the numerical treatment of the Blackstock equation. We follow
the well-explored numerical strategies for nonlinear sound propagation [20, 25, 30, 38, 50], where
finite elements are employed in space and the Newmark or the Generalized-α scheme is used for time
stepping. In particular, we employ B-splines as basis functions within the framework of Isogeometric
Analysis (IGA); see [10, 21]. The use of B-splines as basis functions in nonlinear acoustics can be
found in earlier works on Burgers’ equation; see for example [12, 53].
By approximating the acoustic velocity potential as
ψ ≈
neq∑
i=1
Ni ψi,
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and using the same shape functions for the test space, we arrive at the following semi-discrete form
(6.1)
neq∑
j=1
{∫
Ω
NiNj dx ψ¨j + c
2
∫
Ω
∇Ni · ∇Nj dxψj + b
∫
Ω
∇Ni · ∇Nj dx ψ˙j
+ c2k
∫
Ω
(∇Ni · ∇Nj)
(neq∑
l=1
Nlψ˙l
)
dxψj
− (2− c2k)
∫
Ω
Ni
(
∇Nj · ∇
neq∑
l=1
Nlψ˙l
)
dxψj
}
= 0,
for all t ∈ (0, T ]. If we denote by w = [w1 . . . wneq ] the representation of a function w in the basis
{Ni}neqi=1, then the initial conditions should be satisfied in the sense of
(ψ, ψ˙)|t=0 = (ψ0, ψ˙0).(6.2)
We can rewrite (6.1), (6.2) in the matrix form as follows
(6.3)

Mψ¨ +Kψ +Cψ˙ + T (ψ˙)ψ −N (ψ˙)ψ = 0,
ψ(0) = ψ
0
,
ψ˙(0) = ψ˙
0
,
where the mass, stiffness, and damping matrices are given by
M =
ne∧
e=1
[mepq], m
e
pq =
∫
Ωe
NpNq dx,
K =
ne∧
e=1
[κepq], κ
e
pq = c
2
∫
Ωe
∇Np · ∇Nq dx,
C =
ne∧
e=1
[cepq], c
e
pq = b
∫
Ωe
∇Np · ∇Nq dx,
where ne denotes the number of elements Ω
e. The tensors can be computed via
T (ψ˙) =
ne∧
e=1
[T epq], T
e
pq = c
2k
∫
Ωe
(∇Np · ∇Nq)
(neq∑
r=1
Nrψ˙r
)
dx,
N (ψ˙) =
ne∧
e=1
[Nepq], N
e
pq = (2− c2k)
∫
Ωe
Np∇Nq ·
(
∇
neq∑
r=1
Nrψ˙r
)
dx.
6.1. Choice of the time-integration scheme. In nonlinear ultrasound propagation, the number
of higher harmonics to the fundamental wave frequency grows with the distance from the source. To
resolve higher harmonics, a fine spatial mesh and time discretization are typically needed. Moreover,
we have to be aware of Gibbs’ phenomenon, which occurs when a discontinuous function is approx-
imated by smooth functions and causes spurious oscillations on the wave peaks. For this reason,
we use the Generalized-α method [8] for the time discretization. The scheme allows us to control
the numerical dissipation that is introduced to higher harmonics, while minimally affecting the lower
frequencies; see also the discussion in [38] for the Westervelt equation.
Let 0 = t0 < . . . < tm = T be a given partition of the time interval [0, T ]. To simplify exposition,
we assume a uniform grid with time step ∆t and define ψn = ψ(·, n∆t), n ∈ [0,m]. Applying the
Generalized α-scheme results in the system
Mψ¨
n+1−αm +Cψ˙n+1−αf +Kψn+1−αf
+ T (ψ˙
n+1−αf )ψn+1−αf −N (ψ˙n+1−αf )ψn+1−αf = 0,
where the mid-point values are defined as follows
ψ¨
n+1−αm = (1− αm)ψ¨n+1 + αmψ¨n,
ψ˙
n+1−αf = (1− αf )ψ˙n+1 + αf ψ˙n,
ψ
n+1−αf = (1− αf )ψn+1 + αfψn,
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for n ∈ [0,m− 1]. We then use the classical Newmark scheme [39] with parameters β and γ:
ψ
n+1
= ψ
n
+ ∆t ψ˙
n+1
+
1
2
∆t2((1− 2β)ψ¨
n
+ 2βψ¨
n+1
),
ψ˙
n+1
= ψ˙
n
+ ∆t((1− γ)ψ¨
n
+ γψ¨
n+1
).
The scheme is realized through predictor-corrector steps. At this point, we also introduce the effective
mass matrix
M = (1− αm)M+ γ(1− αf )∆tC+ β(1− αf )∆t2K;
see also [30, Section 2.5]. Since the Blackstock equation is nonlinear, we employ an iterative scheme
to solve it.
Algorithm: Numerical solver for the Blackstock equation with initial data
1 Input: initial data ψ
0
, ψ˙
0
2 t = 0, n = 0
3 M ψ¨
n
= −Cψ˙
n
−Kψ
n
− T (ψ˙
n
)ψ
n
+N (ψ˙
n
)ψ
n
4 while t ≤ T do
5 perform predictor step
6 ψ
pred
= ψ
n
+ ∆tψ˙
n
+
∆t2
2
(1− 2β)ψ¨
n
7 ψ˙
pred
= ψ˙
n
+ (1− γ)∆tψ¨
n
8 P = −αmM ψ¨n −K((1− αf )ψpred + αfψn)−C((1− αf )ψ˙pred + αf ψ˙n)
9 κ = 0
10 ψκ
n+1
= ψ
pred
11 ψ˙
κ
n+1
= ψ˙
pred
12 while
‖ψ¨κ+1
n+1
− ψ¨κ
n+1
‖
‖ψ¨κ+1
n+1
‖
> TOL do
13 solve the algebraic system of equations
14 M ψ¨
κ+1
n+1
= P− T (ψ˙κ
n+1−αf )ψ
κ
n+1−αf +N (ψ˙
κ
n+1−αf )ψ
κ
n+1−αf
15 perform corrector step
16 ψκ+1
n+1
= ψ
pred
+ β∆t2ψ¨
κ+1
n+1
17 ψ˙
κ+1
n+1
= ψ˙
pred
+ γ∆tψ¨
κ+1
n+1
18 κ 7→ κ+ 1
19 end
20 n 7→ n+ 1, t 7→ t+ ∆t
21 end
Note that the effective mass matrix does not change with time in our algorithm. Therefore, we
can compute its LU decomposition only in the first time step and use it when solving the algebraic
system in the following time steps.
After obtaining the acoustic velocity potential ψ, the acoustic pressure is then computed in a
post-processing step as u = %ψt.
6.2. Neumann boundary conditions. We also briefly comment on how the case of having inho-
mogeneous Neumann data would be numerically treated. In the presence of the Neumann boundary
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conditions
∂ψ
∂n
= g on Γn,
the equation (6.3) changes into
Mψ¨ +Kψ +Cψ˙ + T (ψ˙)ψ −N (ψ˙)ψ = F +B(ψ˙),
ψ(0) = ψ
0
,
ψ˙(0) = ψ
1
.
The terms on the right-hand side are given by
F =
ne∧
e=1
[Fpq], Fpq =
∫
Γen
(c2g + bg˙)Np dx,
B(ψ˙) =
ne∧
e=1
[Bpq], Bpq = c
2k
∫
Γen
gNp
(nen∑
r=1
Nrψ˙r
)
dx.
The boundary tensor B(ψ˙) is a new term compared to the Kuznetsov equation. It originates from
the term ψt∆ψ in the equation.
Considerations of how to avoid spurious reflections from the computational boundary in numerical
simulations are beyond the scope of the present work. We refer the reader interested in this topic
to the existing literature on absorbing boundary conditions [15, 45] and the perfectly matched layer
(PML) technique [1, 30].
7. Numerical experiments
We illustrate the behavior of the Blackstock equation through several numerical experiments in
1D and 2D settings for different parameter values.
We set the Newmark parameters to (β, γ) = (0.45, 0.75) and the Generalized-α parameters to
(αm, αf ) = (1/2, 1/3), since they provided good results in simulations of the Westervelt equation, see
[38]. The tolerance is set to TOL = 10−8 in all experiments. All the numerical results have been
obtained with the help of the GeoPDEs package [49] in MATLAB.
7.1. Experiments in 1D. We first test the model in a 1D channel example. As our medium, we
use water with 
the speed of sound c = 1500 m/s,
the parameter of nonlinearity B/A = 5,
the sound diffusivity b = 6 · 10−9 m2/s, and
the density % = 1000 kg/m3;
(7.1)
see [30, Ch. 5]. We set the channel length to l = 0.4 m and the initial data to
(7.2)
ψ0 = 0,
ψ1 = A · exp
(
− (x− µ)
2
2σ2
)
,
with A = 3 · 105 m2/s2, µ = 0.2, σ2 = 0.01. We first use cubic B-Splines as basis functions with the
maximum C2 global regularity. We take 801 degrees of freedom in space and 801 degrees of freedom
in time with final time set to T = 0.1 ms. Figure 1 shows the evolution of the pressure wave over
time. Average number of iterations per time step needed to converge to a solution was around 6.
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Figure 1. Evolution of the pressure wave at different times
Next we want to compare the performance of linear and quadratic splines as basis functions. We
take the pressure computed with cubic splines on the fine grid as the reference solution. In Figure 2,
we see the pressure profiles at final time when employing linear splines and quadratic splines with
global C1 regularity on a coarser grid which has 501 degrees of freedom. We observe that quadratic
splines perform much better, resulting in a wave that almost matches the reference solution. The
error of the computed solutions is higher in the region where the wave front is steep.
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Figure 2. Left: Comparison of the solutions at final time t = 0.1 ms computed
by using linear and quadratic splines against the reference solution; Right: Error of
the solutions obtained by using linear and quadratic splines
Since quadratic splines result in a reasonably accurate solution, we continue with employing qua-
dratic basis functions with maximum C1 global regularity in the following experiments.
Next we want to see how the damping parameter b and the parameter of nonlinearity B/A influ-
ence the behavior of the model. A similar study was provided in [19] for the Kuznetsov equation with
Neumann data. We also discuss how the size of the initial data affects the pressure wave and plot
the energy decay with respect to time.
7.1.1. Influence of the strong damping. First, we set all the parameters as before in (7.1), but vary
the sound diffusivity
b ∈ {0, 0.1, 1, 10, 100}m2/s.
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Figure 3 displays how b influences the wave behavior. The snapshots were taken at t = 0.8 ms. Note
that when b ≈ 0 m2/s and the amplitude of the initial data is sufficiently large, a steepening of the
wave front can be observed. Eventually this nonlinear steepening will develop into a vertical wave
front; see also Figure 1. As b increases, the amplitude of the wave is damped and the nonlinear
behavior gets less and less pronounced. For larger values of b, we can see that steepening of the wave
ceases, meaning that there is no formation of higher harmonics.
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Figure 3. Influence of the b-damping on the behavior of the model
7.1.2. Influence of the data size. Next we want to illustrate how the smallness of the initial data
influences the behavior and regularity of the pressure wave. We take the same water setting as before
with coefficients as in (7.1). We then plot snapshots of the ultrasound wave t = 0.9 ms developed
from the initial wave given by (7.2), but we take different amplitudes for the Gaussian function ψ1:
A ∈ {1.5, 5, 8, 15} · 104 m2/s2.
Figure 4 displays the influence that the size of the initial data has on the behavior of the wave. As
seen in the previous experiment, for high-amplitude waves an obvious steepening of the wave front
can be observed. When the initial data is sufficiently small, the behavior resembles the one of a linear
wave with almost no distortion as the wave travels.
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Figure 4. Influence of the size of the initial data on the behavior of the model
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7.1.3. Energy decay. Figure 5 shows how the energy decays with respect to time. The medium is
again taken to be water with coefficients as in (7.1), but we vary the sound diffusivity b. The initial
data is given as before by (7.2) with the high amplitude A = 3 · 105 m2/s2. As observed in our
theoretical considerations, a certain amount of dissipation is needed for the energy to decay with
time. When a larger damping is present in the model, the results agree with the exponential decay
rates of the energy obtained for the one-dimensional case in Theorem 4.
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Figure 5. Decay of the energy |∆ψ(t)|2L2 + |∇ψt(t)|2L2 with respect to time with
different dissipation levels
7.1.4. Different models. Figure 6 displays differences in the pressure profiles obtained by employing
the Blackstock, the Kuznetsov (2.1), and the Westervelt equation (2.2) in the same setting of a 1D
channel, where the medium is taken to be water.
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Figure 6. Plot of the pressure waves obtained by using the Blackstock (B), the
Kuznetsov (K), and the Westervelt (W) equations at t = 50µs
The coefficients are taken as in (7.1) and the initial data as in (7.2) with the amplitude A =
3 · 105 m2/s2. We employed a fixed point iteration with respect to the second time derivative to solve
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the Kuznetsov and the Westervelt equations. The average number of iterations per time step needed
to converge to a solution was around 5 for the Blackstock, 14 for the Kuznetsov, and around 19 for
the Westervelt equation.
A difference in the pressure profiles can easily be observed for the high-amplitude ultrasound waves.
We refer also to the work in [5], where these models were compared to the Euler equations in the 1D
non-viscous case. The study showed that the Blackstock equation performed the best, followed by
the inviscid Kuznetsov equation. The inviscid Westervelt equation had the poorest performance.
7.1.5. Neumann excitation. Next we take the same water setting as before, but this time with Neu-
mann excitation on the left side of the channel (and homogeneous Neumann conditions on the right
end). For the source condition, we take a modulated sinusoidal wave
g =
{
g0 sin(ωt) (1 + sin(wt/4)), t > 2pi/w,
g0 sin(ωt), t ≤ 2pi/w.
(7.3)
The amplitude of the source is taken to be g0 = 20pi m/s and the frequency f = 70 kHz. The angular
frequency is then given by ω = 2pif . We take 451 degrees of freedom in space and 1000 time steps
with final time set to 0.12 ms.
We set c = 1500 m/s, b = 6 · 10−9 m2/s, % = 1000 kg/m3 as before and now vary the parameter
of nonlinearity of the medium. Typical values of this parameter in different media can be found, for
instance, in [13]. We take
B/A ∈ {0, 3, 7}.
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Figure 7. Influence of the parameter of nonlinearity B/A on the behavior of the model
Figure 7 illustrates how the wave is affected by the material nonlinearity. As expected, the larger
the parameter of nonlinearity is, the closer to the source the steepening of the wave begins. If the data
is sufficiently large and not much dissipation is present, eventually the steepening becomes vertical
and a wave form with a sawtooth shape develops.
7.2. High-intensity focused ultrasound. Finally, we plot the acoustic pressure a two-dimensional
domain, corresponding to a high-intensity focused ultrasound (HIFU) setting. The excitation and
focusing in HIFU applications is often achieved by an array of transducers placed on a spherical
surface; see [30, Ch. 12]. Therefore, for our domain we take a rectangle [0, 0.08 m]× [0, 0.12 m] with
a curved lower boundary belonging to a circle with center (0.04 m, 0.03 m) and radius R = 0.05 m.
We employ quadratic splines and take 282 × 452 degrees of freedom and 1500 time steps with the
final time set to 0.1 ms. The excitation on the curved boundary is again taken to be the modulated
sine wave (7.3) with amplitude g = 20 m/s and frequency f = 100 kHz, whereas we set Neumann
conditions to zero on the other boundaries.
Figure 8 shows the propagation and self-focusing of the pressure wave. Note that due to the lack
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of the absorbing conditions, reflections can be observed off the sides of the computational domain. In
Figure 9, we can see a snapshot of the pressure changes along the axis of symmetry of the domain.
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Figure 8. Evolution of the pressure wave with focusing
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Figure 9. Acoustic pressure along the axis of symmetry at t = 76µs
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8. Conclusion
In this work, we studied both analytically and numerically the Blackstock equation, which arises
in nonlinear acoustics as a model of ultrasound propagation. We showed local-in-time well-posedness
of the equation with homogeneous Dirichlet boundary conditions and small initial data. We then
proved global well-posedness and exponential decay for the energy of the solution.
In addition, we presented a numerical treatment of the equation within the framework of Isogeo-
metric Analysis, where we employed B-Splines as basis functions. Our numerical results confirm the
theoretical findings and, in particular, illustrate the influence of the size of the data and the level of
dissipation on the behavior of the solution.
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