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Abstract
Nowadays we are living in an era where ubiquitous computing is popular. Applica-
tions and services, that were running in the in private servers, are now transitioning to
servers in the cloud, where infrastructure is offered as a service. This applications receive
millions of request or process millions of bytes in data, so they are transitioning from an
one big application to new software architectures and designs that can support the new
requirements.
As a result of this changes, the Reactive Manifesto appeared offering a summary of
ideas and concepts that help and guide developers to build scalable and resilient appli-
cations. Along with these ideas, new software architectures appeared to create modular
applications. These designs allow scalability in functionality in a context where require-
ments are very dynamic.
Concurrent programming will be used to implement these architectures, providing
to these designs the scalability they need. Actors and futures will be used to give these
application the concurrency and parallelism they require.
Using all these concepts and technology together we will offered a design to build
applications that can satisfy the requirements and needs of modern systems.
Resumen
Nos encontramos en un contexto en el que la informa´tica hoy en dı´a se centra en la
computacio´n ubicua. Las aplicaciones y servicios esta´n migrando de estar alojadas en
servidores propios de una empresa a ejecutar en la nube, utilizando infraestructuras que
se ofrecen como servicios. Estas aplicaciones tienen que atender millones de peticiones
o procesar millones de datos. Como consecuencia, se esta´ produciendo una transicio´n de
las aplicaciones monolı´ticas del pasado a nuevas arquitecturas y disen˜os que permitan
satisfacer estos requisitos.
Ante estos cambios, aparece el maniﬁesto de los Sistemas Reactivos, que recopila una
serie de ideas y conceptos que para construir aplicaciones escalables, robustas y toleran-
tes a fallos. Conjuntamente con estas ideas aparecen nuevas arquitecturas software que
permiten crear aplicaciones modulares y que a su vez son escalables en funcionalidad, en
un contexto donde las necesidades y requisitos son muy dina´micos.
Para dar solucio´n tecnolo´gica a estos disen˜os se utilizara´ la programacio´n concurren-
te, que proporcionara´ a estos disen˜os la escalabilidad que necesitan. Concretamente se
empleara´n actores y futuros, que en conjunto an˜adira´n la concurrencia y paralelismo que
requieren estas aplicaciones.
De esta forma, todas estas tecnologı´as y conceptos, empleados de forma conjunta
ofrecerı´an un disen˜o ﬁnal que permite construir aplicaciones que pueden dar soporte a los
nuevos requisitos de los sistemas actuales.
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Capı´tulo 1
Introduccio´n
Los ordenadores han aumentado su impacto en nuestras vidas durante las u´ltimas
de´cadas. Han transcurrido distintas eras en la historia de la informa´tica, buscando el pro-
greso tecnolo´gico y cambiando la forman en la que usamos los ordenadores. Este tra´nsito
ha sido consecuencia principalmente de los avances en las tecnologı´as relacionadas con
el hardware y el software, pero tambie´n se ha visto inﬂuenciado por el modo en el que el
ser humano interactu´a con los ordenadores.
Los primeros ordenadores eran ma´quinas de gran taman˜o construidas solamente pa-
ra aplicaciones muy concretas y especı´ﬁcas como por ejemplo ca´lculos nume´ricos. No
existı´a una distincio´n real entre el software y el hardware, pues las instrucciones de la
aplicacio´n se ejecutaban directamente sobre la ma´quina, accediendo a los recursos dispo-
nibles sin necesidad de un sistema operativo.
Estos primeros ordenadores tuvieron un existo muy alto y una gran demanda a pesar
de su alto coste. Con el paso del tiempo, aparecieron ma´s innovaciones inspiradas por
conceptos como permitir a varios usuarios utilizar estas ma´quinas o que estos usuarios
pudieran ejecutar cada uno sus programas y aplicaciones de forma simulta´nea. Estos con-
ceptos dieron lugar a la aparicio´n de los mainframes, los sistemas operativos y el tiempo
compartido entre usuarios. Unidos a estos avances, aparecieron las primeras lı´neas de
comando que permitı´an por primera vez interactuar con estos sistemas.
La llegada de las redes a los ordenadores supuso un antes y un despue´s en la informa´ti-
ca. Las aplicaciones distribuidas no solo aprovecharon la ventaja de poder usar mu´ltiples
ma´quinas, sino que tambie´n permitieron la existencia de sistemas interconectados que
consistı´an a su vez en mu´ltiples ma´quinas localizadas en diferentes sitios remotos. Esto
derivo´ tambie´n en la necesidad de crear nuevo software sobre las redes para dar soporte a
estos sistemas distribuidos, dando lugar a los primeros middlewares.
La aparicio´n de Internet se produjo gracias a la interconexio´n de todas las redes exis-
tentes en una red global. A su vez se produjo la transicio´n de grandes mainframes a pe-
quen˜os ordenadores, que dieron lugar a estaciones de trabajo y ordenadores personales,
que precipitaron todavı´a ma´s la evolucio´n de la red. Adema´s sugieron nuevas formas de
interactuar con el ordenador con la aparicio´n de interfaces gra´ﬁcas que permitı´an una
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interaccio´n mucho ma´s directa. La era del ordenador personal vino acompan˜ada de una
mejora sustancial en los microprocesadores y las interfaces gra´ﬁcas para interaccio´n con
el usuario, ası´ como la explosio´n de aplicaciones de escritorio.
Con la aparicio´n de los mo´viles, las redes mo´viles y posteriormente los tele´fonos
inteligentes, el contexto tecnolo´gico dejaba ver que se avecinaba una nueva era, las era
de la computacio´n ubicua. Los ordenadores no iban a hacerse ma´s y ma´s pequen˜os, pero
estaba claro que formaban parte del dı´a a dı´a del ser humano en todos sus taman˜os y
formas. La computacio´n ubicua vuelve a cambiar de forma dra´stica la forma de interactuar
con la tecnologı´a, en busca de ofrecer una interaccio´n mucho ma´s natural para el usuario.
Los dispositivos como porta´tiles, tabletas, tele´fonos mo´viles y tele´fonos inteligentes han
difuminado la frontera entre los diferentes tipos de dispositivos. Todo esto combinado con
una conectividad inala´mbrica en todo momento ha originado nuevas formas de uso y una
gran libertad de movilidad con estos dispositivos.
Aunque actualmente nos encontramos alcanzando la computacio´n ubicua, ya existen
nuevas tendencias que esta´n inﬂuenciando en el modo pensar y en como utilizamos el
ordenador hoy en dı´a. El progreso en microprocesadores esta´ alcanzando lo lı´mites fı´si-
cos, por lo que las CPUs actuales vienen equipadas con varios nu´cleos. Esto unido a los
nuevo requisitos de los que precisa esta nueva era de computacio´n ubicua ha forzado
que los desarrolladores, disen˜adores de arquitecturas software y de lenguajes tengan que
adaptarse a este nuevo paradigma con procesadores de varios nu´cleos.
Antes de estas necesidades nos encontra´bamos aplicaciones de gran taman˜o, monolı´ti-
cas y de poca escalabilidad desplegadas en grandes servidores propios de la empresa, que
ofrecı´an unos tiempos de respuesta de varios segundos, varias horas de baja por manteni-
miento y con una cantidad de datos en el orden de giga-bytes.
Sin embargo, los requisitos actuales muestran necesidades muy distintas. Existe una
gran disparidad y posibilidades de entornos de ejecucio´n, desde un dispositivo mo´vil o
tableta con un sistema operativo, hasta clu´sters en la nube con miles de procesadores con
varios nu´cleos con otro sistema operativo. Adema´s los usuarios esperan unos tiempos de
respuesta inferiores a milisegundos, con una disponibilidad del 100% y con datos del
orden de peta-bytes.
Conociendo estos nuevos requisitos necesarios para los nuevos servicios y aplicacio-
nes que se desarrollan y necesitan hoy en dı´a, se observa que las antiguas arquitecturas
con constaban de grandes aplicaciones muy acopladas y con poca escalabilidad no son
va´lidas hoy en dı´a. Y a raı´z de estas necesidad surge la idea de las aplicaciones y disen˜os
reactivos.
1.1. Motivaciones
En un contexto en el que la computacio´n ubicua y la computacio´n en la nube esta´n
ganando cada vez ma´s importancia, es necesario replantear los disen˜os y arquitecturas
que hasta ahora existen, y ofrecer nuevos disen˜os que ofrezcan una mejor solucio´n a los
nuevos requisitos que presenta el contexto actual.
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El maniﬁesto de Sistemas Reactivos recoge una serie de conceptos e ideas que debe
tener una aplicacio´n o sistema que quiera considerarse reactivo. Todas esas ideas y con-
ceptos que conciernen a una aplicacio´n reactiva nos puede ayudar a disen˜ar estas nuevas
aplicaciones.
Para dar escalabilidad a las aplicaciones, existen diversas tecnologı´as y conceptos que
permiten dotar a un sistema o aplicacio´n de concurrencia.
Adema´s existen diversas arquitecturas software que buscan adaptarse a un contexto
en el que las necesidades y requisitos son muy dina´micos, guiando el desarrollo a disen˜o
que sean modulares.
Pero todavı´a no existe una propuesta que ponga en uso todos estos conceptos para
ofrecer un nuevo disen˜o que de solucio´n a los nuevos requisitos y retos que supone desa-
rrollar aplicaciones que cumplan con las expectativas del contexto actual.
1.2. Objetivos
El objetivo de este trabajo es explorar las tecnologı´as actuales y las arquitecturas soft-
ware hasta ahora conocidas para proponer un disen˜o que permita a los desarrolladores
crear aplicaciones que sean reactivas y con escalabilidad funcional, para ası´ dar soporte a
los nuevos requisitos que han surgido a raı´z de los nuevos escenarios en los que localiza-
mos la informa´tica.
Explorara´ las tecnologı´as que permiten desarrollar una aplicacio´n con concurrencia,
a la vez que se buscara´ una arquitectura que permite disen˜ar aplicaciones modulares y
reactivas.
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Capı´tulo 2
El maniﬁesto de Sistemas Reactivos
El maniﬁesto de Sistemas Reactivos [1] resume y plantea cua´les son las bases para
abordar el desarrollo y disen˜o de aplicaciones y servicios que cumplan con las expecta-
tivas y necesidades de los usuarios actuales conjuntamente con los nuevos requisitos y
tecnologı´as emergentes.
La idea central del maniﬁesto se encuentra alrededor de cuatro caracterı´sticas que to-
da arquitectura reactiva necesita cumplir para conseguir el objetivo. Todas y cada una de
esta´s caracterı´sticas no son elementos nuevos y novedosos, sino un conjunto de ideas y
conceptos que ya eran conocidos y que juntos permiten alcanzar el objetivo. Estas carac-
terı´sticas son:
Responsividad
Resiliencia
Elasticidad
Orientados a mensajes
Figura 2.1: Caracterı´sticas de un sistema reactivo.
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Los sistemas que cumplan estas cuatro caracterı´sticas sera´n ma´s ﬂexibles, estara´n poco
acoplados y sera´n escalables. Esto los hara´ ma´s fa´ciles de mantener a largo plazo, ası´ como
ampliar su funcionalidad si es necesario.
Adema´s, estos sistemas sera´n ma´s tolerantes a fallos, y en caso de fallo, sera´n capaces
de asumirlo y tratarlo sin causar un desastre total del sistema. Por u´ltimo, tendra´n una
gran capacidad de responsividad que dara´ un servicio efectivo y adecuado a los usuarios.
2.1. Reponsividad
Cuando hablamos de un sistema nos referimos a un conjunto de componentes que
trabajan de forma colaborativa para ofrecer unos servicios a los usuarios. Estos siste-
mas pueden ser desde sistemas pequen˜os con muy pocos servicios, hasta sistemas muy
grandes y complejos compuestos por ciertos o miles de servicios que trabajan de forma
colaborativa.
Un sistema se considera responsive si es capaz de responder en tiempos adecuados
en la medida de lo posible. Estos sistemas responsive se centran en proveer tiempos de
respuesta ra´pidos y consistentes, dentro de unos lı´mites superiores establecidos de manera
que provean una calidad de servicio consistente. Este comportamiento a cambio simpliﬁca
el manejo de errores y aumenta la conﬁanza del usuario ﬁnal y su ﬁdelizacio´n.
2.2. Resiliencia
Un sistema se considera resiliente si es capaz de permanecer responsive ante situacio-
nes de fallo. Se entiende por fallo un evento inesperado en un servicio que provoca un mal
funcionamiento del mismo, evitando que continue´ ejecutando de forma normal, y por lo
tanto, que deje de ofrecer su funcionalidad.
El concepto de resiliencia no se aplica solo a sistemas de misio´n crı´tica o de alta
disponibilidad. Cualquier sistema que no es resiliente no podra´ ser responsive despue´s de
un fallo.
Para alcanzar la resiliencia, se requerira´ replicacio´n, contencio´n, aislamiento y de-
legacio´n. De esta manera, los fallos estara´n contenidos dentro de cada componente del
sistema, aislando los componentes entre ellos y asegurando que las partes pueden fallar
y recuperarse sin afectar al resto del sistema. La recuperacio´n de cada componente se
delega en otro componente externo, y la alta disponibilidad puede asegurarse mediante
replicacio´n cuando sea necesaria.
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2.3. Elasticidad
Un sistema se considera ela´stico cuando es capaz de mantenerse responsive bajo todas
las posibles variaciones de carga de trabajo a las que puede verse sometido. Adema´s no
solo tiene que mantenerse responsive sino que tambie´n tiene que ser capaz de reaccionar
adapta´ndose a los cambios de carga de trabajo, aumentando o disminuyendo los recursos
encargados de tratar dicha carga segu´n sea necesario.
Para alcanzar esta propiedad se han de utilizar disen˜os que no tengan puntos de conten-
cio´n o cuellos de botella centralizados, permitiendo ası´ que el sistema tenga la habilidad
de fragmentar o replicar los componentes y distribuir las peticiones entre ellos.
Los sistemas reactivos soportan algoritmos de escalado predictivos y reactivos, pro-
veye´ndolos de medidas de rendimiento en tiempo real. Esto permite a los sistemas alcan-
zar la elasticidad de forma efectiva a nivel coste.
2.4. Orientado a mensajes
Los sistemas reactivos se basan en el intercambio de mensajes de forma ası´ncrona
para establecer el lı´mite entre componentes, lo que asegura desacoplamiento, aislamiento
y transparencia de ubicacio´n. Esta deﬁnicio´n de los lı´mites y comunicacio´n mediante
mensajes tambie´n proporciona los medios para delegar los fallos como mensajes.
Empleando un intercambio de mensajes explı´cito se puede conseguir controlar y ma-
nejar la carga y proporcionar elasticidad y control de ﬂujo, monitorizando las colas de
mensajes en el sistema y aplicando back pressure si es necesario.
Utilizando transparencia de ubicacio´n en el intercambio de mensajes permite que sea
posible el manejo de los fallos de forma ide´ntica en un clu´ster o en un u´nico nodo.
Adema´s, si utilizamos un intercambio de mensajes no bloqueante permite que los re-
ceptores solo consuman recursos si esta´n activos, evitando ası´ una sobrecarga del sistema.
7
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Capı´tulo 3
Arquitectura hexagonal
La idea principal de esta arquitectura busca desacoplar la lo´gica principal que repre-
senta el nu´cleo del negocio de los diferentes servicios que dicha lo´gica puede hacer uso.
Esto permite utilizar y conectar diferentes servicios a esta lo´gica de negocio, y a su vez
poder deﬁnir y hacer funcionar dicha lo´gica sin necesidad de tener conectada ningu´n ser-
vicio.
La lo´gica principal, o lo´gica de negocio, de una aplicacio´n consiste en los algoritmos
que deﬁnen su propo´sito. Estos algoritmos implementan los casos de uso que componen
la deﬁnicio´n del propo´sito del nu´cleo de la aplicacio´n. Si se producen cambios en ellos,
la esencia de la propia aplicacio´n cambia.
Sin embargo los servicios que conectamos a esta lo´gica no son necesarios. Deben po-
der cambiarse y reemplazarse sin afectar al propo´sito general de la aplicacio´n. Algunos
ejemplos de servicios pueden ser: acceso a la base de datos u otro tipo de almacenamien-
tos, interfaces gra´ﬁcas, correo electro´nico y otros elementos de comunicacio´n, dispositi-
vos hardware...
En 3.1 se muestra un ejemplo de arquitectura hexagonal, tambie´n conocida como
arquitectura de ports y adapters. El ejemplo muestra un caso en el que la arquitectura
tiene seis ports, para mostrar el caso modelo del que deriva el nombre de la arquitectura.
Pero la idea importante que se quiere reﬂejar en el nombre no es el nu´mero de ports, sino
que en el centro de la arquitectura localizamos el nu´cleo de la aplicacio´n, que representa
la lo´gica principal de la misma. Un nu´mero realista de ports suele ser entre dos y cuatro.
9
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Figura 3.1: Arquitectura hexagonal o de ports y adapters.
Las ventajas que esta arquitectura presenta son:
La lo´gica principal de negocio puede ser testeada y comprobada independientemen-
te de los servicios que tenga conectados.
Es ma´s fa´cil cambiar unos servicios por otros ma´s adecuados en caso de que los
requisitos de la aplicacio´n cambien.
3.1. Ports
Un port es un punto de entrada de informacio´n a la lo´gica del nu´cleo. Para ello el
nu´cleo deﬁne una interfaz, que el port utiliza para realizar la entrada de informacio´n.
Dentro de los ports podemos distinguir dos tipos:
Ports primarios.
Ports secundarios.
Figura 3.2: Ports en la arquitectura hexagonal.
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3.1.1. Ports primarios
Se deﬁne como port primario a la API principal de la aplicacio´n, es decir, la interfaz
que que ofrece la lo´gica del nu´cleo para la entrada de informacio´n. Estos ports son invo-
cados y utilizados por los adapters primarios, que son encargados de la interaccio´n con
el usuario de la aplicacio´n. Algunos ejemplos de ports primarios son las funciones que
permiten cambiar objetos, atributos y relaciones en la lo´gica del nu´cleo.
3.1.2. Ports secundarios
Se deﬁne como port secundario a la interfaz deﬁnida en la lo´gica del nu´cleo para los
adapters secundarios. Estos adapters son invocados por la lo´gica del nu´cleo utilizando las
interfaces deﬁnidas. Un ejemplo de port secundario es la interfaz para guardar objetos.
Esta interfaz no ofrece ninguna informacio´n a cerca del objeto, simplemente ofrece una
interfaz para crear, conseguirlo, actualizarlo y borrarlo.
3.2. Adapaters
Un adapter es el puente de unio´n entre la aplicacio´n y los servicios que requiere. Para
ello, estos adapters usara´n las interfaces deﬁnidas por la lo´gica del nu´cleo, es decir, los
ports. Al igual que pasa con los ports, los adapters se clasiﬁcan en dos tipos:
Adapters primarios.
Adapters secundarios.
Figura 3.3: Adapters en la arquitectura hexagonal.
11
CAPI´TULO 3. ARQUITECTURA HEXAGONAL
3.2.1. Adapters primarios
Se deﬁne adapter primario como la pieza de co´digo entre el usuario y la lo´gica del
nu´cleo. Un ejemplo de adapter es un test unitario de la lo´gica del nu´cleo. Otro ejemplo es
el componente que hace las funciones de controlador para la interaccio´n entre la interfaz
gra´ﬁca para el usuario y la lo´gica del nu´cleo. Los adapters primarios llaman a la API
deﬁnida en los ports primarios para interactuar con la lo´gica de nu´cleo.
3.2.2. Adapters secundarios
Se deﬁne adapter secundario como la implementacio´n de los ports secundarios, los
cuales solo deﬁnen la interfaz que el nu´cleo de la lo´gica va a utilizar. Un ejemplo es la
implementacio´n de la interfaz para guardar objetos, que convertirı´a las peticiones deﬁni-
das en la interfaz del port en llamadas a una base de datos que lleven a cabo la accio´n, y
devolverı´a los resultados segu´n se hayan deﬁnido en el port. Otro ejemplo es serı´a el mock
del objeto que simula la interaccio´n con la base de datos para realizar los test unitarios de
ciertas partes de la lo´gica del nu´cleo.
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Capı´tulo 4
Concurrencia
La concurrencia es una propiedad de todo sistema que permite representar el hecho
de que se pueden ejecutar varias actividades de forma simulta´nea. Adema´s, dichas activi-
dades pueden incluso interactuar entre ellas. Estas ejecuciones pueden tener lugar en di-
ferentes entornos, como procesadores de un solo nu´cleo, procesadores de varios nu´cleos,
multi-procesadores o incluso mu´ltiples ma´quinas que forman parte de una sistema distri-
buido. A pesar de las diferencias, todos estos entornos tienen una caracterı´stica comu´n:
proveer de mecanismos para permitir el control de los diferentes ﬂujos de ejecucio´n me-
diante la coordinacio´n y la sincronizacio´n, y a la vez asegurar la consistencia.
El uso de la concurrencia viene motivado no solo por los nuevos procesadores con
varios nu´cleos o los sistemas multi-procesador, sino tambie´n por la bu´squeda de softwa-
re que ofrezca un mayor rendimiento y aprovechamiento de la plataforma sobre la que
ejecuta. Cantrill [2] adema´s establece que concurrencia puede mejorar el rendimiento en
tiempo de ejecucio´n de una aplicacio´n de tres maneras:
Reducir la latencia: una tarea puede reducir su tiempo de ejecucio´n si se consigue
dividir en tareas ma´s pequen˜as que pueden ejecutar de forma concurrente.
Ocultar la latencia: permite al sistema continuar ejecutando otras tareas si alguna de
ellas esta´ bloqueada a la espera de un operacio´n de gran latencia como por ejemplo
una operacio´n de entrada/salida de disco duro.
Aumentar el rendimiento: al ejecutar tareas de forma concurrente, el sistema puede
soportar ma´s carga y sacar mayor aprovechamiento de los recursos disponibles.
Adema´s la presencia de la concurrencia es una propiedad intrı´nseca para cualquier
tipo de sistema distribuido. Los procesos corriendo en diferentes ma´quinas forman un
sistema comu´n que ejecuta co´digo en diferentes ma´quinas al mismo tiempo.
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4.1. Modelos para la programacio´n con concurrencia
En el libro de Von Roy [3] se introducen cuatro modelos de concurrencia a la hora de
programar empleando este concepto. Estos son:
Secuencial.
Declarativa.
Paso de mensajes.
Estado compartido.
Concurrencia secuencial
En un modelo de programacio´n determinista no se aplica concurrencia. En su forma
ma´s estricta, existe un orden total de todas las operaciones que se va a ejecutar. Pero en un
modelo menos estricto, se puede conservar que el comportamiento sea determinista. Sin
embargo, o bien no se puede garantizar el orden de ejecucio´n del programa o se tiene que
proveer de un mecanismo para declarar de forma explı´cita los ﬂujos y transiciones entre
tareas, como es el caso de las corrutinas, por ejemplo.
Concurrencia declarativa
La programacio´n declarativa es un modelo de programacio´n que favorece que el con-
trol de los ﬂujos de ejecucio´n sean implı´citos. El control no se describe directamente, sino
ma´s bien es un resultado de la lo´gica y declaracio´n del programa.
La concurrencia declarativa extiende el modelo de programacio´n declarativa permi-
tiendo que existan varios ﬂujos de ejecucio´n. Esto an˜ade concurrencia de forma implı´cita,
dirigida por los datos que viajan por le programa o por la demanda que se le exige al mis-
mo. Aunque esta aproximacio´n introduce cierto indeterminismo en tiempo de ejecucio´n,
este indeterminismo no se aprecia generalmente desde fuera.
Concurrencia con paso de mensajes
Este modelo permite que las tareas que esta´n ejecutando concurrentemente se co-
muniquen por mensajes. Normalmente es el u´nico mecanismo que permite a las tareas
comunicarse e interactuar entre ellas, pues de otro modo se encuentran ejecutando total-
mente aisladas de las dema´s. El paso de mensajes puede ser sı´ncrono o ası´ncrono, dando
lugar diferentes tipos de mecanismos y patrones para las sincronizacio´n y coordinacio´n
de las tareas.
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Concurrencia con estado compartido
La concurrencia con estado compartido es un modelo de programacio´n muy exten-
dido en el que varias tareas puede acceder a recursos y estados. Compartir exactamente
los mismos recursos y estados entre las diferentes tareas requiere mecanismos para sin-
cronizar el acceso y coordinar las tareas. Pero este modelo introduce indeterminismo que
puede derivar en problemas de consistencia en los recursos o estados.
4.2. Sincronizacio´n y coordinacio´n como mecanismos de
control
Independientemente del modelo de programacio´n concurrente que se escoja, debe
existir algu´n mecanismo de control sobre la concurrencia, ya sea de forma implı´cita o
explı´cita. La ejecucio´n de varias ﬂujos de ejecucio´n de forma simultanea sobre el mismo
espacio de direcciones puede ser muy peligroso y un descontrol si no existe ningu´n me-
canismos que garantice los accesos de forma ordenada. Dos o ma´s ﬂujos podrı´an intentar
acceder a la misma informacio´n de forma simulta´nea e intentar modiﬁcarla introduciendo
informacio´n que podrı´a dejar el sistema en un estado inconsistente o no va´lido. Adema´s,
si varias tareas trabajan de forma conjunta para resolver un problema necesitan estar de
acuerdo en los datos en los que acceden segu´n va progresando la ejecucio´n del problema.
Todo esto es la base de los retos que hay que afrontar a la hora de utilizar la concurrencia
y la programacio´n concurrente.
La sincronizacio´n y la coordinacio´n son dos mecanismos que permiten lidiar con es-
tos problemas. La sincronizacio´n, o mejor expresado sincronizacio´n por competicio´n, es
el mecanismo que controla el acceso a los recursos compartidos entre varias tareas. Es
especialmente importante cuando varias actividades necesitan acceder a un recurso que
no puede ser accedido de forma simulta´nea. Un mecanismos de sincronizacio´n adecuado
obligara´ a tener la exclusividad sobre el recurso para acceder y ordenara´ los accesos al
recurso por las diferentes tareas. La coordinacio´n, tambie´n conocida como sincronizacio´n
cooperativa, realiza una orquestacio´n de forma colaborativa de las tareas sobre recurso
requerido.
En la pra´ctica, la sincronizacio´n y la coordinacio´n a veces se utilizan conjuntamen-
te. Ambos mecanismos pueden ser explı´citos o implı´citos. La sincronizacio´n de forma
implı´cita oculta la sincronizacio´n como parte de la sema´ntica del lenguaje, por lo que no
se muestra en el co´digo visible del programa. Por el contrario, la sincronizacio´n de for-
ma explı´cita requiere que el programador an˜ada de forma explı´cita las operaciones en el
co´digo para indicar la sincronizacio´n.
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4.3. Tareas, procesos e hilos de ejecucio´n
A continuacio´n utilizaremos el te´rmino tarea para referirnos a la abstraccio´n de una
unidad de ejecucio´n.
La habilidad de ejecutar mu´ltiples tareas de forma concurrente, es decir, la multita-
rea, ha sido un requisito fundamental para los sistemas operativos. Con este mecanis-
mo se consigue intercalar y alternar la ejecucio´n de tareas. En el caso de tener proce-
sadores con mu´ltiples nu´cleos o varios procesadores, el caso de la multitarea se com-
plementa con el multiprocesador, que permite distribuir las tareas entre los diferentes
nu´cleos/procesadores disponibles. El concepto clave para ambos mecanismos es la pro-
gramacio´n o scheduling, que se encarga de organizar y asignar los tiempos de procesador
a cada tarea siguiendo segu´n estrategias deﬁnidas. Cada estrategia puede tener diferentes
objetivos, como una distribucio´n equitativa entre las tareas o tiempos ma´ximos de eje-
cucio´n de tareas. Otro tipo de estrategia es el modelo de asignacio´n. En este modelo, el
scheduler asigna un tiempo de ejecucio´n a la tarea y pasado el tiempo se lo revoca. La
tarea no tiene ningu´n control sobre la asignacio´n de tiempo. En un modelo cooperativo,
la propia tarea tiene la responsabilidad de ceder el recursos despue´s de un tiempo para
permitir a otras tareas ejecutarse. Es por esto que la programacio´n o scheduling es un
labor muy importante para cualquier sistema operativo. Sin embargo, tambie´n hay que
tener en cuenta que las propias aplicaciones tambie´n pueden tener su propio scheluder
para gestionar sus propias tareas.
A nivel de sistema operativo podemos encontrar dos tipos de tareas: los procesos y los
hilos. Esencialmente, cada uno representa tareas de diferente granularidad. Un proceso
es un tarea grande y pesada, con sus propios recursos como memoria y descriptores de
ﬁcheros, que gestiona y aprovisiona el sistema operativo. Los hilos de ejecucio´n, por su
parte, son ma´s ligeros y pertenecen a un proceso en concreto. Todos los hilos de un mismo
proceso comparten la memoria, los descriptores de ﬁcheros y todos los recursos asocia-
dos a dicho proceso. Crear un hilo es una operacio´n menos costosa operacionalmente
comparada con crear un nuevo proceso.
La mayorı´a de las aplicaciones concurrentes hace mucho uso de mu´ltiples hilos. Sin
embargo, estoy no implica que el propio lenguaje permita y contemple los hilos como
entidades propias. En su lugar, el entorno de ejecucio´n puede transformar las entidades
concurrentes de un lenguaje a hilos en tiempo de ejecucio´n.
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Capı´tulo 5
Aplicaciones de la concurrencia
5.1. Threads y cerrojos
La programacio´n imperativa es el modo de programar ma´s popular y extendido a la
hora de estructurar el desarrollo de un programa. Este tipo de programacio´n se encuentra
basada en la idea de la ejecucio´n de una secuencia de acciones y en la idea de la modiﬁ-
cacio´n de un estado, en principio mutable. Esta´s ideas y conceptos vienen heredadas del
disen˜o de un procesador desde la arquitectura de una ma´quina de Von Neumann.
Los hilos de ejecucio´n son una consecucio´n natural de esos conceptos ante la ne-
cesidad de tener varios ﬂujos de control y ejecucio´n simulta´neamente. Despue´s de los
procesos pesados, los hilos de ejecucio´n son la principal forma de conseguir paralelis-
mo en una aplicacio´n. Normalmente encontramos soporte para hilos de ejecucio´n o bien
ofrecido por el propio sistema operativo o bien por la propia arquitectura hardware (por
ejemplo, hyperthreading). Es por esta razo´n que los hilos de ejecucio´n son el mecanismo
ba´sico para construir y ofrecer concurrencia en la mayorı´a de lenguajes. Sin embargo, si
no se hace uso de un mecanismo de sincronizacio´n adecuado a la hora de acceder al esta-
do compartido, la programacio´n concurrente puede llegar a ser muy tediosa y propensa a
error.
5.1.1. El estado compartido y mutable en la concurrencia
Conceptualmente, un hilo de ejecucio´n se describe como un ﬂujo de control secuen-
cial, totalmente aislado de los dema´s a simple vista. Pero a diferencia de los procesos, los
hilos de ejecucio´n comparten el mismo espacio de direcciones de memoria, entre otros
recursos. Esto implica que mu´ltiples hilos de ejecucio´n podrı´an acceder a un mismo da-
to de forma concurrente. Adema´s, si an˜adimos mutabilidad a estos datos, signiﬁca que
podrı´amos encontrar varios hilos de ejecucio´n compitiendo por realizar operaciones de
escritura sobre dichos datos, pudiendo crear inconsistencias en los datos del programada.
Esto representa un gran grado de indeterminacio´n en la ejecucio´n. Si no se tiene cuidado,
la mutabilidad del estado y la indeterminacio´n de las operaciones introduce un gran riesgo
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de que se produzcan condiciones de carrera.
Una condicio´n de carrera ocurre cuando dos o ma´s hilos de ejecucio´n compiten por
el acceso a una seccio´n crı´tica, la cual contiene un estado compartido entre los hilos de
ejecucio´n. Dada la gran variedad de posibilidades de acceso, las condiciones de carrera
pueden derivar en varias inconsistencias en el estado. Por ejemplo, un hilos de ejecucio´n
puede leer un estado obsoleto mientras otro esta´ actualiza´ndolo. Cuando mu´ltiples hilos
de ejecucio´n modiﬁcan un estado al mismo tiempo, solo uno de ellos sera´ el que quede
reﬂejado, y los dema´s se perdera´n, llegando incluso a guardarse un estado inconsistente.
Es por esto que aparece la necesidad de mecanismos para proteger las secciones crı´ticas
y forzar el acceso de forma sincronizada.
Cerrojos
La forma ma´s intuitiva para conseguir el acceso de forma sincronizada a las secciones
crı´ticas son los cerrojos. Existen diferentes tipos de cerrojos con diferentes comporta-
mientos y sema´ntica. Los sema´foros son un tipo de cerrojos muy sencillos que ofrecen
dos me´todos: wait y signal. Cuando un sema´foro va a acceder una seccio´n crı´tica o un re-
curso compartido, ejecuta la funcio´n wait. Una vez haya terminado de utilizar el recurso
o vaya a salir de la seccio´n crı´tica, sale usando la funcio´n signal. El sema´foro impide que
mu´ltiples hilos de ejecucio´n consigan el sema´foro al mismo tiempo impidiendo que otro
consigan pasar en la funcio´n wait.
Adema´s de los sema´foros podemos encontrar implementaciones ma´s complejas como
los monitores o cerrojos de lectores/escritores entre otros.
Las consecuencias de los cerrojos
Los cerrojos nos permiten secuenciar el acceso a las secciones crı´ticas. Identiﬁcando
las secciones de co´digo vulnerables a condiciones de carrera y colocando cuidadosamente
cerrojos alrededor podemos conseguir reducir la indeterminacio´n y forzar el acceso de
forma secuencia a dichas regiones.
Sin embargo, el concepto de los cerrojos ha introducido otro tipo de problemas para el
co´digo multi-hilo. Si se usan los cerrojos inapropiadamente, la aplicacio´n puede alcanzar
un estado inconsistente en tiempo de ejecucio´n debido a que los cerrojos no se liberan
nunca, o los hilos de ejecucio´n se quedan en espera a que un cerrojo se libere pero eso
nunca sucede. Este tipo de errores siempre son susceptibles de ocurrir si el programador
tiene que usar explı´citamente las funciones como wait o signal para proteger las secciones
crı´ticas. Abstracciones de ma´s nivel como los monitores ofrece mecanismos para deﬁnir
y marcar una seccio´n crı´tica y que de forma implı´cita y transparente para el programador,
gestionando de forma automa´tica los cerrojos.
Sin embargo, todavı´a pueden aparecer problemas ocasionados por los cerrojos. El ma´s
notorio es el conocido como interbloqueo. Esto ocurre cuando dos o ma´s hilos de ejecu-
cio´n compiten por obtener unos cerrojos que tiene dependencias entre ellos. El escenario
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ma´s simple son dos hilos de ejecucio´n, ambos con su cerrojo propio, pero adema´s ne-
cesitan adquirir el cerrojo del otro para poder avanzar. Como ninguno de los dos puede
avanzar pues el otro cerrojo esta´ bloqueado, ninguno de los dos puede avanzar, produ-
cie´ndose el interbloqueo.
Figura 5.1: Ejemplo ba´sico de interbloqueo.
Otro problema son los livelocks y la inanicio´n de cerrojos. Parecido a los interblo-
queos, un livelock impide que los hilos de ejecucio´n continu´en. Sin embargo, no esta´n
bloqueados, sino que se encuentran cambiando constantemente de estado en respuesta a
los cambios de estado de los otros hilos de ejecucio´n involucrados, que a su vez tambie´n
esta´n cambiando de estado. Los livelocks se pueden considerar un tipo especial de inani-
cio´n. La inanicio´n se considera el caso en el que un hilo de ejecucio´n intenta de forma
repetida y constante acceder y conseguir un cerrojo para un recurso compartido pero no
lo puede conseguir porque existen otros hilos de ejecucio´n que tambie´n los quieren y lo
consiguen siempre.
Mientras que los casos de inanicio´n como los livelocks pueden solucionarse en tiem-
po de ejecucio´n usando gestores que detecten y apliquen una polı´tica en esos casos, los
casos potenciales de interbloqueos son generalmente muy difı´ciles de detectar debido a
su indeterminismo. El riesgo de interbloqueos aumenta cuando existen mu´ltiples cerro-
jos de diferentes secciones crı´ticas en uso. Para evitar esto en gran parte se recomienda
el uso de pocos cerrojos que cubran regiones ma´s amplias de co´digo en lugar de varios
cerrojos distintos que cubran diferentes regiones. Utilizando regiones de co´digo crı´ticas
ma´s grandes y protegie´ndolas con cerrojos podemos asegurar una ejecucio´n secuencial
y en orden sobre ellas. Sin embargo, usando cerrojos en regiones ası´ de grandes termina
produciendo una ejecucio´n secuencial de los propios hilos de ejecucio´n. Esto es efecto
totalmente contrario al propo´sito principal de aumentar el paralelismo de la aplicacio´n.
A parte de estos problemas, existe otra diﬁcultad cuando los cerrojos esta´n al uso.
Si tenemos mu´ltiples regiones de co´digo con secciones crı´ticas protegidas por cerrojos,
no podemos garantizar que la composicio´n de dichas regiones de co´digo protegidas por
cerrojos no termine en un interbloqueo. Ba´sicamente, no podemos componer implemen-
taciones que aseguren la consistencia y el acceso ordenado sin arriesgarnos a nuevos pro-
blemas de cerrojos.
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A pesar de todos los problemas visto, la programacio´n concurrente basada en hilos de
ejecucio´n, usando cerrojos como mecanismos de sincronizacio´n y un estado compartido
esta´ al uso hoy en dı´a y disponible en casi todos los lenguajes. Es importante tener en
cuenta que esta forma de afrontar la programacio´n concurrente es de bajo nivel. Esta´
ma´s cerca de la base de la concurrencia, y cada uno de los conceptos que veremos a
continuacio´n lo usara´n como base para su implementacio´n interna
5.2. Sistemas de Actores
Los principales modelos de concurrencia considerados hasta ahora tienen como no-
cio´n un estado compartido. Este estado compartido puede ser accedido por mu´ltiples hilos
de ejecucio´n al mismo tiempo y por lo tanto hay que utilizar mecanismos de proteccio´n
como los cerrojos o monitores. El tener un estado compartido y mutable no solo es algo
inherente en los modelos, tambie´n es algo inherente en la complejidad del problema.
Un sistema de actores nos ofrece un punto de vista distinto, en el que se deshecha la
idea de un estado compartido por todos. El estado sigue siendo mutable, pero sin embar-
go su acceso esta´ restringido a una entidad u´nica en concreto, que son las que pueden
modiﬁcarlo, los actores.
5.2.1. El modelo de actores
El modelo de actores se base en dos conceptos, el modelo de concurrencia y el paso de
mensajes. La idea fundamental del modelo de actores es el uso de los actores como unidad
mı´nima de concurrencia que puede actuar de diferentes maneras segu´n los mensajes que
recibe:
Mandar un nu´mero ﬁnito de mensajes a otros actores.
Crear un nu´mero ﬁnito de nuevos actores.
Cambiar su comportamiento interno, que entrara´ en vigor para los siguientes men-
sajes que atienda.
Para la comunicacio´n, el modelo de actores usa paso de mensajes de manera ası´ncro-
na. Adema´s, no usa ningu´n mecanismo intermedio como canales. En su lugar, cada actor
posee un buzo´n (mailbox) al que todos pueden direccionar. Hay que tener en cuenta que
esa direccio´n para el buzo´n no debe confundirse con la identidad del actor, pues un ac-
tor puede tener ninguna, una o varias direcciones. Cuando un actor manda un mensaje,
este debe conocer la direccio´n del actor destino. Adema´s los actores pueden mandarse
mensajes a sı´ mismos, y ellos lo recibira´n y tratara´n en el futuro. Otro elemento a tener en
cuenta es que el mapeo de las direcciones y actores no forma parte del modelo conceptual,
aunque es una caracterı´stica de la implementacio´n.
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Figura 5.2: Ejemplo sistema de actores.
Los mensajes son enviados de forma ası´ncrona y puede llegar al buzo´n del destinatario
en un tiempo arbitrario. Adema´s, el modelo de actores no garantiza el orden de llegada
de los mensajes. El encolado y desencolado de los mensajes en el buzo´n son operaciones
ato´micas, por lo que no se puede producir una condicio´n de carrera en el tratamiento
de los mensajes. Adema´s, un actor procesa los mensajes del buzo´n de forma secuencial
reaccionando de las tres posibilidades descritas antes. La tercera posibilidad, cambiar su
comportamiento interno, permite ﬁnalmente tratar con los casos en los que se precisa
un estado mutable. Sin embargo, este nuevo comportamiento solo se aplicara´ cuando se
haya realizado el procesamiento de dicho mensaje. Adema´s, todos las operaciones de
procesamiento de mensajes representan una operacio´n sin efectos secundarios desde un
punto de vista conceptual.
El modelo de actores puede utilizarse para modelar sistemas inherentemente concu-
rrentes, ya que cada actor es completamente independiente de cualquier otra instancia. No
existe un estado compartido entre diferentes actores y las interacciones entre los actores
esta´n totalmente basadas en paso de mensajes de forma ası´ncrona, como se muestra en
5.2.
5.3. Corrutinas
Las corrutinas son un generalizacio´n de las subrutinas. Mientras que una subrutina se
ejecuta secuencialmente y toda de una vez, una corrutina puede suspenderse y continuar
su ejecucio´n en distintos lugares del co´digo. Adema´s, las corrutinas son una buena uni-
dad mı´nima en el contexto de la concurrencia ya que permite la ejecucio´n de tareas de
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forma colaborativa, permitiendo que se pasen entre ellas el control del contexto segu´n se
requiera.
Figura 5.3: Ejemplo de corruinas.
Las corrutinas se consideran en muchos casos una alternativa a los hilos de ejecucio´n
ya que implementan conceptos de ma´s alto nivel en lo referente a concurrencia. Algunos
sistemas de actores se encuentran desarrollados sobre corrutinas.
5.4. Flujos
La programacio´n mediante ﬂujos es una forma muy elegante pero poco comu´n de
afrontar el desarrollo de aplicaciones que requieren concurrencia. La programacio´n impe-
rativa se basa en la idea de describir una secuencia explı´cita de operaciones a realizar. Sin
embargo, la programacio´n mediante ﬂujos deﬁne la relacio´n entre las operaciones, crean-
do un grafo de dependencias que representa los ﬂujos de ejecucio´n. Esto permite a los
sistemas de ejecucio´n identiﬁcar de forma automa´tica pasos independientes en las opera-
ciones y paralelizarlos en tiempo de ejecucio´n. La coordinacio´n y sincronizacio´n quedan
totalmente ocultas en el sistema de ejecucio´n, normalmente usando canales que esperan
las mu´ltiples entradas de informacio´n y luego inician la ejecucio´n de dicha entrada.
Figura 5.4: Ejemplo de ﬂujos.
22
Arquitecturas orientadas a la escalabilidad funcional
5.5. Futuros y promesas
Los futuros y promesas se basan el la idea de desacoplar la ejecucio´n y la devolucio´n
del resultado, utilizando una entidad intermedia que devuelve el resultado una vez esta´
disponible. En la programacio´n concurrente, los futuros y las promesas se utilizan para
proporcionar asincronı´a para tareas que pueden ejecutar en segundo plano. Una vez que la
tarea se ha lanzado, el ﬂujo de la entidad que ha hecho la llamada a ese futuro o promesa
puede continuar ejecutando independientemente de la ejecucio´n del futuro o promesa. El
resultado de la ejecucio´n del futuro o promesa puede ser solicitado posteriormente. En
caso de no encontrarse disponible todavı´a, se bloqueara´ o mandara´ una notiﬁcacio´n en el
caso de ser no bloqueante.
Los futuros y promesas tambie´n introducen un mecanismo de sincronizacio´n, pues
aunque permite lanzar ejecuciones independientes, permite sincronizarlas con el ﬂujo ini-
cial de control cuando este pregunta por su resultado y espera que retorne. Muchas de las
implementaciones disponibles en mu´ltiples lenguajes se encuentra hechas con hilos de
ejecucio´n para ofrecer la concurrencia. De esta manera la ejecucio´n del futuro o promesa
se realiza en otro hilo de ejecucio´n, permitiendo al hilo de ejecucio´n inicial continuar su
ejecucio´n.
En un sistema implementado con actores, los actores pueden verse e interpretarse
como futuros. Enviar un mensaje a otro actor y esperar a que eventualmente responda se
puede abstraer muchas veces con futuros.
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Capı´tulo 6
Caso de estudio: Nutshell API Rest
Todos los conceptos y tecnologı´as descritos anteriormente nos sirven para analizar
y dar solucio´n a un caso concreto de estudio. En nuestro caso este caso de estudio sera´
una API RESTful encargada encargada de gestionar y administrar la informacio´n sobre
para´metros de conﬁguracio´n y datos de gestio´n de la plataforma BigData / FastData de
Gennion Solutions.
6.1. La plataforma
La plataforma de Gennion Solutions es una plataforma de recoleccio´n y procesamien-
to de datos procedentes de dispositivos con conectividad inala´mbrica. La recoleccio´n de
datos de estos dispositivos como tele´fonos mo´viles o tabletas, entre otros, se realiza de
manera masiva utilizando varias nodos, harvesters , que monitorizan y escuchan la in-
formacio´n generada por estos dispositivos. Toda esta informacio´n se transmite a la pla-
taforma a trave´s de una serie de servicios encargados de retransmitirla a la plataforma
para su posterior procesamiento. Para recolectar todos estos datos, los harvesters necesi-
tan funcionar muy ra´pido y bajo grandes cargas de datos, procesando la la informacio´n de
manera inmediata y sin retrasos para evitar ası´ la perdida de datos.
Una vez el dato entra en la plataforma, pasara´ por una serie de servicios que lo proce-
sara´n y transformara´n para extraer ma´s informacio´n. Estos servicios encargados de proce-
sar el dato esta´n sometidos a una gran carga de trabajo, derivada de la carga de recoleccio´n
de datos, por lo que estos servicios deben soportarla. Adema´s, el procesamiento de estos
datos no se realiza de manera puntual, sino que el dato se procesa segu´n se va recibiendo,
es decir, en tiempo real.
Tras procesar estos datos, toda la informacio´n que se extraiga en cada una de las etapas
del procesamiento a de guardarse de forma temporal con algu´n mecanismo que permita
almacenar esta informacio´n de forma persistente. Adema´s, esta informacio´n almacenada
se expondra´ para consulta a trave´s de diferentes servicios RESTful para los clientes.
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Figura 6.1: Plataforma de Gennion Solutions.
Para gestionar y poder extraer ma´s informacio´n acerca de los datos que van entrando
en la plataforma, debe existir una conﬁguracio´n que establezca los para´metros a utilizar
segu´n a do´nde pertenezca el dato. Para ello la plataforma contiene informacio´n sobre la
deﬁnicio´n de los proyectos que esta´n en funcionamiento. Los proyectos contienen infor-
macio´n acerca de los diferentes nodos y su localizacio´n, para saber a que´ clientes perte-
necen y los para´metros a aplicar segu´n su localizacio´n.
Todos estos servicios que se encargan de recolectar y procesar la informacio´n para
posteriormente almacenarla de forma persistente necesitara´n poder aplicar la conﬁgura-
cio´n adecuada a cada dato recibido. Para evitar tener que deﬁnir en cada uno de ellos esta
conﬁguracio´n acerca de proyectos, existe un servicio encargado de gestionar y almace-
nar dicha conﬁguracio´n. Este servicio servira´ de fuente de informacio´n para el resto de
servicios que necesiten preguntar por ella. El servicio encargado de gestionar esta conﬁ-
guracio´n y servirla al resto de servicios de la plataforma es Nutshell API Rest.
6.2. Requisitos
Analizando la plataforma podemos ver que presenta la necesidad de funcionar en
tiempo real y bajo tiempos de respuesta muy bajos. Para gestionar la conﬁguracio´n de
esta plataforma encontramos a Nutshell API Rest, que tendra´ que ser capaz de cumplir
y satisfacer una serie de necesidades y requisitos que vendra´n impuestos no solo por la
informacio´n que guarda sino tambie´n por la plataforma a la que pertenece y su funciona-
miento en conjunto con el resto de los servicios.
Los requisitos de esta aplicacio´n son:
Debe ser capaz de proveer la informacio´n necesaria de conﬁguracio´n que le sea
requerida por el resto de servicios de la plataforma, de forma ra´pida y consistente,
evitando ası´ entorpecer al resto de servicios de la plataforma cuyo funcionamiento
es en tiempo real.
Debe exponer su funcionalidad para crear y gestionar los datos de conﬁguracio´n
a trave´s de una API RESTful. Esta API permitira´ gestionar la conﬁguracio´n de
manera programa´tica y a su vez crear una aplicacio´n web encargada de utilizar esta
API para permitir la conﬁguracio´n mediante una interfaz gra´ﬁca para usuarios.
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Al ofrecer una API RESTful, tambie´n se ha de tener en cuenta que debe cumplir con
los esta´ndares de calidad de los servicios y API RESTful que podemos encontrar
hoy en dı´a.
Los datos de conﬁguracio´n deben almacenarse de forma persistente para no perder-
los y poder reutilizarlos. Se requerira´ de una base de datos para ello.
Al utilizar una base de datos para almacenar los datos, la aplicacio´n debe ser capaz
de responder y no fallar en caso de que exista algu´n problema al utilizar esta base
de datos, adaptando su respuesta a los diferentes problemas que puedan surgir de
forma consistente y siempre sin dejar de ofrecer servicio.
Tendra´ que ser capaz de soportar no solo la carga que de solicitudes de los servicios,
sino tambie´n ofrecer soporte para poder realizar consultas y conﬁguraciones nuevas
de manera simultanea sin generar inconsistencias y sin dejar de dar servicio en caso
de que existan varias solicitudes de forma paralela.
Hasta el momento, necesita exponer al menos dos interfaces para acceso de los
datos persistidos, una interfaz HTTP y una interfaz para intercambio de mensajes,
por lo que se ha de tener en cuenta un disen˜o modular que permite adaptarse a
nuevos posibles mecanismos de comunicacio´n.
Para solventar la problema´tica que presenta esta aplicacio´n, vamos a poner en juego
las tecnologı´as y conocimientos que hemos tratado en los capı´tulos anteriores, viendo
como en conjunto nos permiten concluir en un disen˜o y conjunto de buenas pra´cticas que
nos permitira´n solventar toda la problema´tica que presentan aplicaciones como Nutshell
API Rest.
6.3. Arquitectura software
La primera problema´tica que vamos a abordar para disen˜ar Nutshell API Rest va a ser
que´ arquitectura software es la ma´s adecuada para implementarla. Analizando cada uno
de los requisitos iremos iterando sobre la arquitectura software hasta extraer un disen˜o
que se acomode y cumpla con los requisitos de Nutshell API Rest.
Disen˜o ba´sico
Analizando los requisitos de Nutshell API Rest vemos que a simple vista la principal
necesidad de esta aplicacio´n es funcionar como una API RESTful para la gestio´n y con-
ﬁguracio´n de la plataforma. Por una lado necesitara´ exponer una interfaz HTTP a trave´s
de la cua´l se realizara´ toda la gestio´n de las conﬁguraciones. Toda esta informacio´n de
conﬁguracio´n que se le transmita, debe ser almacenada. En este caso se ha escogido una
base de datos relacional (MySQL) que permite crear un modelo relacional que represente
adecuadamente los datos de conﬁguracio´n.
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Figura 6.2: Disen˜o arquitecto´nico ba´sico.
Disen˜o con nu´cleo de lo´gica propia
Adema´s de ofrecer una interfaz con HTTP para la entrada / salida de datos, y poder
persistir estos datos en una base de datos relacional, existe la necesidad de aplicar cierta
lo´gica sobre los datos que se reciben para aplicar las restricciones y deﬁniciones propias
del modelo de la aplicacio´n. Estas restricciones no esta´n relacionadas con la entrada de
datos por HTTP, pues son restricciones y deﬁniciones independientes de la tecnologı´a
que se utilice. Por otro lado, tambie´n es buena pra´ctica no acoplar estas restricciones a la
tecnologı´a que se ha escogido para almacenar los datos dado que esta podrı´a cambiar en
el futuro.
Figura 6.3: Disen˜o arquitecto´nico con lo´gica propia de negocio.
Disen˜o con mu´ltiples interfaces entrada / salida
Un factor que todavı´a no se ha tenido en cuenta en el disen˜o es la necesidad de expo-
ner este servicio no solo mediante una interfaz HTTP para gestio´n de las conﬁguraciones,
sino que tambie´n es necesario que este servicio sea capaz de proveer la informacio´n de
conﬁguracio´n a los servicios que ası´ lo requieran en la plataforma de la que forma par-
te. Dicha plataforma contiene un mecanismo para comunicacio´n de servicios mediante
mensajes, por lo que adema´s de ofrecer una interfaz HTTP, Nutshell API Rest necesitara´
disponer tambie´n de una interfaz que sea capaz de recibir y mandar mensajes a trave´s de
la plataforma.
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Figura 6.4: Disen˜o arquitecto´nico mu´ltiples interfaces de entrada / salida.
6.3.1. Arquitectura de Ports y Adapters
Si observamos el patro´n arquitecto´nico que nos resulta de hacer un ana´lisis de los
requisitos que necesita cubrir Nutshell API Rest, podemos concluir en te´rminos generales
que:
Necesita varias interfaces de entrada / salida de datos para ofrecer los datos so-
bre conﬁguracio´n de la plataforma en diferentes formatos segu´n el mecanismo de
comunicacio´n que se utilice.
Se requiere un almacenamiento de forma persistente de los datos de conﬁguracio´n,
en este caso una base de datos relacional (MySQL).
Existen una serie de reglas y restricciones que hay que aplicar sobre los datos de
conﬁguracio´n que se quieren almacenar. Estas reglas forman parte de la deﬁnicio´n
base de la aplicacio´n y del modelo propio del negocio, independientes de las tecno-
logı´as que se utilicen tanto para almacenar dicha informacio´n como para comuni-
carla.
Al disponer de lo´gica propia independiente los mecanismos empleados, esta´ lo´gica
se aplicara´ tambie´n sobre un modelo de datos que debe ser agno´stico de dichos me-
canismos. Este modelo propio de la aplicacio´n sera´ transformado y adecuado por
cada mecanismo segu´n las necesidades que tenga, adema´s de permitir que la deﬁni-
cio´n de las reglas y restricciones pueda seguir aplica´ndose independientemente de
las tecnologı´as que se utilicen para almacenar o compartir las conﬁguraciones.
Todas estas necesidades se ven cubiertas en una arquitectura de ports y adapters
(capı´tulo 3). Esta arquitectura software nos permite dar modularidad a Nutshell API Rest
en una serie de componentes que a su vez dotara´n a la aplicacio´n de la ﬂexibilidad de
tecnologı´as e interfaces que necesita, ası´ como la separacio´n correcta entre los diferentes
dominios de cada componente, acopla´ndolos solo por donde es correcto. A continuacio´n
veremos como quedarı´a un disen˜o ﬁnal con esta´ arquitectura en concreto.
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Podemos identiﬁcar como nu´cleo de la aplicacio´n el conjunto de restricciones y vali-
daciones que hay que aplicar sobre los datos de conﬁguracio´n. Todas estas caracterı´sticas
pueden modelarse en un mo´dulo que recibe los datos y peticiones y aplica sobre ellos las
restricciones y validaciones. Adema´s, como ya hemos visto, estas validaciones represen-
tan la lo´gica propia de la aplicacio´n inherente en la deﬁnicio´n del negocio de Gennion,
independiente de los mecanismos de entrada / salida o de almacenamiento. Representa la
esencia de la aplicacio´n independientemente de los mecanismos que tenga que utilizar, y
debe ser agno´stica de los cambios de tecnologı´as que existan. Por tanto este nu´cleo sera´ el
encargado de deﬁnir toda la lo´gica de comprobacio´n y validacio´n y deﬁnir las interfaces
de interaccio´n con los diferentes componentes, que se ajustara´n a ellas.
Hemos visto tambie´n que se requiere una interfaz HTTP para realizar la entrada de
datos y gestio´n de la conﬁguracio´n a trave´s de una aplicacio´n web que explotara´ esa
API. Si queremos que nuestra lo´gica de negocio deﬁnida en el nu´cleo pueda recibir esa
informacio´n necesitaremos dos piezas nuevas:
Un port primario (seccio´n 3.1.1) que deﬁne una interfaz de entrada de informacio´n
al nu´cleo para gestionar las conﬁguraciones.
Un adapter primario (seccio´n 3.2.1) que implementara´ la API RESTful, y se en-
cargara´ de utilizar la interfaz que le ofrece el nu´cleo para mandarle la informacio´n
e interactuar con e´l. Adema´s de utilizar esta interfaz, tambie´n sera´ el encargado de
transformar la informacio´n que le llega en su propio dominio al dominio de la apli-
cacio´n deﬁnido en el nu´cleo. Y viceversa a la hora de devolver la informacio´n a
trave´s de la API RESTful.
Adema´s de la interfaz HTTP, tambie´n requiere de una interfaz para conectarse al siste-
ma de paso de mensajes de la plataforma y poder comunicarse con el resto de los servicios.
Esto podemos hacerlo de la misma manera que hemos hecho con la interfaz HTTP, dado
que la arquitectura hexagonal provoca un disen˜o modular que permite anexionar al nu´cleo
de nuestra aplicacio´n tantas interfaces como sean necesarias. Para ellos, al igual que en el
componente HTTP, necesitaremos deﬁnir dos piezas nuevas:
Un port primario (seccio´n 3.1.1) que deﬁne la interfaz que expondra´ el nu´cleo de la
aplicacio´n al adapter que se conecte.
Un adapter primario (seccio´n 3.2.1) que utilizara´ la interfaz deﬁnida en el nu´cleo
para, una vez conseguida la conexio´n al sistema de paso de mensajes, atender y
responder a todas las peticiones que le lleguen de los servicios de plataforma acerca
de la informacio´n que almacena. Adema´s tambie´n sera´ el encargado de transformar
la informacio´n del dominio de la aplicacio´n al dominio de los mensajes, y viceversa.
Con estas tres piezas conectadas como en la ﬁgura 6.5, la aplicacio´n estarı´a preparada
para interactuar tanto con la plataforma como con la aplicacio´n web encargada de usar su
API RESTful.
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Figura 6.5: Arquitectura hexagonal con entrada entrada / salida.
Una vez tenemos preparada la entrada de datos a nuestra aplicacio´n, el siguiente re-
quisito a tratar es el almacenamiento de forma persistente de la informacio´n en una base
de datos. La aplicacio´n como necesidad propia solo plantea el requisito de un mecanismo
que le permita almacenar de forma persistente la informacio´n de la que dispone. Esta par-
te de la deﬁnicio´n ira´ dentro del propio nu´cleo, y sera´ otro componente el encargado de
implementar y dar soporte a ese mecanismo que ha deﬁnido el nu´cleo, almacenando en
este caso en una base de datos relacional (MySQL). Necesitaremos para hacer esto dos
piezas nuevas:
Un port secundario (seccio´n 3.1.2) encargado de deﬁnir la interfaz que utilizara´ el
nu´cleo de la aplicacio´n para realizar las operaciones de almacenamiento.
Un adapter secundario (seccio´n 3.2.2) encargado de implementar y dar soporte a
esa interfaz que ha deﬁnido el nu´cleo. Para ello tendra´ que implementar los me´to-
dos deﬁnidos en el port secundario, transformando los datos que recibe al modelo
especı´ﬁco de la base de datos que se esta´ utilizando.
Figura 6.6: Arquitectura hexagonal de Nutshell API Rest.
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El disen˜o ﬁnal de Nutshell API Rest tendrı´a entonces dos adapters primarios para
la entrada / salida de informacio´n de la aplicacio´n, y un u´nico adapter secundario para
implementar el soporte para almacenarla. La ﬁgura 6.6 muestra el resultado ﬁnal de este
disen˜o.
6.4. Implementacio´n
En la seccio´n anterior hemos deﬁnido la arquitectura software ma´s adecuada para que
Nutshell API Rest sea capaz de adaptarse y funcionar dentro de la plataforma en la que se
encuentra. Pero adema´s de establecer co´mo debe estructurarse esta aplicacio´n, hay que dar
soporte a esta estructura e implementar con tecnologı´as que no so´lo nos permitan respetar
y seguir este disen˜o, sino tambie´n cubrir y satisfacer el resto de requisitos de Nutshell
API Rest. Hasta ahora solo se han abarcado los requisitos referentes a las necesidades de
como se han de poder servir y tratar los datos, quedando todavı´a por resolver:
Proporcionar la informacio´n de conﬁguracio´n al resto de servicios de la plataforma
en tiempos de respuesta ra´pidos.
La interfaz HTTP debe tener unos tiempos de respuesta adecuados y dentro de los
esta´ndares actuales.
Dada la importancia de los datos que gestiona la aplicacio´n para otros servicios,
debe ser capaz de funcionar bajo cualquier situacio´n de carga de trabajo.
Debe ser capaz de funcionar en caso de que se produzcan errores o fallos inespera-
dos, pudiendo actuar adecuadamente sin dejar de ofrecer el servicio.
Observando los requisitos que quedan por abarcar y solucionar, se desprende que la
aplicacio´n necesita cumplir tres propiedades:
La aplicacio´n debe ser capaz de funcionar bajo casos de error y fallo sin dejar de
ofrecer su servicio y responder de forma consistente, para evitar paralizar y entor-
pecer al resto de servicios de la plataforma, es decir, debe ser resiliente.
La aplicacio´n debe funcionar bajo diferentes niveles de carga, desde pocas peticio-
nes HTTP por minuto a varios miles de mensajes por segundo. Esto quiere decir
que la aplicacio´n debe ser ela´stica.
La aplicacio´n debe ser capaz de ofrecer unos tiempos de respuesta adecuados y
ra´pidos, dentro de unos lı´mites establecidos por la plataforma, es decir, debe ser
responsive.
Si esta´s tres propiedades consiguen satisfacerse en la implementacio´n de Nutshell API
Rest, la aplicacio´n cumplira´ con los requisitos. Esta´s tres propiedades las podemos locali-
zar dentro del maniﬁesto de Sistemas Reactivos [1], que establece las caracterı´sticas que
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tiene que cumplir un sistema reactivo (capı´tulo 2). An˜adidas a estas tres se recomienda
hacer un sistema orientado a mensajes, para ası´ favorecer el desacoplamiento, aislamiento
y transparencia de ubicacio´n entre los componentes internos de la aplicacio´n. Es por esto
que podemos considerar que Nutshell API Rest debe implementar siguiendo los esta´nda-
res y recomendaciones de un sistema reactivo.
A continuacio´n el uso de la concurrencia con actores, ası´ como el uso de futuros
para an˜adir asincronı´a nos permite dar soporte tecnolo´gico a todas esta´s caracterı´sticas y
requisitos.
6.4.1. Actores
Como se trato´ en la seccio´n 5.2, los actores representan una unidad de concurrencia
en la que existe un estado compartido pero solo accesible y modiﬁcable por una u´nica ins-
tancia del propio actor y no el resto de actores. Adema´s, la metodologı´a de comunicacio´n
que usan los actores es a trave´s de mensajes. El uso de mensajes para la comunicacio´n
nos permite toda la comunicacio´n entre los diferentes componentes de la aplicacio´n, uti-
lizando los actores como entidades que van a encapsular cada uno de los componentes y
van a comunicarse entre ellas.
La primera aproximacio´n del uso de actores que podemos hacer es encapsular cada
componente que requiere la aplicacio´n en actores, de manera que la comunicacio´n entre
componentes se traduzca en un mero paso de mensajes entre ellos, como en la ﬁgura 6.7.
Figura 6.7: Actores en Nutshell API Rest.
Cada componente queda encapsulado en un sistema de actores. Este sistema de actores
puede estar formado por un u´nico actor si dicho componente no tiene una alta carga de
trabajo. Hay que tener en cuenta que aunque exista un u´nico actor, dicho actor puede
tener varias instancias de e´l mismo, solo que todas sus instancias comparten un u´nico
buzo´n de mensajes que es tratado de forma ato´mica y de uno en uno. Esto permite dar
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cierta elasticidad y escalabilidad a la aplicacio´n si se usa con otros mecanismos como los
futuros.
El sistema de actores tambie´n puede estar compuesto por varios actores distintos, que
a su vez pueden tener varias instancias de ellos mismo compartiendo un u´nico buzo´n. Uti-
lizando un sistema de actores con varios actores distintos podemos conseguir que dentro
de un componente existan diferentes piezas que realicen diferentes operaciones de forma
paralela. Con un sistema ası´ podemos conseguir una gran escalabilidad y elasticidad para
la aplicacio´n.
Utilizando ası´ los actores y los sistemas de actores en la aplicacio´n, podemos dotar
a cada componente de la elasticidad y escalabilidad que necesita, y por lo tanto otorgar
a Nutshell API Rest de la escalabilidad y elasticidad que requiere, ya que un sistema de
actores con varios actores puede encargarse de dar soporte a la gran carga de mensajes
que va a tener que tratar de las peticiones de la plataforma, mientras que con un sistema
de actores de un u´nico actor puede atender y dar soporte a la interfaz HTTP cuya carga es
mucho menor.
6.4.2. Fallos en actores: Let it crash!
Los principales mecanismos para manejo de errores en un aplicacio´n son la captura y
tratamiento de los posibles errores (excepciones) que pueden ocurrir. El problema de este
tipo de estrategias es que no permite construir un sistema totalmente tolerante a fallos.
En cada sistema de actores existe un actor que realiza la funcio´n de supervisor, que
conoce y puede comunicarse con el resto de actores del sistema. Dado que cada actor
ejecuta de forma independiente al resto de actores de su sistema, los errores que ocurran
dentro de cada actor quedan aislados dentro del mismo. Este fallo puede comunicarse al
actor supervisor que aplicara´ la polı´tica que tenga deﬁnida en caso de fallo de un actor.
La ﬁlosofı´a Let it crash! se basa en usar este aislamiento de los actores para estable-
cer la siguiente polı´tica: si se produce un fallo, dejar que dicho actor falle y ﬁnalizar su
ejecucio´n. El supervisor se encargara´ de restaurarlo si ası´ esta´ deﬁnido en su polı´tica.
Existen tambie´n mecanismos para salvar el histo´rico de cada uno de los actores, de
manera que cuando sea necesaria su restauracio´n, es posible reconstruir su estado antes
del fallo, y ası´ reanudar su ejecucio´n en momentos antes del fallo.
Vemos que utilizando los actores la aplicacio´n adquiere la propiedad de ser resiliente,
pues cada componente puede fallar de forma independiente, pero esto no provoca un fallo
en cadena de cada uno de los componentes y por lo tanto evita que se produzca un fallo
total de la aplicacio´n.
6.4.3. Comunicacio´n entre actores: Ask Pattern
La comunicacio´n entre actores es mediante mensajes de forma sı´ncrona o ası´ncrona.
El patro´n ma´s inmediato de uso es mensajes entre ellos, sin esperar. El problema de este
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patro´n es que un sistema de actores no asegura ni la recepcio´n del mensaje ni el orden de
llegada, por lo que no podemos saber si el mensaje se ha recibido correctamente.
Para solucionar este problema, existe un patro´n de intercambio de mensajes que esta-
blece una comunicacio´n entre dos actores bloqueante para el actor que lanza el mensaje.
Este patro´n es el Ask Pattern. Su funcionamiento es el siguiente:
Un actor manda un mensaje a otro actor, bloqueando su ejecucio´n a la espera de la
respuesta.
El actor que recibe el mensaje adema´s recibe una referencia al actor que le mando´
la ”pregunta”. Tras procesar el mensaje, manda la respuesta al actor que pregunto´.
El actor que mando´ la pregunta recibe la respuesta, desbloquea su ejecucio´n y pro-
cesa la respuesta.
Para evitar un bloqueo de forma indeﬁnida, las preguntas que bloquean al actor tienen
que tener conﬁgurado un para´metro que establezca un tiempo de espera ma´ximo, y en
caso de no recibir respuesta, lanzar un aviso que desbloquea el actor para que continu´e
ejecutando nuevos mensajes ya que el que ha mandado no se ha respondido.
Este patro´n nos permite asegurar que la comunicacio´n entre los actores se produce
de forma normal y correcta. A su vez, ante un caso de fallo, la aplicacio´n adquiere la
capacidad de detectar el error de comunicacio´n y comportarse de forma resiliente, de
manera que puede volver a preguntar o responder de forma consistente ante estos fallos de
comunicacio´n entre actores. Esto puede aplicarse tanto a nivel de mo´dulos de la aplicacio´n
como dentro de los propios sistemas de actores de cada componente.
Futuros
Hemos visto que con el patro´n Ask Pattern podemos asegurar la comunicacio´n entre
actores, y por lo tanto entre mo´dulos de la aplicacio´n, y a su vez hacer ma´s resiliente
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la aplicacio´n. Pero al usarlo provocamos un efecto indeseado en nuestra aplicacio´n: la
comunicacio´n entre los actores se vuelve sı´ncrona, dado que el actor se bloquea a la
espera de una respuesta.
Esta sincronı´a puede no suponer un problema si la carga de la aplicacio´n no es excesi-
vamente alta, pero en situaciones de gran carga, sera´ necesario eliminar esta sincronı´a a la
hora de tratar las peticiones y realizar el trabajo de forma concurrente y ası´ncrona siempre
que sea posible. Como hemos visto, los actores aportan concurrencia a la aplicacio´n. El
problema lo encontramos en que si las operaciones que se realizan cada vez que se recibe
un mensaje se realizan de forma sı´ncrona, cada vez que se use un Ask Pattern se producira´
un bloqueo a la espera de que el actor que tiene que mandar la respuesta haga la ejecucio´n
de todas las operaciones. Esto adema´s puede provocar que si esas operaciones tienen una
duracio´n un poco ma´s larga de lo normal sobrepasen el tiempo de espera del actor, a pesar
de que se esta´ procesando correctamente la peticio´n.
Para solventar esta problema´tica encontramos soluciones como los futuros (capı´tulo
5.5). Los futuros nos permiten realizar todas operaciones en un hilo totalmente separado
al propio actor, y consultar su resultado cuando lo necesitemos. Veamos como podemos
usar estos los futuros para solucionar la problema´tica del bloqueo en el Ask Pattern.
Un futuro se deﬁne como una serie de operaciones que se ejecutan en un hilo distinto
al hilo principal. Para poder trabajar con ellos conjuntamente con los actores hay que
cumplir los siguientes requisitos:
Ser capaces de componer operaciones sobre los futuros para que se apliquen cuando
se ejecuten.
Los actores deben ser capaces de comunicarse los futuros como mensajes.
Veamos en un ejemplo de peticio´n HTTP como los actores conjuntamente con los
futuros sirven para solucionar esta problema´tica. Al recibir la peticio´n HTTP, el actor del
mo´dulo HTTP lanza un mensaje al actor del nu´cleo preguntando por el elemento que
indique la peticio´n. A su vez, el actor del nu´cleo lanza la consulta en forma de pregunta
a la base de datos. El actor de la base de datos lanzara´ una operacio´n de lectura contra la
base de datos, y en lugar de bloquearse a la espera del resultado, encapsula esta operacio´n
en un futuro, de manera que no tiene que esperar a su resultado. Este futuro se manda al
actor del nu´cleo como respuesta a su pregunta.
El actor del nu´cleo an˜ade operaciones a este futuro que se realizara´n sobre el dato que
devuelve la operacio´n que le ha retornado el actor de la base de datos en un futuro. Como
estas operaciones son simplemente una concatenacio´n a la operacio´n de la base de datos,
no se ejecutan en ese momento, sino que se an˜aden al futuro. El actor del nu´cleo retornara´
este nuevo futuro al actor HTTP.
El actor HTTP sera´ el encargado de esperar al valor de retorno del futuro. Para ello,
al igual que ha hecho el actor del nu´cleo, toma el mensaje que ha recibido del nu´cleo,
an˜ade a ese las operaciones que transforman el resultado en una respuesta HTTP. Con
toda esta composicio´n, el futuro resultante no ha evaluado nada todavı´a pero tiene todas
las operaciones necesarias para dar una respuesta HTTP.
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Para ﬁnalizar, el actor HTTP pone el futuro en ejecucio´n en un hilo separado, que
generara´ la respuesta una vez haya terminado de ejecutar, y permitira´ a su vez al actor
seguir ejecutando y tratar nuevos mensajes sin bloquearse.
6.4.4. Disen˜o ﬁnal
Hasta ahora hemos visto que se puede implementar una aplicacio´n que siga los prin-
cipio del maniﬁesto de sistemas reactivo utilizando una arquitectura hexagonal. Esta´ ar-
quitectura se puede implementar usando los actores de forma conjunta con los futuros.
Utilizando todos estos conceptos se puede abarcar todos los requisitos que tiene que cum-
plir Nutshell API Rest. A continuacio´n veremos el disen˜o ﬁnal de todos estos elementos
de forma conjunta.
Ya hemos establecido que cada componente estara´ encapsulado en un actor. Veamos
el disen˜o con la interfaz HTTP de la aplicacio´n. El actor HTTP se encargara´ en un prin-
cipio del adapter primario de HTTP. Este adapter, al recibir las peticiones, traducira´ la
informacio´n y llamara´ a las funciones deﬁnidas en el port HTTP dentro del nu´cleo de
la aplicacio´n. Sera´ esta pieza, el port, el encargado de traducir esas llamadas que recibe
del adapter en mensajes para el actor encargado del nu´cleo de la aplicacio´n, quedando el
actor HTTP como en la ﬁgura 6.8
Figura 6.8: Actor encargado del componente HTTP.
El actor del nu´cleo sera´ el receptos de estos mensajes y aplicar la lo´gica que tiene
deﬁnida para cada caso a la informacio´n que le llega. El nu´cleo adema´s deﬁnira´ la interfaz
de la que hara´ uso para realizar las operaciones de almacenado de la informacio´n. Esta
interfaz se encuentra deﬁnida en el port secundario de almacenamiento.
El encargado de implementar esta interfaz o port sera´ el componente encargado de al-
macenar de forma persistente la informacio´n. Este componente es el adapter secundario
de almacenamiento. Este adapter sera´ el encargado de traducir esas llamadas a la inter-
faz de almacenamiento, es decir, el port, a a mensajes al actor encargado de realizar las
operaciones de almacenamiento contra una base de datos.
Estos mensajes sera´n recibidos por el actor del almacenamiento de forma persistente,
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que realizara´ la consiguiente traduccio´n de los mensajes a los diferentes me´todos que
interactu´an contra la base de datos. Es por esto que podemos ver que en el adapater
secundario de almacenamiento encontramos por un lado una seccio´n que pertenece al
actor del nu´cleo de nuestra aplicacio´n y por otro lado el resto de la implementacio´n que
es la utilizada por el actor de almacenamiento.
Figura 6.9: Disen˜o ﬁnal con actores.
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Capı´tulo 7
Recomendaciones
A continuacio´n las recomendaciones y pra´cticas que podemos extraer de este desarro-
llo de Nutshell API Rest para el desarrollo de aplicaciones que requieren un disen˜o que
ofrezcan escalabilidad funcional.
Uno de los primero factores importantes a tener en cuenta es la arquitectura software
que se ha de utilizar. La arquitectura hexagonal nos ofrece una serie de caracterı´sti-
cas como:
• Deﬁnir un modelo propio de la aplicacio´n ası´ como una lo´gica que deﬁne el
propo´sito y esencia de la aplicacio´n. Todo esto lo encontramos deﬁnido en el
nu´cleo de la aplicacio´n.
• Deﬁnir una interfaz para las posibles entradas de datos que va a tener nuestra
aplicacio´n, y conectar a esa interfaz un componente que puede poseer su pro-
pio dominio y sabe como utilizar ese mecanismo de entrada de informacio´n y
usarlo para meter informacio´n al nu´cleo de la aplicacio´n.
• Deﬁnir una interfaz para la salida de informacio´n del nu´cleo de la aplicacio´n,
y al igual que con la entrada de informacio´n, poder conectar un componente
que implemente esa interfaz y reciba esta informacio´n para hacer con ella lo
que necesite, como almacenarla o trasmitirla a otro lado.
Esta separacio´n ofrece una estructura bien deﬁnida de los componentes de la apli-
cacio´n, ofreciendo tambie´n una escalabilidad funcional de manera muy sencilla, ya
que solo hace falta crear o reutilizar las interfaces que deﬁne el nu´cleo para an˜adir
nuevos componentes.
Tambie´n permite que la aplicacio´n pueda cambiar su comportamiento interno, y
mientras no modiﬁque sus interfaces, los dema´s componentes de entrada salida
seguira´n funcionando. Adema´s, los componentes que se conectan a la interfaz puede
sustituirse por otros ante necesidad sin que el propo´sito de la aplicacio´n se vea
afectado. Esto demuestra que la arquitectura promueve y facilita el disen˜o de la
aplicacio´n de forma modular.
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Seguir las recomendaciones de un sistema reactivo nos guı´a para crear una aplica-
cio´n que no solo se adapta a los requisitos de las aplicaciones, sino que sera´ ma´s
robusta y podra´ soportar ma´s carga.
Utilizar los actores como mecanismo de concurrencia para la aplicacio´n. Nos per-
miten cubrir las necesidades de una aplicacio´n reactiva y a su vez implementar una
arquitectura de ports y adapters. Cada componente de la arquitectura se encapsula
dentro de un sistema de actores, que a su vez puede estar implementado por uno o
varios actores.
Este razonamiento aporta escalabilidad a la aplicacio´n, pues cada parte de la apli-
cacio´n puede escalar en el nu´mero de actores que necesita segu´n su carga, incluso
manejarlo de forma dina´mica para adaptarse. De esta manera conseguimos concu-
rrencia dentro de cada componente.
Aislando cada componente en su propio sistema de actores, aislamos al resto de
componentes de sus fallos, proporcionando resiliencia a la aplicacio´n, hacie´ndola
tolerante a fallos.
Los actores, al comunicarse por mensajes, pueden hacerlo de forma sı´ncrona o
ası´ncrona. Utilizando patro´n Ask Pattern podemos asegurar la comunicacio´n en-
tre los componentes y en caso de fallo, dar una respuesta consistente, haciendo que
la aplicacio´n ma´s resiliente.
Utilizar futuros para componer las operaciones que se quieren realizar para ponerlo
en ejecucio´n en un hilo paralelo. Esto permite no bloquear los actores en el Ask
Pattern, ya que los actores componen las acciones y luego uno de ellos pone en eje-
cucio´n el futuro. Adema´s, al ejecutar en un hilo separado, todos los actores pueden
seguir trabajando atendiendo otras peticiones de forma concurrente.
40
Arquitecturas orientadas a la escalabilidad funcional
Capı´tulo 8
Conclusiones
El desarrollo nos demuestra que la concurrencia es un elemento muy importante cuan-
do hablamos de aplicaciones que tienen que ser reactivas para las necesidades de los usua-
rios.
Utilizando la concurrencia conjuntamente con un disen˜o reactivo podemos conseguir
aplicaciones que ofrecen una disponibilidad cercana al 100%, tolerante a fallos y esca-
lable ante mucha carga de trabajo. Pero como hemos visto, un disen˜o que cumpla esta´s
caracterı´stica termina necesitando otras propiedades como:
Modularidad: la aplicacio´n tiene que estar bien deﬁnida en componentes bien dife-
renciados que no solo tienen su propia lo´gica, sino que manejan un modelo propio
que es capaz de traducir al modelo de la nu´cleo.
Acoplamiento: a pesar de que la aplicacio´n esta´ dividida en mo´dulos, tiene que
existir un acoplamiento que conecte y comunique todos estos mo´dulos. El acopla-
miento en parte lo da el nu´cleo de la aplicacio´n, el cual conocen todos los mo´dulos
su dominio. Adema´s existe un acoplamiento por la interfaz que deﬁne el nu´cleo,
ya que un cambio en dicha interfaz produce un cambio en todos los mo´dulos que
hagan uso de la misma.
La modularidad de la aplicacio´n se ha conseguido no solo mediante un desarrollo si-
guiendo las guı´as de la arquitectura. El uso de te´cnicas de testeo, en concreto el desarrollo
guiado por los tests, han sido cruciales para el desarrollo de este disen˜o. El uso de esta´
te´cnica permitı´a realizar correctamente la deﬁnicio´n de cada mo´dulo, ya que cada uno
debı´a poder testearse de forma independiente. Si el disen˜o era incorrecto, los test resal-
tan este error al no poderse realizar de los tests de forma unitaria para cada uno de los
componentes. Esto ha provocado que el desarrollo y disen˜o de la aplicacio´n no haya sido
un proceso de una sola vez, sino todo lo contrario, ha sido un proceso continuo, iterando
sobre el disen˜o para comprobar posible errores y aplicar las correcciones.
A pesar de todas la ventajas que presenta un disen˜o y desarrollo con las directrices de
una aplicacio´n reactiva con arquitectura hexagonal, esto an˜ade una complejidad y un coste
de desarrollo ma´s elevado que si se utilizaran arquitecturas ma´s convencionales y sencillas
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como podrı´a ser un monolito de aplicacio´n que no fuera modular. Esta complejidad la
encontramos al precisar de componentes bien diferenciados y modulares, la utilizacio´n de
actores como tecnologı´a con toda su complejidad inherente, ası´ como todas las pruebas
necesarias para probar cada mo´dulo por su parte y las pruebas de integracio´n para probar
la aplicacio´n.
Otra problema complejo a solucionar son las bases de datos. Todo sistema de alma-
cenamiento tiene que enfrentarse al Teorema de Brewer [4]. Esto se traduce en que no
se puede garantizar la consistencia y la disponibilidad al mismo tiempo si se quiere que
exista tolerancia al particionado, es decir, que el sistema siga funcionando aunque haya
un fallo de red. Como resultado de esto las aplicaciones tiene que o bien utilizar un sis-
tema de almacenamiento que cumpla las propiedades ACID, aceptando que puede existir
tiempos de no disponibilidad temporalmente, o bien elegir consistencia eventual y hacer
que toda la lo´gica de la aplicacio´n resiliente a posibles perdidas de datos.
Conclusiones personales
Este trabajo se ha realizado en un entorno de empresa real, Gennion Solutions. El
desarrollo de este trabajo en un entorno profesional me ha permitido no solo enfrentarme
a una gran cantidad de nuevos conceptos que hasta ahora me eran desconocidos, sino
tambie´n ponerles en pra´ctica en casos reales que tienen una aplicacio´n inmediata en la
empresa.
Tambie´n quiero de destacar la labor realizada por mis compan˜eros de trabajo que han
sido los que ma´s han participado en mi formacio´n, y han permitido que adquiera las bases
para llevar a cabo este trabajo.
Aunque el trabajo se plantea como una sucesio´n de conceptos y aplicaciones de los
mismos, el proceso de desarrollo de un disen˜o como el presentado ha sido un trabajo
iterativo de forma constante. Se comenzo´ un un disen˜o mucho ma´s trivial y sencillo, y
con el desarrollo y deﬁnicio´n de nuevos requisitos se fue perfeccionando hasta alcanzar
el que se expone.
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