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1.1. Introduction
I N November 2014, a police officer in Alabama was called to respond to a traffic accident.While approaching the scene of the accident, the officer sees a car parked on the side of
the road. He stops the engine, signals the driver, and waits until he steps out. The officer
sees that the man is holding a gun in his hand. In a split second - almost too fast to think –
the officer takes out his gun and shoots the man. Only later he finds out that the victim
was not holding a gun, but a wallet. This incident does not stand alone as ‘erroneous
decisions’ by police officers, and other first responders are frequently reported in the
media these days. If we go back to the Alabama 2014 example, several factors that could
have potentially contributed to this tragic decision, including prior beliefs of the police
officer when arriving at the scene, have been discussed in the media and scientific reports.
However, a possible explanation, which has not been investigated so far, could be that
the officer may have had difficulty to accurately and rapidly perceive what the victim was
holding in his hands. The officer must have likely been able to see something black and
small, whereas detail’s - essential for distinguishing a gun from a wallet - could have been
less accessible in this rapidly happening situation. On second thought, however, such
accurate identification of an object based on visual details may be too slow and costly
process in threatening situations, and it would thus appear that detection of potentially
dangerous cues is crucial if not sufficient for rapid actions. The aim of this thesis is,
therefore, to examine how an anticipatory threat state contributes to this perceptual bias,
and to gain a systematic understanding of the underlying mechanism. It focuses on a
relatively ignored aspect of visually-guided decision making under threat, namely, altered
perception of coarse and fine visual details.
From animal work, we know that an anticipatory threat state is often associated with
a defensive state of freezing. This state prepares the body for potential action, but has
also been proposed to capture sensory and attentional resources in engaging threat
detection. We, therefore, tested whether visual changes during an anticipatory threat
state are explicitly observed in the context of a freezing-like behavior in humans. In
particular, I first studied behavioral changes in visual perception of coarse and fine visual
details during an anticipatory freezing-like state, and its underlying neural mechanisms. I
subsequently examined whether these changes can also be observed in the absence of
visual awareness, and how this process is influenced by peripheral autonomic factors, i.e.,
pupil dilation. To answer these questions, in a series of experiments I combined a visual
discrimination task with low and high-spatial frequency Gabor gratings representing
coarse and fine visual details, respectively. An anticipatory threat state was evoked using
a threat of electric shock paradigm, a procedure which is also successfully used to evoke
freezing in rodents.
In this introductory chapter, I will first define freezing and its behavioral, physiological
and neural characteristics, in both humans and animals. I will subsequently discuss what
is currently known about changes in visual perception under threat. Finally, I will specify
four research questions tested in the experimental chapters. In the end, I hope to provide
insights into threat-induced changes in visual perception and inspire future research to
understand their role in visually-guided decision-making in threatening situations.
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1.2. A defensive state of freezing
Acute threat activates the autonomic nervous system (ANS), which enables rapid defen-
sive freeze and fight-or-flight reactions. The sympathetic branch of the ANS leads to
cardiovascular upregulation whereas the parasympathetic branch serves as a temporary
break on the already activated system. During acute threat exposure (such as approaching
a potentially armed suspect in the example above), both branches of the ANS become typ-
ically activated. The balance in the activity of those branches, however, defines the type
of defensive behavior displayed by an individual. In situations when threat is detected,
but not imminent, the most commonly observed defensive behavior in animals and hu-
mans is freezing Figure 1.1. What is specific about this state of freezing is that while both
ANS branches are activated, parasympathetic activation is dominant (Blanchard et al.,
2003; Bradley et al., 2001; Fanselow and Lester, 1988). Upon parasympathetic withdrawal,
sympathetic dominance enables fast execution of fight-or-flight reactions (Hagenaars
et al., 2014; Roelofs, 2017).
The most salient feature of freezing is reduced body motion (Eilam, 2005; Fanselow
and Lester, 1988; Hofer, 1970). Physical immobility eliminates movement cues which are
important releasing factors for predatory behavior (Eilam, 2005). Reduced body motion
is associated with increased muscle tone which prepares an individual for action and
analgesia which makes it is less compromised by pain (Fanselow and Lester, 1988; Walker
and Carrive, 2003). Freezing is, therefore, not a passive behavior but rather a state of active
motor preparation for when threat is inevitable or when an opportunity to escape or hide
arises (Blanchard et al., 1986; Fanselow and Lester, 1988; Walker and Carrive, 2003).
The dominant parasympathetic activity during freezing is typically reflected in a net
decrease in heart rate, or fear bradycardia. Concomitant sympathetic activity is observed
in increased heart rate, skin conductance and pupil dilation (Carrive, 2006; Fredericks
et al., 1974; Kozlowska et al., 2015). Parasympathetic dominance during freezing is there-
fore evidenced by a reduction in heart rate that counteracts sympathetic effects on heart
(Cohen and Obrist, 1975). In Chapter 2, Chapter 3, and Chapter 5, we use fear brady-
cardia with concurrently occurring pupil dilation and skin conductance as autonomic
parameters of a freezing-like state in humans.
The emergence of freezing as a function of threat proximity has been initially proposed
in the predatory imminence continuum model (Figure 1.1). The model predicts that the
expression of defensive behavior is contingent on perceived threat proximity and can be
divided into the following stages: pre encounter, post-encounter and circa-strike. When
threat is absent, but has previously been spotted in a given environment, an animal enters
a pre-encounter stage of defense. In this stage, an animal alters its ongoing activities to
reduce the chance of encountering of threat, which at this point is absent. For example, if
a foraging rat has encountered a predator, it adapts its behavior in order to avoid it next
time he looks for food, i.e., by limiting the number of foraging trips and eating more each
time (Fanselow and Lester, 1988). However, when threat is detected, but not imminent,
an animal enters a post-encounter stage of defense. In many species (i.e., rodents, cats
or rabbits, humans) this stage is characterized by a freezing response (Blanchard and
Blanchard, 1971; Fanselow and Lester, 1988). When threat becomes imminent, an animal
shifts to a circa-strike stage of defense associated with a burst of physical activity, i.e.,
fight-or-flight behavior. This stage takes place just before, during and after physical
17
contact with threat. In contrast to freezing, fight-or-flight is a sympathetically dominated
state characterized by increased heart rate, skin conductance and pupil dilation, as well
as analgesia (Fanselow and Lester, 1988). An animal displays circa-strike behavior when
freezing has failed or is no longer a viable option. When both freezing and fight-or-
flight fail, as a last behavioral resort an animal enters tonic immobility, which helps to
discontinue the attack and creates an opportunity to escape (Bracha, 2014).
Freezing is commonly evoked by innate threats, e.g., human in case of rats, as well
as conditioned stimuli (CS) predictive of innate threats or painful events (Blanchard
et al., 2003; Fanselow and Lester, 1988; Schneiderman et al., 1966). Each stage of the
defensive cascade is possible to model in rodents by using a fear conditioning procedure
with increasing shock intensity (Fanselow and Lester, 1988). In all experimental chapters,
threat of shock was used to evoke a freezing-like state in humans.
In addition to a physical proximity of threat, other threat and environmental charac-
teristics contribute to its perceived imminence. Two relevant factors are threat ambiguity
and the presence of escape routes. When a rodent detects a concrete threat in the absence
of any escape routes, its dominant post-encounter response is indeed freezing. In the
same circumstances, however, but with escape or hiding options available, rodents are
more likely to take their chances and flee (Blanchard et al., 2003, although see Fanselow,
1998). When threat is ambiguous and difficult to locate (e.g., a cat’s odor), rodents more
commonly freeze than flee. In ambiguous conditions, freezing allows for remaining
undetected and at the same time gathering information concerning the nature of the
threat before deciding on the most adaptive defensive response (Eilam, 2005; Yilmaz and
Meister, 2013). The expression of defensive behavior may, however, vary within the same
species depending on individual factors, such as age, gender, or baseline activity, even
under the same conditions.
Behavioral observations and models in animals demonstrate that freezing, and defen-
sive behaviors in general, are highly contingent on visual characteristics of threat. In the
next part, I will discuss this relationship in humans.
1.3. Freezing in humans
The autonomic, biological act of freezing is the dominant post-encounter response in
humans. Research has demonstrated that threat and environmental characteristics which
evoke freezing behavior in rodents, also play an important role in producing this defensive
and protective state in humans (Blanchard, 2017; Blanchard et al., 2001b; Harrison et al.,
2015; Perkins and Corr, 2006). Using threat scenarios, Blanchard et al. (2001) discovered
freezing is a significantly more likely to occur in human participants when a threat is dis-
tant and no escape routes are present. In line with the predatory imminence continuum
model in rodents (see Figure 1.1), Lang et al. (1997) proposed that autonomic response
patterns typical for each of the defensive stages in rodent behavior can be also observed
in human when viewing aversive images varying in intensity.
In particular, the defensive cascade model predicts the higher intensity of aversive pic-
tures represents an increase in proximal threat, which results in a progressively stronger
activation of the defensive mechanism. Bradley et. al. (2001) discovered that the greater
aversive scenes produced a stronger heart rate deceleration and larger increase in skin
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Figure 1.1. Defensive behaviors as a function of perceived threat proximity. Each defensive behav-
ior is characterized by a unique behavioral and autonomic response pattern produced as a function
of perceived distance from threat. A typical biological response of freezing includes decreased
heart rate and loss of physical mobility, which often occurs when a threat is encountered, but not
imminent (adapted from Fanselow, 1988; Lang et al, 1997).
conductance. These responses were proposed to represent a post-encounter state in hu-
mans where threat has been detected, but remains distant (Bradley et al., 2001; Lang et al.,
1997). In addition to aversive images, viewing of angry faces representing social threat
also produced co-activation of sympathetic and parasympathetic systems. Crucially,
angry faces reduced participant’s body sway and increased muscle tension (measured
with a stabilometric platform), which together with the autonomic response pattern
demonstrates a freezing-like state in humans (Azevedo et al., 2005; Bastos et al., 2016;
Bradley et al., 2001; Facchinetti et al., 2006; Hagenaars et al., 2012; Lopes et al., 2009; Ly
et al., 2017; Roelofs et al., 2010; Stins and Beek, 2007). Characteristic for freezing bodily
immobility and heart rate reduction were also observed during threat of shock paradigms
in humans (Gladwin et al., 2016; Obrist et al., 1965).
The above evidence suggests visual input plays an important role in generating be-
havioral and autonomic responses which elicits a state of freezing in humans. In order
to understand how this process is regulated, I will next review the neural mechanism of
freezing behavior.
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1.4. Neural regulation of freezing
The amygdala appears to be central for the integration of sensory information and defen-
sive behavior (see Figure 1.2). The central nucleus of the amygdala is instrumental for the
expression of behavioral and autonomic concomitants of freezing in both animals and
humans (Applegate et al., 1983; Gozzi et al., 2010; Iwata et al., 1986; Kapp et al., 1979). This
process is thought to be largely regulated through its efferent projections to the periaque-
ductal grey (PAG) in the midbrain and hypothalamus. Activation of the autonomic centers
in the hypothalamus results in a sympathetic response characterized by an increase in
heart rate, blood pressure, respiration, skin conductance, pupil dilation and increase in
muscle tone, as well as inhibition of digestive functions (Kozlowska et al., 2015; LeDoux
et al., 1988). From lesion and stimulation studies in rodent models, it was discovered
the ventrolateral PAG (vlPAG) is involved in the expression of bodily immobility and fear
bradycardia (Kim et al., 1993; Koba et al., 2016; LeDoux et al., 1988; Liebman et al., 1970;
Vianna et al., 2001; Walker and Carrive, 2003), whereas the dorsolateral part of the PAG
(dlPAG) stimulates motor responses and fight-or-flight behavior (Bandler et al., 2000; Keay
and Bandler, 2001; Zhang et al., 1990). Specifically, dlPAG inhibits vlPAG while activating
premotor centers in the pons and medulla. This inhibition and activation stimulate motor
neurons in the spinal cord producing a fight-or-flight behavior (Benarroch, 2012; Carrive,
1993; Keay and Bandler, 2001; Kozlowska et al., 2015; Tovote et al., 2016).
The activation of amygdalar projections to vlPAG inhibits the dlPAG output resulting
in the typical behavior of freezing: physical immobility (Tovote et al., 2016; Walker and
Carrive, 2003; Watson et al., 2016). The descending pathway from the hypothalamus that
regulates muscle tone remains intact, resulting in an immobile animal with high muscle
tension, prepared to defend itself or flee (Kozlowska et al., 2015). vlPAG regulates fear
bradycardia through its downstream projections to the dorsal motor nucleus (DMN) of
the vagal nerve in the medulla. DMN-vagal efferents provide a major parasympathetic
innervation to the heart that opposes simultaneous sympathetic effects on the heart and
attenuates tachycardia (Farkas et al., 1997; Koba et al., 2016; Obrist et al., 1965; Walker
and Carrive, 2003). vlPAG is also involved in mediating opioid analgesia during freezing
(Tortorici et al., 2009). In Chapter 3, functional coupling between the amygdala and PAG
was used as a neural index of freezing in humans. Taken together, physical immobility and
fear bradycardia - two major characteristics of freezing - represents a break imposed on
somatomotor and cardiac functions, which becomes released when an animal or human
switch from passive behavior to the active fight-or-flight mode.
1.5. Visual input and the expression of freezing
The expression of defensive behavior is dependent on the perception of threat stimuli
(conditioned and unconditioned). Whereas the central amygdala regulates the autonomic
and behavioral expression of freezing, the basolateral complex is thought to serve as a
sensory gateway linking sensory information with defensive responses (see Figure 1.2
Fanselow and LeDoux, 1999; Kim and Jung, 2006; LeDoux, 2000; LeDoux et al., 1990;
Maren, 2001; Tovote et al., 2015). Anatomical tracing in non-human primates and rodents,
as well as diffusion imaging studies in humans (Abivardi and Bach, 2017; Amaral et al.,
2003; Iwai and Yukie, 1987; Iwai et al., 1987; McDonald and Mascagni, 1990; Rafal et al.,
2015; Tamietto et al., 2012; Turner et al., 1980) have shown anatomical connections of the
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Figure 1.2. Defensive and visual circuits involved in the expression freezing. La, lateral nucleus of
amygdala; Ba, basolateral nucleus of amygdala, Ce, central nucleus of amygdala, ITC, inferior
temporal cortex, SC, superior colliculus, DMN, dorsal motor nucleus; V, vagus nerve; LGN, lateral
geniculate nucleus. Model based on Kozlowska et al., 2015 and Cowey & Stoerig, 1993.
amygdala with cortical and subcortical visual areas. In particular, the lateral nucleus of
the amygdala receives afferent projections from higher visual areas in the ventral visual
stream in non-human primates (Fanselow and LeDoux, 1999; Iwai and Yukie, 1987; Iwai
et al., 1987; Tovote et al., 2015).
While the lateral nucleus receives mainly a complex and already highly processed
visual input, the efferent projections from the basal nucleus of the amygdala are more
extensive and span across all levels of the early and ventral visual areas (Amaral et al.,
2003; Iwai and Yukie, 1987; McDonald and Mascagni, 1990). These backward projections
of the amygdala have been classified as excitatory feedback-like projections due to their
termination in superficial and deep layers of the visual cortex and asymmetric synapses.
Characteristics of feedback projections is the inability to drive neural activation, but
appear to play a critical role in modulating ongoing visual processes (Freese and Amaral,
2005, 2006). Increased visuocortical responses accompanied by an increase in functional
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coupling between the amygdala and visuocortical areas were observed when participants
viewed aversive images. The existence of such backward projections in humans has been
demonstrated by the presence of morphological changes in the visual areas (Boes et al.,
2012) and the absence of otherwise increased behavioral and neural responses in the
visual cortex to fearful stimuli in individuals with amygdala damage (Adolphs et al., 1994;
Anderson, 2001; Vuilleumier et al., 2004).
Next to visuocortical areas, the amygdala also exhibits anatomical connections with
the subcortical visual areas, i.e., superior colliculus (SC) and pulvinar (see Figure 1.2
Day-Brown et al., 2010; McFadyen et al., 2018; Rafal et al., 2015; Tamietto et al., 2012). The
existence of such connections in humans, has been proposed to allow for processing of
fear information even in the absence of visual awareness (Ohman, 2005; Ohman et al.,
2007; Öhman and Wiens, 2003). For example, the amygdala, pulvinar and SC were acti-
vated in healthy participants when viewing fearful faces which were rendered invisible
using backward masking or continuous flash suppression procedures (Liddell et al., 2005;
Morris et al., 1999; Troiani et al., 2014; Whalen et al., 1998; Williams et al., 2006, 2004). This
further reinforces unconscious processing of threat information by the amygdala. Further-
more, this pathway is also thought to be involved in affective blindsight in patients with
V1 loss who - despite the lack of conscious vision - are still able to discriminate emotional
faces above chance level (Bertini et al., 2013; Burra et al., 2017; de Gelder et al., 1999). The
observation of pupil dilation to fearful facial expressions in those patients additionally
shows that autonomic defensive responses can also be modulated by affective visual
input in the absence of visual awareness, if not visuocortical areas themselves (Esteves
et al., 1994; Tamietto et al., 2009). However, given the interconnected nature of subcortical
and cortical areas, they are unlikely to be mutually exclusive and the subcortical pathway
may influence conscious processing of fear information (Bertini et al., 2013; McFadyen
et al., 2018; Overgaard, 2012; Pessoa and Adolphs, 2010; Tamietto and de Gelder, 2008).
Whereas the amygdala may play an important role in the integration of visual and
defensive responses, the functional characteristics of the amygdala’s connections with
visual areas suggest that coarse visual information may be particularly important for this
process.
1.6. Low spatial frequency information
Coarse and fine visual details can be described in terms of spatial frequency information,
which refers to the amount of detail in a visual display (De Cesarei and Codispoti, 2013).
Low-spatial frequency (LSF) corresponds to gist and global visual features, such as a
blurred image or an object observed in the periphery or distance. An image with fine
details and sharp edges, on the other hand, contains more high-spatial frequency (HSF)
information. Every complex image can be described by a combination of component
low- and high-spatial frequencies, which are simultaneously analyzed by two different
visual channels producing a coherent, broadband image that is normally perceive. In
general, magnocellular pathway is sensitive to lower spatial frequencies (< 4 cycles per
degree, cpd; For reference, the width of the thumb held at arm’s length is about two visual
degrees), whereas parvocellular pathway is involved in the processing of higher spatial
frequencies (> 4cpd Leonova et al., 2003). Perception of spatial frequency information
is commonly studied using Gabor gratings by changing the number of the constituting
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stripes (see Figure 1.3). For the majority of experiments, Gabor gratings of 2/3 and 6 cpd
are used to investigate low-level visual processing of coarse and fine details, respectively.
A B C
Figure 1.3. Spatial frequency information and Gabor gratings. A) Broadband image that consists of
lower and higher spatial frequencies. B) LSF-filtered image with preserved lower spatial frequencies
(upper) and a LSF grating with 2 cycles per page unit (lower). C) Image with preserved higher spatial
frequencies (upper) and a HSF grating with 6 cycles per page unit (lower).
Importantly, in non-human primates it has been reported that direct connections of
the amygdala with visual areas are characterized by magnocellular properties. Efferent
projections of the amygdala to early and higher ventral visual areas are almost entirely
magnocellular with the exception of the most ventral part, which receives a minor par-
vocellular input (Amaral et al., 2003). Subcortical visual areas, i.e., pulvinar and SC, also
receive input from the retinal magnocellular cells, which implies that affective visual
processing may be generally biased towards lower spatial frequencies (Bisti and Sireteanu,
1976; Cowey et al., 1994; Schiller and Malpeli, 1977). This view has been recently sup-
ported by a number of behavioral and neuroimaging studies in humans. Bocanegra and
Zeelenberg (2009) as well as other authors demonstrated the presentation of aversive
cues (i.e., fearful faces or conditioned cues) resulted in a behavioral improvement in
discrimination of LSF, but not HSF gratings as well as larger visuocortical responses to
those gratings (Lee et al., 2014; Nicol et al., 2013; Song and Keil, 2013). Larger responses
of the fusiform area, subcortical areas and the amygdala were also observed to LSF, but
not HSF fearful faces (Vuilleumier et al., 2003). Finally, faster activation of the amygdala
compared to face-specific visuocortical areas by LSF fearful faces supports a possible
involvement of the subcortical pathway in rapid transmission of coarse visual input to
the amygdala (Burra et al., 2017; LeDoux, 1998; Mendez-Bertolo et al., 2016; Ohman, 2005;
Ohman and Mineka, 2001; Silverstein and Ingvar, 2015). In general, the above evidence
highlights the importance of LSF information in threat contexts, which is supported by
the magnocellular character of amygdalar connections with visual areas.
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1.7. Is visual perception altered during a threat state?
The majority of current human and animal research has focused on how sensory input
propels freezing. This provokes further questioning regarding whether anticipatory threat
state is associated with changes in ongoing visual processing. Freezing is a state of
behavioral and autonomic response pattern that prepares for action, but it is also a state
of decision making during which an animal or human must decide whether to switch
to an overt defensive behavior or rather remain in this anticipatory threat state. The
defensive cascade model and observational studies in rodents, have provided further
insights into this choice largely depending on visual detection and analysis of threat cues.
Enhanced visual processing during freezing would, therefore, appear crucial for optimal
defensive responses and survival. Despite total bodily immobility, freezing rats show
slight head and ear movements suggestive of environmental scanning (Blanchard et al.,
2011). However, the magnocellular character of amygdala’s connections points towards
an evolutionary mechanism that would prioritize coarse visual information rather than all
visual input under threat. The critical question addressed in this thesis is whether visual
processing of coarse visual details is indeed enhanced during an anticipatory freezing-like
state in humans as it supported by these functional properties.
1.8. Outline of this thesis
The overarching aim of the work conducted in this thesis was to investigate the visual
perception of spatial frequency information during an anticipatory freezing-like state in
humans.
In Chapter 2, we tested whether this state is associated with changes in visual per-
ception of spatial frequency information. Based on anatomical evidence for efferent
magnocellular projections from the amygdala to visual areas, I hypothesized that en-
hanced perception specifically of coarse visual information should be observed during
an anticipatory freezing-like state. Enhanced perception of coarse visual features has
previously been shown following a prior presentation of fearful faces. However, whether
this bias is present also during an anticipatory threat state and especially during the
defensive state of freezing, remains unclear. To answer these questions, we combined a
threat anticipation procedure with a visual discrimination task during which participants
discriminated the orientation of low and high spatial frequency gratings, and autonomic
physiological responses were measured.
In Chapter 3, we expanded upon the work from Chapter 2 by testing the neural
mechanism underlying the observed changes in visual processing during an anticipatory
freezing-like state . The proposed involvement of the amygdala in modulating visual
processing, but also its role in regulating the expression of defensive responses, i.e. fear
bradycardia and immobility mainly through its downward projection to vlPAG, put forth
the following two questions. First, is visual perception of coarse information during freez-
ing associated with changes in the underlying visuocortical responses to this information?
Second, are these visuocortical changes also observed in the absence of any visual input
and are they integrated with defensive responses through the amygdala?
Previous EEG studies have demonstrated that prior presentation of aversive images
increased visuotemporal responses to coarse visual information. In addition, enhanced
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visuocortical responses were observed during a continuous presentation of cues pre-
dictive of an aversive event. However, because no concurrent autonomic and neural
indices of freezing were measured in those studies, it remains unclear to what extent
these visuocortical changes are also specific for an anticipatory freezing-like state. In this
chapter, we combined functional magnetic resonance imaging with a threat anticipation
paradigm to assess early visuocortical responses to LSF and HSF gratings, changes in
baseline visuocortical activity in the absence of any visual input, and their link to defen-
sive responses specific for the state of freezing. In Chapter 4, we investigated whether the
observed improvement in perception of coarse visual information in Chapter 2 can be
also observed in the absence of visual awareness.
Enhanced processing of threat information has been observed even in the absence of
visual awareness in both healthy participants and patients with V1 loss. Recruitment of
the amygdala and subcortical visual pathway during processing of unseen threat cues and
sensitivity of these regions specifically to LSF visual input suggests behavioral facilitation
in unconscious processing of coarse visual information. To test this hypothesis, in Chapter
4, we combined a backward masking procedure with visual discrimination task in which
participants discriminated the orientation of subliminally presented low and high spatial
frequency gratings.
In Chapter 5, we were interested in whether pupil dilation could explain threat related
impairment in the perception of HSF gratings in Chapter 2. Pupil dilation is an autonomic
sympathetic response observed during anticipatory threat states, which is known for its
impairing effect on the perception of higher spatial frequencies with little or no impact
on lower spatial frequencies. Chapter 5, we therefore tested whether pupil dilation could
contribute to a threat-induced impairment in the perception of visual details. Threat-
related impairment in HSF perception has been proposed to result from an inhibition of
HSF-sensitive neurons by threat-enhanced LSF-sensitive neurons in the visual system.
Alternatively, however, the observed impairment may also originate from threat-induced
pupil dilation and thus represent an optical rather than a neurocortical mechanism. To
test this possibility, in this chapter, participants performed a visual discrimination task
during which pupil dilation was controlled for using an artificial pupil – a small 2 mm
aperture through which participants viewed the task.
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Abstract
Freezing is an evolutionarily preserved defensive behavior, characterized by immobility
and heart rate deceleration, which is thought to promote visual perception. Rapid per-
ceptual assessment of threat is crucial in life-threatening situations; for example, when
policemen need to make split-second decisions about the use of deadly force. Here, we
hypothesized that freezing is specifically associated with better perception of rapidly
processed coarse, low-spatial frequency (LSF) features. We used a visual discrimination
task in which participants determined the orientation of LSF and high-spatial frequency
(HSF) gratings under threat of shock and safe conditions. As predicted, threat anticipation
improved perception of LSF at the expense of HSF gratings. Crucially, stronger decrease
in heart rate, a parasympathetic physiological index of freezing, was linked to better
perception of LSF. These results provide empirical evidence for the comobilization of
physiological and perceptual processes, which may play an important role in decision
making under acute stress.
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2.1. Introduction
F REEZING is an evolutionarily preserved defensive behavior thought to promoterapid perceptual assessment of threat (Blanchard et al., 2011; Campbell et al., 1997;
Fanselow, 1994; Lang et al., 1997; Öhman and Wiens, 2003). Optimal decision making
under threat can save animals from predation (Blanchard et al., 2011; Eilam, 2005), but
is also important in humans. For instance, police officers must rely on limited visual
information to make split-second decisions about using lethal force (Fleming et al., 2010;
Nieuwenhuys et al., 2012). It remains unclear, however, whether and how visual percep-
tion is altered during freezing. Revealing the relationship between freezing and visual
perception would not only advance our understanding of primary defensive reactions,
it might also inform existing training programs aiming to enhance performance under
threat.
During threat exposure, the balance between activation of the sympathetic and
parasympathetic branches of the autonomic nervous system shapes the expression of
defensive behavior (Fanselow, 1994). Whereas sympathetic dominance facilitates active
fight-or-flight reactions, parasympathetic activity underlies freezing (Fanselow, 1994). A
defining characteristic of freezing in both humans and animals is a transient, parasym-
pathetically driven, deceleration of heart rate or fear bradycardia (Azevedo et al., 2005;
Campbell et al., 1997; Öhman and Wiens, 2003; Roelofs et al., 2010). Fear bradycardia
is thought to support a state of reduced body motion and thereby decreases the chance
of being detected by predators (Campbell et al., 1997). Freezing is also seen as a criti-
cal decision-making stage during which an organism has to choose the most adaptive
defensive reaction in given circumstances, i.e., to remain frozen or to switch to active
fight-or-flight (Eilam, 2005). The probability of switching between passive and active
defensive behaviors largely depends on external threat characteristics, such as its mag-
nitude, distance and ambiguity (Blanchard and Blanchard, 1989; Eilam, 2005; Fanselow,
1994). Freezing, and in particular heart rate deceleration (Graham and Clifton, 1966; Lacey
and Lacey, 1970; Sokolov and Cacioppo, 1997) has therefore long been thought to put
an organism into a state conducive to sensory intake (Blanchard et al., 2011; Lang et al.,
1997; Öhman and Wiens, 2003). How perceptual processes are altered during freezing has,
however, never been scrutinized empirically.
Recent studies have suggested that emotional cues have a selective effect on visual
perception, enhancing perception of coarse visual features, i.e., low spatial frequencies
(LSF), at the expense of fine-grained details, i.e., high spatial frequencies (HSF; Bocanegra
and Zeelenberg, 2009; Nicol et al., 2013). For example, presentation of phylogenetically
threat-relevant stimuli, such as fearful faces, results in an immediate perceptual shift from
HSF to LSF perception (Bocanegra and Zeelenberg, 2009; Nicol et al., 2013). A similar
enhancement in LSF perception has also been observed following instructed fear (Lee
et al., 2014).
At the neural level, these findings have been explained in terms of a threat - induced
interaction between visual pathways functionally engaged in processing of these two
types of spatial information (Bocanegra, 2014; Breitmeyer and Williams, 1990). LSF
information is conveyed rapidly along the magnocellular pathway projecting to the dorsal
visual stream involved in action modulation. In contrast, fine-grained HSF information
is conveyed by the phylogenetically younger and slower parvocellular pathway, which
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projects to the ventral stream and provides fine-grained information for object recognition
at the cost of speed (Goodale and Westwood, 2004; Maunsell, 1987). Along these lines
of evidence, it has been suggested that threat-related behavioral improvement in LSF
detection may be facilitated by enhanced activation of the magnocellular pathway which
then inhibits the parvocellular pathway (Bocanegra, 2014; Bocanegra and Zeelenberg,
2009; Breitmeyer and Williams, 1990).
Such a trade-off between LSF and HSF perception may be particularly relevant during
freezing. A bias toward LSF perception may, on the one hand, facilitate rapid decision
making through enhanced perception of coarse threat-relevant features such as location.
Impairment in HSF perception, on the other hand, would compromise detailed analysis
of the threat which would be too time consuming to benefit immediate survival. However,
no studies to date have investigated this putative perceptual shift in relation to freezing or
its psychophysiological concomitants.
The aim of Experiment 1 was, therefore, to examine whether the parasympathetically
dominated state of freezing is associated with a shift in spatial vision towards low spa-
tial frequencies. To test this hypothesis, we used a visual discrimination task in which
participants determined the orientation of LSF and HSF gratings under conditions of
threat (anticipation of mild electrical shock) versus safety (no shock). Heart rate and skin
conductance were measured throughout the task to assess the activation of the parasym-
pathetic and sympathetic nervous system, respectively. If freezing is indeed associated
with a shift towards LSF perception, the following results should be expected: 1) percep-
tion of LSF gratings should be improved on threat of shock vs. safe condition, possibly at
the expense of HSF detection; 2) Most critically, fear bradycardia as a parasympathetically
controlled physiological index of freezing should be associated with the improvement
of LSF perception. This relationship should remain significant after controlling for sym-
pathetically dominated changes in skin conductance (Hermans et al., 2013); and 3) No
relationship between skin conductance and perceptual performance should be observed
implying that sympathetically controlled arousal, even though present during freezing,
does not drive the perceptual changes. In Experiment 2, aimed to estimate the orientation
sensitivity function across a broader range of spatial frequencies in a non-threatening
condition. This allowed us to determine whether threat effects observed in Experiment 1
could be interpreted in terms of a threat-induced shift in the peak of this function. Such
interpretation would be supported if this performance peak would fall in between the low
and high spatial frequencies tested in Experiment 1.
2.2. Experiment 1
2.2.1. MATERIAL AND METHODS
PARTICIPANTS AND DESIGN
Using GPower 3 software (Faul et al., 2007), we calculated that to achieve results at ade-
quate power (1–β> 0.8) and medium effect size (η2p = .06), a minimum sample size of 23
participants was required to test. The maximum sample size was set to 34. Data collection
was stopped when this number was reached provided exclusion criteria. A total number
of 51 subjects with normal or corrected to normal vision were tested in a within-subjects
design. Exclusion criteria were: past or present neurological or psychiatric disease, use of
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psychotropic medications, and cardiovascular diseases. All participants provided signed
informed consent and were reimbursed with 20 euro for their participation. Data of 11
participants were excluded from the analysis due to technical problems (N = 4), premature
task termination (N = 2), non-compliance with task instructions (N = 3), and failure to
reach the criterion of 75% performance accuracy (N = 2). Participants with depressive
psychopathology were excluded on the basis of the Beck Depression Inventory (BDI Beck
et al., 1979) score higher than 10 (N = 6). Data of a total number of 34 subjects aged
between 18 and 30 years (mean age = 22.8 years; males = 11) were included in the final
analysis. All procedures were approved by the local institutional ethical board. We used a
factorial design with two within-subject factors: threat condition (threat, safe) and spatial
frequency (LSF, HSF).
STIMULI
Stimuli and apparatus. Visual stimuli were generated using MATLAB (MATLAB R2010a,
The MathWorks, Inc.) in conjunction with the Psychophysics Toolbox (Brainard, 1997)
and presented on a gamma-corrected liyama 19-in. Vision Master monitor (refresh rate of
120 Hz, resolution of 1024 x 768 pixels). Throughout the task, a fixation dot (size of 0.2° x
0.2°, luminance: 89 cd/m2) was displayed on a uniform gray background in the centre of
the screen (luminance: 79 cd/m2). The color of the fixation dot could change from gray to
green, red, or yellow. On each trial, single Gabor gratings (Gaussian-enveloped sinusoidal
grating, 2.0° diameter size) were presented at 4° eccentricity from the fixation dot. Gabor
gratings were presented at 30% Michelson contrast and in two frequency ranges: 3 cycles
per degree (cpd) and 6 cpd, referred further as to LSF and HSF gratings, respectively.
Peripheral presentation of gratings was chosen to increase the ecological validity of
the task, as the ability to detect targets outside of overt attention may be particularly
adaptive in threatening situations. In addition, by presenting stimuli at 4° eccentricity
corresponding to similar concentration of LSF-sensitive rods and HSF-sensitive cones
in the retina (Purves et al., 2001), we aimed at reducing the bias towards any of the two
frequencies. Participants performed the task at a distance of 66 cm with their head fixated
in a chin rest.
Freezing was induced through a possibility of receiving mild electric shocks. Shocks
were delivered transcutaneously through the participants’ fourth and fifth distal phalanges
of the right hand using a Digitimer Constant Current Stimulator DS7A (www.digitimer.com)
and standard Ag/AgCl electrodes. The maximum intensity stimulus consisted of 10 pulses
with 1 ms length and 19.75 ms inter-stimulus interval, administered during a 200 ms time
interval at 50 Hz with a maximum intensity level of 6 mA.
Psychophysiological measurements, i.e. changes in heart rate (HR) and skin conduc-
tance were recorded throughout the task using a Biopac MP 150 system (Biopac Systems,
Goleta, CA, USA) connected to a computer running AcqKnowledge software (Biopac
Systems, Goleta, CA, USA). The sample rate was set to 200 Hz. HR was measured with an
ear-clip heart rate sensor attached to the participant’s right ear lobe. Skin conductance
was acquired through 8mm diameter Ag/AgCl electrodes positioned on the third and
fourth distal phalanges of the left hand.
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PROCEDURE AND EXPERIMENTAL TASK
The experiment started with filling out questionnaires (BDI and others, i.e. Attentional
Control Scale, Trait/State Anxiety Inventory, Behavioral Inhibition and Activation Scales,
Positive and Negative Affect Scale, used for exploratory analysis and sample characteriza-
tion) and followed by task instructions. Participants were informed about the association
between the color of the fixation dot and the possibility of receiving an electric shock.
A red fixation dot signaled a 50% chance of receiving an electrical shock at any time
during its presentation. A green fixation dot, on the other hand, signaled a safe condition
where no shocks were given. In addition, all participants were explicitly instructed to
fixate the dot throughout the whole task, avoid eye blinking during the time gratings were
presented, and not to shift their gaze towards the randomly presented grating in the left or
right visual field. Next, they performed a practice session consisting of 12 trials with visual
feedback about their performance (i.e. “Correct!”, “Incorrect!”, “Too late”) and without
shock administration. This was followed by the calibration of electrical shock intensity to
ensure that its level was unpleasant but not painful for each individual participant.
Subsequently, participants performed a modified visual orientation discrimination
task (Bocanegra and Zeelenberg, 2009; Nicol et al., 2013). The task required discrimination
of the orientation of single LSF and HSF gratings under safe and threat conditions. In
total, there were four conditions: threat LSF, threat HSF, safe LSF, and safe HSF trials, each
consisting of 56 trials. Each trial started with a presentation of the red or green fixation dot,
which remained on the screen for a period of 6 seconds (see Figure 2.1). During this 6-sec
period, a LSF or HSF stimulus was presented at a random inter-stimulus interval, and
for 40 ms at 4° eccentricity either to the left or to the right of the fixation dot. Given that
the saccadic eye movement to peripheral stimuli takes about 160 ms (Walker et al., 1997),
brief presentation of a stimulus for 40 ms was used to prevent from making saccadic
eye movements towards the gratings. After 6 s, the color of the fixation dot changed
from green or red to grey and remained for 2-4 s (ISI). The fixation dot then turned into
yellow, prompting a response. Participants were required to indicate, through button
press, whether the orientation of the grating was counterclockwise (arrow down on the
keyboard) or clockwise (arrow up on the keyboard) with respect to a vertical orientation.
If the reaction time exceeded a response window (1.5 s), visual feedback was presented
(“Too late”). The response was followed by an inter-trial interval of 2-4 s indicated by
a grey fixation dot. An additional 12% of all trials (24 trials) with electric shocks were
equally distributed across threat trials and excluded from the final analysis. In total, the
task consisted of 192 trials (including shock trials) divided equally into 3 blocks with short
breaks in between.
In order to maintain task difficulty at a constant 75% accuracy level on each condition,
we used QUEST (Watson and Pelli, 1983). QUEST is a toolbox which uses Bayesian
statistics to calculate the most probable perceptual threshold (here: orientation offset,
deviation from a vertical orientation) based on trial-by-trial dynamics of behavioral
responses (correct and incorrect responses) to reach a preset performance criterion
(here: 75% correct responses). Therefore, correct responses resulted in adjusting the
orientation threshold to a smaller angle on subsequent trials, and vice versa for incorrect
responses. This procedure was applied separately for each of the four conditions such
that the resulting orientation offset could serve as a performance measure for these four
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Figure 2.1. Visual orientation discrimination task. Green and red fixation dot signaled none and
50% chance of receiving an electric shock, respectively. Participants were instructed to indicate,
via button press, whether a LSF or HSF grating presented to the left or right of the fixation dot was
tilted clockwise or counterclockwise. Responses were given after a 2-4 s ISI following trial offset.
ISI, inter-stimulus interval; ITI, inter-trial interval; HSF, high-spatial frequency; LSF, low-spatial
frequency.
conditions. The initial orientation offsets for each condition were determined in a training
block (14 trials per condition) preceding the task.
DATA REDUCTION AND ANALYSIS
Performance for each of the four conditions was defined as the mean orientation offset
required to perform at 75% accuracy. Mean orientation offsets were calculated for each of
the four conditions and for each of the three experimental blocks. Behavioral data were
analyzed statistically using a repeated-measures ANOVA with threat condition, spatial
frequency, and block number as within-subjects factors.
Off-line analyses of event-related changes in heart rate (HR) and skin conductance
level (SCL) were performed in MATLAB (MATLAB R2010a, The MathWorks, Inc.). HR
responses were analyzed using in-house software for interactive visual artifact correction
and peak detection, according procedures detailed elsewhere Hermans et al. (2013). For
each trial, event-related HR responses were calculated as the difference between the
averaged HR 2 - 6 s after stimulus onset and the averaged -25 s to -1 pre-stimulus baseline.
This relatively long baseline window was chosen to account for fluctuations of HR with the
respiratory cycle, i.e. respiratory sinus arrhythmia Hermans et al. (2013). The difference
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in averaged HR change between threat and safe conditions was calculated for each
participant and used as an index of fear bradycardia (Azevedo et al., 2005; Hermans et al.,
2013). Changes in HR due to threat were analyzed using permutation t-tests (because of
violation of the normality assumption) with 50000 random permutations.
To quantify changes in SCL during trials, we took the average SCL 2 - 6 s after stimulus
onset and subtracted the average SCL during a 1 s baseline period preceding trial onset.
We chose this measure of averaged changes in SCL during trials because peak skin con-
ductance response amplitudes are not representative of sympathetic arousal throughout
the trial duration Phelps et al. (2001). The difference in averaged SCL changes between
threat and safe conditions was calculated for each participant and used as an index of
sympathetic arousal. SCL changes were analyzed at the group level using t-statistics.
To assess the relationship between fear bradycardia and perceptual performance, we
correlated the fear bradycardia index (difference in averaged HR changes between threat
and safe conditions) with the threat-induced difference in orientation offset (orientation
offset threat minus orientation offset safe) separately for LSF and HSF trials. Furthermore,
we examined the relationship between arousal and perceptual performance by correlating
the index of sympathetic arousal (difference in averaged SCL changes between threat
and safe conditions) with the threat-induced difference in orientation offset (orientation
offset threat minus orientation offset safe), also separately for LSF and HSF trials. Due
to deviations from a normal distribution of the physiological variables (as indicated by
Shapiro-Wilk tests), we used Spearman’s rank order correlations. Finally, to examine if
the relationship between our fear bradycardia index and perceptual performance can be
explained by shared variance with the sympathetic arousal index, we partialed out the
sympathetic arousal index in the correlation between the fear bradycardia index and the
threat-induced difference in orientation offset.
2.2.2. RESULTS
BEHAVIORAL RESULTS
To test our first hypothesis that LSF detection is enhanced under conditions of threat, we
conducted a 2 (threat condition: shock, no-shock) x 2 (spatial frequency: LSF, HSF) x 3
(block number, 1-3) repeated measures ANOVA. In line with our predictions, there was
a significant threat condition by spatial frequency interaction, F(1, 33) = 6.74, p = .014,
η2p = .17 (Figure 2.2), indicating that threat of shock resulted in lower orientation offsets
for LSF gratings (Msa f e = 1.47 vs. Mthr eat = 1.88, t(33) = -2.31, p = .027, d = .40) and higher
orientation offsets for HSF gratings (Msa f e = 2.30 vs. Mthr eat = 3.19, t(33) = 2.04, p = .049,
d = .35). We did not find a main effect of threat condition, F(1, 33) = 1.19, p = .28, η2p = .03,
indicating that threat of shock did not lead to a nonspecific improvement of perception.
Thus, our findings show that threat specifically improves detection of LSF information at
the expense of HSF information.
There were additional main effects of spatial frequency, F(1, 33) = 23.58, p < .001, η2p =
.42, and block number,F(1, 39.9) = 17.64, p < .001, η2p = .35, indicating that participants’
perceptual performance was in general better for LSF information, and that performance
improved over time. Block number did not interact with threat condition, F(1.1, 37.7) =
0.001, p = .99, η2p = .00, spatial frequency, F(1.2, 40.5) = 3.40, p = .064, η2p = .093, nor with
threat condition by spatial frequency interaction, F(1.1, 37.6) = 1.64, p = .21, η2p = .05.
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Figure 2.2. Change in the orientation offset as a function of threat and spatial frequency condition.
Threat of shock improves and impairs perception of LSF and HSF gratings, respectively. Error bars
represent standard error of the mean. deg, degrees; *p < .05; HSF, high spatial frequency; LSF, low
spatial frequency.
PHYSIOLOGICAL RESULTS
To examine whether threat of shock was associated with freezing, we tested whether the
threat condition was associated with stronger averaged HR decelerations (fear bradycar-
dia) than the safe condition using a permutation paired-samples t-test. As expected, we
found stronger HR deceleration in the threat condition compared to the safe condition,
t(33) = -4.02, p < .001, d = .88 (see Figure 2.3A). We also found stronger SCL increases in
threat versus safe conditions, t(33) = 2.45, p = .014, d =.65. These findings show that threat
of shock induces both parasympathetically (HR deceleration) and sympathetically (SCL
increases) driven autonomic responses. No correlation between threat-induced changes
in HR and SCL was observed, ρ(32)= .048, p = .79.
BEHAVIOR - HEART RATE RELATIONSHIP
To test our second hypothesis that freezing is associated with increased visual perception
of LSF information, we calculated correlations between threat-induced differences in
LSF orientation offset and individual scores of fear bradycardia, and found them to be
positively correlated, ρ(32)= .39, p = .021 (Figure 2.3B). Importantly, and in line with our
third prediction, this relationship remained significant after partialling out the effects
of sympathetically driven changes in SCL, ρ(31)= 0.35, p = 0.046, implying that threat-
related improvement in LSF perception is specifically associated with parasympathetic
activation.
No significant correlation between individual scores of fear bradycardia and threat-
induced differences in HSF orientation threshold was observed, ρ(32) = .19,p = 0.27.
There were also no significant correlations between changes in SCL and orientation offset
for LSF, ρ(32)= .23, p = .19 and HSF, ρ(32)= .19, p = .28.
Following publication guidelines Simmons et al. (2011), below we report the main
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Figure 2.3. Fear bradycardia and its relation to behavioral performance. A) Significant difference
in HR decrease on threat as compared to safe conditions. Although both conditions were character-
ized by HR deceleration, a stronger decrease in HR was observed in threat condition. B) Positive
correlation between threat-induced changes in LSF orientation offset and fear bradycardia. bpm:
beats per minutes; shaded area represents a period of stimulus and possible shock presentation; *p
< .05.
statistical results including participants excluded based on a BDI score above 10. When
including these six participants, there was no significant interaction effect between threat
condition and spatial frequency, F(1, 39) = 1.57, p = .22. Using BDI score as a covariate to
control for depressive symptoms resulted in a significant interaction, F(1, 38) = 5.63, p =
.023, η2p = .13. Furthermore, including these subjects in a correlation analysis resulted
in a significant correlation between individual scores of fear bradycardia and threat-
induced differences in LSF orientation offset, ρ(38) = .44, p = .005, but not between
fear bradycardia scores and threat-induced HSF orientation offset, ρ(38)= .16, p = .34.
The results therefore remained significant in the total group when taking the severity of
depression into account.
2.3. Experiment 2
Previous studies have shown that emotional cues shift the perceptual sensitivity function
toward lower spatial frequencies (Bocanegra and Zeelenberg, 2009; Lee et al., 2014). To be
able to evaluate our results from Experiment 1 in light of those findings, we conducted
a second experiment in which we estimated the orientation sensitivity function across
a wider range of spatial frequencies in the non-threatening condition. Particularly, we
aimed to estimate the peak of this function, because an interpretation of our findings in
terms of a shift toward lower spatial frequencies would require the performance peak to
lie between the two spatial frequencies tested in Experiment 1 (i.e., between 3 cpd and 6
cpd).
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2.3.1. MATERIALS AND METHODS
An additional sample of 22 participants was tested in a nearly identical design with the
following range of spatial frequencies: 0.5, 1.5, 3.0, 4.5, 6.0, 7.5, and 8.0 cpd. The ISI was
shortened to 1-2 s, and we included only a safe condition. The task was divided into 4
blocks of 98 trials (14 trials for each spatial frequency) and took about one hour. The first
block was used for the stabilization of the QUEST adaptive staircase procedure (titrating
performance to 75%) and was discarded from the final analysis. All remaining procedures
were the same as in Experiment 1. Mean orientation offsets were calculated for each of
the seven spatial frequencies and analyzed statistically with a repeated measures ANOVA.
2.3.2. RESULTS
First, we assessed the difference in orientation offsets between 3 and 6 cpd, i.e., the two
spatial frequencies that were used in Experiment, 1 using t-statistics. As expected, and
replicating the results from Experiment1, LSF gratings were perceived significantly better
than HSF gratings, t(21) = -3.08, p = .006, d = .66. Furthermore, in line with previous
findings, orientation sensitivity across all frequencies varied as a function of spatial
frequency, F(6, 96) = 7.51, p < 0.001, η2p = .32 and showed a quadratic trend, F(1, 16) =
19.65, p < .001, η2p = .55.
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Figure 2.4. Average orientation offset across seven spatial frequencies at 30% Michelson con-
trast (lower tilt indicates better performance). Error bars represent 95% confidence intervals.
Dotted line signifies the vertex of the fitted quadratic function [min tilt: 1.88 degrees at spatial
frequency of 3.56 cpd]. The asterisk indicates a significant difference between 3 cpd and 6 cpd,
frequencies used in Experiment 1, *p < .05; cpd, cycles per degree; deg, degrees.
Next, we fitted the quadric function and used its parameters to estimate the frequency
of maximum orientation sensitivity (Figure 2.4). This peak was reached at a spatial
frequency of 3.56 cpd (i.e., between the 3cpd and 6 cpd used in Experiment 1). Together,
the findings of Experiment 2 thus support an interpretation of the Experiment 1 findings
in terms of a threat–induced shift of the baseline performance-peak toward lower spatial
frequencies.
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2.4. Discussion
T HE aim of this study was to examine how visual perception is altered during freezing.Three major findings emerge from the present investigation. First, anticipatory fear
induced a spatial frequency shift in visual perception characterized by improved percep-
tion of low spatial frequency (LSF) information, at the cost of detection of high spatial
frequency (HSF) information. Second and most critically, participants with stronger
parasympathetically driven decrease in heart rate, a physiological index of freezing, ex-
hibited a better discrimination of LSF targets. This relationship remained significant
after controlling for sympathetically driven changes in skin conductance level. Third,
no relation between perceptual performance and changes in skin conductance level
were found, implying that observed improvement in LSF perception is linked specifically
to parasympathetic activity during freezing. Finally, the estimation of the orientation
sensitivity function revealed that the observed LSF benefit at the expense of HSF may be
accounted for by a shift of the sensitivity function toward lower spatial frequencies.
Our results extend previous studies showing emotional modulation of low-level visual
perception (Bocanegra and Zeelenberg, 2009; Nicol et al., 2013; Phelps et al., 2006). Im-
provement of LSF at the expense of HSF perception was previously found shortly (30 ms,
34 ms ISI) following presentation of fearful faces (Bocanegra and Zeelenberg, 2009; Nicol
et al., 2013). Our finding shows that this is not a short-lived and stimulus-dependent
effect, but it persists at least up to seconds during a state of anticipatory fear. A recent
study furthermore demonstrated increased contrast sensitivity for LSF following threat
of shock cues (Lee et al., 2014). Based on the observation that threat of shock triggered
skin conductance responses, the latter study suggested that the observed peak in contrast
sensitivity towards LSF can be accounted for by arousal (Lee et al., 2014). However, no
direct relationship, e.g., a correlation between skin conductance responses and percep-
tual performance, was reported, which raises the question as to whether this behavioral
effect may alternatively be attributed to parasympathetically controlled physiological
changes that may have accompanied threat of shock. Here, we demonstrate that threat of
shock results in both sympathetically driven skin conductance responses and parasym-
pathetically driven heart rate deceleration. Critically, improvement in LSF perception
was exclusively associated with heart rate deceleration and this relationship remained
even after controlling for skin conductance response magnitudes. Thus, our findings link
the perceptual shift towards LSF directly to an autonomic parasympathetic physiological
response profile associated with freezing.
So far, perceptual improvement during freezing has been mainly described as part of
conceptual models of animal defensive behaviors based on their threat-oriented bodily
responses, such as scanning and visual exploration and slow head movements, among
others (for review, see Hagenaars et al., 2014). Here, we provide empirical evidence
supporting this concept in humans. Our findings show that, in contrast to animal models,
freezing does not prompt a general improvement in visual perception, but rather a specific
shift in the direction of LSF. The evolutionary significance of improved LSF perception
may be twofold. First, it would result in better detection of threat-relevant features such
as its presence or location (Bocanegra and Zeelenberg, 2011). This may be important
for initial threat assessment and action selection when detailed analysis of the source
of threat is less relevant. Second, LSF information is processed relatively fast in the
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brain (Maunsell, 1987). Prioritization of LSF information during freezing may be crucial
for rapid behavioral choices in often time-constrained threatening situations (Eilam,
2005; Nieuwenhuys et al., 2012). This prioritization of faster information processing at
lower spatial resolutions at the expense of slower high spatial resolution information
during freezing would thus serve rapid threat assessment according to a ‘better safe than
sorry’ principle. On the contrary, in a fight-or-flight state where generated actions need
to be fine-tuned and monitored besides adequate threat perception, such specific LSF
vs. HSF gain may be less relevant. These notions are in line with psychophysiological
theories emphasizing the role of heart rate in the control of visual sensitivity (Graham and
Clifton, 1966; Lacey and Lacey, 1970; Sokolov and Cacioppo, 1997). Such theories suggest
that while situations requiring less openness for external cues, such as motor regulation
(Konttinen et al., 1998), are signified by heart rate increases, perceptual effort and lower
perceptual thresholds are reflected in heart rate decreases (Lacey and Lacey, 1970).
The relation between fear bradycardia and improved LSF perception may imply that
these two processes are regulated by overlapping neural mechanisms. Fear bradycardia
and visual processes are likely to be regulated by efferent projections from the amygdala
to the brainstem periaqueductal gray (PAG, Fanselow, 1994; Hermans et al., 2013) and
to different levels of the visual system (Amaral et al., 2003; Pessoa and Adolphs, 2010;
Tamietto et al., 2012; Vuilleumier et al., 2003), respectively. The PAG and its afferent con-
nections from the amygdala have been linked to the generation of freezing in animals and
humans (Fanselow, 1994; Gozzi et al., 2010; Hermans et al., 2013; Kim et al., 1993). On the
other hand, the amygdala may enhance the activation of the LSF–sensitive magnocellular
pathway, although the neural mechanism underlying this interaction is still unclear and
may involve both subcortical and cortical visual circuits (Bocanegra, 2014; Pessoa and
Adolphs, 2010; Tamietto and de Gelder, 2010). Future studies are needed to reveal the
neural substrates of this interaction, and the extent to which neural mechanisms regulat-
ing perceptual and psychophysiological responses to threat do indeed show an overlap.
Such findings would not only explain the current findings but would also support current
motivational accounts of defensive behavior implying that in threatening situations, a
common neural mechanism is involved in the mobilization of physiological responses to
optimally counter threat, and perceptual processing to prompt information gathering
(Blanchard et al., 2011; Bradley, 2009; Lang and Bradley, 2010; Lang et al., 1997).
In addition to theoretical significance, the present study has also practical implications.
Our results are relevant for better understanding of decision making in stressful situations,
where perceptual assessment of threat is crucial for optimal fight-or-flight decisions. For
example, police officers often have to make shooting decisions based on split-second
threat perception (Fleming et al., 2010; Nieuwenhuys et al., 2012). In contrast to HSF
features necessary for full object recognition, enhanced perception of coarse features
under threat may result in the generation of multiple predictions about the identity of an
object (Bar, 2003), which may in turn explain faulty defensive reactions, e.g., the use of a
deadly force against a suspect whose mobile phone has been mistakenly perceived as a
gun. In addition, these results may be also relevant for training programs intended for
improving object perception by means of heart rate regulation in combat situations.
Some interpretational issues should be considered when evaluating the present find-
ings. First, although our findings support the notion that threat-triggered modulation
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of spatial vision relies on the shift of the baseline response peak toward lower spatial
frequencies (Bocanegra and Zeelenberg, 2009; Lee et al., 2014, i.e. towards the left of
the response curve,[), in previous work the perceptual shift was found for even lower
frequencies (i.e., around 2 cpd compared to 3 cpd found here). This observation seems
to suggest that the range of LSFs facilitated by threat depends on the baseline response
pattern and specific experimental configurations.
Second, fear bradycardia was not associated with HSF performance. The lack of such
a relationship in our study may be explained by the fact that impairment of HSF percep-
tion may be a secondary outcome resulting from the inhibitory effect of magnocellular
pathway on HSF – sensitive parvocellular pathway (Bocanegra, 2014; Breitmeyer and
Williams, 1990).
Third, one may argue that increased pupil dilation during threat anticipation may
result in optical aberrations on the retina impairing mainly fine-grained vision DeValois
and DeValois (1988). Although the present study did not include pupillometry, skin
conductance and pupil dilation are highly correlated measures controlled by common
sympathetic neural pathways (Bradley et al., 2008, , unpublished data from our lab). We
did not find any correlation between skin conductance and perceptual performance,
and the correlation between heart rate deceleration and performance for LSF targets
remained significant even when controlling for skin conductance. Therefore, our findings
are unlikely to be explained by changes by pupil dilation. In addition, even though
pupil dilation may theoretically result in worsened HSF perception, it cannot explain the
improved LSF perception, which is thought to be unaffected or even slightly impaired in
conditions of pupil dilation DeValois and DeValois (1988). Nonetheless, future studies
including pupillometry are needed to investigate the exact relationship between pupil
dilation and spatial frequency perception during freezing.
On a similar note, some studies have suggested that microsaccades facilitate per-
ception of fine-grained visual information (Rucci et al., 2007). If such microsaccades
are minimized during freezing, this may account for the weaker perception of HSF tar-
gets observed in the current study. However, previous studies show no difference in
fixation-driven microsaccades between threat and safe conditions (Laretzaki et al., 2011),
suggesting that changes in microsaccades should not be expected during freezing. Future
studies with eye-tracking are needed to clarify this issue.
Finally, threat of shock was independent of perceptual choices, i.e., participants
could not avoid electrical shock by giving correct responses. This was done to achieve
comparable levels of motivation on both threat and safe conditions, as the possibility to
avoid threat has been suggested to engage motivational circuits in the brain and facilitate
defensive behavior (Delgado et al., 2009; Lang and Bradley, 2010; Miskovic and Keil, 2014).
Future studies should examine the contribution of motivational processes to affect-driven
perceptual effects observed here.
In conclusion, our findings reveal that freezing is associated with improved perception
of coarse LSF features. This change in perceptual sensitivity may play an important role
in initial threat assessment and the choice of optimal defensive behavior during freezing.
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Abstract
An adaptive response to threat requires optimized detection of critical sensory cues. This
optimization is thought to be aided by freezing - an evolutionarily preserved defensive
state of immobility characterized by parasympathetically mediated fear bradycardia and
regulated by the amygdala-periaqueductal grey (PAG) circuit. Behavioral observations
in humans and animals have suggested that freezing is also a state of enhanced visual
sensitivity, particularly for coarse visual information, but the underlying neural mecha-
nisms remain unclear. We induced a freezing-like state in healthy volunteers using threat
of electrical shock and measured threat-related changes in both stimulus-independent
(baseline) and stimulus-evoked visuocortical activity to low-vs. high-spatial frequency
gratings, using functional MRI. As measuring immobility is not feasible in MRI environ-
ments, we used fear bradycardia and amygdala-PAG coupling in inferring a freezing-like
state. An independent functional localizer and retinotopic mapping were used to assess
the retinotopic specificity of visuocortical modulations. We found a threat-induced in-
crease in baseline (stimulus-independent) visuocortical activity that was retinotopically
nonspecific, which was accompanied by increased connectivity with the amygdala. A
positive correlation between visuocortical activity and fear bradycardia (while controlling
for sympathetic activation), and a concomitant increase in amygdala-PAG connectiv-
ity, confirmed the specificity of these findings for the parasympathetically dominated
freezing-like state. Visuocortical responses to gratings were retinotopically specific, but
did not differ between threat and safe conditions across participants. However, individu-
als who exhibited better discrimination of low-spatial frequency stimuli showed reduced
stimulus-evoked V1 responses under threat. Our findings suggest that a defensive state of
freezing involves an integration of preparatory defensive and perceptual changes which
may be regulated by a common mechanism involving the amygdala.
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3.1. Introduction
O PTIMAL perception of relevant sensory cues is crucial to avoid harm in threateningsituations. This perceptual optimization has been suggested to be aided by freezing
– an evolutionarily preserved defensive response that prepares the body for a successful
countering of threat (Blanchard et al., 2011; Campbell et al., 1997; Fanselow, 1994; Hage-
naars et al., 2014; Lojowska et al., 2015; Öhman and Wiens, 2003). Freezing commonly
takes place during threat anticipation and is characterized by bodily immobility and
a parasympathetically dominated decrease in heart rate, or fear bradycardia, in both
animals and humans (Fanselow and Lester, 1988; Gladwin et al., 2016; Obrist et al., 1965;
Roelofs, 2017; Walker and Carrive, 2003). Behavioral observations suggest that freezing
is also a state of enhanced visual sensitivity, specifically for coarse visual information
(Blanchard et al., 2011; Lojowska et al., 2015). However, despite the potential relevance of
these perceptual changes for threat coping, the underlying neural mechanism remains
unclear.
The anticipatory state of freezing is characterized by a specific pattern of sympathetic
and parasympathetic autonomic nervous system activity. Whereas concurrent sympa-
thetic activation during freezing, as observed for instance in increased pupil size and skin
conductance, prepares the body for potential actions (fight-or-flight), parasympathetic
dominance serves as a break on the motor system, allowing for threat assessment and
decision-making about the most adaptive behavior in given circumstances (Blanchard
et al., 2011; Kozlowska et al., 2015). Crucially, because these decisions largely depend
on the visual characteristics of a threat (e.g., its ambiguity or magnitude), freezing has
been conceptualized as a state of enhanced sensory processing during which an animal
gathers relevant visual information (Blanchard et al., 2011; Eilam, 2005; Roelofs, 2017).
This has been supported by behavioral observations in rodents which, despite total bodily
immobility, show slight head and ear movements suggestive of environmental scanning
and increased visual sensitivity (Blanchard et al., 2011). However, whereas much human
and animal research has focused on how visual input (e.g., angry faces, conditioned cues)
shapes the expression of freezing behavior (Azevedo et al., 2005; Blanchard et al., 2001a;
Fanselow and Lester, 1988; Gladwin et al., 2016; Hermans et al., 2013; Maren, 2001; Roelofs
et al., 2010; Tovote et al., 2015), the neural mechanism underlying the opposite, i.e., how
visual processing is altered during the anticipatory state of freezing, remains unclear.
Enhanced visual processing during freezing may be neurally regulated by the amyg-
dala, which is also involved in the expression of freezing. In particular, fear bradycardia
and immobility are regulated through amygdalar efferents to (ventral) periaqueductal
grey (PAG) and medulla (Koba et al., 2016; Kozlowska et al., 2015; Tovote et al., 2016; Walker
and Carrive, 2003). PAG activation and its functional connectivity with the amygdala have
furthermore been linked to fear bradycardia in humans (Hermans et al., 2013). Crucially,
non-human primate work has also demonstrated widespread projections from amygdala
to early and ventral visual areas (Amaral et al., 2003; Freese and Amaral, 2005), whereas in
humans the amygdala drives enhanced visuocortical responses to emotionally salient
stimuli (Anderson, 2001; Vuilleumier et al., 2004). Based on these findings, we hypoth-
esized that the anticipatory state of freezing should be characterized by a preparatory
amygdala-driven enhancement in visuocortical activity, even in the absence of visual
input.
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In addition, experimental work in humans has shown that freezing is associated with
enhanced visual perception specifically of coarse visual information, i.e., low spatial
frequencies (Lojowska et al., 2015). This finding is consistent with the observation that
the majority of amygdalar projections to the visual cortex are magnocellular and therefore
biased toward processing of lower spatial frequency information (Amaral et al., 2003;
Freese and Amaral, 2005; Leonova et al., 2003). These anatomical findings are supported
by functional evidence where enhanced neural responses to low- relative to high-spatial
frequency fearful faces were found in inferior temporal cortex (Vuilleumier et al., 2003),
and larger steady-state visual potentials in response to low-spatial frequency stimuli
were observed over occipito-temporal areas following presentation of aversive versus
neutral images (Song and Keil, 2013). We therefore hypothesized that a state of freezing
should also be associated with enhanced early visuocortical responses to coarse visual
information.
We conducted a functional magnetic resonance imaging (fMRI) study combined with
autonomic nervous system measures in which a transient freezing-like state was induced
by means of threat of electric shock during trials with 7-second duration. An equal
number of safe trials was included as control. Threat of electrical shock is a commonly
used procedure during which the main concomitants of freezing, i.e., bodily immobility,
fear bradycardia and amygdala-PAG recruitment have been observed in both animals
and humans (Fanselow, 1994; Fanselow and Lester, 1988; Gladwin et al., 2016; Kapp et al.,
1979; LeDoux et al., 1988; Liebman et al., 1970; Obrist, 1968; Schneiderman et al., 1966).
As measuring physical immobility in an MRI scanner is not feasible, we relied on fear
bradycardia and amygdala-PAG coupling (using psychophysiological interaction models)
in validating a freezing-like state in the current study.
To test our hypotheses regarding the effect of threat anticipation on stimulus-
independent and stimulus-dependent activity in early visual cortices, we recorded
visuocortical activity which we recorded activity in early visual cortices in the absence
of visual stimulation (during threat versus safe Omission trials, in which no grating
stimuli were presented), as well as in response to peripherally presented gratings (during
threat versus safe Grating trials, in which maximally three gratings were presented).
Omission trials were used to assess an increase in baseline visuocortical activity without
the confounding effect of stimulus presentation, and its modulation by the amygdala.
Grating trials were used to examine transient neural responses to relatively low (3 cpd)
compared to relatively high (6 cpd) spatial frequencies. We carried out an independent
localizer and retinotopic mapping to allow for quantification of retinotopically specific
(i.e., stimulus location-selective) and nonspecific activity, within V1, V2, and V3. We
first predicted that if freezing is associated with an amygdala-driven upregulation of
baseline activity, we should observe a threat-related increase in visuocortical activity and
its functional coupling with the amygdala during Omission trials. Second, if freezing
is associated with enhanced early visuocortical responses to coarse visual information,
larger stimulus-evoked activity should be observed to low-spatial frequency gratings on
threat versus safe conditions within retinotopically specific voxels in early visual areas.
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3.2. Materials and Methods
3.2.1. PARTICIPANTS
Forty-eight participants participated in this study. Inclusion criteria were: normal or
corrected-to-normal vision, no color blindness, no history of psychiatric or neurological
treatment, no cardiovascular conditions and no smoking, right-handedness. Fourteen
participants were excluded because of not completing the full task (4), inability to tolerate
shocks (comparable with our previous study with shocks, e.g., Lojowska et al., 2015),
falling asleep (2, during low demanding tasks of retinotopy and localizer), feeling uncom-
fortable inside the scanner (2, first-time MRI participants), arrhythmia detected during
data acquisition (1), and performance accuracy below 75% during the tilt titration task
before the actual experiment (comparable with the previous behavioral study, Lojowska
et al., 2015). The final sample of 34 participants consisted of 19 males and 15 females with
the mean age of 23.15 years (range 19-32). Additionally, we removed behavioral outliers,
i.e., > 3 SD from the mean (maximum of two participants) or tilt offset > 20 degrees (which
is unlikely to reflect visual sensitivity; maximum of two participants), for all relevant
statistical tests. Before participating in the experiment, all participants were required to
grant written informed consent. Participants were reimbursed with 40 euros for their
participation in both sessions of the study. This study was approved by the local ethical
review board (CMO Region Arnhem-Nijmegen, The Netherlands).
Sample size calculation (Q*Power, Faul et al., 2007) revealed that 34 participants were
sufficient to detect a medium effect size (for interaction effect threat x SF, η2p = .06) at 80%
power. Although only 12 participants were necessary to replicate a relatively large effect
size (η2p = .17) found previously for this interaction effect in a similar behavioral study
(Lojowska et al., 2015), we nevertheless used the same sample size as in this study (34
participants) in order to increase the chance of detecting possibly smaller effects arising
from differences between the tasks (e.g., in testing environment).
3.2.2. STIMULI
Gabor grating stimuli (Gaussian-enveloped sinusoidal gratings) were generated using
MATLAB R2010a, in combination with the Psychophysics Toolbox Stimuli (Brainard, 1997)
were displayed on a rear-projection screen using a luminance-calibrated EIKI projector
(1024 x 768 resolution, 60 Hz refresh rate) located 75 cm behind the participant’s head.
Gratings (4.5° x 4.5° size) were presented at 100% Michelson contrast and in two spatial
frequencies: 3 cycles per degree (cpd) and 6 cpd. These frequencies were used because
they fall within the sensitive range of magnocellular and parvocellular cells (Leonova
et al., 2003), and because the modulatory effect of threat anticipation was previously
found for those frequencies (Lojowska et al., 2015). The gratings were displayed at 4°
eccentricity from the central fixation. A fixation point (size: 0.15°, luminance: 116 cd/m2)
was displayed in the center of a uniform gray background screen (luminance: 76 cd/m2),
and participants were asked to maintain fixation through the course of the experiment.
During the visual task, this fixation point could change from grey to orange (luminance:
116 cd/m2) or blue (luminance: 117 cd/m2), signaling threat or safe conditions. Stimulus
parameters were chosen based on the following considerations. Peripheral display was
used to avoid ceiling effects, to allow for delineation of modulation across visual areas,
and to increase ecological validity of the task, as peripheral detection may be particularly
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adaptive in threatening situations, where not all relevant information (e.g., predator ap-
proaching from behind) is immediately accessible to overt attention. 4° eccentricity was
used to minimize the bias in spatial frequency processing due to uneven distribution of
cones and rods in retina (Purves et al., 2001) and was based on previous psychophysi-
ological work in which discrimination performance for 3 and 6 cpd was comparable at
this eccentricity (Rovamo et al., 1978). Furthermore, horizontal presentation was used
to avoid a potential difference in spatial frequency processing between upper and lower
parts of the visual field (Christman, 1993). Finally, by using the same stimulus parameters
(eccentricity, peripheral horizontal presentation, and spatial frequencies) as in previous
studies in which threat-induced modulation on spatial frequency processing was found
(Bocanegra and Zeelenberg, 2009; Lojowska et al., 2015; Nicol et al., 2013), we hoped to
replicate these behavioral effects in the current study. In the visual task, the maximal
tilt offset the gratings could deviate from the vertical orientation was set to 40 degrees.
Contrast, size and presentation time of the gratings (100 ms) were chosen to ensure their
full visibility while rear-projected in the scanner during the visual task, and to prevent
participants from making saccadic eye movements towards the stimuli, which would
require about 160 ms (Walker et al., 1997)
3.2.3. SHOCK ADMINISTRATION AND PHYSIOLOGICAL MEASUREMENTS
Electric shocks were delivered transcutaneously through the participant’s fourth and
fifth distal phalanges of the right hand using a 9V battery-operated MAXTENS 2000
(Bio-Protech, Inc., Wonju, Korea) and standard Ag/AgCl electrodes. The duration of the
electrical stimulation was 200 ms, with a 150 Hz repetition of 250µs pulses. The intensity
varied between 0−40V /0−80m A across 500Ωwith 10 steps in total. Shock intensity was
adjusted at the individual level to ensure the shocks were unpleasant but not painful.
Shock calibration was performed using a standardized staircase procedure comprising 5
shock presentations after each of which the shock intensity was adjusted according to the
participant’s verbal reports of its unpleasantness on a scale from 1 (not unpleasant) to 5
(very unpleasant). The final shock intensity obtained with this method (mean score: 4.36,
SD = .65) was used in the visual orientation discrimination task.
The following physiological measures were recorded: heart rate (HR), pupil size and
respiration in both sessions, and skin conductance in the second session when the visual
task was carried out. HR was used for offline assessment of the parasympathetically
driven decelerative HR responses, whereas pupil size and skin conductance index sym-
pathetic activity during the task (Hermans et al., 2013). Heart rate and respiration were
additionally used for retrospective image-based correction (RETROICOR) of physiological
noise artifacts in BOLD signal in fMRI data (Glover et al., 2000). HR, skin conductance
and respiration were acquired using an MR-compatible BrainAmp EXG MR 16 channel
recording system (Brain Products, Gilching, Germany). HR was measured using a pulse
oximeter that was attached to a fourth distal phalange of the participants’ left hand. SCR
data were collected with two standard Ag/AgCl electrodes attached to the second and
third distal phalanges of the participant’s left hand. Respiration data were collected using
a respiration belt positioned around the participant’s abdomen. Pupil size was measured
using a 50 Hz iView system with an MR-compatible eye tracker (MEye Track-LR camera
unit, SMI, SensoMotoric Instruments).
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3.2.4. MRI DATA ACQUISITION
MRI data were acquired at the Donders Centre for Cognitive Neuroimaging using a 3T
Siemens MAGNETOM Skyra MRI scanner (Siemens, Erlangen, Germany). Functional
MRI data were acquired using a T2* - weighted gradient-echo EPI sequence and parallel
multiband excitation with an acceleration factor of four (TR = 909 ms, TE = 24.6 ms,
60 axial slices acquired in interleaved order, flip angle = 59°, field of view = 212 x 212
mm, slice thickness = 2 mm with no gap between slices, voxel size = 2 mm isotropic,
GRAPPA in-plane acceleration factor of 2). Furthermore, field maps were acquired for
each participant to allow for correction of spatial distortions in the BOLD-fMRI images
due to magnetic field inhomogeneity (TR = 1020 ms; TE1 = 10 ms; TE2 = 12.46 ms; flip
angle = 90°; slice matrix size = 64 x 64; field of view = 224 x 224 mm). A high-resolution
whole-brain anatomical image was acquired using a T1-weighted Magnetization-Prepared
RApid Gradient Echo (MP-RAGE) sequence (TR = 2300 ms; TE = 315 ms; flip angle = 8°;
slice matrix size = 256 x 256; field of view = 256 x 256 x 180 mm; voxel size = 0.8 mm
isotropic).
3.2.5. EXPERIMENTAL PROCEDURE
The entire experiment was divided over two sessions, scheduled 3-4 days apart. The first
session consisted of the functional localizer task, retinotopic mapping task, as well as
resting state and susceptibility-weighted imaging sequence not used in the current study.
The second session consisted of questionnaires, a tilt titration task, a shock calibration
procedure and the visual task with electric shocks (i.e., the task of primary interest).
Participants lay in the scanner in a head-first supine position and viewed the back-
projection screen via a mirror mounted on top of the head coil.
The first session started with the functional localizer task. This task comprised flicker-
ing gratings presented at 100% contrast in 16 blocks of 38 s each. In each block, a grating
(either 3 cpd or 6 cpd) were presented at 4° eccentricity for 9.5 s and with a random phase
change between the blocks. The orientation of the gratings was fixed within, but varied
between the blocks. We included the following tilt offsets: +/-3, +/-6, +/-10, +/-14. Blocks
with each orientation were repeated twice. Blocks were separated by a 9.5s grey screen
containing only a fixation at the center of the screen. To ensure central fixation during the
task, the white fixation in the center of the screen turned black at pseudorandom time
points, which prompted a button-press response from participants. The localizer task
lasted approximately 14 minutes.
During the retinotopic mapping task, participants viewed a wedge consisting of a
flashing black-and-white checkerboard pattern (3 Hz), first rotating clockwise for 6 cycles
and then anticlockwise for another 6 cycles (at a rotation speed of 36s/cycle). Also during
this task, the central fixation changed color from white to black, prompting a button-press
response from participants to ensure central fixation.
The second session started with participants completing questionnaires, which were
included to enable post-hoc assessment of whether participant samples of our previous
behavioral and current fMRI study were comparable (Lojowska, 2015). During the tilt
titration task, tilt offset was titrated separately for the 3 cpd and 6 cpd stimuli in the
same visual orientation task, but without shocks and omission trials. The final staircase
thresholds obtained in this task were subsequently used as a starting tilt offset for gratings
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in the actual experiment (one threshold for 3 cpd stimuli under threat and safe conditions,
and one threshold for 6 cpd stimuli under threat and safe conditions). The tilt titration
task consisted of 72 gratings in each spatial frequency, taking about 10 minutes, and was
administered in the scanner during the acquisition of the anatomical scan. Subsequently,
to adjust shock intensity to individual sensitivity thresholds, participants underwent
a shock calibration procedure. This was followed by visual task lasting about 50 - 60
minutes, with short breaks in between.
3.2.6. VISUAL TASK
Each trial started with a 7 s presentation of the central fixation point, the color of which -
blue or orange - indicated either threat or safe conditions Figure 3.1. Color fixation was
followed by an ITI of 2-4 s, during which the fixation color changed to grey. Freezing was
evoked in the threat condition by a chance of receiving an electric shock, administered
to the participant’s fourth and fifth distal phalanges of the right hand. No shocks were
administered during the safe condition. Participants received verbal instructions about
the association between fixation color and shocks before the start of the experiment.
The association between fixation color and threat condition was counterbalanced across
participants. 25% of all trials were omission trials, during which only the central fixation
was presented. These trials were used to quantify threat-related changes in baseline visual
activity. The remaining trials were used to probe threat-related changes in neural visual
responses to visual information. To this end, participants performed a visual orientation
discrimination task Lojowska et al. (2015) that required discrimination of the orientation
of the gratings under orthogonalized threat and safe conditions. These trials were the
same as omission trials with the exception of gratings presented either to the left or right
side of the fixation. In total, there were four conditions: threat 3 cpd, threat 6 cpd, safe
3 cpd, and safe 6 cpd. Gratings were presented only during the display of a threat cue,
i.e., orange or blue fixation, for the duration of 100 ms. In a single trial, up to 3 gratings
could be presented. The minimum interstimulus interval (ISI) was set to 2 s, allowing for
separation of BOLD responses to each grating (Wager and Nichols, 2003). Participants
were required to indicate through button press whether the orientation of the grating was
tilted to the left or right, relative to vertical. The presentation side, spatial frequency of the
gratings and their orientation (left versus right) were counterbalanced between sessions
and participants. Participants were instructed to fixate on the central dot during the
whole task and avoid excessive blinking when the orange or blue fixation was presented.
To ensure that neural responses to the gratings reflected threat-related manipulations,
rather than task difficulty known to increase activity in the visual cortex (Chen et al., 2008),
we used an adaptive staircase procedure (QUEST Watson and Pelli, 1983) to maintain
an overall level of 75% accuracy while varying tilt offset in each of the four conditions.
This procedure was applied separately for each of the four conditions and the resulting
changes in the tilt offsets were used as measures of behavioral performance.
The task was divided into three runs, each consisting of 102 trials (36 safe/threat trials
with gratings, 12 safe/threat omission trials and 6 threat trials with shocks). In each run,
36 gratings belonging to each of the four conditions were presented in grating trials. Trials
with shock presentation were excluded from the analyses. The trial sequence was fully
randomized for each participant to ensure that potential carry-over effects between trial
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types could not result in a systematic bias. Total duration of the second session was about
2 hours. After MRI scanning, participants were asked debriefing questions to assure they
understood all instructions (e.g., regarding the association between the fixation color and
chance of receiving a shock), and to verify the experimental manipulations (e.g., whether
they received shocks and how many, and about the perceived averseness of the shocks).
7 s
ITI 2-4 s
7 s
ITI 2-4 s
100 ms
100 ms
Omission trials Trials with gratings
Figure 3.1. Visual discrimination task. The task consisted of omission trials and trials with gratings.
Threat and safe conditions were signaled by fixation color, i.e., blue or orange, counterbalanced
across participants. The figure illustrates an example of a threat condition trial, here signaled by an
orange fixation, during which electric shocks could be delivered.
3.2.7. BEHAVIORAL AND PHYSIOLOGICAL ANALYSES
Behavioral performance was defined as the mean tilt offset required to perform the
orientation discrimination task at 75% accuracy, for each of the 4 conditions. Data was
calculated for each of the runs and analyzed using SPSS (IBM SPSS Statistics for Windows,
Version 21.0), with run number (1-3), threat condition and spatial frequency as within
subject factors. Data of four participants were excluded from the behavioral analysis
because of tilt offsets exceeding outlier thresholds (larger than 3 SD when tested separately
for 3 cpd and 6 cpd).
The analysis of physiological data was performed offline using in-house software
implemented in MATLAB (Matlab, R2013a, The MathWorks, Inc), allowing for visual as-
sessment and removal of signal artifacts. Blinks in pupil data were removed from the signal
using linear interpolation. HR data for 6 subjects were discarded due to extensive amount
of noise and artifacts (e.g., pulse oximeter fell off the finger during scanning, excessive
hand movement, scanner artifacts, poor signal). For similar reasons, skin conductance
data of two participants were also removed from the analysis. To assess parasympathetic
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and sympathetic activity during the visual task, pre-trial baseline-corrected HR responses,
pupil size responses, and skin conductance levels (SCL) were calculated for each trial. HR
responses were quantified by calculating the mean HR between 2-7s following trial onsets
corrected for the baseline (mean HR during 25 s prior to stimulus onset). This relatively
long baseline window was chosen to account for fluctuations of HR with the respiratory
cycle due to respiratory sinus arrhythmia (De Geus et al., 1995). Baseline-corrected pupil
size responses were quantified by subtracting the averaged pupil diameter within a 1 s pe-
riod prior to trial onset (baseline) from the averaged pupil diameter within a period from
2-7 s following trial onset. Changes in SCLs were calculated using the same time windows.
We reasoned that SCL change is a more appropriate measure of sympathetic arousal in the
current block design than conventional scoring of skin conductance response magnitudes
commonly used in event-related designs (Phelps et al., 2001). The difference between
HR responses on threat vs. safe conditions (across both grating and omission trials) were
analyzed using paired sample t-test. As SCLs and pupil responses did not have a normal
distribution (Shapiro-Wilk test p-value < .001), the difference between threat and safe
conditions for these measures were assessed using a non-parametric permutation t-test
(with 50,000 permutations).
Because of expected physiological changes during our task (due to threat modulation),
we used physiological noise correction in all our fMRI analyses to remove variance in
BOLD signal originating from these fluctuations. In this way, any differences between
threat and safe trials are more likely to reflect the underlying changes in task-related neural
responses rather than physiological fluctuations. We included 10 nuisance regressors for
cardiac noise and 10 for respiratory noise, which were specified by calculating fifth-order
Fourier models of the cardiac and respiratory phase-related modulation of the BOLD
signal (Glover et al., 2000). In addition to these RETROICOR regressors, we calculated
regressors for heart rate frequency, heart rate variability, (raw) abdominal circumference,
respiratory frequency, respiratory amplitude, and respiration volume per unit time (Birn
et al., 2006; van Buuren et al., 2009), yielding a total of 26 nuisance regressors that were
subsequently used as regressors of no interests in GLM models.
3.2.8. FMRI DATA PREPROCESSING
The fMRI data were spatially preprocessed using SPM8 (www.fil.ion.ucl.ac.uk/spm) for
analysis in native space. The first five volumes of each session were discarded to allow
for T1 equilibration. Field maps were subsequently used to calculate a voxel displace-
ment map (Hutton et al., 2002) for each session which was used for the realignment and
dynamic unwarping of functional images. Functional images were realigned to the first
image within and across all three runs, yielding head movement parameters (transla-
tions and rotations) that were subsequently used as nuisance regressors in the general
linear models (GLMs). The mean realigned and unwarped functional image was used to
coregister functional images with the T1 image for each participant. Furthermore, inverse
normalization parameters were created by segmenting the T1 image into grey matter,
white matter and CSF images using a unified probabilistic template registration and
tissue classification method (Ashburner and Friston, 2005). These inverse normalization
parameters were used to warp MNI-space masks of regions of interest into native space.
All subsequent statistical analyses were performed in native space (i.e., without spatial
normalization) and without spatial smoothing.
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3.2.9. FUNCTIONAL LOCALIZER AND REGIONS OF INTEREST
To find retinotopically specific voxels in the left and right hemispheres of V1, block re-
gressors for right and left stimulus presentations were constructed and convolved with a
canonical hemodynamic response function (HRF). Additional HRF-convolved stick func-
tion regressors modeled pseudorandom flickering of the fixation point, the aim of which
was to prevented participants from looking at the gratings. Left and right hemisphere
responses were found by respective contrasting of beta maps for right vs. left, and left
vs. right stimulus presentation. Activations within V1 were defined using the retinotopic
boundaries of V1, delineated based on the retinotopy task and well-established methods
(DeYoe et al., 1996; Engel et al., 1997; Sereno et al., 1995) implemented in Freesurfer
(http://surfer.nmr.mgh.harvard.edu/). 140 voxels that responded maximally to the con-
tralateral stimulus presentation and belonged to the same cluster (i.e., showing spatial
contiguity) were selected for left and right V1, and subsequently used as retinotopically
specific ROIs in the analysis of the visual task. 140 voxels corresponded approximately
to an activation threshold of p < 0.05, uncorrected, using a one-tailed t-test. To examine
the retinotopic specificity on neural responses in V1, retinotopically nonspecific ROIs
were created by subtracting retinotopically specific ROIs created at a lenient threshold of
p < 0.2 (uncorrected) from the V1 masks created based on the retinotopy task. Left and
right amygdala were defined in native space using automated anatomical segmentation
of T1-weighted images in FSL FIRST (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FIRST). PAG
voxels were delineated on each participant’s high-resolution T1 scan using fslview and
according to previously described guidelines (Satpute et al., 2013). The resulting PAG ROI
had a shape of a hollow cylinder with length of about 10 mm, external diameter of about
6 mm and internal diameter of about 2 mm. The masks were then converted from 4D to
3D space, resliced to each participant’s native space of functional images.
3.2.10. VISUAL TASK
For analyses of neural responses in the visual task, two separate finite impulse response
(FIR) models were created for omission and grating trials. In the model for omission
trials, we modeled block responses to threat and safe trials. This model was used to test
changes in baseline visuocortical activity on threat relative to safe conditions without the
confounding effects of visual stimulation. For each run, regressors for threat and omission
trials with 14 time bins (TRs) were created starting with the trial onset. Additional 3
regressors of no interest were created for grating threat and safe trials, and threat trials with
shocks. For each participant and condition of interest, parameter estimates were extracted
from an a priori defined period between 4.5 and 9 s where the peak BOLD response
was expected (5 – 10 TR post-trial onset) for the following visual ROIs: retinotopically
specific and nonspecific V1 voxels contralateral and ipsilateral to stimulus presentation.
This period allowed for capturing trial-specific BOLD responses without interfering with
subsequent trials which - with minimum ITI of 2 s - could start at 9 s following the onset
of the previous trial. Visual inspection of the BOLD signal averaged across threat and
safe conditions confirmed that this period captured the BOLD response peak occurring
at around 6.5 s following stimulus onset. Changes in baseline V1 activity were tested in
a three-way repeated-measures ANOVA with threat condition (threat, safe), retinotopic
space (retinotopically specific versus retinotopically nonspecific voxels in V1) and run
number (1-3) as within-subject factors. We additionally analyzed the difference in BOLD
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responses between threat and safe trials for the amygdala and PAG to check whether
any threat-induced changes in functional connectivity (see below) are associated with a
concurrent overall increase in activation of these regions.
In the second FIR model, we estimated neural responses time-locked to the presen-
tation of 3 cpd and 6 cpd gratings under threat and safe conditions. For each run, eight
regressors of interest were created representing the following conditions: threat 3 cpd ,
threat 6 cpd , safe 3 cpd , and safe 6 cpd , for left and right presentations. Gratings to which
no responses were given and shock trials were modeled by additional FIR regressors. For
each participant and condition of interest, parameter estimates in a period from 2.7 to 5.4
s following stimulus onset were extracted. This period allowed for capturing stimulus-
evoked BOLD responses peaking around 3-5 s following stimulus onset. This selection
was based on visual inspection of the average of BOLD responses across all conditions
(retinotopically specific and nonspecific voxels, ipsilateral and contralateral to stimulus
presentation), and therefore was orthogonal to the results of interests. To validate local-
izer procedure (i.e., larger BOLD responses were expected in the retinotopically specific
compared to nonspecific voxels contralateral to stimulus presentation side) and to assess
threat-related changed in V1 responses to 3 cpd gratings, averaged parameter estimates
were analyzed with a repeated measured ANOVA with stimulated hemisphere (contralat-
eral versus ipsilateral relative to stimulus presentation), retinotopic space (retinotopically
specific versus nonspecific voxels in V1), run number (1-3), threat condition (threat, safe)
and SF (3 and 6 cpd) as within-subject factors. In each of these models, we included head
motion parameters (3 translations, 3 rotations) from realignment, 26 physiological noise
regressors, high-pass filtering (1/128 Hz cut-off) to remove low-frequency signal drifts,
and AR (1) serial correlation correction.
3.2.11. EFFECTIVE CONNECTIVITY ANALYSIS
To test whether threat of shock leads to the predicted changes in connectivity between
the amygdala with V1 and PAG, we performed a psychophysical interaction (PPI) analysis
(Gitelman et al., 2003). We used voxels in the left and right amygdala separately as seed
regions, which were defined by individually created masks in native space (see above).
We calculated the first eigenvariates of the time series within left and right amygdala for
each participant and run. After deconvolution, these were multiplied by a psychological
component (threat vs. safe omission trial regressor) to obtain a run-specific PPI term,
which was subsequently re-convolved with the HRF. A GLM with three regressors for each
session (PPI term, seed-region eigenvariate, and psychological component) was con-
ducted to calculate participant-specific parameter estimate maps for the PPI term. These
parameter estimates were averaged across retinotopically specific and retinotopically
nonspecific voxels within V1, as well as within PAG. The resulting values, which represent
participant-specific estimates of threat-related changes in connectivity, were tested for
statistical significance across participants using a repeated measures ANOVA for each
ROI.
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3.3. Results
3.3.1. PERIPHERAL PHYSIOLOGICAL RESPONSES
We first analyzed peripheral physiological responses to verify the effectiveness of our
threat manipulation. First, we found a significantly lower heart rate on threat versus safe
conditions, t(1,27) = 5.56, p < 001, η2p = .54, verifying that our threat-of-shock manip-
ulation evoked fear bradycardia. Furthermore, we also found a significant increase in
pupil dilation, t(1,33) = 5.09, p < .001, η2p = .44, as well as SCL, t(1,31) = 3.81, p = .001,
η2p = .32, indicating the concurrent presence of sympathetic activation during threat con-
ditions. However, given the long duration of the task (approximately an hour), there was a
risk of habituation effects with parasympathetic and sympathetic responses decreasing
over time. Indeed, a repeated-measures ANOVA with run number as a within-subject
factor showed a main effect of run number on differential scores (threat – safe) of HR
responses, F(2,54) = 9.12, p < .001, η2p = .25, pupil dilation responses, F(2,66) = 27.08,
p < .001, η2p = .45, and SCLs, F(2,62) = 24.67, p < .001, η2p = .44 (Figure 3.2). A further
planned linear contrast revealed a significant linear trend for all physiological responses,
namely HR responses F(1,27) = 10.04, p = .004, η2p = .27, pupil dilation responses, F(1,33)
= 61.90, p < .001, η2p = .65, and SCRs, F(1,31) = 41.31, p < .001, η2p = .57, confirming that
the magnitude of both sympathetic and parasympathetic responses to threat relative to
safe conditions decreased over time. Habituation of physiological responses to threat of
shock is accompanied by a reduction of subjectively perceived shock aversiveness toward
the end of the task (average rating of shock aversiveness = 2.88 on a scale from 1 to 5)
compared to during shock calibration (M = 4.38). Because these manipulation checks
indicate that threat of shock was successful and had the strongest effect in the first run,
we included run number as a factor in all further analyses.
3.3.2. BEHAVIORAL RESULTS
To test if discrimination of the gratings differed as a function of threat condition, we
conducted a 2 (threat condition: threat, safe) x 2 (spatial frequency: 3 cpd, 6 cpd) x 3 (run
number, 1-3) repeated-measures ANOVA with tilt offset as dependent variable. First, we
found a main effect of spatial frequency, F(1,29) = 12.18, p = .002, η2p = .30, with 3 cpd
gratings (mean tilt offset = 2.12) discriminated better than the 6 cpd gratings (mean tilt
offset = 3.28) which conforms with generally higher sensitivity to lower spatial frequencies
when presented in the periphery (Díez-Ajenjo and Capilla, 2010; Rovamo et al., 1978).
There was no main effect of threat, F(1,29) = 2.06, p = .16, nor an interaction between
threat condition and spatial frequency, F(1,29) = 3.08, p = .09. However, there was a
significant interaction between threat condition, spatial frequency, and run number,
F(2,58) = 4.02, p = .023, η2p = .12, indicating time-dependent differences in the effects of
threat on tilt offset between the gratings.
Given that we used an adaptive staircase procedure (QUEST) that started at the same
tilt offset for both threat conditions within each spatial frequency, threat-related changes
could become evident as a difference in tilt offset between the two threat conditions
building up over time within each spatial frequency (Table 3.1). We tested this by exam-
ining the linear trend across runs within the interaction between threat condition and
run number for each spatial frequency. Indeed, a steeper linear trend for threat versus
safe conditions was found for 3 cpd stimulus, F(1,29) = 6.14, p =. 019, η2p = .17, but not
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Figure 3.2. Peripheral physiological responses. Physiological responses represented by the differ-
ence in baseline-corrected responses on threat versus safe trials for each of the three runs of the
task. Differences between threat and safe conditions were strongest in run 1, with a (parasympa-
thetically controlled) reduction in heart rate (HR) and (sympathetically controlled) increases in skin
conductance levels (SCL) and pupil dilation. bpm, beats per minute; µS, microSiemens, pxl, pixels;
**, p < .001; *,p < .05
for the 6 cpd stimulus, F(1,29) = 2.00, p =. 17, η2p = .065, indicating that, as expected, the
decrease in tilt offset (i.e., increase in performance) for the 3 cpd stimulus was steeper in
the threat condition than in the safe condition.
Table 3.1. Means and standard deviation (in parentheses) of tilt offset for 3 cpd (LSF) and 6 cpd (HSF)
gratings under threat and safe conditions across runs.Values in the brackers represent standard
deviation from the mean.
SF Threat condition Run 1 Run 2 Run 3
3cpd (LSF) Threat 2.22 (1.10) 2.09 (.96) 2.03 (.92)
Safe 2.21 (1.22) 2.11 (1.05) 2.08 (1.06)
6cpd (HSF) Threat 3.32 (2.57) 3.11 (2.29) 3.10 (2.31)
Safe 3.43 (2.92) 3.42 (2.90) 3.31 (2.82)
3.3.3. NEUROIMAGING RESULTS
THREAT EFFECTS ON BASELINE V1 ACTIVITY
To test our first (stimulus-independent) hypothesis that freezing is a state associated
with an increase in baseline V1 activity, we compared the amplitude of BOLD responses
in V1 on threat vs. safe trials during omission trials where no gratings were presented.
To assess retinotopic specificity of these changes, we further compared the response of
retinotopically specific (i.e., stimulus-responsive) and nonspecific voxels within V1. A
three-way repeated-measures ANOVA with threat condition (threat, safe), retinotopic
space (retinotopically specific versus retinotopically nonspecific voxels in V1) and run
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number (1-3) as within-subject factors revealed no significant main effect of threat con-
dition, F(1,33) = 1.25, p = .27, η2p = .19. However, the effect of threat on the activation
of V1 differed between runs, as indicated by a significant interaction between threat
condition and run number, F(2,66) = 3.28, p = .044, η2p = .60 (Figure 3.3A). There was a
significantly higher baseline V1 activity in threat versus safe conditions in run 1, F(1,33) =
6.50, p = .016, η2p = .16, but not in run 2 and run 3 (ps > .05), conforming to the pattern
of physiological habituation. A follow-up analysis for run 1 revealed that significantly
higher baseline activity was observed in both retinotopically specific, t(33) = 2.34, p = .026,
η2p = .14, and nonspecific voxels, t(33) = 2.73, p = .010, η2p = .18, and that the difference in
threat effects between the two retinotopic areas was nonsignificant [interaction between
threat condition and retinotopic areas: F(1,33) = 2.08, p = .15, η2p = .06. Thus, the observed
threat-related increase in baseline V1 activity appears to be retinotopically nonspecific. A
summary of the brain regions from a whole-brain analysis for run 1 (where threat-related
effects were found in the above native-space FIR-model analysis) are reported in the
Supplementary Material.
Next, to test if the threat-induced increase in baseline V1 activity is associated with
functional coupling with the amygdala, we performed a PPI analysis between these two
regions. Threat-related changes in connectivity strength were assessed by averaging
parameter estimates for a PPI term expressing the threat-related change in connectivity
with the amygdala for two regions of interest: retinotopically specific V1 voxels and
retinotopically nonspecific V1 voxels. The resulting participant-specific averages were
tested using a repeated-measures ANOVA with retinotopic space (retinotopically specific
versus nonspecific V1 voxels), run number (1-3), seed region (left versus right amygdala),
and hemisphere (left, right V1) as within-subject factors. As predicted, we found that
threat of shock led to an increase in connectivity between the amygdala and V1, F(1,33)
= 19.33, p <.001, η2p = .37 (Figure 3.4). This threat-induced increase in connectivity did
not differ between retinotopically specific and nonspecific voxels, F(1,33) = 3.02, p =
.092, η2p = .084, or between runs, F(2,66) = .83, p = .44, η2p = .025. A follow-up analysis
confirmed that the threat-related increase in connectivity was indeed observed for both
retinotopically specific [one sample t-test: t(33) = 4.40, p < .001, η2p = .37], and nonspecific
voxels [one-sample t-test: t(33) = 4.16, p < .001, η2p = .34]. We also found no interaction
between these two factors, F(2,66) = 1.92, p = .15, η2p = .055. These findings indicate
that the observed connectivity increases were neither retinotopically specific nor time
dependent. Taken together, threat of shock resulted in a retinotopically nonspecific
increase of baseline activity in early visuocortical areas which was associated with an
increase in functional coupling with the amygdala.
RELATIONSHIP BETWEEN VISUOCORTICAL CHANGES AND DEFENSIVE RESPONSES TO THREAT
To test the hypothesis that physiological and perceptual changes are part of an inte-
grated defensive response, we first tested whether the magnitude of change in BOLD
responses between threat and safe trials correlated with threat-induced changes in heart
rate (combined across both Grating and Omission trials). We found a significant negative
correlation between threat-induced heart rate change and change in baseline activity in
V1, r(26) = -.41, p = .030,see Figure 3.3B). Crucially, this correlation remained significant
when controlling for variance associated with sympathetic responses, i.e., threat-induced
changes in SCLs and pupil dilation, r(22) = -.42, p = .033 (tested across all runs). Fur-
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Figure 3.3. Visuocortical responses and their relatinship with fear bradycardia. A) Neural re-
sponses in V1 in threat versus safe omission trials as a function of run number. Results show
averaged BOLD responses across left and right V1, within retinotopically specific (blue) and nonspe-
cific (green) V1 voxels. B) Correlation between fear bradycardia, threat-related reduction in heart
rate (HR) and BOLD responses (retinotopically specific and nonspecific) in V1 in threat versus safe
conditions. Error bars represent standard errors of the mean. bpm, beats per minutes; *, p < .05
thermore, there was no significant correlation between threat-related responses in V1
and either SCL, ρ(30) = −.15, p = .40, or pupil dilation responses, ρ(32) = −.19,p = .26.
Thus, threat-induced increases in V1 activity were stronger in participants who demon-
strated stronger fear bradycardia, and these associations remained when controlling for
concurrent sympathetic activation.
Second, we tested whether the observed increase in functional connectivity between
the amygdala and visuocortical areas was accompanied by an increase in functional con-
nectivity between the amygdala and PAG (Hermans et al., 2013). Threat-related changes
in connectivity strength between the amygdala and PAG were assessed by averaging the
parameter estimates for a PPI term for the PAG. In line with previous reports (Hermans
et al., 2013), a repeated-measures ANOVA with threat condition, run number and seed
region (left, right amygdala) as within subject factors revealed a threat-related increase in
connectivity between the amygdala and PAG, F(1,33) = 7.66, p = .009, η2p = .18, which did
not differ between runs, F(1,33) = .93, p = .40, η2p = .027 (Figure 3.4). Together, the correla-
tion between threat-related changes in baseline V1 activity and fear bradycardia, and the
increase in functional connectivity of the amygdala with both V1 and PAG supports the
notion of integrated visual and defensive responses.
Additional control analyses revealed a significant interaction between threat condi-
tion and run number for amygdala activation, F(2,66) = 4.87, p = .011, η2p = .13, with a
significant difference present only in the first run (run1: t(33) = 3.43, p = .002; run2: t(33)
= -.26, p = .79; run 3: t(33) = -.35, p = .73). No main effect of threat condition, F(1,33) =
.072, p = .79, η2p = .002, or an interaction between threat and run number, F(2,66) = .20, p
= .82, η2p = .006, was observed for PAG activation.
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Figure 3.4. Functional connectivity between the amygdala and visual cortex. Amygdala (depicted
in yellow) and its functional coupling with retinotopically specific (blue) and nonspecific (green) V1
voxels, and periaqueductal grey (PAG, in red). Beta values represent average parameter estimates for
a PPI term expressing threat-related changes in connectivity with the amygdala for the three regions
of interests. Values in parentheses represent standard deviations. All values were significantly
different from zero (all p < .05).
TRANSIENT V1 RESPONSES TO LSF AND HSF GRATINGS UNDER THREAT
In order to address our second main hypothesis concerning stimulus-dependent visuo-
cortical activity, we tested whether low-spatial frequency gratings were associated with
increased stimulus-evoked activity within retinotopically specific voxels under threat in
V1. To this end, we first validated our localizer procedure. A repeated-measures ANOVA
with stimulated hemisphere (contralateral versus ipsilateral relative to stimulus presen-
tation), retinotopic space (retinotopically specific versus nonspecific voxels in V1), run
number (1-3), threat condition (threat, safe) and spatial frequency (3 and 6 cpd) as within-
subject factors revealed a significant interaction between stimulated hemisphere and
retinotopic space, F(1,29) = 37.18, p < .001, η2p = .56. This interaction was driven by signifi-
cantly larger BOLD responses in retinotopically specific versus retinotopically nonspecific
voxels contralateral to stimulus presentation, F(1,29) = 24.12, p < .001, η2p = .45, but not
on the ipsilateral side, F(1,29) = 3.46, p = .073, η2p = .11 (Figure 3.5). These results confirm
that the localizer procedure was successful.
Next, we examined the amplitude of BOLD responses to low- and high-spatial fre-
quency gratings in retinotopically specific V1 voxels. A repeated-measures ANOVA with
threat condition, spatial frequency and run number revealed a significant main effect of
SF, F(1,29) = 4.93, p = .034, η2p = .014, with 3 cpd gratings evoking higher responses than 6
cpd gratings. However, for both spatial frequencies, the difference in amplitude of BOLD
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responses between threat and safe trials was not significantly different, F(1,29) = .46, p
= .50, η2p = .016, and did not change as a function of run number F(2,58) = 2.29, p = .11,
η2p = .073.
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Figure 3.5. Stimulus-evoked visuocortical responses. BOLD responses time-locked to the presen-
tation of LSF and HSF gratings in A) retinotopically specific voxels contralateral to stimulus pre-
sentation, B) retinotopically nonspecific voxels contralateral to stimulus presentation, and C)
retinotopically specific voxels ipsilateral to stimulus presentation. As expected, gratings evoked
larger BOLD responses in contralateral retinotopically specific voxels compared to both other ROIs.
Within the contralateral, retinotopically specific V1 voxels, the amplitude of BOLD responses to
low spatial frequency (3 cpd ) and high spatial frequency (6 cpd) gratings did not differ significantly
between threat and safe conditions. HSF, high spatial frequency; LSF, low spatial frequency, a.u.,
arbitrary units; s, seconds
Despite the lack differences between threat and safe conditions, we were still inter-
ested in whether the magnitude of threat-induced change in event-related responses
would be related to visual discrimination performance. We therefore tested the corre-
lation between threat-related changes in performance (threat – safe conditions across
all trials) with the underlying stimulus-evoked responses in retinotopically specific V1
voxels, for both low (3 cpd) - and high (6 cpd) - spatial frequency gratings. We found that
threat-related improvements in performance on the 3 cpd stimulus (larger difference
in tilt offset between threat and safe condition) was associated with smaller stimulus-
evoked activity in retinotopically specific voxels, r(30) = .49, p = .008 (Figure 3.6). No
significant correlation was found for the 6 cpd stimulus, ρ(29)= .064,p= .73. These two
correlations differed at trend level (z = 1.69, F = .091), implying that the effect of threat
on the relationship between behavioral performance and visual activity was marginally
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stronger for LSF than HSF gratings. Together, these results show that although V1 re-
sponses to low-spatial frequency gratings were on average comparable on threat and
safe trials, threat-induced reductions in neural responses were associated with improved
discrimination of low-spatial frequency gratings.
THREAT EFFECTS ON STIMULUS-INDEPENDENT AND EVOKED RESPONSES IN V2 AND V3.
To examine whether the observed effects of threat of shock are specific to V1, we extended
our analyses to include retinotopically defined areas V2 and V3. Similar threat-induced
effects were observed across V1, V2 and V3, i.e., a retinotopically nonspecific increase
in baseline activity in Run 1, F(1,33) = 5.81, p = .022, η2p = .15, and increased functional
connectivity with the amygdala, F(1,33) = 19.20, p <.001, η2p = .37, neither of which
differed between visual areas (all F ’s<1). We also found positive relationships between
stronger fear bradycardia and threat-induced increases in baseline activity, similar to V1,
in both V2 (r(24) = -.49, p = .010) and V3 (r(24) = -.45, p = .022), both controlling for SCL
changes and pupil dilation. Furthermore, no threat-related modulation of event-related
responses to the gratings, and their relation with behavioral performance (p > .05), were
observed in V2 and V3, F(2,66) = 1.41, p = .25, η2p = .041. As in V1, we did find clear
evidence of retinotopic specificity of event-related responses across all three visual areas,
as evidenced by a retinotopic space by hemisphere interaction, F(1,33) = 50,5, p < .001,
η2p = .60, which did not differ between regions (F<1). In sum, findings for V2 and V3 were
largely identical to V1.
3.4. Discussion
T HE goal of the present study was to identify the neural mechanisms underlying be-havioral observations of enhanced visual sensitivity during an anticipatory state of
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Figure 3.6. Correlation between threat-evoked responses in retinotopically specific voxels and be-
havioral performance to low spatial frequency gratings on threat versus safe trials. The facilitating
effect of threat on discrimination of low-spatial frequency gratings was associated with smaller
stimulus-evoked BOLD responses.
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freezing. Our observation of threat-induced fear bradycardia, a parasympathetically
dominated response characteristic of freezing (Fredericks et al., 1974; Koba et al., 2016;
Kozlowska et al., 2015; Obrist, 1968), as well as an increase in functional connectivity
between amygdala and PAG, core regions involved in expression of freezing in animals
(Fanselow, 1994; Fanselow and Lester, 1988; Kapp et al., 1979; LeDoux et al., 1988; Lieb-
man et al., 1970; Schneiderman et al., 1966), indicated the successful induction of a
freezing-like defensive state, although directly measuring immobility was not possible
given the constraints of an MRI environment. First, we found that threat of shock resulted
in a retinotopically nonspecific increase in baseline visuocortical activity accompanied by
a concurrent increase in functional connectivity with the amygdala. The magnitude of the
threat-related increase in baseline visuocortical activity correlated with fear bradycardia.
Second, better discrimination of low-spatial frequency (3 cpd) gratings under threat was
associated with reduced responses in V1 voxels retinotopically specific to the location of
the gratings.
Threat of shock resulted in an increase of baseline visuocortical activity. This finding
is in line with previous studies using a threat anticipation procedure in which increased
early visual responses were observed during phasic (Keil et al., 2007; Song and Keil, 2013;
Stolarova et al., 2006; Thigpen et al., 2017) but also prolonged (Herrmann et al., 2016; Sege
et al., 2017; Straube et al., 2007) presentation of conditioned cues predictive of aversive
outcomes. However, although threat anticipation commonly evokes freezing (Fanselow
and Lester, 1988), the lack of concurrently acquired state-specific autonomic and neural
measures makes it difficult to generalize these findings to freezing. In addition, because
the anticipatory stimuli (e.g., signs) were constantly displayed during anticipatory periods
in the studies so far, the contribution of anticipatory versus stimulus-driven processing to
enhanced visuocortical responses remains unclear. Our study extends these findings by
linking an anticipatory increase in baseline visuocortical activity to defensive responses
characteristic of freezing, and by showing that this process is independent of bottom-up
visual stimulation.
The upregulation of baseline visuocortical activity under threat was associated with
concurrent recruitment of defensive reactions characteristic of a state of freezing. Two
findings support this notion. First, enhanced activation of early visual areas (V1, V2,
and V3) under threat was associated with stronger fear bradycardia, a parasympatheti-
cally dominated response observed during freezing (Fredericks et al., 1974; Koba et al.,
2016; Kozlowska et al., 2015; Lang et al., 1997; Obrist et al., 1965). In agreement with
earlier work showing neural correlates of fear bradycardia (Hermans et al., 2013) and a
correlation between low-spatial frequency perception and fear bradycardia (Lojowska
et al., 2015), this association was statistically independent of simultaneously observed
sympathetic activation indexed by larger skin conductance and pupil dilation responses
under threat. Second, a threat-related increase in functional connectivity between the
amygdala and PAG - main regions involved in expression of freezing in animals (Fanselow,
1994; Fanselow and Lester, 1988; Kapp et al., 1979; LeDoux et al., 1988; Liebman et al.,
1970; Schneiderman et al., 1966), was associated with concomitant increase in functional
coupling between the amygdala and early visual areas. A limitation of the current study is
that, due to inherent limitations of an MRI environment, it was not possible to measure
physical immobility. Such a measure would have allowed for additional validation of the
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current results for the state of freezing. However, the close association of fear bradycardia
and amygdala-PAG coupling with physical immobility in previous work in the context of
threat anticipation, in both animals and humans Applegate et al. (1983); Fanselow (1994);
Gladwin et al. (2016); Gozzi et al. (2010); Kozlowska et al. (2015); Niermann et al. (2018);
Roelofs (2017); Roelofs et al. (2010); Tovote et al. (2016) indicates the presence of a similar
defensive state. Future neuroimaging studies on visuocortical changes during freezing
may make use of EEG, which may be feasible to combine with direct measurements of
mobility using a stabilometric platform (Gladwin et al., 2016).
The amygdala may be a core region involved in the coordination of visual and defen-
sive processes during freezing. Based on anatomical evidence in non-human primates,
the observed increase in stimulus-independent visual cortex activity may be driven by
modulatory projections from the basal nucleus of the amygdala to early visual areas
(Amaral et al., 2003; Freese and Amaral, 2005, 2006). The existence of amygdala-visual
connections in humans has been evidenced by morphological changes in the visual areas
(Boes et al., 2012), and the absence of otherwise increased responses in the visual cortex
to fearful and arousing stimuli in patients with amygdala damage Anderson (2001); ?.
Simultaneous projections of the central nucleus of the amygdala to PAG, on the other
hand, are crucial for the expression of fear bradycardia and bodily immobility during
animal freezing Applegate et al. (1983); Gozzi et al. (2010); Kapp et al. (1979); Kim et al.
(1993); LeDoux et al. (1988); Liebman et al. (1970); Tovote et al. (2016); Vianna et al. (2001);
Walker and Carrive (2003). In particular, lesions to the amygdala or ventral PAG reduced
bodily immobility and fear bradycardia during threat anticipation (e.g., fear conditioning)
in animals Carrive (1993); Kapp et al. (1979); Kim et al. (1993); LeDoux et al. (1988); Lieb-
man et al. (1970); Vianna et al. (2001), and the activation of the PAG was associated with
stronger fear bradycardia in humans (Hermans et al., 2013). In line with these findings,
our results support the view that the anticipatory visual processes under threat may be
integrated with defensive responses specific for the state of freezing through a common
neural mechanism involving the amygdala.
What could be the functional relevance of a spatially nonspecific increase in base-
line visuocortical activity during freezing? One possibility is that this increase reflects a
preparatory state that may facilitate visual processing of relevant stimuli across the entire
visual field. This notion is consistent with the observation that freezing commonly takes
place during anticipation of potential threats or in ambiguous environments Eilam (2005)
where the uncertainty of threat requires higher sensitivity to all spatial locations. In our
study, this facilitation may be evidenced by the striking association between reduced
neural responses to low-spatial frequency gratings in retinotopically specific regions and
enhanced discrimination performance for these stimuli. This correlation cannot be taken
to indicate that attention was directed away from the peripheral gratings by the central
threat cue (fixation color), because participants with a smaller threat-induced increase
in BOLD-responses would then be expected to perform worse, not better. While entirely
speculative at this point, a possible explanation for this finding could be that the reduced
activity may reflect a smaller prediction error occurring when a bottom-up visual input
matches stimulus expectations, which are thought to sharpen stimulus representations
and suppress neural responses inconsistent with them (Keller et al., 2012; Kok et al.,
2012; Lee and Mumford, 2003). Accordingly, a threat-related increase in baseline activity
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found here may reflect a magnocellular input from the amygdala, which would enhance
visual representations of coarse features, resulting in reduced visual responses upon
their presentation. The modulatory effect of amygdala projections on neural responses
is supported by their physiological properties, i.e., their termination in superficial and
deep layers of the visual cortex, which is also characteristic for feedback projections from
higher to lower visual areas (Freese and Amaral, 2005, 2006). Such a mechanism would
also explain an otherwise contradictory observation of increased early visuocortical re-
sponses to lower spatial frequency stimuli following a brief presentation of an arousing
image where no threat anticipation was induced(Song and Keil, 2013). The prediction
error explanation, however, cannot be directly supported by the current findings. Future
studies utilizing, for instance, multi-voxel pattern analyses or electrophysiological record-
ings may be able to establish whether the observed threat-related increase in baseline
visuocortical activity indeed reflects preparatory activity in lower-frequency sensitive
voxels (Henriksson et al., 2008; Issa et al., 2000).
One may argue that increased visuocortical activation observed independently of
stimulus presentation reflects noradrenergic modulation by arousal. Indeed, increased
noradrenergic activity was previously observed during shock anticipation and indexed
by pupil dilation (Joshi et al., 2016; Tsuda et al., 1989). Animal studies have shown that
these state-dependent elevations of norepinephrine increase the signal-to-noise ratio of
visuocortical neurons (Bennett et al., 2013; Polack et al., 2013; Vinck et al., 2015), and their
sensitivity to preferred visual input (Polack et al., 2013). However, although pupil dilation
was also observed in the current study, it was not related to threat-related changes in
visuocortical activity. Instead, our data show that a threat-related increase in baseline
activity was associated with parasympathetically controlled fear bradycardia. As we found
in previous work showing an association between parasympathetic activity and PAG
activation (Hermans et al., 2013), this correlation remained significant when partialing
out variance associated with pupil dilation. Thus, our stimulus-independent effects
within visual cortices suggest that threat anticipation evokes a pattern of modulation that
is qualitatively different from pure noradrenergic activity, perhaps involving cholinergic
activity that is strongly associated with the parasympathetic nervous system and is also
known to modulate early visual cortices (Soma et al., 2013).
We cannot exclude the possibility that the initial part of the observed threat-induced
fear bradycardia involves an orienting response being also characterized by a decelerative
heart rate response (Kapp et al., 1979). However, while the orienting response is typically
induced by a sudden change in the environment (e.g., cue onset), freezing commonly
occurs during threat anticipation after the cue has been evaluated as threatening, and is
often associated with a relatively stronger and more prolonged heart rate deceleration
than the orienting response (Bradley et al., 2001; Gabrielsen et al., 1985; Hagenaars et al.,
2014; Lang et al., 1997; Pavlov, 1927). Because our findings concern the entire anticipatory
phase following onset of the threat cue, they are unlikely to reflect only orienting.
In contrast to previous observations (Bocanegra and Zeelenberg, 2009; Song and Keil,
2013), neither an impairment in higher spatial frequency perception nor differences
in neural responses to these stimuli under threat were observed in the current study.
Although a threat-related impairment of perception for higher spatial frequency stimuli
has been proposed to rely on a neural mechanism involving a cross-inhibition between
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magnocellular and parvocellular cells in the visual system (Bocanegra and Zeelenberg,
2009), no direct psychophysiological evidence currently exists to support this claim.
Alternatively, the fact that current and other findings show specific improvement in
lower spatial frequencies in the absence of a higher spatial frequency impairment (Lee
et al., 2014; Vuilleumier et al., 2003) may suggest that these two processes are rather
independent and may therefore not always co-occur. Future studies should establish
what additional factors, specifically those contributing to specific impairment in higher
spatial frequencies, such as pupil dilation (Campbell and Green, 1965), contribute to
threat-related shifts in spatial frequency perception.
In conclusion, our data demonstrate that a freezing-like defensive state is associated
with visuocortical changes that may underlie the observed change in visual sensitivity
during this state. These visuocortical changes coincide with simultaneously recruited
defensive responses which may be regulated through a common neural mechanism
involving the amygdala. These results also emphasize the importance of anticipatory
threat states in visual perception, and open the way for further research on their role in
modulating visual sensitivity to specific visual input such as coarse visual information.
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3.5. Supplementary materials
Whole-brain analysis in MNI space for run 1
Realigned and coregistered functional images were normalized to MNI space using
normalization parameters obtained from the segmentation of T1 images. Normalized
functional images were smoothed with 4 mm isotropic FWHM Gaussian kernel and
entered into the first-level analysis. For each of the three runs, threat omission trials, safe
omission trials, threat grating trials, and safe grating trials were modeled using 7-s block
regressors. Shock trials were modelled separately using a regressor of no interest. All
regressors were convolved with a canonical hemodynamic response function. Contrast
images for the main effect of interest, i.e., threat vs. safe omission trials, were generated
for each participant and for all three sessions. These contrasts were entered into a group-
level analysis and tested using a one-sample t-test. We focused our group analysis on
run 1 only, based on findings of habituation of threat-induced changes as reported in the
main text.
Whole-brain inferences were made at the cluster level (p < .05), based on an initial
cluster-forming threshold of p < .001, uncorrected. Activations were corrected for multiple
comparisons using a Gaussian random field theory-based cluster-level family-wise error
(FWE) correction. For a-priori regions of interest, i.e., PAG, (left and right) amygdala,
and occipital lobe, we applied a small volume correction (SVC) based on predefined
ROIs. Anatomical ROIs for the amygdala (left and right) were defined using the AAL atlas
(Tzourio-Mazoyer et al., 2002). The occipital lobe ROI was created by combining left
and right superior, middle and inferior occipital gyri available in the AAL atlas. The PAG
mask was based on a meta-analysis summarizing imaging findings on PAG (Linmann,
Moulton, Barmettler, Becerra & Borsook, 2012). The PAG mask is a box around the
reported peak coordinates [1, -29, -12] with 7 mm length and 10 mm diameter. Locations
of all suprathreshold clusters were labeled using the AAL atlas.
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Table 3.2. Summary of regions that show univariate effects. Voxel size is 2x2x2 mm. All reported
results are corrected for multiple comparisons using whole-brain cluster-level family-wise error
correction at p <. 05. k, number of voxels in a cluster. Cluster p, FWE-corrected cluster-level p
value. Peak T val, t-statistic at the peak voxel. R, right. L, left; n.s.c., no suprathreshold clusters; *,
small-volume corrected for a-priori ROI, X,Y,Z - local maximum MNI coordinates.
Anatomical region side k cluster
p
peak
T val
X Y Z
Middle Frontal Gyrus L 948 <.001 5.87 -36 40 32
Middle Frontal Gyrus (orbital part) R 359 <.001 5.64 20 56 -16
Middle Frontal Gyrus (orbital part) L 115 .003 4.88 -26 46 -16
Inferior Frontal Gyrus R 1829 <.001 6.04 34 26 -14
Anterior Cingulate Cortex R 5663 <.001 5.93 10 42 16
Middle Anterior Cingulate Cortex L 361 <.001 4.75 4 -8 42
Superior Temporal Gyrus L 1354 < .001 6.29 -58 -30 20
Superior Temporal Gyrus R 2516 <.001 6.24 66 -38 20
Middle Temporal Gyrus L 116 .003 4.84 -52 -50 0
Insula L 677 <.001 6.29 -34 24 -6
Caudate Nucleus R 235 <.001 5.27 10 8 16
Putamen R 120 .003 5.24 26 10 4
Thalamus L 367 <.001 5.02 -14 -10 14
Lingual Gyrus R 144 .003 4.34 6 -68 4
Cerebellar Crus L 90 .011 4.64 -18 -82 -50
Supplementary Motor Area L 240 <.001 5.03 -12 -2 66
Amygdala* R 6 .042 3.77 24 2 -12
Midbrain* L 109 .004 5.07 -2 -24 -4
PAG* L 8 .008 4.02 -4 -26 -8
Occipital lobe* n.s.c.
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Abstract
Rapid detection of threats has been proposed to rely on automatic processing of their
coarse visual features. However, it remains unclear whether such a mechanism is re-
stricted to detection of threat cues, or whether it reflects a broader sensitivity to even
neutral coarse visual information features during states of threat. We used a backward
masking task in which participants discriminated the orientation of subliminally pre-
sented low (3cpd) and high (6cpd) spatial frequency gratings, under threat (of shock)
and safe conditions. Visual awareness of the gratings was assessed objectively using
an additional localization task. When participants were unaware of the gratings, above
chance and improved discrimination of low-spatial frequency gratings was observed un-
der threat compared to safe trials. These findings demonstrate unconscious processing of
neutral coarse visual information during threat state, supporting the view that automatic
threat detection may rely on a general facilitation of coarse features irrespective of threat
content.
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4.1. Introduction
D ETECTION of threat-relevant cues is crucial for survival. It has been proposed that thisprocess is aided by a rapid and automatic processing of coarse visual features of cues
that convey threat (Ohman, 2005). However, it remains unclear if this facilitation of coarse
visual processing reflects a broader mechanism extending to the processing of neutral,
non-threatening stimuli when already in a state of threat anticipation. Establishing
whether such a process exists may be critical for advancing our understanding of visual
processing under threat.
Threat stimuli can be processed automatically, i.e., in the absence of visual awareness
or attention (Ohman et al., 2007). For example, cortically blind patients are able to
discriminate emotional faces above chance level despite inability to consciously perceive
them (de Gelder et al., 1999; Pegna et al., 2005). In addition, fearful and conditioned
stimuli can evoke defensive responses in these patients, as well as in healthy participants
when presented outside of visual awareness (Esteves et al., 1994; Tamietto et al., 2009). The
neural mechanism underlying this process has been proposed to involve the amygdala
and anatomically connected extrastriate and subcortical visual areas, i.e., pulvinar and
superior colliculus, which are activated by subliminally presented fearful faces (Liddell
et al., 2005; Morris et al., 1999).
A key chracteristics of pathways connecting the amygdala with cortical and subcortical
visual areas is that the majority of them is magnocellular, and thus biased toward fast
processing of coarse visual information (Amaral et al., 2003; Schiller and Malpeli, 1977,
, or low-spatial frequency, LSF). Crucially, the subcortical regions that were previously
found to be activated by subliminally presented fearful facial expressions also respond
specifically to LSF, as opposed to high-spatial frequency (HSF), fearful faces (Burra et al.,
2017; Mendez-Bertolo et al., 2016; Pegna et al., 2005). Indeed, recent work showed that
masked (through continuous flash suppression) LSF, but not HSF threat stimuli (snakes)
were perceived faster, implying prioritized unconscious processing of threats based on
their LSF features (Gomes et al., 2017). These observations lend support to the view
that automatic processing of threats relies on coarse visual features which may serve as
evolutionary adaptation facilitating their rapid detection and responses in often time-
constrained threatening situations (Ohman, 2005; Soares et al., 2017). However, it remains
unclear whether unconscious processing of LSF information is bound to threat cues,
or whether it reflects broader sensitivity to automatic LSF processing also induced by
an anticipatory threat state that would facilitate processing of neutral LSF information
as well. Indeed, anticipatory threat was shown to facilitate perception of unmasked
LSF information (Lojowska et al., 2015). Testing whether such a mechanism remains
intact despite the absence of visual awareness is relevant as it would support an automatic
mechanism relying on general sensitivity to LSF information irrespective of its threatening
content.
We combined a backward masking procedure with a visual task in which participants
discriminated the orientation of subliminally presented LSF (3cpd) and HSF (6cpd) grat-
ings under threat (of shock) and safe conditions. An additional localization task provided
an objective validation of visual unawareness produced by backward masking. We pre-
dicted that if coarse visual input is processed unconsciously under state of threat, we
should observe above-chance as well as improved discrimination of successfully masked
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LSF gratings under threat compared to safe conditions relative to performance for HSF
gratings.
4.2. Materials and Methods
4.2.1. PARTICIPANTS
Twenty-four (17 female) participants (age 19-24, SD: 2.38) recruited form the Radboud
University Nijmegen took part in the experiment. Inclusion criteria were: no past or
present neurological or psychiatric conditions, no use of psychotropic medications, nor-
mal or corrected-to-normal vision, no color-blindness. All participants provided signed
informed consent and were reimbursed with 15 euros for their participation. All proce-
dures were approved by the local ethical review board (CMO Region Arnhem-Nijmegen,
The Netherlands).
4.2.2. STIMULI AND APPARATUS
The experimental task was generated in MATLAB R2010a (The MathWorks, Inc.) with the
Psychophysics Toolbox (Brainard, 1997) and presented on a BenQ XL2420T LCD mon-
itor (refresh rate of 120 Hz, resolution of 1920 x 1080 pixels). During each trial, there
was a fixation dot (size: 0.15 cpd) presented on a uniform gray background (luminance:
71cd/m2) in the center of screen in one of the following three colors: gray (luminance:
98 cd/m2), orange (luminance: 56cd/m2) or blue (luminance: 56cd/m2). Four Gabor
gratings (Gaussian-enveloped sinusoidal grating, 2° diameter) were displayed at 2° ec-
centricity from the center of the screen to the center of the gratings. Gabor gratings
were presented at 30% Michelson contrast and in two spatial frequency ranges: 3 and 6
cycles per degree (cpd), referred to further as ‘LSF’ and ‘HSF’ gratings, respectively. Four
masks were presented at the location of the gratings and consisted of a black and white
checkerboard (size: 2°, spatial frequency: 4.5 cpd at 100%-Michelson contrast with no
Gaussian filter applied, eccentricity: 2°). Prior pilot testing revealed that a full contrast
of the mask with this spatial frequency was successful at masking both lower and higher
spatial frequency gratings. Two white frames (size: 6° x 2° at 2° eccentricity) were displayed
on the left and right side of the fixation. Participants performed the task at a distance of
51 cm with their head fixated in a chin rest.
Threat was induced by a chance of receiving an electric shock depending on the
color of the fixation in each trial. Shocks were delivered transcutaneously through the
participants’ fourth and fifth distal phalanges of the right hand using a Digitimer Constant
Current Stimulator DS7A (www.digitimer.com) and standard Ag/AgCl electrodes. The
maximum intensity stimulus consisted of 10 pulses with 1-ms length and 19.75-ms ISI,
administered during a 200-ms time interval at 50 Hz with a maximum intensity level of 6
mA.
4.2.3. PROCEDURE AND EXPERIMENTAL TASK
The experimental procedure included the following steps: task instructions, practice
session, shock calibration and the actual experiment. Participants first received task
instructions and were informed that the color of the fixation (orange and blue) would
indicate the chance of receiving an electric shock during its presentation. The association
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between the fixation color and potential receipt of a shock was counterbalanced across
participants. Subsequently, they performed a practice task consisting of 32 trials of which
half were masked. The practice session was the same as the actual discrimination task
with the exception that no electric shocks were administered. Next, shock intensity was
adjusted at the individual level to ensure that the shocks were unpleasant but not painful.
Shock calibration was performed using a standardized staircase procedure comprising 5
shock presentations followed by participants’ verbal reports of their unpleasantness on a
scale from 1 to 5. The final shock intensity obtained with this procedure was used in the
actual task.
2 s
16.7 ms
0 or 375 ms
orientation?
location?
ITI 1.5-2s
Figure 4.1. Example trial from the experiment. The fixation color (orange or blue) signaled the
threat condition and thus indicated whether or not there was a chance of receiving an electric shock
during the trial. Participants were first required to indicate the orientation, i.e., left or right, of
the tilted grating randomly presented in one of the four possible locations together with the three
remaining vertical gratings. The presented gratings consisted of either all low or all high spatial
frequencies. Next, participants had to indicate if the location of the tilted grating was left or right
relative to the fixation, as indicated by the two frames (awareness check). The two questions were
not time-constrained.
The actual experiment consisted of the orientation discrimination and localization
task. The orientation task was the task of interest. We based this operationalization on
previous work in which the same localization task was used as an objective measure
of unawareness in tasks where stimulus features (emotional expressions) were of main
interest (Jolij and Lamme, 2005). The localization task is a more conservative measure of
unawareness because even if participants would not perceive the orientation, they could
have still seen the location (i.e., target onset) of the stimulus, which would be degraded
to a lesser degree than orientation in case of less successful masking. Previous research
found the effect of threat on orientation performance of consciously perceived gratings
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(Lojowska et al., 2015, 2018), and the use of the same task as an index of unconscious
processing makes it also possible to test whether the same facilitation occurs in the
absence of visual awareness.
The orientation discrimination task consisted of the following conditions: Threat
Condition (threat, safe), Spatial Frequency (3 cpd, 6 cpd) and Mask Condition (Masked,
Unmasked). Each trial started with the presentation of an orange or blue fixation (indicat-
ing threat or safe conditions) in the middle of the screen for 2 s, immediately followed
by four gratings displayed around the fixation (see Figure 1). Three of the gratings had a
vertical orientation and one of the gratings could be oriented either 45 degrees clockwise
or counterclockwise relative to the vertical orientation (deviant grating). Gratings were
presented for 16.67 ms (exactly two screen refresh cycles) and all four gratings had a
spatial frequency of either 6 or 3 cpd. In the masked condition, the presentation of the
gratings was immediately followed by masks (with no delay in between), whereas in the
unmasked condition, the checkerboard masks were presented 375 ms after offset of the
gratings. Participants could receive an electric shock from the moment a shock-related
color of the fixation was displayed until the onset of the checkerboard masks. During mask
presentation, participants were required to indicate as accurately as possible whether the
orientation of a deviant grating was clockwise (UP arrow key) or counterclockwise (DOWN
arrow key on the keyboard) relative to the vertical orientation. The masks remained on
screen until the response was given. In order to motivate participants, feedback was
displayed on screen in the form of “correct” or “incorrect” above the fixation after each
response. After the orientation task and within the same trial, participants performed
the localization task. Participants were instructed to indicate the location of the deviant
grating, i.e., whether it was on the left (z key) or right (x key) side of the fixation. The
frames remained on screen until the response was given, which was followed by 1.5 – 2 s
inter-stimulus interval (ITI) before the next trial began.
Participants were instructed to fixate the central dot throughout the task. The task
was divided into two blocks with a short break in between. Each block consisted of 192
trials representing the following conditions: Threat LSF, Threat HSF, Safe LSF, Safe HSF for
Masked and Unmasked conditions (48 trials in total for each condition). Trials were fully
randomized and the proportion of trials with shocks (i.e., reinforcement rate) was 9.5 %
(10 threat trials with shocks in each block, which were excluded from the analysis). The
task lasted approximately 40 minutes.
4.3. Data analysis
4.3.1. VALIDATION OF THREAT OF SHOCK PROCEDURE
Prior to the experiment, shock intensity level was calibrated using a work-up procedure
during which participants indicated on a scale from 1 to 5 how unpleasant the shock was.
The average shock value was 4.5 (SD = 0.59) with none of the participants scoring below
4. This implies that individually adjusted shock intensity levels used in the experiment
were generally unpleasant for all participants. Furthermore, to confirm the experimental
procedure, after the experiment participants were asked to report the contingencies
between the color of the fixation dot and threat condition. All participants reported the
correct contingencies.
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4.3.2. AWARENESS CHECK
Performance in the localization task was used to objectively assess visual unawareness of
the gratings. A successful masking procedure should be evidenced by at-chance perfor-
mance (50% correct) for masked conditions (i.e., performance not significantly larger than
test value of 0.5), and significant above-chance performance for unmasked conditions
(i.e., performance significantly larger than test value of 0.5). To test these predictions,
average performance for all participants and each condition was tested against chance
level performance using one-tailed one-sample t-tests.
4.3.3. ORIENTATION TASK
Provided that visual unawareness was not achieved for all masked conditions (see Results
Localization Task), in order to assure that performance in the discrimination task repre-
sents unseen gratings, subsequent analysis of discrimination performance for masked
trials was restricted exclusively to those trials in which participants responded incorrectly
in the localization task (for similar procedure, see e.g., Jolij and Lamme, 2005). Likewise,
analysis of discrimination performance for unmasked trials was restricted exclusively
to those trials in which participants responded correctly in the localization task. Due to
this difference in trial selection, masked and unmasked trials were analyzed in separate
models.
An analysis of discrimination performance was performed using a general linear
mixed-effects with the glmer function (lmer4 package, version: 3.3.1; 608; Bates et al.,
2015). This was done to accommodate the binary and nonparametrically distributed
data, and to account for individual differences in performance. Each model included
a fixed intercept, a fixed effect for the factors threat condition (threat, safe) and spatial
frequency (LSF, HSF), and a fixed effect for the interaction between threat condition
and spatial frequency. Within-subject repeated measures were modelled by including a
per-participant random adjustment to the fixed intercept (‘random intercept’), as well
as per-participant random adjustments to the slopes of predictors, i.e., threat condition,
spatial frequency, and interaction between them. All correlations among random effects
were also included in the model. The model followed a ’maximal’ random effects structure
as recommended by (Barr et al., 2013) in order to avoid inflated Type-1 errors. Point
estimates (B) were used as a measure of the magnitude of the effects. p-values were
determined using Type 3 Likelihood Ratio Tests implemented in the mixed function of
the package afex (Singmann et al., 2018).
To test if the orientation performance differed from chance level (i.e., is significantly
larger than 50% correct performance), the mean orientation performance for all partici-
pants and each masked and unmasked condition was tested using one-sample one-tailed
t-tests. All statistical analyses were performed in RStudio (version 1.0.143; R Core Team,
2015).
4.4. Results
4.4.1. AWARENESS CHECK
To examine visual awareness of the gratings, the average performance accuracy for all par-
ticipants for all eight conditions (threat LSF, HSF; safe LSF, HSF for masked and unmasked
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trials) in the localization task was tested against chance level performance (50% correct).
As expected, localization accuracy of all unmasked conditions was significantly above
chance level [threat LSF: M = 0.84, t(1,23) = 9.57, p < .001, η2p = .80, safe LSF: M = 0.82,
t(1,23) = 8.97, p < .001, η2p = .77, threat HSF: M = 0.69, t(1,23) = 5.58, p < .001, η2p = .57, safe
HSF: M = 0.71, t(1,23) = 6.50, p = .001, η2p = .65], implying that the gratings were visible
in unmasked trials. All these effects remained significant after Bonferroni correction
(adjusted p threshold = .0065, initial p value of .05 divided by 8 t-tests).
The analysis of masked trials revealed that localization performance for threat and
safe HSF conditions did not differ significantly from chance level [threat HSF: M = 0.50,
t(1,23) = 0, p = 0.5, safe HSF: M = 0.48, t(1,23) = -1.35, p = .91, η2p = .073], confirming that
the gratings were unseen in these trials. However, despite backward masking, localiza-
tion performance for threat and safe LSF gratings in masked trials was above chance
level [threat LSF: M = 0.55, t(1,23) = 3.11, p = .002, safe LSF: M = 0.54, t(1,23) = 1.82, p
= .041, η2p = .12], implying that despite backward masking, participants were still able
to localize the gratings in these conditions. Performance in the threat LSF condition
furthermore remained significantly above chance level after Bonferroni correction (ad-
justed p threshold = .0065). In order to assure that discrimination performance in masked
trials represents unseen gratings, subsequent analyses of the discrimination task were
exclusively restricted to those masked trials in which participants responded incorrectly
in the localization task (for similar procedure see, e.g., Jolij and Lamme, 2005). In a similar
vein, the analysis of discrimination performance for unmasked trials was restricted to
those trials in which participants responded correctly in the localization task. Masked
and unmasked trials were analyzed in separate models.
4.4.2. DISCRIMINATION TASK
In the discrimination task, we tested the prediction that if coarse visual input is pro-
cessed unconsciously in a state of threat, we should observe above-chance and improved
discrimination of successfully masked LSF stimuli under threat compared to safe trials
relative to performance for HSF gratings.
MASKED TRIALS
To test our hypothesis that unconscious processing of coarse visual information is present
under state of threat, we first tested whether discrimination performance within incor-
rectly localized masked trials is better than chance level (50% correct). As can be seen
in Figure 4.2, discrimination performance for masked threat LSF trials was significantly
above chance level, [M = .59, t(1,23) = 5.07, p < .001, η2p = .53). In contrast, performance
in the remaining three masked conditions was not above chance level [safe LSF: M = .53,
t(1,23) = 1.62, p = .060, η2p = .10; threat HSF: M = 0.48, t(1,23) = -0.74, p =.77, η2p = .023;
safe HSF: M = 0.51, t(1,23) = 0.71, p =.24, η2p = .021]. Performance for masked LSF trials
under threat remained significantly above chance after Bonferroni correction (adjusted p
threshold = .0065).
Subsequently, we tested whether LSF discrimination under threat is significantly
better relative to safe trials. We first found that an interaction between threat condition
(threat, safe) and SF (LSF, HSF) was significant, B = .35, SE = .14, χ2(1) = 5.56, p = .018
(Figure 4.2). Follow-up analyses revealed that the interaction between threat condition
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Figure 4.2. Performance on the discrimination task for unseen masked trials in threat and safe conditions.
LSF, low-spatial frequency; HSF, high-spatial frequency; *, p < .05. The horizontal line indicates
chance performance (50% accuracy).
and SF was driven by a significant difference between threat and safe trials for LSF, B =
.44, SE = .21, χ2(1)= 4.39, p = .03, but not for HSF trials, B = .25, SE = .20, χ2(1)= 1.51, p
= .21. The remaining main effects of threat condition, B = -.095, SE = .15, χ2(1)= 0.42, p
= .52 and SF, B = -.26, SE = .15, χ2(1)= 3.19, p = .074 were nonsignificant. These results
indicate that when participants were objectively unaware of the stimuli, they were able to
discriminate the orientation of LSF gratings, but only in a state of threat.
UNMASKED TRIALS
As expected, discrimination performance on all correctly localized unmasked trials was
robustly above chance level [threat LSF: M = .86, t(1,23) = 11.65, p < .001, η2p = .85; safe
LSF: M = .86, t(1,23) = 12.17, p < .001, η2p = 86; threat HSF: M=.80, t(1,23) = 10.01, p <
.001, η2p = .81; safe HSF: M=.79 , t(1,23) = 9.08, p < .001, η2p = .78]. The main effects of
threat condition and SF, and the interaction between them, were nonsignificant (all p >
.05). The fact that we did not replicate the effect of threat on behavioral performance in
unmasked trials may be due to close-to-ceiling performance resulting from a relatively
low task difficulty (i.e., only two orientations), which was necessary for the challenging
masked condition.
4.5. Discussion
T HE current study shows that in the absence of visual awareness, anticipation of threatcan induce above-chance and improved discrimination of low-spatial frequency
information.
Our results demonstrate that although participants may have felt like they were guess-
ing in masked trials, their behavioral responses were influenced by the anticipatory threat
state, leading to above-chance discrimination performance for LSF gratings. Our results
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therefore offer behavioral support to the view that automatic visual processing in threat-
ening situations relies on coarse visual information. The current findings are in line with
previous neural evidence showing that subcortical visual regions (i.e., amygdala, pulvinar,
SC), which are typically activated by unseen threat stimuli, respond specifically to LSF but
not HSF fearful faces (Burra et al., 2017; Liddell et al., 2005; Mendez-Bertolo et al., 2016;
Morris et al., 1999; Vuilleumier et al., 2003). They are also in line with behavioral evidence
showing faster access of LSF relative to HSF threat stimuli (such as snakes) to conscious-
ness, implying enhanced unconscious processing of LSF information (Gomes et al., 2017,
but see Gayet et al.,2018; Stein et al.,2014 for different results and interpretation using
continuous flash suppression task).
By separating threat induction from the visual task, the current study extends these
findings, and shows that the mechanism of automatic processing of LSF is not only
restricted to threat cues, but reflects a broader sensitivity to LSF information observed
also for neutral LSF information in a threat state. This suggests that initial threat detection
mechanisms may rely on a general facilitation of LSF information irrespective of its
threatening content, which may be evaluated later in the course of visual processing. We
propose that such a general mechanism may underlie enhanced LSF processing of both
neutral and threatening visual information during a threat state. The fact that we found it
for neutral LSF information is particularly relevant for the etiology of anxiety disorders
where rough configural information is equally used in processing of both neutral and
threat cues (e.g., faces Langner et al., 2015, 2009).
At the neural level, this observation raises the possibility that state-induced activation
of the amygdala, through its efferent projections to visual areas, may exert control over
ongoing visual processing by increasing its sensitivity to incoming coarse visual input,
regardless of its threat relevance (Diano et al., 2016; Pessoa and Adolphs, 2010; Tamietto
and de Gelder, 2010). Given that activation of a subcortical visual pathway in response
to unseen threat stimuli was observed using backward masking procedures, and that
backward masking is thought to interfere with cortical processing (Fahrenfort et al., 2007;
Lamme and Roelfsema, 2000), it is possible that such a priming effect could operate at
the subcortical level. Future neuroimaging or electrophysiological studies are needed to
reveal whether such a mechanism underlies the current finding.
In general, automatic prioritization of coarse visual input regardless of threat content
may aid threat detection according to a ‘better safe than sorry’ principle (LeDoux, 1998).
Namely, detection of potentially threatening cues could be initiated by rapidly processed
coarse visual information, even at the cost of false positives (Gao et al., 2017). From an
evolutionary perspective, and in line with this view, localization of threats is of critical
importance, and being able to discriminate the identity of a predator may be less helpful
survival-wise if one does not know where it is. Discrimination of LSF gratings in our
task is more likely to represent perception of crude visual characteristics of a cue which
may not be sufficient to discriminate stimulus identity. With regard to the localization,
we also observed improved localization of masked LSF stimuli under threat, which is in
line with threat-related enhancement in unconscious detection of stimulus location in
previous work (e.g. Gomes et al., 2017). The fact that we observed improved orientation
discrimination despite the absence of localization ability suggests that the neural path-
ways responsible for these processes may not fully overlap, or that despite a successful
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masking procedure, the coarse features of the stimulus could still be processed uncon-
sciously. This is in line with previous studies that showed that orientation discrimination
can take place notwithstanding the absence of visual awareness of discriminated stimuli
(Boyer et al., 2005; Koenig and Ro, 2018; Ro et al., 2004)
Some interpretational issues should be considered when evaluating the current find-
ings. Because the current study is the first one to test the effects of anticipatory threat
on unconscious perception of spatial frequency information, it was important to use
the same spatial frequencies, i.e., 3 and 6 cpd, for which threat effects were previously
shown for conscious perception (Lojowska et al., 2015, 2018). Anticipatory threat effects
on a wider range of spatial frequencies should be tested in follow-up studies to test the
generalizability of the current findings. In particular, the claim that unconscious threat
effects are mediated through the magnocellular pathway could be validated by future
studies showing threat effects for other spatial frequencies falling within the sensitivity
range of this pathway (SF < 4 cpd, Leonova et al., 2003). Future studies should also test to
what extent the current and future threat-related effects on individual spatial frequencies
can mediate previously observed threat effects on perception of real-life stimuli (Jusyte
and Schonenberg, 2014; Roelofs et al., 2010; Vuilleumier et al., 2003), naturally consisting
of a wider spectrum of spatial frequencies.
One could ask whether the masking procedure, despite making the stimulus sublimi-
nal, could have also influenced how strong or impoverished the sub-threshold representa-
tions of LSF and HSF stimuli were. Although we cannot exclude this possibility, previously
found unconscious prioritization of LSF, but not HSF stimuli, using continuous flash
suppression, suggests that our results may not be exclusive for the backward masking
procedure (Gomes et al., 2017, but see Gayet et. al., 2018). Future research using methods
other than backward masking (e.g., continuous flash suppression or TMS over V1, Jolij
and Lamme, 2005; Koenig and Ro, 2018) is necessary to shed more light on a potential
contribution of sub-threshold representations to the observed findings.
Another potential methodological issue is that performance of the localization task
might have been influenced by cognitive load during performance of the primary orienta-
tion task. We consider this unlikely as the difficulty of the experiment was relatively low
by having only two orientations (45 degrees, left and right) and two locations (left and
right). Nevertheless, we cannot exclude the possibility that some of the incorrect localiza-
tion trials represent seen, but not-remembered locations, resulting in a less conservative
awareness check. Future studies could address this issue through balancing the order of
localization and orientation tasks across participants.
Together, our findings show that unconscious processing of neutral coarse visual
information can be induced by threat state, implying that a general facilitation of coarse
visual information, irrespective of its threat content, may be part of an initial threat
detection mechanism.
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Abstract
Threat is commonly believed to impair our perception of fine visual details. Although this
effect is thought to be subserved by modulation of spatial frequency-sensitive populations
within visual cortex, direct evidence in favor of this hypothesis is lacking. Here, we
propose an alternative, more parsimonious explanation, wherein this effect could be,
in part, a consequence of pupil dilation during threat, which could impair perception
purely through optical effects. To test this, we asked participants to discriminate stimuli
under threat (of electric shock) and safe conditions, while we controlled for changes in
pupil diameter using an artificial pupil. Interestingly, when controlling for dilation of the
pupil, the typically observed threat-driven impairment in discriminating finely detailed
stimuli vanished. These findings suggest that threat-driven effects, which have typically
been attributed to cortical origins, should consider the role that simple extra-retinal
contributions may play in influencing how we see.
76
577
5.1. Introduction
In threatening situations, detection of relevant cues is essential for optimal defensive
responses. This process has been proposed to rely on enhanced and faster processing of
coarse visual information at the cost of slowly processed visual details. At the neural level,
a mechanism has been proposed involving inhibition of high-spatial frequency (HSF) -
sensitive neurons by lower spatial frequency (LSF) - sensitive neurons (Bocanegra and
Zeelenberg, 2009; Lojowska et al., 2015; Phelps et al., 2006). However, threat also triggers
dilation of pupil, which is known to reduce visual acuity. Optical aberrations due to pupil
dilation may, therefore, form an alternative and more parsimonious explanation for the
effect of threat on perception of visual details, and account for arousal-related biases in
perception broadly observed in experimental psychology.
Recent work in humans has suggested that visual assessment under threat relies on
enhanced processing of coarse, lower spatial frequency visual information (Bocanegra and
Zeelenberg, 2009; Lee et al., 2014; Lojowska et al., 2015; Nicol et al., 2013; Vuilleumier et al.,
2003). This shift has been particularly observed during a parasympathetically dominated
state of threat anticipation characterized by a decrease in heart rate (Lojowska et al., 2015).
Whereas the parasympathetic dominance during this state works as a brake on the cardiac
and motor system, allowing for threat detection and decision making regarding the most
optimal response, the concomitant sympathetic activation, reflected for instance in pupil
dilation and muscle tension, prepares the body for potential action (Gladwin et al., 2016;
Kozlowska et al., 2015; Roelofs, 2017). Crucially, this perceptual bias toward coarse visual
information is believed to be additionally aided by concurrently observed impairment
in perception of visual details, or higher spatial frequency information. This shift in
spatial frequency perception is thought to aid threat detection according to a ‘better safe
than sorry’ principle, i.e., it would help to detect whether the threat cue is present at the
expense of detailed and slower processing of what the cue exactly entails (LeDoux, 1998).
The mechanism underlying the perceptual shift in spatial frequency information
under threat has been proposed to involve neural cross-inhibition in the visual system
(Bocanegra and Zeelenberg, 2009; Lojowska et al., 2015; Song and Keil, 2013). In particular,
threat-induced activation of magnocellular cells sensitive to coarse visual information is
thought to inhibit parvocellular cells involved in processing of visual details (Bocanegra
and Zeelenberg, 2009). Such a mechanism is supported by anatomical connections
from the amygdala to early visual areas, which are primarily magnocellular in nature
(Amaral et al., 2003). However, despite the existence of cross-inhibition between different
spatial-frequency sensitive neurons in the visual cortex (Albrecht and De Valois, 1981;
De Valois, 1977; De Valois and Tootell, 1983; Tolhurst and Barfield, 1978), there is no direct
evidence supporting impairment in high-spatial frequency perception due to threat-
induced inhibition of parvocellular by magnocellular channels
Alternatively, a more parsimonious explanation could be that this impairment repre-
sents an optical effect resulting from pupil dilation under threat. One of the well-known
effects of threat is that that it triggers dilation of the pupil, and pupil dilation is, in turn,
known to increase spherical light aberrations of the input to the retina, which degrade
the quality of fine visual details (DeValois and DeValois, 1988). Such a mechanism is
supported by early psychophysical studies in which pharmacologically induced dilation
of the pupil in constant light conditions led to impaired perception of higher-spatial fre-
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quency stimuli, with little or no effect on lower-spatial frequency features (Campbell and
Green, 1965; Campbell and Gregory, 1960). Crucially, pupil dilation is a sympathetically
driven response that is observed robustly during, e.g., threat anticipation and viewing
aversive images (Bitsios et al., 1996; Bradley et al., 2008; Kim et al., 2017). However, none of
the studies investigating threat-related impairments in high-spatial frequency perception
(Bocanegra and Zeelenberg, 2009; Lee et al., 2014; Lojowska et al., 2015; Vuilleumier et al.,
2003) have examined or controlled for the potential role of pupil dilation in these effects.
The aim of the current study was to examine whether pupil dilation contributes
to impaired perception of fine visual details under threat. Participants performed a
visual discrimination task in which they discriminated the orientation of low- (2 cpd,
LSF) and high- (6 cpd, HSF) spatial frequency gratings under threat of shock and safe
conditions. To control for pupil dilation, we employed an artificial pupil, a modified
eye-patch with a 2 mm aperture placed in front of the eye through which participants
viewed the task. Autonomic nervous system responses (heart rate, skin conductance,
and pupil dilation) were recorded in order to validate the threat of shock procedure. We
predicted that if pupil dilation contributes to impaired perception of visual details under
threat, reduced discrimination performance for HSF gratings (relative to LSF gratings)
should no longer be observed while controlling for it. Alternatively, if pupil dilation
does not contribute to impaired perception of fine visual details under threat, reduced
discrimination performance of HSF gratings (relative to LSF gratings) should be observed
under threat even when controlling for it.
5.2. Materials and Methods
5.2.1. PARTICIPANTS
Twenty-seven participants participated in the current study. Inclusion criteria were: no
history of neurological, psychiatric, cardiovascular or hormonal conditions, no color
blindness, no smoking, normal or corrected-to-normal vision (contact lenses were al-
lowed). Additionally, initial screening also involved a practice task with artificial pupil,
and only those participants who were able to successfully perform it were subsequently
included in the actual task. From the total sample size of twenty-seven participants tested,
2 participants were excluded due to inability to complete the full task, and two were
behavioral outliers (based on performance > 3 SD in any of the 8 conditions, see below).
The final sample size consisted of 23 participants (19 females; mean age: 22.6, age range:
18-30yrs). All participants signed informed consent and were reimbursed with 45-euro gift
voucher after completion of both parts of the study. The study was approved by the local
ethical review board (CMO Region Arnhem-Nijmegen, The Netherlands). Sample size
calculation (using QPower; Faul et al., 2007) revealed that 17 participants were required
to detect an effect size of η2p = 0.12, previously found for the interaction between threat
conditions, spatial frequency and session number in a similar study (Lojowska et al.,
2018) at 80% power. To accommodate the non-parametric distribution of behavioral and
physiological data, and to account for within subject variance, mixed-effects models were
used for statistical analysis.
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5.2.2. STIMULI
The task was presented on a gamma-corrected Iiyama 19-inch Vision Master monitor
(refresh rate of 100 Hz, resolution of 1024 x 768 pixels). The background color of the screen
remained grey (luminance: 79cd/m2) throughout the course of the task. A centrally lo-
cated fixation dot (0.2º x 0.2º in size) could change color from grey (luminance: 89cd/m2)
to red, green, or blue. Gabor grating stimuli (Gaussian-enveloped sinusoidal gratings)
were generated using MATLAB R2010a, in combination with the Psychophysics Toolbox
(Brainard, 1997). Gratings (2.0º x 2.0º in size) were presented at 40% Michelson contrast
in two spatial frequencies: 2 cycles per degree (cpd) and 6 cpd, referred to as low (LSF)
and high spatial frequency (HSF) gratings. The gratings were displayed at 4° eccentricity
either to the left or right from the fixation dot and for the duration of 40 ms (see Lojowska
et al., 2015, where we report an impairing effect of threat on HSF perception). Participants
performed the task at a distance of 63 cm from the monitor with their head fixated in a
chin and forehead rest.
5.2.3. ARTIFICIAL PUPIL
In order to control for pupil dilation, we used an artificial pupil - a 3D truncated cone-
shaped eyepiece with a 2 mm aperture. To allow viewing the task through the pupil, it was
attached to swimming goggles with opaque glasses that participants wore throughout the
whole task. In the baseline condition (pupil OFF), the task was performed through the
hole in the right glass of the goggles, whereas in pupil-controlling condition (pupil ON),
participants viewed that task through the artificial pupil attached to that hole (see Figure
5.1B)). Participants performed the task with their head in a chin rest with the right eye
facing the center of the screen.
5.2.4. SHOCK ADMINISTRATION AND PHYSIOLOGICAL MEASUREMENTS
Shocks were administered transcutaneously through the participant ‘s fourth and fifth
distal phalanges of the right hand using a Digitimer Constant Current Stimulator DS7A
(www.digitimer.com) and standard Ag/AgCl electrodes. The duration of electrical stimu-
lation was 200 ms and consisted of 10 pulses administered with 1 ms length and 19.75 ms
ISI (repetition of 50 Hz). The intensity varied from 0.6 to 6 mA. Shock intensity was ad-
justed at the individual level to ensure the shocks were unpleasant but not painful. Shock
calibration was performed using a standardized staircase procedure comprising 5 shock
presentations after which shock intensity was adjusted according to participants’ verbal
reports of unpleasantness (on a scale from 1 to 5). The final shock intensity obtained with
this method was used in the visual orientation discrimination task.
The following physiological measures were obtained in both sessions: heart rate (HR),
skin conductance, and pupil dilation. HR, skin conductance and EMG were recorded
using BIOPAC MP 150 system (Biopac Systems, Goleta, CA) connected to a computer
running AcqKnowledge software (Biopac Systems). The recording sample rate was 200
Hz. HR was measured via electrocardiogram (ECG) electrodes attached to the right wrist
and left and right ankles. Skin conductance was measured via 8 mm diameter Ag/AgCl
electrodes attached to the third and fourth distal phalanges of the left hand. Pupil size
was measured with an EyeLink 1000 (SR Research, Ltd.) desktop mount eye-tracker and
with a sampling rate of 1000 Hz. The eye tracker was placed in front of the monitor and
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the initial diameter of the pupil was acquired in arbitrary units. To be able to estimate
changes in pupil dilation during the task in mm, in a separate test, we measured the size
of four black circles (mimicking the natural pupil) of known diameter in mm. For this
test, the following diameters we used: 2.03 mm, 3.81 mm, 6.35 mm, and 8.89 mm. To
account for potential variance in the conversion from arbitrary units to mm due to the
distance of the eye-tracker relative to the participants’ eyes, data were acquired at two
eye tracker positions: at 52 and 57 cm away from participants’ eyes, corresponding to the
range of distance at which the eye tracker could have been located during the task. An
interpolation function was used to estimate the conversion of the size of the pupil from
arbitrary units to mm (see Supplementary Material, Figure 5.5). Note, that pupil tracking
was possible only in the pupil OFF condition (when participants viewed the task through
a larger aperture in the goggles) and only for a subset of participants (N = 16 for session 1,
and N = 6 for session 2) for whom the measurement of pupil diameter while wearing the
goggles was successful (Figure 5.4 in Supplementary Material for an image of goggles).
Due to a challenging set-up and difficulty to capture pupil diameter in the presence of
goggles, collection of pupil data was successful only in subset (N=16) of participants.
5.2.5. EXPERIMENTAL PROCEDURE
The task was divided into two sessions separated by 3-4 days. Each session started with
shock calibration and was followed by the visual discrimination task. Visual discrimina-
tion task comprised of 4 blocks each lasting about 13 min with 1-2 min break in between.
Two blocks in each session were with artificial pupil (pupil ON condition), whereas the
remaining two blocks were control conditions during which participants viewed the task
through the (larger) hole in the right glass of the goggles (pupil OFF condition, see Figure
5.1C). The task lasted about an hour. In session 1, prior to shock calibration, participants
completed a practice task (10 min) and filled in the questionnaires. The practice task
consisted of two blocks (each 32 trials) during which participants practiced the task with
and without artificial pupil and without electric shocks. After each response, participants
were given feedback on their performance (“correct”, “wrong”, “too late!”).
5.2.6. VISUAL DISCRIMINATION TASK
Each trial started with a presentation of a central fixation dot, the color of which – red or
green – indicated the threat versus safe condition (counterbalanced across participants,
Figure 5.1A). Participants were verbally instructed about the contingencies of fixation
color and the chance of receiving an electric shock at any point during its presentation.
The red or green fixation dot was displayed for 6 s during which either a 2 cpd or 6 cpd
grating was presented to the left or right side of it. Following an ISI of 1-2 s, the color
of the fixation changed to blue where participants were instructed to indicate whether
the orientation of the presented grating was right (UP arrow) or left (DOWN arrow key)
relative to vertical orientation. The blue fixation dot was displayed for maximally 1.5
s followed by a 2-4 s ITI. If the participant did not respond within 1.5 s, a ‘TOO LATE’
warning appeared onscreen above the fixation in order to encourage participants to
respond in time. Participants were instructed to fixate on the central fixation throughout
the entire task and avoid excessive blinking when the fixation turned red or green to avoid
missing the gratings.
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Each block comprised 59 trials including 3 trials with shocks (reinforcement rate:
10%). Trials with shocks were excluded from analysis. In total, there were 8 conditions:
threat LSF, threat HSF, safe LSF, safe HSF with and without pupil condition (PUPIL OFF
and PUPIL ON), each of them consisting of 14 trials in each block. To reduce chances
of habituation, electric shock intensity was gradually increased after each block (0.2
mA, 1/3 of each a single shock level). An adaptive staircase procedure (QUEST Watson
and Pelli, 1983) was used throughout the task, which allowed for maintaining an overall
performance level at 75% accuracy while varying tilt offset in each condition. For each
condition, separate staircases were created and the resulting tilt offsets were used as
measures of behavioral performance.
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Figure 5.1. Visual task and artificial pupil. A) Visual discrimination task. The color of the fixation
indicated either the threat condition, signaled by red fixation, during which participants could
receive electric shocks (presented in the image), or the safe condition, indicated by green color,
during which no shocks were presented. During the period of dot presentation, participants
discriminated the orientation of LSF or HSF gratings presented either to the left or right of the
fixation. Responses were given when the fixation turned yellow. B) Schematic image of the artificial
pupil. The pupil was attached to one lens of a pair of goggles with the truncated cone closest to the
eye’s pupil. The lens of the goggles had a circular hole cut out to allow for the easy attachment and
removal of the artificial pupil. C) Experimental design. The order of ON and OFF was randomized
across participants.
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5.2.7. DATA ANALYSIS
Physiological data were pre-processed using in-house software written in MATLAB.
Baseline-corrected HR responses were calculated by subtracting the mean HR in a period
between -25s to -1 s preceding trial onset (baseline) from the mean HR during a period of
2-6 s following trials onset. This relatively long baseline window was chosen to account
for fluctuations of HR with the respiratory cycle due to respiratory sinus arrhythmia
(De Geus et al., 1995; Hermans et al., 2013; Lojowska et al., 2015). Skin conductance
level (SCL) changes were quantified by subtracting the average skin conductance level
during 1 s prior to trial onset (baseline) from the average SCL during a period from 2-6
s following trial onset. We reasoned that SCL change is a more appropriate measure of
sympathetic arousal in the block design used here than the conventional scoring of skin
conductance response magnitudes commonly used in event-related designs (Phelps
et al., 2001). Baseline-corrected pupil dilation responses were calculated by dividing
the mean pupil diameter (in mm) within a period from 2-6 s following trial onset by the
averaged pupil diameter within a 1 sec period prior to trial onset (baseline). Behavioral
performance was defined for the following eight conditions, threat LSF, threat HSF, safe
LSF, safe HSF, in pupil OFF and ON conditions, and for two sessions, as orientation offset
required to perform at 75% accuracy. The first two blocks (pupil OFF and PUPIL ON) were
discarded from the analysis due to QUEST calibration, resulting in 3 blocks for each pupil
condition (1 block pupil ON and pupil OFF in session 1, 2 blocks of pupil ON and pupil
OFF in session 2).
All statistical analyses were performed in RStudio (version 1.0.143; R Core Team, 2015)
using a linear mixed-effect models with lmer function (lmer4 package; version: 3.3.1,
(Bates et al., 2015)). This approach is an extension of linear regression and entails the esti-
mation of both fixed effects, i.e., the relationship between the predictor and dependent
variable, and random – per participant – effects. Physiological data, i.e., HR, skin con-
ductance, and pupil dilation were analyzed in separate models. The repeated-measure
nature of the physiological data was accommodated by including a per-participant ran-
dom adjustment to the fixed intercept (random intercept), and modelling within-subject
variables, i.e., threat conditions (threat, safe) and session number (1-2), as both fixed –
and when appropriate – random slopes and interactions between them for each partic-
ipant. All possible random correlation terms were also included. Behavioral data were
analyzed in a model including fixed effects, i.e., fixed intercept and fixed slopes for the
following within-subject factors: pupil condition (OFF, ON), threat condition (threat, safe),
spatial frequency (LSF, HSF), session number (1-2), and block order (starting either from
OFF or ON blocks) as a between-subject factor. Per-participant random intercept and
random slopes for repeated-measures variables were modeled as random effects (when
appropriate). All models followed a “maximal” random effects structure as recommended
by (Barr et al., 2013) to avoid inflated Type-1 errors. P-values were determined using
Type 3 Likelihood Ratio Tests as implemented in the mixed function of the package afex
(Singmann et al., 2018).
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5.3. Results
5.3.1. PHYSIOLOGICAL RESULTS
To validate the presence of pupil dilation under threat, we first compared pupil dilation
responses between threat and safe trials. As expected, we observed larger pupil dilation
responses in threat compared to safe trials, B = -.23, SE = .01, χ2(1)= 9.64, p = .002 (Figure
5.2), confirming the presence of an increase in pupil size during threat anticipation (Gerall
et al., 1957), which also warrants controlling for it in our study. The magnitude of the
threat-related pupil dilation did not differ between the two sessions, B = .45, SE = .026,
χ2(1)= 0.045, p = .83. The effect of threat on enlarging pupil dilation was present in both
session 1, B = -.46, SE = .01, χ2(1) = 7.36, p = .007, and session 2, B = -.003, SE =.023,
χ2(1)= 4.59, p = .03.
To validate the presence of pupil dilation under threat, we first compared pupil dilation
responses between threat and safe trials. As expected, larger pupil dilation responses
were observed in threat (M = 5.62 mm, mean of time period between 2 and 6 sec following
trials onset used for statistical analysis, 1.9% change) than in safe condition [M = 5.52
mm, [B = -.048, SE = .01, χ2(1)= 9.38, p = .002] (Figure 5.2), confirming the presence of
an increase in pupil size during threat anticipation Gerall et al. (1957). The magnitude
of the threat-related pupil dilation did not differ between the two sessions, as revealed
by a non-significant interaction between threat condition and session, B = -.014, SE =
.02, χ2(1)= 0.43, p = .51. The effect of threat on pupil dilation was significant in session
1 [Mthreat = 5.82 mm, Msafe = 5.73 mm, B = -.04, SE = .01, χ2(1) = 7.32, p = .005], and
marginally significant in session 2, [Mthreat = 5.42 mm, Msafe = 5.30 mm, B = -.05, SE =
.02, χ2(1)= 3.03, p = .081].
Sympathetic activation during threat was additionally evidenced by an increase in
skin conductance levels in threat versus safe trials, B = -.02, SE = .007, χ2(1)= 6.66, p =
.009. A significant interaction between threat condition and session number, B = .01, SE
= .005, χ2(1)= 7.80, p = .005, revealed, however, that the threat-induced increase in skin
conductance levels was larger in session 1, although this increase was observed in both
session 1, B = -.028, SE = .008, χ2(1)= 8.90, p = .003, and session 2, where the threat effect
remained significant at trend level, B = -.013, SE = .007, χ2(1)= 3.79, p = .051.
Concomitant decrease in heart rate responses were observed on threat compared
to safe trials, B = .26, SE = .063, χ2(1) = 15.02, p < .001 (Figure 5.2), which is in line
with dominance of parasympathetic activation during threat anticipation (Carrive, 2006;
Lojowska et al., 2015). The magnitude of the threat-related decrease in heart rate did
not differ between sessions, as indicated by a non-significant interaction between threat
condition and session number, B = -.061, SE =.11, χ2(1)= 0.28, p = .59. Follow-up analyses
confirmed that the threat-related decrease in heart rate was present both in session 1
and 2 (respectively: B = .29, SE = .081, χ2(1) = 10.66, p = .001, and B = .23, SE = .091,
χ2(1)= 5.97, p = .01). Taken together, these results confirm a successful mobilization of
sympathetic and parasympathetic responses under threat, and validate the presence of
pupil dilation under threat that we control for.
5.3.2. BEHAVIORAL RESULTS
The analysis of behavioral results revealed significant main effects of pupil condition,
B = -0.43, SE = .010, χ2(1) = 14.17, p < .001, with larger orientation offsets for pupil
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Figure 5.2. Physiological responses on threat compared to safe condition. Shaded area indicated a
period of a trial during which participants could receive an electric shock (in threat trials). Bpm,
beats per minutes; mm, millimeters, *, p < .05, ** p < .001.
ON compared to pupil OFF condition (1.75º vs. 2.57º), spatial frequency, B = .45, SE =
.10, χ2(1) = 15.12, p < .001 (2.61º HSF vs. 1.71º LSF), and session, B = -.043, SE = .079,
χ2(1) = 20.53, p < .001 (average orientation offset session 1: 2.37º vs, session 2: 1.94º).
Furthermore, there was a significant increase in orientation offset in pupil OFF vs. pupil
ON condition for HSF trials [B = -.50, SE = .16, χ2(1)= 8.50, p = .003, mean orientation
offset pupil OFF: 2.10º vs. pupil ON: 3.11º] and LSF trials, [B = -.31, SE = .073, χ2(1)= 14.16,
p < .001, mean orientation offset pupil OFF: 1.39º vs. pupil ON: 2.02º]. This increase did
not differ between HSF and LSF conditions, as revealed by a non-significant interaction
between pupil condition and SF [B = -.094, SE = .079, χ2(1) = 1.49, p = .22, see Table
5.1 in Supplementary Material for the summary of orientation offsets for each session,
threat condition and SF conditions]. Most critically, we observed a significant 4-way
interaction between pupil condition, threat condition, spatial frequency and session, [B =
.14, SE = .058, χ2(1)= 6.24, p = .012]. The remaining main and interaction effects were
non-significant (p’s > .05).
To explore the nature of this 4-way interaction, and to investigate whether we repli-
cated the previously found interaction between threat condition and spatial frequency in
the baseline condition, we first analyzed the 3-way interaction between threat condition,
spatial frequency and session number within the pupil OFF condition. We observed a
significant main effect of spatial frequency [B = .035, SE = .09, χ2(1) = 11.94, p < .001],
and session number, [B = -.29, SE = .095, χ2(1) = 8.21, p = .004]. Critically, there was a
significant interaction between threat condition and spatial frequency, [B = -.019, SE =
.086, χ2(1)= 4.84, p = .028], that was qualified by a 3-way interaction between threat con-
dition, spatial frequency and session number, [B = .22, SE = .066, χ2(1)= 10.60, p = .001]
(Figure 5.3). Follow-up analysis revealed that a significant interaction between spatial
frequency and threat condition was observed in session 1 [B = -.31, SE = .10, χ2(1)= 8.95,
p = .003], but not in session 2 [B = -.086, SE = .057, χ2(1)= 2.33, p = .13]. Follow-up analysis
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revealed that a significant interaction between spatial frequency and threat condition
was observed in session 1 [B = -.31, SE = .10, χ2(1)= 8.95, p = .003], but not in session 2
[B = -.086, SE = .057, χ2(1)= 2.33, p = .13]. Further testing revealed significantly worse
discrimination of HSF gratings on threat compared to safe trials in session 1, [B = -.52,
SE = .18, χ2(1)= 7.21, p = .007], replicating our previous findings Lojowska et al. (2015).
Threat-related changes in LSF performance were not significant in session 1 [B = -.052,
SE = .18, χ2(1) = .54, p = .46]. Although not of interest for our research question, the
general impairment in discrimination performance for both spatial frequencies could
be explained by the noise induced by wearing the pupil close to the eye. While spherical
aberrations that may interact with spatial frequencies were mitigated by the artificial
pupil, the proximity of the aperture to the eyelashes did anecdotally introduce noise to
the display. Importantly, though, this effect does not interact with spatial frequency.
In contrast to pupil OFF condition, there was only a significant main effect of spatial
frequency, [B = .54, SE = .019, χ2(1) = 10.43, p = .001], and session B = -.56, SE = .17,
χ2(1)= 9.67, p = .001] in pupil ON condition. The interaction between threat condition
and SF, [B = .092, SE = .20, χ2(1) = 0.21, p = .64], and also the 3-way interaction with
session, [B = -.06, SE = .14, χ2(1) = 0.20, p = .65], were non-significant. The remaining
main and interaction effects were also non-significant (all p > .05).
Performance accuracy on all eight conditions ranged between 76 and 80% accuracy
(see Table S2 in Supplementary Material). This shows that participants were able to see
the gratings though the artificial pupil, and that there was no floor effect (i.e., chance level
performance in terms of accuracy) for the gratings due to increased task difficulty.
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Figure 5.3. Behavioral performance. Orientation thresholds for A) pupil OFF (without controlling
for pupil dilation) and B) for pupil ON condition (controlling for pupil dilation) averaged across
both sessions. Error bars represent standard errors of the mean. *p < .05. LSF, low-spatial frequency;
HSF, high-spatial frequency.
Together, these findings show that the threat-related impairment in performance for
high-spatial frequency relative to low-spatial frequency gratings was observed when pupil
dilation was not constrained (pupil OFF condition), but disappeared when pupil dilation
was controlled for (pupil ON condition).
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5.4. Discussion
T HE aim of the current study was to investigate whether pupil dilation contributesto impaired perception of fine visual details under threat. Larger pupil dilation was
observed in threat compared to safe conditions, validating our threat manipulation.
Compared to safe trials, threat of shock impaired perception of high-spatial frequency
gratings, replicating previous findings (Bocanegra and Zeelenberg, 2009; Lojowska et al.,
2015). However, threat-related impairment in high-spatial frequency perception (relative
to low-spatial frequency) was no longer present when pupil dilation was controlled for.
The impairing effect of threat on perception of fine visual details found here is in
line with previous reports (Bocanegra and Zeelenberg, 2009; Lojowska et al., 2015; Nicol
et al., 2013). Specifically, impaired perception of HSF gratings was previously found
during threat anticipation (Lee et al., 2014; Lojowska et al., 2015), and following the
presentation of fearful faces (Bocanegra and Zeelenberg, 2009; Nicol et al., 2013; Song
and Keil, 2013). The mechanism underlying this impairment was however not entirely
clear. Here, we demonstrate that when pupil dilation is controlled for, the impairment in
HSF discrimination under threat is no longer observed, implying a contribution of pupil
dilation to this effect. This conclusion is supported by early psychophysical studies in
which pharmacologically increased pupil dilation in non-threatening conditions resulted
in a specific impairment of HSF perception with little or no effect on LSF perception
(Campbell and Green, 1965; Campbell and Gregory, 1960). This could be explained
by the fact that in constant light conditions, increased pupil dilation results in optical
aberrations which affect the quality of the image projected on to the retina - specifically for
fine visual features (DeValois and DeValois, 1988). The current results cannot be explained
by inability of participants to see the gratings due to viewing the task through a narrow
aperture, because the performance accuracy was set to 75% correct for all conditions.
Together, the current finding implies that threat-related impairment in perception of
visual details may originate already at the earliest stage of visual processing, i.e., at the
retina, through the mechanism involving pupil dilation and associated optical effects.
An impairment in high-spatial frequency perception under threat has so far been ex-
plained in terms of a neural cross-inhibition (Bocanegra and Zeelenberg, 2009; Lojowska
et al., 2015; Song and Keil, 2013). Such accounts propose that under threat, enhanced
activation of lower-spatial frequency sensitive magnocellular neurons would inhibit par-
vocellular neurons sensitive to higher-spatial frequencies. Indeed, early psychophysical
studies have provided behavioral and neurophysiological evidence for the existence of
cross-inhibition between different frequency channels in the visual system. In particular,
presentation of spatial frequency outside of the cell’s excitatory SF reduced its response
to concurrently presented preferred SF in cat’s visual cortex (Albrecht and De Valois,
1981; De Valois and Tootell, 1983). Also in humans, prolonged adaptation to a certain SF
resulted in increased sensitivity to neighboring SFs (differing by +/- degrees; De Valois,
1977; Tolhurst and Barfield, 1978). The presence of such a mechanism in the context
of threat is supported by electrophysiological finding whereby threat evoked respec-
tively larger and smaller visuocortical responses to LSF and HSF gratings (Song and Keil,
2013). In addition, the existence of amygdala back-projections to early visual areas, which
are mainly magnocellular, supports the parvocellular inhibition by initial threat-related
magnocellular enhancement.
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The current finding, however, challenges this account. First, larger pupil size was
associated with reduced early visuocortical responses (C1 component) specifically to
higher-spatial frequency stimuli (Bombeke et al., 2016), suggesting that the previously
found reduction in visuocortical responses to HSF stimuli following threat induction
(Song and Keil, 2013) may be a downstream effect of pupil dilation and decreased contrast
sensitivity to those stimuli rather than neural cross-inhibition. Second, cross-inhibition
would require that improvement in LSF perception would be associated with concurrent
impairment in HSF perception. However, threat-related impairment in HSF perception
in the current study was observed in the absence of simultaneous improvement in LSF
perception. Crucially, other studies reported threat-related improvement in neural pro-
cessing of LSF information in the absence of threat-related effects in processing of HSF
information (Vuilleumier et al., 2003). This suggests that LSF improvement and HSF
impairment may not be necessarily regulated by a common neural mechanism, but are
rather independent processes that do not always occur together. One possibility could
be that whereas HSF perception is predominantly driven by extra-retinal, optical effects
(which presumably have no effect on LSF), LSF improvement could have a neural ori-
gin driven by the magnocellular input from the amygdala. Future studies are needed
to provide direct neurophysiological evidence for the existence of such independent
mechanisms in affective vision.
The function of threat-related biases in visual perception may be to promote a shift
from specificity to sensitivity. In threatening and often time-constrained situations,
processing of coarse visual information relevant for visual detection (i.e., presence and
location of threat cues) may be more adaptive for immediate choices than slower analysis
of fine visual details required for cue identification, even at the risk of false positives. This
is also consistent with the proposal that pupil dilation and underlying increase in tonic
noradrenergic activity indexes environmental exploration characterized by a general
sensitivity to non-specific but possibly relevant cues in contrast to smaller pupils asso-
ciated with perceptual precision during execution of adaptive choices Aston-Jones and
Cohen (2005). Crucially, whereas an increase in parasympathetic activity was considered
mainly related to enhanced perception of coarse information, an increase in sympathetic
peripheral activation has been generally considered as preparation for potential action.
Our finding rather suggests that peripheral sympathetic activity reflected in pupil dilation
may aid the parasympathetic shift to visual sensitivity through its impairing effect on
visual details, pointing towards a functional integration between these two independent
systems towards optimal threat assessment.
Some interpretational issues should be considered when evaluating the present find-
ings. First, the threat-related changes in pupil dilation we observed in the current study
(i.e., 1.9% change) is smaller than the dilation previously shown to impair HSF perception
(i.e., 3.8 to 5.8 mm leading to an approximately 10% higher contrast sensitivity threshold
for 6 cpd (Campbell and Green, 1965)). One could argue that this increase is too small to
evoke optical aberrations. However, if this pupil dilation would be too small, then HSF
impairment should be also have been observed when controlling for it, which was not the
case. In addition, there was no floor effect in HSF performance in the pupil ON condition
(orientation offset 3.11 degrees on average, while performance remained stable at 75%
correct), so the lack of threat effects cannot be explained due to a general impairment
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in HSF performance in this condition. It is possible that the methodology we used here,
i.e., orientation offset vs. contrast sensitivity, peripheral vs. central stimulation, and the
QUEST procedure, allowed us to measure more subtle effects of pupil dilation on HSF
performance. Future work should critically evaluate the relationship between pupil size
and changes in orientation sensitivity using an artificial pupil with varying aperture size,
thus mimicking the dilation of the natural pupil in the absence of threat effects.
Second, it remains unclear to what extent pupil-related impairment in higher-spatial
frequencies represents a functionally relevant adaptation in decision making in threaten-
ing situations. Whereas pupillary responses are observed across multiple species, changes
in pupil area in some lower species are considerably larger (e.g., in the domestic cat up
to 135-fold) and therefore may have more impact on visual perception and subsequent
behavioral choices compared to humans showing up to 15-fold change in pupil area
(Banks et al., 2015). Future studies using more ecologically valid stimuli and perceptually
guided behavioral choices (e.g., go/no-go) should shed more light on the effect of pupil
dilation on behavioral choices in threatening situations.
Together, our results demonstrate the involvement of optical factors caused by pupil
dilation in impaired perception of visual detail under threat. These findings contribute to
a better understanding of the mechanism underlying affective vision and emphasize the
importance of pupil dilation in investigating threat-related changes in visual perception.
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5.5. Supplementary materials
A B
Figure 5.4. Goggles and artificial pupil used in the experiment. A) Artificial pupil with a 2 mm pin-
hole – view from the bottom and above. B) Participants viewed the task through an artificial
pupil attached to the right glass of the googles. Upper image shows pupil OFF condition in which
participants, the lower image illustrates the artificial pupil attached to the googles in pupil ON
condition.
Table 5.1. Average orientation offset (in degrees) for each pupil condition, threat condition, spatial
frequency (SF) and sessio (sess) condition. In pupil ON condition, participants performed the task
through a 2mm aperture, in pupil OFF condition, the aperture was off.
Pupil condition Threat SF Orientation
offset sess1
Orientation
offset sess2
pupil OFF Threat LSF 1.41 1.30
Threat HSF 2.81 2.11
Safe LSF 1.59 1.27
Safe HSF 1.77 1.73
pupil ON Threat LSF 2.41 1.74
Threat HSF 3.22 2.74
Safe LSF 2.23 1.71
Safe HSF 3.53 2.96
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Table 5.2. Average accuracy from the QUEST staircase for all experimental conditions. The table
shows that the mean accuracy for all conditions was between 76 and 80% accuracy. Equating
accuracy across all conditions was therefore successful.
Pupil condition Threat SF Average
accuracy
pupil OFF Threat LSF 0.80
Threat HSF 0.79
Safe LSF 0.80
Safe HSF 0.76
pupil ON Threat LSF 0.80
Threat HSF 0.78
Safe LSF 0.79
Safe HSF 0.78
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Figure 5.5. The relationship between pupil diameter in arbitrary units (a.u.) and mm.
Pupil diameter was acquired in arbitrary units. In order to convert it to mm, an additional measure-
ment of 4 black circles with the following diameter in mm was performed: 2.03 mm, 3.81 mm, 6.35
mm, 8.89 mm. Circles were printed on white paper and attached to the chin rest corresponding to
the approximate location of the participants’ eyes. Pupil diameter was acquired at two distances: 52
and 57 cm away from the circles that corresponded to the range of distances at which the eye tracker
was located during the actual task. This was done to account for variance in converting pupil size
from a.u. to mm due to different distance between the eye and the camera of the eye tracker across
participants. Interpolation was used. Pupil size in mm was calculated using interpolation with data
for camera distance of 52 cm (black line). The pupil size ranged from 60 to 70 a.u. and the error in
recalculating pupil diameter from arbitrary units to mm due to camera position is about 0.40 mm.
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6.1. Introduction
I N threatening situations, optimal visual perception is relevant for successful threatdetection. This thesis investigates the influence of an anticipatory threat state on the
processing of coarse and fine visual details. Testing such influences is relevant for a better
understanding of visual adaptations under threat, and the role these changes may play in
visually-guided choices when faced with danger. In the current work, I sought to answer
the following questions: Is an anticipatory freezing-like state characterized by better
perception of coarse visual information? If so, how is this behavioral bias regulated and
integrated with defensive processes at the neural level? Can this facilitation take place also
in the absence of visual awareness? And finally, to what extent concomitant impairment
in perception of visual details under threat can be explained due to pupil dilation?
In this discussion, I will first summarize the main findings, integrate them with the
existing knowledge and propose an agenda for future research.
6.2. Summary of the findings
In Chapter 2, we investigated perception of coarse and fine visual features during an
anticipatory freezing-like state. A state of freezing was induced by means of a threat of
electric shock. To test visual perception of global and fine visual information, we used
low and high spatial frequency Gabor gratings, respectively. We found that threat of
shock was associated with improved discrimination of low-spatial frequency gratings and
impaired discrimination of high-spatial frequency gratings. In addition, participants with
stronger heart rate deceleration, i.e., parasympathetic index of freezing, showed better
discrimination of low-spatial frequency stimuli. These findings show that freezing has
influence on our visual perception, but instead of general improvement, it specifically
facilitates perception of global visual input.
In Chapter 3, we expanded upon the work from Chapter 2 and tested the neural
mechanisms underlying perceptual changes during the anticipatory threat state. We
first examined whether previously observed improvement in perception of low-spatial
frequency gratings during freezing is associated with enhanced early visuocortical re-
sponses this type of cues. Next, we tested whether freezing is also characterized by
state-dependent changes in visuocortical activity when no visual input is presented. We
found that visuocortical responses to LSF gratings were retinotopically specific, but on
average did not differ between threat and safe conditions. However, participants who
exhibited better discrimination of LSF gratings, also showed reduced V1 responses to
this type of cues during anticipatory threat. An anticipatory threat state was furthermore
characterized by state-dependent upregulation of visuocortical activity, the magnitude of
which was positively scaled with fear bradycardia, a parasympathetic index of freezing. A
concurrently observed increase in functional coupling between the amygdala and both
visuocortical areas and PAG suggests that defensive and perceptual processes during
freezing may be coregulated by a common neural mechanism involving the amygdala.
Such an integration of defensive and perceptual processes during freezing may facilitate
threat detection while preparing for an optimal response to it.
In Chapter 4, we tested whether threat-enhanced perception of LSF information
found in Chapter 2 and Chapter 3 remains intact in the absence of visual awareness.
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We found that during an anticipatory threat state, subliminally presented LSF gratings
were discriminated above chance and significantly better than in safe condition. These
results suggest that coarse visual information may play an important role in automatic
(i.e., unconcious) detection of threat.
Until now, we showed improved peprception of coarse visual input under threat,
but also a threat-related impairement in perception of visual details in Chapter 2. How
does this impairment come about during freezing? In Chapter 5, we tested whether pupil
dilation, known for its impairing effect on perception of visual details and observed during
freezing, could explain this effect. Interestingly, when controlling for dilation of the pupil,
threat-driven impairment in discriminating HSF stimuli vanished. These findings suggest
that extra-retinal effects may play an important role in perceptual changes under threat,
which have typically been attributed to cortical origins.
In the next part, I will evaluate the current findings in the context of existing knowl-
edge.
6.3. Integration of the findings
Threat anticipation is a state characterized by behavioral and autonomic responses (i.e.,
physical immobility, muscle tension, fear bradycardia) which altogether prepare our body
for an optimal countering of threat. A successful response to threat, however, does not
only depend on bodily preparation, but also on its timely detection. From observational
studies in animals, we know that during freezing, attention and senses are focused on
the environment in order to facilitate threat detection (Blanchard et al., 2011, 2001b). In
threatening situations, however, we often must make quick action choices, without the
possibility to process all available information, as waiting too long can reduce our chances
for survival. From an evolutionary perspective, better perception of visual features that
are relevant for these rapid responses would seem critically important.
The current work provides insights into visual changes during an anticipatory freezing-
like state in humans (Figure 6.1). First, an anticipatory threat state was characterized by a
simultaneous recruitment of visual and defensive processes. Visual changes were char-
acterized by a state-dependent ’anticipatory’ upregulation of early visuocortical activity
and improved perception of coarse visual characteristics during this state. Defensive
recruitment was evident through simultaneously observed fear bradycardia and a func-
tional coupling between the amygdala and PAG - key regions involved in the production
of freezing. Second, better perception of neutral coarse features was observed at both
conscious and unconscious levels. The facilitation of coarse characteristics therefore
does not seem to be restricted to threat stimuli (Burra et al., 2017; Mendez-Bertolo et al.,
2016; Vuilleumier et al., 2003), but may rather represent a general sensitivity to these
features irrespective of threat content of perceived stimuli. Finally, peripheral factors,
i.e., pupil dilation, may contribute to impaired perception of fine visual details under
threat. Together, these results support an integrated mechanism in which both central
neural and peripheral autonomic responses are recruited to facilitate visual sensitivity (as
opposed to specificity) under threat.
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Figure 6.1. Model illustrating how anticipatory threat state could influence an ongoing visual pro-
cessing. A) Amygdala as a core region regulating defensive responses i.e., parasympathetic (re-
duction in heart rate and physical mobility) and sympathetic (pupil dilation, skin conductance,
muscle tension) activation. At the same time, the amygdala would initiate preparatory activity
in cortical and subcortical visual areas through its magnocellular connections. B) Shift towards
visual sensitivity (at the cost of visual specificity) during freezing. Central cortical and subcortical
activation would promote processing of coarse visual input (red), whereas peripheral autonomic
responses, i.e., pupil dilation, would aid this bias through its impairing effect on perception of fine
visual details (blue). AMG, amygdala; PAG, periaqueductal grey; Tha, thalamus; Pulv, pulvinar; SC,
superior colliculus, LSF; low-spatial frequency; HSF, high-spatial frequency.
6.3.1. VISUAL CHANGES DURING AN ANTICIPATORY THREAT STATE
The link between visual processing and freezing in humans and animals has been pri-
marily tested in the context of how visual input shapes the expression of this defensive
behavior. Freezing in humans is commonly evoked by fearful faces and conditioned
stimuli producing typical for this state physical immobility and heart rate deceleration
(Azevedo et al., 2005; Hermans et al., 2013; Niermann et al., 2017, 2018; Roelofs et al., 2010).
The current work provides empirical evidence for visual changes during an anticipatory
freezing-like state in humans. This is in line with observational studies in rodents and
models of defensive behavior in which visual perception is suggested to play a defining
role in the choice of defensive responses during freezing (Blanchard et al., 2011; Fanselow
and Lester, 1988).
State-dependent visuocortical upregulation and enhanced LSF perception during freezing
In Chapter 3, we observed a state-dependent upregulation in visuocortical activity during
freezing. Changes in baseline visuocortical activity have previously been linked to differ-
ent behavioral states such as quiet wakefulness and locomotion in rodents (Lee and Dan,
2012; Polack et al., 2013; Vinck et al., 2015). The current findings imply that such changes
are also present during an anticipatory threat state. Previous studies have demonstrated
enhanced visuocortical responses to aversive versus neutral stimuli and their absence in
patients with amygdala lesions (Adolphs et al., 1994; Anderson, 2001; Vuilleumier et al.,
2004; Armony and Dolan, 2002; Morris et al., 1998; Sabatinelli et al., 2005; Keil et al., 2003;
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Amaral et al., 2003; Boes et al., 2012). In line with our finding of increased functional
coupling between the amygdala and visuocortical areas in Chapter 3, it is possible that
these baseline changes are modulated by the input from the amygdala. What could be the
functional significance of this upregulation during freezing? From animal work we know
that increased baseline activity (during arousal) represents enhanced depolarization of
membrane potential of early visuocortical neurons (Polack et al., 2013; Bennett et al.,
2013). Furthermore, visual stimulation during this state led to higher firing rates of these
neurons. It is therefore plausible that higher baseline activity during freezing reflects
changes in excitability of visual neurons, which may in turn influence the processing and
integration of incoming visual information.
In Chapter 2, Chapter 3, and Chapter 4, we observed a specific enhancement of
coarse visual information during an anticipatory threat state.These findings are in line
with previous studies showing the prioritized processing of coarse information in threat
contexts (Gomes et al., 2017; Bocanegra and Zeelenberg, 2009; Nicol et al., 2013; Lee et al.,
2014; Vuilleumier et al., 2003; Burra et al., 2017; Song and Keil, 2013). The majority of these
studies used threat stimuli, i.e., fearful faces, that were detected faster and more accurately
when filtered for low-spatial frequency than high-spatial frequency components (Gomes
et al., 2017; Mermillod et al., 2010). Low-spatial frequency information was also facilitated
following a brief presentation of frearful faces (Bocanegra and Zeelenberg, 2009; Nicol
et al., 2013), which is thought to signal the presence of danger without specyfing its
location or form. At the neural level, LSF facilitation has been proposed to rely on the
magnocellular input from the amygdala to all levels of cortical as well as subcortical visual
areas (Amaral et al., 2003; Tamietto et al., 2012). A number of neuroimaging studies in
humans have provided functional evidence for this view. For example, LSF-filtered fearful
faces, but not HSF-filtered faces (relative to neutral faces) evoked stronger amygdala
responses (Vuilleumier et al., 2003), and larger visuocortical responses (i.e., steady-state
visual potentials over the occicpital lobe) were observed to LSF vs. HSF gratings following
the presentation of threat cues (Song and Keil, 2013; Vuilleumier et al., 2003). In constrast
to these findings, in Chapter 3, no difference in V1 responses to LSF gratings between
threat and safe trials was observed. Participants who exhibited better discrimination of
LSF gratings, however, showed smaller visuocortical responses to these gratings. One
possible explanation for this discrepancy between our and previous results could be that
although perception of coarse visual features is generally enhanced in threat contexts,
different neural mechanisms may contribute to it depending on the presence of an
anticipatory threat state.
How would an anticipatory threat state modulate visual processing? It has previously
been suggested that an anticipatory increase in early visuocortical activity in the absence
of visual input represent top-down predictions in the form of feedback from higher visual
areas. Such an increase is thought to represent a stimulus template in visual neurons
sensitive to anticipated stimulus features, leading to their reducing activity (i.e., prediction
error) upon the presentation of a maching cue (Kok et al., 2014, 2012). We also know from
animal studies that state-dependent increase in baseline visuocortical activity represents
tonic depolarization of visual neurons driven by glutamatergic input from other brain
areas (Bennett et al., 2013; Polack et al., 2013). An introguing possibbility could be that an
increase in baseline visuocortical activity in Chapter 3 represents subthreshold activity
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specifically in LSF-sensitive neurons driven by afferent magnocellular input from the
amygdala. Such a mechanism is in line with excitatory and feedback-like properties of
these magnocellular projections, and would explain an otherwise puzzling reduction in
V1 responses to LSF gratings(Freese and Amaral, 2006). It would also support the view
that in addition to to-down factors (e.g., expectations, attention), anticipatory threat state
may also exert implicit influences over an ongoing visual processing (Vuilleumier, 2005).
Threat anticipation vs. perception of threat stimuli
The majority of studies investigating affective, and in particular unconscious, processing
of spatial frequency information, have commonly used threat visual stimuli, such as
fearful faces of animals (Ohman et al., 2007; Burra et al., 2017; Vuilleumier et al., 2003;
Mermillod et al., 2010). An advantage of such stimuli is their ecological validity, but
they also raise a question of whether the observed LSF bias is specific to threat cues
or represents a broader sensitivity also to neutral coarse information under threat. By
seperating threat from visual component in our paradigms, in Chapter 2, Chapter 3, and
Chapter 4) we found threat-induced facilitation of neutral coarse features suggesting
that threat detection mechanisms may rely on a general enhancement of coarse visual
characteristics, irrespective of threat content of perceived stimuli. Depending on whether
threat is represented by a state (threat anticipation) or constitutes inherent part of the
visual input (e.g., fearful face), perception of LSF information may be enhanced at differ-
ent stages of visual processing. The LSF component of threat cues would be enhanced
only after reaching the amygdala and receiving a motivational value. The presence of an
anticipatory threat state, on the other hand, could already facilitate an initial feedforward
input, possibly leading to its faster processing and more immediate effects on behavior.
6.3.2. UNCONSCIOUS PROCESSING OF COARSE INFORMATION UNDER THREAT
The findings in Chapter 3 support the involvement of cortical processing in perception of
coarse visual information. The subcortical pathway consisting of the amygdala, pulvinar
and superior colliculus, on the other hand, has been proposed to play an important
role in unconscious processing of this information (Ohman, 2005; Ohman et al., 2007;
Tamietto et al., 2009, 2010). This view is supported by the activation of these regions
by subliminally presented fearful faces, and specifically to low-, but not high-spatial
frequency threat stimuli (Burra et al., 2017; Liddell et al., 2005; Mendez-Bertolo et al.,
2016; Morris et al., 1999; Vuilleumier et al., 2003). In line with these findings, in Chapter
4, we found above chance and better perception of LSF gratings under threat compared
to safe trials. Because of the used procedure, i.e., backward visual masking that allows
for some degree of visual processing (feedforward cortical sweep), and the existence of
anatomical connections between LGN, pulvinar and extrastriate visual area (Cowey and
Stoerig, 1993; Pessoa and Adolphs, 2010), our findings are unlikely to be driven exclusively
by the subcortical pathway. The results of Chapter 4 support the involvement of coarse
information in automatic processing of threat outside of visual awareness(Burra et al.,
2017; Liddell et al., 2005; Mendez-Bertolo et al., 2016; Morris et al., 1999; Vuilleumier et al.,
2003).
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6.3.3. VISUAL-DEFENSIVE INTEGRATION
Whereas previous studies have demonstrated behavioral and visuocortical changes dur-
ing anticipation of potential threats (e.g., Herrmann et al., 2016), here we linked them
specifically to the parasympathetic state of freezing. This is relevant in order to gain a bet-
ter understanding of mechanisms underlying these changes and their function as threat
anticipation can be associated with different patterns of behavioral and autonomic activa-
tion (e.g., sympathetic dominance and tachycardia; Melzig et al., 2007). In Chapter 3, we
ascertained that larger threat-induced increases in visuocortical activity was associated
with stronger fear bradycardia – parasympathetic index of freezing, and accompanied
by a functional coupling between the amygdala and PAG – core regions regulating this
state (Fanselow, 1994; Fanselow and Lester, 1988; Kapp et al., 1979; LeDoux et al., 1988;
Liebman et al., 1970; Schneiderman et al., 1966). These findings are in line with early
psychophysiological reports of prolonged cardiac deceleration occurring in the context of
visual perception, an observation that lent support to the sensory intake hypothesis (Lacey,
1967; Lacey and Lacey, 1970). According to this hypothesis, heart rate deceleration reflects
opennes to sensory information and ’sensory intake’ whereas heart rate acceleration is
thought to index ’sensory’ rejection and execution of motor movements (Graham and
Clifton, 1966; Lacey, 1967; Lacey and Lacey, 1970). The results of Chapter 2, Chapter 3 and
Chapter 4 extend this model by showing that rather than a general facilitation in visual
processing, a parasympathetic state of fear bradycardia facilitates the ’sensory intake’
specifically of coarse visual information.
The observed visual changes during a state of freezing are also consistent with the
motivational account of defensive behavior (Bradley et al., 2001). The model holds that
potential danger activates a series of adaptations that evolved to promote survival of
an individual. These adaptations stem from the activation of the defensive system and
include behavioral and autonomic responses that prepare for action, but also sensory
activation that facilitates processing of environmental cues (Bradley, 2009; Lang and
Bradley, 2010). Indeed, automatic responses, i.e., increase in skin conductance and
heart rate reduction were produced simultaneously with enhanced visual processing
(defined by positive late potential over occipital area) during passive viewing of aversive
images, and increased with their aversiveness(Bradley, 2009; Cuthbert et al., 2000; Minati
et al., 2009; Petro et al., 2017; Schupp et al., 2004). A defensive-visual co-activation was
also observed in experiments in which participants were exposed to looming threats. A
simultanous increase in skin conductance and late positive potential over the occipital
lobe with increasing imminence of threats is furthermore consistent with the predator
imminence continuum (see Introduction; Fanselow and Lester, 1988; Low et al., 2008).
The current thesis provides additional support for the motivation framework of defensive
behaviour by demonstrating that a co-activation of defensive and visual processes is not
only evoked by concrete threats, but that it takes place also during its anticipation when
no concrete visual input is yet available.
6.3.4. PERIPHERAL AND CENTRAL CONTROL OF SPATIAL FREQUENCY PERCEP-
TION UNDER THREAT
Previous studies have demonstrated that threat does not only lead to improved perception
of coarse information, but that it also results in worse perception of fine visual details
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(Bocanegra and Zeelenberg, 2009; Nicol et al., 2013). For example, presentation of a fearful
compared to a neutral face resulted in worse discrimination of high spatial frequency
gratings (6cpd; Bocanegra and Zeelenberg, 2009; Nicol et al., 2013). In line with these
findings, impaired perception of visual details during an anticipatory threat state was
observed in Chapter 2 and Chapter 5. A mechanism that has commonly been put forward
to explain this impairment is thought to rely on a neural cross-inhibition. Specifically,
threat-enhanced LSF-sensitive magnocellular neurons would inhibit HSF-sensitive par-
vocellular neurons in the visual system (Bocanegra and Zeelenberg, 2009; Song and Keil,
2013). One prediction of such a mechanism is that threat-related LSF improvement and
HSF impairment would be considered as two sides of the same coin, and expected to be
simultaneously observed.
Such a mechanism would predict that LSF improvement and HSF impairment under
threat are two sides of the same coin and should be therefore simultaneously observed.
A number of studies, however, reported threat-related improvment in LSF perception
in the absence of concomitant HSF impairment (Lee et al., 2014; Mermillod et al., 2010;
Vuilleumier et al., 2003). For example, in a study measuring contrast sensitivity function
under arousing conditions (threat of shock), participants’ peak contrast sensitivity shifted
to lower spatial frequencies (in a range of 2 cpd), without changing the performance to
higher spatial frequencies (up to 10 cpd; Lee et al., 2014). In yet another study, threat an-
ticipation (induced by threat of 90-db white noise) resulted in more accurate detection of
LSF-filtered threat stimuli without changing performance accuracy to HSF-filtered stimuli
(Mermillod et al., 2010). In line with these findings, in Chapter 3 and Chapter 4, threat
anticipation improved LSF discrimination with no effect on HSF performance. These
results suggest that these two processes may not be entirely contingent on each other, as
predicted by the cross-inhibition model, but may rather emerge due to multiple factors
having distinct effects on LSF and HSF perception. The findings of Chapter 5 suggest
that pupil dilation is a factor that impairs perception of visual details under threat having
no effect on perception of coarse features (Campbell and Gregory, 1960; Campbell and
Green, 1965). It shows that sympathetic activation also plays an important role in visual
processing, which so far has mainly been linked to parasympathetic activation (Bradley,
2009; Lacey, 1967; Lacey and Lacey, 1970). These result also lead to an intriguing idea that
whereas LSF improvement may be primarily mediated through magnocellular input of
the amygdala to cortical and subcortical areas, peripheral factors, i.e., pupil dilation, may
contribute to impaired perception of HSF. Changes in vision under threat would therefore
result from an integrated central neural and peripheral autonomic responses, that would
independently contribute to a perceptual shift towards visual sensitivity under threat.
6.3.5. FUNCTIONAL RELEVANCE OF VISUAL CHANGES DURING FREEZING
Visual perception plays a defining role in successful avoidance of threat and survival
of an individual. In rapidly happening threatening situations, however, there is often
no time to process all available information. Furthermore, relevant visual cues are not
easily accessible as predators and offenders are likely to hide and are rarely present in full
sight of the prey (Eilam, 2005; Nieuwenhuys et al., 2012). The bias towards coarse visual
information under threat may therefore represent an evolutionary mechanism in which
coarse, but rapidly processed features are more readily available for immediate decision
making than slowly processed visual details (Maunsell, 1987; Goodale and Westwood,
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2004). When the identity of a predator (that would be conveyed through visual details) is
not accessible, sensitivity to global environmental cues that could suggest its presence in
highly unpredictable conditions, may guide our attention and help us to react in time.
Despite their crudiness, those cues, e.g., a sudden onset, changes in contrast (indicating
someone’s presence), or motion, would be nevertheless highly threat-relevant (Bocanegra,
2014). The proposed sensitivity to potentially threatening cues when unable to say what
they exactly represent, is in line with a better-safe-than-sorry principle (LeDoux, 1998).
Such a mechanism, although adaptive in time-constraint situations, is however not
without drawbacks, as it may also lead to misinterpretation of stimulus significance. For
example, in a study in which participants were asked to rapidly categorize threat and safe
cues during a state of anticipatory threat, LSF-filtered safe stimuli were more likely to be
categorized as dangerous (Mermillod et al., 2010). The bias to towards coarse visual input
may therefore allow for rapid detection of threat-relevant cues, but at the same it may
increase the risk of false positive decisions.
6.4. Open questions
The findings in this thesis have answered the research questions, but also raised new
questions. I will now discuss four avenues for future research.
The current thesis shows that threat anticipation is accompanied by visual changes.
These changes are thought to play an important role in action choices, but direct evidence
supporting this link is still missing. The relationship between threat-evoked changes in
visual perception and subsequent action choices could be tested using an ecologically-
valid paradigm in which LSF and HSF-filtered dangerous and safe cues (e.g. gun, mobile
phone) are rapidly approached or avoided under conditions of potential harm (i.e., threat
of shock). Approach decisions would be expected to LSF safe cues during anticipatory
threat, if enhanced LSF processing leads to more false positives, in line with a better
safe than sorry principle. These decisions, however, may also be influenced by prior
beliefs and predictions induced by a state of anxiety. For example, it has been suggested
that anxious police officers make more errornous decisions largely due to threat-related
inferences and expectations (Nieuwenhuys et al., 2012; Fleming et al., 2010). Future
studies should examine how perceptual changes and prior expectations about threat
identity interact and shape action choices during freezing.
In all experimental chapters, threat of shock was independent on the perceptual task.
From an evolutionary perspective, however, the function of defensive and perceptual
recruitment is to facilitate avoidance of threats (Bradley et al., 2001). Previous studies
have shown that active threat avoidance (i.e., having an opportunity to avoid a shock by
correct and timely responses) was associated with stronger autonomic responses, i.e.,
heart rate reduction, and attentional processing (Gladwin et al., 2016; Low et al., 2015). It
would, therefore, be interesting to examine whether adding a motivational component
to our visual discrimination task (e.g., by making shocks contingent on discrimination
performance) would have a stronger effect on perception of coarse and fine visual details.
We have proposed that enhanced perception of coarse visual input may be particularly
adaptive for rapid threat detection, even at the cost of false positives. On the other
hand, global features are also thought to be crucial for processing visual details and
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object recognition. According to the ‘frame-and-fill’ model of visual processing, coarse
information is rapidly projected to the prefrontal areas, where initial templates or ’guesses’
of object identities are created. Such coarse visual ‘guesses’ would be then back-projected
to the ventral visual stream where they would guide the processing of visual details and
object recognition (Bar, 2003; Chen et al., 2007; Kveraga et al., 2007; Schyns and Oliva,
1994; Tapia and Breitmeyer, 2011). An interesting avenue for future research would be to
test the extent to which the amygdala and its magnocellular input to the ventral visual
and prefrontal contribute to these stages of visual processing.
Another relevant question for future research is to identify the nature of visuocortical
upregulation under threat and the mechanism through which it could influence an ongo-
ing visual processing. Using stimuli that reliably target LSF and HSF-sensitive neurons
in the visual cortex in combination with electrophysiological methods, would make it
possible to test the proposed specificity of this upregulation to LSF-sensitive neurons and
its relationship to stimulus responses.
6.5. Conclusions
An anticipatory threat state was associated with a perceptual shift towards coarse visual
information. This shift was observed even in the absence of visual awareness and associ-
ated with an underlying upregulation of visuocortical activity which may contribute to
this perceptual bias. This shift may be furthermore aided by pupil dilation through its
impairing effect on perception of fine visual details. These visual changes were observed
together with reduced heart rate and increased neural coupling between the amygdala-
PAG characteristic for the state of freezing. Together, these findings show that threat
anticipation is characterized by an integrated pattern of defensive and visual responses
characterized by a perceptual shift from visual specificity to sensitivity.
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Nederlandse samenvatting
S TEL je voor dat je alleen thuis bent. Je doet de gordijnen dicht, en als je lekker op debank gaat zitten, hoor je wat geluiden vanuit je tuin. Het is al 23:30 ’s avonds laat dus
je zou op deze tijd geen bezoek verwachten. Jouw eerste reactie is heel waarschijnlijk om
stil te blijven. Je verstijft alsof je met beide voeten met de grond genageld bent. Bevrie-
zen, ofwel freezing, is de eerste reactie van ons lichaam als we mogelijk iets gevaarlijks
verwachten. We blijven stil omdat we niet gezien willen worden als er inderdaad een
gevaarlijke persoon blijkt te zijn. Hoewel ons lichaam stil blijft, spannen onze spieren zich
aan om ons klaar te maken om op elke moment te kunnen reageren: vluchten of vechten.
Naast verminderde lichaamsbeweging wordt freezing ook gemerkt door specifieke fysi-
ologische reacties zoals een lagere hartslag en het vergroten van de pupillen. Freezing
bereid ons dus voor om optimaal te reageren tegen een dreiging: vechten, vluchten of
juist bewegingsloos blijven.
Maar hoe maken we deze keuze? Stel je voor dat in het bovenstaande scenario terwijl
je stil staat je ineens iemand buiten ziet staan – dicht bij het raam waar je ook toevallig
staat (zoals op de cover van dit boek). Je zal waarschijnlijk instinctief zonder na te denken
zo snel mogelijk weg springen van het raam! Het waarnemen van een waarschijnlijke
dreiging speelt dus een bepalende rol in hoe we reageren. Uit eerdere onderzoeken met
dieren weten we dat tijdens freezing, onze aandacht en zintuigen helemaal op de situatie
gericht zijn om het gevaar beter en sneller te kunnen detecteren. Maar in dreigende
situaties moeten we vaak in een in een fractie van een seconde reageren, zonder alles te
kunnen zien en verwerken, want te lang wachten als er een echte dreiging blijkt te zijn
kan nadelig voor ons uitpakken. Zou het dan zo kunnen zijn dat we sommige visuele
kenmerken, die belangrijker zijn om snel te kunnen reageren, beter kunnen waarnemen
tijdens freezing?
In dit proefschrift heb ik de waarneming van globale en lokale kenmerken tijdens freezing
onderzocht. In het algemeen wordt globale visuele informatie gerepresenteerd door grove
kenmerken zoals vorm (bijvoorbeeld de schaduw achter het bevroren raam op de cover).
Dit soort informatie is vooral zichtbaar als we op afstand kijken of in een mist waar details
heel moeilijk te zien zijn. Aan de andere kant zijn lokale details belangrijk om dingen
te kunnen herkennen, bijvoorbeeld zodat je herkent dat de man achter het raam een
gewapende crimineel is of gewoon een bekende. Het waarnemen van grove informatie
gebeurd echter sneller dan het waarnemen van visuele details.
Uit de studies met dieren weten we dat de amygdala - een klein gebied in de hersenen
die de freezing reactie veroorzaakt - anatomische verbindingen heeft met het visuele
gebied van onze hersenen die de informatie van onze ogen verwerkt. Wat belangrijk is,
is dat deze verbindingen gespecialiseerd zijn in het verwerken van globale kenmerken.
Betekent dit dus dat we globale informatie beter kunnen waarnemen tijdens freezing?
In Hoofdstuk 2, heb ik deze vraag beantwoord. Deelnemers hebben een visuele taak
uitgevoerd waarbij freezing werd geïnduceerd door middel van elektrische schokjes die
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ze willekeurig tijdens de taak konden verwachten. Om waarneming van globale en lokale
informatie te kunnen meten, heb ik simpele patronen met strepen gebruikt. Patronen
die slechts enkele dikke strepen hebben, representeren globale visuele informatie en
patronen die meerdere dunne strepen hebben representeren details of lokale visuele
informatie. De resultaten lieten zien dat tijdens freezing, globale patronen beter werden
gezien en patronen met details slechter. Verder bleek dat hoe sterker de freezing reactie
- gemeten door een lagere hartslag - hoe beter de waarneming van globale patronen
was. Freezing lijkt dus onze waarneming te beïnvloeden tijdens het anticiperen van een
potentieel gevaar.
In Hoofdstuk 3 keek ik naar het neurale mechanisme achter de resultaten van Hoofdstuk 2.
Ik heb gefocust op de visuele gebieden en de amygdala die een belangrijke rol in freezing
en waarneming spelen. Ik was geïnteresseerd of betere waarneming van grove informatie
tijdens freezing veroorzaakt wordt door een betere verwerking in de visuele gebieden
van de hersenen. Als dat zo is, kan het dan zijn dat de amygdala de visuele gebieden
voorbereidend stimuleert voordat de visuele informatie daadwerkelijk verwerkt wordt in
de visuele gebieden? Om dit te beantwoorden, heb ik gebruik gemaakt van functionele
magnetic resonance imaging (fMRI) gemaakt. Deze methode maakt het mogelijk om
activiteit in hersengebieden te meten. In de MRI-scanner hebben deelnemers dezelfde
visuele taak met globale en lokale patronen zoals in Hoofdstuk 2 uitgevoerd. In een deel
van de taak was er enkel de dreiging van een schok zonder dat er patronen te zien waren
om zo de voorbereidende activiteit in de visuele gebieden te kunnen meten. Deelnemers
die grove patronen beter konden zien tijdens freezing, toonden ook minder activiteit
in visuele gebieden voor deze informatie. Verder vond ik voorbereidende activiteit in
visuele gebieden tijdens freezing die door de amygdala werd aangestuurd. Hoe groter
de freezing reactie – indirect gemeten door middel van een verlaagde hartslag – des te
groter de voorbereidende activiteit was. Dit betekent dat tijdens freezing, de defensieve
(amygdala) en visuele gebieden in de hersenen samenwerken om een dreiging beter te
kunnen waarnemen en tot een optimale reactie te komen.
In Hoofdstuk 4 onderzocht ik de onbewuste waarneming van visuele informatie onder
een dreiging. De visuele informatie die de ogen bereikt, kan middels corticale en sub-
corticale hersenstructuren verwerkt worden, die allebei met de amygdala verbonden
zijn. De corticale processen worden als belangrijk geacht voor de bewustwording van
hetgeen we zien. De subcorticale processen, daarentegen, gebeuren buiten ons bewust-
zijn. Het cruciale kenmerk van het subcorticale proces is dat deze gespecialiseerd is in
het verwerken van globale informatie. Kan het dan zo zijn dat globale informatie tijdens
freezing verwerkt wordt zonder dat we ons daarvan bewust zijn? Om dit te testen hebben
deelnemers weer een visuele taak uitgevoerd maar nu met globale en lokale patronen die
je ziet zonder dat je je daarvan bewust bent. Dit brachten we teweeg door middel van een
korte presentatietijd en een procedure die backward masking heet. Deze procedure werkt
door heel snel na een patroon een andere visuele stimulus (het zogenaamde mask) te
laten zien, waardoor je hersenen het patroon wel verwerken maar je je niet bewust bent
dat je het patroon zag. De resultaten laten zien dat globale patronen inderdaad onbewust
werden waargenomen tijdens freezing. Dat betekent dat deze informatie ook een cruciale
rol kan spelen in de automatische processen in de hersenen die belangrijk zijn voor een
snelle reactie tijdens dreiging.
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Tot nu toe heb ik een verbeterde globale waarneming tijdens freezing laten zien, maar ook
een verslechterde waarneming van visuele details in Hoofdstuk 2. Maar hoe ontstaat die
afzwakking in waarneming van visuele details tijdens freezing? Eerder onderzoek heeft
gesuggereerd dat deze afzwakking komt door een rem op visuele neuronen die verant-
woordelijk zijn voor het verwerken van visuele details. Het vergroten van de pupillen,
hetgeen ook tijdens freezing gebeurt, kan echter ook een afzwakkend effect hebben op de
waarneming van visuele details. In Hoofdstuk 5 heb ik onderzocht of de verslechterde
waarneming van visuele details nog steeds aanwezig is tijdens freezing als de grootte van
de pupil vast staat. Om dit te kunnen testen, heb ik een soort bril met een klein (2 mm)
gaatje gebruikt waardoor de deelnemers de taak zagen. Dat gaatje werd dus gebruikt
zodat het vergroten van de pupillen geen invloed zou hebben op het verslechterd waar-
nemen van visuele details. Mijn bevinding was dat de waarneming van visuele details
niet slechter was dan tijdens freezing. In dit hoofdstuk vond ik dus bewijs voor een rol
van pupilverwijding in verslechterde waarneming van visuele details tijdens dreigende
situaties.
Samenvattend, laat dit proefschrift zien dat onze waarneming verandert tijdens freezing,
wat een bepalende rol kan hebben in de detectie van een potentiele dreiging. We nemen
echter niet alles beter waar: globale informatie kunnen we beter waarnemen dan visuele
details tijdens freezing. Dat betekent dat in dreigende situaties het waarnemen van iets
dat mogelijk gevaarlijk is - zelfs als we het niet kunnen herkennen door het gebrek aan
details –belangrijk kan zijn om snel te kunnen reageren. Better safe than sorry, simpel
gezegd. Dit soort waarnemingen lijken ook door pupilvergrotingen te worden beïnvloed
en doen zich ook voor als we ons daar niet bewust van zijn. Deze resultaten suggereren dus
dat freezing een toestand is waarin de lichamelijke voorbereiding op actie samenhangt
met perceptuele aanpassingen, mogelijk om de kans op overleven in dreigende situaties
te vergroten.
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