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Abstract 
Energy efficiency stands out with its potential to address a number of challenges 
that today‘s electric utilities face, including increasing and changing electricity 
demand, shrinking operating capacity, and decreasing system reliability and 
flexibility. Being the least cost and least risky alternative, the share of energy 
efficiency programs in utilities' energy portfolios has been on the rise since the 
1980s, and their increasing importance is expected to continue in the future. 
Despite holding great promise, the ability to determine and invest in only the 
most promising program alternatives plays a key role in the successful use of 
energy efficiency as a utility-wide resource. This issue becomes even more 
significant considering the availability of a vast number of potential energy 
efficiency programs, the rapidly changing business environment, and the 
existence of multiple stakeholders.   
This dissertation introduces hierarchical decision modeling as the framework for 
energy efficiency program planning in electric utilities. The model focuses on the 
assessment of emerging energy efficiency programs and proposes to bridge the 
gap between technology screening and cost/benefit evaluation practices. This 
approach is expected to identify emerging technology alternatives which have the 
highest potential to pass cost/benefit ratio testing procedures and contribute to 
the effectiveness of decision practices in energy efficiency program planning. 
The model also incorporates rank order analysis and sensitivity analysis for 
testing the robustness of results from different stakeholder perspectives and 
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future uncertainties in an attempt to enable more informed decision-making 
practices. The model was applied to the case of 13 high priority emerging energy 
efficiency program alternatives identified in the Pacific Northwest, U.S.A. 
The results of this study reveal that energy savings potential is the most 
important program management consideration in selecting emerging energy 
efficiency programs. Market dissemination potential and program development 
and implementation potential are the second and third most important, whereas 
ancillary benefits potential is the least important program management 
consideration. The results imply that program value considerations, comprised of 
energy savings potential and ancillary benefits potential; and program feasibility 
considerations, comprised of program development and implementation potential 
and market dissemination potential, have almost equal impacts on assessment of 
emerging energy efficiency programs. Considering the overwhelming number of 
value-focused studies and the few feasibility-focused studies in the literature, this 
finding clearly shows that feasibility-focused studies are greatly understudied.  
The hierarchical decision model developed in this dissertation is generalizable. 
Thus, other utilities or power systems can adopt the research steps employed in 
this study as guidelines and conduct similar assessment studies on emerging 
energy efficiency programs of their interest. 
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CHAPTER 1: INTRODUCTION 
The nature of resource planning has changed dramatically since the 1970s due 
to increased diversity in resource options such as renewable alternatives, 
demand side management (DSM), cogeneration of heat and power (CHP) in 
industrial applications, and deregulation of the energy market. New objectives 
have been added to the utilities‘ decision making processes beyond cost 
minimization, requiring utilities to address environmental and social issues that 
may emerge as a result of their operations [1]. Moreover; rapidly changing 
business conditions caused by technological development, instability in fuel 
markets, and government regulations have significantly increased complexity of 
and uncertainty involved in utility decision-making practices. 
Prior to the 1970s, the utilities‘ main strategy in meeting increasing demand 
mostly consisted of capacity extensions; however, due to increasing marginal 
cost of generation, this approach was abandoned and replaced with more 
efficient use of existing resources. As a result, demand side management (DSM) 
initiatives started being considered as a resource and a part of integrated 
resource plans. DSM programs have been widely utilized to meet increasing 
demand until the mid-1990s when the oil prices were again at a relatively lower 
level. Until this point, electric utilities were required to prove cost effectiveness of 
DSM programs within certain definitions imposed by the Public Utilities 
Commission. These definitions were primarily set in order to make sure proposed 
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programs would be able to recover the costs of investment from a number of 
stakeholder perspectives. After the reduction of oil prices and restructuring of 
electricity markets in the 90s, new ways of justifying cost effectiveness were 
required. Accordingly, the feasibility of DSM programs was evaluated by 
considering the externalities that had not been taken into consideration by the 
preceding assessment models. Inclusion of social and environmental 
externalities led to recognition of societal and environmental perspectives which 
eventually enabled a large number of energy efficiency programs, which were 
previously infeasible, to be feasible [2].  
Financial analysis methods such as cost-benefit ratio and cost effectiveness 
analyses have been some of the primary methods used to justify economic 
feasibility of energy efficiency programs. For instance, testing procedures 
developed by the California Energy Commission and California Public Utilities 
Commission have achieved wide acceptance within the industry [3]–[5]. There 
have been slight variations on existing methods in an attempt to incorporate 
some of the externalities and non-monetary decision variables that became 
important over time [5]–[9]. In the meantime different stakeholders‘ interests in 
feasibility of energy efficiency programs have been addressed by incorporating a 
number of perspectives. These perspectives are consumer, ratepayer, utility 
cost, total resource cost, and societal costs [10]. 
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Although economic analysis is one of the most preferred types of assessment in 
the literature, various types of other assessment methods such as decision 
analysis, decision support systems, and systems analysis have been extensively 
used as well. Particularly, multiple criteria decision-making methods such as 
analytic hierarchy process (AHP), multi-attribute utility theory (MAUT), 
PROMETHEE, and ELECTRE have been heavily utilized in various energy 
planning decision problems. Multi-criteria decision-making methods have been 
favored for their ability to account for multiple decision criteria and stakeholders 
by providing clear and easily interpretable results. Due to multi-criteria decision-
making methods‘ ability to address increasing complexity and uncertainties 
associated with energy planning decisions, they have become widely accepted 
and gained ground against conventional assessment methods. 
1.1. Problem statement 
Although financial analysis methods have become widely accepted, there have 
been several issues concerning the validity of the results. One of the major 
drawbacks of these methods becomes evident when non-monetary variables are 
included in the analyses. The core of the criticism implies that there is no reliable 
and commonly accepted way of monetizing values that derive from 
environmental and social externalities. In order to include non-monetary variables 
in feasibility assessments, analyses are conducted by over simplifying the 
assumptions; otherwise it would be impossible to account for these variables. As 
4 
 
a result, judgments and assumptions embedded in the calculations are criticized 
for being too simple and hidden from the decision makers, which ultimately 
reduce the reliability of the results [11]–[14]. Furthermore, due to the nature of 
economic decision analysis methods, decision makers are not provided with 
detailed information to enable decision analysis at the multiple variable levels, 
but rather a single data point. Accordingly, current decision-making approaches, 
employing economic analysis methods, have been observed to take only 
quantifiable variables into consideration and miss some of the social and 
environmental variables that cannot be easily quantified [13]. This issue is raised 
by Gellings and Smith [15] as well as Keeney and McDaniels [16], who claim that 
energy efficiency programs need to be assessed considering their implications 
for a utility‘s operational objectives such as operational flexibility, use of critical 
fuels, environmental damage, job creation, public and employee health, etc.  
Although DSM programs have often been characterized as being part of 
integrated resource planning, their value as a resource has not reached their full 
potential due to a number of reasons discussed in the barriers literature. One of 
the frequently studied barriers is associated with user heterogeneity, which refers 
to differences in user preferences in adoption decisions. The majority of the 
barriers that the literature focuses on explain the dynamics behind how user 
heterogeneity and other barriers cause slow diffusion of energy efficiency 
technologies in various contexts. Although it is mentioned by a number of 
researchers [17]–[19] that user heterogeneity prevents energy efficiency 
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decision-making practices from accurately identifying and predicting program 
success, no study has been identified to address this issue in a structured 
manner. 
1.2. Research objectives and questions 
The objective of the proposed research is to develop a holistic assessment 
framework for emerging energy efficiency programs. The proposed approach is 
to expand the existing assessment models by incorporating energy efficiency 
program management considerations rather than only the quantifiable variables 
that are largely employed by economic decision analysis methods. Incorporation 
of program management considerations is expected to enable a strategic 
perspective on technology planning practices in electric utilities and lead to more 
comprehensive decision-making practices.  
Decision alternatives in this research are emerging energy efficiency program 
alternatives; and each program alternative is defined as a combination of a 
technology and an end use where the specified technology is to be applied. This 
approach is employed in order to account for user heterogeneity and decrease 
uncertainties associated with it. Such an approach is expected to define decision 
alternatives detailed enough to enable more accurate assessment. Overall, 
proposed improvements are expected to contribute to the existing level of 
knowledge by enabling a more accurate and comprehensive technology 
evaluation approach. 
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The proposed assessment framework will address the following research 
questions: 
 What are the criteria for assessing energy efficiency programs for a given 
power system or a region?  
 How can impacts of end-use heterogeneity be incorporated and captured 
in decision-making practices?  
 Which energy efficiency program alternatives have the highest value from 
a power system or a regional perspective? 
 How do changes in priorities impact the value of emerging energy 
efficiency programs?  
 Could the proposed assessment framework be standardized to assess a 
wide range of emerging energy efficiency program alternatives in different 
contexts? 
The research questions listed above will address the following research gaps 
found in the literature: 
 There is no holistic assessment framework that can assess program 
alternatives by accounting for multiple decision makers and variables. 
 Impacts of changing priorities on program planning have not fully been 
studied.  
 The impact of user heterogeneity on the potential of energy efficiency 
programs has not fully been explored.  
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1.3. Research methodology 
The methodology employed in this research is hierarchical decision modeling 
(HDM), which is one of the widely used multi-variable decision-making 
methodologies. HDM breaks down complex decision problems into smaller sub-
problems and provides decision makers a systematic way to evaluate multiple 
decision alternatives. HDM can be used for decision analysis problems with 
multiple stakeholders, and it provides a basis for group decision making. Its 
ability to make use of qualitative and quantitative decision variables makes it very 
flexible and applicable to wide range of application areas. 
This research consists of seven phases, and each phase addresses various 
aspects of common research design considerations within the HDM 
methodology. The following figure provides a schematic overview of the research 
process. 
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Figure 1: Research framework  
 
Phase 1 – Literature review: A large body of relevant academic literature has 
been reviewed for developing a solid background for this research. The first part 
of the literature review focuses on methodological and theoretical aspects, and 
the second part of the literature review provides necessary insights into a case 
application. 
Phase 2 – Identify assessment criteria: In order to develop a preliminary 
assessment framework, a large body of energy planning literature has been 
reviewed; a special focus was placed on energy efficiency program evaluation. A 
taxonomy study was conducted on identified variables that were previously used 
for energy efficiency program evaluation.   
Phase 1
Literature review
Phase 3
Define and identify  decision 
alternatives
Phase 2
Identify assessment criteria Phase 4
HDM Development
- Mission                     
-Program considerations
-Sub-factors
-Alternatives
Phase 5
Data collection and analysis
Phase 7
Results validations and 
recommendations
Phase 6
Sensitivity analysis
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Phase 3 – Define and identify decision alternatives: User heterogeneity was cited 
as a source of uncertainty in energy efficiency program planning by a number of 
academic studies. In this research, user heterogeneity was accounted for by 
defining the decision alternatives with a combination of technology and end-use. 
This approach was confirmed with the current emerging energy efficiency 
technology management practices in the Pacific Northwest. A select number of 
emerging energy efficiency program alternatives have been identified for case 
application purposes. 
Phase 4 – HDM development: A preliminary hierarchical decision model was 
constructed using the output of Phase 2 and Phase 3. The initial model was 
discussed with a group of subject matter experts via face-to-face interviews for 
validity purposes. The preliminary model was modified based on the feedback 
received. The modified model was further validated with a large group of subject 
matter experts with various backgrounds. The finalized model decision hierarchy 
consists of four levels including mission, program management considerations, 
sub-factors, and decision alternatives.  
Phase 5 – Data collection and analysis: A number of expert panels and relevant 
research instruments were designed based on the finalized model. Experts‘ 
judgments on the relative importance of the model variables were captured using 
pairwise comparison method. Judgment quantifications were done using the 
constant sum method. A pairwise comparison method software was used to 
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aggregate quantified judgment values and to determine expert inconsistencies 
and group disagreements.  
Phase 6 – Sensitivity analysis: This research was conducted at one point in time 
and validity of the results is time dependent. Due to the existence of changing 
priorities and technological developments, a current optimum decision may lose 
its optimality overtime. A sensitivity analysis method was performed to observe 
the robustness of the results of this research. Sensitivity analysis was conducted 
for single input variations on program management considerations, which reside 
on the second level of the decision hierarchy. The analyses were focused on 
testing the robustness of the results with respect to preserving the ranking order 
of the top alternative and the ranking order of all alternatives. 
Phase 7 – Results validation and recommendations: Results of this study were 
presented to a group of subject matter experts for criteria related validity 
purposes. Experts were asked to provide their feedback about the decision 
model‘s ability to produce predictable results. Potential improvement areas for 
further research were identified. 
The following table provides research phases and corresponding research 
questions that the experts intended to address. 
Table 1: Research phases and research questions addressed 
Research phases Research questions addressed 
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Phase 2 - Identification of assessment  
                criteria 
1. What are the criteria for assessing energy efficiency  
    programs for a given power system or a region?  
Phase 3 - Definition and identification of  
                decision variables 
2. How can impacts of end use heterogeneity be  
    incorporated and captured in decision-making  
    practices?  
Phase 4 - Hierarchical model 
development 
3. Which energy efficiency program alternatives have  
    the highest value from a power system or a regional  
    perspective? Phase 5 - Data collection and analysis 
Phase 6 - Sensitivity analysis 
4. How do changes in priorities impact the value of  
    emerging energy efficiency programs?  
Phase 7 - Results validation and  
                recommendations 
5. Could the proposed assessment framework be  
    standardized to assess a wide range of emerging  
    energy efficiency program alternatives in different  
    contexts? 
 
1.4. Research application 
To demonstrate the hierarchical decision model, a case application has been 
conducted in the Pacific Northwest. Traditionally, energy conservation resources 
have been a significant part of the Pacific Northwest‘s energy portfolio, and their 
contribution is expected to continue to increase in the future. In the last 30 years, 
energy conservation programs in the Pacific Northwest have achieved 4000 
average megawatts of electricity savings, meeting half of the demand growth 
between 1980 and 2008. The conserved amount of electricity is expressed as 
being enough to power the state of Idaho, Western Montana and the city of 
Eugene for 1 year; avoiding 8 to 10 new coal or gas fired power plants and 
saving ratepayers $1.8 billion. 
Energy efficiency has been contributing to the region‘s power system in a 
number of ways by keeping electricity rates low, avoiding new construction 
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projects, reducing the environmental footprint, and contributing to regional 
economic growth. Recent increases in the cost of energy resources, increasing 
electricity demand that is straining the limits of the existing power system, and 
potential carbon policies have increased the importance of energy conservation 
more than ever before. Accordingly, the region‘s resource plan demands that 
80% of the load growth in the next 20 years be met by energy efficiency efforts. 
Management of technology has been critical to the Northwest‘s historical success 
in utilizing energy efficiency as a resource. It has been asserted that many of 
today‘s successfully diffused energy efficiency technologies; compact fluorescent 
lamps (CFLs), resource efficient clothes washers, super-efficient windows and 
premium efficiency motors were the result of research projects initiated in the 
1980s and 1990s. Due to deregulations that took place in the mid-1990s, utility-
driven technology development efforts have halted significantly and its impacts 
are felt today in a way that there is no portfolio of technologies that can enable 
significant savings potential for the future. In order to meet the aggressive energy 
efficiency goals, the Pacific Northwest‘s public power, investor-owned utilities 
and other energy efficiency organizations restarted technology management 
initiatives in 2008. Collaborating with universities, national labs and utility experts, 
a task force named ―E3T emerging technologies‖ was formed within Bonneville 
Power Administration‘s (BPA) energy efficiency group. The goal of the effort was 
to contribute to the Pacific Northwest‘s medium- and long-term energy savings 
targets by providing a robust pipeline of energy efficiency technologies. 
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The E3T program has been identifying emerging energy efficiency technologies 
through a number of channels. The group has currently identified 371 program 
alternatives, some of which are at different stages along the program 
management life cycle. In order to successfully manage its technology portfolio, 
the group has been developing a management framework that can identify high 
priority technologies from a large number of alternatives with limited quantitative 
information. 
Considering its background in energy efficiency investments and future plans, the 
Pacific Northwest has been identified as a potential case application for this 
dissertation. This research focuses on 13 energy efficiency program alternatives 
that were previously identified as high priority by the region. The results of this 
study will help identify the highest priority program alternative and provide 
insights into each program alternative‘s weak and strong points with respect to 
the assessment considerations employed. Successful demonstration of the case 
application will justify the usefulness of the model and provide a generalized 
assessment framework for similar efforts elsewhere. 
 
 
1.5. Outline of the dissertation 
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Chapter 1 provides an introduction and gives an overview of the dissertation. The 
research background, objectives, and approaches are briefly presented. 
Chapter 2 provides methodological and theoretical background for the research 
and provides an insight into a case application. This section is based on a 
comprehensive literature review in the areas of decision making practices and 
methodologies in energy planning, decision making studies on demand side 
management, and use of energy efficiency in integrated resource planning. 
Research gaps, goals and questions are presented. 
Chapter 3 presents the research objective, methodology employed, and 
associated research steps. Each step is discussed more in detail by providing 
information on the choice of methods, justifications, and methodological 
background.  
Chapter 4 introduces the generalized model used in the research. Development 
of the case application is presented by providing information on model 
development and validity process, data collection instruments, expert panel 
formations, and data collection process.   
Chapter 5 presents the judgment quantification results. The overall contributions 
of model variables are calculated. The data are analyzed for inconsistencies, 
disagreement, and sensitivity. 
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Chapter 6 discusses the implications of the results according to various levels in 
the model. Policy recommendations are included based on research results as 
well as experts‘ feedback during the validation process.  
Chapter 7 concludes the research from the aspects of contributions, assumptions 
and limitations, and future research areas.  
16 
 
CHAPTER 2: LITERATURE REVIEW 
2.1. Decision making in energy planning 
During the 1970s, the nature of decision making in energy planning was mostly 
single dimensional, aiming to design the energy systems in a least cost manner 
[20], [21]. In the 1980s, environmental awareness started to show itself in energy 
planning considerations. This situation led to increasing use of multi-criteria 
decision-making (MCDM) approaches attempting to address tradeoffs between 
environmental and economic decision attributes [22]–[24]. One of the most 
significant reasons behind this situation stems from MCDM methods‘ ability to 
address decision issues in the presence of multiple objectives and stakeholders. 
This feature has been observed to be very important due to the complexity of the 
energy systems where different stakeholders have varying degrees of interest in 
different decision attributes. 
Utility operations are significantly complex and diverse in range, leading decision 
practices to be very different depending on the application area. As a result, 
energy planning decision practices are dispersed in a wide range of application 
areas. According to Zhou et al. [25], assessment studies in the context of energy 
planning can be divided into two levels: strategic/policy and operational/tactical. 
For instance, strategic/policy level studies are focused on macro issues such as 
policy analysis, energy investment planning and conservation strategies. 
Operational/tactical level studies are focused on operational and short-term 
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development goals such as energy pricing, bidding, and power plant choice. 
Apart from application levels, energy planning assessment studies are dispersed 
over 6 application areas: strategic resource planning, power planning, plant 
choice and project appraisal, utility operations management, energy related 
environmental policy analysis, and energy related environmental control 
management. 
The nature of the aforementioned applications areas have been observed to be 
different with respect to a number of considerations such as degree of decision 
problem complexity, degree of uncertainty in the environment, type of decision 
making, data availability, and occurrence of similar decision needs. Accordingly, 
please refer to the table below for further information about nature of decision 
making per application area. 
Table 2: Energy planning applications and the nature of assessment practices 
[25] 
Application areas Complexity Uncertainty 
Problem 
type 
Data 
availability 
Recurring 
type 
Strategic resource 
planning 
High High Selection Difficult Seldom 
Power planning Medium Low Design Easy Periodic 
Plant choice and 
project appraisal 
Medium High Selection Normal Periodic 
Utility operations and 
management 
Low Medium Selection Easy Common 
Energy related 
environmental policy 
analysis 
High High Selection Difficult Seldom 
Energy related 
environmental control 
and management 
High Medium Selection Normal Periodic 
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 Strategic resource planning focuses on assessment of energy systems in 
order to develop and formulate strategic energy resource decisions. 
Studies in this field are observed to focus on energy system assessment, 
public debate and energy policy, energy conservation and resource 
allocation issues.  
 Studies under the power planning area focus on system design issues 
involving power generation, transmission, and distribution.  
 The plant choice and project appraisal area focuses on assessment of 
energy technologies and value calculation of related projects.  
 Utility operations and management studies are concerned about 
operational issues such as energy bidding and pricing decisions, which 
happen on a periodic basis.  
 Studies in the energy environmental policy analysis area focus on energy 
related environmental issues by providing assessment of climate change 
policies, public perception about global warming, etc.  
 Lastly, research efforts in the area of energy related environmental control 
and management that focus on waste management issues stemming from 
energy related activities have been identified. 
From the literature review, it has been observed that the majority of the studies 
focus their efforts on multi-criteria decision-making techniques and methods. This 
finding is also parallel to the fact that energy planning decisions are multi-
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dimensional, and solutions to problems require involvement of multiple 
stakeholders whose interests may or may not be conflicting.  
Having covered a significant portion of decision analysis studies in energy 
planning literature, assessment methods can be grouped under four categories: 
economic analysis, decision analysis, decision support systems, and systems 
analysis methods. Please refer to table below for a breakdown of assessment 
methods employed in the energy decision-making literature. 
Table 3: Breakdown of assessment methods in energy decision making 
Type of assessment Tools and methods 
Economic Analysis 
Cost/Benefit Analysis 
Cost Effectiveness Analysis 
Life-cycle Cost Assessment 
Payback Period Analysis 
Real Options Analysis 
Decision Analysis 
Maximin, Minimax, Maximax Methods 
Decision Trees 
Influence Diagrams 
Multi-attribute Utility Theory 
Analytic Hierarchy Process (AHP) 
Analytic Network Process (ANP) 
PROMETHEE 
ELECTRE 
Decision Support Systems Decision Support Systems 
Systems Analysis 
Simulation Modeling and Analysis 
System Optimization (linear programming, integer linear/non-
linear programming, goal programming, data envelopment 
analysis) 
TOPSIS 
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2.1.1. Economic analysis methods 
2.1.1.1. Cost/Benefit analysis 
Cost benefit analyses attempt to measure positive and negative outcomes of a 
project by normalizing the related cost and benefit items in monetary terms. In 
simple terms, it aims to evaluate investment alternatives based on the degree to 
which benefits of an investment outweigh its costs. 
Cost benefit analyses have been mostly used in economic analysis of DSM 
programs[3]–[5], [7]–[9], [26], evaluation of decentralized energy systems [27], 
residential energy efficiency solutions [28], biogas energy solutions in rural areas 
[29], municipal waste treatment options [30], energy efficiency standards for 
household refrigerators [31], [32], indoor air pollution mitigation interventions [33], 
solar water heaters [34], and energy investments [14]. 
Cost benefit analyses are strong in terms of providing a single decision criterion, 
enabling decision makers to optimize their decisions; however, there are 
significant limitations associated with this method. For instance, one of the first 
limitations is that in most of the cases, it is difficult to provide accurate monetary 
value for the benefits. Moreover, the definition of benefits and costs associated 
with an investment is subjective and, depending on the decision maker results, 
has a great deal of variability. Cost benefit analysis methods are also reported to 
be lacking in cases where legal authorities may not allow for economic cost 
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considerations due to potential risks associated with public health and hazardous 
situations. 
2.1.1.2. Cost effectiveness analysis 
Cost effectiveness analysis helps decision makers determine the options that 
provide the best use of resources for a given type of service by comparing 
relative costs and outcomes associated with decision alternatives. Cost 
effectiveness is expressed in terms of a ratio, which expresses costs per unit of 
service. Cost effectiveness analysis is mostly used in the health sciences field, 
where in many cases it is not appropriate to monetize all cost and benefit items. 
It should be noted that the cost effectiveness method is conducted without 
monetizing variables, whereas the cost/benefit ratio method is. 
The cost effectiveness method has been mostly used in the evaluation of climate 
change mitigation policies [35]–[37], solar cell R&D programs [38], building 
energy efficiency measures [39], voluntary energy efficiency programs [40], algae 
based energy production [41], energy efficient residential appliances [42], energy 
efficient insulations [43], GHG gas emission measures [44], [45], impacts of 
permanent load shifting efforts [46], and hydrogen storage vessels [47]. 
Similar to cost benefit analysis, the advantage of cost effectiveness analysis is its 
ability to provide single metric for optimum decision making. Moreover, the cost 
effectiveness method is favored since it is easy to understand and it is not 
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resource intensive. One of the observed drawbacks of cost effectiveness 
analysis also applies to energy field. For instance, cost effectiveness methods 
provide a good basis for comparing different decisions efficiencies; however, they 
do not provide any insight into whether a decision is economically justifiable or 
not. 
2.1.1.3. Life-cycle cost assessment 
Life-cycle cost assessment is an analytical tool attempting to calculate total cost 
of a product through its entire life. Life-cycle cost assessment is widely employed 
in assessing environmental impacts by observing different states of products‘ life 
cycles such as mining, material processing, manufacturing, distribution, 
maintenance, and disposal. 
The life-cycle cost assessment method has been used in evaluation of solar 
thermal collectors and photovoltaic systems [48], [49], GHG emission of wind 
turbine investments [50]–[52], pollutant emission of coal enterprises [53], GHG 
emission of alternative vehicles and fuels [54], [55], infrastructure for 
conventional and electric vehicles [56], buildings and net zero energy houses 
[57]–[59], building materials [60], renewable and energy management systems 
[61], [62], micro algal biomass production [63], and heat pump applications for 
hotels [64]. 
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One of the significant advantages of this method is that it allows decision makers 
to make optimum decisions based on a single metric. Life-cycle cost analysis is a 
powerful tool to analyze measurable systems; however, since not all the factors 
in a system can be expressed in quantitative terms, it fails to address such 
decision problems. For instance, it is criticized for its inability to take social 
implications into consideration. Moreover, life-cycle cost assessment requires a 
significant amount of data collection, which increases the cost of decisions as 
well as response time. 
2.1.1.4. Payback period analysis 
Payback period is defined as the amount of time required to recover the cost of 
an investment. As predicted, investments with a longer payback period are less 
favorable than the shorter alternatives. 
The payback period analysis method has been used in evaluation of photovoltaic 
systems [65]–[68], battery alternatives for photovoltaic systems [69], power 
plants [70], [71], energy efficient retrofit measures [72], [73], lighting measures 
[74], solar water heaters [75], [76], residential combined heat and power systems 
[77], balconies for residential apartments [78], and a model for integration of 
carbon dioxide in payback period analysis [79]. 
The advantages of payback period analysis include that it is easy to conduct and 
provides some certain degree of risk information about the decisions. However, 
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payback period analysis does not provide information about whether a decision is 
economically justifiable or not and ignores time value of the money. Moreover, it 
also does not consider the cash inflows after a project recovers its costs, 
curtaining the actual amount of outcome associated with the decision. 
2.1.1.5. Real options analysis 
Real options analysis attempts to fill in the gap that the net present value (NPV) 
method has created by assuming that once an organization commits to an 
investment, there is no way to recover the sunk costs. Accordingly, real option is 
defined as the situation where a decision maker can make a decision among 
multiple tangible assets. 
The real options analysis method has been used in evaluation of fusion energy 
R&D programs [80], federal renewable energy R&D projects [81], renewable 
energy investments [82]–[85], wind turbine investments [86], renewable energy 
policies [87], [88], and energy efficiency projects [89], [90]. 
One of the advantages of real options is that it opens up a wide range of decision 
alternatives by eliminating the assumption that NPV makes. Real options 
analysis also has some limitations associated with it. For instance, in some cases 
a transaction between existing to another state may have risky implications, blind 
siding decision makers from potential pitfalls. 
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Please refer to table below for a summary of economic analysis methods 
covered in the literature review. 
Table 4: Economic analysis methods used in energy planning literature 
Type of 
assessment 
Tools and methods Reference 
Economic 
Analysis 
Cost/Benefit Analysis [3]–[5], [7]–[9], [14], [26]–[34] 
Cost Effectiveness Analysis [35]–[47], [91] 
Life-cycle Cost Assessment [48]–[52], [54], [56]–[64], [92]–[94] 
Payback Period Analysis [65]–[72], [74]–[79], [95] 
Real Options Analysis [80]–[90] 
 
2.1.2. Decision analysis methods 
2.1.2.1. Maximin, Minimax, Maximax Methods 
Maximin, minimax, maximax methods are most useful in cases where the 
decision environment is uncertain and there is a significant number of potential 
outcomes to be considered. These methods are especially useful to develop 
strategies in uncertain environments where decision makers perceive a 
significant level of risk. Although these methods are simple and computationally 
not intensive, they share a common disadvantage. They are not very well suited 
for decision problems with multiple variables where different stake holders have 
different levels of interest. 
Maximin, minimax and maximax methods have been used in risk assessment of 
environmental and public policy making [96], [97] and renewable energy 
investments [98]. 
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The minimax method has been reported to be quite helpful in a climate change 
policy development case where there were a wide range of potential outcomes 
and decision makers were uncertain about the future. The maximax method 
helps decision makers to develop aggressive strategies, aiming to select the 
alternative that provides the maximum benefit. The maximax method is useful in 
cases where there is single decision variable. In multiple criteria cases, it is 
possible to have situations where the trade-off between which attribute to take 
into account may be a problem. 
2.1.2.2. Decision trees and influence diagrams 
The decision tree method is a decision analysis tool that uses a tree-shaped 
diagram to determine a course of action or show a statistical probability. Each 
branch in the decision tree represents a decision or an occurrence, showing how 
a choice leads to the next choice. Decision trees are useful in simplifying 
complex decision issues into small problems and representing them in an easy to 
understand format. 
An influence diagram is another way of structuring a decision problem by 
describing the dependencies among conditional variables and decisions. An 
influence diagram is a generalization of Bayesian networks that can handle 
probabilistic decision-making problems. 
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Decision trees and influence diagrams have been used for risk assessment of 
energy policies [99], power system security assessment [100], [101], detection of 
frauds and non-technical system loses [102], long-term energy planning [103], 
[104], power system design [105], [106], building energy demand modeling [107], 
and environmental management [108]. 
Both of the methods are quite simple to understand and applicable to decision 
analysis where there is a little hard data available. Calculations used in the 
methods are quite simple, and they can easily be combined with other methods. 
One of the disadvantages of both influence diagrams and decision trees is that 
as the number of decision variables in the analysis increase, the complexity of 
the model increases incrementally, making it visually hard to present the 
problem. Moreover, these decision methods are not suited for decision-analysis 
problems where there multiple decision criteria. 
2.1.2.3. Multi-attribute utility theory 
Multi-attribute utility theory (MAUT) is a popular multi-criteria decision making tool 
developed by Keeney and Raiffa [109]. MAUT captures decision makers‘ 
preferences through utility functions, which are defined for all decision attributes 
in a given model. Utility values for decision alternatives are determined using 
either single-attribute utility functions or multi-attribute utility functions. One of the 
significant advantages of MAUT is its ability to cope with uncertainties by 
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incorporating risk preferences into the decision models through use of utility 
functions. 
MAUT has been used in a variety of application in other areas; however, its use 
in the energy planning field has been limited due to complexity of the field. MAUT 
has been used for a variety of purposes in the energy field such as renewable 
energy generation technology selection [110], [111], selection of energy sources 
[112], evaluation of electric utility environmental impacts [113], [114], electric 
power system expansions [115], [116], site selection for nuclear waste disposal 
[117], [118], and assessment of uranium mining liabilities [119]. 
Another advantage of MAUT is the practical use of utility functions. Utility 
functions help decision makers to define a function that creates desirability 
values corresponding to the performance level of the decision alternative. Even 
when a new alternative is to be added to the analysis, an alternative‘s value is 
defined by comparing its performance with the predefined utility function, rather 
than the other decision alternatives. 
The disadvantages of MAUT include difficulty for decision makers to have a good 
perception about their risk preferences, and time and resource consuming nature 
of utility function development phase. Moreover, in cases where qualitative 
decision attributes are used, it is often difficult to define clear-cut scenarios and 
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corresponding desirability values that could best represent the range of 
conditions associated with the alternatives. 
2.1.2.4. Analytic hierarchy process 
Analytic hierarchy process (AHP) is one of the widely applied multi-criteria 
decision making methods in the energy planning context. There are several steps 
involved in developing AHP models. For instance, the initial step requires 
decision makers to disaggregate the decision problem into smaller sub-problems 
and develop decision attributes that are interrelated to each other in a 
hierarchical fashion. 
AHP has been applied in a number of energy related applications such as policy 
development and analysis [120], [121], electricity generation planning [122], 
[123], technology evaluation [124]–[128], R&D portfolio management [129], site 
selection [130], [131], integrated resource planning [13], [16], [132], [133], 
evaluation of DSM implementation strategies [134], [135], evaluation of lighting 
efficiency measures [136], and prioritization of energy efficiency barriers in SMEs 
[137]. 
AHP is intuitive in nature and quite helpful in simplifying complex decision 
problems. This feature of AHP helps decision makers to interpret results easily. 
Moreover, similar to other multi-criteria decision making methods, AHP can use 
both qualitative and quantitative criteria in the same framework, making it very 
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flexible to use in wide range of application areas. The AHP method has been 
mostly criticized for being time consuming in decision analysis with a large 
number of decision alternatives or criteria. 
2.1.2.5. Analytic network process 
Analytic network process (ANP) is defined as the extended version of AHP, 
enabling decision makers to formulate more complex problems by eliminating the 
need for a constructed hierarchy among the decision attributes. ANP eliminates 
this need by taking interdependencies and feedback effects among the decision 
variables into consideration. 
Use of ANP in the energy field has been rather limited; however, it has been 
used in the other fields quite extensively. For instance, location selection of solid 
waste plants [138] and undesirable facilities [139], evaluation of waste water 
treatment alternatives [140], and energy resource portfolio management [141] 
are some of the relevant studies conducted in different contexts. 
Within the context of this research proposal, advantages and disadvantages of 
ANP are quite similar to AHP. 
2.1.2.6. PROMETHEE 
PROMETHEE is a well-known multi-criteria decision-making method based on 
the outranking approach. PROMETHEE was first developed in the 1980s; 
however, different versions such as PROMETHEE II became available in 
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subsequent years. Although ELECTRE and PROMETHEE methods look quite 
similar, there is a slight difference in the way they determine rankings of the 
decision alternatives. For instance, the ELECTRE method only considers the 
preference values and ignores the level of difference between decision 
alternatives, whereas PROMETHEE integrates preference functions in order to 
measure the difference between two alternatives for each decision attribute. 
In the energy planning field, PROMETHEE methods have been employed to 
tackle a variety of decision problems such as location selection of hydro power 
plants [142], evaluation of energy generation systems [124], [143], [144], and 
selection of electric resource acquisition [145]. 
PROMETHEE methods are favored because they are simple and easy for the 
decision makers to understand. Furthermore, they are capable of using both 
qualitative and quantitative decision criteria, enabling them to be suitable for a 
wider range of decision problems. Similar to ELECTRE methods, PROMETEE 
methods are quite suitable for decision problems where there are large number 
of decision alternatives and a few decision criteria [98]. 
2.1.2.7. ELECTRE 
ELECTRE methods are based on dominance relationships between decision 
alternatives. Methods attempt to determine decision alternatives which are 
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favored the most over a set of decision attributes, and also fulfill the minimum 
level of performance level set for each decision attribute. 
In the context of energy planning, ELECTRE methods have been applied to a 
wide range of areas such as renewable energy planning [146]–[150], 
performance assessment of biogas plants [151], selection of building energy 
management measures [152], [153], selection of energy efficiency efforts [10], 
selection of waste management system [154], and integrated resource planning 
[155]–[157]. 
One of the most significant advantages of this approach is its ability to maintain 
changes in the number of decision criteria as well as relative weights of the 
criteria. In addition to the statements above, ELECTRE methods can also be 
used in decision environments where there is significant deal of uncertainty. 
Aggregation methods used in the ELECTRE III method have been criticized for 
being opaque, making it difficult for decision makers to get insight into the results 
[146], [150]. Moreover, the concept of threshold values is stated to be logical at 
first sight; however, it is criticized for not having clearly defined physical or 
psychological explication. ELECTRE methods have been observed to fail at 
determining the outranking decision alternatives [98]. 
Please refer to the table below for a summary of decision-analysis methods 
covered in the literature review. 
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Table 5: Decision analysis methods used in energy planning literature 
Type of 
assessment 
Tools and methods Reference 
Decision 
Analysis 
Maximin, Minimax, Maximax Methods [96]–[98], [158], [159] 
Decision Trees [99]–[103], [105]–[107], [160] 
Influence Diagrams [104], [108] 
Multi-attribute Utility Theory [110]–[119] 
Analytic Hierarchy Process (AHP) 
[13], [16], [120]–[123], [125]–[135], 
[137] 
Analytic Network Process (ANP) [138]–[141] 
PROMETHEE [124], [142]–[145], [161] 
ELECTRE [10], [146]–[152], [154]–[157] 
2.1.3. Decision support systems 
Decision support systems are defined as computerized, interactive decision aid 
systems. The significant contribution of these systems stems from their ability to 
handle computation and data intensive decisions. Decision support systems can 
help decision makers to select decision criteria and alternatives as well as 
provide trade-off analysis. 
DSS are widely adopted in energy planning practices such as energy and 
environmental quality management [162]–[165], transportation related energy 
management issues [166], selection of electricity generation alternatives [167], 
renewable energy planning [55], [168]–[175], electric power operation planning 
[176], energy systems management [73], [177]–[182], and building design [183]. 
Some of the common advantages of DSS systems could include rapid response, 
detailed reporting, and ability to model more complex decision problems. The 
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disadvantages of DSS systems could include the lack of flexibility to 
modify/change the existing DSS models due to coding requirements. 
Please refer to the table below for a summary of decision support systems 
studies in the literature review. 
Table 6: Decision support system studies in the energy planning literature 
Type of assessment Tools and methods Reference 
Decision Support Systems Decision Support Systems [55], [73], [162]–[183]  
2.1.4. Systems analysis methods 
2.1.4.1. Simulation modeling and analysis 
Simulation models in general are used to evaluate the performance of an existing 
or a proposed system under different configurations of interest over long periods 
of time. 
Use of simulation models can be seen in a wide variety of application areas such 
as manufacturing and services systems; public systems including healthcare, 
military, and natural resources; transportation systems; and construction 
systems. It has been observed that simulation models are not very popular for 
energy planning decision analysis purposes. It has been observed that they are 
rather more preferred in design problems, which are mostly operational level and 
require optimized solutions. 
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Simulation modeling and analysis methods have been mostly used for modeling 
building energy consumption [184]–[190], conventional and renewable energy 
generation systems [191], building energy management systems [192], and 
energy consumption of air conditioning technologies [193]–[195]. 
The use of simulation models provides a number of unique advantages that may 
be useful in the right situations. Simulation models are very powerful in cases 
where decision makers seek answers to ―what if‖ questions. For instance, 
simulation models enable analysis of new policies, operating procedures, rules 
and similar events without disrupting the existing system, thus saving resources 
and reducing risks. The results of simulation models can provide insight to a 
significant level of detail, defining what the actual system is rather than what the 
decision makers think it is. Lastly, simulation models enable decision makers to 
analyze the impacts of long-term events in a very small amount of time. There 
are a number of considerations associated with using simulation modeling. 
Depending on the context and experience of the designers, simulation models 
may end up being too complex or simple, which may result in misrepresentation 
of the environment. Moreover, depending on the individuals, there may be 
multiple different simulation models that are proposed for the same decision 
problem, making it difficult to validate models and results. Simulation results are 
also criticized for being too complex and difficult to interpret, especially in the 
case of complex systems. Depending on the complexity of the system, simulation 
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models can be very costly and data intensive. As a result, it may not be cost 
effective to apply them to relatively smaller decision problems or those decisions 
which do not occur frequently. 
2.1.4.2. System optimization 
System optimization methods in general attempt to determine those decision 
alternatives that can best achieve an objective or a set of objectives within the 
feasible range defined by a set of limitations. For instance, system optimization 
methods in energy planning usually define objective functions as the sums of 
distances from each goal defined for each objective. Due to the multi-criteria 
nature of problems, system optimization methods are some of the most accepted 
multi-criteria decision-making methods in energy planning. System optimization 
methods include linear programming, integer linear/non-linear programming, and 
goal programming. 
Some of the examples for system optimization applications in the energy 
planning literature include national level energy planning [196]–[198], regional 
energy planning [24], [199], [200], evaluation of power plants [201], portfolio 
optimization of renewable energy resources [202]–[205], environmental planning 
issues and climate change [125], [206], energy supply optimization [207], [208], 
building energy management and design [133], [152], [153], [209], [210], and 
power distribution planning [211], [212]. 
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System optimization methods are powerful in cases where there is available 
quantitative data. Accordingly, they have been observed to be the most useful in 
operational level decision problems requiring optimized solutions. Furthermore, 
they are found to be mostly focusing on system design issues rather than 
decision analysis. One of the most significant benefits of system optimization 
methods is their ability to use various types of quantifiable data that do not 
require them to be converted into a single data type such as monetary value. 
This feature enables decision makers to observe decision attributes with the 
metrics that they are naturally defined with. System optimization methods are 
favored due to their objective and easy to understand nature; however, there is a 
considerable amount of criticism for several reasons. For instance, these 
methods need decision attributes to be defined on a measurable scale in order to 
perform quantitative analyses. Since it is often difficult to define social attributes 
in quantitative data form, these methods have difficulty in handling strategic-level 
decision-analysis problems.  
2.1.4.3. TOPSIS 
TOPSIS is a multi-criteria decision-making method that treats those decision 
alternatives that have the shortest Euclidian distance from the ideal solution and 
the longest distance from the negative-ideal solution as the optimum solution. 
The TOPSIS method has been used in several energy planning decision analysis 
such as evaluation of green suppliers [213], thermal energy storage power 
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systems [214], performance of electricity distribution utilities [215] and electric 
power supply bureaus [216], site location of thermal power systems [217], energy 
planning [218], and energy performance of office buildings [219]. 
One of the drawbacks of this methodology is the assumption that each decision 
attribute has a monotonically increasing and decreasing utility. This assumption 
may cause significant limitations in cases where decision attributes are 
associated with a threshold value. Furthermore, defining the characteristics of the 
ideal and negative-ideal alternative may also cause difficulties in situations where 
decision makers do not have reliable information and the decision environment 
rapidly changes. 
Please refer to table below for a summary of systems analysis methods covered 
in the literature review. 
Table 7: Systems analysis methods used in energy planning literature 
Type of 
assessment 
Tools and methods Reference 
Systems Analysis 
Simulation Modeling and Analysis 
[184]–[195], 
[220]–[222] 
System Optimization (linear programming, integer linear/non-
linear programming, goal programming, data envelopment 
analysis) 
[24], [125], 
[133], [153], 
[196]–[212] 
TOPSIS 
[53], [213]–
[219] 
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2.2. Decision making in demand side management  
The literature review has revealed that multi-criteria decision-making methods 
have been widely used in various applications of DSM literature. For instance, 
specific areas covered in the literature are perspectives on DSM assessment 
practices [16], [223], [224], assessment of DSM potential [225]–[227], 
approaches for including DSM in integrated resource planning [122], [228]–[231], 
assessment of DSM programs [10], [13], [136], [232]–[236], prioritization of 
energy efficiency barriers [137], [237], assessment of DSM implementation 
strategies [134], [135], [157], and post evaluation of DSM program impacts on 
utility operations [238]–[249]. 
Below you can see DSM assessment studies with respect to the research focus. 
Table 8: DSM assessment studies with respect to the research focus 
Research focus References 
Use of value-focused objectives in utility assessment [16], [223] 
Impact of geographical heterogeneity on DSM program feasibility [224] 
DSM potential assessment [225]–[227] 
Approaches for including DSM in IRP 
[17], [18], [122], [228]–
[231] 
DSM program selection considering utility objectives [10], [13] 
DSM program selection considering environmental impacts [232] 
DSM program selection considering environmental and economic 
impacts 
[233]–[236] 
Assessment of lighting efficiency measures [136] 
Assessment of energy efficiency market barriers [137], [237] 
Assessment of DSM implementation strategies [134], [135], [157] 
Post evaluation of DSM program impacts on utility operations [238]–[249] 
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Keeney and McDaniels [223] attempted to identify a hierarchy of objectives in the 
electric utilities by employing a value-focused perspective. A hierarchy of 
objectives was proposed to address all major assessment issues that a utility 
organization would require. Their assessment criteria cover high-level objectives, 
which are related to environmental, economic, technical and social 
considerations. Accordingly, you can see the complete list in the table below. 
This list gives a quick glimpse at a wide range of utility objectives; however, more 
comprehensive studies can also be found in the literature [16]. 
Table 9: Hierarchy of objectives in electric utilities [223] 
 
1. Maximize contribution to economic development 
1.1. Minimize cost of electricity use 
1.2. Maximize funds transferred to government 
1.3. Minimize economic implications of resource losses 
2. Act consistently with the public's environmental values  
2.1. About local environmental impacts  
2.1.1. To flora 
2.1.2. To fauna 
2.1.3. To wildlife ecosystems 
2.1.4. To limited recreational use 
2.1.5. To aesthetics 
2.2. About global impacts  
3. Minimize detrimental health and safety impacts   
3.1. To the public  
3.1.1. Mortality 
3.1.2. Morbidity 
3.2. To employees  
3.2.1. Mortality 
3.2.2. Morbidity 
4. Promote equitable business arrangements   
4.1. Equitable pricing to different customers  
4.2. Equitable compensation for concentrated local impacts 
5. Maximize quality of service   
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5.1. To small customers  
5.1.1. Minimize outages 
5.1.2. Minimize duration of outages 
5.2. To large customers  
5.2.1. Minimize outages 
5.2.2. Minimize duration of outages 
5.3. Improve new service  
5.4. Improve response to telephone inquiries  
6. Be recognized as public service oriented   
As stated by Gellings and Smith, and supported by Hill and his colleagues, DSM 
practices should be integrated into utility planning by considering DSM 
technologies‘ implications for utility operational levels and load shape objectives 
[15], [250]. Assessment of technologies should be conducted by considering 
them as a program which can be associated with a load curve. The reason 
behind this suggestion is reinforced by the fact that values derived from a specific 
technology are subject to change depending on the context it is used in such as 
different end use and utility load profiles. Accordingly, the study has provided a 
number of considerations that can be used in the assessment studies. Please 
refer to table below for further information. 
Table 10: Demand side management load shape and operational objectives [15] 
Operational objectives (Utility Perspective) 
Reduce need for critical fuels 
Manage electricity cost increases 
Increase sales and profits 
Reduce risks by investing diverse alternatives 
Increase operating flexibility and system reliability 
Decrease unit cost of energy by more efficient solutions 
Satisfy regulatory conditions 
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Minimize environmental impacts 
Improve image of the utility 
Reduce or postpone capital investment in construction 
programs 
Provide customers with options that improve their control 
over electricity consumption 
 
Load shape objectives 
Peak clipping 
Valley filling 
Load shifting 
Strategic conservation 
Strategic load growth 
Flexible load shape 
Parallel to [15], [250], Swisher and Orans used a similar approach in evaluating 
DSM programs. Their proposed approach considered DSM programs within the 
context of smaller geographical areas where local system costs are different than 
the average total system cost. The study has found that even some of the DSM 
programs may not be economically viable for the total system; however, they 
may be viable for local systems. Accordingly, it is suggested that DSM 
assessment projects should be conducted with consideration of geographical 
diversity [224]. 
Atikol et al. employed face-to-face interviews to identify hourly residential end-
use loads for DSM planning in the case of Northern Cyprus. Based on the 
results, usage areas that make up for the winter peak load period are determined 
[225]. The approach developed in this study is then further extended by Atikol 
[226]. For instance, Atikol attempted to develop a demand-side planning 
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approach for determining energy efficiency potential in the case of Northern 
Cyprus [226]. The proposed approach examines the demand patterns of various 
end users in a number of energy use areas such as water heating, space 
heating, air conditioning, lighting, refrigeration and cold rooms; and it forecasts 
exploitable energy efficiency potential with respect to a number of technology 
alternatives. An earlier study conducted by Hirst and Goldman has looked into a 
similar issue in the case of U.S. electric utilities. Accordingly, it has been 
emphasized that the relationship between the end users and the technologies is 
the major variable that defines the value of savings potential. The study 
emphasizes the importance of collecting such baseline data in order to better 
assess DSM programs [227]. 
Martins et al. developed a multiple objective linear programming approach for 
power generation expansion planning by incorporating DSM resources. The 
proposed approach attempts to optimize a number of decision variables such as 
expansion cost as well as environmental impacts associated with installed 
capacity and energy output with respect to constraints such as system reliability, 
generation unit availability, DSM resource capacity, total required capacity, and 
pollutant emissions [228]. 
Similar to Martins et al. [228], Antunes et al. developed a multiple-objective 
mixed integer linear programming approach for power generation expansion 
planning by incorporating DSM alternatives. The proposed approach 
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differentiates itself from the earlier studies by accounting for lost revenues and 
costs incurred by DSM programs in order to enable evaluation of rate impacts 
[229]. 
Hoog and Hobbs developed a nonlinear programming model for integrating DSM 
programs in the utility planning process. The proposed method incorporates a 
number of considerations that have not been addressed by the least-cost 
planning approaches, including cost, sulfur dioxide emissions, regional economic 
effects, and value to customers [230].  
Osareh et al. developed an approach for identifying and integrating DSM 
resources in the case of electric utility generation planning. The proposed 
approach utilizes expert judgment to forecast DSM impacts on future electricity 
demand in an attempt to define future load duration patterns. The proposed 
model is limited to considerations within the technical perspective and does not 
include environmental, social and economic considerations [231]. 
Hobbs and Horn [13] employed the multi-criteria decision-making method to 
develop an energy portfolio at BC Gas. One of the significant contributions of the 
model is its ability to provide significant analysis and better communication with 
the stakeholders. Alternatives assessed in the study are programs that are not 
necessarily related to energy efficiency programs, thus assessment criteria used 
in the study have been kept rather general in order to be able to assess a wide 
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range of program alternatives. One of the drawbacks of the proposed 
assessment framework is that it misses capturing the implications of DSM 
programs for the utility operations [13].  
Dzene et al. aimed to develop a multicriteria decision-making model for 
screening DSM measures and fuel sources in order to reduce negative 
environmental impacts for the case of a regional energy system in Latvia. The 
proposed model is original in terms of integrating supply and DSM options 
together in a multicriteria decision-making platform; however, assessment 
variables are only limited to environmental concerns [232].  
Reddy and Parikh proposed a decision support system approach for examining 
environmental and economic impacts of a number of DSM program alternatives 
in the context of India. The proposed approach takes load shapes, technology 
impacts, program costs, and market diffusion variables into consideration; and it 
provides analysis of load impacts, budget plan, and rate and bill impacts [233].  
Garg et al. analyzed economic and environmental impacts of DSM options by 
employing an economics-based approach. The proposed method calculates the 
value of DSM programs based on the forecasted demand and supply curves by 
employing technology, program development and market diffusion related 
variables. It is reported that the proposed method involves a significant amount of 
simplification due to difficulties in obtaining data [234]. 
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Papagiannis et al. evaluated economic and environmental impacts of a DSM 
system within the European context. It has been observed that benefits of DSM 
programs are considerably encouraging even with the low market penetration 
rates. For instance, it is reported that EU countries would realize around a 6% 
reduction in GHG emissions and 10% in investment savings as a result of 
reduced peak load demand [236]. 
Due to uncertainties involved in quantitative data used by economics-based 
analysis methods, Sheen has proposed a financial evaluation tool for DSM 
programs by integrating fuzzy probability models. It has been observed that fuzzy 
economic models provide consistent results with the conventional models [235]. 
A more energy efficiency specific decision model has been developed by 
Ramanathan and Ganesh [136] who have developed an energy efficiency 
measure selection model by combining analytic hierarchy process (AHP) with 
goal programming. AHP has been used to find relative weights of assessment 
criteria, and goal programming has been used to optimize the decision-making 
model by minimizing life cycle cost, use of petroleum products, use of fuelwood 
products, carbon emissions, sulphur and nitrogen oxides; and maximizing system 
efficiency, employment generation and use of locally available resources. The 
authors have indicated that a follow-up model could improve the existing model 
by incorporating issues faced during the implementation of the energy efficiency 
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programs such as adoption barriers and market penetration related variables 
[251], [252].  
A complementary study, to understand how different energy efficiency barriers 
affect diffusion of energy efficient technologies, has been conducted by Wang et 
al. [237]. The study attempted to explore the interactions between 13 energy 
efficiency barriers identified in Chinese industry by employing interpretive 
structural modeling (ISM). ISM has been observed to provide information in 
exploring influential relationships between various barriers based on expert 
judgments. Aside from ISM, MICMAC analysis has been conducted to cluster 
adoption barriers into four categories [253].: autonomous, dependent, linkage 
and independent barriers [237]. This method has been claimed to provide 
valuable information in strategizing development of policy tools for removing 
market barriers.  
Another complementary study has been conducted by Nagesha and 
Balachandra [137], who utilized AHP to prioritize some of the previously 
determined market barriers among small-sized foundry and brick-and-tile 
manufacturing industrial firms in India. The study attempts to categorize adoption 
barriers with respect to a number of assessment criteria such as the intensity of 
the barrier, the ease of its removal, and the impact of removal on energy 
efficiency and economic performance. Barriers include awareness and 
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information barriers, financial and economic barriers, structural and institutional 
barriers, policy and regulatory barriers, and behavior and personal barriers [137]. 
Lee et al. employed AHP to manage planning, execution and assessment of 
DSM investment programs [134]. The proposed model consists of four main 
criteria, which are proposed to address the planning, implementation, 
effectiveness and usefulness of a given DSM program. Although the assessment 
variables are too general for the context of energy efficiency investments, the 
model enables assessment of energy efficiency investments with other 
competing demand-side management projects. The proposed criteria address 
some of the potential improvement areas pointed out by Ramanathan and 
Ganesh [136] such as incorporation of program implementation related variables; 
however, diffusion-related variables are still missing. Please refer to the table 
below for further information about the assessment variables employed.  
Table 11: Post-project assessment criteria for demand-side management 
investment programs [134] 
1. Rational planning 
1.1. Appropriateness of implementation strategy 
1.2. Appropriateness of the plan for the project 
1.3. Reasonable implementation schedule 
1.4. Appropriateness of project implementing units 
2. Adequate project implementation 
2.1. Adequate system of implementation 
2.2. Appropriateness of budget allocation/use 
2.3. Cooperation among project implementing units 
2.4. Efficiency of the system for diffusion of innovations resulting from projects 
3. Effectiveness of the project 
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3.1. Level of customer satisfaction 
3.2. Investment to cost productivity ratio 
3.3. Rate of achievement 
3.4. Investment to resource productivity ratio 
4. Usefulness of project results 
4.1. Contribution to energy demand side management 
4.2. Useful value created from investment 
4.3. Contribution to future projects 
4.4. Contribution to other industry sectors 
A complementary study to Lee et al. [134] has been carried out by Vashishtha 
and Ramachandran [135], who developed a model for selecting DSM 
implementation strategies and policy tools by using AHP. The decision model 
has been applied to experts from three stakeholder perspectives, which are 
utilities, regulators and consumers. Assessment criteria used in the study can be 
found in the table below. 
Table 12: Criteria and alternatives used for assessment of demand side 
management implementation strategies [135] 
 
 
 
 
Affonso and Silva approached the potential benefits of DSM programs by 
observing their impacts on improving the grid reliability in the case of Brazil. The 
proposed approach employs system simulation methods to simulate relocation of 
Criteria 
Effectiveness 
Economic feasibility 
Compliance flexibility 
Legal feasibility 
Potential for market transformation 
Political feasibility 
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the demand from congested areas during peak periods in response to price 
signals. It has been observed that DSM programs can improve system security 
and prevent potential blackouts [238]. 
Monts et al. used time differentiated system load forecasts to evaluate the 
impacts of DSM programs in a municipality owned utility in the case of the U.S. It 
has been found that DSM programs have a significant contribution to load factor, 
capacity requirements, and system coincident peaks [239]. 
A different approach in inclusion of environmental externalities in DSM planning 
has been studied by Shrestha and Marpaung. Their study examines implications 
of carbon tax policy on DSM, environmental impacts and power sector 
development. It has been realized that carbon policy improves system load 
factor, reliability and overall generation efficiency [240].  
Torriti attempts to draw lessons learned for DSM operations planning by 
observing the relationship between occupancy profile of residential energy 
consumers and energy consumption. The study employs time series analysis to 
analyze a number of households in various countries and identifies peak load 
demand periods for potential DSM program considerations [241]. 
Keane et al. analyzed implications of DSM sources by simulating the Irish power 
system over a period of one year. It has been observed that DSM resources can 
be utilized to improve the power system through a number of ways such as 
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mitigating negative load impacts of renewable energy integration, fostering 
diffusion of renewable energy generation units against conventional fossil-based 
units, and improving flexibility and reliability of operations [242]. Similar to Keane 
et al. [242], Moura and Almeida also evaluated the impacts of DSM programs 
with respect to their contribution in minimizing load intermittencies associated 
with renewable energy generation and reducing peak load periods [243]. Similar 
to earlier studies, Pina et al. [245] and Moura and Almeida [244] also confirmed 
positive impacts of DSM programs on market diffusion of renewable energy 
alternatives in the case of Portugal. It is stated that DSM programs can provide 
significant delays in new capacity extension projects as well as increase existing 
system reliability. The commonality of all these studies is that they place more 
importance on demand response technologies as a way of managing load 
fluctuations that happen in a relatively shorter time period compared to energy 
efficiency programs [240]. 
Hirst developed a dynamic modeling tool to quantify uncertainty effects of two 
different resource portfolios, one of which consists of only supply options and the 
other one consists of supply and DSM options. The proposed method considers 
four types of uncertainties: economic growth, fuel prices, cost of capacity 
extensions, and cost of DSM programs. It has been observed that portfolio 
alternatives with DSM options are more resilient to negative impacts caused by 
the aforementioned uncertainties [246]. 
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Reddy evaluated DSM options from an avoided cost point of view by considering 
long-term marginal costs of power generation, transmission and distribution 
systems [247].  
Malik developed an economics-based model for evaluating the impacts of DSM 
programs on a transmission and distribution system in Oman. The proposed 
method differentiates itself from the conventional economic methods by 
addressing the impacts of rebound effects [248].  
Pupp et al. analyzed the value of DSM programs with respect to their 
contributions in reducing or eliminating local transmission and distribution 
expenditures in the case of PG&E. The proposed approach demonstrates how to 
utilize load research data in integrating energy efficiency programs in integrated 
resource planning [249]. 
Koomey and Sanstad suggested that in order to increase the effectiveness of 
energy efficiency program design further, studies should specifically focus on 
very small niches by defining market segments, end use, technology and type of 
operation [17]. Similarly, Schleich and Gruber have discussed that organizations‘ 
levels of interest in pursuing different energy efficient technologies vary [18]. That 
being the case, the expectation that the effectiveness of energy efficiency 
programs should be similar is criticized and can lead to the wrong policy design. 
53 
 
Thus, it is suggested that energy efficiency programs be broken down to a more 
detailed level so that more accurate policies can be designed. 
2.3. Use of energy efficiency programs from a utility perspective 
A comprehensive literature review was conducted on the evaluation of energy 
efficiency programs. A considerable number of studies have been observed to 
focus on only one or a combination of two of the multiple perspectives: technical, 
economic, environmental, social, and political. Therefore, it has been observed 
that the current literature focuses on assessment of energy efficiency programs 
from a limited point of view, and there is an evident need for a more 
comprehensive assessment framework. 
The literature review reveals that energy efficiency programs are utilized by the 
utilities in accomplishing a number of objectives and goals. Parallel to that a large 
body of assessment literature has been observed to utilize utility objectives and 
goals as a measure for evaluation purposes. Please see the table below for a 
breakdown of the current literature with respect to assessment perspectives, 
utility objectives and goals. 
Table 13: Taxonomy of energy efficiency program assessment literature 
Perspectives Objectives Goals References 
Social 
Promoting 
regional 
Creating or retaining job 
opportunities 
[13], [16], [136], [223], [230] 
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development Keeping local industry 
competitive 
[16], [136], [223], [230] 
Improving life standards 
(non-energy benefits)  
[136], [223], [232], [261] 
Environmental 
Reducing 
environment-
al impacts 
Reducing GHG emissions 
[13], [15], [136], [223], [229], 
[232], [234], [236], [240], [261], 
[262] 
Reducing emission of soil, 
air and water contaminants 
[13], [15], [136], [223], [229], 
[230], [232], [261], [262] 
Avoiding flora and fauna 
habitat loss 
[13], [15], [223] 
Technical 
Increasing 
operating 
flexibility and 
reliability 
Reducing need for critical 
resources 
[13], [15], [16], [136], [223], 
[225], [226], [229]–[231], [234], 
[238]–[240], [242], [243], [261], 
[262] 
Increasing power system 
reliability 
[13], [15], [16], [136], [223], 
[231], [234], [238]–[240], [242], 
[244], [262] 
Increasing transmission 
and distribution system 
reliability 
[13], [15], [16], [136], [223], 
[231], [234], [238]–[240], [242]–
[244], [248], [262], [263] 
Economic 
Reducing 
system cost 
Reducing/postponing 
capital investments 
[13], [15], [16], [136], [223], 
[225], [226], [229], [230], [232], 
[234], [236], [239], [243], [246], 
[247], [249], [261]–[263] 
Reducing operating costs 
[13], [15], [16], [136], [223], 
[225], [226], [229], [230], [234], 
[236], [239], [240], [247], [261], 
[263] 
Political 
Reducing 
adverse 
effects on 
public 
Avoiding noise and odor [16], [223] 
Avoiding visual impacts [16], [223] 
Avoiding property damage 
and impact on lifestyles 
[16], [136], [223], [232] 
In the following paragraphs, the role of energy efficiency programs in meeting 
utility objectives and corresponding utility goals will be discussed; relevant 
studies will be provided for referencing purposes. 
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2.3.1. Promoting regional development 
Examples of utilities‘ contributions to regional development include new job 
opportunities that emerge from the utility operation supply chain, maintenance of 
existing infrastructure as well as new infrastructure additions, strengthened local 
industry due to lower energy rates, and diffusion of better technology 
alternatives. 
 Creating or retaining job opportunities: Energy efficiency programs directly 
and indirectly impact the magnitude of economic activity through promotion of 
new technologies to the market. For instance, various players in the supply 
chain such as manufacturers, designers, contractors, and retailers have had 
the oppurtunity to participate in development and delivery of energy efficiency 
programs and position themselves in growing markets. Energy efficiency 
programs have been evaluated based on their impacts on job creation in a 
number of studies [13], [16], [136], [223], [230].  
 Keeping local industry competitive: Energy efficiency programs can enable 
rapid diffusion of some of the new manufacturing technologies by eliminating 
implementation and operation-related risks through demonstration projects. 
There are a few studies that mention the impacts of energy efficiency 
programs on various industries [16], [136], [223], [230].  
 Improving life standards (non-energy benefits): New technology 
alternatives provide not only energy savings, but also improve life standards 
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of the public through newly added functions embedded in new products such 
as programs for replacing less efficient heating units with more efficient 
heating and cooling units in residential end use. A few studies focused on 
energy efficiency programs from a non-energy benefits point of view [16], 
[136], [223], [232], [261].  
2.3.2. Reducing of environmental impacts 
Utilities need to sustain their operations in compliance with environmental rules 
and regulations. Due to the increasing need for environmentally sustainable 
business practices, utilities need to reduce emissions of greenhouse gases, 
minimize emissions of soil, water and air contaminants, and protect local flora 
and fauna.  
 Reducing GHG emissions: Reduction of energy consumption at peak and 
off peak loads also contributes to less emission of GHG. A large number of 
assessment studies focused on the impact of energy efficiency programs on 
reducing GHG emissions [13], [15], [16], [136], [223], [229], [232], [234], [236], 
[240], [261], [262].  
 Reducing emissions of soil, air and water contaminants: Reduction of 
energy consumption at peak and off peak loads also contributes to reduction 
of waste disposal and harmful residues due to decreased fossil fuel 
combustion. There are a number of relevant studies on this issue [13], [15], 
[16], [136], [223], [229], [230], [232], [261], [262].  
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 Avoiding flora and fauna loss: Ongoing utility operations as well as capacity 
extension projects result in an invasion of flora and fauna habitats. Energy 
efficiency programs are utilized as a substitute for new construction projects 
and decrease waste residues by avoiding generation alternatives [13], [15], 
[16], [223].  
2.3.3. Increasing operating flexibility and reliability 
Due to increasing load demand and changing load shapes, generation variability 
of renewable energy alternatives, aging generation and distribution systems, and 
volatilities in supplies of conventional energy resources, utilities are looking for 
new opportunities that would enable them to respond to rapidly changing 
environments faster and accurately without compromising the quality of utility 
operations. 
 Reducing need for critical resources: A significant percentage of the 
world‘s energy generation is supplied from fossil fuel resources whose supply 
chain has been subject to disturbances due to political instabilities. The 
consequences of such events have had negative impacts on both developed 
and developing countries around the globe. The impacts of energy efficiency 
programs on reducing the need for critical resources have been studied by a 
number of scholars [13], [15], [16], [136], [223], [225], [226], [229]–[231], 
[234], [238]–[240], [242], [243], [261], [262].  
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 Increasing power system reliability: Utilities can make use of energy 
efficiency programs to reduce/alter loads on critical pieces of power 
generation systems in order to cope with some of the challenges such as 
increasing population, seasonality in magnitude off peak load and peak loads, 
generation variability in renewable energy alternatives, and aging power 
generation systems [13], [15], [16], [136], [223], [231], [234], [238]–[240], 
[242], [244], [262].  
 Increasing transmission and distribution system reliability: Utilities can 
make use of energy efficiency programs to reduce/alter loads on critical parts 
of power transmission systems in order to cope with some of the challenges 
such as increasing population, seasonality in load and peak demands, and 
aging transmission and distribution systems. Energy efficiency programs and 
their impact on system reliability have been widely studied [13], [15], [16], 
[136], [223], [231], [234], [238]–[240], [242]–[244], [248], [262], [263].  
2.3.4. Reducing system cost 
Given the challenges of increasing population, seasonality in both off peak and 
peak demands, generation variability in renewable energy alternatives, and aging 
generation and transmission systems, utilities need to sustain their operations by 
making minimum cost decisions. 
 Reducing/postponing capital investments: One of the most important 
factors taken into consideration in utility energy planning operations is the 
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projection of peak load demand, which sets the minimum generation capacity 
for reliable service operations. Energy efficiency programs are utilized to 
reduce the magnitude of peak loads in order to reduce or postpone some of 
the capital investments, which require high upfront capital requirements. 
Reduction or postponement of capital investments through energy efficiency 
programs have been exhaustively studied [13], [15], [16], [136], [223], [225], 
[226], [229], [230], [232], [234], [236], [239], [243], [246], [247], [249], [261]–
[263].  
 Reducing operating costs: Depending on the efficiency rate of the 
generation technology in operation, the unit price of energy output varies. For 
instance, the marginal cost of generation increases as the demand load 
increases and reaches peak load, when less efficient but more responsive 
generation units become operational. Energy efficiency programs are utilized 
as a means to reduce operating costs in a number of studies. Evaluation of 
energy efficiency programs based on reduction of utility operating costs has 
been one of the traditional approaches [13], [15], [16], [136], [223], [225], 
[226], [229], [230], [234], [236], [239], [240], [247], [261], [263].  
2.3.5. Reducing adverse effects on public 
Construction of conventional generation plants and transmission lines as well as 
integration of renewable energy alternatives may end up impacting public 
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lifestyles and health. Thus, minimization of adverse effects on the public has 
been a significant variable in site location decisions.  
 Avoiding noise and odor: Energy efficiency programs can be utilized for 
more efficient use of resources by reducing both off peak and peak loads and  
eliminating or postponing some of the new construction projects that may 
cause disturbances to the public. Especially in the case of peak load hours, 
less efficient peak load generation units, which produce more waste residues, 
may be eliminated or used less. Only a few studies have briefly touched on 
the benefits of energy efficiency programs from a noise and odor point of view 
[16], [223].  
 Avoiding visual impacts: Construction of new transmission lines as well as 
generation units can be postponed or eliminated through the use of energy 
efficiency programs. For instance, there has been a significant amount of 
research in the literature focusing on visual disturbances perceived by the 
public whose living areas are impacted by construction projects such as 
transmission lines and wind farms [16], [223].  
 Avoiding property damage and impacts on lifestyles: Capacity extension 
projects may end up decreasing living standards of the public due to 
undesirable conditions caused by industrial operations. In some cases 
residential or commercial areas might end up being negatively impacted in 
terms of value, condition, etc. Energy efficiency programs were seen as a 
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way to substitute to construction projects that are to be built close to 
residential and commercial sites [16], [136], [223], [232].  
2.4. Importance of energy conservation in the Pacific Northwest, U.S.A. 
Uncertainties in fuel prices, the growing cost of energy, aging power 
infrastructure, shrinking operating flexibility, and recently debated carbon pricing 
have been very influential in driving energy efficiency investments in the Pacific 
Northwest [257]. In the last 30 years, energy conservation programs have 
achieved a savings of 4000 average megawatts of electricity, meeting the half of 
the demand growth in the Pacific Northwest between 1980 and 2008. The 
conserved amount of electricity is expressed as being enough to power the state 
of Idaho, Western Montana and the city of Eugene for 1 year. Conservation 
programs helped keep electricity rates stable, avoiding 8 to 10 new coal or gas 
fired power plants and saving ratepayers $1.8 billion.  
The 6th Power Plan states that increasing costs of energy resources, rapidly 
developing renewable energy generation technologies, and concerns about 
climate change have increased the importance of energy conservation. For 
instance, it is emphasized that meeting most of the electricity demand growth in 
the next 20 years by non-generation alternatives will provide the necessary time 
until risks involved in fuel prices, climate change policies, deployment and 
development of emerging alternative energy sources are reduced. Apart from 
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mediating the uncertainties stemming from the macro environment, energy 
conservation is stated to stand out as an important piece of the energy portfolio 
due to its potential to address a number of challenges and drivers that electric 
utilities will face in the coming years. In this section you will be presented 
information about those drivers and challenges and how they motivate regional 
actors towards considering energy efficiency as a significant part of the solution. 
For instance, drivers and challenges for deployment of energy efficiency 
technologies in the Pacific Northwest are as follows [257]. 
 Cheapest and least risky resource: energy conservation stands out as 
the cheapest and the least risky resource option compared to all available 
generation technologies.  
 Carbon policies: energy conservation helps reduce potential carbon 
costs by reducing carbon dioxide emissions through more efficient use of 
electricity.  
 Increasing and changing electricity demand: energy efficiency 
potential in the Pacific Northwest is large enough to meet the increasing 
energy demand as well as mitigate load shape changes due to various 
reasons such as impacts of an aging population on energy use, diffusion 
of new technologies, and population growth.  
 Reduced operating capacity, flexibility and reliability: The Pacific 
Northwest region is hugely dependent on its hydropower system to 
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balance supply and demand load fluctuations. Energy efficiency 
technologies help utilities maintain its balancing operations without 
requiring additional generation capabilities. Currently, two major issues 
are considered to limit operating capacity, flexibility and reliability of the 
hydropower system in the region. 
o Impacts of renewable energy portfolio standards: renewable 
energy portfolio standards dictate integration of wind farms with 
the transmission grid; however, the intermittent nature of the 
wind resource pushes utilities‘ operating flexibility to its limits and 
risks service reliability. Energy efficiency programs can help 
reduce peak load and improve system reliability. 
o Impacts of fish and wildlife programs: fish and wildlife 
programs require the region‘s hydropower system to maintain a 
specific amount of water flow through the dams to reduce 
detrimental impacts on local fish fauna. This situation reduces 
operating flexibility at the times when power generation needs to 
reserve/flow water for peak demand times. Energy efficiency 
programs can reduce electricity use and conserve water through 
the hydro system. 
 Uncertainties in fuel prices and growing cost of energy: uncertainties 
in fuel prices create an unstable environment for making cost-effective 
decisions in the long run. For instance, the volatility of oil prices has been 
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detrimental to keeping electricity rates low. Energy efficiency programs 
can minimize negative impacts of price volatilities by reducing inefficient 
energy use. 
 Regional development and non-energy benefits: some of the non-
energy benefits gained through more efficient technologies are included 
in cost-benefit ratio calculations since avoided costs are contributing to 
the regions‘ residents.  
In the following sections, detailed information will be provided about each of the 
aforesaid motivations for deployment of energy efficiency technologies in the 
case of the Pacific Northwest. 
2.4.1. Cheapest and least risky resource 
Considering the amount of available energy efficiency potential at reasonable 
costs in the region, energy conservation has become one of the most important 
pieces of an energy portfolio. For instance, it has been proposed in the 6th Power 
Plan that compared to generation alternatives, energy conservation programs are 
viewed as the least costly and risky. Furthermore, cost-effective energy efficiency 
programs are reported to have the potential to meet 85% of the region‘s 
electricity growth in the next 20 years. This estimated conservation potential 
equals almost 6000 average megawatts, saving 17 million tons of carbon 
emissions per year by 2030, and can be captured by measures, which cost under 
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$100 per megawatt hour. Moreover, 4000 megawatts out of the total potential is 
stated to be captured with measures costing under $40 per megawatt hour [257].  
In the 6th Power Plan it has been stated that existing generation technologies are 
mature and cost effective in the short to medium term. For instance, the wind 
resource is expected to provide considerably cheaper electricity in the short term 
along with some small-scale local renewable generation alternatives such as 
geothermal. Natural gas fired generation alternatives are also considered to be 
cost competitive and may be utilized as a resource in the coming years. It is 
further emphasized that new coal-fired generation units are difficult to site due to 
new plant emission standards enforced by many states, and they do not stand as 
strong alternatives in the future unless there are significant technological 
developments in carbon separation and sequestration technologies. According to 
the analysis by the Northwest Energy Conservation and Power Council, if carbon 
dioxide emission costs are included, the cost of the majority of the generation 
resources in the Pacific Northwest would range between $70 and $105 per 
megawatt hour (Levelized to 2006$). 
2.4.2. Potential to mitigate carbon policies 
Thirty eight percent of the nationwide carbon dioxide emissions are related to 
electricity generation, whereas this share is 23% for the Pacific Northwest. This 
rate is observed to be lower in the case of the state of Oregon due to a big share 
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of electricity generation through its hydroelectric system. In order to address 
carbon emission issues, there have been ongoing discussions on implementing 
carbon tax or carbon trade policies. The purpose of such initiatives is to 
internalize the cost of environmental impacts caused by emission of carbon 
dioxide, which constitutes the highest share of greenhouse gas emissions. Since 
fossil fuels are a significant part of the existing electricity generation operations, 
potential impacts of carbon policies are crucial. As the debate goes on, 
uncertainties regarding the cost of carbon dioxide remain; however, scenario 
studies approach the issue by considering carbon mitigation costs from a range 
of $0 to $100 per ton. It is further expected that carbon costs will climb from $0 to 
$47 per ton by 2030. Accordingly, the impact of carbon policies is expected to 
increase wholesale electricity prices from $30 to $74 per megawatt hour by 2030 
(2006$) [257]. 
Although there is no national level carbon policy yet, regional policies have 
started to be formed. The Western Climate Initiative has been established in 11 
U.S. states and Canadian provinces in an attempt to set greenhouse gas 
emission goals. Defined goals are to be achieved using market-oriented cap and 
trade processes, aiming to force a 40% reduction from 2005 emission levels by 
2030 [257]. 
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2.4.3. Impacts of increasing and changing electricity demand 
Electricity demand in the Pacific Northwest region has changed due to a number 
of variables in the last 30 years, and is expected to continue to change in the 
coming decades. For instance, major historical demand changes are caused by 
energy price hikes, increasing population, changes in age distribution, diffusion of 
new appliances, and new construction projects. 
Historically, the Pacific Northwest region has hosted a number of electricity 
intensive industries such as aluminum smelting, lumber, and food processing 
industries; and the needs of the residential and commercial sector have mostly 
been supplied by electricity. As a result, historical electricity consumption per 
capita in the region has always been above the U.S. average [257]. Due to 
recent events, the gap between national and regional electricity consumption per 
capita is shrinking, although the region still provides some of the lowest electricity 
rates in the nation. The reason behind the changing trend is related to two major 
price hikes that occurred in 1979 and 2001. Both of the events were observed to 
shift end-use energy choices towards natural gas from electricity, especially in 
space and water heating end uses.  
Projections show that if the current trend goes on, electricity load will grow by 
about 7000 average megawatts from 2009 to 2030. This growth accounts for 335 
average megawatts per year, which accounts for a 1.4% yearly increase. Much 
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of this demand increase is expected to occur in residential and commercial 
sectors, as there is no expected increase in industrial output throughout the 
region. Electricity consumption growth in the residential sector is believed to be 
caused by the fast diffusion of air conditioning and consumer electronics 
products. Especially, air conditioning units are diffusing in the region at a very 
high pace; since these systems reach their peak consumption in summers, they 
constitute significant implications for utility operations [257].  
There are a number of drivers that cause increases and changes in demand load 
in the Pacific Northwest region, including population increase and changes in age 
distribution, new residential and commercial construction projects, and diffusion 
of new appliances.  
2.4.3.1. Population increase and change in age distribution 
Over the next 20 years, the Pacific Northwest is expected to develop and 
expand. The regional population is expected to increase from 12.7 million in 2007 
to 16.7 million by 2030. While the regional population is expected to increase by 
28%, the older population (65 and older) is expected to increase by 50%. Such a 
significant shift in population distribution is expected to impact electricity 
consumption behavior and have implications for utility operations. For instance, 
such impacts are expected to occur as construction of elder-care facilities and 
smaller-sized homes as well as increased leisure activities [257]. 
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2.4.3.2. New residential and commercial construction projects 
The annual growth rate for residential units in the Pacific Northwest is expected 
to be around 1.4% annually between 2010 and 2030. Based on the building stock 
research, 5.7 million homes exist in the region as of 2008, and this number is 
expected to reach 7.6 million by 2030 with the addition of 83,000 new homes 
every year [257]. 
The annual growth rate of commercial footage in the Pacific Northwest is 
expected to be around 1.2% annually between 2010 and 2030. Building stock 
research in 2007 has revealed that existing commercial square footage is about 
2.9 million square feet and expected to grow to 3.9 million square feet by 2030. 
This forecast implies a yearly addition of 40 million square feet of space that 
needs lighting, air conditioning and similar electricity consuming services. Most of 
the growth is expected to occur due to the aging population and potential need 
for elder care facilities [257].  
2.4.3.3. Diffusion of new appliances 
Technological improvements directly impact people‘s lifestyles and electricity 
demand. As the internet, personal electronic devices and air conditioning units 
have become widespread, residential electricity demand has increased. For 
instance, during the last 12 years, the diffusion rate of electronics appliances 
such as smart phones, large screen televisions, and personal computers has 
been 6% per year. This growth is expected to go on at the rate of 5% per year in 
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the coming years. Moreover, although the Pacific Northwest has quite mild 
summers and does not have major summer peak issues, it has been reported 
that 80% of all new residential places have air conditioning units. Taking new 
home constructions into consideration, this situation has important implications 
on both load growth and shape [257]. 
The Northwest hydropower system has traditionally been a winter peaking 
system due to decreased water run in the wintertime. As mentioned before, 
widespread diffusion of air conditioning units in the residential and commercial 
sectors implies potential changes in summer load shape. For instance, summer 
peak demand is expected to grow from 29000 megawatts in 2010 to 40000 
megawatts by 2030, corresponding to 1.7% annual growth, whereas winter peak 
demand is expected to grow from about 34000 megawatts in 2010 to 43000 
megawatts by 2030, corresponding to 1% annual growth. Projections show that 
although the hydro system will still remain a winter peaking system, the gap 
between winter and summer peaks will shrink over time. Summer peaks will start 
creating more stress over the system considering the shrinking operating 
flexibility in summer due to fish and wildlife regulations. As a result, the 6th Power 
Plan suggests that next generation of resource planning need to be more 
focused on required meeting peak load capacity and operational flexibility [257]. 
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2.4.4. Reduced operating capacity, flexibility and reliability 
Power generation systems need to be synchronized with annual, seasonal, 
hourly and sub-hourly scale demand in order to function reliably. The Pacific 
Northwest‘s generation history shows that different generation resources have 
been favored throughout the history due to changing favorable resource options. 
As a result, the existing generation system in the region has become quite 
diverse in resource options as of now, whereas hydropower was the only main 
resource in 1960s.  
Early capacity extensions were focused on coal power plants which were the 
least cost alternative at the time, whereas in the late 1990s and 2000s, natural 
gas was the most favorable resource option. Recently, due to renewable energy 
portfolio standards and incentives, wind energy has become favorable and has 
been aggressively included in the energy portfolio. Please refer to the figure 
below for the changing energy portfolio of the Pacific Northwest over the last 50 
years. 
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Figure 2: Electricity resource diversification in the Pacific Northwest 
 
Figure adapted and recreated from NWPCC [257] 
Electricity rates in the Pacific Northwest remain remarkably low compared to the 
rest of the nation. For instance, it was reported that as of 2007, Idaho ranked as 
the lowest, Washington as the 7th, Oregon as the 15th and Montana as the 22nd 
lowest states based on average retail electricity prices. Although electricity prices 
in the Pacific Northwest are below the U.S. average, California‘s average 
electricity rate was significantly higher. An important factor behind this is the fact 
that peak loads in California are about 70% higher than average annual 
electricity use, whereas it is 25% in the Pacific Northwest. Accordingly, California 
has to bear high costs of fossil based peak load generation units, which are 
significantly underutilized due to very short peak demand load hours.  Contrary to 
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California, peak load hours in the Pacific Northwest are supplied by hydropower, 
which is an inexpensive and non-carbon-emitting alternative. As a result, 
hydropower stands out as one of the keys in keeping the region‘s rates low due 
to its unique feature.  
As the electricity portfolio of the region expanded, capacity planning became 
more complex due to special conditions involved with each resource. For 
instance, in order to eliminate misleading assessments of electricity supplies, the 
Pacific Northwest Power and Conservation Council adopted an adequacy 
standard in 2008. For instance, the aforementioned standard is used as an early 
warning system for detecting when a specific power supply can no longer meet 
the annual or peak load requirements reliably. Accordingly, the importance of two 
metrics, dependable and installed capacity, is emphasized in the standard. 
Dependable capacity refers to capacity that can be used from an energy source 
during peak demand hours, whereas installed capacity refers to generation 
potential of a given resource at full capacity. For example, the dependable 
capacity of the wind resource is only 5% of the actual installed capacity since it 
cannot be used as a reliable resource due to intermittency of wind.  
Hydroelectric power system has historically been used as a balancing authority 
to meet peak loads and provide flexibility as long as there was available water 
stored. Recently, the existing system is coming close to its ancillary service 
limitations due to several reasons such as growing and changing seasonal 
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electricity needs (caused by large-scale diffusion of air conditioning units), 
shrinking share of hydroelectricity in meeting total demand, growing gap between 
average load and peak load, reducing generation capacity and flexibility due to 
compliance with fish and wildlife regulations, and growing share of variable 
electricity generation caused by integration of wind generation. If the regional 
demand characteristics exceed hydropower‘s peak capacity limitations, more and 
more fuel-based peaking resources might need to be added to the system. As 
observed from the case of California, this may result in significantly higher 
electricity rates. 
Considering the aforementioned reasons, there is an increasing need for creating 
additional capabilities that can increase capacity and flexibility of the power 
generation system. Accordingly, energy efficiency, energy storage technologies 
and demand response are some of the potential areas that solutions can be 
created within. The following sections provide information about two of the major 
factors that are likely to cause capacity, flexibility and reliability issues in the 
medium term [257].  
2.4.4.1. Impacts of renewable energy portfolio standards 
Although there is an ongoing debate on causes of climate change, it is evident 
that greenhouse gas emissions caused by combustion of fossil fuels are a 
significant contributor. Concerns about climate change have resulted in a variety 
of policies throughout the world. One of the most significant policies in the U.S. is 
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a renewable energy portfolio standard, which is designed to impact resource 
choices of utilities. Although the timing and goal levels for each state vary, it is 
clear that movement towards integration of more environmentally friendly 
resources will have significant impacts on utility operations. In the Pacific 
Northwest region, renewable energy portfolio standards in Montana, Oregon and 
Washington will require that a significant portion of the utilities‘ energy portfolios 
be supplied by renewable energy resources. For instance, 15% and 25% of 
electricity load needs to be met with renewable energy alternatives in Montana 
and Oregon, respectively, by 2025. Similarly, by 2020 15% of Washington‘s 
electricity load must come from renewable alternatives.  
Analyses show that there is a readily accessible wind power potential of 5300 
average megawatts in the Pacific Northwest region [257]. Currently, there is 
more than 3000 megawatts of wind power connected to the BPA‘s grid; and this 
amount is expected to double by 2013 [258]. Although these statistics provide 
favorable information for compliance with renewable energy portfolio standards, 
they also highlight new integration problems. Energy efficiency programs may 
reduce the need for costly solutions by reducing demand load where system 
reliability is in danger. 
2.4.4.2. Impacts of fish and wildlife programs  
The Pacific Northwest Electric Power Planning and Conservation Act of 1980 
recognized that the region‘s hydropower dams had negative impacts on 
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migratory fish and wildlife. Accordingly, the Columbia River Basin Fish and 
Wildlife Program is by law incorporated into the power planning operations in the 
Pacific Northwest aiming to assure that impacts on fish and wildlife are 
minimized. The fish and wildlife program has had a sizeable impact on the 
Columbia River power system operations. For instance, since the 1980s, 
hydroelectric generation has been reduced by about 1200 average megawatts 
compared to the system operations without any fish and wildlife constraints. BPA 
has managed to address the impact by making secondary power purchases, 
promoting conservation programs, adding new generation resources, and 
developing resource adequacy standards. The fish and wildlife program costs 
across the Columbia River Basin, estimated at $750 million to $900 million per 
year, are absorbed by BPA ratepayers. In the 6th Power Plan, it is stated that 
there will be evident challenges in meeting both new power and fish and wildlife 
program requirements. Considering the other challenges such as flexibility 
reserves for wind integration and other renewable resources, the potential 
changes in the water supply to the hydro system due to climate changes and 
conflicts between fish and wildlife operations and climate change policies might 
make it impossible for the existing hydro system to meet all the needs for power, 
fish, navigation, irrigation, recreation and flood control [257]. 
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2.4.5. Uncertainties in fuel prices and growing cost of electricity 
Throughout history, energy prices have been subject to cycles due to 
macroeconomic events. For instance, one of the biggest events was an OPEC 
policy that caused dramatic oil price increases in 1973. A more recent price hike 
for natural gas prices was experienced between the late 1990s and early 2000s 
when the price of natural gas rose from $2 to $6 per million Btu. Since then, the 
detrimental impacts of energy prices that have become more volatile are felt at 
greater levels due to increasing reliance on coal and natural gas in the region.  
The cost of electricity generated from fossil fuels is expected to be significantly 
higher than the price levels of the 1990s. Although energy prices have dropped 
as of 2008 due to the economic downturn and increased use of nonconventional 
natural gas production, the cost of extraction has increased slightly. With the 
recovering world economies in mind, this situation is expected to contribute to 
fuel price increases in the medium term. Considering the fact that natural gas 
and coal-sourced power plants account for 23% and 17% of the total electricity 
generation respectively, potential disturbances or price hikes in supply may have 
significant implications for the Pacific Northwest region [259]. Please refer to the 
figure below for a breakdown of electricity generation capacity by source in the 
Pacific Northwest. 
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Figure 3: Electricity generating capacity of the Pacific Northwest by resources 
 
Figure adapted and recreated from NWPCC [259] 
Detrimental consequences of rapidly increasing electricity prices in the region 
were first experienced 30 years ago. For instance, between 1960 and 1980, 
electricity demand growth had been around 5% each year. In order to meet the 
highly growing demand, large-scale coal and nuclear power plants were put in 
operation; however, the costs of electricity generation from the newer capacity 
extensions were significantly higher than the existing hydroelectric power system. 
As the cost of capacity extensions were reflected in the electricity rates, 
aluminum smelting plants in the region, which accounted for 20% of the demand, 
lost their competitiveness in the global market. At the same time, other users also 
reacted to the price increases by changing their consumption behavior. As a 
Biomass
2% Coal
17%
Geothermal
0%
Hydro (average)
48%
Natural gas
23%
Petroleum/PetC
oke
0%
Solar
0%
Nuclear
3%
Wind
7%
79 
 
result, the expected rate of demand growth between 1980 and 2000 dropped 
from 5% to 1% per year, causing nuclear facilities to be abandoned at very high 
costs which are still incurred to electricity rates. In 2000 and 2001, the region 
experienced a second round of price increases caused by underinvestment in 
generation resources. Moreover, the failure of the power market design in 
California, along with a poor water year experienced by the hydro system, 
strengthened the negative impacts. Price increases caused the closure of a 
majority of the aluminum smelting plants and cutbacks of other energy-intensive 
industries in the region. As a result, regional demand load dropped 16% between 
1999 and 2001, regressing back to 1980s demand load [257]. 
As the Pacific Northwest energy portfolio becomes more dependent on fossil fuel 
based resources, electricity rates will be more affected by national and global 
energy price volatilities. Especially, the development of active trading markets for 
energy commodities has strengthened this relationship to a greater extent. For 
instance, oil prices have become a global commodity and price levels reflect 
global events such as diplomatic frictions, wars, sanctions, and supply 
disturbances, whereas coal tends to be a regional commodity due to the 
relatively more difficult logistics involved. Due to prohibiting legislations, the 
possibility of oil and new coal-based power plant investments remains very low in 
the region, thus natural gas attracts special focus in energy planning. As of now, 
natural gas stands as a North American commodity; however, current state is 
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expected to change as use of natural gas reaches higher levels. For instance, by 
2030 energy prices are expected to be between $3.5 and $10 dollars per million 
Btu for natural gas; $55 and $120 per barrel for oil; and $0.52 and $1.05 per 
million Btu (2006$) [257].  
2.4.6. Regional development and non-energy benefits 
It has been reported that in the last 30 years of Pacific Northwest history, two 
major electricity price hikes caused damage to energy-intensive local industry. 
The first price hike occurred between 1979 and 1981 due to overinvestment in 
nuclear facilities that were not utilized to their full potential. Prices increases have 
been felt notably by local electricity-intensive industries that were pushed to their 
limits in competing with producers in the world market. The second electricity 
price hike occurred between 2000 and 2001 due to underinvestment in electricity 
generation, causing permanent closure of many of the aluminum plants. For 
instance, the number of operating aluminum plants in the region has dropped 
from 10 to 3, and the remaining 3 are only partially functioning. In addition to 
aluminum plants, there have been permanent closures in other electricity-
intensive industries in the last 10 years. Moreover, some of the energy-intensive 
industries are provided with low-rate electricity in order to keep local industry 
competitive and retain local jobs. 
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The value of energy conservation does not come solely from the savings 
associated with the power and transmission system, but also from the residents 
of the region as well. For instance, the 6th Power Plan considered the avoided 
cost of detergents, water, and waste water treatment savings as benefits in cost 
benefit calculations. This perspective is supported by the statement that not all of 
the costs and benefits are paid or received by the region‘s power system, but it is 
the consumers where ultimately the costs and benefits end up [257].  
2.5. Energy conservation potential in the Pacific Northwest (2010-2030 
period) 
The 6th Power Plan has identified electricity conservation potential for each of the 
end-use sectors: residential, commercial, industrial, agriculture and distribution 
efficiency. In addition to those, consumer electronics have been given special 
attention due to their increasing energy savings potential. The energy savings 
resources are scattered over a wide range of energy conservation measures, 
which are available in a variety of applications, e.g., new and existing residential 
and commercial buildings, commercial and residential appliances, street lighting, 
sewage treatments, and industrial and irrigational processes.  
It is estimated that there are around 7000 average megawatts of energy 
efficiency potential in the region which can be captured by 2030. Although not all 
of the conservation potential is cost effective for now, around 5900 average 
82 
 
megawatts of conservation can be captured at the cost of $200 or less per 
average megawatt. To break down the potential across sectors, the residential 
sector has 2600 average megawatts of potential, where most of the savings are 
expected to come through more efficient water heaters and heating, ventilation 
and air conditioning units. The commercial sector has around 1400 average 
megawatts of potential, where the majority of the savings is from improvements 
in lighting systems such as light emitting diodes and lighting fixtures and controls. 
Around 800 average megawatts worth of potential are expected to be exploited 
from electronics appliances such as televisions, set top boxes, desktop 
computers and monitors. The agriculture sector has almost 100 average 
megawatts of energy conservation potential through irrigation system efficiency 
improvements, water management and dairy milk processes. Energy efficiency 
savings potential in the industrial sector is projected to be around 800 average 
megawatts, which can be achieved through equipment and system optimization 
measures. Lastly, utility distribution systems also promise significant energy 
conservation potential, which is around 400 average megawatts that can be 
captured through better distribution management practices [257]. The figure 
below provides a summary of energy conservation potential by sector in the 
Pacific Northwest, U.S.A. 
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Figure 4: Conservation potential in the Pacific Northwest by sectors 
 
Figure adapted and recreated from NWPCC [257] 
2.6. Energy conservation plan for the Pacific Northwest (2010-2014 
period) 
In the 6th Power Plan, energy conservation has been identified as the one of the 
least risky and the cheapest resource in meeting the region‘s increasing demand. 
The 6th power plan has identified a total of 1200 MWa of savings targets in total 
for the 2010-2014 planning period. Forty two percent of this target corresponds to 
the public‘s power share, which is 504 MWa and is almost one and half times 
more than previous achievements between 2005 and 2009. It is recognized there 
are multiple ways of achieving these targets, which fall under three major 
categories: programmatic conservation, market transformation and non-
programmatic conservation. Targets set for the new planning period are very 
challenging due to increased savings expectations in each sector. For instance, 
total savings targets for 2010-2014 have been determined as 670 MWa for the 
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residential sector, 254 MWa for the commercial sector, 212 MWa for the 
industrial sector, 46 MWa for the agriculture sector, 25 MWa for the federal 
sector, and 67 MWa for distribution efficiency [260].  
Public utilities in the region account for savings gained through non-
programmatic measures such as codes and standards, and tax credits driven by 
the federal or state governments; however, they do not offer incentives. Apart 
from non-programmatic measures, public utilities in the region are the major 
drivers behind programmatic energy efficiency efforts. NEEA, funded by BPA, 
carries out the majority of the market transformation programs; and it is expected 
that non-programmatic and market transformation related energy efficiency 
activities will cover 26% of the conservation target (133 MWa) for the 2010-2014 
period. Programmatic activities account for the rest of the energy conservation 
target, which is approximately 371 MWa; and it will require public utilities to 
increase their historical programmatic savings achievement by 68% [260].  
2.7. Importance of emerging energy efficiency technologies in the 
Pacific Northwest 
The 6th Power Plan requires regional energy efficiency actors to meet aggressive 
energy conservation targets. In order to meet these targets, the importance of 
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diffusing more efficient emerging technologies1 to the market has been highly 
emphasized.  It is noted that many of the current successfully diffused energy 
efficiency technologies have resulted from research projects completed in the 
1980s and 1990s. These technologies are compact fluorescent lamps (CFLs), 
resource efficient clothes washers, super-efficient windows and premium 
efficiency motors. Due to deregulations of the mid 1990s, emerging technology 
efforts have halted significantly. The impacts of the deregulations are felt today 
such that there is no technology that has as promising potential as CFLs. In order 
to fill this gap, public power, investor-owned utilities and other energy efficiency 
organizations have decided to create a consortium which will guarantee the 
region‘s energy efficiency technology pipeline will be filled and maintained. 
Accordingly, the Northwest Energy Efficiency Alliance (NEEA) and BPA were 
given the responsibility to identify and track a wide range of energy efficient 
technologies that could have potential for the region [256].  
In order to meet the aggressive energy efficiency goals of the Pacific Northwest‘s 
public power, investor-owned utilities and other energy efficiency organizations 
have created a consortium. Collaborating with universities, national labs, and 
                                               
 
 
1
 Please note that the term ―emerging technology‖ in the context of energy efficiency may be used 
to refer to two difference cases. The first case may occur when a technology is not 
commercialized yet, meaning that it is still in the R&D phase. The second case may occur when a 
technology is currently available in the market; however, it has never been promoted through an 
energy efficiency program. 
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other experts from the utilities, an initiative named the E3T Emerging 
Technologies group was started in 2008. 
The goal of the E3T emerging technologies effort is to provide a robust pipeline 
of energy efficiency technologies for the Pacific Northwest region, aiming to 
contribute to the region‘s medium- and long-term energy savings targets. In order 
to successfully manage the energy efficiency technology portfolio, the emerging 
technologies group uses a framework that consists of several phases of 
assessment efforts. The E3T program identifies emerging energy efficiency 
technologies through a number of channels, which are technology considerations 
from technical advisory groups, Northwest energy efficiency technology portfolio, 
and various energy efficiency programs pursued by regional organizations. The 
E3T Emerging Technologies Group has assessed a number of energy efficiency 
technologies, each of them at different stages along the funnel.  
2.8. Gap analysis 
A comprehensive literature review has been conducted in the following areas. 
• Integrated resource planning and demand-side management  
• Energy efficiency gap 
• Decision-making practices in energy planning 
• Energy efficiency program evaluation 
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More than 500 journal and conference articles, white papers, web articles, and 
books have been reviewed. The table below summarizes the key research areas 
and findings derived from the literature review. 
Table 14: Key research areas and findings in the literature 
Key research area Research findings References 
Integrated resource 
planning and demand side 
management-research 
studies mostly focus on 
developing frameworks for 
including energy efficiency 
as a resource 
Technological improvements, market 
dynamics and regulations take place faster. 
Utility decision-making practices have become 
more complex due to increasing resource 
diversity and susceptibility to uncertainties 
[1], [2], [10], 
[13] 
Energy efficiency programs are considered as 
important piece of integrated resource 
planning, however its use as a resource has 
not reached to its full potential 
[13], [15], [16], 
[223], [250], 
[254] 
Energy efficiency gap-
research studies mainly 
focus on explaining slow 
adoption of energy efficiency 
technologies by examining 
market drivers, barriers and 
failures 
User heterogeneity prevents energy efficiency 
program planning practices from making 
accurate decisions about program success 
[17], [18] 
Numerous technologies and end use increase 
the number of program alternatives 
dramatically 
[255], [256] 
Decision making 
methodologies in energy 
planning-studies mainly 
focus on assessment of 
energy resources using 
different methodologies 
Economic decision analysis methods are 
criticized for oversimplification and 
assumptions, errors involved in monetization, 
being too complicated and difficult to interpret 
[2], [10]–[14] 
Based on the research findings, several research gaps have been identified. It 
has also been observed that several of these gaps are also confirmed by the 
earlier studies. Accordingly, these gaps are: 
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 There is no holistic assessment framework that can assess program 
alternatives by accounting for multiple decision makers and variables 
[255], [256], [15], [16], [223], [254]. 
 The impacts of changing priorities on program planning have not been 
fully studied [1]. 
 The impacts of user heterogeneity on the potential of energy efficiency 
programs have not fully been explored [17]–[19], [254]. 
In order to address these gaps, several research questions have been 
developed. The proposed assessment framework will address the following 
research questions. 
 What are the criteria for assessing energy efficiency programs for a given 
power system or region?  
 How can the impacts of end-use heterogeneity be incorporated and 
captured in decision-making practices?  
 Which energy efficiency program alternatives have the highest value from 
a power system or a regional perspective? 
 How do changes in priorities impact the value of emerging energy 
efficiency programs?  
 Could the proposed assessment framework be standardized to assess a 
wide range of emerging energy efficiency program alternatives in different 
contexts? 
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Please refer to the figure below for research gaps, goals and questions 
associated with this study. 
Figure 5: Research gaps, goals and questions 
 
2.9. Research scope and boundaries 
This section will briefly discuss current practices in the energy efficiency program 
evaluation and deployment process and e how this research fits in the greater 
scheme.  
A review of existing energy efficiency program management practices reveals 
that there are four major components associated with energy efficiency program 
evaluation and deployment: program screening, evaluation, characterization, and 
deployment. The aforementioned process starts with a screening of energy 
efficiency technologies which have savings potential for a given case. The criteria 
Research Gaps Research Goal Research Questions 
Impacts of changing priorities on 
program planning have not fully 
been studied  
Impact of user heterogeneity on 
potential of energy efficiency 
programs have not fully been 
explored  
Develop an assessment framework 
that will enable energy efficiency 
program planning align their 
decisions with overall power 
system or regional objectives and 
goals 
Which energy efficiency program 
alternatives have the highest 
value from a power system or a 
regional perspective? 
There is no holistic assessment 
framework that can assess 
program alternatives by 
accounting for multiple decision 
makers and variables  
How can impacts of end use 
heterogeneity be incorporated and 
captured in decision-making 
practices?  
Could the proposed assessment 
framework be standardized to 
assess wide range of emerging 
energy efficiency program 
alternatives in different contexts? 
What are the criteria for assessing 
energy efficiency programs for a 
given power system or a region?  
How do changes in priorities 
impact the value of emerging 
energy efficiency programs?  
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for screening practices are mostly technical considerations. Following the 
screening phase, candidate technology applications are defined and evaluated 
based on their potential benefits. The evaluation phase mostly employs multiple 
perspectives considering technical, economical, and environmental impacts. 
Those technology applications which pass the evaluation phase are moved to the 
characterization phase, where field tests are conducted for quantification of costs 
and benefits associated with them. Based on the quantified data, cost benefit 
ratio tests are conducted and reimbursement levels are determined for specified 
cases. Lessons learned are documented and used as input for creating 
measurement implementation procedures for ensuring reliable energy savings. 
Those measures, which pass cost benefit ratio tests, are moved to the 
deployment phase, where energy efficiency measures are officially released and 
marketed through various channels. Please refer to the figure below for a quick 
review of existing energy efficiency program evaluation and deployment 
practices. 
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Figure 6: Energy efficiency program evaluation and deployment framework 
 
At this point it is worth mentioning that this research is not intended to replace 
conventional economic analysis methods, which are very strong in cases where 
there is sufficient quantitative data. Parallel to that, in the context of energy 
efficiency these methods are heavily used in decisions dealing with program 
feasibility and determination of reimbursement levels. However, in today‘s fast-
changing world it should be taken into consideration that the number of potential 
energy efficiency programs is very large due to the existence of numerous 
energy efficiency technologies and end-use types. Most of the time, energy 
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savings data for the emerging energy efficiency technologies are not in place, 
and data collection becomes a serious issue, especially in cases where the 
number of savings variables is significantly large. Accordingly, it has been 
observed that there is a need for a systematic evaluation that can bridge program 
screening and characterization phases. The proposed research approach is 
intended to utilize expert judgment and provide a comprehensive way of 
evaluating energy efficiency program alternatives. This approach is expected to 
save resources by filtering those alternatives which have the highest potential to 
pass the cost benefit ratio test and contribute to decision practices of energy 
efficiency program planning. 
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CHAPTER 3: RESEARCH APPROACH AND METHODOLOGY 
The methodology employed in this research is hierarchical decision modeling 
(HDM), which is a well-known multivariable decision making methodology. HDM 
helps decision makers break down complex decision problems into smaller sub-
problems and provides a systematic way to evaluate multiple decision 
alternatives. HDM can be used for decision analysis problems with multiple 
stakeholders and provide basis for group decision making. Its ability to make use 
of qualitative and quantitative decision variables makes it very flexible and 
applicable to a wide range of application areas. HDM has been applied in a 
number of energy related applications such as; policy development and analysis 
[120], [121], electricity generation planning [122], [123], technology evaluation 
[124]–[128], R&D portfolio management [129], site selection [130], [131], 
integrated resource planning [13], [16], [132], [133], evaluation of DSM 
implementation strategies [134], [135], evaluation of lighting efficiency measures 
[136], and prioritization of energy efficiency barriers in SMEs [137].  
The assessment framework developed in this dissertation is a continuation of the 
Research Institute for Sustainable Energy (RISE) research started in 2008 in the 
Department of Engineering and Technology Management at Portland State 
University. The RISE research model focuses on a multi-perspective assessment 
of energy technologies including; nuclear, wave, geothermal, petroleum, natural 
gas, hydro, wind, solar, biofuels, coal, synfuels, hydrogen, and conservation. 
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Please refer to the figure below for the general framework of the RISE research 
model. 
Figure 7: RISE research model 
 
Different elements of the RISE research model have been studied by a number 
of researchers. This dissertation complements those research projects by 
focusing on the area of energy conservation. 
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3.1. Generalized hierarchical decision model for assessment of 
emerging energy efficiency programs 
The generalized hierarchical decision model for the assessment of emerging 
energy efficiency programs consists of four decision hierarchies: mission 
statement, program management considerations, sub-factors, and program 
alternatives. Refer to the figure below generalized model. 
Figure 8: Generalized hierarchical decision model for assessment of emerging 
energy efficiency programs 
 
Level 1: Mission: Identify the highest value emerging energy efficiency program 
alternatives for a given power system or a utility.  
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Level 2: Program management considerations: Program management 
consideration k supporting the mission: Pk for k = 1, …, K  
Level 3: Sub-factors: Sub-factor j under objective k: Sjk,k for jk = 1k, …, Jk 
Level 4: Alternatives: Energy efficiency program alternative i: Ai for i = 1, …, I  
The overall relative importance of energy efficiency program alternatives will be 
calculated using the formula below. 
Let; 
V(Pk) be the relative contribution of program management consideration k to the 
mission 
V(Sjk,k) be the relative contribution of sub-factor j under program management 
consideration k to program management consideration k 
V(Aijk) be the relative contribution of energy efficiency program alternative i to 
sub-factor j under program management consideration k 
V(EEPVi) be the overall relative contribution of energy efficiency program 
alternative i to the mission  
                                
 
   
 
   
 
A number of methods are employed to ensure the HDM methodology is applied 
properly. The following sections provide further information about each method.  
3.2. Judgment quantification 
This stage involves the quantification of expert judgments for data collection 
purposes. Expert judgments will be quantified at different levels of the decision 
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hierarchy. Please refer to the figure below for further information about the steps 
involved in the judgment quantification procedure 
Figure 9: Judgment quantification procedure 
 
This research employs pairwise comparison method for expert judgment 
quantification. The ratio scale used for judgment quantifications was the 
constant-sum method, which required experts to allocate 100 points between two 
decision variables at a time with respect to their relative importance to a higher 
level decision variable that they were associated with. 
The number of all possible combinations of pairwise comparisons for n decision 
elements is computed using combination formula  
 
 
   According to the formula, 
the number of all possible pairwise comparisons increases dramatically with the 
increased number of decision variables. Considering that the number of variables 
involved in step 1 and step 2 is between 3 to 5, the number of all pairwise 
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comparisons is between 3 to 10. However, considering that step 3 involves in 
comparison of 13 elements with respect to each sub-factor, data collection for all 
possible combinations of pairwise comparisons would be extremely time 
intensive. Therefore, comparisons in step 3 were conducted in a chainwise 
fashion. The chainwise paired comparisons are conducted by partitioning a larger 
set of decision elements into smaller sets in an attempt to reduce the total 
number of pairwise comparisons. Further information about the chanwise paired 
comparison is provided below. 
3.2.1. Chainwise paired comparisons 
A significant drawback of the pairwise comparison method is that the number of 
comparisons increases dramatically as the number of decision elements 
increases. The number of required comparisons is given by the formula below. 
Let N be the number of decision elements to be compared 
Then,  
 
 
 
  
       
 
 
Developed by Ra, the chainwise paired comparison is advantageous for decision 
problems where the number of decision elements creates hurdles for data 
collection [264], [265]. The chainwise paired comparison lets judgment 
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quantification be conducted by partitioning a larger set of decision elements into 
smaller sets. Scale correction among the sets is achieved through an expert 
defined decision element, which is included in all sets. After judgment 
quantifications are obtained for each set, a scale correction algorithm is used to 
normalize the relative weights of the decision elements. It is recommended that 
the aforementioned decision elements should be selected in a way that experts 
are the most familiar with in order to provide more accurate normalization among 
the sets. One of the drawbacks of the chainwise paired comparison is that it 
loses some of the redundancies by eliminating the need for pairwise comparing 
of all the decision elements. 
3.3. Expert inconsistencies 
In order to ensure that the data collected from the experts had an acceptable 
degree of reliability Ra‘s inconsistency index was used [266].  
The constant sum method approaches inconsistency analysis by taking all 
possible orientations of decision variables into consideration. For instance, if it is 
assumed that n decision variables exist, then there will be n! orientations such 
as; ABCD ABDC ACBD ACDB,…, DBCA. Each orientation is expected to have 
slightly different relative values assigned to each decision variable. All 
orientations would have the same relative values for each decision alternatives 
only if an expert is perfectly consistent in his/her judgment.  
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Inconsistency value is determined by calculating the variance among the relative 
values assigned in each orientation. In order to come up with a single 
inconsistency value for each expert, the mean of the inconsistency values for all 
decision variables is calculated. This mean value is considered as expert 
inconsistency and used for data validation purposes. The aforementioned 
process is repeated for each expert. 
The formula for determining the inconsistency values can be found below. 
Let 
rij be the relative value of the i
th element in the jth orientation for an expert 
   be the mean relative value of the i
th element  
    
 
  
     
  
   
 
The inconsistency for the relative value of the ith element is 
 
  
         
 
  
   
               
The inconsistency of the expert in providing relative values for all n decision 
variables is 
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Judgment quantifications are considered valid provided that the inconsistency 
value is below the threshold value of 0.10. 
3.4. Expert disagreements 
In this research, a threshold value of 0.10 were used to detect group 
disagreements, and the hierarchical clustering method was used to identify 
experts that are in conflict with the rest of the group. If a group disagreement 
value exceeds the threshold value of 0.10, then it is concluded that there is 
disagreement among experts. The disagreement value for each panel is 
calculated using the formula below. 
Let 
m be the number of experts, k=1,…,m 
n be the number of decision elements, i=1,…,n 
     be the mean relative value of the i
th element for kth expert 
The group relative value of the ith element for m experts is 
102 
 
   
 
 
     
 
   
               
The disagreement among the m experts for n decision variables is 
   
 
   
            
 
   
 
   
 
The hierarchical clustering method was used for identification of group 
disagreements. The hierarchical clustering method obtains homogeneous 
clusters of cases based on measured characteristics. The process starts where 
each case is considered as a separate cluster; and for each iteration, a new 
cluster is determined by combining one case with a cluster identified earlier in a 
fashion that the arithmetic distance between new and old clusters remain the 
shortest among all possible alternatives. The process continues until one cluster 
is left. 
3.5. Sensitivity analysis 
Considering the constantly changing business environment, it is important to 
recognize that decisions lose their optimality overtime. Since this research is 
conducted at one point in time it is especially important to provide insights into 
how the results of this study would be impacted by changing priorities.  
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This study utilizes the mathematical deduction method, which was developed by 
Chen, to ensure the robustness of the results under changing conditions [268], 
[269]. This method stands out from the other sensitivity analysis methods due to 
its flexibility and ability to provide accurate results. The mathematical deduction 
method can handle cases which require single/multiple input variations on 
single/multiple decision hierarchy levels as well as inclusion of new decision 
alternatives. In this research, sensitivity analysis was conducted for single input 
variations on the second level of the decision hierarchy. The analyses were 
focused on testing the robustness of the results with respect to preserving the 
ranking order of the top alternative and the ranking order of all alternatives. 
Following is more information about the mechanics of the method. 
Level 1: Mission: Identify the highest value emerging energy efficiency program 
alternatives for a given power system or a utility.  
Level 2: Program management considerations: Program management 
consideration k supporting the mission: Pk for k = 1, …, K  
Level 3: Sub-factors: Sub-factor j under objective k: Sjk,k for jk = 1k, …, Jk 
Level 4: Alternatives: Energy efficiency program alternative i: Ai for i = 1, …, I  
The following notations were used in this study: 
Vector   
 : Local contributions of program management considerations (Pk) to 
the mission 
Matrix    
   : Local contributions of sub-factors (Sj) to program management 
considerations 
Matrix    
   : Local contributions of alternatives (Ai) to sub-factors (Sj) 
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Matrix    
   : Global contributions of alternatives (Ai) to program management 
considerations (Pk) 
Vector   
 : Global contributions of alternatives (Ai) to the mission 
Based on Chen and Kocaoglu the following mathematical algorithm was used 
[269].  
Let -   
       
         
   denote the perturbation induced on one of the   
 ‘s, 
which is    
 : the original ranking of    and      will not reverse 
If 
       
      
Where 
     
      
  
    
       
     
   
           
   
 
        
    
    
 
 
       
   
      
   
 
        
    
    
 
 
       
    
3.5.1. Sensitivity analysis for the rank order of the best alternative 
This analysis is useful in cases where there is only one decision alternative that 
can be invested on in due to resource limitations, and the decision maker wants 
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to explore those situations that could potentially alter the optimum solution. 
Accordingly, this analysis is used to find out allowable ranges of perturbations on 
the program management considerations level that would provide insight into the 
circumstances where the best alternative would lose its optimality.  
Inequalities for the allowable range of    
  are obtained for all r=1 and n=1,…, I-1 
and thresholds for the single perturbation   
 ,    
 (negative) and    
  (positive) in 
order to keep the ranking of decision alternatives unchanged is obtained. The 
initial feasibility constraint    
       
         
  is then combined with the 
inequalities obtained and the allowable range of perturbations on    
 which is 
denoted as     
     
   can be determined as         
     
            
     
   . 
The allowable range of perturbations refers to the threshold of changes to local 
contributions of variables in question on the higher level variable/variables 
without disturbing the original optimum decision. Then, the tolerance of    
  is 
determined as     
     
     
     
  . Tolerance refers to the range where the 
parameter in questions can take values in without disturbing the original optimum 
decision.  
Related to tolerance range there are two important terms to consider when 
interpreting sensitivity analysis results. Smallest allowable change refers to the 
absolute value of the smallest perturbation that causes disturbance in the original 
ranking of the decision alternatives whereas shortest tolerance refers to the 
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distance between the lowest and the highest points of the tolerance range. 
Higher values for the smallest allowable change mean that the corresponding 
decision variable has more tolerance to negative and positive perturbations at the 
same time whereas parameters with high shortest tolerance values are treated 
as being more tolerant to changes. Probability of rank changes refers to the 
probability that decision alternatives‘ original ranking will change as the 
corresponding parameters‘ values change uniformly between 0 and 1. 
Parameters with higher probability of rank changes are treated as being more 
susceptible.  
3.5.2. Sensitivity analysis for the rank order of all alternatives 
This analysis is useful in cases where the decision alternatives are ranked 
significantly close to each other or a portfolio of alternatives has already been 
selected and decision makers want to keep close eye on all the decision 
alternatives. Accordingly, this analysis is used to find out allowable ranges of 
perturbations at the program management considerations level that would 
provide insight into circumstances where all alternatives would keep their original 
rankings. 
If the steps are repeated for all r=1,…, I-1 and n=1; sensitivity analysis for the 
case that the ranking order of all alternatives will not be changed can be 
obtained. 
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3.6. Expert panel design considerations 
Expert panels are a vital part of this research, thus special focus on conducting 
expert panels is necessary. In order to obtain successful results from the expert 
panels there are a number of considerations that were carefully addressed. 
 
3.6.1. Selection of experts 
Selection of experts in this research was based on three important 
considerations: which are experts‘ relevancy to the research area, availability and 
willingness to participate in the research, and representation of different opinions 
on the panel. These considerations are articulated in more detail below. 
3.6.1.1. Relevant expertise within the research area 
Expertise must be considered within the area of the research undertaken. Thus, 
the criteria for defining an expert in one context might be different than another. 
Accordingly, researchers need to be aware of those factors that may justify an 
individual as an expert. As indicated by Valerdi these factors are a predetermined 
level of experience, peer review, hierarchy, and publications  [270]. 
It should be noted that an individual might not qualify to be an expert by meeting 
only one criterion. The researcher needs to decide on the importance of each 
criterion given the context of the study and avoid defining expertise too narrowly. 
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Predetermined level of expertise refers to the amount of time an individual has 
spent working in a field [271], [272]. This variable can be incorporated into expert 
selection by having a rule in place dictating that all the experts need to have a 
certain number of years of experience on the subject.  It should be noted, 
however, that the amount of time spent in an area may not always be the best 
indicator since technological changes in some fields are quite fast, and acquiring 
recent information through experience may be difficult. Peer review refers to 
good references about an individual‘s professional work. Similarly, Shanteau has 
defined experts as individuals recognized by others for their level of skills in a 
field [273]. Hierarchy refers to an expert‘s position in an organizational structure. 
Mead and Moseley have used hierarchy as an indicator of expertise based on 
the assumption that individuals who have high level of skills and success will be 
promoted to higher positions [274]. This assumption may not always be accurate 
because as people move up in the hierarchy they may lose their familiarity with 
the operational level, particularly in fields where changes occur quickly. 
Publications are good communication channels to demonstrate knowledge within 
a field. For instance, articles in credible peer reviewed journal, conference, as 
well as book publications will be used to select experts from academic 
backgrounds. Similarly, the number of patent applications or granted patents will 
also be used as selection criteria for experts from both industry and academia. 
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3.6.1.2. Availability and willingness to participate 
Expert panels may be quite demanding for experts in many ways such as 
multiple rounds of panels, time and effort spent on responding to research 
instruments, loss of work time, etc. These factors can impact the level of experts‘ 
commitment and participation negatively. In order to eliminate such issues, the 
distribution of judgment quantification instruments needs to be well timed. For 
instance, facilitators may need to avoid some of the big events that may hinder 
the availability of panelists. These events might be important conferences, 
seasons with increased workload, extreme weather conditions, holidays, 
important meetings or deadlines, etc.   
Willingness is another important aspect that should be carefully thought through. 
A study by Sackman found that prestigious people with low motivation may not 
provide as much value as young people who are eager to learn and contribute to 
the panel [275]. According to the finding, it may be better to have more people 
who are eager to participate in the panels rather than trying to get less interested 
prestigious people involved. The willingness of the participants can be easily 
understood by sending experts invitations asking if they would be interested in 
participating in the proposed panel. The invitation should provide information 
about the degree of commitment and amount of time experts are expected to 
invest throughout the study. 
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3.6.1.3. Balanced perspectives and biases 
Earlier studies have stated that experts who are in close proximity to the expert 
panel location or have working experience with the panel facilitators are more 
likely to be invited [275], [276]. This approach saves time and resources, 
increases the acceptance level, and makes sure that the selected group has 
some level of interest in the topic. Despite the advantages associated with the 
aforementioned approach, there are potential pitfalls the researchers need to be 
careful about. For instance, people from the same network might have a common 
sense in approaching a particular topic, and the expert panel may end up 
repeating ideas that everybody is familiar with without creating new ones. In 
order to address this issue, including experts from different backgrounds may be 
beneficial to promote critical thinking and ensure representation of different 
perspectives. 
3.6.2. Design of data collection instruments  
Design of data collection instruments is critical in establishing communication 
between the experts and the researchers. A data collection instrument should 
provide the necessary level of information about the proposed research in order 
to create a common ground for communication among various disciplines. This 
suggestion is especially important in panels where there are experts from diverse 
backgrounds. The purpose of this consideration is to reduce potential conflicts 
among experts and avoid time loss that may emerge as a result of 
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misinterpretation of the research objective. Thus, ensuring the quality of the data 
collection instruments is critical for the quality of the panel‘s outcome.  
In this research, all of the instruments were designed in a way so that experts 
can minimize their efforts to understand the questions and provide answers. 
Before the actual data collection phase was initiated, all the instruments were 
presented to a small group of people. Their feedback on the quality of each 
question was captured with respect to clarity, ease of answering, and amount of 
time required. 
In order to clearly define the purpose of the data collection instrument, a short 
description of the research objective was included. An instructions page was 
attached to the data collection instrument in order to address potential 
misunderstandings. To further enhance the instructions, a small section was 
included for demonstration purposes. Since the questions were focused on a 
narrow subject, there was always room for miscommunication between the 
research instrument and the respondents. In order to reduce misunderstandings, 
the aim of the panel, expected outcomes, and related terms were described. If 
necessary, documents containing background information about the research 
were distributed to the experts.  
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3.7. Research validity 
The validity of the proposed research was tested by adopting three measures 
applied at different phases of the research: content validity, construct validity, 
and criteria-related validity.  
Content validity refers to the degree to which a measure represents a given 
domain of interest. In this research case, content validity was tested during the 
model development phase. A preliminary assessment model was constructed 
based on the literature. A preliminary model was further evaluated by the subject 
matter experts. Based on the experts‘ evaluations, unnecessary variables were 
eliminated or new variables were added to the model. 
Construct validity refers to the degree to which a proposed research approach 
complies with its underlying theories. In this research case, construct validity was 
ensured after the model development phase. Some of the most important 
construct validity related considerations associated with hierarchical decision 
models are independency among decision variables on the same level and 
unidirectional relationships between decision levels. Construct validity of the 
proposed model was tested by a group of ETM doctoral students, who had 
significant amounts of research experience in both the energy field and 
hierarchical decision modeling. 
Criterion-related validity refers to the degree of effectiveness of a model in 
predicting real-life phenomenon. In this research, criterion-related validity was 
ensured after the analyses were completed. The research results were presented 
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to the subject matter experts, who were asked to provide feedback about the 
accuracy of the results.  
Please refer to the table below for a summary of the validity measures that will be 
considered in this research. 
Please refer to table below for summary of validity measures that will be 
considered in this research. 
Table 15: Validity of the proposed research approach 
Validity Description Method When 
Content 
validity 
Degree to which a measure 
represents a given domain of 
interest 
Expert evaluation, and 
literature review 
During the model 
development 
Construct 
validity 
Degree to which a proposed 
research approach complies with 
its underlying theories 
Expert evaluation 
After the model 
development 
Criterion-
related validity 
Degree of effectiveness of a model 
in predicting real life phenomenon. 
Expert evaluation After the analyses 
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CHAPTER 4: CASE APPLICATION AND RESEARCH DEVELOPMENT 
The case application of this research consisted of multiple phases, which include 
model development, data collection, and data analysis and results. The rigor of 
each phase was enhanced using necessary validity measures focusing on model 
validation, instrument validation, and data validation. In the following sections 
further detail will be provided on the aforementioned phases. Please refer to the 
table below for major phases conducted in this research. 
Figure 10: Major phases in the research application 
 
Literature review 
and initial model 
development
Model 
development 
with SMEs
Instrument 
development
Instrument 
validation
Model 
validation
Data collection 
(Judgement 
Quantification)
Data analysis
and results
Data 
validation
Yes
Yes
Yes
No
No
No
115 
 
This study was conducted based on experts‘ voluntary participation. Invitation 
letters were delivered to the experts via e-mail. Letters provided brief information 
about the researcher‘s background and the objective of the study. Experts were 
also informed about the time commitment required for their participation in the 
study. Experts were requested to provide their response by replying to the same 
e-mail along with potential names of people who might be beneficial to the study. 
Please refer to Appendix A-1: Research Instrument 1 and Appendix A-2: 
Research Instrument 2 for invitation e-mail templates. Once the experts agreed 
to participate in the study, they were provided with an informed consent form that 
contained information about the human subjects and confidentiality issues. 
Please refer to Appendix A-3: Research Instrument 3 for informed consent form. 
4.1. Model development 
Model development was conducted based on a combination of literature review 
and face-to-face meetings with subject matter experts. The process was initiated 
by constructing a preliminary assessment model based on the literature review. 
This phase was followed by face-to-face meetings with a focus group, whose 
participants had managerial level experience in the area of emerging energy 
efficiency technology management in the Pacific Northwest. After a group 
agreement was achieved within the focus group, a preliminary model was 
revised. Based on the revised preliminary assessment model, content validity 
instruments were designed and sent to a total of 44 subject matter experts. This 
approach was found to be more efficient in reducing the number of feedback 
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loops required for the group agreement. The notion behind this approach was to 
increase the quality of experts‘ inputs and prevent potential dropouts due to an 
excessive workload.  
A comprehensive literature review in the area of utility centric energy efficiency 
program assessment literature was conducted. A large body of assessment 
perspectives and variables were uncovered. A comprehensive assessment 
model was constructed based on the findings. Please refer to Chapter 2, Section 
2.3, for model variables and relevant studies. Please see the figure below for the 
preliminary assessment model. 
Figure 11: Preliminary assessment model 
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The preliminary model was discussed with a group of experts who were 
employed at the executive management level in various energy efficiency 
organizations in the Pacific Northwest. Important factors for selecting experts for 
the focus group were significant relevancy; emerging energy efficiency 
technology management; to area of study and level of expertise. Please refer to 
the table below for the profile of the focus group. 
Table 16: Profiles of experts in the focus group 
Expert Organization Title Experience Background 
Expert A Energy Trust of Oregon 
Director of Planning 
and Evaluation 
20+ years 
Nonprofit 
organization 
Expert B 
Northwest Energy 
Efficiency Alliance 
Senior Emerging 
Technology & Product 
Management 
15+ years 
Nonprofit 
organization 
Expert C 
Bonneville Power 
Administration 
Emerging Technology 
Program Manager 
20+ years Utility 
Expert D 
Northwest Power and 
Conservation Council 
Senior Economist 25+ years 
Nonprofit 
organization 
Expert E 
Bonneville Power 
Administration 
Energy Efficiency 
Residential Sector 
Lead 
10+ years Utility 
During face-to-face meetings, the study‘s objective and the preliminary model 
were introduced to the experts, and their comments and suggestions were 
captured.  
Based on the focus group feedback, it was determined that the preliminary model 
would be suitable for a post-evaluation of energy efficiency programs at the 
government level. However, for the case of emerging energy efficiency 
programs, it is difficult for experts to provide judgments for each utility value 
stream due to the lack of data and complexity of the system. It is further noted 
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that the value of programs varies depending on different parts of the system, thus 
it is difficult for experts to account for all sub-systems and come up with a value 
for the whole system. Accordingly, the use of variables that can combine all the 
value streams is considered to be more practical and accurate. Another 
important suggestion refers to the notion that program selection should not only 
be limited to value potential, but also address program development and market 
diffusion elements. Within the evaluation of value streams, non-energy savings 
are important; however, they should be separated from energy savings.  
Based on the focus group‘s feedback, the preliminary model was revised. Please 
see the figure below. 
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Figure 12: Revised preliminary assessment model 
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expressed that his organization would be interested in using this model for 
assessing emerging energy efficiency programs. 
4.2. Model validation 
After the revised preliminary model was obtained, a number of web-based 
content validity instruments were developed. All of the instruments were tested 
by a group of PhD students in the Department of Engineering and Technology 
Management (ETM) at Portland State University, Portland, Oregon, USA. Any 
design and communication related problems were identified and corrected. 
Appropriate links were provided to the experts via an e-mail. Please refer to 
Appendix A-4: Research Instrument 4 for a link for the content validity instrument. 
Brief information about the objective of the study, the purpose of the data 
instrument, definitions of the model hierarchy and decision variables were 
provided to the experts. Experts were asked to provide their judgment about 
whether the proposed variables were appropriate within the scope of the thesis 
by rating each variable either ―0‖ (not appropriate) or ―1‖ (suitable). Experts were 
given the freedom to complete the instruments in multiple sessions. Once the 
responses were submitted, the experts were notified with a short thank you letter. 
Their access to the instrument was limited after the submission.  
Model validation was conducted through 6 content validity instruments, which 
were focused on different parts of the assessment model. A total of 44 experts—
8 from international locations identified through social network analysis and 36 
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from the Pacific Northwest—were distributed over 6 content validity instruments 
based on their expertise.  Some of them participated in multiple panels because 
of their areas of expertise. Please see the table below for content validity 
instruments and sizes for judgment quantification. 
Table 17: Focus and number of participants per content validity instrument 
Instruments Focus 
Number of 
participants 
Content validity instrument 1 
Energy efficiency program 
management considerations 
9 
Content validity instrument 2 Energy savings potential 34 
Content validity instrument 3 Ancillary benefits potential 34 
Content validity instrument 4 
Program development & 
implementation potential 
14 
Content validity instrument 5 Market dissemination potential 14 
Content validity instrument 6 Alternatives level 14 
In order for a variable to be included in the assessment model, at least two thirds 
of the experts on a panel had to agree on its suitability. Accordingly, a large 
majority of the respondents for all content validity instruments agreed that the 
proposed variables were suitable for this research. The tables below show the 
content validity results for each content validity instrument.  
Content validity instrument 1 focused on validating the suitability of the program 
management considerations in measuring the mission. A total of 9 experts 
provided input. Please refer to Appendix A-5: Research Instrument 5 for content 
validity instrument 1. Please see the table below for a summary of responses. 
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Table 18: Summary of responses for content validity instrument 1 
Focus Variables 
Responses 
Agreement 
level Total 
votes 
Vote 
on 
"Yes" 
Vote 
on 
"No" 
Program 
management 
considerations 
Energy savings potential 9 9 0 100% 
Ancillary benefits potential 9 9 0 100% 
Program development & 
implementation potential 
9 9 0 100% 
Market dissemination potential 9 9 0 100% 
Content validity instrument 2 focused on validating sub-factors under energy 
savings potential. A total of 34 experts provided input. Please refer to Appendix 
A-6: Research Instrument 6 for content validity instrument 2. Please see the table 
below for a summary of responses. 
Table 19: Summary of responses for content validity instrument 2 
Focus Variables 
Responses 
Agreement 
level Total 
votes 
Votes 
on 
"Yes" 
Votes 
on 
"No" 
Sub-factors 
under energy 
savings 
potential 
Base load (off-peak) savings 
potential 
34 33 1 97% 
Peak savings potential 34 33 1 97% 
Degree of rebound effects 34 31 3 91% 
Content validity instrument 3 focused on validating sub-factors under ancillary 
benefits potential. A total of 34 experts provided input. Please refer to Appendix 
A-7: Research Instrument 7 for content validity instrument 3. Please see the table 
below for a summary of responses. 
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Table 20: Summary of responses for content validity instrument 3 
Focus Variables 
Responses 
Agreement 
level Total 
votes 
Votes 
on 
"Yes" 
Votes 
on 
"No" 
Sub-factors 
under ancillary 
benefits 
potential 
Reduction of environmental 
footprint 
34 34 0 100% 
Promotion of regional 
development 
34 33 1 97% 
Direct impact on system 
reliability 
34 33 1 97% 
Content validity instrument 4 focused on validating sub-factors under program 
development and implementation potential. A total of 14 experts provided input. 
Please refer to Appendix A-8: Research Instrument 8 for content validity 
instrument 4. Please see the table below for a summary of responses. 
The initial variable, ―Ease of measure deployment and maintenance,‖ was 
suggested to be split into two variables: ―Ease of measure deployment‖ and 
―Ease of maintaining measure persistence.‖ The reasoning behind the 
suggestion is that there is not necessarily a correlation between ease of measure 
deployment and maintaining measure persistence for various technologies. Thus, 
it was indicated that capturing these two concepts with separate variables would 
provide more insight. 
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Table 21: Summary of responses for content validity instrument 4 
Focus Variables 
Responses 
Agreement 
level Total 
votes 
Votes 
on 
"Yes" 
Votes 
on 
"No" 
Sub-factors 
under 
program 
development 
and 
implementati
on potential 
Ease of savings measurement 
and verification (M&V) 
14 13 1 93% 
Ease of measure deployment 14 14 0 100% 
Ease of maintaining measure 
persistence 
14 14 0 100% 
Ease of compliance with codes 
and standards 
14 12 2 86% 
Equity considerations 14 12 2 86% 
Content validity instrument 5 focused on validating sub-factors under market 
dissemination potential. A total of 14 experts provided input.  Please refer to 
Appendix A-9: Research Instrument 9 for content validity instrument 5. Please 
see the table below for a summary of responses. 
Table 22: Summary of responses for content validity instrument 5 
Focus Variables 
Responses 
Agreement 
level Total 
votes 
Votes 
on 
"Yes" 
Votes 
on 
"No" 
Sub-factors 
under market 
dissemination 
potential 
End-use adoption potential 14 13 1 93% 
Supply chain acceptance 
potential 
14 13 1 93% 
Intensity of barriers and 
availability of leverage points 
14 13 1 93% 
Content validity instrument 6 was used to determine experts‘ level of familiarity 
with the decision alternatives assessed in the case application. A total of 14 
experts provided input.  Please refer to Appendix A-10: Research Instrument 10 
for content validity instrument 6. Please see the table below for a summary of 
responses. 
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Table 23: Summary of responses for content validity instrument 6 
Focus Variables 
Responses 
Agreement 
level Total 
votes 
Votes 
on 
"Yes" 
Votes 
on 
"No" 
Program 
alternatives 
Bi-level lighting controls for 
commercial offices 
14 14 0 100% 
Bi-level lighting controls for 
parking lots and garages 
14 14 0 100% 
Bi-level lighting controls for 
stairwells 
14 14 0 100% 
LED lighting for area and parking 
lot lighting 
14 14 0 100% 
LED lighting for street lighting 14 14 0 100% 
LED lighting for outdoor wall-
mounted area luminaries 
14 14 0 100% 
LED lighting for commercial 
offices 
14 14 0 100% 
Demand-controlled ventilation 
for commercial kitchens 
14 14 0 100% 
Variable capacity compressors 
for packaged rooftop units 
14 14 0 100% 
Advanced controls with remote 
access and energy monitoring 
for packaged rooftop units 
14 13 1 93% 
Air side economizers for data 
centers 
14 12 2 86% 
Low-cost energy management 
and control systems for small to 
medium size commercial 
buildings 
14 13 1 93% 
Web-enabled thermostats for 
small to medium size 
commercial buildings 
14 14 0 100% 
4.3. The finalized research model 
Based on the content validity results, the revised research model was modified 
and the final research model was obtained. The finalized research model 
consists of four levels: mission statement, program management considerations, 
sub-factors, and program alternatives. This section will provide the definitions of 
the decision hierarchy and model variables. 
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Figure 13: The finalized assessment model 
 
4.3.1. Mission level 
The mission statement identifies the highest value emerging energy efficiency 
program alternatives for a given power system or a region. 
4.3.2. Program management considerations level 
Identification of the highest value emerging energy efficiency program 
alternatives is based on four major considerations: energy savings potential, 
Peak savings 
potential 
Base load (off-
peak) savings 
potential 
Energy savings 
potential 
Ease of savings 
measurement 
and verification 
(M&V)  
Ease of 
measure 
deployment 
Ease of 
maintaining 
measure 
persistence 
Equity 
considerations 
Program 
development & 
implementation 
potential 
Degree of 
rebound effects 
To identify the highest value emerging energy 
efficiency program alternatives for a given power 
system or a region 
Promotion of 
regional 
development 
Ancillary 
benefits 
potential 
Reduction of 
environmental 
footprint 
Direct impact 
on power 
system 
operations 
Market 
dissemination 
potential 
Intensity of 
barriers and 
availability of 
leverage points 
Supply chain 
acceptance 
potential 
End-use 
adoption 
potential 
Alternative 1 Alternative  2 Alternative  3 Alternative  M … 
Sub-factors 
Program 
management 
considerations 
Mission 
Alternatives 
Ease of 
compliance with 
codes and 
standards 
127 
 
ancillary benefits potential, program development and implementation potential, 
and market dissemination potential. These considerations cover all of the phases 
that are of concern in planning, developing, and delivering energy efficiency 
programs. 
4.3.2.1. Energy savings potential 
Energy efficiency programs can help reduce electricity demand at the times of 
need by promoting more efficient technology alternatives. Due to the significant 
difference between the cost of meeting base and peak load demands, energy 
efficiency programs‘ potentials in reducing base and peak loads are accounted 
for separately. Although it is still an ongoing debate, rebound effects are claimed 
to negatively affect energy savings. It is claimed that end-users tend to regard 
energy savings derived from their earlier investment as an additional income and 
spend them on other energy demanding services, reducing actual savings on the 
utility side. Overall, this consideration attempts to capture the overall value of 
potential energy savings that an emerging energy efficiency program can provide 
to a power system or a region. 
4.3.2.2. Ancillary benefits potential 
Apart from energy savings, energy efficiency programs are also affiliated with 
non-energy benefits. Energy efficiency programs help reduce demand and need 
for generation. Reduced generation leads to lesser combustion of fuels and 
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reduces emission of pollutants. Reduced demand also positively impacts 
electricity transmission traffic and increases reliability of power system 
operations. Delivery of energy efficiency programs also has a positive impact on 
regional development through increased economic activity and improved 
productivity, comfort, and health. Overall, this consideration attempts to capture 
the magnitude of non-energy benefits/savings that an emerging energy efficiency 
program can provide to a power system or a region.  
4.3.2.3. Program development and implementation potential 
In order to turn prospective energy efficiency technologies into measure offers, a 
number of programmatic considerations need to be satisfied. These 
considerations deal with measurement and verification of energy savings, 
measure deployment, maintaining measure persistence, compliance with existing 
codes and standards, and equitable expenditure of public resources. Depending 
on complexity, the ease of addressing these issues for different technologies 
varies. This consideration attempts to capture feasibility of developing and 
implementing a program for an emerging energy efficiency technology.  
4.3.2.4. Market dissemination potential 
The magnitude of achievable energy savings is strongly related to the diffusion of 
energy efficient products. Diffusion of more efficient technologies is often 
observed to be slower than desired rates due to the existence of market barriers 
129 
 
stemming from end users‘ adoption behaviors as well as industry players within 
the supply chain. Market transformation efforts are focused on eliminating or 
mediating market failures and transforming existing markets into more favorable 
environments for diffusion of energy efficient products. However, the intensity of 
market barriers for each technology varies as well as the availability of leverage 
points to eliminate them. Overall, this consideration attempts to capture the 
diffusion potential of an emerging energy efficiency program from a market 
acceptance point of view.  
4.3.3. Sub-factors level 
Each program management consideration is further defined with sub-factors, 
which help reduce the complexity of a larger decision problem into smaller sub-
problems. Sub-factors help convert strategic-level considerations into technical 
variables, which are more familiar to technologists and engineers. This structure 
enables technical experts to conduct comparisons among program alternatives 
more accurately.  
4.3.3.1. Energy savings potential 
Energy savings potentials of emerging energy efficiency programs are proposed 
to be measured with 3 sub-factors: base load (off-peak) savings potential, peak 
savings potential, and degree of rebound effects. 
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o Base load (off-peak) savings potential 
The marginal cost of electricity generation and delivery varies over time based on 
the changing demand and supply relationship. Utility load profiles can roughly be 
divided in two as base and peak loads. This variable attempts to capture 
desirability of an emerging energy efficiency program with respect to its potential 
to reduce the base load of a power system or a region. The following can be 
considered under this variable: off-peak coincidence factor, relative unit efficiency 
to the baseline technologies, measure lifetime, and end-use market size. 
o Peak savings potential 
The marginal cost of electricity generation and delivery varies over time based on 
the changing demand and supply relationship. Utility load profiles can roughly be 
divided in two as base and peak loads. This variable attempts to capture the 
desirability of an emerging energy efficiency program with respect to its potential 
to reduce peak load of a power system or a region. The following can be 
considered under this variable: peak coincidence factor, relative unit efficiency to 
the baseline technologies, measure lifetime, and end-use market size. 
o Degree of rebound effects 
A potential undesirable outcome of energy efficiency efforts is rebound effect, 
which refers to an increase in energy consumption as a result of increased 
efficiency of a service. In the context of energy efficiency, certain technologies 
have been observed to provide savings of which some portion is used for other 
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energy consuming services. Rebound effects can impact projected savings 
negatively by causing an unexpected increase in consumption. This variable 
attempts to capture the desirability of an emerging energy efficiency program 
with respect to its impact on increasing energy consumption indirectly. 
4.3.3.2. Ancillary benefits potential 
The ancillary benefits potential of emerging energy efficiency programs is 
proposed to be measured with 3 sub-factors: reduction of environmental 
footprint, promotion of regional development, and direct impact on power system 
operations. 
o Reduction of environmental footprint 
The diffusion of more energy efficient technologies helps reduce electricity 
demand, which results in lower emissions of greenhouse gases; as well as soil, 
water, and air contaminants on the power generation and delivery side. New 
technologies/processes may reduce/eliminate the use of environmentally harmful 
materials throughout product supply chains as well as during actual use of the 
products. This variable attempts to capture the desirability of an emerging energy 
efficiency program with respect to its potential to reduce the environmental 
footprint from multiple perspectives such as power system, product supply chain, 
and product use and disposal. 
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o Promotion of regional development 
Increasing economic activity, creating new job opportunities, strengthening local 
industry by demonstrating superior and efficient manufacturing technologies, 
helping diffusion of locally manufactured technologies/products, and improving 
the life standards of the low-income population are some of the examples of 
energy efficiency programs‘ contributions to regional development. This variable 
attempts to capture the desirability of an emerging energy efficiency program 
with respect to its potential to contribute to regional development directly or 
indirectly. 
o Direct impact on power system operations 
Increasing and changing demand, variability of renewable energy supply, 
increasing importance of critical resources, and aging infrastructure are some of 
the major challenges faced by the electric utilities. As a result, the ability to 
respond to changes faster and accurately is becoming significantly important for 
power system operations. Reduced energy consumption can relieve transmission 
and power generation related bottlenecks, reduce the need for critical resources 
and improve overall system operations. Moreover, new technologies allow 
utilities to communicate with appliances and manage end-use consumption in 
favor of utilities without damaging consumers‘ lifestyles. This variable attempts to 
capture the desirability of an emerging energy efficiency program with respect to 
its potential to help improve system operations of a power system or a region. 
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4.3.3.3. Program development and implementation potential 
Program development and implementation feasibility of emerging energy 
efficiency programs are proposed to be measured with 5 sub-factors: ease of 
savings measurement and verification, ease of measure deployment, ease of 
maintaining measure persistence, ease of compliance with codes and standards, 
and equity considerations. 
o Ease of savings measurement and verification 
Measure specifications are intended to provide guidance to successfully deploy 
energy efficiency technologies and ensure realization of projected savings. The 
feasibility of measuring and verifying savings as well as providing a streamlined 
measure specification varies depending on measure complexity. For example, 
generally savings measurement and verification processes for HVAC 
technologies are more complex than lighting technologies. This variable attempts 
to capture the desirability of an emerging energy efficiency program with respect 
to ease of measuring and verifying potential energy savings. 
o Ease of measure deployment 
Deployment of certain technologies may involve invasive implementation 
procedures. Such requirements increase costs and efforts incurred on program 
budgets. Technologies with less invasive practices are more desirable from a 
program perspective. This variable attempts to capture the desirability of an 
emerging energy efficiency program with respect to ease of measure 
134 
 
deployment. 
o Ease of maintaining measure persistence 
Different technologies require varying degrees of monitoring and adjustments in 
order to ensure realization of projected savings. Technologies that do not require 
continuous monitoring and adjustments are more desirable from a program 
perspective. This variable attempts to capture desirability of an emerging energy 
efficiency program with respect to ease of maintaining savings persistence over 
the measure lifetime. 
o Ease of compliance with codes and standards 
Certain technologies may cause adverse effects on public health in the case of 
misapplication. Codes and standards are put in place to reduce or eliminate such 
risks. However, compliance with codes and standards might incur varying levels 
of complexity or hurdles from a program perspective. This variable attempts to 
capture the desirability of an emerging energy efficiency program with respect to 
ease of complying with codes and standards associated with it. 
o Equity considerations 
Certain energy efficiency programs may favor only certain end-users, whereas 
program costs are incurred on the whole society. Some end-users may receive 
utility incentives through an energy efficiency program, although they might adopt 
the same technology without any incentives. Such instances are associated with 
misuse of public resources considered as undesirable from a program 
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perspective. This variable attempts to capture the desirability of an emerging 
energy efficiency program with respect to its use of public resources in an 
equitable manner. 
4.3.3.4. Market dissemination potential 
Market dissemination potentials of emerging energy efficiency programs are 
proposed to be measured with 3 sub-factors: end-use adoption potential, supply 
chain acceptance potential, and intensity of market barriers and availability of 
leverage points. 
o End-use adoption potential 
The ultimate goal of energy efficiency programs is to influence end users‘ 
decisions in favor of more efficient technology alternatives. There have been 
various studies attempting to explain buying decisions of end users in the context 
of energy efficiency. This variable attempts to capture the desirability of an 
emerging energy efficiency program with respect to end users‘ likelihood of 
making positive adoption decisions. The following can be considered under this 
variable: incremental costs for the end-use, significance of savings potential for 
the end-use, non-energy benefits, opportunity and non-opportunity costs, ease of 
technology deployment and maintenance, decision urgency for the end-use, and 
product image. 
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o Supply chain acceptance potential 
Market transformation activities may require extensive collaboration between 
utilities, manufacturers, contractors, retailers and energy service providers. This 
becomes a significant factor when there is no established supply chain or there 
are difficulties in transforming the existing one. Potential business opportunities 
and risks affiliated with a new technology play significant roles in a supply chain‘s 
active participation in an energy efficiency program. This variable attempts to 
capture the desirability of an emerging energy efficiency program with respect to 
supply chain actors‘ likelihood of supporting market transformation. 
o Intensity of market barriers and availability of leverage 
points 
There are various types of market barriers associated with slow diffusion of 
energy efficiency technologies. Elimination of barriers may promote diffusion at 
varying degrees; however, costs and hurdles incurred on programs vary 
depending on the intensity of market barriers. This variable attempts to capture 
the desirability of an emerging energy efficiency program with respect to the 
balance between intensity of market barriers and availability of leverage points. 
4.3.4. Program alternatives level 
In order to meet the energy efficiency goals, the Pacific Northwest‘s public 
power, investor-owned utilities and other energy efficiency organizations have 
created a consortium, which will guarantee that the region‘s energy efficiency 
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technology pipeline will be filled and maintained. Accordingly, an initiative named 
E3T Emerging Technologies group was started in 2008. The E3T group 
developed and maintains an electronic database where qualified subject matter 
experts from universities, government labs, and related energy efficiency 
organizations can make technology suggestions. The E3T team currently has 
371 program alternatives/technology applications under review in its portfolio. 
These technologies are spread across multiple focus areas such as HVAC, 
lighting, energy management, industrial agriculture, consumer electronics, 
envelope, water heating, commercial kitchen, and integrated design. A 
breakdown of these technology focus areas can be seen in the table below.  
Table 24: Emerging energy efficiency technologies under respective focus areas 
Focus area Number of technologies 
HVAC 147 
Lighting 84 
Energy management 75 
Industrial/Agriculture 29 
Consumer electronics 19 
Envelope 11 
Water heating 4 
Commercial kitchen 1 
Integrated Design 1 
In an attempt to identify the highest value program alternatives, E3T has been 
working with a regional steering committee, the Regional Technical Advisory 
Group, on conducting a series of assessment panels [264]. Currently, 13 high 
priority program alternatives have been identified as having the most program 
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actualization potential for the Pacific Northwest. These program alternatives were 
moved to the next stage of the evaluation phase which is the focus of this 
research. Please see the table below for a list of high priority emerging energy 
efficiency program alternatives in the Pacific Northwest. 
Table 25: High priority emerging energy efficiency program alternatives under 
respective focus areas 
Area Technology End Use 
Lighting Bi-Level Lighting Controls Commercial Offices 
Lighting Bi-Level Lighting Controls Parking Lots and Garages  
Lighting Bi-Level Lighting Controls Stairwells 
Lighting LED lighting Area and Parking Lot Lighting  
Lighting LED lighting Street Lighting  
Lighting LED lighting 
Outdoor Wall-Mounted Area 
Luminaries 
Lighting LED lighting Commercial Offices 
HVAC Demand-Controlled Ventilation Commercial Kitchens  
HVAC Variable Capacity Compressor Packaged Rooftop Units 
HVAC 
Advanced Controls with Remote 
Access and Energy Monitoring 
Packaged Rooftop Units 
HVAC Air-Side Economizers Data Centers  
Energy 
Management 
Low-Cost Energy Management 
and Control System 
Small to Medium Commercial 
Buildings 
Energy 
Management 
Web-Enabled Thermostats 
Small to Medium Commercial 
Buildings 
4.4.  Data collection (judgment quantifications) 
Judgment quantification instruments were developed by using an electronic 
spreadsheet software package. All of the instruments were tested by a group of 
ETM PhD students. Any design and communication related problems were 
identified and corrected. Appropriate instruments were provided to the experts 
via an e-mail. Please refer to Appendix A-11: Research Instrument 11 for a link 
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for the judgment quantification instruments. The objective of the study, purpose 
of the data instrument, and instructions were provided to the experts. Please 
refer to Appendix A-12: Research Instrument 12 and Appendix A-13: Research 
Instrument 13 for judgment quantification instructions. Definitions of the decision 
variables were also provided in each question for further clarification. Experts‘ 
ability to make changes to the data instrument was restricted to data input fields 
only. This ensured eliminating potential risks that might occur as a result of 
misusage of the instrument. Responses were received via e-mails. Once the 
responses were received, experts were notified with a short thank you letter.  
Judgment quantification was conducted using 6 panels, which were focused on 
different parts of the assessment model. Each panel required different types of 
expertise. Please see the table below for the focus of each expert panel and 
required expertise. 
Table 26: Focus and required expertise per expert panel  
Panels Focus Required expertise 
Panel 1 
Energy efficiency program 
management considerations 
Executive management 
Panel 2 Energy savings potential Program planning and evaluation 
Panel 3 Ancillary benefits potential 
Program planning and evaluation, market 
transformation 
Panel 4 
Program development & 
implementation potential 
Project and program management, Measurement 
and verification 
Panel 5 Market dissemination potential Market research and market transformation 
Panel 6 Alternatives level Engineering, Academics 
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 Panel 1 – Understanding of a wide range of program planning, 
development and delivery-related processes.  
 Panel 2 – Understanding of the value of energy savings per load profile of 
the region. 
 Panel 3 – Understanding of the value of non-energy benefits derived from 
energy efficiency efforts. 
 Panel 4 – Understanding of energy efficiency program development and 
implementation processes. 
 Panel 5 – Understanding of energy efficiency program marketing and 
market transformation processes. 
 Panel 6 – Understanding of potentials of energy efficiency technologies 
per sub-factor. 
The choice of judgment quantification method for panels 1 through 5 was the 
pairwise comparison method. Unlike panels 1 through 5, panel 6 dealt with 13 
decision elements, which is a significantly large number for the paired 
comparison method. In order to reduce excess workload on the experts 
participating in in panel 6, comparisons were conducted in chainwise paired 
fashion. The ratio scale used in all panels was the constant-sum method, which 
required experts to allocate 100 points between two decision variables at a time 
with respect to their relative importance to a higher level decision variable that 
they were associated with. Please see the table below for a summary of data 
collection methods used in judgment quantifications. 
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Table 27: Data collection methods used in judgment quantifications 
Panels 
Judgment 
quantification 
Ratio scale 
Panel 1 
Pairwise 
comparison Constant-sum 
method 
Panel 2 
Panel 3 
Panel 4 
Panel 5 
Panel 6 
Chainwise paired 
comparison 
A total of 26 subject matter experts with various backgrounds and positions 
participated in the judgment quantification process. Experts had experience in 
the areas of management, planning, engineering, and economics. A large 
number of energy efficiency organizations from the Pacific Northwest region were 
represented and included 5 utilities, 4 non-profit organizations, 2 research labs, 1 
university, and 1 consulting company. Please see the table below for profiles of 
the experts who participated in the expert panels for judgment quantification. 
Table 28: Profile of experts who participated in judgment quantification 
Experts Organizations Positions Backgrounds 
Expert 1 Bonneville Power Administration 
Emerging Technology 
Program Manager  
Utility 
Expert 2 Energy Trust of Oregon 
Director of Planning and 
Evaluation  
Non-profit 
organization 
Expert 3 NW Energy Efficiency Alliance 
Senior Emerging Technology 
& Product Management 
Non-profit 
organization 
Expert 4 
NW Power and Conservation 
Council 
Manager, Conservation 
Resources 
Non-profit 
organization 
Expert 5 Bonneville Power Administration 
Chief Technology Innovation 
Officer 
Utility 
Expert 6 
NW Power and Conservation 
Council 
Senior Economist, Economic 
Analysis 
Non-profit 
organization 
Expert 7 Portland General Electric Policy Analyst  Utility 
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Expert 8 Snohomish PUD 
Senior Manager of Energy 
Efficiency  
Utility 
Expert 9 
NW Power and Conservation 
Council 
Senior Power Systems Analyst 
Non-profit 
organization 
Expert 10 
NW Power and Conservation 
Council 
Economic Analysis Manager 
Non-profit 
organization 
Expert 11 Bonneville Power Administration Engineering Services Manager  Utility 
Expert 12 Portland General Electric 
Director, Customer Energy 
Resources 
Utility 
Expert 13 Portland General Electric Analyst Utility 
Expert 14 Bonneville Power Administration Customer Account Executive Utility 
Expert 15 Bonneville Power Administration Industry Economist Utility 
Expert 16 Tacoma Power Senior Power Analyst Utility 
Expert 17 Eugene Water & Electric Board Power Planning Supervisor Utility 
Expert 18 Tacoma Power Analyst Utility 
Expert 19 Pacific Northwest National Lab Senior Staff Engineer  Research lab 
Expert 20 WSU Extension Energy Program Energy Engineer University 
Expert 21 National Renewable Energy Lab Project Manager Research lab 
Expert 22 Bonneville Power Administration Engineer Utility 
Expert 23 Livingston Energy Innovations President Consulting 
Expert 24 Bonneville Power Administration Energy Efficiency Engineer Utility 
Expert 25 Bonneville Power Administration 
Commercial & Federal 
Programs Lead 
Utility 
Expert 26 PECI Engineer 
Non-profit 
organization 
 
A total of 26 experts were distributed over 6 panels based on their expertise. 
Please note that some experts participated in multiple panels. Also note that 
expert panel 6 was split into 14 sub-panels focusing on the evaluation of program 
alternatives per sub-factor. Please see the table below for expert panels and 
sizes for judgment quantification. 
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Table 29: Focus and number of participants per expert panel 
Panel 
no 
Sub-
panels 
Focus 
Number of 
participants 
Panel 1 Program management considerations 10 
Panel 2 Energy savings potential 18 
Panel 3 Ancillary benefits potential 17 
Panel 4 Program development & implementation potential 10 
Panel 5 Market dissemination potential 9 
Panel 6 Program alternatives 11 
 
Panel 6.1 With respect to base load (off-peak) savings potential 4 
Panel 6.2 With respect to peak savings potential 4 
Panel 6.3 With respect to degree of rebound effects 4 
Panel 6.4 With respect to reduction of environmental footprint 3 
Panel 6.5 With respect to promotion of regional development 4 
Panel 6.6 With respect to direct impact on power system operations 3 
Panel 6.7 
With respect to ease of savings measurement and 
verification 
6 
Panel 6.8 With respect to ease of measure deployment 6 
Panel 6.9 With respect to ease of maintaining measure persistence 6 
Panel 6.10 With respect to compliance with codes and standards 6 
Panel 6.11 With respect to equity considerations 5 
Panel 6.12 With respect to end-use adoption potential 3 
Panel 6.13 With respect to supply chain acceptance potential 3 
Panel 6.14 
With respect to intensity of market barriers and availability 
of leverage points 
3 
 Expert panel 1 consisted of 10 experts and focused on quantifying the 
relative importance of decision elements at the program management 
considerations level. Please refer to Appendix A-14: Research Instrument 
14 for the judgment quantification instrument for panel 1. 
 Expert panel 2 consisted of 18 experts and focused on quantifying the 
relative importance of sub-factors with respect to energy savings potential. 
Please refer to Appendix A-15: Research Instrument 15 for the judgment 
quantification instrument for panel 2. 
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 Expert panel 3 consisted of 17 experts and focused on quantifying the 
relative importance of sub-factors with respect to ancillary benefits 
potential. Please refer to Appendix A-16: Research Instrument 16 for the 
judgment quantification instrument for panel 3. 
 Expert panel 4 consisted of 10 experts and focused on quantifying the 
relative importance of sub-factors with respect to program development 
and implementation potential. Please refer to Appendix A-17: Research 
Instrument 17 for the judgment quantification instrument for panel 4. 
 Expert panel 5 consisted of 9 experts and focused on quantifying the 
relative importance of sub-factors with respect to market dissemination 
potential. Please refer to Appendix A-18: Research Instrument 18 for the 
judgment quantification instrument for panel 5. 
 Expert panel 6 consisted of 11 experts and focused on quantifying the 
relative importance of program alternatives with respect to each sub-
factor. Please refer to Appendix A-19: Research Instrument 19 for the 
judgment quantification instrument for panel 6. Due to varying expertise 
requirements, experts in panel 6 were not asked to evaluate program 
alternatives for all sub-factors. Instead, they were asked to conduct 
judgment quantification for a limited number of sub-factors. Please see the 
tables below for the distribution of experts over judgment quantification 
panels 
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Table 30: Distribution of experts over judgment quantification panels 
Experts Panel 1 Panel 2 Panel 3 Panel 4 Panel 5 Panel 6 
Expert 1 x x x x x x 
Expert 2 x x x x x x 
Expert 3 x x x x x x 
Expert 4 x x x x 
  
Expert 5 x x x x x 
 
Expert 6 x x x x x 
 
Expert 7 x x x x 
  
Expert 8 x x x x x 
 
Expert 9 
 
x x 
 
x 
 
Expert 10 x x x x x 
 
Expert 11 x x x x x 
 
Expert 12 
 
x x 
   
Expert 13 
 
x x 
   
Expert 14 
 
x x 
   
Expert 15 
 
x x 
   
Expert 16 
 
x x 
   
Expert 17 
 
x x 
   
Expert 18 
 
x 
    
Expert 19 
     
x 
Expert 20 
     
x 
Expert 21 
     
x 
Expert 22 
     
x 
Expert 23 
     
x 
Expert 24 
     
x 
Expert 25 
     
x 
Expert 26 
     
x 
 
 
  
 
1
4
6
 
Table 31: Further distribution of experts in expert panel 6 
Experts 
Panel 
6.1 
Panel 
6.2 
Panel 
6.3 
Panel 
6.4 
Panel 
6.5 
Panel 
6.6 
Panel 
6.7 
Panel 
6.8 
Panel 
6.9 
Panel 
6.10 
Panel 
6.11 
Panel 
6.12 
Panel 
6.13 
Panel 
6.14 
Expert 1 x x x x x   x x x x x       
Expert 2     x   x           x x x x 
Expert 3     x   x           x x x x 
Expert 19 x x   x   x                 
Expert 20 x x x x x x       x         
Expert 21 x x       x x x x           
Expert 22             x x x x         
Expert 23                   x x x x x 
Expert 24             x x x x         
Expert 25             x x x   x       
Expert 26             x x x x         
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CHAPTER 5: RESULTS AND DATA ANALYSIS 
In this section, judgment quantification results, expert inconsistencies, and group 
disagreements are presented for each panel; followed by the panel results, 
synthesis of the priorities and sensitivity analyses.  
Quantified expert judgments were analyzed using a pairwise comparison method 
software. Based on the previous studies, the threshold value used for 
determining expert inconsistencies and group disagreements was 0.10 [278], 
[279]. Sub-group analyses were conducted for those expert panels, which 
exceeded the threshold value. Results are presented in the order of the expert 
panels. 
5.1. Expert panel 1 
5.1.1. Expert panel 1 results 
Expert panel 1 consisted of 10 experts, who evaluated the relative importance of 
four program management considerations with respect to the mission statement. 
Based on 10 experts, the arithmetic means of the relative importance of the 
program management considerations are shown in the figure below. 
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Figure 14: Relative importance of program management considerations 
 
According to the results, energy savings potential (35.6%) is the most important 
program management consideration with respect to the mission. Market 
dissemination potential (25.7%) and program development and implementation 
potential (24.6%) have almost equal relative importance and rank second and 
third correspondingly. Ancillary benefits potential (14.1%) is the least important 
program management consideration and ranks fourth.  
5.1.2. Analysis of expert panel 1 results 
According to panel 1 results, all of the experts reflect an acceptable level of 
consistency in their judgments. There is also no significant level of disagreement 
among the experts (0.076). Experts‘ individual relative priorities, inconsistency 
levels, aggregated group results, and group disagreement values are shown in 
the table below. 
Energy savings 
potential
Ancillary benefits 
potential
Program 
development and 
implementation 
potential
Market dissemination 
potential
Relative weights 0.356 0.141 0.246 0.257
0.00
0.10
0.20
0.30
0.40
0.50
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Table 32: Analysis of expert panel 1 results 
Panel 1 
Energy 
savings 
potential 
Ancillary 
benefits 
potential 
Program 
development 
and 
implementation 
potential 
Market 
dissemination 
potential 
Inconsiste
ncy 
Expert 1 0.32 0.07 0.14 0.46 0.084 
Expert 2 0.42 0.09 0.22 0.28 0.009 
Expert 3 0.25 0.25 0.25 0.25 0.000 
Expert 4 0.48 0.23 0.15 0.13 0.076 
Expert 5 0.34 0.07 0.30 0.29 0.052 
Expert 6 0.36 0.14 0.26 0.24 0.013 
Expert 7 0.35 0.11 0.33 0.20 0.006 
Expert 8 0.28 0.09 0.35 0.29 0.087 
Expert 10 0.36 0.11 0.25 0.28 0.006 
Expert 11 0.40 0.25 0.21 0.15 0.002 
Mean 0.356 0.141 0.246 0.257 
 
Disagreement 
    
0.076 
 
5.2. Expert panel 2 
5.2.1. Expert panel 2 results 
Expert panel 2 consisted of 18 experts, who evaluated the relative importance of 
three sub-factors with respect to the program management consideration 
―Energy savings potential.‖ Based on 18 experts, the arithmetic means of the 
relative importance of the sub-factors are shown in the figure below. 
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Figure 15: Relative importance of sub-factors under energy savings potential 
 
According to the results, followed by base load (off-peak) savings potential 
(41%), peak savings potential (46.6%) is the most important sub-factor with 
respect to energy savings potential. The degree of rebound effects (12.5%) is the 
least important sub-factor.  
5.2.1. Analysis of expert panel 2 results 
According to panel 2 results, all of the experts reflect an acceptable level of 
consistency in their judgments; however, there is a significant level of 
disagreement among the experts (0.205). Experts‘ individual relative priorities, 
inconsistency levels, aggregated group results, and group disagreement values 
are shown in the table below. 
 
 
 
Base load (off-peak) savings 
potential
Peak savings potential
Degree (magnitude) of 
rebound effects
Relative weights 0.410 0.466 0.125
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0.10
0.20
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Table 33: Analysis of expert panel 2 results 
Panel 2 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of 
rebound effects 
Inconsistency 
Expert 1 0.90 0.09 0.01 0.000 
Expert 2 0.64 0.18 0.18 0.044 
Expert 3 0.25 0.60 0.16 0.001 
Expert 4 0.68 0.27 0.05 0.051 
Expert 5 0.47 0.47 0.05 0.000 
Expert 6 0.22 0.72 0.07 0.008 
Expert 7 0.37 0.44 0.19 0.054 
Expert 8 0.22 0.72 0.05 0.025 
Expert 9 0.21 0.79 0.00 0.088 
Expert 10 0.23 0.74 0.03 0.010 
Expert 11 0.83 0.12 0.05 0.006 
Expert 12 0.50 0.25 0.25 0.000 
Expert 13 0.14 0.43 0.43 0.000 
Expert 14 0.07 0.72 0.22 0.008 
Expert 15 0.31 0.64 0.05 0.035 
Expert 16 0.62 0.25 0.13 0.052 
Expert 17 0.22 0.46 0.32 0.038 
Expert 18 0.50 0.50 0.01 0.000 
Mean 0.410 0.466 0.125 
 
Disagreement 
   
0.205 
 
Subgroup analysis has identified 5 subgroups within expert panel 2. Please see 
the figure below for details. 
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Figure 16: Subgroups in expert panel 2 using dendrogram 
 
Group disagreement indices for each subgroup—subgroup A (0.071), subgroup 
B (0.069), subgroup C (0.035), subgroup D (0.056), and subgroup E (0.070)—
are lower than the threshold value of 0.10. Experts‘ individual relative priorities, 
inconsistency levels, aggregated group results, and group disagreement indices 
for each subgroup are shown in the tables below. 
Subgroup A is the largest subgroup and consists of 7 experts. Experts in 
subgroup A place very high importance on peak savings potential (0.704) and 
relatively lower importance on base load (off-peak) savings potential (0.210). It is 
clearly observed that sub-factor degree of rebound effects (0.083) is perceived 
as the least important factor. 
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Table 34: Analysis of Subgroup A results in expert panel 2 
Panel 2 - 
Subgroup A 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of 
rebound 
effects 
Inconsistency 
Expert 3 0.25 0.60 0.16 0.001 
Expert 6 0.22 0.72 0.07 0.008 
Expert 8 0.22 0.72 0.05 0.025 
Expert 9 0.21 0.79 0.00 0.088 
Expert 10 0.23 0.74 0.03 0.010 
Expert 14 0.07 0.72 0.22 0.008 
Expert 15 0.31 0.64 0.05 0.035 
Mean 0.216 0.704 0.083 
 
Disagreement 
   
0.071 
Subgroup B is the second largest subgroup in expert panel 2 and consists of 4 
experts. Experts in subgroup B seem to place high importance on base load (off-
peak) savings potential (0.61) and give relatively lower weights to peak savings 
potential (0.238). Degree of rebound effects (0.153) is the least important sub-
factor. 
Table 35: Analysis of Subgroup B results in expert panel 2 
Panel 2 - 
Subgroup B 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of 
rebound 
effects 
Inconsistency 
Expert 2 0.64 0.18 0.18 0.044 
Expert 4 0.68 0.27 0.05 0.051 
Expert 12 0.50 0.25 0.25 0.000 
Expert 16 0.62 0.25 0.13 0.052 
Mean 0.610 0.238 0.153 
 
Disagreement 
   
0.069 
Subgroup C is a relatively smaller group and consists of 2 experts. Insights from 
the data reveal that experts in this group place extreme importance on base load 
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(off-peak) savings potential (0.865), whereas other sub-factors are perceived to 
have relatively lower weights. 
Table 36: Analysis of Subgroup C results in expert panel 2 
Panel 2 - 
Subgroup C 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of 
rebound 
effects 
Inconsistency 
Expert 1 0.90 0.09 0.01 0.000 
Expert 11 0.83 0.12 0.05 0.006 
Mean 0.865 0.105 0.030 
 
Disagreement 
   
0.035 
Subgroup D consists of 2 experts and is distinct from the other subgroups due to 
placing relatively high importance on degree of rebound effects (0.375). It is also 
remarkable to note that base load (off-peak) savings potential (0.180) is weighted 
significantly lower than peak savings potential (0.445). 
Table 37: analysis of Subgroup D results in expert panel 2 
Panel 2 - 
Subgroup D 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of 
rebound 
effects 
Inconsistency 
Expert 13 0.14 0.43 0.43 0.000 
Expert 17 0.22 0.46 0.32 0.038 
Mean 0.180 0.445 0.375 
 
Disagreement 
   
0.056 
Subgroup E also consists of 2 experts. An interesting feature of subgroup E is 
that base load (off-peak) savings potential (0.447) and peak savings potential 
(0.470) have similar weights, whereas degree of rebound effects (0.083) receives 
very low relative weights. 
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Table 38: Analysis of Subgroup E results in expert panel 2 
Panel 2 - 
Subgroup E 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of 
rebound 
effects 
Inconsistency 
Expert 5 0.47 0.47 0.05 0.000 
Expert 7 0.37 0.44 0.19 0.054 
Expert 18 0.50 0.50 0.01 0.000 
Mean 0.447 0.470 0.083 
 
Disagreement 
   
0.070 
 
5.3. Expert panel 3 
5.3.1. Expert panel 3 results 
Expert panel 3 consisted of 17 experts, who evaluated the relative importance of 
three sub-factors with respect to the program management consideration 
―Ancillary benefits potential.‖ Based on 17 experts, the arithmetic means of the 
relative importance of the sub-factors are shown in the figure below. 
Figure 17: Relative importance of sub-factors under ancillary benefits potential 
 
Reduction of environmental 
footprint
Promotion of regional 
development
Direct impact on system 
operations
Relative weights 0.280 0.186 0.534
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According to the results, direct impact on power system operations (53.4%) is the 
most important sub-factor with respect to ancillary benefits potential. Reduction 
of environmental footprint (28%) ranks second, and promotion of regional 
development (18.6%) ranks third.  
5.3.2. Analysis of expert panel 3 results 
According to panel 3 results, all of the experts reflect an acceptable level of 
consistency in their judgments; however, there is a significant level of 
disagreement among the experts (0.140). Experts‘ individual relative priorities, 
inconsistency levels, aggregated group results, and group disagreement values 
are shown in the table below. 
Table 39: Analysis of expert panel 3 results 
Panel 3 
Reduction of 
environmental 
footprint 
Promotion of 
regional 
development 
Direct impact 
on system 
operations 
Inconsistency 
Expert 1 0.29 0.00 0.71 0.051 
Expert 2 0.43 0.25 0.33 0.005 
Expert 3 0.19 0.41 0.39 0.006 
Expert 4 0.50 0.11 0.39 0.005 
Expert 5 0.09 0.09 0.82 0.000 
Expert 6 0.34 0.14 0.53 0.001 
Expert 7 0.31 0.19 0.51 0.003 
Expert 8 0.31 0.20 0.49 0.059 
Expert 9 0.01 0.01 0.98 0.000 
Expert 10 0.28 0.24 0.48 0.006 
Expert 11 0.23 0.17 0.60 0.003 
Expert 12 0.25 0.25 0.50 0.000 
Expert 13 0.38 0.25 0.38 0.000 
Expert 14 0.14 0.11 0.75 0.014 
Expert 15 0.33 0.33 0.33 0.000 
Expert 16 0.32 0.21 0.48 0.012 
Expert 17 0.37 0.21 0.42 0.006 
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Mean 0.280 0.186 0.534 
 
Disagreement 
   
0.140 
 
Subgroup analysis has identified 3 subgroups within expert panel 3. Please see 
the figure below for details. 
Figure 18: Subgroups in expert panel 3 using dendrogram 
 
 
Group disagreement indices for each subgroup—subgroup A (0.093), subgroup 
B (0.074), subgroup C (N/A due to 1 group size)—are lower than the threshold 
value of 0.10. Experts‘ individual relative priorities, inconsistency levels, 
aggregated group results, and group disagreement indices for each subgroup 
are shown in the tables below. 
Subgroup A is the largest group in expert panel 3 and consists of 13 experts. 
Experts in subgroup A place relatively balanced weights between direct impact 
on power system operations (0.448) and reduction of environmental footprint 
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(0.326). Promotion of regional development (0.228) ranks as the least important 
sub-factor.  
Table 40: Analysis of Subgroup A results in expert panel 3 
Panel 3 - 
Subgroup A 
Reduction of 
environmental 
footprint 
Promotion of 
regional 
development 
Direct impact 
on system 
operations 
Inconsistency 
Expert 2 0.43 0.25 0.33 0.005 
Expert 3 0.19 0.41 0.39 0.006 
Expert 4 0.50 0.11 0.39 0.005 
Expert 6 0.34 0.14 0.53 0.001 
Expert 7 0.31 0.19 0.51 0.003 
Expert 8 0.31 0.20 0.49 0.059 
Expert 10 0.28 0.24 0.48 0.006 
Expert 11 0.23 0.17 0.60 0.003 
Expert 12 0.25 0.25 0.50 0.000 
Expert 13 0.38 0.25 0.38 
 
Expert 15 0.33 0.33 0.33 0.000 
Expert 16 0.32 0.21 0.48 0.012 
Expert 17 0.37 0.21 0.42 0.006 
Mean 0.326 0.228 0.448 
 
Disagreement 
   
0.093 
Subgroup B consists of 3 experts. An interesting feature of subgroup B is that the 
experts place very high importance on direct impact on system operations 
(0.760). Other sub-factors, reduction of environmental footprint (0.173) and 
promotion of regional development (0.067), receive relatively lower weights. 
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Table 41: Analysis of Subgroup B results in expert panel 3 
Panel 3 - 
Subgroup B 
Reduction of 
environmental 
footprint 
Promotion of 
regional 
development 
Direct impact 
on system 
operations 
Inconsistency 
Expert 1 0.29 0.00 0.71 0.051 
Expert 5 0.09 0.09 0.82 0.000 
Expert 14 0.14 0.11 0.75 0.014 
Mean 0.173 0.067 0.760 
 
Disagreement 
   
0.074 
 
Subgroup C consists of only 1 expert, who places extreme importance on direct 
impact on system operations (0.98). It is interesting to note that other sub-factors 
are considered negligible and received 0.01 weights each. 
Table 42: Analysis of Subgroup C results in expert panel 3 
Panel 3 - 
Subgroup C 
Reduction of 
environmental 
footprint 
Promotion of 
regional 
development 
Direct impact 
on system 
operations 
Inconsistency 
Expert 9 0.01 0.01 0.98 0.000 
Mean 0.010 0.010 0.980 
 
Disagreement 
   
N/A 
5.4. Expert panel 4 
5.4.1. Expert panel 4 results 
Expert panel 4 consisted of 10 experts, who evaluated the relative importance of 
five sub-factors with respect to the program management consideration 
―Program development and implementation potential.‖ Based on 10 experts, the 
arithmetic means of the relative importance of the sub-factors are shown in the 
figure below. 
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Figure 19: Relative importance of sub-factors under program development and 
implementation potential 
 
According to the results, the top three sub-factors under program development 
and implementation potential have similar weights. These sub-factors are 
importance of ease of savings measurement and verification (28.3%), ease of 
measure deployment (24.8%), and ease of maintaining measure persistence 
(22.5%), ranking first, second, and third respectively. Ease of compliance with 
codes and standards (15.8%) and equity considerations (8.6%) rank fourth and 
fifth. 
5.4.2. Analysis of expert panel 4 results 
According to panel 4 results, all of the experts reflect an acceptable level of 
consistency in their judgments. There is also no significant level of disagreement 
among the experts (0.092). Experts‘ individual relative priorities, inconsistency 
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Ease of measure 
deployment
Ease of 
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Relative weights 0.283 0.248 0.225 0.158 0.086
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levels, aggregated group results, and group disagreement values are shown in 
the table below. 
Table 43: Analysis of expert panel 4 results 
Panel 4 
Ease of 
savings 
measureme
nt and 
verification 
Ease of 
measure 
deployme
nt 
Ease of 
maintaining 
measure 
persistence 
Ease of 
complianc
e with 
codes and 
standards 
Equity 
considerat
ions 
Inconsi
stency 
Expert 1 0.48 0.37 0.05 0.07 0.04 0.010 
Expert 2 0.22 0.22 0.28 0.17 0.10 0.031 
Expert 3 0.10 0.25 0.27 0.21 0.17 0.008 
Expert 4 0.16 0.41 0.26 0.14 0.03 0.069 
Expert 5 0.38 0.23 0.31 0.08 0.00 0.048 
Expert 6 0.17 0.19 0.19 0.32 0.13 0.003 
Expert 7 0.25 0.25 0.17 0.17 0.17 0.000 
Expert 8 0.21 0.23 0.27 0.18 0.12 0.007 
Expert 10 0.53 0.12 0.18 0.11 0.06 0.027 
Expert 11 0.34 0.22 0.28 0.13 0.04 0.015 
Mean 0.283 0.248 0.225 0.158 0.086 
 
Disagree
ment      
0.092 
 
5.5. Expert panel 5 
5.5.1. Expert panel 5 results 
Expert panel 5 consisted of 9 experts, who evaluated the relative importance of 
three sub-factors with respect to the program management consideration ―Market 
dissemination potential.‖ Based on 9 experts, the arithmetic means of the relative 
importance of the sub-factors are shown in the figure below. 
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Figure 20: Relative importance of sub-factors under market dissemination 
potential 
 
 
According to the results, end-use adoption potential (44.8%) has the highest 
relative importance with respect to market dissemination potential. Intensity of 
market barriers and availability of leverage points (28.7%) and supply chain 
acceptance potential (26.5%) have relatively lower importance and rank second 
and third respectively.  
5.5.2. Analysis of expert panel 5 results 
 
According to panel 5 results, all of the experts reflect an acceptable level of 
consistency in their judgments. There is also no significant level of disagreement 
among the experts (0.082). Experts‘ individual relative priorities, inconsistency 
levels, aggregated group results, and group disagreement values are shown in 
the table below. 
  
End-use adoption potential
Supply chain acceptance 
potential
Intensity of market barriers 
and availability of leverage 
points
Relative weights 0.448 0.265 0.287
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Table 44: Analysis of expert panel 5 results 
Panel 5 
End-use 
adoption 
potential 
Supply chain 
acceptance 
potential 
Intensity of 
market barriers 
and availability 
of leverage 
points 
Inconsistency 
Expert 1 0.51 0.29 0.20 0.001 
Expert 2 0.38 0.25 0.38 0.000 
Expert 3 0.43 0.25 0.33 0.005 
Expert 5 0.38 0.29 0.33 0.021 
Expert 6 0.38 0.38 0.25 0.000 
Expert 8 0.43 0.25 0.33 0.005 
Expert 9 0.33 0.33 0.33 0.000 
Expert 10 0.54 0.23 0.23 0.000 
Expert 11 0.67 0.13 0.21 0.001 
Mean 0.448 0.265 0.287 
 
Disagreement 
   
0.082 
 
5.6. Expert panel 6 
Due to the large number of decision alternatives, the chainwise paired 
comparisons were used in expert panel 6. Thirteen decision alternatives were 
split into two groups; comparisons and analyses were conducted accordingly. 
The purpose of this approach was to reduce the large number of pair-wise 
comparisons and reduce the experts‘ workload. This process is referred as the 
chainwise comparison method and has been applied by several studies [266], 
[280] The chainwise comparison method requires one common decision 
alternative to be identified and used to normalize decision alternatives in both 
groups. During the content validity phase, LED lighting for street lighting has 
been identified as the most suitable decision alternative for this purpose due to 
the experts‘ high degree of familiarity with the technology. 
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5.6.1. Expert panel 6 results 
In expert panel 6, decision alternatives were compared with respect to each sub-
factor. Expert panel 6 consisted of 11 experts; however, not all of the experts 
provided comparisons for all sub-factors. The experts were assigned to evaluate 
decision alternatives for a few sub-factors based on their expertise. The results in 
this section present 14 sub-factors that reside under various program 
management considerations.  
5.6.1.1. Expert panel 6.1 results: Base load (off-peak) savings 
potential 
Expert panel 6.1 consisted of 4 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―base load (off-peak) savings 
potential.‖ Based on 4 experts, the arithmetic means of the relative importance of 
the decision alternatives are shown in the figure below. 
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Figure 21: Relative importance of decision alternatives with respect to base load 
(off-peak) savings potential 
 
The top three decision alternatives with respect to base load (off-peak) savings 
potential are LED lighting for commercial offices (17%), bi-level lighting controls 
for parking lots and garages (13%), and LED lighting for outdoor wall-mounted 
area luminaries (13%). 
5.6.1.2.  Expert panel 6.2 results: Peak savings potential 
Expert panel 6.2 consisted of 4 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Peak savings potential.‖ 
Based on 4 experts, the arithmetic means of the relative importance of the 
decision alternatives are shown in the figure below. 
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Figure 22: Relative importance of decision alternatives with respect to peak 
savings potential 
 
There are considerable differences between the decision alternatives with 
respect to peak savings potential. Advanced controls with remote access and 
energy monitoring for packaged rooftop units (21%) has the highest peak load 
savings potential, and it is followed by variable capacity compressors for 
packaged rooftop units (16%).  
5.6.1.3. Expert panel 6.3 results: Degree of rebound effects 
Expert panel 6.3 consisted of 4 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Degree of rebound effects.‖ 
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Based on 4 experts, the arithmetic means of the relative importance of the 
decision alternatives are shown in the figure below. 
Figure 23: Relative importance of decision alternatives with respect to degree of 
rebound effects 
 
All of the decision alternatives have similar weights with respect to the degree of 
rebound effects. LED lighting for outdoor wall-mounted area luminaries (10%) 
receives the highest weight, followed by LED lighting for area and parking lot 
lighting (9%), LED lighting for street lighting (9%), LED lighting for outdoor wall-
mounted area luminaries (9%), and LED lighting for commercial offices (9%). 
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5.6.1.4. Expert panel 6.4 results: Reduction of environmental 
footprint 
Expert panel 6.4 consisted of 3 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Reduction of environmental 
footprint.‖ Based on 3 experts, the arithmetic means of the relative importance of 
the decision alternatives are shown in the figure below. 
Figure 24: Relative importance of decision alternatives with respect to reduction 
of environmental footprint 
 
Advanced controls with remote access and energy monitoring for packaged 
rooftop units (13%) have the highest potential to reduce environmental footprint. 
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It is followed by variable capacity compressors for packaged rooftop units (10%) 
and bi-level lighting controls for commercial offices (9%).  
5.6.1.5. Expert panel 6.5 results: Promotion of regional 
development 
Expert panel 6.5 consisted of 4 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Promotion of regional 
development.‖ Based on 4 experts, the arithmetic means of the relative 
importance of the decision alternatives are shown in the figure below. 
Figure 25: Relative importance of decision alternatives with respect to promotion 
of regional development 
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All of the decision alternatives have close weights with respect to promoting 
regional development; however, advanced controls with remote access and 
energy monitoring for packaged rooftop units (12%) stands out with bi-level 
lighting controls for commercial offices (9%), air side economizers for data 
centers (9%), low-cost energy management and control systems for small to 
medium size commercial buildings (9%), and web-enabled thermostats for small 
to medium size commercial buildings (9%). 
5.6.1.6. Expert panel 6.6 results: Direct impact on power system 
operations 
Expert panel 6.6 consisted of 3 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Direct impact on power 
system operations.‖ Based on 3 experts, the arithmetic means of the relative 
importance of the decision alternatives are shown in the figure below. 
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Figure 26: Relative importance of decision alternatives with respect to direct 
impact on power system operations 
 
There are two decision alternatives that stand out from the rest. Bi-level lighting 
controls for commercial offices (14%) and bi-level lighting controls for parking lots 
and garages (13%) have the highest potential with respect to improving power 
system operations.  
5.6.1.7. Expert panel 6.7 results: Ease of savings measurement 
and verification 
Expert panel 6.7 consisted of 6 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Ease of savings 
measurement and verification.‖ Based on 6 experts, the arithmetic means of the 
relative importance of the decision alternatives are shown in the figure below. 
0.00 0.05 0.10 0.15 0.20 0.25
Bi-level lighting controls for commercial offices
Bi-level lighting controls for parking lots and garages
Bi-level lighting controls for stairwells
LED lighting for area and parking lot lighting
LED lighting for street lighting
LED lighting for outdoor wall-mounted area luminaries
LED lighting for commercial offices
Demand-controlled ventilation for commercial kitchens
Variable capacity compressors for packaged rooftop 
units
Advanced controls with remote access and energy 
monitoring for packaged rooftop units
Air side economizers for data centers
Low-cost energy management and control systems for 
small to medium size commercial buildings
Web-enabled thermostats for small to medium size 
commercial buildings
 172 
 
Figure 27: Relative importance of decision variables with respect to ease of 
savings measurement and verification 
 
Four of the decision alternatives significantly stand out from the rest of the group 
with respect to ease of savings measurement verification. LED lighting for street 
lighting (20%), LED lighting for area and parking lot lighting (18%), and LED 
lighting for outdoor wall-mounted area luminaries (17%) rank as the top three 
alternatives, and they are followed by LED lighting for commercial offices (13%). 
5.6.1.8. Expert panel 6.8 results: Ease of measure deployment 
Expert panel 6.7 consisted of 6 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Ease of measure 
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deployment.‖ Based on 6 experts, the arithmetic means of the relative 
importance of the decision alternatives are shown in the figure below. 
Figure 28: Relative importance of decision alternatives with respect to ease of 
measure deployment 
 
LED lighting for outdoor wall-mounted area luminaries (17%), LED lighting for 
area and parking lot lighting (16%), and LED lighting for street lighting (14%) are 
the top three decision alternatives with respect to ease of measure deployment. 
5.6.1.9. Expert panel 6.9 results: Ease of maintaining measure 
persistence 
Expert panel 6.9 consisted of 6 experts, who evaluated the relative importance of 
the decision alternatives with respect to sub-factor ―Ease of maintaining measure 
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persistence.‖ Based on 6 experts, the arithmetic means of the relative 
importance of the decision alternatives are shown in the figure below. 
Figure 29: Relative importance of decision alternatives with respect to ease of 
maintaining measure persistence 
 
Four decision alternatives significantly stand out from the rest of the group. LED 
lighting for street lighting (19%) has the highest, LED lighting for outdoor wall-
mounted area luminaries (17%) and LED lighting for area and parking lot lighting 
(17%) have the second highest, and LED lighting for commercial offices (14%) 
has the third highest potential with respect to ease of maintaining measure 
persistence. 
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5.6.1.10. Expert panel 6.10 results: Ease of compliance with 
codes and standards 
Expert panel 6.10 consisted of 6 experts, who evaluated the relative importance 
of the decision alternatives with respect to sub-factor ―Ease of compliance with 
codes and standards.‖ Based on 6 experts, the arithmetic means of the relative 
importance of the decision alternatives are shown in the figure below. 
Figure 30: Relative importance of decision alternatives with respect to ease of 
compliance with codes and standards 
 
There are not significant differences between the decision alternatives with 
respect to ease of compliance with codes and standards; however, some of the 
lighting technologies—LED lighting for outdoor wall-mounted area luminaries 
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(11%), bi-level lighting controls for parking lots and garages (10%), LED lighting 
for commercial offices (10%), LED lighting for area and parking lot lighting (10%), 
and bi-level lighting controls for commercial offices (9%)—seem to have 
significant advantages over the other areas, HVAC and energy management. 
5.6.1.11. Expert panel 6.11 results: Equity considerations 
Expert panel 6.11 consisted of 5 experts, who evaluated the relative importance 
of the decision alternatives with respect to sub-factor ―Equity considerations.‖ 
Based on 5 experts, the arithmetic means of the relative importance of the 
decision alternatives are shown in the figure below. 
Figure 31: Relative importance of decision alternatives with respect to equity 
considerations 
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There are no significant differences between the decision alternatives with 
respect to equity considerations with the exception of demand-controlled 
ventilation for commercial kitchens (6%) and air side economizers for data 
centers (6%), which received the lowest weights. 
5.6.1.12. Expert panel 6.12 results: End-use adoption potential 
Expert panel 6.12 consisted of 3 experts, who evaluated the relative importance 
of the decision alternatives with respect to sub-factor ―End-use adoption 
potential.‖ Based on 3 experts, the arithmetic means of the relative importance of 
the decision alternatives are shown in the figure below. 
Figure 32: Relative importance of decision alternatives with respect to end-use 
adoption potential 
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Four of the decision alternatives stand out from the rest of the group with respect 
to end use adoption potential: LED lighting for area and parking lot lighting 
(10%), bi-level lighting controls for stairwells (9%), LED lighting for street lighting 
(9%), and air side economizers for data centers (9%). 
5.6.1.13. Expert panel 6.13 results: Supply chain acceptance 
potential 
Expert panel 6.13 consisted of 3 experts, who evaluated the relative importance 
of the decision alternatives with respect to sub-factor ―Supply chain acceptance 
potential.‖ Based on 3 experts, the arithmetic means of the relative importance of 
the decision alternatives are shown in the figure below. 
Figure 33: Relative importance of decision alternatives with respect to supply 
chain acceptance potential 
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There are significant differences among the decision alternatives with respect to 
supply chain acceptance potential. It is observed that some of the lighting 
technologies are more dominant over the decision alternatives than other areas: 
HVAC and energy management. Accordingly, the top decision alternatives are 
LED lighting for area and parking lot lighting (10%), LED lighting for street 
lighting (10%), bi-level lighting controls for commercial offices (9%), and bi-level 
lighting controls for stairwells (9%). 
5.6.1.14. Expert panel 6.14 results: Intensity of market barriers 
and availability of leverage points 
Expert panel 6.14 consisted of 3 experts, who evaluated the relative importance 
of the decision alternatives with respect to sub-factor ―Intensity of market barriers 
and availability of leverage points.‖ Based on 3 experts, the arithmetic means of 
the relative importance of the decision alternatives are shown in the figure below. 
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Figure 34: Relative importance of decision alternatives with respect to intensity of 
market barriers and availability of leverage points 
 
Bi-level lighting controls for stairwells (10%) and low-cost energy management 
and control systems for small to medium size commercial buildings (10%) have 
the highest weights with respect to availability of leverage points for market 
diffusion. They are followed by bi-level lighting controls for parking lots and 
garages (8%), LED lighting for street lighting (8%), air side economizers for data 
centers (8%), and web-enabled thermostats for small to medium size commercial 
buildings (8%). It is notable that majority of the HVAC technologies have 
relatively low values, whereas the opposite exists for energy management 
technologies. 
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5.6.2. Analysis of expert panel 6 results 
Similar to the results section, analysis of the results will be presented in 14 sub-
factors that reside under various program management considerations. Sub-
group analysis will be conducted for those panels whose disagreement levels are 
above the threshold value of 0.10. 
  
 
1
8
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5.6.2.1. Analysis of expert panel 6.1 results: Base load (off-peak) savings potential 
According to panel 6.1 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is a significant level of disagreement among the experts in panel 6.1-1 (0.125) and panel 6.1-2 (0.113). Experts‘ 
individual relative priorities, inconsistency levels, aggregated group results, and group disagreement values are 
shown in the table below. 
Table 45: Analysis of expert panel 6.1 results-base load (off-peak) savings potential 
Panel 6.1-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.01 0.17 0.10 0.19 0.20 0.16 0.17 0.059 
Expert 19 0.15 0.07 0.05 0.06 0.04 0.03 0.62 0.089 
Expert 20 0.01 0.24 0.25 0.14 0.09 0.27 0.01 0.022 
Expert 21 0.05 0.19 0.15 0.15 0.18 0.19 0.10 0.092 
Mean 0.054 0.166 0.136 0.134 0.126 0.161 0.223 
 
Disagreement 
       
0.125 
 
Panel 6.1-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.47 0.09 0.10 0.11 0.10 0.07 0.07 0.015 
Expert 19 0.52 0.10 0.08 0.08 0.08 0.09 0.06 0.034 
Expert 20 0.11 0.27 0.12 0.19 0.08 0.12 0.12 0.009 
Expert 21 0.15 0.04 0.28 0.05 0.38 0.06 0.04 0.038 
Mean 0.310 0.124 0.144 0.107 0.159 0.084 0.072 
 
Disagreement 
       
0.113 
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Subgroup analysis has identified 2 subgroups within expert panel 6.1-1. Please see the figure below for details. 
Figure 35: Subgroups in expert panel 6.1-1 using dendrogram 
 
Expert 19 had a major disagreement with the rest of the experts on the potential of a number of decision 
alternatives. However, the most significant difference is observed in the case of LED lighting for commercial offices. 
Accordingly, subgroup B (0.62) places extreme value on LED lighting for commercial offices over the rest of the 
decision alternatives. 
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Table 46: Analysis of Subgroup A results in expert panel 6.1-1 
Panel 6.1-1 
Subgroup A 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.01 0.17 0.10 0.19 0.20 0.16 0.17 0.059 
Expert 20 0.01 0.24 0.25 0.14 0.09 0.27 0.01 0.022 
Expert 21 0.05 0.19 0.15 0.15 0.18 0.19 0.10 0.092 
Mean 0.023 0.200 0.167 0.160 0.157 0.207 0.093 
 
Disagreement 
       
0.055 
Table 47: Analysis of Subgroup B results in expert panel 6.1-2 
Panel 6.1-1 
Subgroup B 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 19 0.15 0.07 0.05 0.06 0.04 0.03 0.62 0.089 
Mean 0.15 0.07 0.05 0.06 0.04 0.03 0.62 
 
Disagreement 
       
N/A 
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Subgroup analysis has identified 2 subgroups within expert panel 6.1-2. Please see the figure below for details. 
Figure 36: Subgroups in expert panel 6.1-2 using dendrogram 
 
There are 2 subgroups in expert panel 6.1-2. Insights from the data reveal that major disagreements among the 
experts include three decision alternatives: LED lighting for street lighting, variable capacity compressors for 
packaged rooftop units, and air side economizers for data centers. However, the most significant difference includes 
LED lighting for street lighting. Accordingly, subgroup A (0.495) weights LED lighting for street lighting significantly 
higher than subgroup B (0.13). 
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Table 48: Analysis of Subgroup A results in expert panel 6.1-2 
Panel 6.1-2 
Subgroup A 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.47 0.09 0.10 0.11 0.10 0.07 0.07 0.015 
Expert 19 0.52 0.10 0.08 0.08 0.08 0.09 0.06 0.034 
Mean 0.495 0.095 0.090 0.095 0.090 0.080 0.065 
 
Disagreement 
       
0.018 
Table 49: Analysis of Subgroup B results in expert panel 6.1-2 
Panel 6.1-2 
Subgroup B 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 20 0.11 0.27 0.12 0.19 0.08 0.12 0.12 0.009 
Expert 21 0.15 0.04 0.28 0.05 0.38 0.06 0.04 0.038 
Mean 0.130 0.155 0.200 0.120 0.230 0.090 0.080 
 
Disagreement 
       
0.062 
 
  
  
 
1
8
7
 
5.6.2.2. Analysis of expert panel 6.2 results: Peak savings potential 
According to panel 6.2 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is a significant level of disagreement among the experts in panel 6.2-1 (0.121) and no disagreement in panel 6.2-1 
(0.066). Experts‘ individual relative priorities, inconsistency levels, aggregated group results, and group 
disagreement values are shown in the table below. 
Table 50: Analysis of expert panel 6.2 results—Peak savings potential 
Panel 6.2-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.09 0.04 0.15 0.02 0.03 0.02 0.66 0.060 
Expert 19 0.20 0.03 0.04 0.01 0.02 0.00 0.72 0.089 
Expert 20 0.35 0.19 0.27 0.03 0.03 0.03 0.12 0.097 
Expert 21 0.26 0.07 0.06 0.05 0.03 0.05 0.49 0.080 
Mean 0.222 0.081 0.128 0.027 0.027 0.025 0.490 
 
Disagreement 
       
0.121 
 
Panel 6.2-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.00 0.09 0.16 0.27 0.15 0.17 0.17 0.030 
Expert 19 0.01 0.00 0.39 0.34 0.09 0.11 0.06 0.051 
Expert 20 0.00 0.14 0.14 0.20 0.18 0.17 0.17 0.009 
Expert 21 0.02 0.11 0.12 0.25 0.10 0.21 0.21 0.071 
Mean 0.007 0.084 0.201 0.263 0.129 0.164 0.151 
 
Disagreement 
       
0.066 
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Subgroup analysis has identified 2 subgroups within expert panel 6.2-1. Please see the figure below for details. 
Figure 37: Subgroups in expert panel 6.2-1 using dendrogram 
 
Expert 20 has a major disagreement with the rest of the experts on the potential of four decision alternatives: bi-
level lighting controls for commercial offices, bi-level lighting controls for parking lots and garages, bi-level lighting 
controls for stairwells, and LED lighting for commercial offices. However, the most significant difference is observed 
in the case of LED lighting for commercial offices. Accordingly, Expert 20 (0.12) places relatively lower value on 
LED lighting for commercial offices than the rest of the experts (0.623). 
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Table 51: Analysis of Subgroup A results in expert panel 6.2-1 
Panel 6.2-1 
Subgroup A 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.09 0.04 0.15 0.02 0.03 0.02 0.66 0.060 
Expert 19 0.20 0.03 0.04 0.01 0.02 0.00 0.72 0.089 
Expert 21 0.26 0.07 0.06 0.05 0.03 0.05 0.49 0.080 
Mean 0.183 0.047 0.083 0.027 0.027 0.023 0.623 
 
Disagreement 
       
0.062 
 
Table 52: Analysis of Subgroup B results in expert panel 6.2-1 
Panel 6.2-1 
Subgroup B 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 20 0.35 0.19 0.27 0.03 0.03 0.03 0.12 0.097 
Mean 0.350 0.190 0.270 0.030 0.030 0.030 0.120 
 
Disagreement 
       
N/A 
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5.6.2.3. Analysis of expert panel 6.3 results: Degree of rebound effects 
According to panel 6.3 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is also no significant level of disagreement among the experts (0.071 and 0.055). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in table below. 
Table 53: Analysis of expert panel 6.3 results—Degree of rebound effects 
Panel 6.3-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 2 0.05 0.05 0.05 0.23 0.09 0.20 0.33 0.085 
Expert 3 0.07 0.18 0.21 0.15 0.15 0.15 0.10 0.015 
Expert 20 0.03 0.11 0.21 0.13 0.24 0.25 0.04 0.051 
Mean 0.073 0.120 0.153 0.163 0.155 0.185 0.153 
 
Disagreement 
       
0.071 
 
Panel 6.3-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 2 0.09 0.08 0.08 0.17 0.08 0.18 0.33 0.008 
Expert 3 0.14 0.10 0.18 0.13 0.16 0.13 0.07 0.045 
Expert 20 0.28 0.09 0.17 0.10 0.15 0.12 0.11 0.015 
Mean 0.166 0.105 0.145 0.138 0.135 0.145 0.166 
 
Disagreement 
       
0.055 
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5.6.2.4. Analysis of expert panel 6.4 results: Reduction of environmental footprint 
According to panel 6.4 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is also no significant level of disagreement among the experts (0.093 and 0.072). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 54: Analysis of expert panel 6.4 results—Reduction of environmental footprint 
Panel 6.4-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 19 0.39 0.07 0.07 0.09 0.19 0.07 0.13 0.079 
Expert 20 0.04 0.19 0.21 0.18 0.11 0.28 0.02 0.036 
Mean 0.189 0.132 0.139 0.136 0.146 0.162 0.096 
 
Disagreement 
       
0.093 
 
Panel 6.4-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 19 0.15 0.01 0.26 0.33 0.07 0.14 0.06 0.089 
Expert 20 0.09 0.27 0.12 0.20 0.08 0.13 0.12 0.010 
Mean 0.126 0.140 0.173 0.223 0.096 0.136 0.106 
 
Disagreement 
       
0.072 
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5.6.2.5. Analysis of expert panel 6.5 results: Promotion of regional development 
According to panel 6.5 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is also no significant level of disagreement among the experts (0.056 and 0.054). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 55: Analysis of expert panel 6.5 results—Promotion of regional development 
Panel 6.5-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 2 0.20 0.14 0.06 0.12 0.21 0.08 0.20 0.021 
Expert 3 0.17 0.13 0.12 0.12 0.15 0.12 0.19 0.012 
Expert 20 0.25 0.25 0.25 0.06 0.06 0.06 0.06 0.015 
Mean 0.191 0.166 0.143 0.111 0.141 0.101 0.148 
 
Disagreement 
       
0.056 
 
Panel 6.5-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.13 0.13 0.13 0.19 0.19 0.13 0.13 0.013 
Expert 2 0.19 0.09 0.07 0.16 0.22 0.15 0.13 0.019 
Expert 3 0.14 0.07 0.18 0.18 0.07 0.18 0.19 0.013 
Expert 20 0.01 0.11 0.11 0.32 0.11 0.17 0.17 0.021 
Mean 0.116 0.099 0.121 0.210 0.146 0.156 0.153 
 
Disagreement 
       
0.054 
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5.6.2.6. Analysis of expert panel 6.6 results: Direct impact on power system operations 
According to panel 6.6 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is a significant level of disagreement among the experts in panel 6.6-1 (0.116) and no disagreement in panel 6.6-2 
(0.065). Experts‘ individual relative priorities, inconsistency levels, aggregated group results, and group 
disagreement values are shown in the table below. 
Table 56: Analysis of expert panel 6.6 results—Direct impact on power system operations 
Panel 6.6-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 19 0.33 0.33 0.08 0.12 0.05 0.05 0.05 0.036 
Expert 20 0.01 0.24 0.25 0.14 0.09 0.27 0.01 0.022 
Expert 21 0.35 0.09 0.08 0.09 0.07 0.08 0.25 0.09 
Mean 0.228 0.218 0.135 0.116 0.069 0.132 0.102 
 
Disagreement 
       
0.116 
 
Panel 6.6-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 19 0.17 0.02 0.17 0.20 0.17 0.16 0.13 0.017 
Expert 20 0.11 0.27 0.12 0.19 0.08 0.12 0.12 0.009 
Expert 21 0.02 0.11 0.12 0.25 0.10 0.21 0.21 0.071 
Mean 0.098 0.131 0.134 0.210 0.115 0.161 0.151 
 
Disagreement 
       
0.065 
Subgroup analysis has identified 2 subgroups within expert panel 6.6-1. Please see the figure below for details. 
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Figure 38: Subgroups in expert panel 6.6-1 using dendrogram 
 
Expert 20 has a major disagreement with the rest of the experts on the potential of four decision alternatives: bi-
level lighting controls for commercial offices, bi-level lighting controls for stairwells, LED lighting for outdoor wall-
mounted area luminaries, and LED lighting for commercial offices. However, the most significant difference is 
observed in the case of bi-level lighting controls for commercial offices. Accordingly, Expert 20 (0.01) places 
extremely lower value on bi-level lighting controls for commercial offices than the rest of the experts (0.34). 
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Table 57: Analysis of Subgroup A results in expert panel 6.6-1 
Panel 6.6-1 
Subgroup A 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 19 0.33 0.33 0.08 0.12 0.05 0.05 0.05 0.036 
Expert 21 0.35 0.09 0.08 0.09 0.07 0.08 0.25 0.09 
Mean 0.340 0.210 0.080 0.105 0.060 0.065 0.150 
 
Disagreement 
       
0.086 
 
Table 58: Analysis of Subgroup B results in expert panel 6.6-1 
Panel 6.6-1 
Subgroup B 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level 
lighting 
controls for 
parking lots 
and garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting for 
area and 
parking lot 
lighting 
LED lighting 
for street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting 
for commercial 
offices 
Inconsisten
cy 
Expert 20 0.01 0.24 0.25 0.14 0.09 0.27 0.01 0.022 
Mean 0.01 0.24 0.25 0.14 0.09 0.27 0.01 
 
Disagreement 
       
N/A 
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5.6.2.7. Analysis of expert panel 6.7 results: Ease of savings measurement and verification 
According to panel 6.7 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is also no significant level of disagreement among the experts (0.051 and 0.047). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown below. 
Table 59: Analysis of expert panel 6.7 results—Ease of savings measurement and verification 
Panel 6.7-1 
Bi-level lighting 
controls for 
commercial offices 
Bi-level 
lighting 
controls for 
parking lots 
and garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting 
for street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting 
for commercial 
offices 
Inconsisten
cy 
Expert 1 0.03 0.05 0.04 0.2 0.29 0.28 0.12 0.063 
Expert 21 0.03 0.03 0.03 0.23 0.23 0.23 0.23 0.016 
Expert 22 0.06 0.11 0.13 0.19 0.19 0.19 0.15 0.008 
Expert 24 0.02 0.03 0.03 0.24 0.37 0.19 0.12 0.076 
Expert 25 0.07 0.19 0.06 0.24 0.23 0.14 0.08 0.069 
Expert 26 0.03 0.04 0.04 0.21 0.21 0.21 0.26 0.075 
Mean 0.040 0.074 0.055 0.217 0.251 0.205 0.159 
 
Disagreement 
       
0.051 
 
Panel 6.7-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.73 0.05 0.04 0.06 0.04 0.02 0.07 0.027 
Expert 21 0.57 0.09 0.11 0.05 0.09 0.05 0.05 0.048 
Expert 22 0.42 0.11 0.06 0.06 0.07 0.13 0.15 0.018 
Expert 24 0.53 0.15 0.09 0.04 0.14 0.04 0.03 0.058 
Expert 25 0.44 0.14 0.11 0.05 0.14 0.05 0.08 0.047 
Expert 26 0.49 0.07 0.03 0.14 0.09 0.15 0.03 0.089 
Mean 0.526 0.101 0.073 0.066 0.094 0.073 0.068 
 
Disagreement 
       
0.057 
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5.6.2.8. Analysis of expert panel 6.8 results: Ease of measure deployment 
According to panel 6.8 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is also no significant level of disagreement among the experts (0.043 and 0.091). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 60: Analysis of expert panel 6.8 results—Ease of measure deployment 
Panel 6.8-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.09 0.07 0.10 0.20 0.22 0.18 0.14 0.005 
Expert 20 0.07 0.17 0.12 0.16 0.25 0.18 0.07 0.013 
Expert 22 0.08 0.10 0.09 0.17 0.19 0.26 0.12 0.013 
Expert 24 0.02 0.08 0.08 0.25 0.19 0.25 0.14 0.030 
Expert 25 0.02 0.11 0.08 0.21 0.17 0.21 0.21 0.046 
Expert 26 0.03 0.19 0.19 0.22 0.10 0.22 0.06 0.052 
Mean 0.051 0.119 0.109 0.200 0.185 0.215 0.122 
 
Disagreement 
       
0.043 
 
Panel 6.8-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors 
for packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems 
for small to 
medium size 
commercial 
buildings 
Web-enabled 
thermostats for 
small to 
medium size 
commercial 
buildings 
Inconsisten
cy 
Expert 1 0.60 0.07 0.07 0.07 0.07 0.05 0.07 0.021 
Expert 20 0.36 0.12 0.12 0.09 0.12 0.10 0.10 0.009 
Expert 22 0.24 0.17 0.09 0.09 0.09 0.16 0.18 0.013 
Expert 24 0.70 0.06 0.10 0.02 0.08 0.02 0.02 0.066 
Expert 25 0.35 0.19 0.08 0.10 0.06 0.06 0.16 0.045 
Expert 26 0.17 0.17 0.24 0.07 0.18 0.08 0.09 0.069 
Mean 0.401 0.129 0.116 0.073 0.100 0.078 0.103 
 
Disagreement 
       
0.091 
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5.6.2.9. Analysis of expert panel 6.9 results: Ease of maintaining measure persistence 
According to panel 6.9 results, all of the experts reflect an acceptable level of consistency in their judgments. There 
is also no significant level of disagreement among the experts (0.046 and 0.098). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 61: Analysis of expert panel 6.9 results—Ease of maintaining measure persistence 
Panel 6.9-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.03 0.03 0.03 0.22 0.28 0.22 0.22 0.015 
Expert 20 0.04 0.18 0.14 0.20 0.21 0.19 0.05 0.010 
Expert 22 0.10 0.10 0.10 0.18 0.18 0.18 0.18 0.013 
Expert 24 0.02 0.03 0.03 0.26 0.30 0.21 0.15 0.049 
Expert 25 0.02 0.03 0.03 0.27 0.23 0.23 0.20 0.016 
Expert 26 0.05 0.07 0.05 0.17 0.22 0.22 0.22 0.018 
Mean 0.043 0.072 0.063 0.214 0.234 0.206 0.168 
 
Disagreement 
       
0.046 
 
Panel 6.9-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.77 0.04 0.04 0.04 0.04 0.04 0.04 0.026 
Expert 20 0.30 0.14 0.11 0.12 0.10 0.12 0.12 0.007 
Expert 22 0.33 0.11 0.14 0.10 0.12 0.10 0.10 0.012 
Expert 24 0.83 0.04 0.06 0.01 0.06 0.01 0.01 0.060 
Expert 25 0.44 0.11 0.11 0.08 0.09 0.05 0.13 0.072 
Expert 26 0.40 0.09 0.27 0.05 0.10 0.05 0.04 0.041 
Mean 0.507 0.088 0.121 0.066 0.084 0.061 0.073 
 
Disagreement 
       
0.098 
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5.6.2.10. Analysis of expert panel 6.10 results: Ease of compliance with codes and standards 
According to panel 6.10 results, all of the experts reflect an acceptable level of consistency in their judgments. 
There is also no significant level of disagreement among the experts (0.049 and 0.056). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 62: Analysis of expert panel 6.10 results—Ease of compliance with codes and standards 
Panel 6.10-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.18 0.11 0.11 0.14 0.11 0.17 0.19 0.011 
Expert 20 0.11 0.15 0.15 0.16 0.16 0.16 0.13 0.011 
Expert 22 0.11 0.11 0.11 0.17 0.17 0.17 0.17 0.013 
Expert 23 0.10 0.22 0.11 0.22 0.07 0.20 0.10 0.038 
Expert 24 0.18 0.26 0.09 0.13 0.15 0.10 0.10 0.069 
Expert 26 0.20 0.06 0.08 0.09 0.11 0.24 0.24 0.037 
Mean 0.144 0.149 0.107 0.149 0.126 0.171 0.153 
 
Disagreement 
       
0.049 
 
Panel 6.10-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.19 0.14 0.13 0.13 0.13 0.13 0.13 0.013 
Expert 20 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 22 0.21 0.12 0.16 0.11 0.11 0.15 0.15 0.013 
Expert 23 0.1 0.07 0.2 0.19 0.07 0.18 0.19 0.008 
Expert 24 0.36 0.02 0.15 0.07 0.28 0.07 0.06 0.083 
Expert 26 0.16 0.05 0.17 0.13 0.16 0.17 0.17 0.013 
Mean 0.194 0.090 0.159 0.129 0.149 0.140 0.140 
 
Disagreement 
       
0.056 
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5.6.2.11. Analysis of expert panel 6.11 results: Equity considerations 
According to panel 6.11 results, all of the experts reflect an acceptable level of consistency in their judgments. 
There is also no significant level of disagreement among the experts (0.034 and 0.045). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 63: Analysis of expert panel 6.11 results—Equity considerations 
Panel 6.11-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 1 0.14 0.14 0.14 0.14 0.16 0.14 0.14 0.013 
Expert 2 0.14 0.08 0.12 0.11 0.21 0.19 0.17 0.023 
Expert 3 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 23 0.14 0.12 0.12 0.12 0.25 0.12 0.12 0.011 
Expert 25 0.16 0.15 0.16 0.15 0.05 0.17 0.17 0.009 
Mean 0.144 0.126 0.136 0.132 0.162 0.152 0.148 
 
Disagreement 
       
0.034 
 
Panel 6.11-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 1 0.17 0.13 0.14 0.14 0.13 0.14 0.14 0.013 
Expert 2 0.18 0.08 0.17 0.20 0.10 0.14 0.13 0.004 
Expert 3 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 23 0.26 0.09 0.09 0.09 0.08 0.20 0.20 0.014 
Expert 25 0.04 0.08 0.19 0.19 0.08 0.21 0.21 0.020 
Mean 0.159 0.104 0.147 0.153 0.106 0.167 0.165 
 
Disagreement 
       
0.045 
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5.6.2.12. Analysis of expert panel 6.12 results: End-use adoption potential 
According to panel 6.12 results, all of the experts reflect an acceptable level of consistency in their judgments. 
There is also no significant level of disagreement among the experts (0.032 and 0.044). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 64: Analysis of expert panel 6.12 results—End-use adoption potential 
Panel 6.12-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 2 0.09 0.09 0.18 0.17 0.20 0.16 0.12 0.012 
Expert 3 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 23 0.11 0.15 0.18 0.23 0.15 0.10 0.07 0.012 
Mean 0.114 0.128 0.168 0.181 0.164 0.134 0.111 
 
Disagreement 
       
0.032 
 
Panel 6.12-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 2 0.21 0.18 0.07 0.12 0.23 0.09 0.11 0.006 
Expert 3 0.14 0.14 0.13 0.13 0.18 0.13 0.16 0.014 
Expert 23 0.18 0.11 0.08 0.13 0.11 0.23 0.16 0.015 
Mean 0.175 0.142 0.093 0.126 0.172 0.149 0.142 
 
Disagreement 
       
0.044 
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5.6.2.13. Analysis of expert panel 6.13 results: Supply chain acceptance potential 
According to panel 6.13 results, all of the experts reflect an acceptable level of consistency in their judgments. 
There is also no significant level of disagreement among the experts (0.036 and 0.036). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 65: Analysis of expert panel 6.13 results—Supply chain acceptance potential 
Panel 6.13-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 2 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.013 
Expert 3 0.20 0.12 0.13 0.13 0.13 0.13 0.17 0.013 
Expert 23 0.09 0.12 0.16 0.21 0.20 0.14 0.07 0.012 
Mean 0.144 0.128 0.144 0.161 0.158 0.138 0.128 
 
Disagreement 
       
0.036 
 
Panel 6.13-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 2 0.16 0.22 0.10 0.11 0.22 0.09 0.10 0.005 
Expert 3 0.24 0.13 0.13 0.13 0.13 0.13 0.13 0.013 
Expert 23 0.19 0.16 0.10 0.11 0.14 0.19 0.12 0.036 
Mean 0.195 0.168 0.109 0.116 0.162 0.135 0.116 
 
Disagreement 
       
0.036 
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5.6.2.14. Analysis of expert panel 6.14 results: Intensity of market barriers and availability of 
leverage points 
According to panel 6.14 results, all of the experts reflect an acceptable level of consistency in their judgments. 
There is also no significant level of disagreement among the experts (0.025 and 0.037). Experts‘ individual relative 
priorities, inconsistency levels, aggregated group results, and group disagreement values are shown in the table 
below. 
Table 66: Analysis of expert panel 6.14 results—Intensity of market barriers and availability of leverage points 
Panel 6.14-1 
Bi-level lighting 
controls for 
commercial 
offices 
Bi-level lighting 
controls for 
parking lots and 
garages 
Bi-level 
lighting 
controls for 
stairwells 
LED lighting 
for area and 
parking lot 
lighting 
LED 
lighting for 
street 
lighting 
LED lighting for 
outdoor wall-
mounted area 
luminaries 
LED lighting for 
commercial 
offices 
Inconsisten
cy 
Expert 2 0.09 0.14 0.16 0.14 0.15 0.15 0.17 0.009 
Expert 3 0.09 0.18 0.20 0.14 0.14 0.14 0.13 0.013 
Expert 23 0.08 0.13 0.21 0.20 0.17 0.12 0.10 0.010 
Mean 0.086 0.149 0.188 0.158 0.152 0.135 0.132 
 
Disagreement 
       
0.025 
 
Panel 6.14-2 
LED 
lighting 
for street 
lighting 
Demand-
controlled 
ventilation for 
commercial 
kitchens 
Variable 
capacity 
compressors for 
packaged 
rooftop units 
Advanced 
controls with 
remote access 
and energy 
monitoring for 
packaged 
rooftop units 
Air side 
economizers 
for data 
centers 
Low-cost energy 
management and 
control systems for 
small to medium 
size commercial 
buildings 
Web-enabled 
thermostats for 
small to medium 
size commercial 
buildings 
Inconsisten
cy 
Expert 2 0.07 0.12 0.13 0.13 0.14 0.21 0.21 0.021 
Expert 3 0.20 0.13 0.13 0.13 0.13 0.13 0.13 0.013 
Expert 23 0.19 0.10 0.12 0.10 0.16 0.20 0.13 0.009 
Mean 0.154 0.117 0.127 0.120 0.144 0.181 0.157 
 
Disagreement 
       
0.037 
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5.7. Synthesis of priorities 
Based on panel results, synthesis of priorities is calculated for different levels of 
the decision hierarchy. The relative importance of sub-factors with respect to the 
mission, relative importance of program alternatives with respect to program 
management considerations, and overall importance of decision alternatives with 
respect to the mission are presented in this section. 
5.7.1. Relative importance of sub-factors with respect to the mission 
Peak savings potential (0.166), base load (off-peak) savings potential (0.146), 
end-use adoption potential (0.115) are the highest weighted sub-factors; whereas 
equity considerations (0.021), promotion of regional development (0.026), ease 
of compliance with codes and standards (0.039), and reduction of environmental 
footprint (0.039) are the lowest weighted sub-factors. The remaining sub-
factors—direct impact on power system operations (0.075), intensity of market 
barriers and availability of leverage points (0.074), ease of savings measurement 
and verification (0.070), supply chain acceptance potential (0.068), ease of 
measure deployment (0.061), ease of maintaining measure persistence (0.055), 
and degree of rebound effects (0.044)—have relatively closer weights. The 
relative importance of all sub-factors with respect to the mission is shown in the 
figure below.  
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Figure 39: Relative importance of sub-factors with respect to the mission 
 
5.7.2. Relative importance of program alternatives with respect to 
program management considerations 
The relative importance of program alternatives with respect to each program 
management consideration is presented in this section. These results can be 
useful for observing the potential of program alternatives from an executive 
management point of view. 
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5.7.2.1. Relative importance of program alternatives with 
respect to energy savings potential 
According to the results, there are three major program alternatives that have 
relatively higher energy savings potentials than the rest of the program 
alternatives. These programs are LED lighting for commercial offices (0.131), 
advanced controls with remote access and energy monitoring for packaged 
rooftop units (0.120), and variable capacity compressors for packaged rooftop 
units (0.102). The relative importance of all program alternatives with respect to 
energy savings potential is shown in the figure below.  
Figure 40: Relative importance of program alternatives with respect to energy 
savings potential 
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5.7.2.2. Relative importance of program alternatives with 
respect ancillary benefits potential 
Three of the program alternatives stand out from the rest of the group with 
respect to ancillary benefits potentials. For instance, these programs are bi-level 
lighting controls for commercial offices (0.118), advanced controls with remote 
access and energy monitoring for packaged rooftop units (0.107), and bi-level 
lighting controls for parking lots and garages (0.104). The relative importance of 
all program alternatives with respect to ancillary benefits potential is shown in the 
figure below.  
Figure 41: Relative importance of program alternatives with respect to ancillary 
benefits potential 
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5.7.2.3. Relative importance of program alternatives with 
respect to program development and implementation 
potential 
There are four program alternatives that have significantly higher weights than 
the rest of the group with respect to program development and implementation 
potential. It is worth noting that all of the highest weighted program alternatives 
are in the LED lighting technology area. Accordingly, these programs are LED 
lighting for street lighting (0.157), LED lighting for outdoor wall-mounted area 
luminaries (0.152), LED lighting for area and parking lot lighting (0.150), and LED 
lighting for commercial offices (0.114). The relative importance of all program 
alternatives with respect to program development and implementation potential is 
shown in the figure below. 
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Figure 42: Relative importance of program alternatives with respect to program 
development and implementation potential 
 
5.7.2.4. Relative importance of program alternatives with 
respect to market dissemination potential 
It has been observed that there are not any program alternatives that significantly 
stand out from the rest of the group with respect to market dissemination 
potential. For instance, LED lighting for area and parking lot lighting  
(0.096), bi-level lighting controls for stairwells (0.095), and LED lighting for street 
lighting (0.091) are the top three program alternatives in this respect.  The 
relative importance of all program alternatives with respect to market 
dissemination potential is shown in the figure below. 
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Figure 43: Relative importance of program alternatives with respect to market 
dissemination potential 
 
5.7.3. Overall importance of program alternatives with respect to the 
mission 
According to the overall results, LED lighting for commercial offices (0.101) ranks 
as the highest weighted program alternative. It is followed by LED lighting for 
outdoor wall-mounted area luminaries (0.091) and LED lighting for area and 
parking lot lighting (0.091) program alternatives, which share the second rank. 
LED lighting for street lighting (0.089) ranks third. The overall importance of all 
program alternatives with respect to the mission is shown in the figure below. 
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Figure 44: Overall importance of program alternatives with respect to the mission 
 
In order to further group the program alternatives, a cluster analysis was 
conducted. Accordingly, three clusters were identified as observed from the table 
below. 
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Table 67: Rankings and clusters of program alternatives 
Group Program alternatives 
First 1.   LED lighting for commercial offices 
Second 
2.   LED lighting for outdoor wall-mounted area luminaries 
3.   LED lighting for area and parking lot lighting 
4.   LED lighting for street lighting 
5.   Advanced controls with remote access and energy monitoring 
for packaged rooftop units 
6.   Bi-level lighting controls for parking lots and garages 
Third 
7.   Bi-level lighting controls for stairwells 
8.   Variable capacity compressors for packaged rooftop units 
9.   Low-cost energy management and control systems for small 
to medium size commercial buildings 
10. Air side economizers for data centers 
11. Web-enabled thermostats for small to medium size 
commercial buildings 
12. Bi-level lighting controls for commercial offices 
13. Demand-controlled ventilation for commercial kitchens 
An insight from the results is that all of the lighting technologies except for bi-
level lighting controls for commercial offices have higher overall importance than 
HVAC and energy management technologies. Within lighting technologies, it is 
worth noting that LED lighting technologies have the highest overall importance 
and constitute the top four ranks. 
5.8. Rank analysis of program alternatives with respect to expert 
disagreements 
As discussed in the previous section, significant degrees of expert 
disagreements have been identified in Panel 2, Panel 3 and Panel 6; insights 
have been provided for each subgroup. This section attempts to explore whether 
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or not expert disagreements have a significant impact on the overall rankings of 
program alternatives.  
The overall rankings of program alternatives are recalculated based on each 
subgroup response and compared with the original rankings, which are based on 
all experts‘ responses. The results in this section are organized in the order of 
the aforementioned panels. 
5.8.1. Analysis of results with respect to expert disagreements in 
panel 2 
Experts in panel 2 disagree on the relative importance of sub-factors under 
energy savings potential. Subgroup analysis has revealed that there are 5 
subgroups in expert panel 2. Please see the table below for the relative 
importance of sub-factors per subgroups in expert panel 2. 
Table 68: Relative importance of sub-factors per subgroups in panel 2 
 
Base load (off-peak) 
savings potential 
Peak savings 
potential 
Degree of rebound 
effects 
Combined 0.410 0.466 0.125 
Subgroup A 0.216 0.704 0.083 
Subgroup B 0.610 0.238 0.153 
Subgroup C 0.865 0.105 0.030 
Subgroup D 0.180 0.445 0.375 
Subgroup E 0.447 0.470 0.083 
 
The overall rankings of program alternatives are recalculated based on 5 
subgroups‘ responses and compared with the original rankings. As observed 
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from the table below, LED lighting for commercial offices ranks first among all 
subgroups except for subgroup A. 
Table 69: Rankings of program alternatives per subgroups in panel 2 
Program alternatives 
Combi
ned 
Sub 
group 
A 
Sub 
group 
B 
Sub 
group 
C 
Sub 
group 
D 
Sub 
group 
E 
LED lighting for commercial offices 1 2 1 1 1 1 
LED lighting for outdoor wall-mounted 
area luminaries 
2 4 2 2 3 2 
LED lighting for area and parking lot 
lighting 
3 3 3 3 2 3 
LED lighting for street lighting 4 5 4 4 4 4 
Advanced controls with remote access 
and energy monitoring for packaged 
rooftop units 
5 1 7 9 5 5 
Bi-level lighting controls for parking lots 
and garages 
6 10 5 5 9 6 
Bi-level lighting controls for stairwells 7 11 6 6 7 7 
Variable capacity compressors for 
packaged rooftop units 
8 6 9 10 6 8 
Low-cost energy management and 
control systems for small to medium 
size commercial buildings 
9 7 10 11 8 9 
Air side economizers for data centers 10 9 8 8 11 10 
Web-enabled thermostats for small to 
medium size commercial buildings 
11 8 12 13 10 11 
Bi-level lighting controls for commercial 
offices 
12 12 11 7 12 12 
Demand-controlled ventilation for 
commercial kitchens 
13 13 13 12 13 13 
5.8.2. Analysis of results with respect to expert disagreements in 
panel 3 
Experts in panel 3 disagree on the relative importance of sub-factors under 
ancillary benefits potential. Subgroup analysis has revealed that there are 3 
 215 
 
subgroups in expert panel 3. Please see the table below for the relative 
importance of sub-factors per subgroups in expert panel 3. 
Table 70: Relative importance of sub-factors per subgroups in panel 3 
 
Reduction of 
environmental 
footprint 
Promotion of 
regional 
development 
Direct impact on 
system operations 
Combined 0.280 0.186 0.534 
Subgroup A 0.326 0.228 0.448 
Subgroup B 0.173 0.067 0.760 
Subgroup C 0.010 0.010 0.980 
The overall rankings of program alternatives are recalculated based on 3 
subgroups‘ responses and compared with the original rankings. As observed 
from the table below, LED lighting for commercial offices ranks first for the case 
of all subgroups.  
Table 71: Rankings of program alternatives per subgroups in panel 3 
Program alternatives Combined Subgroup A Subgroup B Subgroup C 
LED lighting for commercial 
offices 
1 1 1 1 
LED lighting for outdoor wall-
mounted area luminaries 
2 2 2 2 
LED lighting for area and parking 
lot lighting 
3 3 3 3 
LED lighting for street lighting 4 4 4 4 
Advanced controls with remote 
access and energy monitoring for 
packaged rooftop units 
5 5 5 6 
Bi-level lighting controls for 
parking lots and garages 
6 6 6 5 
Bi-level lighting controls for 
stairwells 
7 7 7 7 
Variable capacity compressors 
for packaged rooftop units 
8 8 8 8 
Low-cost energy management 
and control systems for small to 
9 9 9 9 
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medium size commercial 
buildings 
Air side economizers for data 
centers 
10 10 10 10 
Web-enabled thermostats for 
small to medium size commercial 
buildings 
11 11 11 11 
Bi-level lighting controls for 
commercial offices 
12 12 12 12 
Demand-controlled ventilation for 
commercial kitchens 
13 13 13 13 
5.8.3. Analysis of results with respect to expert disagreements in 
panel 6 
Experts in panel 6 have been observed to disagree on the evaluation of program 
alternatives with respect to sub-factors: base load (off-peak) savings potential, 
peak savings potential, and direct impact on power system operations. Please 
note that the decision elements were compared in a chainwise fashion in panel 6. 
As mentioned in earlier sections, 13 program alternatives were split into two 
groups and comparisons were made accordingly. For instance, panel 6.1-1 and 
6.1-2 represent the first and second groups of program alternatives 
correspondingly. Similar logic applies to the rest of the panels, 6.2-1 and 6.6-1. 
5.8.3.1. Analysis of results with respect to expert disagreements 
in panel 6.1 
Experts in panel 6.1-1 have been identified as disagreeing on the relative 
importance of program alternatives with respect to base load (off-peak) savings 
potential. Subgroup analysis has revealed that there are 2 subgroups in expert 
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panel 6.1-1. Please see the table below for the relative importance of program 
alternatives per subgroups in expert panel 6.1-1. 
Table 72: Relative importance of program alternatives per subgroups in panel 
6.1-1 
Program alternatives Combined Subgroup A Subgroup B 
Bi-level lighting controls for commercial offices 0.054 0.023 0.150 
Bi-level lighting controls for parking lots and garages 0.166 0.200 0.070 
Bi-level lighting controls for stairwells 0.136 0.167 0.050 
LED lighting for area and parking lot lighting 0.134 0.160 0.060 
LED lighting for street lighting 0.126 0.157 0.040 
LED lighting for outdoor wall-mounted area luminaries 0.161 0.207 0.030 
LED lighting for commercial offices 0.223 0.093 0.620 
The overall rankings of program alternatives are recalculated based on 2 
subgroups‘ responses and compared with the original rankings. As observed 
from the table below, LED lighting for commercial offices ranks first for the case 
of subgroup B and 4th for the case of subgroup A. 
Table 73: Rankings of program alternatives per subgroups in panel 6.1-1 
Program alternatives Combined Subgroup A 
Subgroup 
B 
LED lighting for commercial offices 1 4 1 
LED lighting for outdoor wall-mounted area luminaries 2 1 5 
LED lighting for area and parking lot lighting 3 2 2 
LED lighting for street lighting 4 3 3 
Advanced controls with remote access and energy 
monitoring for packaged rooftop units 
5 5 4 
Bi-level lighting controls for parking lots and garages 6 6 8 
Bi-level lighting controls for stairwells 7 7 10 
Variable capacity compressors for packaged rooftop 
units 
8 8 7 
Low-cost energy management and control systems for 
small to medium size commercial buildings 
9 9 9 
 218 
 
Air side economizers for data centers 10 10 12 
Web-enabled thermostats for small to medium size 
commercial buildings 
11 11 11 
Bi-level lighting controls for commercial offices 12 13 6 
Demand-controlled ventilation for commercial kitchens 13 12 13 
Experts in panel 6.1-2 have been identified to disagree on the relative importance 
of program alternatives with respect to base load (off-peak) savings potential. 
Subgroup analysis has revealed that there are 2 subgroups in expert panel 6.1-2. 
Please see below for the relative importance of program alternatives per 
subgroups in expert panel 6.1-2. 
Table 74: Relative importance of program alternatives per subgroups in panel 
6.1-2 
Program alternatives Combined Subgroup A 
Subgroup 
B 
LED lighting for street lighting 0.310 0.495 0.130 
Demand-controlled ventilation for commercial kitchens 0.124 0.095 0.155 
Variable capacity compressors for packaged rooftop 
units 
0.144 0.090 0.200 
Advanced controls with remote access and energy 
monitoring for packaged rooftop units 
0.107 0.095 0.120 
Air side economizers for data centers 0.159 0.090 0.230 
Low-cost energy management and control systems for 
small to medium size commercial buildings 
0.084 0.080 0.090 
Web-enabled thermostats for small to medium size 
commercial buildings 
0.072 0.065 0.080 
Overall rankings of program alternatives are recalculated based on 2 subgroups‘ 
responses and compared with the original rankings. As observed from the table 
below, LED lighting for commercial offices ranks first for the case of both 
subgroups.  
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Table 75: Rankings of program alternatives per subgroups in panel 6.1-2 
Program alternatives Combined 
Subgroup 
A 
Subgroup 
B 
LED lighting for commercial offices 1 1 1 
LED lighting for outdoor wall-mounted area luminaries 2 2 4 
LED lighting for area and parking lot lighting 3 3 3 
LED lighting for street lighting 4 4 5 
Advanced controls with remote access and energy 
monitoring for packaged rooftop units 
5 5 2 
Bi-level lighting controls for parking lots and garages 6 6 9 
Bi-level lighting controls for stairwells 7 7 10 
Variable capacity compressors for packaged rooftop units 8 8 6 
Low-cost energy management and control systems for small 
to medium size commercial buildings 
9 9 8 
Air side economizers for data centers 10 11 7 
Web-enabled thermostats for small to medium size 
commercial buildings 
11 10 11 
Bi-level lighting controls for commercial offices 12 12 13 
Demand-controlled ventilation for commercial kitchens 13 13 12 
5.8.3.2. Analysis of results with respect to expert disagreements 
in panel 6.2 
Experts in panel 6.2-1 have been identified as disagreeing on the relative 
importance of program alternatives with respect to peak savings potential. 
Subgroup analysis has revealed that there are 2 subgroups in expert panel 6.2-1. 
Please see the table below for the relative importance of program alternatives 
per subgroups in expert panel 6.2-1. 
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Table 76: Relative importance of program alternatives per subgroups in panel 
6.2-1 
Program alternatives Combined Subgroup A Subgroup B 
Bi-level lighting controls for commercial offices 0.222 0.183 0.350 
Bi-level lighting controls for parking lots and garages 0.081 0.047 0.190 
Bi-level lighting controls for stairwells 0.128 0.083 0.270 
LED lighting for area and parking lot lighting 0.027 0.027 0.030 
LED lighting for street lighting 0.027 0.027 0.030 
LED lighting for outdoor wall-mounted area luminaries 0.025 0.023 0.030 
LED lighting for commercial offices 0.490 0.623 0.120 
The overall rankings of program alternatives are recalculated based on 2 
subgroups‘ responses and compared with the original rankings. As observed 
from the table below, LED lighting for commercial offices ranks first for the case 
of both subgroups.  
Table 77: Rankings of program alternatives per subgroups in panel 6.2-1 
Program alternatives Combined 
Subgroup 
A 
Subgroup 
B 
LED lighting for commercial offices 1 1 1 
LED lighting for outdoor wall-mounted area luminaries 2 3 3 
LED lighting for area and parking lot lighting 3 2 2 
LED lighting for street lighting 4 4 4 
Advanced controls with remote access and energy 
monitoring for packaged rooftop units 
5 10 10 
Bi-level lighting controls for parking lots and garages 6 6 7 
Bi-level lighting controls for stairwells 7 5 5 
Variable capacity compressors for packaged rooftop 
units 
8 12 9 
Low-cost energy management and control systems for 
small to medium size commercial buildings 
9 11 12 
Air side economizers for data centers 10 9 8 
Web-enabled thermostats for small to medium size 
commercial buildings 
11 8 13 
Bi-level lighting controls for commercial offices 12 7 6 
Demand-controlled ventilation for commercial kitchens 13 13 11 
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5.8.3.3. Analysis of results with respect to expert disagreements 
in panel 6.6 
Experts in panel 6.6-1 have been identified as disagreeing on the relative 
importance of program alternatives with respect to direct impact on power system 
operations. Subgroup analysis has revealed that there are 2 subgroups in expert 
panel 6.6-1. Please see the table below for the relative importance of program 
alternatives per subgroups in expert panel 6.6-1. 
Table 78: Relative importance of program alternatives per subgroups in panel 
6.6-1 
Program alternatives Combined Subgroup A Subgroup B 
Bi-level lighting controls for commercial offices 0.228 0.340 0.010 
Bi-level lighting controls for parking lots and garages 0.218 0.210 0.240 
Bi-level lighting controls for stairwells 0.135 0.080 0.250 
LED lighting for area and parking lot lighting 0.116 0.105 0.140 
LED lighting for street lighting 0.069 0.060 0.090 
LED lighting for outdoor wall-mounted area luminaries 0.132 0.065 0.270 
LED lighting for commercial offices 0.102 0.150 0.010 
The overall rankings of program alternatives are recalculated based on 2 
subgroups‘ responses and compared with the original rankings. As observed 
from the table below, LED lighting for commercial offices ranks first for the case 
of both subgroups.  
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Table 79: Rankings of program alternatives per subgroups in panel 6.6-1 
Program alternatives Combined 
Subgroup 
A 
Subgroup 
B 
LED lighting for commercial offices 1 1 1 
LED lighting for outdoor wall-mounted area luminaries 2 4 2 
LED lighting for area and parking lot lighting 3 2 3 
LED lighting for street lighting 4 3 4 
Advanced controls with remote access and energy 
monitoring for packaged rooftop units 
5 5 5 
Bi-level lighting controls for parking lots and garages 6 6 7 
Bi-level lighting controls for stairwells 7 7 6 
Variable capacity compressors for packaged rooftop 
units 
8 8 8 
Low-cost energy management and control systems for 
small to medium size commercial buildings 
9 9 9 
Air side economizers for data centers 10 11 10 
Web-enabled thermostats for small to medium size 
commercial buildings 
11 12 11 
Bi-level lighting controls for commercial offices 12 10 13 
Demand-controlled ventilation for commercial kitchens 13 13 12 
 
5.8.4. Summary of rank analysis of program alternatives with respect 
to expert disagreements 
This section provides a summary of the rank analysis results. The results are 
organized in a manner to present whether or not decisions of hypothetical 
decision-makers would change the ranking of the current best alternative. Please 
see the table below for a summary of rank analysis for the current best program 
alternative. 
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Table 80: Summary of rank analysis for the current best program alternative 
Panels 
Hypothetical decision-
makers 
Best alternative's ranking 
status 
Panel 2 
Subgroup A Changed 
Subgroup B Unchanged 
Subgroup C Unchanged 
Subgroup D Unchanged 
Subgroup E Unchanged 
Panel 3 
Subgroup A Unchanged 
Subgroup B Unchanged 
Subgroup C Unchanged 
Panel 6 
Panel 6.1-1 Subgroup A Changed 
Panel 6.1-1 Subgroup B Unchanged 
Panel 6.1-2 Subgroup A Unchanged 
Panel 6.1-2 Subgroup B Unchanged 
Panel 6.2-1 Subgroup A Unchanged 
Panel 6.2-1 Subgroup B Unchanged 
Panel 6.6-1 Subgroup A Unchanged 
Panel 6.6-1 Subgroup B Unchanged 
The results reveal that ranking of the current best program alternative, LED 
lighting for commercial offices, would remain unchanged for the majority of the 
hypothetical decision makers. For instance, expert disagreements on the relative 
importance of sub-factors under ancillary benefits potential constitute no impact 
on the current best program alternative. Similarly, expert disagreements on 
evaluation of program alternatives with respect to peak savings potential and 
direct impact on power system operations would have no impact on the current 
best program alternative. However, there are two instances which would change 
the current best program alternative. These disagreements involve the relative 
importance of sub-factors under energy savings potential and evaluation of 
program alternatives with respect to base load (off-peak) savings potential. 
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Expert panel 2 consisted of 5 subgroups whose perceptions on the relative 
importance of sub-factors under energy savings potential significantly differ. Out 
of all the subgroups, subgroup A was found to have potential impact on the 
ranking order of the current best program alternative. Subgroup A is significantly 
different than the combined group due to its high emphasis on peak savings 
potential (0.704 vs. 0.410) and relatively lower emphasis on base load (off-peak) 
energy savings potential (0.216 vs. 0.466) and degree of rebound effects (0.083 
vs. 0.125). Accordingly, if subgroup A in expert panel 2 was to influence the 
decision-making process, the current best program alternative, LED lighting for 
commercial offices would no longer be the optimum solution and would rank 2nd. 
The new best program alternative would be advanced controls with remote 
access and energy monitoring for packaged rooftop units. This result is expected 
since LED lighting for commercial offices is affiliated more with base load (off-
peak) savings potential than peak savings potential, whereas this is opposite for 
advanced controls with remote access and energy monitoring for packaged 
rooftop units.  
Expert panel 6.1-1 consisted of 2 subgroups whose perceptions on the relative 
importance of program alternatives significantly differ from each other. Subgroup 
A is observed to differ from the combined group judgment by rating LED lighting 
for commercial offices (0.093 vs. 0.223) very low with respect to base load (off-
peak) savings potential. Accordingly, if subgroup A in panel 6.1-1 was to 
influence the decision-making process, the current best program alternative, LED 
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lighting for commercial offices, would no longer be optimum and rank 4th. The 
new best program alternative would be LED lighting for outdoor wall-mounted 
area luminaries, which currently ranks 2nd. Interestingly, ranking order of the rest 
of the program alternatives would remain unchanged except for the top four 
alternatives. For instance, the new best alternative LED lighting for outdoor wall-
mounted area luminaries would be followed by LED lighting for area and parking 
lot lighting and LED lighting for street lighting. 
Overall, the ranking order of the current best program alternative, LED lighting for 
commercial offices, remains unchanged in most of the cases despite the 
significant group disagreements among the experts. 
5.9. Sensitivity analysis 
In order to test the robustness of the results, three types of sensitivity analyses 
were conducted. First, sensitivity analysis was conducted at the program 
management considerations level to preserve the ranking of the best program 
alternative. Second, sensitivity analysis was conducted at the program 
management considerations level to preserve the ranking of all program 
alternatives. Finally, sensitivity analysis was conducted at the program 
management considerations level for all program alternative pairs. Sensitivity 
analyses were conducted using the mathematical deduction method [268], [269] 
presented in Section 3.6. 
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Analysis results that are presented below require overall weights and rankings of 
program alternatives. Please use the table below for reference purposes. 
Table 81: Overall weights and rankings of program alternatives with respect to 
the mission 
Program alternatives Overall weights Rankings 
LED lighting for commercial offices 0.1010 1 
LED lighting for outdoor wall-mounted area luminaries 0.0915 2 
LED lighting for area and parking lot lighting 0.0912 3 
LED lighting for street lighting 0.0891 4 
Advanced controls with remote access and energy 
monitoring for packaged rooftop units 
0.0826 5 
Bi-level lighting controls for parking lots and garages 0.0774 6 
Bi-level lighting controls for stairwells 0.0745 7 
Variable capacity compressors for packaged rooftop units 0.0722 8 
Low-cost energy management and control systems for small 
to medium size commercial buildings 
0.0694 9 
Air side economizers for data centers 0.0673 10 
Web-enabled thermostats for small to medium size 
commercial buildings 
0.0653 11 
Bi-level lighting controls for commercial offices 0.0613 12 
Demand-controlled ventilation for commercial kitchens 0.0572 13 
5.9.1. HDM SA at program management considerations level to 
preserve the ranking of the best alternative 
This analysis is useful in cases where there is only one decision alternative that 
can be invested in due to resource limitations, and identifying situations which 
could potentially change the optimum solution becomes very important. 
Accordingly, this analysis is used to discover the allowable ranges of 
perturbations at the program considerations level that would provide insight into 
 227 
 
the circumstances under which LED lighting for commercial offices would lose its 
optimality.  
Please see the results table below for HDM SA at the program management 
considerations level to preserve the ranking of the best alternative. 
Table 82: HDM SA at the program management considerations level to preserve 
the ranking of the best alternative 
 
Energy 
savings 
potential 
Ancillary 
benefits 
potential 
Program 
development and 
implementation 
potential 
Market 
dissemination 
potential 
Base values 0.356 0.141 0.246 0.257 
Allowable 
ranges of 
perturbations 
[-0.131, 0.644] [-0.141, 0.392] [-0.234, 0.253] [-0.257, 0.359] 
Tolerance [0.225, 1] [0, 0.533] [0.012, 0.499] [0, 0.616] 
According to the results, provided that the relative importance of energy savings 
potential stays within the range of [0.225, 1], the optimality of LED lighting for 
commercial offices will remain unchanged. This implies that any degree of 
increase in the relative importance of energy savings potential will not change the 
optimality of the current solution. However, if the relative importance of energy 
savings potential decreases below 0.225, the best program alternative will no 
longer be LED lighting for commercial offices. 
Tolerance values for ancillary benefits potential [0, 0.533] and market 
dissemination potential [0, 0.616] show that any degree of decrease in the 
relative importance of these considerations will have no impact on the optimality 
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of the current solution. Similarly, the tolerance range for program development 
and implementation potential [0.012, 0.499] allows for a decrease in its relative 
importance just above 0.012 before the optimum solution changes. These imply 
that LED lighting for commercial offices will keep its optimality in nearly any case 
where the relative importance of the aforementioned program management 
considerations decreases.  
The upper limits of the tolerance ranges for ancillary benefits potential, program 
development and implementation potential, and market dissemination potential 
are 0.533, 0.499, and 0.616 correspondingly. Accordingly, there is a significant 
amount of allowable increase for all of these program management 
considerations before the optimum solution changes. Considering the fact that it 
is very difficult for any of these program management considerations to have 
such high relative importance values, it can safely be said that choice of LED 
lighting for commercial offices is quite robust. 
5.9.2. HDM SA at the program management considerations level to 
preserve the ranking of all alternatives 
This analysis is useful in cases where the decision alternatives are ranked 
significantly close to each other or a portfolio of alternatives. Accordingly, this 
analysis is used to discover the allowable ranges of perturbations at the program 
management considerations level that would provide insight into the 
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circumstances under which all the program alternatives would keep their original 
rankings. 
Please see the results table below for HDM SA at the program management 
considerations level to preserve the ranking of all alternatives. 
Table 83: HDM SA at the program management considerations level to preserve 
the ranking of all alternatives 
 
Energy savings 
potential 
Ancillary 
benefits 
potential 
Program 
development and 
implementation 
potential 
Market 
dissemination 
potential 
Base values 0.356 0.141 0.246 0.257 
Allowable 
ranges of 
perturbations 
[-0.022, 0.065] [-0.027, 0.079] [-0.052, 0.13] [-0.058, 0.011] 
Tolerance [0.334, 0.421] [0.114, 0.220] [0.194, 0.376] [0.199, 0.268] 
The tolerance ranges for program management considerations—energy savings 
potential [0.334, 0.421], ancillary benefits potential [0.114, 0.220], program 
development and implementation potential [0.194, 0.376], and market 
dissemination potential [0.199, 0.268]—are relatively smaller. Out of all program 
management considerations, program development and implementation potential 
seems to be the least sensitive, whereas the other considerations have similar 
sensitivity levels. 
The results imply that the current ranking order of all decision alternatives is very 
sensitive to even the smallest changes. This situation is expected since the 
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number of decision alternatives is relatively large, and the dynamics among them 
are fairly chaotic.  
5.9.3. HDM SA at the program management considerations level for 
all program alternative pairs 
The ability to determine conditions which would make one decision alternative 
more preferable than any given alternative is critical. This is especially true if the 
overall importance of decision alternatives is close and even the slightest 
changes on importance of program management considerations‘ might impact 
overall rankings.  
In order to address this issue, a sensitivity analysis was conducted at the 
program management considerations level for all program alternative pairs. 
Please see results table below for HDM SA at the program management 
considerations level for all program alternative pairs. Please note that the 
following SA results table is formatted differently in order to save space. Consider 
the following explanation for reading the results.  
Variables under incumbent alternative and challenger alternative columns refer to 
program alternatives in the order of the original overall rankings. For instance, 
PA1 refers to LED lighting for commercial offices, which is the best alternative; 
and PA2 refers to LED lighting for outdoor wall-mounted area luminaries, which 
is the second best alternative. Variables under the rest of the columns show 
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hypothetical relative importance values (of each program management 
consideration) where incumbent and challenger alternatives would share the 
same overall ranking. 
Table 84: HDM SA at the program management considerations level for all 
program alternative pairs 
Incumbent 
alternative 
Challenger 
alternative 
Energy 
savings 
potential 
 
BV=0.356 
Ancillary 
benefits 
potential 
 
BV=0.141 
Program 
development and 
implementation 
potential 
 
BV=0.246 
Market 
dissemination 
potential 
 
BV=0.257 
PA1 PA2 0.208 0.794 0.500   
PA1 PA3 0.225   0.519 0.615 
PA1 PA4 0.202   0.520 0.812 
PA1 PA5   0.534 0.012   
PA1 PA6   0.672     
PA1 PA7         
PA1 PA8         
PA1 PA9         
PA1 PA10         
PA1 PA11         
PA1 PA12   0.829     
PA1 PA13         
PA2 PA3 0.333 0.113 0.122 0.269 
PA2 PA4 0.171 0.016 0.650 0.435 
PA2 PA5 0.524 0.416 0.170   
PA2 PA6   0.613 0.063   
PA2 PA7     0.055   
PA2 PA8 0.904   0.063   
PA2 PA9     0.052   
PA2 PA10     0.027   
PA2 PA11     0.011   
PA2 PA12   0.841     
PA2 PA13         
PA3 PA4     0.525   
PA3 PA5 0.494 0.355 0.171   
PA3 PA6   0.505 0.062   
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PA3 PA7     0.054   
PA3 PA8 0.777   0.062   
PA3 PA9     0.051   
PA3 PA10     0.025   
PA3 PA11     0.009   
PA3 PA12   0.724     
PA3 PA13         
PA4 PA5 0.455 0.267 0.193 0.020 
PA4 PA6   0.379 0.105   
PA4 PA7   0.841 0.092   
PA4 PA8 0.707   0.094   
PA4 PA9     0.082   
PA4 PA10     0.059   
PA4 PA11     0.043   
PA4 PA12   0.587     
PA4 PA13         
PA5 PA6 0.253   0.377 0.669 
PA5 PA7 0.201   0.544 0.514 
PA5 PA8         
PA5 PA9 0.016       
PA5 PA10       0.999 
PA5 PA11         
PA5 PA12 0.071       
PA5 PA13         
PA6 PA7   0.035 0.005 0.412 
PA6 PA8 0.518   0.062   
PA6 PA9     0.030   
PA6 PA10         
PA6 PA11         
PA6 PA12         
PA6 PA13         
PA7 PA8 0.422   0.105 0.198 
PA7 PA9 0.733   0.043   
PA7 PA10         
PA7 PA11         
PA7 PA12   0.459     
PA7 PA13         
PA8 PA9 0.225 0.856   0.369 
PA8 PA10 0.163     0.429 
PA8 PA11 0.093     0.658 
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PA8 PA12 0.167 0.377     
PA8 PA13 0.045       
PA9 PA10   0.027 0.763 0.890 
PA9 PA11         
PA9 PA12 0.131 0.333 0.974   
PA9 PA13         
PA10 PA11   0.333   0.070 
PA10 PA12 0.169 0.241     
PA10 PA13         
PA11 PA12 0.229 0.221 0.709   
PA11 PA13         
PA12 PA13 0.809 0.065   0.758 
 
Due to the length of the table, let‘s just focus on exploring those circumstances 
where the current best program alternative, LED lighting or commercial offices, 
loses its optimality to other alternatives. Considering the first line of the table, it 
can be said that the current second best decision alternative, LED lighting for 
outdoor wall-mounted area luminaries, surpasses the current best alternative if 
the relative importance of energy savings potential is reduced from 0.3560 to 
below 0.2079. Similarly, the second best alternative would become optimum if 
the relative importance of ancillary benefits potential and program development 
and implementation potential go above 0.7937 and 0.4997 correspondingly. 
Having observed the data critically, it can easily be seen that there has to be 
significant level of increases or decreases from the base values of all program 
management considerations, except for energy savings potential, until the 
current optimum solution would lose its optimality. Another interesting insight is 
that program alternatives that are currently ranked 2nd, 3rd, and 4th can challenge 
the current best alternative if the relative importance of energy savings potential 
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goes below 0.2079, 0.2247, and 0.2017 correspondingly. Considering the fact 
that all these break-even points are very close, there would not be any significant 
difference between the current top four decision alternatives in a case where the 
importance of energy savings potential reduces. Finally, it can clearly be seen 
that program alternatives that are currently ranked 7th through 11th can never 
challenge the current best alternative since corresponding cells do not contain 
any values. 
The relationships among the other program alternatives can be analyzed in a 
similar fashion by following the example above. 
5.1. Criterion-related validity 
A group executive managers from various energy efficiency organizations in the 
Pacific Northwest participated in confirming the criterion-related validity of this 
study. Experts were presented with the results of the study and asked to evaluate 
the usefulness of the model. Follow-up meetings were scheduled in case further 
discussions were required. 
Experts confirmed that the model was very useful in characterizing various 
emerging energy efficiency program alternatives. Furthermore, experts also 
verified that identified expert disagreements represented interests of different 
organizations in the region. Experts further expressed that they would be 
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interested in applying the model for a larger number of energy efficiency program 
alternatives in the future. 
Details of expert comments and feedback are provided in the discussions and 
recommendation section. 
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CHAPTER 6: DISCUSSIONS AND RECOMMENDATIONS 
This chapter presents discussions and recommendations derived from expert 
feedback received, which was primarily acquired from justifications provided by 
the experts for disagreement analysis and results validation purposes. Experts‘ 
justifications in the disagreement analysis provide the basis for comparing 
different stakeholders‘ perspectives. Feedback received during the results 
validation process provides insight into the similarities and differences between 
results of this study and real-world practices, and it is of great importance for 
understanding the underlying reasons behind decisions and enabling better 
articulation of the results. 
6.1. Program management considerations 
The results reveal that value-related considerations (49.7%), consisting of energy 
savings potential and ancillary benefits potential; and feasibility related 
considerations (51.3%), consisting of program development and implementation 
potential and market dissemination potential, have almost equal relative 
importance with respect to the mission.  
The experts' feedback indicates that energy savings is the foremost need in the 
Pacific Northwest, U.S.A. While gaining energy savings is the primary goal for 
the region, at the same time utility programs also look for market transformation 
opportunities, which would enable the market to adopt the measures funded in 
utility programs without the need for utility incentives. While market dissemination 
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may not be mandatory in all cases, it provides huge leverage for utilities to 
acquire energy savings without requiring rate support from all ratepayers. 
Therefore, in many cases utility programs are put in place with the intention of 
kick starting the market dissemination. Another interesting insight into the 
region's current decision-making practices involves the use of ancillary benefits 
potential, which has the potential to become an important tie breaker in 
assessment cases where there are competing alternatives with similar prospects 
in terms of savings, market, and program-related management considerations. 
However, except for the aforementioned cases, ancillary benefits potential by 
itself is not considered to be a significant variable in assessment practices. The 
reason behind this notion was based on the fact that monetization of ancillary 
benefits potential is extremely difficult; therefore, its inclusion in program cost-
benefit analyses is almost impossible in many cases.  
Experts‘ feedback results indicate that the Pacific Northwest primarily favors 
energy efficiency program alternatives with higher energy savings potential; 
however, it is evident that program and market-related considerations also play 
large roles in decision-making practices as well. Despite being the lowest of 
relative importance, it is interesting that ancillary benefits potential also plays a 
significant role. The notion that all program management considerations are 
important indicates that the Pacific Northwest region should adopt a program life 
cycle view for its energy efficiency program planning decisions. 
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6.2. Energy savings potential 
Major differences of opinion among the experts became apparent in determining 
the relative importance of base (off-peak) and peak savings potential. While 
some experts regard base load savings as the highest priority, a significant 
majority of the experts emphasize the importance of reducing peak savings 
potential. The feedback reveals that the performance of energy efficiency 
programs in the region is primarily based on the amount of energy savings (kWh) 
achieved. Since peak load hours constitute only a small fraction of total load 
hours, utilities channel the majority of their focus on reducing base (off-peak) 
load, which has significantly more energy savings potential. Despite the 
existence of performance goals favoring base load savings, experts place higher 
importance on peak savings potential. The reasons behind this notion were 
uncovered through expert feedback. It was asserted that due to its sizable hydro 
power reserves, the Pacific Northwest region has not had serious peak capacity 
problems compared to some of the other regions such as California. However, 
this situation is predicted to change in the future due to a number of emerging 
drivers. Increasing demand, impacts of fish and wildlife programs, integration of 
wind energy, and aging transmission assets have been straining the capabilities 
of the hydro power operations, resulting in a reduction of available peak load 
capacity. It is understood by all experts that as the current trend continues, 
meeting peak load demand will become a real problem for the region and will 
require large-scale infrastructure investments, which will eventually increase the 
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burden on ratepayers. Therefore, despite performance goals imposed by the 
regional power planning, peak savings potential has received more relative 
weight than base load (off-peak) savings potential. An important implication of 
this finding is that experts favor longer term planning considerations over short 
term. This notion is in parallel with the nature of energy planning decisions, which 
mostly deal with a 10 to 20 year time horizon.  
The impact of rebound effects on energy savings has been the subject of an 
ongoing debate in the literature. A group of researchers claim that rebound 
effects exist and they have a significant detrimental impact on the magnitude of 
observed energy efficiency savings. However, another school of thought claims 
that although rebound effects exist, their impacts are negligible in the case of 
end-use technologies. It is further claimed that rebound effects are much more of 
a concern in cases of transformational technologies, which increase the overall 
efficiency of an entire economy. Claims are supported with references to major 
technological shifts such as the invention of steam-powered engines, 
replacement of coal-powered engines with oil, and use of electricity. According to 
the feedback results, the Pacific Northwest‘s view on rebound effects is in line 
with the latter opinion. This notion is meaningful since the current energy 
efficiency program efforts in the region purely focus on end-use energy efficiency 
technologies.  
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6.3. Ancillary benefits potential 
Feedback results indicate that energy efficiency in Pacific Northwest programs is 
the primary consideration for improving its power system operations; reducing 
the environmental footprint and promoting regional development are considered 
secondary. The impacts of hydropower‘s unique position in the Pacific Northwest 
can be observed from the results. Hydropower supplies almost half of the 
region‘s power needs (48%) and plays a significant role in load balancing. The 
existence of large hydropower capacity has been fueling the region‘s economy 
with one of the cheapest rates in the U.S. while emitting no greenhouse gases. 
However, recently the hydropower system has been subject to serious capacity 
and flexibility issues caused by integration of wind resources, aging 
infrastructure, increasing load demand, and environmental regulations. As a 
result, the region‘s power planning authority indicated power system operations 
as one of the high priority areas that requires attention [259]. Considering 
alarming state of the region‘s biggest and cleanest energy source, it is expected 
that reduction of environmental footprint and promoting regional development are 
weighted relatively low.  
Results showed that a large majority of the experts confirmed the importance of 
impact on power system operations for the region; however, some experts 
placed extreme importance on the aforementioned sub-factor. Expert feedback 
helped clarify that this notion is due to the influence of a major utility, whose main 
responsibility for the region is to provide transmission and load balancing 
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services. Experts from the aforementioned utility regard impact on power system 
operations as the only important variable, allocating almost no weights to the 
other variables, reduction of environmental footprint and promotion of regional 
development. Experts supported their stance by claiming that a significant part of 
the region‘s energy demand is supplied with renewable energy alternatives, 
which are already environmentally friendly. Thus, focusing on reducing 
environmental footprint is significantly less important than the more immediate 
problem, which is improving power system operations. Experts also expressed a 
similar logic in explaining the low relative weight given to promotion of regional 
development. Parallel to the results of this study, it was asserted that energy 
efficiency programs in the region are assessed primarily based on their savings 
and market potential. Therefore, considerations in favoring locally manufactured 
products to support the local economy become secondary. Moreover, it was also 
communicated that the majority of energy efficiency technologies are imported 
from other countries, leaving decision makers with few decision alternatives. 
However, one of the experts indicated that promotion of regional development 
was more of a consideration for utilities operating in the East Coast of the U.S.A.   
6.4. Program development and implementation potential 
Results show that the top three sub-factors—ease of savings measurement and 
verification, ease of measure deployment, and ease of maintaining measure 
persistence—are related to savings aspects of program development and 
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implementation. This notion is parallel with the discussions in the literature as 
well as current industry practices. The differences between projected and 
realized energy efficiency savings have often attracted criticism. Most of the post-
evaluation studies have focused on this issue and confirmed that savings 
realized from energy efficiency programs often fall short of projected amounts. 
Uncertainties associated with energy efficiency potential have been perceived as 
a major weakness, and its use as a resource in integrated resource planning has 
been limited. Current industry practices address this issue by selecting 
technologies that are associated with a smaller number of savings variables and 
require less programmatic effort in maintaining savings realizations. For instance, 
lighting technologies have been some of the most popular technology choices 
due to their simplicity and return of consistent and reliable savings. However, 
technologies such as heating, ventilation, and air conditioning (HVAC) have been 
disfavored since savings reliability depends on a large number of factors. 
The relative importance of compliance with codes and standards is one of the 
lowest sub-factors with respect to overall program related considerations. The 
experts indicated that for most of the program alternatives in this study, code 
compliance was a relatively minor issue. Technologies with controls were stated 
to be more difficult to add to codes because of perceived safety issues, 
especially in stairwells, parking, and outdoor safety related lighting. It was also 
stated that LEDs are relatively good for ease of code adoption (via lighting power 
density requirements), while LED streetlights had some standard and code 
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issues to work out. Demand control ventilation for kitchens also has a few code 
related issues. Web-enabled thermostats, advanced RTU controls, and low-cost 
energy management systems are not a good fit for code requirements, but also 
have no major issues. 
Despite the fact that equity is a major consideration for energy planning 
decisions, the relative importance of equity considerations is the lowest of all 
sub-factors in this study. At first, this finding seems to contradict the reality; 
however, insights from expert feedback have shown otherwise. An assumption 
with energy efficiency programs is that a power system benefits from energy 
efficiency savings regardless of where it is coming from. Therefore, it is assumed 
that as long as an energy efficiency program has savings potential, it meets a 
sufficient level of equity expectancy.  Accordingly, the impact of this assumption 
shows itself through the relative importance of energy efficiency program 
alternatives being very similar. However, it was also stated that equity issues are 
typically more relevant when looking across different sectors rather than within 
one sector, so in this study there was not a lot of variation from an equity 
perspective. The exceptions were commercial kitchen ventilation, data centers, 
and street lighting, which each target a specific part of the commercial market. 
6.5. Market dissemination potential 
The importance of end-use adoption decisions on market diffusion is well known 
and has been studied in the technology adoption literature exhaustively. 
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Similarly, adoption decisions of various end-uses for different energy efficiency 
technologies have been widely studied in the energy literature. However, supply 
chain aspects of the market dissemination process are a relatively new area and, 
with a few exceptions, have not been studied in detail [281]. Intensity of market 
barriers and availability of leverage points has been studied in the energy 
efficiency barriers literature. Research in this area has taken off in the recent 
years, attempting to group various adoption barriers with respect to their 
relationship with energy efficiency potential and program design. 
Experts indicate that both end-use adoption and supply chain acceptance are 
very important in influencing market dissemination. However, sometimes there 
are alternative supply chains that could be utilized to disseminate technologies. 
Therefore, adoption potential of end-users is considered to be slightly more 
important than supply chain acceptance potential. It is further communicated that 
supply chain actors are generally interested in participating in energy efficiency 
programs even though new products may not have well-established market 
channels. This behavior is rooted in the fact that supply chain actors often regard 
energy efficiency programs as beneficial for eliminating market barriers more 
effectively and gaining market advantage. However, it was also indicated that in 
certain cases, incumbent supply chain might see a new technology as threat to 
their existing business and might inhibit market transformation efforts.  
Elimination of market barriers is one of the major objectives of market 
transformation activities. Despite the extensive literature on separation of market 
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failures from market barriers, it was observed that industry practices do not 
employ a similar approach. Accordingly, barriers literature indicates that utility 
energy efficiency programs should not be concerned about addressing all market 
barriers, but only market failures, since not all of the barriers are the result of 
normally functioning markets. Identification of market failures is of great 
importance since some of the market barriers might exist due to normal market 
behavior. Therefore, intervention in a normally functioning market would violate 
the underlying basics of a free market economy. 
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CHAPTER 7: RESEARCH SCOPE, ASSUMPTIONS AND LIMITATIONS, 
RESEARCH CONTRIBUTIONS, FUTURE RESEARCH 
7.1. Assumptions and limitations  
This research is mainly based on expert panels, which might bring in subjectivity 
of the experts. It is important to acknowledge that due to the nature of the 
methodology, it is impossible to eliminate expert subjectivity; however, a number 
of measures were taken to improve the reliability of this research. For instance, a 
number of factors were taken into consideration during panel designs. Special 
attention was given to make sure expert panels consisted of experts with relevant 
expertise. Panels included experts with different perspectives and from different 
backgrounds and organizations. All experts participated in the study willingly. 
They were informed that their identities would be kept anonymous and they could 
withdraw from the study at any time without affecting their relationship with the 
researcher or any institute. Although these considerations are important in order 
to improve the rigor of the panels, they are not enough by themselves without 
proper measurement methods. In order to address this issue, a number of data 
related validity measures, which are explained in detail in the earlier sections, 
were employed. These measures were used to detect both experts‘ individual 
inconsistencies and group disagreements. Using proper treatment techniques, 
the necessary feedback was provided to the experts, and data related validity 
issues were fixed. 
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The generalizability of the results derived from the research is context and time 
dependent. At any time in the future the technical, economic, social, political, and 
environmental drivers may not be in the same state as at the time of this study. 
Changes in any of these drivers may have impacts on perceptions about the use 
of energy conservation as a resource, which would directly impact the role of 
energy efficiency programs in energy planning. Furthermore, these changes 
could impact the relative importance of program management considerations and 
sub-factors, causing current best decision alternatives to be no longer optimum. 
Although it is impossible to foresee potential future changes, it is possible to 
observe how changes in the relative importance of assessment variables can 
impact the optimality of decisions. For instance, this research employed 
sensitivity analyses to determine those instances and provide insight into how the 
current best decision alternative would be impacted. 
The value derived from a given energy efficiency program depends on market, 
technology and utility specific variables. For instance, potential market size for 
diffusion, and match between program alternative and utility load characteristics 
are some of the key variables. Since these variables are subject to change for 
different regions and utilities, the values of energy efficiency program alternatives 
would differ significantly. Thus, it is important to consider that results derived 
from this research are only applicable to the Pacific Northwest region. However, 
the assessment model is generalizable and can be replicated in various contexts 
such as different countries, regions, utilities, and technologies.  
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Lastly, this assessment model was developed only for assessing technology 
based energy efficiency program solutions. Behavioral energy efficiency 
programs were excluded from the scope of this research. Moreover, the 
assessment model used in this study is only applicable to electric power utilities 
and does not address those cases where energy efficiency can also be 
accomplished through energy resource substitution. 
7.2. Research contributions 
The first contribution of this research effort is to enable a comprehensive 
assessment of energy efficiency program alternatives. It was observed that there 
was no holistic assessment framework, although quite a few research studies 
have identified these points as potential improvement areas. 
In the literature, user heterogeneity was often considered as a significant barrier 
to diffusion of energy efficiency technologies. Accordingly, Sanstad and Howarth 
suggested that there was a need for an approach that could link technology 
parameters with diffusion parameters in order to increase the accuracy of 
decision-making practices [282]. Accordingly, the second contribution of this 
research is to enable better assessment of energy efficiency programs through a 
more accurate understanding of interactions between energy efficiency 
technologies and end-users. This study addresses the issue by defining decision 
alternatives as a combination of technology and an end-use, enabling a more 
precise assessment framework. 
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Energy efficiency program planning is performed considering long-term needs, 
which may be up to a 20-year time horizon. Since planning periods are 
significantly long, it is very likely that priorities will change in an attempt to adapt 
to new business environments. This research approach integrated a sensitivity 
analysis with the assessment model and enabled decision makers to observe 
how optimum decisions could change in different future scenarios. Integration of 
sensitivity analysis through the proposed approach was observed to provide 
decision makers more insight, enabling better decision-making practices. 
Overall, the proposed improvements contributed to the existing level of 
knowledge by enabling a more accurate energy efficiency program evaluation 
and planning approach that can provide a better understanding of the potential 
implications of the strategic decisions. These improvements will further help in 
the use of energy efficiency as a utility-wide energy resource.  
7.3. Future research 
This study is case and time specific. Thus, results derived from this study may 
not be representative of other power systems/utilities due to regional differences. 
Moreover, the current results of this study may no longer be optimum in the 
future for the same region. However, due to the generalizable nature of the 
assessment model, this study can be replicated for different power 
systems/utilities using various other technologies. It is also expected that there 
will be new emerging technologies, and the performance of current emerging 
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technologies will change over time. This situation will bring out the need to 
replicate the study with newer technologies and also account for technological 
improvements to current technologies.  
Although the sensitivity analysis method employed in this research can address 
certain aspects of time effect, changing utility priorities and inclusion of new 
decision alternatives, it may not be efficient in cases where technological 
development leads to larger numbers of newer technologies and changes in 
performance of current technologies over time. Attempting to address these 
issues with the current approach may be quite demanding in terms of data 
collection. At this point, it is worth noting that due to the large number of program 
alternatives, the chainwise paired comparisons were utilized at the program 
alternative level in order to reduce the number of required comparisons. 
However, considering the existence of hundreds of emerging technologies, the 
chainwise comparison method also has limitations. Accordingly, another 
significant improvement to the existing framework could be achieved by 
integrating the desirability value concept, which could be used to further 
articulate performance metrics for each sub-factor. Evaluation of program 
alternatives would be performed with respect to developed metrics, and this 
would eliminate pairwise comparisons among program alternatives. Since each 
program alternative would be assessed with respect to metrics, determining 
desirability values for newer technologies or older technologies with improved 
performance will be significantly less data intensive. The model can be rerun with 
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the updated values per program alternative and new results can be obtained. 
The desirability value concept would address the aforementioned shortcomings 
efficiently by reducing data collection requirements significantly. 
The results of this study provide insights into the relative contributions of energy 
efficiency program alternatives with respect to each program management 
consideration and sub-factor. It is clearly observed that program alternatives 
have varying degrees of strengths and weaknesses with respect to each 
assessment variable. Thus, although there can only be one best program 
alternative with respect to the overall mission, it is also clear that one program 
alternative cannot solve all problems. In real-life decision-making situations, it is 
expected that organizations have multiple goals and multiple solutions at their 
disposal to meet these goals. Thus, decision-making practices involve 
determining a group of solutions rather than selecting only one. Similarly, energy 
efficiency program planning has multiple management considerations which are 
important to the overall success of energy efficiency investments. Therefore, it is 
important to identify strengths and weaknesses of each program alternative and 
use them effectively to meet program planning goals. Accordingly, the results 
derived from this study can be used in combination with a goal programming 
algorithm in order to enable a portfolio selection approach. This approach can 
enhance planning operations by selecting an optimum number of energy 
efficiency programs given the constraints dictated by decision makers. 
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Appendix A-1: Research Instrument 1 
 
Invitation template for PCW Experts 
 
Dear Title. …, 
  
My name is Ibrahim Iskin and I am a PhD candidate from Portland State 
University, Engineering and Technology Management Department. I would like to 
invite to you to participate in my research study aiming to identify the highest 
value energy efficiency program alternatives in the Pacific Northwest region by 
examining each program‘s implications on the region‘s power system. This 
research is being conducted in partial fulfillment for the requirements of a PhD 
degree under the supervision of Dr. Tugrul U. Daim.  
 
I have surveyed a comprehensive list of energy planning professionals serving in 
the Pacific Northwest. You are invited as a potential participant due to your 
outstanding qualifications and experience in the area. I believe your participation 
will greatly contribute to my research and expand the current state of knowledge 
in use of energy efficiency as a resource in energy planning. 
  
If you decide to participate, I will send you two web-based data instruments 
within the next couple of months. Surveys are intended to capture your judgment 
on suitability and relative importance of a number of decision variables that are to 
be employed in this research. Each survey will take about … to … minutes to 
complete. 
 
I will be honored if you accept my invitation and join my expert panel. I will be 
grateful if you could also suggest other energy planning experts as potential 
panel participants.  
 
Please fill out the form below and return it to me at your earliest convenience. I 
look forward to receiving your reply. 
 
 
   Your name: ________________________ 
[    ] I will participate in this research 
[    ] I will not participate in this research 
[    ] I suggest the following experts as potential participants for this research 
Name: _______________________ E-Mail: _______________________ 
Name: _______________________ E-Mail: _______________________ 
Name: _______________________ E-Mail: _______________________ 
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Appendix A-2: Research Instrument 2 
 
Invitation template for SNA Experts 
 
Dear Title …, 
  
My name is Ibrahim Iskin and I am a PhD candidate from Portland State 
University, Engineering and Technology Management Department. I would like to 
invite to you to participate in my research study aiming to identify the highest 
value energy efficiency program alternatives by examining their implications on a 
given power system case. This research is being conducted in partial fulfillment 
for the requirements of a PhD degree under the supervision of Dr. Tugrul U. 
Daim.  
 
I have conducted a social network analysis based on a comprehensive database 
of academic journal and conference publications, and identified a list of the most 
prolific experts in the field of energy planning. You are invited as a potential 
participant due to your outstanding scholarly achievements in the area. 
 
If you decide to participate, I will send you a web-based data instrument and ask 
for your judgment on suitability of a number of decision variables that are to be 
employed in this research. The survey will take about … to … minutes to 
complete.  
 
I will be honored if you accept my invitation and join my expert panel, and will 
greatly appreciate if you could also suggest other experts on energy planning as 
potential panel participants.  
 
Please fill out the form below and return it to me at your earliest convenience. I 
look forward to receiving your reply. 
 
 
 
 
   Your name: ________________________ 
[    ] I will participate in this research 
[    ] I will not participate in this research 
[    ] I suggest the following experts as potential participants for this research 
Name: _______________________ E-Mail: _______________________ 
Name: _______________________ E-Mail: _______________________ 
Name: _______________________ E-Mail: _______________________ 
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Appendix A-3: Research Instrument 3 
 
Informed Consent Form 
   
 Dear Expert, 
  
      You are invited to participate in a research study conducted by Ibrahim Iskin 
from Portland State University, Engineering and Technology Management 
Department. The research study aims to prioritize the emerging energy efficiency 
programs in the Pacific Northwest region by taking a number of program 
management perspectives into consideration. This research is being conducted 
in partial fulfillment for the requirements of a PhD degree under 
the supervision of Dr. Tugrul U. Daim. You are invited as a potential participant 
due to your outstanding qualifications and experience in the area of study. 
  
      If you decide to participate, you will be asked provide your judgment on a 
number of decision variables that are to be employed in this research. Your 
comments and suggestions will greatly help finalize the proposed model and help 
this research accomplish its objectives. The survey takes about … to … minutes 
to complete. You will not receive any direct benefit from taking part in this study, 
but the study may help to increase knowledge which may help researchers and 
practitioners in the future. 
  
      Your name and response will be confidential and will not be shared with any 
third party. Any data linked to your identification will be stored in a secured place 
only accessible by the researcher. The data will be destroyed within one year 
after the completion of the study. Participation in this research is totally voluntary 
and you have the right to withdraw at any time without affecting your relationship 
with the researcher or any institute. 
  
      If you have concerns or questions about your participation in this study or 
your rights as a research subject, please contact the Human Subjects Research 
Review Committee, Office of Research Strategic Partnerships, 1600 SW Fourth 
Avenue, Suite 620, Portland, OR, 97201, (503) 725 3423. If you have any 
questions about the study itself, contact Ibrahim Iskin from (503) 369 8395. 
  
      Your signature indicates that you have read and understand the information 
above and agree to take part in this study. Please note that you may withdraw 
your consent at any time without penalty, and that by signing, you are not waiving 
any legal claims, rights or remedies. 
 
First and Last Name 
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Appendix A-4: Research Instrument 4 
 
Link for Content Validity Instrument 
 
Dear Title …, 
  
Thank you very much for accepting to participate in my research. 
 
Please use the link below for taking the content validity survey, which aims to 
capture your judgment on a number of proposed assessment variables. Once 
you accept the consent form you will have access to the questions. The survey 
instrument will provide the necessary instructions and information you will need. 
 
Link: (Varies based on which panel(s) the experts are assigned) 
 
I would appreciate if you please fill out the survey instrument at your earliest 
convenience. 
 
I am grateful for your time and contributions. 
  
Sincerely, 
 
Ibrahim Iskin 
Ph.D. Candidate 
Department of Engineering and Technology Management 
Portland State University 
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Appendix A-5: Research Instrument 5 
 
Content Validity Instrument 1 
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Appendix A-6: Research Instrument 6 
 
Content Validity Instrument 2 
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Appendix A-7: Research Instrument 7 
 
Content Validity Instrument 3 
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Appendix A-8: Research Instrument 8 
 
Content Validity Instrument 4 
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Appendix A-9: Research Instrument 9 
 
Content Validity Instrument 5 
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Appendix A-10: Research Instrument 10 
 
Content Validity Instrument 6 
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Appendix A-11: Research Instrument 11 
 
Link for Judgment Quantification Instrument 
 
Dear Title …, 
  
Thank you very much for your response to my requests on developing an 
assessment model for emerging energy efficiency programs. I would like to 
express my sincerest gratitude for the wide commitment and the insightful 
comments that I received. Having analyzed the input from 40+ industry & 
university experts, I am pleased to announce that the generalized assessment 
model has been developed and the first phase of this research is complete. 
  
As the second and the final phase of this research, the generalized model will be 
applied to the case of Pacific Northwest U.S. Please see the data collection 
instrument in the attachment of this e-mail. The instrument aims to quantify your 
judgment to determine the relative importance of the model variables by using a 
judgment quantification method named ―Pairwise comparison method.‖ The 
survey instrument is expected to take …-… minutes and will provide the 
necessary instructions and information you will need.  
   
I would greatly appreciate if you could please fill out the survey instrument at 
your earliest convenience. 
  
I am grateful for your time and contributions. 
  
Sincerely, 
  
Ibrahim Iskin 
Ph.D. Candidate 
Department of Engineering and Technology Management 
Portland State University 
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Appendix A-12: Research Instrument 12 
 
Judgment Quantification Instructions for Panel 1-5 
 
An Assessment Model for Energy Efficiency Program Planning in Electric 
Utilities: Case of Pacific Northwest U.S. 
The objective of this instrument is to quantify the relative importance of the decision variables 
employed in the assessment model. The following questions are intended to capture your 
judgment on relative importance of a number of decision variables using a judgment 
quantification method named ―Pairwise comparison method.‖  
 
In order to use your time effectively you are assigned to a limited part of the complete 
assessment model. If you would like to see the complete model please click here. If you have 
difficulty with the terms and definitions please refer to the section at the end of each question.  
 
You can find the survey instructions below. Please do not hesitate to contact the researcher 
should you have any questions.  
 
You can submit your response and contact the researcher using the e-mail: 
ibrahimiskin@gmail.com 
Survey Instructions 
Sample Question 
Please distribute 100 points between the following pairs of program management 
considerations to reflect your judgment on their relative importance to the mission. 
  
Energy savings potential   Ancillary benefits potential 
Energy savings potential   
Program development & implementation 
potential 
Ancillary benefits potential   Market dissemination potential 
Rating Sample 
Energy savings potential 50 50 Ancillary benefits potential 
Energy savings potential 75 25 
Program development & implementation 
potential 
Ancillary benefits potential 1 99 Market dissemination potential 
 
If you believe objectives ―Energy savings potential‖ and ―Ancillary benefits potential‖ have equal 
importance to the mission, then allocate 50 points on both sides of the rating table.   
 
If you believe ―Energy savings potential‖ has 3 times as much importance as ―Program 
development & implementation potential,‖ then allocate left hand side of the table 3 times as 
much points as the right hand side of the table. 
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If you believe importance of ―Ancillary benefits potential‖ is negligible compared to ―Market 
dissemination potential‖ then allocate 99 points on the right hand side of the table. 
Please proceed to the next page for the survey 
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Appendix A-13: Research Instrument 13 
 
Judgment Quantification Instructions for Panel 6 
An Assessment Model for Energy Efficiency Program Planning in Electric 
Utilities: Case of Pacific Northwest U.S. 
The objective of this instrument is to quantify the relative importance of the energy efficiency 
program alternatives with respect to each decision variable employed in the assessment model. 
The following questions are intended to capture your judgment on relative importance of a 
number of program alternatives using a judgment quantification method named ―Pairwise 
comparison method.‖  
In order to use your time effectively you are assigned to a limited part of the complete 
assessment model. If you would like to see the complete model please click here. If you have 
difficulty with the terms and definitions please refer to the section at the end of each question. 
You can find the survey instructions below. Please do not hesitate to contact the researcher 
should you have any questions.  
You can submit your response and contact the researcher using the e-mail: 
ibrahimiskin@gmail.com 
Survey Instructions 
Sample Question 
Please distribute 100 points between the following pairs of program alternatives to reflect 
your judgment on their relative desirability with respect to “Base load (off-peak) savings 
potential” 
Bi-level lighting controls for commercial 
offices 
  
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
Bi-level lighting controls for commercial 
offices 
  
Low-cost energy management and control 
systems for small to medium size commercial 
buildings 
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
  
Low-cost energy management and control 
systems for small to medium size commercial 
buildings 
Rating Sample 
Bi-level lighting controls for commercial 
offices 
50 50 
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
Bi-level lighting controls for commercial 
offices 
75 25 
Low-cost energy management and control 
systems for small to medium size commercial 
buildings 
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
1 99 
Low-cost energy management and control 
systems for small to medium size commercial 
buildings 
 
If you believe ―Bi-level lighting controls for commercial offices‖ and ―Advanced controls with 
remote access and energy monitoring for packaged rooftop units‖ have equal desirability with 
respect to ―Base load (off-peak) savings potential‖ then allocate 50 points on both sides of the 
rating table.   
If you believe alternative ―Bi-level lighting controls for commercial offices‖ has 3 times as much 
desirability as ―Low-cost energy management and control systems for small to medium size 
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commercial buildings‖ then allocate left hand side of the table 3 times as much points as the right 
hand side of the table.   
If you believe the desirability of alternative ―Advanced controls with remote access and energy 
monitoring for packaged rooftop units‖ is negligible compared to ―Low-cost energy management 
and control systems for small to medium size commercial buildings‖ then use the scores 
demonstrated above. 
Please proceed to the next page for the survey 
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Appendix A-14: Research Instrument 14 
 
Judgment Quantification Instrument for Panel 1 
 
Question 1 
Based on a comprehensive literature review and input from the expert panels, identification of the 
highest value emerging energy efficiency program alternatives is based on four major 
considerations. These considerations are energy savings potential, ancillary benefits potential, 
program development and implementation potential, and market dissemination potential. 
 
Please distribute 100 points between the following pairs of program management 
considerations to reflect your judgment on their relative importance to the mission. 
Energy savings potential   Ancillary benefits potential 
Energy savings potential   
Program development & implementation 
potential 
Energy savings potential   Market dissemination potential 
Ancillary benefits potential   
Program development & implementation 
potential 
Ancillary benefits potential   Market dissemination potential 
Program development & implementation 
potential 
  Market dissemination potential 
 
Please indicate your degree of confidence in the responses above 
(5: Very high, 4: High, 3: Somewhat, 2: Low, 1: No confidence) 
 
Mission: To identify the highest value emerging energy efficiency program alternatives for a 
given power system or a region. 
Energy savings 
potential
Program 
development & 
implementation 
potential
To identify the highest value emerging energy 
efficiency program alternatives for a given power 
system/region case
Ancillary 
benefits 
potential
Market 
dissemination 
potential
Program 
management 
considerations
Mission
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Energy savings potential: This consideration attempts to capture overall value of 
potential savings that an emerging energy efficiency program can provide to a power 
system or a region. Energy savings potentials of emerging energy efficiency programs 
are proposed to be measured with 3 sub-factors. These factors are base load (off-peak) 
savings potential, peak savings potential, and degree of rebound effects. 
Ancillary benefits potential: This consideration attempts to capture magnitude of non-
energy benefits/savings that an emerging energy efficiency program can provide to a 
power system or a region. Ancillary benefits potentials of emerging energy efficiency 
programs are proposed to be measured with 3 sub-factors. These factors are reduction of 
environmental footprint, promotion of regional development, and direct impact on power 
system operations. 
Program development & implementation potential: This consideration attempts to 
capture feasibility of developing and implementing a program for an emerging energy 
efficiency technology. This variable is proposed to capture program design and 
implementation related considerations. Program development and implementation 
feasibility of emerging energy efficiency programs are proposed to be measured with 5 
sub-factors. These factors are ease of savings measurement and verification, ease of 
measure deployment, ease of maintaining measure persistence, ease of compliance with 
codes and standards, and equity considerations. 
Market dissemination potential: This consideration attempts to capture diffusion 
potential of an emerging energy efficiency program from a market acceptance point of 
view. Market dissemination potentials of emerging energy efficiency programs are 
proposed to be measured with 3 sub-factors. These factors are end-use adoption 
potential, supply chain acceptance potential, and intensity of market barriers and 
availability of leverage points. 
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Appendix A-15: Research Instrument 15 
 
Judgment Quantification Instrument for Panel 2 
 
Question 2 
Based on a comprehensive literature review and input from the expert panels, three sub-factors 
were identified for measuring energy savings potentials of emerging energy efficiency programs. 
These factors are base load (off-peak) savings potential, peak savings potential, and degree of 
rebound effects. 
 
 
Please distribute 100 points between the following pairs of sub-factors to reflect your 
judgment on their relative importance to “Energy savings potential” 
Base load (off-peak) savings potential   Peak savings potential 
Base load (off-peak) savings potential   Degree of rebound effects 
Peak savings potential   Degree of rebound effects 
 
 
Please indicate your degree of confidence in the responses above 
(5: Very high, 4: High, 3: Somewhat, 2: Low, 1: No confidence) 
 
Energy savings potential: This consideration attempts to capture overall value of potential 
energy savings that an emerging energy efficiency program can provide to a power system or a 
region. 
Base load (off-peak) savings potential: Marginal cost of electricity generation and 
delivery varies over time based on changing demand and supply relationship. Utility load 
profiles can roughly be divided in two as base and peak loads. This variable attempts to 
Peak savings 
potential
Base load (off-
peak) savings 
potential
Energy savings 
potential
Degree of 
rebound effectsSub-factors
Program 
management 
considerations
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capture desirability of an emerging energy efficiency program with respect to its potential 
to reduce base load of a power system or a region. The following can be considered 
under this variable; off-peak coincidence factor, relative unit efficiency to the baseline 
technologies, measure lifetime, and end-use market size. 
Peak savings potential: Marginal cost of electricity generation and delivery varies over 
time based on changing demand and supply relationship. Utility load profiles can roughly 
be divided in two as base and peak loads. This variable attempts to capture desirability of 
an emerging energy efficiency program with respect to its potential to reduce peak load of 
a power system or a region. The following can be considered under this variable; peak 
coincidence factor, relative unit efficiency to the baseline technologies, measure lifetime, 
and end-use market size. 
Degree of rebound effects: A potential undesirable outcome of energy efficiency efforts 
is rebound effect, which refers to increase in energy consumption as a result of increased 
efficiency of a service. In the context of energy efficiency, certain technologies have been 
observed to provide savings of which some portion is used for other energy consuming 
services. Rebound effects can impact projected savings negatively by causing 
unexpected increase in consumption. This variable attempts to capture desirability of an 
emerging energy efficiency program with respect to its impact on increasing energy 
consumption indirectly. Please note that programs with less rebound effects are 
considered as more desirable. 
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Appendix A-16: Research Instrument 16 
 
Judgment Quantification Instrument for Panel 3 
 
Question 3 
Based on a comprehensive literature review and input from the expert panels, three sub-factors 
were identified for measuring ancillary benefits potentials of emerging energy efficiency 
programs. These factors are reduction of environmental footprint, promotion of regional 
development, and direct impact on system operations. 
  
 
Please distribute 100 points between the following pairs of sub-factors to reflect your 
judgment on their relative importance to “Ancillary benefits potential” 
Reduction of environmental footprint   Promotion of regional development 
Reduction of environmental footprint   Direct impact on system operations 
Promotion of regional development   Direct impact on system operations 
 
 
Please indicate your degree of confidence in the responses above 
(5: Very high, 4: High, 3: Somewhat, 2: Low, 1: No confidence) 
 
Ancillary benefits potential: This consideration attempts to capture magnitude of non-energy 
benefits/savings that an emerging energy efficiency program can provide to a power system or a 
region. 
Reduction of environmental footprint: Diffusion of more energy efficient technologies 
helps reduce electricity demand, which results in lesser emissions of greenhouse gases; 
soil, water, and air contaminants on power generation and delivery side. New 
Promotion of 
regional 
development
Reduction of 
environmental 
footprint
Ancillary 
benefits 
potential
Direct impact 
on system 
operations
Sub-factors
Program 
management 
considerations
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technologies/processes may reduce/eliminate use of environmentally harmful materials 
throughout product supply chains as well as during actual use of the products. This 
variable attempts to capture desirability of an emerging energy efficiency program with 
respect to its potential to reduce environmental footprint from a multiple perspectives 
such as; power system, product supply chain, and product use and disposal. 
Promotion of regional development: Increased economic activity, creation of new job 
opportunities, strengthening local industry by demonstrating superior and efficient 
manufacturing technologies, helping diffusion of locally manufactured 
technologies/products, improving life standards of low-income population are some of the 
examples of energy efficiency programs’ contributions to regional development. This 
variable attempts to capture desirability of an emerging energy efficiency program with 
respect to its potential to contribute to regional development directly or indirectly. 
Direct impact on power system operations: Increasing and changing demand, 
variability of renewable energy supply, increasing importance of critical resources, and 
aging infrastructure are some of the major challenges faced by the electric utilities. As a 
result, ability to respond to changes faster and accurately is becoming significantly 
important for power system operations. Reduced energy consumption can relieve 
transmission and power generation related bottlenecks, reduce need for critical resources 
and improve overall system operations. Moreover, new technologies allow utilities to 
communicate with appliances and manage end-use consumption in favor of utilities 
without damaging consumers’ lifestyles. This variable attempts to capture desirability of 
an emerging energy efficiency program with respect to its potential to help improve 
system operations of a power system or a region. 
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Appendix A-17: Research Instrument 17 
 
Judgment Quantification Instrument for Panel 4 
 
Question 4 
Based on a comprehensive literature review and input from the expert panels, five sub-factors 
were identified for measuring program development and implementation potentials of emerging 
energy efficiency programs. These factors are ease of savings measurement and verification, 
ease of measure deployment, ease of maintaining measure persistence, ease of compliance with 
codes and standards, and equity considerations. 
   
 
Please distribute 100 points between the following pairs of sub-factors to reflect your 
judgment on their relative importance to “Program development and implementation 
potential” 
Ease of savings measurement and 
verification 
  Ease of measure deployment 
Ease of savings measurement and 
verification 
  Ease of maintaining measure persistence 
Ease of savings measurement and 
verification 
  
Ease of compliance with codes and 
standards 
Ease of savings measurement and 
verification 
  Equity considerations 
Ease of measure deployment   Ease of maintaining measure persistence 
Ease of measure deployment   
Ease of compliance with codes and 
standards 
Ease of measure deployment   Equity considerations 
Ease of 
measure 
deployment
Ease of savings 
measurement 
and verification 
(M&V) 
Program 
development & 
implementation 
potential
Ease of 
maintaining 
measure 
persistence
Sub-factors
Program 
management 
considerations
Ease of 
compliance 
with codes and 
standards
Equity 
considerations
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Ease of maintaining measure persistence   
Ease of compliance with codes and 
standards 
Ease of maintaining measure persistence   Equity considerations 
Ease of compliance with codes and 
standards 
  Equity considerations 
 
Please indicate your degree of confidence in the responses above 
(5: Very high, 4: High, 3: Somewhat, 2: Low, 1: No confidence) 
 
Program development and implementation potential: This consideration attempts to capture 
feasibility of developing and implementing a program for an emerging energy efficiency 
technology. This variable is proposed to capture program design and implementation related 
considerations. 
Ease of savings measurement and verification: Measure specifications are intended 
to provide guidance to successfully deploy energy efficiency technologies and ensure 
realization of projected savings. Feasibility of measuring and verifying savings as well as 
providing a streamlined measure specification varies depending on measure complexity. 
This variable attempts to capture desirability of an emerging energy efficiency program 
with respect to ease of measuring and verifying potential energy savings. 
Ease of measure deployment: Deployment of certain technologies may involve invasive 
implementation procedures. Such requirements increase costs and efforts incurred on 
program budgets. Technologies with less invasive practices are more desirable from a 
program perspective. This variable attempts to capture desirability of an emerging energy 
efficiency program with respect to ease of measure deployment. 
Ease of maintaining measure persistence: Different technologies require varying 
degrees of monitoring and adjustments in order to ensure realization of projected 
savings. Technologies, which do not require continuous monitoring and adjustments, are 
more desirable from a program perspective. This variable attempts to capture desirability 
of an emerging energy efficiency program with respect to ease of maintaining savings 
persistence over the measure lifetime. 
Ease of compliance with codes and standards: Certain technologies may cause 
adverse effects on public health in case of misapplication. Codes and standards are put 
in place to reduce or eliminate such risks. However, compliance with codes and 
standards might incur varying levels of complexity or hurdle from a program perspective. 
This variable attempts to capture desirability of an emerging energy efficiency program 
with respect to ease of complying with codes and standards associated with it. 
Equity considerations: Certain energy efficiency programs may favor only certain end-
users whereas program costs are incurred on the whole society. Some end-users may 
receive utility incentives through an energy efficiency program although they might adopt 
the same technology without any incentives. Such instances are associated with misuse 
of public resources considered as undesirable from a program perspective. This variable 
attempts to capture desirability of an emerging energy efficiency program with respect to 
its use of public resources in an equitable manner. 
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Appendix A-18: Research Instrument 18 
 
Judgment Quantification Instrument for Panel 5 
 
Question 5 
Based on a comprehensive literature review and input from the expert panels, three sub-factors 
were identified for measuring market dissemination potentials of emerging energy efficiency 
programs. These factors are end-use adoption potential, supply chain acceptance potential, and 
intensity of market barriers and availability of leverage points. 
  
 
Please distribute 100 points between the following pairs of sub-factors to reflect your 
judgment on their relative importance to “Market dissemination potential” 
End-use adoption potential   Supply chain acceptance potential 
End-use adoption potential   
Intensity of market barriers and availability 
of leverage points 
Supply chain acceptance potential   
Intensity of market barriers and availability 
of leverage points 
 
Please indicate your degree of confidence in the responses above 
(5: Very high, 4: High, 3: Somewhat, 2: Low, 1: No confidence) 
 
Market dissemination potential: This consideration attempts to capture diffusion potential of an 
emerging energy efficiency program from a market acceptance point of view. 
End-use adoption potential: The ultimate goal of energy efficiency programs is to 
influence end users’ decisions in favor of more efficient technology alternatives. There 
have been various studies attempting to explain buying decisions of end users in the 
context of energy efficiency. This variable attempts to capture desirability of an emerging 
Supply chain 
acceptance 
potential
End-use 
adoption 
potential
Market 
dissemination 
potential
Intensity of 
barriers and 
availability of 
leverage points
Sub-factors
Program 
management 
considerations
 304 
 
energy efficiency program with respect to end users’ likelihood of making positive 
adoption decisions. The following can be considered under this variable; incremental 
costs for the end-use, significance of savings potential for the end-use, non-energy 
benefits, opportunity and non-opportunity costs, ease of technology deployment and 
maintenance, decision urgency for the end-use, and product image. 
Supply chain acceptance potential: Market transformation activities may require 
extensive collaboration between utilities, manufacturers, contractors, retailers and energy 
service providers. This becomes a significant factor when there is no established supply 
chain or there are difficulties in transforming the existing one. Potential business 
opportunities and risks affiliated with a new technology play a significant role in supply 
chain’s active participation in an energy efficiency program. This variable attempts to 
capture desirability of an emerging energy efficiency program with respect to supply 
chain actors’ likelihood of supporting market transformation. 
Intensity of market barriers and availability of leverage points: There are various 
market barriers associated with slow diffusion of energy efficiency technologies. 
Elimination of barriers may promote diffusion at varying degrees; however costs and 
hurdle incurred on programs vary depending on intensity of market barriers. This variable 
attempts to capture desirability of an emerging energy efficiency program with respect to 
the balance between intensity of market barriers and availability of leverage points. 
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Appendix A-19: Research Instrument 19 
 
Judgment Quantification Instrument for Panel 6 
 
A quantification instrument for alternative comparisons with respect to sub-factor 
―Base load (off-peak) savings potential‖ is shown below. Alternative comparisons 
were conducted in a similar fashion by modifying on respected sections of the 
instruments including question texts and sub-factor definitions. 
 
Question 1 
Please distribute 100 points between the following pairs of program alternatives to reflect 
your judgment on their relative desirability with respect to “Base load (off-peak) savings 
potential” 
 
Bi-level lighting controls for commercial 
offices 
  
Bi-level lighting controls for parking lots and 
garages 
Bi-level lighting controls for commercial 
offices 
  Bi-level lighting controls for stairwells 
Bi-level lighting controls for commercial 
offices 
  LED lighting for area and parking lot lighting 
Bi-level lighting controls for commercial 
offices 
  LED lighting for street lighting 
Bi-level lighting controls for commercial 
offices 
  
LED lighting for outdoor wall-mounted area 
luminaries 
Bi-level lighting controls for commercial 
offices 
  LED lighting for commercial offices 
Bi-level lighting controls for parking lots and 
garages 
  Bi-level lighting controls for stairwells 
Bi-level lighting controls for parking lots and 
garages 
  LED lighting for area and parking lot lighting 
Bi-level lighting controls for parking lots and 
garages 
  LED lighting for street lighting 
Bi-level lighting controls for parking lots and 
garages 
  
LED lighting for outdoor wall-mounted area 
luminaries 
Bi-level lighting controls for parking lots and 
garages 
  LED lighting for commercial offices 
Bi-level lighting controls for stairwells   LED lighting for area and parking lot lighting 
Bi-level lighting controls for stairwells   LED lighting for street lighting 
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Bi-level lighting controls for stairwells   
LED lighting for outdoor wall-mounted area 
luminaries 
Bi-level lighting controls for stairwells   LED lighting for commercial offices 
LED lighting for area and parking lot lighting   LED lighting for street lighting 
LED lighting for area and parking lot lighting   
LED lighting for outdoor wall-mounted area 
luminaries 
LED lighting for area and parking lot lighting   LED lighting for commercial offices 
LED lighting for street lighting   
LED lighting for outdoor wall-mounted area 
luminaries 
LED lighting for street lighting   LED lighting for commercial offices 
LED lighting for outdoor wall-mounted area 
luminaries 
  LED lighting for commercial offices 
LED lighting for street lighting   
Demand-controlled ventilation for 
commercial kitchens 
LED lighting for street lighting   
Variable capacity compressors for packaged 
rooftop units 
LED lighting for street lighting   
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
LED lighting for street lighting   Air side economizers for data centers 
LED lighting for street lighting   
Low-cost energy management and control 
systems for small to medium size 
commercial buildings 
LED lighting for street lighting   
Web-enabled thermostats for small to 
medium size commercial buildings 
Demand-controlled ventilation for commercial 
kitchens 
  
Variable capacity compressors for packaged 
rooftop units 
Demand-controlled ventilation for commercial 
kitchens 
  
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
Demand-controlled ventilation for commercial 
kitchens 
  Air side economizers for data centers 
Demand-controlled ventilation for commercial 
kitchens 
  
Low-cost energy management and control 
systems for small to medium size 
commercial buildings 
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Demand-controlled ventilation for commercial 
kitchens 
  
Web-enabled thermostats for small to 
medium size commercial buildings 
Variable capacity compressors for packaged 
rooftop units 
  
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
Variable capacity compressors for packaged 
rooftop units 
  Air side economizers for data centers 
Variable capacity compressors for packaged 
rooftop units 
  
Low-cost energy management and control 
systems for small to medium size 
commercial buildings 
Variable capacity compressors for packaged 
rooftop units 
  
Web-enabled thermostats for small to 
medium size commercial buildings 
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
  Air side economizers for data centers 
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
  
Low-cost energy management and control 
systems for small to medium size 
commercial buildings 
Advanced controls with remote access and 
energy monitoring for packaged rooftop units 
  
Web-enabled thermostats for small to 
medium size commercial buildings 
Air side economizers for data centers   
Low-cost energy management and control 
systems for small to medium size 
commercial buildings 
Air side economizers for data centers   
Web-enabled thermostats for small to 
medium size commercial buildings 
Low-cost energy management and control 
systems for small to medium size commercial 
buildings 
  
Web-enabled thermostats for small to 
medium size commercial buildings 
 
 
Please indicate your degree of confidence in the responses above 
(5: Very high, 4: High, 3: Somewhat, 2: Low, 1: No confidence) 
 
Base load (off-peak) savings potential: Marginal cost of electricity generation and delivery 
varies over time based on changing demand and supply relationship. Utility load profiles can 
roughly be divided in two as base and peak loads. This variable attempts to capture desirability of 
an emerging energy efficiency program with respect to its potential to reduce base load of a 
power system or a region. The following can be considered under this variable; off-peak 
coincidence factor, relative unit efficiency to the baseline technologies, measure lifetime, and 
end-use market size. 
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Appendix B: JUDGMENT QUANTIFICATIONS 
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Appendix B-1: Judgment Quantification Data 1 
 
Judgment Quantification Data for Panel 1 
 
The table only shows the first part of the ratio. 
 
A: Energy savings potential 
B: Ancillary benefits potential 
C: Program development and implementation potential 
D: Market dissemination potential 
 
 
A:B A:C A:D B:C B:D C:D 
Expert 1 90 50 50 50 10 20 
Expert 2 80 70 60 30 20 50 
Expert 3 50 50 50 60 50 50 
Expert 4 75 80 70 54 80 40 
Expert 5 90 50 40 20 30 50 
Expert 6 70 60 60 40 30 60 
Expert 7 80 50 60 25 40 60 
Expert 8 80 50 40 10 40 40 
Expert 10 80 60 50 30 30 50 
Expert 11 60 65 75 55 60 60 
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Appendix B-2: Judgment Quantification Data 2 
 
Judgment Quantification Data for Panel 2 
 
The table only shows the first part of the ratio. 
 
A: Base load (off-peak) savings potential 
B: Peak savings potential 
C: Degree of rebound effects 
 
  A:B A:C B:C 
Expert 1 90 99 90 
Expert 2 70 85 40 
Expert 3 30 60 80 
Expert 4 80 90 90 
Expert 5 50 90 90 
Expert 6 20 80 90 
Expert 7 35 75 60 
Expert 8 30 75 95 
Expert 9 10 99 99 
Expert 10 20 90 95 
Expert 11 85 95 65 
Expert 12 67 67 50 
Expert 13 25 25 50 
Expert 14 10 20 80 
Expert 15 25 90 90 
Expert 16 80 75 75 
Expert 17 25 50 50 
Expert 18 50 99 99 
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Appendix B-3: Judgment Quantification Data 3 
 
Judgment Quantification Data for Panel 3 
 
The table only shows the first part of the ratio. 
 
A: Reduction of environmental footprint 
B: Promotion of regional development 
C: Direct impact on system operations 
 
  A:B A:C B:C 
Expert 1 99 20 1 
Expert 2 60 60 40 
Expert 3 35 30 55 
Expert 4 80 60 80 
Expert 5 50 10 10 
Expert 6 70 40 20 
Expert 7 60 40 25 
Expert 8 50 50 20 
Expert 9 50 1 1 
Expert 10 50 40 30 
Expert 11 55 30 20 
Expert 12 50 33 33 
Expert 13 60 50 40 
Expert 14 50 20 10 
Expert 15 50 50 50 
Expert 16 65 35 35 
Expert 17 60 50 30 
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Appendix B-4: Judgment Quantification Data 4 
 
Judgment Quantification Data for Panel 4 
 
The table only shows the first part of the ratio. 
 
A: Ease of savings measurement and verification 
B: Ease of measure deployment 
C: Ease of maintaining measure persistence 
D: Ease of compliance with codes and standards 
E: Equity considerations 
 
  A:B A:C A:D A:E B:C B:D B:E C:D C:E D:E 
Expert 1 60 90 90 90 90 85 90 40 50 70 
Expert 2 40 40 50 80 40 50 70 60 70 50 
Expert 3 30 30 30 30 45 60 60 60 60 60 
Expert 4 30 30 50 90 80 70 90 80 90 90 
Expert 5 70 50 80 99 40 70 99 70 99 90 
Expert 6 50 50 30 60 50 40 60 40 60 70 
Expert 7 50 60 60 60 60 60 60 50 50 50 
Expert 8 50 50 50 60 40 60 70 60 70 60 
Expert 10 80 80 80 90 50 50 60 75 75 75 
Expert 11 55 50 80 90 45 60 85 60 90 75 
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Appendix B-5: Judgment Quantification Data 5 
 
Judgment Quantification Data for Panel 5 
 
The table only shows the first part of the ratio. 
 
A: End-use adoption potential 
B: Supply chain acceptance potential 
C: Intensity of market barriers and availability of leverage points 
 
  A:B A:C B:C 
Expert 1 65 70 60 
Expert 2 60 50 40 
Expert 3 60 60 40 
Expert 5 50 60 40 
Expert 6 50 60 60 
Expert 8 60 60 40 
Expert 9 50 50 50 
Expert 10 70 70 50 
Expert 11 85 75 40 
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Appendix B-6: Judgment Quantification Data 6 
 
The tables only show the first part of the ratios. 
 
A: Bi-level lighting controls for commercial offices 
B: Bi-level lighting controls for parking lots and garages 
C: Bi-level lighting controls for stairwells 
D: LED lighting for area and parking lot lighting 
E: LED lighting for street lighting 
F: LED lighting for outdoor wall-mounted area luminaries 
G: LED lighting for commercial offices 
H: Demand-controlled ventilation for commercial kitchens 
I: Variable capacity compressors for packaged rooftop units 
J: Advanced controls with remote access and energy monitoring for packaged rooftop units 
K: Air side economizers for data centers 
L: Low-cost energy management and control systems for small to medium size commercial buildings 
M: Web-enabled thermostats for small to medium size commercial buildings 
 
Judgment Quantification Data for Panel 6.1-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 5 30 5 5 5 5 70 40 40 40 50 
Expert 19 75 80 90 65 80 10 70 65 50 65 10 
Expert 20 5 5 8 5 3 60 40 70 80 45 96 
Expert 21 10 25 25 10 10 70 50 50 50 50 50 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 45 45 45 60 45 60 50 60 50 40 
 
Expert 19 20 80 80 5 65 80 5 60 5 5 
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Expert 20 60 80 50 95 65 35 95 25 90 96 
 
Expert 21 50 50 50 50 50 50 50 50 50 50 
 
 
Judgment Quantification Data for Panel 6-1-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 80 80 80 80 90 90 40 50 50 55 55 
Expert 19 90 90 90 85 85 80 50 50 60 60 70 
Expert 20 35 55 40 50 40 45 75 60 80 65 65 
Expert 21 75 50 75 25 75 75 10 50 10 25 50 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 40 50 55 55 55 60 60 60 60 50 
 
Expert 19 60 40 55 45 60 55 60 50 65 75 
 
Expert 20 40 60 55 55 70 65 65 40 40 50 
 
Expert 21 90 50 75 90 10 50 75 90 90 50 
 
 
Judgment Quantification Data for Panel 6.2-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 90 30 80 60 80 5 20 70 65 70 5 
Expert 19 90 90 95 95 95 25 30 80 80 80 1 
Expert 20 80 80 90 90 90 70 50 90 90 90 60 
Expert 21 80 90 85 95 85 15 35 50 90 50 10 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 90 90 80 10 50 60 5 50 5 5 
 
Expert 19 90 70 95 2 10 65 1 90 1 1 
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Expert 20 90 90 90 92 50 50 10 50 10 10 
 
Expert 21 55 60 55 10 60 55 10 50 10 10 
 
 
Judgment Quantification Data for Panel 6.2-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 5 1 1 1 1 1 30 20 50 45 45 
Expert 19 90 5 5 10 5 10 1 1 5 5 5 
Expert 20 10 10 10 10 10 10 45 40 50 45 45 
Expert 21 10 10 10 10 10 10 50 10 50 50 50 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 30 40 50 50 60 60 60 40 40 50 
 
Expert 19 55 80 85 90 85 75 90 50 60 75 
 
Expert 20 40 50 40 40 60 50 50 60 60 50 
 
Expert 21 50 50 25 25 75 50 50 25 25 50 
 
 
Judgment Quantification Data for Panel 6.3-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 50 50 50 50 50 50 50 50 50 50 50 
Expert 2 50 60 20 20 20 20 50 20 20 20 20 
Expert 20 20 10 20 10 10 30 30 50 30 30 80 
Expert 3 30 30 25 25 25 50 50 50 50 50 75 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 2 20 20 20 20 90 60 30 20 20 30 
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Expert 20 80 50 40 70 40 40 90 50 70 70 
 
Expert 3 60 60 60 70 50 50 50 50 50 50 
 
 
Judgment Quantification Data for Panel 6.3-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 50 50 50 50 50 50 50 50 50 50 50 
Expert 2 50 50 50 50 30 20 50 30 50 30 20 
Expert 20 70 70 70 70 70 70 30 40 30 50 50 
Expert 3 70 60 65 55 30 30 40 30 40 50 45 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 2 30 50 30 20 70 60 30 30 20 40 
 
Expert 20 70 50 50 70 30 50 50 50 50 50 
 
Expert 3 60 55 65 60 45 50 50 65 55 40 
 
 
Judgment Quantification Data for Panel 6.4-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 50 50 50 50 50 50 50 50 50 50 50 
Expert 19 80 80 80 60 90 90 60 50 35 60 10 
Expert 20 20 20 20 20 20 50 40 60 70 40 90 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 19 40 30 45 30 30 65 45 75 70 50 
 
Expert 20 55 70 45 90 65 35 95 25 90 96 
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Judgment Quantification Data for Panel 6.4-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 50 50 50 50 50 50 50 50 50 50 50 
Expert 19 85 55 50 60 35 75 5 5 10 5 10 
Expert 20 30 50 35 45 35 40 75 60 80 65 65 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 19 55 75 80 85 90 80 95 35 40 75 
 
Expert 20 40 60 55 55 70 65 65 40 40 50 
 
 
Judgment Quantification Data for Panel 6.5-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 50 50 50 50 50 50 50 50 50 50 50 
Expert 2 60 70 60 50 70 60 60 60 50 60 40 
Expert 20 50 50 80 80 80 80 50 80 80 80 80 
Expert 3 50 65 55 55 60 50 50 50 45 50 40 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 2 30 20 30 30 40 60 30 80 55 20 
 
Expert 20 80 80 80 80 50 50 50 50 50 50 
 
Expert 3 50 40 50 40 40 50 40 55 40 35 
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Judgment Quantification Data for Panel 6.5-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 50 50 40 40 50 50 50 40 40 50 50 
Expert 2 70 70 50 50 60 60 60 40 40 30 30 
Expert 20 10 10 1 10 5 5 50 30 50 40 40 
Expert 3 70 40 40 70 40 40 30 30 50 30 30 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 40 40 50 50 50 60 60 60 60 50 
 
Expert 2 30 20 30 50 30 60 60 60 60 50 
 
Expert 20 30 50 40 40 70 60 60 40 40 50 
 
Expert 3 50 70 50 45 70 50 50 30 30 50 
 
 
Judgment Quantification Data for Panel 6.6-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 19 50 70 75 90 90 90 70 75 90 90 90 
Expert 20 5 5 8 5 3 60 40 70 80 45 96 
Expert 21 90 90 90 90 90 25 50 50 50 50 40 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 19 20 60 60 60 66 75 60 50 50 55 
 
Expert 20 60 80 50 95 65 35 95 25 90 96 
 
Expert 21 55 55 45 30 65 55 40 50 35 40 
 
 
Judgment Quantification Data for Panel 6.6-2 
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E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 19 80 60 50 50 50 65 10 10 10 10 10 
Expert 20 35 55 40 50 40 45 75 60 80 65 65 
Expert 21 10 10 10 10 10 10 50 10 50 50 50 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 19 45 60 55 50 60 55 60 55 65 60 
 
Expert 20 40 60 55 55 70 65 65 40 40 50 
 
Expert 21 50 50 25 25 75 50 50 25 25 50 
 
 
Judgment Quantification Data for Panel 6.7-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 30 40 10 10 10 20 60 40 10 10 15 
Expert 21 50 50 10 10 10 10 50 10 10 10 10 
Expert 22 50 25 25 25 25 25 50 40 40 40 40 
Expert 24 40 20 10 10 10 20 60 10 10 10 10 
Expert 25 25 25 25 25 50 50 90 25 50 50 60 
Expert 26 25 25 25 25 25 10 50 10 10 10 10 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 10 10 10 50 40 50 65 50 65 65 
 
Expert 21 10 10 10 10 50 50 50 50 50 50 
 
Expert 22 40 40 40 40 50 50 60 50 60 60 
 
Expert 24 10 10 10 10 40 60 70 80 90 70 
 
Expert 25 20 25 25 50 50 50 75 70 80 65 
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Expert 26 10 10 10 10 50 50 50 50 50 50 
 
 
Judgment Quantification Data for Panel 6.7-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 95 95 95 95 99 80 50 40 50 70 65 
Expert 21 90 90 90 90 90 90 50 50 75 50 50 
Expert 22 75 90 90 80 80 75 60 60 75 40 40 
Expert 24 90 90 90 90 90 90 60 80 40 90 90 
Expert 25 80 90 75 75 90 90 50 70 50 75 75 
Expert 26 90 90 90 90 90 90 80 25 50 25 75 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 40 50 60 40 60 75 55 60 40 30 
 
Expert 21 75 50 75 75 25 50 50 75 75 50 
 
Expert 22 50 50 25 25 50 35 35 50 25 50 
 
Expert 24 70 35 70 80 20 50 50 70 90 50 
 
Expert 25 70 50 65 65 25 50 25 70 70 25 
 
Expert 26 10 50 10 50 50 50 90 50 90 90 
 
 
Judgment Quantification Data for Panel 6.8-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 50 50 30 30 30 30 50 30 30 30 30 
Expert 20 30 30 30 20 30 60 50 60 40 50 70 
Expert 22 40 50 35 35 25 40 50 35 35 25 40 
Expert 24 20 30 10 10 10 10 40 20 30 30 35 
Expert 25 10 10 10 10 10 10 70 25 25 25 50 
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Expert 26 10 10 10 50 10 25 50 50 50 50 75 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 30 30 30 30 40 50 50 60 60 50 
 
Expert 20 50 30 40 50 50 50 70 60 80 80 
 
Expert 22 40 35 25 40 50 40 60 50 65 70 
 
Expert 24 40 20 20 30 70 50 70 40 65 70 
 
Expert 25 25 30 30 30 50 50 50 50 25 50 
 
Expert 26 50 50 50 80 75 50 75 25 75 75 
 
 
Judgment Quantification Data for Panel 6.8-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 90 90 90 90 90 90 50 50 50 60 50 
Expert 20 80 80 80 80 70 70 50 60 60 50 50 
Expert 22 60 75 75 75 60 50 65 65 65 50 50 
Expert 24 90 70 99 90 99 99 40 60 30 70 70 
Expert 25 70 80 80 80 80 80 70 80 60 70 60 
Expert 26 75 25 75 25 75 75 50 75 50 75 75 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 50 50 60 50 50 60 50 60 50 50 
 
Expert 20 60 50 60 60 40 50 50 60 60 50 
 
Expert 22 50 50 40 35 50 35 35 40 35 50 
 
Expert 24 75 50 70 70 20 50 50 65 65 50 
 
Expert 25 30 70 50 30 70 70 30 50 30 20 
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Expert 26 75 50 75 75 25 50 50 50 50 50 
 
 
Judgment Quantification Data for Panel 6.9-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 50 50 10 10 10 10 50 10 10 10 10 
Expert 20 20 20 20 10 20 40 50 50 50 50 80 
Expert 22 50 50 35 35 35 35 50 35 35 35 35 
Expert 24 30 20 10 10 10 10 40 10 10 10 10 
Expert 25 30 40 10 10 10 10 50 10 10 10 10 
Expert 26 50 50 20 20 20 20 50 50 20 20 20 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 10 10 10 10 40 50 50 60 60 50 
 
Expert 20 40 40 40 70 55 50 80 50 80 80 
 
Expert 22 35 35 35 35 50 50 50 50 50 50 
 
Expert 24 10 10 10 10 50 60 70 70 80 65 
 
Expert 25 10 10 10 10 50 50 75 50 50 50 
 
Expert 26 20 20 20 20 50 50 50 50 50 50 
 
 
Judgment Quantification Data for Panel 6.9-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 95 95 95 95 95 95 50 50 50 50 50 
Expert 20 70 70 80 70 70 70 50 60 50 60 60 
Expert 22 75 75 75 75 75 75 40 50 40 60 60 
Expert 24 99 99 99 99 99 99 40 70 60 90 90 
Expert 25 80 80 90 70 95 80 30 50 50 60 75 
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Expert 26 80 60 80 90 90 90 20 75 50 50 75 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 20 40 50 50 50 60 50 50 40 40 50 
 
Expert 22 60 50 60 60 40 50 50 50 50 50 
 
Expert 24 95 40 95 95 5 60 50 95 95 50 
 
Expert 25 50 50 70 30 50 70 30 50 30 25 
 
Expert 26 80 60 90 90 30 50 50 75 75 60 
 
 
Judgment Quantification Data for Panel 6.10-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 60 60 60 60 60 40 50 40 50 40 40 
Expert 20 40 40 40 40 40 50 50 40 40 40 70 
Expert 22 50 50 40 40 40 40 50 40 40 40 40 
Expert 23 20 70 20 70 30 40 60 50 70 50 70 
Expert 24 40 40 70 70 70 70 60 70 80 80 60 
Expert 26 75 75 50 75 50 50 50 25 25 25 25 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 40 45 40 40 60 40 40 40 40 50 
 
Expert 20 50 50 50 45 50 50 50 50 50 50 
 
Expert 22 40 40 40 40 50 50 50 50 50 50 
 
Expert 23 40 65 40 60 70 50 70 30 45 70 
 
Expert 24 30 30 30 40 40 60 60 70 70 60 
 
  
 
3
2
5
 
Expert 26 50 50 25 25 30 25 25 25 25 50 
 
 
Judgment Quantification Data for Panel 6.10-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 50 60 60 60 60 60 50 50 50 50 50 
Expert 20 50 50 50 60 50 50 50 50 50 50 50 
Expert 22 65 60 60 65 60 60 40 50 50 50 50 
Expert 23 60 30 30 70 30 30 20 25 50 30 40 
Expert 24 90 70 90 50 90 90 10 30 10 10 15 
Expert 26 75 50 50 50 50 50 25 25 25 25 25 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 50 50 50 50 50 50 50 50 50 50 
 
Expert 20 50 50 50 50 50 50 50 50 50 50 
 
Expert 22 60 60 50 50 50 40 40 40 40 50 
 
Expert 23 50 70 50 50 70 50 50 30 25 40 
 
Expert 24 40 50 70 80 20 50 50 90 90 50 
 
Expert 26 60 50 50 50 50 40 40 50 50 50 
 
 
Judgment Quantification Data for Panel 6.11-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 1 50 50 50 50 50 50 50 50 45 50 50 
Expert 2 50 50 50 50 50 50 30 30 30 30 30 
Expert 23 50 50 50 30 50 50 50 50 30 50 50 
Expert 25 50 50 50 75 50 50 50 50 65 50 50 
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Expert 3 50 50 50 50 50 50 50 50 50 50 50 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 1 50 45 50 50 50 50 50 55 55 50 
 
Expert 2 40 40 40 40 30 30 30 60 60 60 
 
Expert 23 50 30 50 50 30 50 50 70 70 50 
 
Expert 25 50 75 50 50 70 50 50 20 15 50 
 
Expert 3 50 50 50 50 50 50 50 50 50 50 
 
 
Judgment Quantification Data for Panel 6.11-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 1 50 55 55 55 55 55 47 47 47 47 47 
Expert 2 80 50 50 50 60 60 30 30 50 40 40 
Expert 23 70 70 70 80 60 60 50 50 50 30 30 
Expert 25 20 20 20 20 20 20 30 30 50 20 20 
Expert 3 50 50 50 50 50 50 50 50 50 50 50 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 1 50 53 50 50 53 50 50 47 47 50 
 
Expert 2 50 60 50 60 70 60 60 40 40 50 
 
Expert 23 50 50 30 30 50 30 30 30 30 50 
 
Expert 25 50 70 50 50 75 50 50 25 25 50 
 
Expert 3 50 50 50 50 50 50 50 50 50 50 
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Judgment Quantification Data for Panel 6.12-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 2 40 30 40 40 40 40 40 40 30 30 30 
Expert 3 50 50 50 50 50 50 50 50 50 50 50 
Expert 23 40 40 30 40 60 60 40 40 50 60 70 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 2 50 50 50 60 50 60 60 60 70 60 
 
Expert 3 50 50 50 50 50 50 50 50 50 50 
 
Expert 23 40 60 60 70 60 70 70 60 70 60 
 
 
Judgment Quantification Data for Panel 6.12-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 2 50 70 70 50 70 70 60 60 50 70 60 
Expert 3 50 50 50 50 50 50 50 50 50 50 50 
Expert 23 65 65 70 50 40 60 65 40 55 30 40 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 2 30 20 40 40 30 60 50 70 70 40 
 
Expert 3 50 30 50 50 50 50 30 70 50 50 
 
Expert 23 30 40 30 40 50 40 45 30 30 60 
 
 
Judgment Quantification Data for Panel 6.13-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 2 50 50 50 50 50 50 50 50 50 50 50 
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Expert 3 70 60 60 60 60 50 50 50 50 50 40 
Expert 23 40 40 30 30 40 60 40 40 40 45 60 
            
 
C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 2 50 50 50 50 50 50 50 50 50 50 
 
Expert 3 50 50 50 50 50 50 40 50 45 45 
 
Expert 23 40 40 60 70 55 60 70 60 70 70 
 
 
Judgment Quantification Data for Panel 6.13-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 2 50 50 50 50 70 60 70 70 50 70 70 
Expert 3 65 65 65 65 65 65 50 50 50 50 50 
Expert 23 60 65 70 60 40 60 60 70 55 40 55 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 2 40 30 50 50 30 50 50 70 70 50 
 
Expert 3 50 50 50 50 50 50 50 50 50 50 
 
Expert 23 40 35 40 45 40 45 50 40 55 60 
 
 
Judgment Quantification Data for Panel 6.14-1 
 
A:B A:C A:D A:E A:F A:G B:C B:D B:E B:F B:G 
Expert 2 40 40 40 30 40 40 50 50 50 50 40 
Expert 3 30 30 40 40 40 40 50 50 55 55 60 
Expert 23 30 30 30 30 40 45 30 45 40 50 60 
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C:D C:E C:F C:G D:E D:F D:G E:F E:G F:G 
 
Expert 2 50 50 50 60 50 50 40 50 40 50 
 
Expert 3 60 60 60 60 50 50 50 50 50 50 
 
Expert 23 55 50 60 65 60 65 70 60 60 55 
 
 
Judgment Quantification Data for Panel 6.14-2 
 
E:H E:I E:J E:K E:L E:M H:I H:J H:K H:L H:M 
Expert 2 30 30 30 40 30 30 40 50 40 40 40 
Expert 3 60 60 60 60 60 60 50 50 50 50 50 
Expert 23 70 70 70 40 40 60 50 50 40 35 40 
            
 
I:J I:K I:L I:M J:K J:L J:M K:L K:M L:M 
 
Expert 2 50 30 40 40 40 40 40 30 30 50 
 
Expert 3 50 50 50 50 50 50 50 50 50 50 
 
Expert 23 60 50 35 55 45 40 45 45 55 60 
 
 
