In this work, the homotopy perturbation method (HPM), variational iteration method (VIM) and Adomian decomposition method (ADM) are applied to solve the Rosenau-Hyman equation. We used the initial condition u(x, 0) = − 
Introduction
Clarkson et al. [1] presented a class of nonlinear third-order partial differential equations for studying symmetry reductions as follows: u t − u xxt + 2κu x − uu xxx − αuu x − βu x u xx = 0.
(1.1)
where , α, κ and β are arbitrary constants. This equation was introduced by Gilson and Pickering in [2] . The special case of Eq. (1.1) is the Rosenau-Hyman equation for = 0, α = 1, β = 3 and κ = 0 which has appeared in [3] as follows u t = uu xxx + uu x + 3u x u xx .
(1.
2)
The Rosenau-Hyman equation models the effect of nonlinear dispersion in the formation of patters in liquid drops [3] . The numerical simulation of compactons, solitary waves with compact support applied to the Rosenau-Hyman K(p, p) equation by Rus and Villatoro [4] . In [5] , three implicit finite difference methods based on Padé approximations in space are developed for the Rosenau-Hyman K(p, p) equation. Nonlinear evolution equations with cosine/sine compacton solutions including the Rosenau-Hyman equation and generalizations of Kortewegde Vries and other equations are studied by Rus and Villatoro [6] . Numerical methods with second-order, fourth-order, sixth-order, and eighth-order approximations to the spatial derivatives obtained by means of the method of modified equations applied to the Ismail-Taha finite difference scheme for the Rosenau-Hyman equation are developed by [7] . Bazeia and co-workers [8] solved and obtained travelling wave solutions to the Rosenau-Hyman equation. The semi-analytical methods (ADM, HPM and VIM) for solving nonlinear partial differential equations are known as the subject of extensive analytical and numerical studies. Therefore, approximate analytical solutions are searched and were introduced, among which we can mention Adomian decomposition method [9, 10, 11, 12, 13] , variational iteration method [14, 15, 16, 17, 18, 19, 20, 21, 22] and homotopy perturbation method [25, 26, 27, 28, 29, 30, 31] , homotopy analysis method [32] and etc.
The semi-analytical methods in nonlinear problems have been undertaken by scientists and engineers. In the following, we mention some of them: I. In the 1980's, George Adomian introduced a new method to solve nonlinear functional equations. This method has since been termed the ADM and has been the subject of much investigation [10, 13] . The ADM involves separating the equation under investigation into linear and nonlinear portions. This method generates a solution in the form of a series whose terms are determined by a recursive relationship using the Adomian polynomials. Some fundamental works on various aspects of the modification of ADM are given by Wazwaz [12] . II. The VIM proposed by He [14] was successfully applied to identifying an unknown function in a parabolic equation by Dehghan and Tatari [16] , approximate solution of a differential equation arising in astrophysics [17] . This method was employed for solving the Cauchy reaction-diffusion problem [18] , computing a control parameter in a semi-linear inverse parabolic equation [20] , determining the numerical solution of the Klein-Gordon equation [21] and studying the biological population model [22] . A modified VIM is developed in [23] for solving strongly nonlinear problems. Exact solution of the heat equation with boundary condition of the fourth kind by VIM has been obtained by Slota [24] . III. The HPM is developed to search the accurate asymptotic solutions of nonlinear problems. Also, HPM will be effectively used to solve Eq. (1.2). It is well known in the literature that the HPM provides the solution in a rapidly convergent series. This series may provide the solution in a closed form. This technique has been successfully applied to many problems such as the solution of the variable coefficients fourth-order parabolic partial differential equations [33] , solution of an integro-differential equation arising in oscillating magnetic fields [34] , solution of a partial differential equations subject to temperature overspecification [35] , solving a partial differential equation arising in modelling of flow in porous media [36] , nonlinear system of second-order boundary value problems [37] , inverse problem of diffusion equation [38] , solution of delay differential equations [39] , numeric-analytic solution of system of ODEs [40] , periodic solutions of nonlinear Jerk equations [41] , a kind of nonlinear evolution equations [42] . Authors of [43] presented the semi-analytic methods for solving Fitzhugh-Nagumo equation, which models the transmission of nerve impulses.
By using the aforementioned methods, we will obtain approximate solution of the RosenauHyman equation. The aim of this paper is to obtain semi-analytical solutions of the Rosenau-Hyman equation, and to determine the accuracy of these methods in solving this equation. The remainder of the paper is organized as follows: In Section 2, a brief discussion for HPM is presented and approximate solution of Eq. (1.2) is obtained. In Section 3, we describe the ADM briefly and apply this technique to the Rosenau-Hyman equation. In Section 4, numerical results are considered for the Rosenau-Hyman equation by the VIM. Section 5 ends this report with a conclusion. Finally, some references are given at the end of this report.
Homotopy Perturbation Method
In this section, the HPM is presented. This method does not need a small parameter in an equation. According to this method, a homotopy with an embedding parameter p ∈ [0, 1] is constructed and the embedding parameter is considered as a "small parameter". Thus, the current technique is called the HPM. HPM is a powerful tool for solving various nonlinear equations, especially nonlinear partial differential equations. Recently, this method has attracted a wide class of audience in all fields of science and engineering. The HPM is proposed by a Chinese mathematican He [25] . In this investigation, HPM is used to obtain the numerical solution of the Rosenau-Hyman equation. The numerical solutions that are found are compared with the exact solution.
To illustrate the basic idea of the HPM, consider the following nonlinear equation:
subject to the boundary condition:
Here A is a general differential operator, B is a boundary operator, f(r) is known analytic function, Γ is the boundary of the domain Ω and ∂/∂n denotes differentiation along with the normal vector drawn outwards Ω. The operator A can generally be divided into two parts L and N where L is linear and N is nonlinear. Hence, Eq. (2.1) can be rewritten as follows:
By the homotopy technique, He [25] constructed a homotopy v(r, p) :
where p ∈ [0, 1] is an embedding operator and u 0 is an initial approximation of Eq. (2.4), which satisfies the boundary condition Eq. (2.2). Obviously, we have
The change process of p from zero to unity is just that of v(r, p) from u 0 (r) to u(r). In topology, this is called deformation and L(v) − L(u 0 ) and A(v) − f(r) are called homotopies. According to the HPM, we can first use the embedding parameter 'p' as a small parameter and assume that the solution of (2.4) can be written as a power series in 'p' as follows:
Setting p = 1, results in the approximation solution (2.1)
Some results have been discussed in [25, 26, 27, 28, 29, 30, 31] . In what follow, the HPM is used to study the Rosenau-Hyman equation (1.2) with the initial condition [3] u(x, 0) = − 8 3
We can construct a homotopy as given in the following: , suppose the solution of Eq. (2.9) has the form
Then, substituting Eq. (2.10) into Eq. (2.9) and equating the terms with same powers of p, we obtain p 0 : V 0t − u 0t = 0, (2.11)
and so on. By solving Eqs. (2.11)-(2.14) we get 
Adomian decomposition method
This method will not use any transformation to reduce the problem (2.8) to a system of simpler partial differential equations or any linearization, perturbation scheme. The original nonlinear equation is directly solved preserving the actual physics and involving much less calculation. To apply the decomposing method, we write (1.2) in the operator form
where L t = ∂ ∂t symbolize the linear differential operators. We assume that the inverse of the operator L
(.) exists and it can conveniently be taken as the definite integral with respect to t from 0 to t. Thus, applying the inverse operator L
where N(u) = uu xxx + uu x + 3u x u xx . Therefore, it follows that
The ADM introduces the solution u(x, t) and the nonlinear function Nu(x, t) by infinite series
and
where A n are called the Adomian polynomials and also, the components u n (x, t) of the solution u(x, t) will be determined recurrently. Specific algorithms were seen in [11, 12] to formulate the Adomian polynomials. The following algorithm:
and so on can be used to construct Adomian polynomials, when N(u) is a nonlinear function. By substituting Eq. (3.5) and (3.7) into Eq. (3.4), we have 8) where
Using ADM, the components u n (x, t) can be determined as u 0 (x, t) = f(x), (3.10)
, and so on. From (3.7), (3.9) and (3.10), we can determine the components u n (x, t) and hence the series solution of u(x, t) in (3.5) can be immediately obtained. For numerical purposes, the n-term approximate
can be used to approximate the exact solution. The approach presented in the above can be validated by testing it on problem (2.8). For u 0 = f(x) = − , the components u 1 , u 2 , u 3 , ... can be calculated using well-known symbolic software Maple and the series solution thus entirely determined. Some of the terms are
12)
14) 15) and so on, which is the same as (2.19) when summed up as in (3.5). For numerical purposes, the approximation
can be used. The decomposition series (2.10) and (3.5) solutions generally converge very rapidly in real physical problems. The convergence of the decomposition series was investigated by several authors. 
Variational iteration method
To illustrate the basic concept of He's VIM, we consider the following general differential equation:
where L is a linear operator, N is a nonlinear operator and g(x, t) is a known analytical function. He [14, 15] modified the general Lagrange multiplier method into an iteration method, which is called correction functional, in the following way:
where λ is a general Lagrange multiplier which can be identified optimally via the variational theory, the subscript n denotes the nth approximation and u n is considered as a restricted variation [14, 15] , i.e. δ u n = 0. It is shown that this method is very effective and easy and can solve a large class of nonlinear problems. For a linear problem, its exact solution can be obtained by only one iteration, because λ can be exactly identified. The VIM changes the given differential equation to a recurrence sequence of functions. The limit of this sequence is considered as the solution to the given partial differential equation. The VIM changes our partial differential equation to a correction functional in t-direction in the following form: where N u n = u n u nxxx + u n u nx + 3 u nx u nxx . To solve Eq. (2.8) by means of VIM, we construct a correctional functional that reads as
Thus, we get
Hence, we have the following stationary conditions:
Therefore, the Lagrange multiplier can be identified as 9) and the variational iteration formula is given by u n+1 (x, t) = u n (x, t)− (4.10) Figure 3 : (e) The absolute error (n = 6), (f) the absolute error (n = 7) by using the HPM, ADM and VIM. Tables 1 and 2 for various values of (x, t).
Conclusion
The main idea of this work was to propose simple methods for solving the Rosenau-Hyman equation. In this paper, the variational iteration method (VIM), the Adomian decomposition method (ADM) and the homotopy perturbation method (HPM) have been successfully applied to find the solution of the Rosenau-Hyman equation. The main advantage of these methods is the fact that they give analytical approximation solutions. The results compared with those in the literature reveal that the obtained solutions are exactly the same with those obtained by Rosenau and Hyman [3] . In addition the solution obtained by the ADM and the HPM are the same. In examples we observed that the HPM, the ADM and the VIM with the initial approximation obtained from Equation (2.8) yield a good approximation to exact solution in few iterations only. Also, we observed that the HPM and the ADM solutions are very close to VIM solution. HPM avoids the difficulties arising in finding Adomian's polynomials. In addition, the calculations involved in HPM are very simple and straightforward. It is shown that the three methods are a promising tool for treating linear and nonlinear partial differential equations. In our work, we made use of the well-known symbolic software Maple Package to calculate the series obtained from the semi-analytical schemes that were employed.
