The Research on Varying Weight Kmeans and Its Application by 刘婉婉
学校编码：10384
学号：15420141152000
分类号 密级
UDC
硕 士 学 位 论 文
变权重稀疏Kmeans的算法及应用研究
The Research on Varying Weight Kmeans and Its Application
刘 婉 婉
指导教师姓名： 谢 邦 昌 教授
专 业 名 称： 统 计 学
论文提交日期： 2 0 1 7 年 4 月
论文答辩时间： 2 0 1 7 年 4 月
学位授予日期： 2 0 1 7 年 6 月
答辩委员会主席：
评 阅 人：
2017年 4 月
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文原创性声明
本人呈交的学位论文是本人在导师指导下,独立完成的研究成
果。本人在论文写作中参考其他个人或集体已经发表的研究成果，均
在文中以适当方式明确标明，并符合法律规范和《厦门大学研究生学
术活动规范（试行）》。
另外，该学位论文为（ ）课题（组）
的研究成果，获得（ ）课题（组）经费或实验室的
资助，在（ ）实验室完成。（请在以上括号内填写课
题或课题组负责人或实验室名称，未有此项声明内容的，可以不作特
别声明。）
声明人（签名）：
年 月 日
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文著作权使用声明
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办
法》等规定保留和使用此学位论文，并向主管部门或其指定机构送交
学位论文（包括纸质版和电子版），允许学位论文进入厦门大学图书
馆及其数据库被查阅、借阅。本人同意厦门大学将学位论文加入全国
博士、硕士学位论文共建单位数据库进行检索，将学位论文的标题和
摘要汇编出版，采用影印、缩印或者其它方式合理复制学位论文。
　　本学位论文属于：
　　（ ）1.经厦门大学保密委员会审查核定的保密学位论文，
于　　年　　月　　日解密，解密后适用上述授权。
　　（ ）2.不保密，适用上述授权。
　　（请在以上相应括号内打“√”或填上相应内容。保密学位论文
应是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密
委员会审定的学位论文均为公开学位论文。此声明栏不填写的，默认
为公开学位论文，均适用上述授权。）
声明人（签名）：
年 月 日
厦
门
大
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
摘要
Kmeans是数据挖掘中一种比较常见的无监督机器学习方法，近年来很多学者对
此进行研究，并且根据不同领域的数据特性提出了许多改进Kmeans的算法。本文也
是关于Kmeans算法的研究，研究的主要问题是：一是在聚类时，所有特征变量可能
受到某个暴露变量的影响从而对聚类效果的贡献不同，二是对于高维数据造成的维
数灾难，如何删除冗余变量再进行聚类从而提高聚类的准确性。
针对上面两个问题，本文提出了变权重稀疏Kmeans的算法。为解决第一个问
题，本文对每个特征变量对聚类效果的贡献引入了特征权重，并且这个权重是暴露
变量的非参数函数，称为变权重，这样不仅代表每个特征变量对聚类效果的贡献不
同，而且也考虑到了每个变量受暴露变量的影响。在具体求解过程中，非参数函数
用B样条展开，通过求解最优的聚类效果得到B样条的系数。对于第二个问题，本
文参考稀疏Kmeans的方法对系数添加Lasso惩罚，本文对B样条添加Lasso惩罚从
而起到压缩权重的作用。
本文通过大量的模拟实验来体现此方法的优越性，并将此方法运用到电信用户
的精准营销。本文针对某地区2016年10月，11月和12月三个月的的电信业务数据，
根据用户的消费账单的价值行为，流量、语音和短信的通讯行为，还有用户的交往
圈特征等特征选择变量，并且考虑这些特征变量的当期水平和发展趋势波动，进行
了新的变量指标构建，对新构建的变量指标进行清洗和筛选，选择网龄的当期水平
作为暴露变量，然后通过变权重稀疏Kmeans方法把电信用户进行细分为5个群体，
分别给出合适的营销建议，最后根据用户的基本属性，对这5个群体进一步细化，
使得营销更加精准有效。
关键词：变权重；Lasso；稀疏Kmeans
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Abstract
Kmeans is one of the most common unsupervised machine learning methods in data
mining. In recent years, many scholars have studied it and put forward a lot of improved
Kmeans algorithms based on the characteristics of data. This paper is also a study of the
Kmeans algorithm. The main problems of the study are: (1) In the clustering process,
The contribution of all characteristic variables to the clustering effect may be affected by a
certain exposure variable. (2) For dimensionality caused by high dimensional data, how to
remove redundant variables and then clustering to improve the accuracy of clustering.
For the above two problems, this paper proposes a varying weight sparse Kmeans al-
gorithm. In order to solve the first problem, this paper introduces the feature weight to the
contribution of each feature variable to the clustering effect, and this weight is a nonpara-
metric function of exposure variables, we called it varying weights. This not only represents
the contribution of each feature variable to the clustering effect, but also takes into account
the influence of each variable on the exposure variables. In the process of concrete solution,
the nonparametric function is expanded by B-spline, and the coefficients of B-spline are
obtained by solving the optimal clustering effect. For the second question, this paper refers
to the sparse Kmeans method to add the Lasso penalty to the coefficients. In this paper, we
add the Lasso penalty to the B-spline to play the role of compression weight.
In this paper, a large number of simulation experiments demonstrate the superiority
of this method, and this method is applied to the precise marketing of telecommunications
users. This article for a region in October, November and December of 2016 three months
of telecommunications business data. According to the user’s bill of value behavior, traffic,
voice and SMS communication behavior, as well as the characteristics of the user’s con-
tacts and other characteristics of variable selection. Considering the current level and the
trend of the development of these variables, a new variable index is constructed,Cleaning
and screening new variables, select the current level of network age as the exposure vari-
able, then Telecom customers are subdivided into five groups by the varying weight sparse
Kmeans method, we give five groups appropriate marketing recommendations respectively
.Finally, according to the basic attributes of telecommunications users, these five groups to
further refine, making marketing more accurate and effective.
Key Words: Varying weight,Lasso,Sparse Kmeans
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第一章 绪论
1.1 研究背景和意义
随着信息科学技术的发展，大数据的发展非常迅速，已经成为各个行业领域关
注的热门问题，比如在生物医疗，金融领域，电商和通信等行业。虽然海量的数据
提供了更多的信息，但随着数据收集和储存也变得更加简单方便，数据的规模越来
越大，结构类型越来越复杂，会出现预测变量远远大于样本数量且预测变量的维数
非常高等情况，这些复杂的情况使得高维数据的数据挖掘变得非常困难，如计算过
程中计算量大且高维数据的分析预测随着维数的增高而下降等情况。
应对大数据发展带来的一系列问题，大数据技术也在不断的发展，如Hadoop的
分布式存储和计算，相对传统的数据仓库不仅可以存储更大量级的数据，而且分布
式的计算有更大的计算能力，提高了计算效率，还有云计算为大数据提供了可以弹
性扩展、相对便宜的存储空间和计算资源，使得中小企业也可以像亚马逊一样通过
云计算来完成大数据分析，当然还有一些学者对算法不断研究和改进来提升运算效
率。但同时高维数据的分析也还会存在一系列的问题。比如从大量数据中寻找有用
的数据难度非常大，而且获取的数据的准确性有待考证，另外预测上可能会产生更
大的偏差，还有高维数据计算过程中复杂度更大。
因此在数据分析前数据的降维显得尤为重要，在尽量不损失信息的情况下降低
维度，既提高了模型解释性和准确率，又比较容易进行数据分析和结果推断。总结
一下比较常用的降维方法。其中比较简单的变量选择方法有：通过缺失值比例筛
选，方差筛选和相关系数筛选。对于缺失值比例，当某类数据即数据集的某个属性
缺少太多的数据一般认为不会携带太多有用的信息，当某类数据的缺失值比例大于
某个阈值时应该被移除，阈值越大，压缩的数据越多。低方差滤波器，类似于缺失
值比例，当某类数据的方差较低即数据变化不大的数据列携带的信息很少，因此所
有数据列的方差低于给定的阈值被删除。在应用这种技术之前，需要标准化。高相
关滤波，数据列非常相似的趋势也可能携带非常相似的信息。在这种情况下，只有
其中之一放入机器学习模型中，在这里两类的数值数据用相关系数来衡量相似性，
对于名义数据用皮尔森的卡方值来衡量相关系数，对相关系数高于阈值的列减少到
– 1 –
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1.1研究背景和意义
只有一个，在这里要注意相关性是规模敏感的，因此需要一个有意义的相关性比较
列归一化。
变量选择比较经常用到的机器学习的方法有这些：随机森林，向后特征选择和
向前特征选择。随机森林，决策树的集合，也被成为随机森林，在有效分类中用于
特征选择。降维的一种方法是针对一个目标属性构建一些树，然后根据每个属性的
使用统计来构成最含信息量的子集。具体来讲，就比如生成一个非常浅的树，两层
数共包含2000个集合，每棵树只在所有属性的一部分进行训练，如果一个属性在最
佳分类中经常能被找到，那么这么属性就是含有信息量的，可以被选出，在随机森
林中每个属性的使用统计可以得出最含有信息量的属性。向后特征消除。该算法是
选择的分类算法在输入的𝑛个特征变量上进行训练，并进行一定的循环。刚开始我
们移除一个特征变量对剩余的𝑛− 1个特征变量进行训练，运行n次，移除那个提升
错误率最小的变量，剩余𝑛− 1个变量，对𝑛− 1个变量重复以上算法，依次继续。每
次迭代𝑘在𝑛− 𝑘个特征变量上进行训练，产生的误差率为𝑜(𝑘)，选择最大容忍度的
误差率来定义最小的特征变量的个数，从而达到选择的计算学习算法的分类性能。
向前特征构建，这是反向特征消除的逆过程，我们从一个特征变量开始，然后依次
增加一个变量，每次运算中选择运算性能提高最多的那些变量。向后特征消除和向
前特征构建这两种算法，计算复杂，耗费时间多，所以只适合变量个数比较小的数
据集。
变量选择还有一些比较经常用到的统计方法还有：主成分分析和对目标函数添
加惩罚。主成分分析是由数据的原始坐标转化为数据的新的坐标的正交变换，变换
的结果是，第一主成分的方差最大，其余成分的方差次之，并且这些方差之间并没
有什么关联，如果只保留了前m个主成分，就保留了数据的大量信息且实现了降
维。这里要注意，主成分分析对原始缩放的变量非常敏感，在应用PCA之前需要
对数据列范围进行归一化处理。还有新的坐标不是真正的系统产生的变量了，应
用PCA数据集就失去了它的可解释性。添加惩罚变量选择。对目标函数添加惩罚，
从而把一些特征变量的系数压缩为零，提高了模型的准确率和解释能力。这种算法
可以用到有监督机器学习，也可以用到无监督机器学习。
面对海量的数据，如何提取有用的价值和信息十分重要，因此数据挖掘是大数
据的核心。本文研究的问题主要是数据挖掘中的无监督学习，无监督学习目的是去
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