Abstract : Procedure for estimating uncertainty in the analysis of dioxins was revised, and differences in the results obtained between the former and revised procedures were investigated. In the former procedure, uncertainty was estimated from fluctuations in the actual sample data such as the recovery rate of the sampling spike (for a gas sample), duplicate sampling (for a water sample), and replicate tests (for a soil/ash sample). As such, the former procedure differed depending on the sample medium. In the revised procedure, the author estimated uncertainty according to a bottom-up approach. The uncertainty determined in a gas sample and an ash sample using the revised procedure tended to be larger than that obtained by the former procedure. In a water sample, the uncertainty determined using the revised procedure was smaller than that obtained using the former procedure in low concentration range. These results suggest that (1) the uncertainty using the bottom-up approach may become larger than the actual variation when the maximum estimate of an uncertainty factor is assigned (in this study, the variation in the peak area ratio from GC/MS measurements), and that (2) differences in uncertainty determined by different estimation methods readily occur, particularly in the low concentration range.
Introduction
Dioxin is the generic name for polychlorodibenzo-p-dioxin (PCDD), polychlorodibenzofuran (PCDF), and dioxin-like polychlorobiphenyl (DL-PCB). The health hazards associated with dioxins and their persistent nature in the environment have been identified in a number of reports [1] , [2] . Asthma and allergies, which have exhibited an increasing trend in Japan, have been linked with 29 dioxin isomers [3] . Thus, dioxins are a measurement target for the Japan Environment and Children's Study, in which the Ministry of the Environment conducted the recruitment of 100,000 parent-child pairs since 2011 [4] .
Estimation of uncertainty is a crucial issue to achieve accurate measurement results. Until 2009, our laboratory estimated uncertainty in dioxin analysis using the actual fluctuations of measurement results (herein denoted as the former procedure), which included the recovery rate of the sampling spike for gas samples, duplicate sampling for water samples, and variation in the repetitive tests of prepared soil and ash samples. Thus, the specific estimation procedures used depend on the media. Since 2010, the procedures have been revised (herein denoted as the revised procedure) such that uncertainty is presently estimated for each test process (i.e., sampling, preprocessing, and gas chromatography/mass spectrometry (GC/MS) measurement). This bottom-up approach allowed us to evaluate the effects of each step on the test results.
Estimation of uncertainty by bottom-up methods is widely used in the measurement of environmental pollutants [5] - [7] . A number of examples of this approach have been applied in Japan, such as for the estimation of uncertainty in the dioxin * Advanced Environmental Technology Center, Environmental Science Research Niigata, 333-1 Minamiyachi, Nishikan-ku, Niigata, Japan E-mail: oyanagi@khaki.plala.or.jp (Received April 11, 2014) (Revised January 8, 2015) analysis of gas sample [8] - [10] . Conversely, other countries have reported uncertainty estimation for dioxin analysis using quality control charts and replicate tests [11] , [12] , with different laboratories using different methods. The uncertainty estimation in chemical analyses is not a well-established practice, even for comparatively simple analyses such as that for metals in water [13] , [14] , nor has the uncertainty estimation method for dioxin analysis been standardized completely. Provided the selection of uncertainty factors is not ill conceived, multiple methods are available. The sharing of information derived from the experimental results of different research groups is expected to lead to the development of a more appropriate estimation procedure. However, the uncertainty estimation procedures used for dioxin analysis are rarely published, except for those certified reference materials provided by public organizations and their reports concerning proficiency testing among laboratories in Japan [15] , [16] . Moreover, no studies have been reported comparing and verifying changes in the uncertainty associated with revision of an estimation method relative to the previous estimation results. Based on such information, a discussion of methods for estimating uncertainty factors would certainly be useful for developing more suitable methods.
The purposes of the present study are (1) to outline the revised procedure for estimating uncertainty in our laboratory, particularly with respect to differences from the previous studies, and (2) to compare and verify the estimates of uncertainty using the former and revised procedures for gas, water, and soil/ash samples.
Uncertainty Estimation Procedure

Extracting the Uncertainty Factors from the Governing Equations
The specific test processes for dioxin analysis can be classified into sampling, extraction, clean-up, and GC/MS measure- ments. The 13 C labeled clean-up spike is used as the internal standard. Based upon this standard, (1) is employed to calculate the dioxin concentration for a gas sample:
where C is the concentration (pg m −3 ) of the measurement target, A is the peak area of the measurement target, Ai is the peak area of the clean-up spike, Q is the amount (pg) of the corresponding clean-up spike, RRF is the relative response factor, and V is the volume (m 3 ) of the gas sample. Q is the product of the concentration and volume of the cleanup spike solution, as given by (2):
where Ci is the concentration (pg μL −1 ) of the clean-up spike solution and M is the volume (μL) of the solution. RRF is the relative response factor between the measurement target and the clean-up spike, as given by (3):
where A is the peak area of the measurement target in the standard solution, A i is the peak area of the clean-up spike in the standard solution, C is the concentration (pg μL −1 ) of the measurement target in the standard solution, and C i is the concentration (pg μL −1 ) of the clean-up spike in the standard solution.
Using (2) and (3), (1) can be expanded as given by (4):
All parameters included in (4) are estimated as uncertainty factors, which are summarized in Table 1 When an extracted liquid is fractionated, uncertainties in the fill-up operation and fractionating operations are estimated. For the fill-up operation, any change in room temperature, variation of flask volume, and operator skill are considered, while, for the fractionating operation, variation of the pipette volume and operator skill are considered. The skills of an operator are estimated according to performances in repetitive tests. Table 2 shows the budget configuration summarizing the uncertainty factors, or their structural components. The relative standard uncertainty of each factor was obtained from repeated laboratory data (Type A) or existing reported values, manufacturer specifications, etc. (Type B), as indicated by the guidance given in [17] . For gas samples, as mentioned above, the uncertainty in the sample volume (V) is estimated from the calibration certificate of the gas meter, and the uncertainty in the amount of clean-up spike (Ci · M) is estimated from the fluctu- Table 2 Budget configuration summarizing the uncertainty of each factor (example: gas sample). ation in the concentration of the solution and the fluctuation in the adding operation.
Estimating and Combining the Uncertainties
A /A i, an uncertainty factor in GC/MS measurements, is the ratio between the areas of the native target and the corresponding 13 C labeled clean-up spike during standard solution measurements. This is a relative response between standard substances; thus, its uncertainty can be obtained as the variability in the RRF [8] , [9] , which is evaluated according to data obtained daily over the previous one year. Next, the uncertainty of A/Ai is the variability in the peak area ratio when the actual sample is measured repeatedly. Rather than employing repeated A/Ai measurements requiring substantial effort, its variability can be estimated using the data from a calibration curve [8] , [9] . We measured each of the five concentrations (4-7 chlorinated PCDDs/DFs; DL-PCBs: 0.2, 1, 5, 20, and 100 (pg μL −1 ); and 8 chlorinated PCDD/DF (OCDD/DF): 0.4, 2, 10, 40, and 200 (pg μL −1 )) three times to obtain a standard curve. The maximum value of the relative standard deviation (RSD) from this repeated measurement according to 29 isomers is used as the A/Ai uncertainty, as shown in Fig. 1 . The previous study determined the uncertainty of A/Ai according to the level of concentration for each sample [8] , [9] . While this strict method produces a more accurate estimate, it is very complicated and appears to be impractical for daily routine work. Therefore, we considered that, if the maximum value of the RSD of A/Ai is used, the uncertainty is at least likely not to be underestimated. The uncertainty factors described above are themselves entirely independent, and equation (4) consists only of multiplicands and divisors. Thus, according to the law of error propagation, the combined RSD 2 is the sum of the squares of the individual RSDs [18] , [19] . As a result, the relative combined standard uncertainty is 9.03-16.3% for the 29 isomers. The existing literature [8] - [10] reports 11-18% uncertainty for the measured value over most concentration ranges except for those of a low level. We obtained similar results using the revised procedure.
Other Possible Factors
Temporal and spatial fluctuations of the measurement target (inequality of samples) are listed as an uncertainty factor in Table 1; however, this factor cannot be fully evaluated. Although the target distribution must be evaluated to ensure sampling representativeness [20] , [21] , such an evaluation is sometimes difficult because the timing and location of the sampling process are determined by customer convenience and/or the available sampling conditions. It is essential that the sampling representativeness should be ensured at least by adhering to the sampling procedure specified by Japan industrial standards (JIS) or other public fixed methods.
The revised procedure does not consider the variability in the extraction efficiency (Table 1) . Some studies have suggested that the effect of extraction efficiency on uncertainty is small because it is offset by the clean-up spike [8] , [9] . On the other hand, others have suggested that the variability cannot be ignored because the behavior of the target substance and that of the clean-up spike match incompletely [10] . This is one of the main differences associated with our revised procedure. The latter group who suggested that the variability cannot be ignored recommended that, even though the uncertainty in the extraction efficiency cannot be evaluated on its own, the variability should be estimated from repeated extraction tests. Our laboratory has also conducted monthly measurements of prepared samples. The degree of variation, as measured by the RSD, was lower than the uncertainty determined by the revised procedure calculated without consideration for extraction efficiency (as discussed later, Fig. 4 ). This indicates that the variability in extraction efficiency is relatively small. Thus, we consider that the reproducibility of extraction is maintained if the recovery rate of the clean-up spike is within the public standard (50-120%). The revised procedure does not consider the effect of a blank (Table 1) . When a blank is deducted, the corresponding uncertainty may need to be recalculated strictly [8] , [9] . If a blank has significant effect on a measurement, however, the test is invalid and should be redone.
Comparison of Uncertainty Estimates between
the Former Procedure and the Revised Procedure
Statistical Analysis
For water and ash samples, the difference in uncertainty (RSD) estimated by the former and revised procedures was determined using Wilcoxon's rank test. Statistical analysis was performed with R software (version 3.1.0). Regarding the gas sample, statistical comparison was not performed because the uncertainty in each isomer was not estimated by the former pro- cedure.
Gas Sample
In the former procedure, uncertainty in the analysis of a gas sample was obtained as the variability (RSD) in the recovery rate of the 13 C labeled sampling spike (1,2,3,4-TeCDD for PCDDs/DFs and 3,3',4,5'-TeCB(#79) for DL-PCBs) over the previous one year. The arithmetic mean value ± the standard deviation of the uncertainty estimated during 2003-2010 using the former procedure and the uncertainty using the revised procedure are shown in Fig. 2 . The uncertainties for all PCDDs/DFs and most DL-PCBs by the revised procedure exceeded the mean of uncertainty by the former procedure. Although statistical comparison was not performed, this result indicates the possibility that revised procedure overestimates actual variability (as discussed in soil/ash sample). In any case, the revised procedure obtained uncertainty estimates for each isomer, and it is useful for detailed analytical consideration. Martínez et al. [12] reported that isomers PCB#123, PCB#118, and PCB#105 have large uncertainties, and so the uncertainty of the TEQ of DL-PCBs is larger than that of PCDDs/DFs. It is therefore important to evaluate future variation in uncertainty trends by isomer.
Water Sample
Uncertainty in the analyses of water samples was estimated from the results of duplicate sampling in the former procedure. Assuming the difference in the results of duplicate sampling as R and the average of R for more than 5 points asR , the variability in the measurement values σ (standard uncertainty) can be estimated from (5):
where d 2 is thex-R control chart factor. Because it is a duplicate sampling, n = 2 and d 2 = 1.128 [22] , [23] . The estimation of σ requires that the duplicate sampling data (x 1 and x 2 ) are close to the concentration in the subject sample. We extracted duplicate sampling data with the same order for each isomer from past measurements, as listed in Table 3 . The estimation of σ is then conducted for each concentration range. The relationship between the concentration of each isomer in river water and the relative standard uncertainty using the former and revised procedures is shown in Fig. 3 . At concentrations higher Table 3 Estimation of the uncertainty in water samples based upon the former procedure (Example: OCDD).
than 0.2 pg L −1 , taken as the lower limit of quantitative determination, the difference of uncertainty between the former and revised procedures was not considered significant (p > 0.05). At concentrations lower than 0.2 pg L −1 , the uncertainties determined using the former procedure, which exceeded 20% in several points, were siguificantly greater than twose determined using the revised procedure (p < 0.05). One of the reasons is that the revised procedure generates a certain RSD irrespective of the concentration range. We know that uncertainty varies largely depending on the estimation procedure in dioxin analysis [8] , [9] . Moreover, in analysis of caffeine and its metabolites, uncertainty exceeds the acceptable level at concentrations below the lower limit of quantitative determination [24] . These results indicate that correct estimation of uncertainty in the low concentration range is difficult.
Soil/Ash Sample
For estimation of uncertainties for soil and ash samples using the former procedure, a prepared sample was analyzed monthly, and the uncertainty for each isomer was determined as the variability of the 12 values obtained over the previous one year. A comparison of the uncertainties estimated using the former and revised procedures of ash samples are shown in Fig. 4 . As described in 2.3, the revised procedure does not consider the variation of extraction efficiency. Nevertheless, estimated uncertainty was significantly larger than that of the former procedure calculated from the variation of the actual data (p < 0.05). This is because the revised procedure over-estimates a chosen uncertainty factor (for example, maximum estimate of A/Ai) and the variation of extraction efficiency is relatively small. The RSD of A/Ai increases at low concentration ( Fig. 1) . On the other hand, the ash sample used in this study contained a high dioxin concentration (1.5 ng-TEQ g −1 ), resulting in a relatively small variation in peak-area processing. Uncertainty estimation results for high concentration samples may therefore become excessive when using the revised procedure. Consistency between bottom-up methods and the variation of actual measured data requires further study.
Summary
This study suggested that (1) the uncertainty obtained using the bottom-up method, which assigns a maximum estimate to a particular uncertainty factor (in this study, A/Ai), may lead to over-estimation, and that (2) significant differences in uncertainty readily occur according to different procedures, particularly in the low concentration range.
Quality control involving the verification of appropriate estimation of uncertainty must function effectively to maintain adequate results in the laboratory. Regular analysis of reference samples is necessary to ensure that the variability in the actual data and the theoretically estimated uncertainty coincide. Fig. 4 Comparison of the relative standard uncertainties estimated using the former and revised procedures of ash sample. : PCDDs/DFs; : DL-PCBs.
