Abstract. Control chart pattern recognition is the method to realize quality online monitoring and diagnosis of production process. For the conditions that the number of existing normal mode products is much higher than the abnormal ones during the actual manufacturing process, we proposed a method about WSVM (Weighted Support Vector Machines) for dynamic process of abnormal pattern recognition based on PCA (Principal Component Analysis). We put the proposed method into our experiment, the experimental simulation results show that this method proposed in this paper has a big advantage over the existing SVM (Support Vector Machine) on highly imbalanced classification problem, which suitable for quality monitoring and diagnosis of dynamic production process.
Introduction
Control chart is the important tool for monitoring and diagnostic of dynamic production process . In recent years, the scholars found that the traditional algorithm can be used only when the number of samples in each class is approximately of the same size (balanced problems). When this is not the case, the traditional algorithm need to be optimized in order to address the imbalanced classification problem aspect.
However, there is few CCPR algorithm that takes into consideration the imbalanced nature of the abnormal pattern detection problems. If we use traditional generic SVM to solve the highly imbalanced classification problem, we will find it have poor performance. In the present study, we proposed a PCA-WSVM approach for the special abnormal quality control detection problems. First of all ,we should pre-process the raw data generated by the dynamic machining process , the method of PCA can not only reduce the dimensions of the original data effective but also highlight the main features of information , remove the noise of the raw data . Finally, put the processed data into the WSVM classifier to train them. We compared PCA-MSVM with SVM on imbalanced classification problem with respect to G-mean. The experimental results show that: we can see that PCA-WSVM demonstrates a more robust behavior.
Simulation Experiment

Pattern Generation.
The mathematical model for all components considered in this study can be written as:
We can found from the above formula: These simulated control charts ( ( )) consist of three major components: ( ) represents the target of the dynamic production process the target , represents the average quality parameters under controlled conditions , ( ) represents the fluctuation error caused by random factors , ( ) represent fluctuating error due to abnormal factors .
By Referring to previous works [1, 2] , in order to simplify the simulation data , will be set to zero , ( )~(0 , 2 ) .
Performance Measures
In this study, we employed the measures for evaluating the performance of proposed algorithms: data mining based measures especially tailored for imbalanced problems.
Different performance measures can be used to used for imbalanced data classifications. Such measures can be obtained, directly or indirectly, from the classification confusion matrix (table1). For a classification problem with k classes , the confusion matrix is a square matrix ∈ × , with each of its matrix , denoting the percentage of the samples that belong to the class i and classified to the class j . For the special case of binary classification (positive and negative) , the confusion matrix is as follows: where TP , FP , FN , TN stand for true positives , false positives , false negatives and true negatives correspondingly . Obviously, the higher the values of the main diagonal the better the classifier is . A common performance measure for classification is the so-called accuracy, which is expressed as the correctly classified samples over the total number of training samples. However, for imbalanced classification problems this might not be a good performance indicator, since the majority class dominates the behavior of this metric more specifically, native decision rules can yield high classification accuracy. Alternatively, sensitivity and specificity can be used. They are defined as Specificity is not and therefore, it is a more appropriate measure for this purpose. Another metric often used is the geometric mean of sensitivity and specificity (often abbreviated G-mean) which is defined as the square root of the product between sensitivity and specificity. In this study, sensitivity, specificity and G-mean are used as performance measures.
Results and discussion
In this paper, we compared PCA-MSVM against SVM for imbalanced classification problem. We use sensitivity, specificity and G-mean as performance measures.
Experiments on both SVM and WSVM were conducted with Libsvm, which was developed by professor Lin [3] . For each classification problem, we generate a total of 1000 data points and for cross validation purposes, 90% of the data was used for training and the rest 10% was used for testing.
To the best of author's knowledge, there are few kernel functions are used to solve these imbalanced nature of the abnormal pattern detection problems, so we chose the Radial Basis Function (RBF) kernel. For this kernel function, the similarity between two data points and are given by:
( , ) = (− ‖ − ‖ 2 ), ≥ 0 (2) For each class, the weights are estimated as the inverse of the class size: + = + , − = − (3) By referring to previous works [4] [5] [6] [7] , where + and − are the size of normal and abnormal class, + and − are weights corresponding to the normal and abnormal classes respectively. Note that for balanced problems the weights become equal ( + = − ) and the algorithm reduces to SVM. This experiment we will generate 1000 data, We consider the size of imbalanced normal and abnormal data as (50 + )% and (50 − )% respectively. The two classification schemes (SVM and PCA-SVM) were compared terms of their G-mean for different values of radio r. We provide the table that shows the result（see table2）. From the table, we can find that PCA-WSVM demonstrates a more robust behavior for various values of r. We must note that in many cases SVM achieves high sensitivity and very low specificity. Low classification tells us that all the test samples are classified in the same class and is indicative of poor performance.
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Conclusion
For highly imbalanced binary classification, we proposed a PCA-WSVM approach which is more robust than traditional SVM. We test the two algorithms for binary classification in imbalanced environment. The result demonstrates that PCA-WSVM is much better than SVM in terms of specificity and G-mean.
Much work we need to do, we must spend more time to study multi-class classification. Since in reality one is interested to discriminate not only the normal versus abnormal problem but have as much information as possible about the abnormality , multi-class CCPR need to receive more attention in future works .
