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Abstract
The spectrum of charged hadrons in p+p interactions is an important observable as
it provides information on particle production mechanisms. The measurement of the
pseudorapidity distribution of charged hadrons provides essential information for
QCD underlying events.
In this summary, an analysis based on ”two-hit tracks” of the charged hadron multi-
plicity is introduced for minimum bias p+p collisions at
√
s = 900 GeV and 10 TeV.
The reconstruction algorithm using the hits from tracker barrel layers of the CMS de-
tector is presented. The charged multiplicity spectrum can be reliably reproduced




The spectrum of charged particles created in p+p and Pb+Pb collisions is an important ob-
servable, that provides information about the production mechanisms as well as the energy
density. A measurement of the pseudorapidity distribution can be carried out with a few thou-
sand events collected by the CMS detector and will be one of the first measurements at the
LHC.
In p+p(p¯) collisions, charged particle multiplicity distributions have been studied at many en-
ergies, most recently by the UA5 experiment [1] at CERN and by the CDF experiment [2] at
Fermilab. The pseudorapidity density of midrapidity (|η| ∼ 0) charged particles can be de-
scribed by a simple parametrization: a+ b ln(
√
s) + c ln2(
√
s) [2]. Sudden changes in the trend
would be an indication of new physics. In heavy ion collisions, data from the Relativistic Heavy
Ion Collider (RHIC) have provided important input to various phenomenological models, and
currently the observed lowmultiplicity can be explained by saturationmodels [3]. Another key
feature is that the total charged particle multiplicity scales as a function of the total number of
participants (wounded nucleons) [4]. At LHC, p+p and Pb+Pb data will be taken at the highest
collision energies ever achieved. It will be very interesting to see if these scaling features of the
charged particle multiplicity will continue to hold at LHC energies.
There are several different methods of measuring the pseudorapidity distribution. For exam-
ple, it can be measured by integrating over the transverse momentum spectrum for each pseu-
dorapidity region. However, due to the limitation of track finding in the low pT limit, one
needs to extrapolate the measurable pT range to small momenta which may introduce model-
ing systematics. Recent developments from [5] show promising improvement in low pT parti-
cle reconstruction down to around 100MeV/c. Another possible way tomeasure dNch/dη is by
a hit-counting method [6]. The advantage of this method is its relative insensitivity to detector
misalignment and it is feasible to make a measurement with early data. The disadvantage of
this method is that it depends on a simulation of the pixel ADC response.
In this note, a tracklet-based method is introduced for the measurement of dNch/dη. Tracklet
reconstruction for the study of charged multiplicity is a proven technique used by the PHO-
BOS experiment [7]. This method is less sensitive to the detailed detector response simulation,
but it is more sensitive to the detector misalignment. The combinatorial background can be re-
moved by a data driven method. With sensitivity to different systematics, the tracklet method
is complementary to the hit-counting and track-reconstruction methods, so that it can provide
an important cross-check of those results.
The details of this method are discussed in Sec. 2. Pseudorapidity distributions extracted from
simulated data are presented in Sec. 4.
2 Analysis Method
2.1 Introduction
Tracklets are two hit combinations in consecutive layers of the pixel detector consistent with a
track originating at the primary vertex. Tracklet analysis makes use of the correlation between
hit positions in the first two layers of the pixel detector. Pairs of hits produced by the same
charged particle will have only small differences in the pseudorapidity (η) and the azimuthal
angle (φ) with respect to the primary vertex.
This analysis uses the first two tracker layers in the CMS silicon pixel barrel [8]. The first layer
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is located at a distance between 4.1 and 4.7 cm from the beam line, and the second layer is
between 7.0 and 7.6 cm. For a homogeneous magnetic field of 3.8 Tesla, charged particles with
transverse momentum greater than∼40(60) MeV/c can reach the first(second) pixel layer. That
allows the reconstruction of tracklets from all but the lowest pT particles.
For each tracklet, the pseudorapidity is calculated from the hit position in the first layer. The
differences in pseudorapidity (∆η) and azimuthal angle (∆φ) are important for characterizing
the tracklet and are calculated by:
∆η = η1 − η2 (1)
∆φ = φ1 − φ2 (2)
where η1(2) is the pseudorapidity of the first(second) layer hit with respect to the primary ver-
tex, and φ1(2) is the azimuthal angle.
In addition to primary charged particles, the tracklet collection will also include contributions
from low-pT ”loopers”, secondary interactions in the beam-pipe, and particles from weak de-
cays. In contrast to the pixel counting method [6], we do not apply a hit selection on the recon-
structed hits, i.e. all pixel hits are used in the analysis. ”Combinatorial background tracklets”
are defined as combinations from looper hits, secondary hits and hits from different primary
tracks. The background fraction can be estimated by a data driven method, which will be
described in Sec. 2.4. The looper contribution can be suppressed by a selection on ∆η. The
tracklets from secondary particles can not be removed, and the correction for this contribution
relies on MC simulation. In this section, we describe the details of the tracklet analysis.
2.2 Event selection and primary vertex reconstruction
A reconstructed primary vertex is essential for tracklet reconstruction. In this section, we in-
troduce a tracklet-based vertex reconstruction technique to extend the reach of primary vertex
reconstruction to low multiplicity. This can minimize the systematic uncertainty due to the
correction on the requirement of one primary vertex.
The first step in reconstructing the primary vertex is to take a first layer hit and loop over the
second layer hits. If the difference in azimuthal angle (∆φ) between the two hits is smaller than
∆φcut, this pair is saved as a proto-tracklet. This procedure is repeated for each first layer hit to
get a collection of proto-tracklets.
The expected z vertex position of such proto-tracklets is given by the following expression:
z = z1 − ρ1 × (z2 − z1)/(ρ2 − ρ1) (3)
where z1(2) is the z position of the first (second) layer hit in the proto-tracklet, and ρ1(2) is the
radius in cylindrical coordinates. The calculated z positions are saved to a collection of vertex
candidates.
The second step is to determine the primary vertex position from the vertex candidates. Loop-
ing through the vertex candidates in the collection, the z position of each is compared to all
other candidates. If the difference |∆z| between two candidates is smaller than ∆zcut, they
are grouped together into a vertex candidate cluster. The cluster with the highest number of
candidates is selected as the primary vertex; its z position is determined from the average z
position of the cluster. The optimization of the parameters is studied by varying them in order
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Figure 1: (Left) The z position of the reconstructed primary vertices in 900 GeV (10 TeV) sample.
(Right) The vertex reconstruction efficiency as a function of hit multiplicity in the first layer .
to get the best vertex resolution. The optimum parameters were found to be ∆φcut = 0.08 and
∆zcut = 0.14cm based on the study of the Monte Carlo simulated sample. The typical fake rate
of the primary vertex is 1 to 5% (for low hit multiplicity events).
In principle, one can change the primary vertexing algorithm in tracklet analysis such as pixel
triplet vertexing [5]. Better primary vertex resolution will lead to higher correlation between
the first layer hit and the second layer hit of one track.
In this analysis, zero bias trigger [9] is used to minimize possible bias in triggering. Zero bias
triggering refers to randomly reading out the detector at times when a collision is possible. It
is assumed that each trigger readout will only occur for pairs of beam bunches that have beam
in them instead of simply a random trigger on the LHC clock. In addition to the zero bias
trigger, events with at least one reconstructed primary vertex are selected for analysis. This is
equivalent to require at least one hit in both the first and the second pixel layers.
Fig. 1(a) shows the expected distribution of reconstructed primary vertex positions along the
beam direction. The Gaussian width of the vertex distribution is 7.3 cm (3.8 cm) for 900 GeV
(10 TeV) collisions. The vertex reconstruction efficiency is shown in Fig. 1(b). Events without
a reconstructed primary vertex will not be measurable and the contribution from these low
multiplicity events have to be estimated from simulation.
Using the position of the reconstructed primary vertex, the positions (η, φ) of all pixel hits in
the first two pixel layers are calculated and used as input to the tracklet reconstruction.
2.3 Tracklet reconstruction
Tracklets are pairs of pixel hits in each of the first two pixel layers. In this analysis, tracklets are
reconstructed in four steps:
1. The primary vertex is reconstructed with tracklet method which is described in Sec. 2.2. An
event is used only if there is a primary vertex reconstructed with |Vz| < 10cm, where |Vz| is the
z position of the vertex. This is designed to avoid acceptance correction for |η| < 2 regions.
2. For each reconstructed hit, we calculate the pseudorapidity (η1(2) for the first(second) layer)
4 2 Analysis Method
using the primary vertex location.
3. Starting with a reconstructed hit in the first pixel layer with |η| < 2.5 and looping over the
reconstructed hits in the second layer we save all possible combinations as our proto-tracklets.
4. We sort the proto-tracklets by ∆η = (η1 − η2), which is the difference in pseudorapidity of
the first and second layer hits. If a second layer hit is matched several times, the proto-tracklet
with the smallest ∆η is kept. The selected proto-tracklets are our final reconstructed tracklets
and are used in the multiplicity analysis.
The reason that the tracklets are ranked by ∆η is because the magnetic field in the CMS detector
bends the trajectory of the charged particles in the φ direction which makes the ∆φwidth much
larger than the ∆η width. The ∆η, ∆φ distribution of the reconstructed tracklets is shown in
Fig. 2.
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Figure 2: (Left panel) 2D plot of ∆η and ∆φ in the 900 GeV sample. The correlation peak near
(∆η,∆φ)=(0,0) is evident. (Central panel) The ∆η spectrum for the 900 GeV sample. (Right
panel) The ∆φ spectrum for the 900 GeV sample.
2.4 Background subtraction
Background tracklets can be created from incorrectly associated hits. The fraction of back-
ground tracklets depends on the hit multiplicity. A naive event mixing will not give a correct
background shape because the signal to background ratio is different and the looper contri-
bution can not be reproduced. To estimate the background fraction (β), a sideband method is
used to reproduce the shape of the combinatorial background, which will be described below.
The difference in pseudorapidities and azimuthal angles between the first layer hit (η1,φ1) and
second layer hit (η2,φ2) of a tracklet is very useful for signal tracklet identification. In the two-
dimensional plot of ∆η = η1 − η2 and ∆φ = φ1 − φ2 shown in Fig. 2, we see that the combi-
natorial background tracklets have no correlation in φ, i.e. the spectrum of ∆φ is flat. A slight
decrease in the background level as shown in the figures at |∆φ| ∼ 2.2 is because the looper
tracklet contribution with large ∆φ are created by particles with high transverse momentum.
On the other hand signal tracklets exhibit a correlation peak around ∆φ = 0. This enables us to
introduce a data-driven method to estimate the background fraction.
The 1 < |∆φ| < 2 region is chosen to be the sideband region and |∆φ| < 1 to be the signal
region. Because those regions cover the same amount of ∆φ phase space, there is no additional
normalization factor applied whenwe estimate the background level from the sideband region.
The |∆η| spectra for different pseudorapidity regions are shown in Fig. 3 which demonstrate
that the combinatorial background can be described fairly well by the spectrum obtained from
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Figure 3: The ∆η spectra for different pseudorapidity regions in the 900 GeV sample. The
second peak around ∆η = 0.2− 0.6 is created by the loopers.
the ∆φ sidebands. Using this sideband method, one can estimate the fraction of the combina-
torial background (β) with |∆η| < 0.1 by the ratio of the counts of tracklets in the signal region
(NS) and the sideband region (NSB), i.e., β = NSBNS .
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Because the background fraction is dependent on the hit multiplicity M (the number of hits
in the first layer), pseudorapidity (η1), and position of primary vertex Vz the data samples are
divided into bins of (M, η1, Vz) to obtain β(M, η1,Vz). The typical background fraction is in
0.5% to 30% level. Even if the background fraction is wrong by 10%, the systematics due to the
background subtraction will be in the 0.05%-3% level. The background subtracted number of
tracklets can be calculated by NTracklet = (1− β)× NrawTracklet.
2.5 Efficiency and acceptance
The η acceptance range as a function of the primary vertex position is shown in Fig. 4 and the
range of the primary vertex position used in different pseudo-rapidity bins are summarized in
Table. 1.
η bins [−2.5,−2.0] [−2.0,−1.5] [−1.5,−1.0] [−1.0,−0.5] [−0.5, 0.0]
Vz range (cm) [2,10] [-10,10] [-10,10] [-10,10] [-10,10]
η bins [0.0, 0.5] [0.5, 1.0] [1.0, 1.5] [1.5, 2.0] [2.0, 2.5]
Vz range (cm) [-10,10] [-10,10] [-10,10] [-10,10] [-10,-2]
Table 1: The selected Vz range of the primary vertex for different pseudo-rapidity bins.
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Figure 4: The selected Vz range of the primary vertex as a function of pseudo-rapidity bins
with the reconstructed tracklet spectrum overlapped. The stripes shown in the plot are gaps in
the pixel detector. The boxes show the selected phase space in this analysis.
To calculate the number of hadrons, an efficiency correction has to be applied. To correct for
the reconstruction efficiency, the correction factor α(M, η,Vz) is introduced and defined as:
α(M, η,Vz) =
NTruthHadron(M, η,Vz)
(1− β(M, η,Vz))Nraw,MCTracklet (M, η,Vz)
. (4)
where NTruthHadron(M, η,Vz) is the number of charged hadrons in the simulated sample (Monte
Carlo Truth). The α(M, η,Vz) is evaluated by a large number of simulated events and is used to
calculate the charged hadron spectra from the measured background subtracted tracklets. The
typical correction factors are close to 1 because of the high hit reconstruction efficiency. For high







Figure 5: The schematic plot of dNch/dη measurement.
3 dN/dη study
The pseudo-rapidity distribution of charged particles is obtained from the measured number
of tracklets (NrawTracklet) after background subtraction, efficiency and acceptance correction and
normalization to the number of selected events.
In this study, the simulated events are divided into two samples. One is the ”Monte Carlo”
sample, which is used for correction, while the second part is ”Data”, which plays the role of
real data. Background fractions (β) are obtained for both samples separately. This data driven
method can reduce theMonte Carlo dependence of the background subtraction. The correction
factor (α) is calculated from the ”Monte Carlo” sample and applied to the ”Data” to obtain the
final charged hadron spectra. A schematic diagram of this study is shown in Fig. 5.




(η)|selected = 1Nselected(η)δη ∑(M,Vz)
α(M, η,Vz)(1− β(M, η,Vz))NrawTracklet(M, η,Vz) (5)
where Nselected(η) is the number of selected events used in each η bin and δη is the bin width.
Due to the requirement that there has to be a reconstructed primary vertex, the events with
M = 0 are essentially lost. To get the total inelastic dN/dη, a correction (ξ(η)) for the effect of




Fig. 6 shows the calculated ξ(η) for the 900 GeV and 10 TeV samples. The difference of the
correction factor in the two samples is ∼ 2.5%. The final dNch/dη is calculated by:
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The event simulation for efficiency and acceptance studies uses the PYTHIA [10] event gen-
erator. The results for the dNch/dη distributions obtained using the tracklet method are pre-
sented in this section. Separate sets of 900 GeV(10 TeV) events were used as ”Monte Carlo”
and ”Data”. In this analysis, the pseudo-rapidity region within the pixel detector acceptance
(|η| < 2.5) is divided into 10 bins. The dNch/dη reconstruction is performed for each η bin.
The reconstructed dN/dη distributions and corresponding Monte Carlo truth distributions are
presented in Fig. 7. As can be seen that the measured spectra are reproducing the simulated
distributions within statistical and systematic uncertainties.
5 Systematic Uncertainties
5.1 Systematic uncertainties from MC efficiency correction
The scale factor α and event selection correction factor ξ are obtained from the MC which cor-
rects for the reconstruction efficiency, secondary particle production and acceptance. System-
atic uncertainties due to the MC efficiency correction is checked by changing the CM energy
by a factor of 11 (i.e. using 900 GeV MC to do the correction for 10 TeV data and vice versa).
Systematic uncertainty due to the α correction is studied by computing the ratio between the
observed dN/dη and Monte Carlo truth. The estimated uncertainty is at the 2% level. This
is expected because the secondary tracks do not dominate. Due to the requirement of a re-
constructed primary vertex, events with low hit multiplicity may be lost. The correction of
undetected events can introduce systematic uncertainties. The uncertainty due to the primary
vertex selection is estimated to be in the scale of the difference between the ξ obtained from
both samples and a 5% uncertainty is assigned for this. Acceptance uncertainty due to the
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Figure 7: The measurement of dN/dη in p+p at 900 GeV(left panel) and 10 TeV(right panel).
Error bars show statistical errors using 5k events. The shaded area corresponds to 7.5 - 13.5%
systematic error band.
misalignment and fake vertex is important for |η| > 1.5 as shown in Fig. 4. We quote a 10%
uncertainty for the bins on the edge of the acceptance range.
5.2 Systematic uncertainties from misalignment
The η and φ correlation between the first and second layer hits of the pixel detector are used
in the tracklet reconstruction thus the effect of misalignment becomes more important, i.e.,
the width of the signal correlation peak will be dependent on the misalignment. The detector
misalignment also has impact to the primary vertex reconstruction. The systematics due to the
misalignment is studied by adapting different misalignment scenarios (Ideal and Startup). The
estimated systematic uncertainty is found to be between 1 to 2%.
5.3 Systematic uncertainties from low pT loopers, beam halo and event pile-up
To test the effect from the hits of low pT loopers and beam halo, 10 random hit were added to
the first layer (flat as a function of η). This increases the average number of hit in the first layer
by 50%. The effect is at the 1% level. The monitoring of the hit multiplicity as a function of time
is important for us to understand the effect from the beam background.
The effect of event pile-up is studied by overlapping two events. The observed effect is found
to be 2 - 6%. For 900 GeV (10 TeV) collisions, the expected averaged number of events per
bunch-crossing in the initial LHC running is 1 and we quote a 1% uncertainty for this.
5.4 Systematic uncertainties from pixel hit reconstruction
There is a chance that the pixel reconstruction efficiency in data is actually different from that
which is in the Monte Carlo simulation. To study this effect, we remove the reconstructed hits
with a probability of 1 to 5%. The difference in the result is found to be at 2 to 10% level. With
an assumption of 3% difference, we quote a 6% uncertainty for it. This systematic uncertainty
can be reduced by studies on cosmic data and real data.
For tracks with a very shallow angle, there is a non-negligible probability that the pixel hit will
be split into two separate hits. This effect is studied by artificially splitting the pixel hits with a
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probability of 5%. The effect is found to be 1.0 - 3.5%.
The uncertainty from GEANT simulation is studied by varying the parameters related to delta-
ray production in the pixel detector. We quote a 2% uncertainty for this.
We also check the systematic uncertainty from hit reconstruction algorithm. We tune the pixel
hit reconstruction algorithm with different templates and thresholds. The difference is found
to be 0.1%.
The systematic uncertainties discussed in this section are summarized in Table 2. The esti-
mated total systematic uncertainty for dN/dη measurement is 7.5 - 13.5%.
Source Related correction factor 900GeV (%) 10TeV (%)
Statistical error of α α 1.0 1.0
Monte Carlo efficiency correction α 0.5-2.0 0.5-2.5
Pixel hit reconstruction algorithm α 0.1 0.1
Pixel hit reconstruction efficiency α 5.0 5.5
Pixel hit splitting α 1.5-3.5 1.0-2.0
Acceptance uncertainty α 0.0-10.0 0.0-10.0
Background subtraction β 0.5-1.5 0.5-2.0
Misalignment α, β 1.0 2.0
Random hits from beam halo and loopers α, β 0.1-1.5 0.1-1.0
GEANT Simulation α, β 2.0 2.0
Effect of event pile-up α, β 1.0 1.0
Correction on event selection ξ 5.0 5.0
Total 7.5-13.5 8.5-13.5
Table 2: Summary of systematic uncertainties.
6 Summary
In this note, a tracklet-based analysis of the charged hadron multiplicity is presented. The main
advantage of this method is that the combinatorial background can be determined directly
from the data and looper particle contributions can be suppressed by selection. This provides
the possibility to reconstruct the charged particle spectrum, dN/dη with a method which is
simple and less sensitive to detector response simulation. With corrections from Monte Carlo
simulation, the total systematic error is at the 10% level. With 5000 events, which corresponds
to an integrated luminosity of 50 mb−1, this method can provide a reliable study of the early
p+p collisions at the LHC.
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