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Abstract
Offshore wind turbines are exposed to continuous wind and wave excitation. The monitoring
of high periodic strains at critical locations is important to assess the remaining lifetime of the
structure. At some critical locations below the water level, direct measurements of the strains
are not feasible. Response estimation techniques can then be used to estimate the strains from
a limited set of response measurements and a system model. This paper compares a Kalman
filtering algorithm, a joint input-state estimation algorithm, and a modal expansion algorithm,
for the estimation of dynamic strains in the tower of an offshore monopile wind turbine. The
algorithms make use of a model of the structure and a limited number of response measurements
for the prediction of the strain responses. The strain signals obtained from the response estimation
algorithms are compared to the actual measured strains in the tower.
Keywords: response estimation, Kalman filter, joint input-state estimation, modal expansion,
system identification, offshore wind turbine
1. Introduction
Offshore wind turbines (OWTs) are exposed to continuous wind and wave excitation and loads
originating from the rotor, a.k.a. rotor harmonics. These cyclic loads and their interaction with
the turbine dynamics make fatigue life a design driver for offshore wind turbines. The continuous
monitoring of the strain response time histories at fatigue hot spots, e.g. at the mud-line, is impor-
tant to assess the remaining lifetime of the structure. For (offshore) wind turbines, two distinctive
components in the strain response time history and consequently in the fatigue spectra can be
identified. The low-frequent, near-static (< 0.5 Hz) strain cycles are related to variations in the
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thrust loading of the turbine, e.g. due to gusts. This component can be estimated using the 1 Hz
turbine SCADA-data [1] and thus in theory requires no direct strain measurements. The second
component is linked to the turbine’s dynamics and modal behavior. The corresponding dynamic
strains are associated to a higher frequency-range (> 0.1 Hz) and contain additional sources of
vibrations, such as turbulence, rotor harmonics, and wave-loading. These strain components are
currently best determined using direct measurements of the strain. For some critical locations
such a direct measurement is not feasible. For example, direct measurements of the strains at
the mud-line require sensors installed prior to the pile-driving of the monopile foundation. As a
consequence, the sensors cannot be installed on existing OWTs. Experience in the field has also
shown that strain sensors are harder to maintain, are less reliable than accelerometers over long
periods in time, and are more susceptible to installation errors.
When direct measurements of the strains are impossible, fatigue monitoring of a wind turbine
over its lifetime can be performed (a) through estimation of the dynamic loads applied to the struc-
ture (force identification), or (b) through model-based extrapolation of a limited set of available
response measurements (response estimation). Many algorithms for force identification have been
proposed in the literature [2, 3, 4, 5]. A time-domain deconvolution approach was applied in [6]
for the estimation of wind loads on a 50 m tall mast. Recently, various Kalman filter-based force
identification techniques have been proposed [7, 8, 9, 10, 11]. These techniques allow for online
reconstruction of the dynamic loads applied to a structure. Hwang et al. proposed the identification
of wind loads in the modal space, through the combined use of the Kalman filter and recursive
least-squares estimation [12]. The approach was verified using wind tunnel experiments in [13]. A
slightly modified version of the algorithm proposed in [12] was used by Niu et al. in [14] to recon-
struct the wind loads on the Canton tower. Klinkov and Fritzen [15] adopted a robust observer
technique for estimating the wind loads on a 5 MW wind turbine. This technique applies to both
linear and nonlinear systems.
Response estimation techniques can be used to estimate the strains from a limited set of re-
sponse measurements (accelerations, strains, etc.) and a system model. Various approaches for
the estimation of stresses and strains using response estimation techniques are presented in the
literature. Hjelm et al. [16] presented a strain estimation technique often referred to as modal
expansion or full-field strain prediction [17]. This technique was further explored in [18] and was
validated for predicting accelerations on an OWT in [19]. Other approaches make use of time
varying auto-regressive models [20] and Kalman state estimation. The latter approach was in-
troduced in the field of structural dynamics by Papadimitriou et al. in [21], where acceleration
measurements are used as input to the Kalman filter to obtain the strain at unmeasured locations.
Smyth and Wu [22] used the Kalman filter for the fusion of displacement and acceleration data
obtained at different sampling rates. The displacement signals obtained after fusion are found to
be more accurate than the original displacement data. The Kalman filter based response esti-
mation was investigated numerically and experimentally in [23], for the special case of excitation
characterized by low frequency variations. The paper also explores the advantages of data fusion,
i.e. the simultaneous integration of multiple types of measurements, for example acceleration and
strain measurements. It was numerically verified by Jo and Spencer [24] that the combination
of acceleration and strain data in conjunction with the Kalman filter results in better estimates
compared to the ones obtained from the sole use of acceleration or strain data.
In cases where state estimation is performed for nonlinear or uncertain dynamic systems, e.g.
systems with time varying characteristics, the standard Kalman filter can no longer be applied for
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state estimation. Several extensions of the Kalman filter for nonlinear dynamic systems have been
proposed. One well known application in the literature is the simultaneous estimation of the system
states and unknown system parameters, which is referred to as joint state and parameter estimation.
Some common used algorithms for joint state and parameter estimation are the unscented Kalman
filter (UKF) [25, 26], the extended Kalman filter (EKF) [27], and the particle filter [25, 28]. A
comprehensive overview of the current state of the art can be found in [29]. The extensions of the
Kalman filter for nonlinear systems are not further considered in this paper.
Verification of dynamic strain estimation using filtering techniques so far is mostly based on
numerical simulations, where measurement errors are introduced by adding white noise to the
simulated response signals, or on laboratory experiments. This paper presents a full-scale verifi-
cation of two filtering algorithms and a modal expansion algorithm, using data obtained from in
situ measurements on an offshore monopile wind turbine in the Belgian North Sea [30]. The first
algorithm is a Kalman filtering algorithm. The second algorithm is a joint input-state estimation
algorithm that was originally proposed by Gillijns and de Moor in [31], introduced for response
estimation in structural dynamics by Lourens et al. in [32], and applied to a (simulated) offshore
wind turbine structure in [33]. The algorithm is further extended in [34] for application in presence
of unknown stochastic excitation when accelerations are measured. The third algorithm is a state
of the art modal expansion algorithm [16, 18, 19]. The response estimation algorithms make use
of a model of the structure and a limited number of response measurements for the prediction of
the dynamic strain in the tower of the turbine. The system model used in the strain estimation
is constructed based on the mode shapes and natural frequencies obtained from a finite element
model of the structure and the damping characteristics that are obtained from a prior operational
modal analysis (OMA). The data used in the response estimation consists of accelerations and
strains. The focus of the paper is on dynamic strain estimation. The estimation of low-frequent,
near-static strain components is not considered.
The outline of the paper is as follows. In Section 2, the two filtering algorithms and the modal
expansion algorithm, as well as their application for response estimation are briefly recapitulated.
Next, Section 3 shows the verification of the proposed response estimation techniques using data
obtained from a monitoring campaign on a monopile offshore wind turbine. Section 4 defines the
future work that directly results from the work presented in this paper. Finally, in Section 5, the
work is concluded.
2. Mathematical formulation
2.1. System model
Consider the following continuous-time equations governing the motion of a linear system dis-
cretized in space:
Mu¨(t) +Cu˙(t) +Ku(t) = Sp(t)p(t) (1)
where u(t) ∈ Rndof is the vector of displacements (translations and/or rotations), and M, C, and
K ∈ Rndof×ndof are the mass, damping, and stiffness matrix of the system, respectively, with ndof
the number of degrees of freedom in the system model. The excitation force is written as the
product of a selection matrix Sp(t) ∈ R
ndof×np , specifying the force locations, and a time history
vector p(t) ∈ Rnp , with np the number of forces.
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The undamped eigenvalue problem corresponding to Eq. (1) reads:
Kφj = ω
2
jMφj (2)
in which the eigenvalues ω2j (j = 1, . . . , ndof) are the square of the natural frequencies ωj ∈ R and
the eigenvectors φj ∈ R
ndof are the mode shapes. In any case, the displacement vector u(t) can be
decomposed in ndof contributions of the eigenmodes, also known as modal decomposition [35]:
u(t) =
ndof∑
j=1
φjzj(t) (3)
where zj(t) represents the modal coordinate corresponding to mode j. In many applications, only
a limited number of modes (nm modes) significantly contribute to the response of the structure
within the frequency band of interest. The remaining modes (ndof − nm modes) are generally
omitted, hereby allowing for model order reduction.
In the special case of proportional damping, the mode shapes φj after mass normalization
diagonalize the mass, damping, and stiffness matrix as follows:
φTi Mφj = δ[i−j]
φTi Cφj = 2ξjωjδ[i−j] (4)
φTi Kφj = ω
2
j δ[i−j]
where ξj is the damping ratio corresponding to mode j and δ[k] = 1 for k = 0 and 0 otherwise. The
diagonalization originates from the orthogonality of the mode shape vectors with respect to the
matrices M, C, and K. Substitution of Eq. (3) in Eq. (1), subsequent left multiplication by the
matrix ΦT, with Φ ∈ Rndof×nm containing the nm mass-normalized mode shapes φj as columns,
and taking into account Eq. (4), yields the following continuous-time decoupled equations of motion
in modal coordinates:
z¨(t) + Γz˙(t) +Ω2z(t) = ΦTSp(t)p(t) (5)
where z(t) ∈ Rnm is the vector of modal coordinates, with nm the number of modes taken into
account in the model. Γ ∈ Rnm×nm is a diagonal matrix containing the terms 2ξjωj on its diagonal.
Ω ∈ Rnm×nm is a diagonal matrix as well, containing the natural frequencies ωj on its diagonal.
The output vector is generally written as:
d(t) = Sd,au¨(t) + Sd,vu˙(t) + Sd,du(t)
= Sd,aΦz¨(t) + Sd,vΦz˙(t) + Sd,dΦz(t) (6)
where Sd,a, Sd,v, and Sd,d ∈ R
nd×ndof are selection matrices indicating the degrees of freedom corre-
sponding to the nd acceleration, velocity, and displacement (or strain) measurements, respectively.
Eqs. (5) and (6) can be written into state-space form. After time discretization and account-
ing for process as well as measurement noise, the following discrete-time combined deterministic-
stochastic state-space description of the system is obtained:
x[k+1] = Ax[k] +Bp[k] +w[k] (7)
d[k] = Gx[k] + Jp[k] + v[k] (8)
4
where x[k] = x(k∆t) and p[k] = p(k∆t), and d[k] = d(k∆t) (k = 0, . . . , N − 1), ∆t is the sampling
time step, and N is the total number of samples.The state vector x[k] ∈ R
ns consists of the
modal displacements and velocities: x[k] =
[
zT[k] z˙
T
[k]
]T
, with ns (= 2nm) the number of system
states. The process noise w[k] accounts for modeling errors and unknown stochastic excitation,
i.e. excitation which is not accounted for by the excitation force in Eq. (5). The measurement
noise v[k] accounts for modeling errors, unknown stochastic excitation, and measurement errors.
The expressions for the system matrices A, B, G, and J for modally reduced order models and
full order models can be found in [32]. Alternatively, the system matrices can be directly identified
from experimental vibration data using system identification techniques, see e.g. [36, 37].
Finally, consider a vector de(t) ∈ R
nde of nde outputs that are extrapolated from the measured
data and the system model:
de(t) = Sde,aΦz¨(t) + Sde,vΦz˙(t) + Sde,dΦz(t) (9)
where the matrices Sde,a, Sde,v, and Sde,d ∈ R
nde×ndof relate the identified accelerations, velocities
and displacements or strains, respectively, to the degrees of freedom in the model (see also Eq. (6)).
In the particular case of strain estimation as considered in this paper, the selection matrices Sde,a
and Sde,v equal zero. After transformation of Eq. (9) into its state-space form, using Eq. (5),
and adding measurement noise, the following (discrete-time) output equation corresponding to the
extrapolated output quantities is obtained:
de[k] = Gex[k] + Jep[k] + ve[k] (10)
The matrices Ge ∈ R
nde×ns and Je ∈ R
nde×np relate to the extrapolated output quantities and
therefore are different from the original matrices G and J in Eq. (8), that correspond to the
measured output quantities. Note that in case of strain estimation, the direct feedthrough matrix
Je equals zero. The measurement noise ve[k] accounts for modeling errors and unknown stochastic
excitation.
2.2. Kalman filter algorithm
The Kalman filter [38] is a state estimation algorithm. The system states are estimated from
a limited number of response measurements (e.g. accelerations) and a system model. In the
derivation of the Kalman filter, the unknown system input is assumed to be zero mean white noise
and is included in the noise processes w[k] and v[k]. Under this assumption, the system described
by Eqs. (7) and (8) becomes:
x[k+1] = Ax[k] +w[k] (11)
d[k] = Gx[k] + v[k] (12)
The noise processes w[k] and v[k], which now account for all excitation sources, are assumed to be
zero mean and white, with known covariance matrices Q, R, and S:
E
[(
w[k]
v[k]
)(
wT[l] v
T
[l]
)]
=
[
Q S
ST R
]
δ[k−l] (13)
with R > 0,
[
Q S
ST R
]
≥ 0, and δ[k] = 1 for k = 0 and 0 otherwise.
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State estimation consists of estimating the system states x[k], from a set of response measure-
ments d[k]. A state estimate xˆ[k|l] is defined as an estimate of x[k], given the output sequence d[n],
with n = 0, 1, . . . , l. The corresponding error covariance matrix, denoted as Px[k|l], is defined as:
Px[k|l] = E
{
(x[k] − xˆ[k|l])(x[k] − xˆ[k|l])
T
}
(14)
The Kalman filter algorithm is initialized using an initial state estimate vector xˆ[0|−1] and its error
covariance matrix Px[0|−1], both assumed known. Hereafter, it propagates by computing state
estimates xˆ[k+1|k] recursively from the following equation:
xˆ[k+1|k] = Axˆ[k|k−1] +K[k]
(
d[k] −Gxˆ[k|k−1]
)
(15)
The gain matrix K[k] is determined such that the state estimates are minimum variance and
unbiased (i.e. K[k] = arg minK[k]tr
{
Px[k|k]
}
, E
{
x[k] − xˆ[k|k]
}
= 0). The recursive state estimator
of the form (15) can be split in two steps, i.e. the measurement update and the time update:
Measurement update
L[k] = Px[k|k−1]G
T
(
GPx[k|k−1]G
T +R
)−1
(16)
xˆ[k|k] = xˆ[k|k−1] + L[k]
(
d[k] −Gxˆ[k|k−1]
)
(17)
Px[k|k] = Px[k|k−1] − L[k]GPx[k|k−1] (18)
with K[k] = AL[k].
Time update
xˆ[k+1|k] = Axˆ[k|k] (19)
Px[k+1|k] = APx[k|k]A
T +Q−AL[k]S
T − SLT[k]A
T (20)
The algorithm given in Eqs. (16) – (20) distinguishes itself from the classical Kalman filter by
including the correlation between the process noise vector w[k] and the measurement noise vector
v[k], i.e. S 6= 0. This correlation is inherently present for civil engineering applications, when
accelerations are measured [39]. In the equations above, the system is assumed to be time-invariant.
The algorithm can, however, also be applied to time-variant systems, resulting in system matrices
A[k] and G[k] depending on the time step k.
After applying the Kalman filter algorithm, the estimated state vector xˆ[k|k] can be used to
estimate the response at any location in the structure, using the following modified output equation:
dˆe[k|k] = Gexˆ[k|k] (21)
where dˆe[k|k] is the estimated response vector. For acceleration estimation, an error is introduced
when applying Eq. (21), since the direct feedthrough of the excitation as contained in the noise
vectors w[k] and v[k] is disregarded in the response estimation step.
2.3. Joint input-state estimation algorithm
The objective of joint input-state estimation is to jointly estimate the forces on the structure
and the corresponding states from a limited number of response measurements and a system
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model. The algorithm outlined next is a joint input-state estimation algorithm which was originally
proposed by Gillijns and De Moor in [31] and further extended in [34] to account for the correlation
between the process noise w[k] and measurement noise v[k]. This correlation must be accounted
for when the data vector d[k] includes acceleration and the structure is subjected to unknown
stochastic excitation [39]. The algorithm proposed in [34] is briefly summarized here for the sake
of completeness.
The system under consideration is described by Eqs. (7) and (8). The noise processes w[k]
and v[k] are assumed to be zero mean and white, with known covariance matrices Q, R, and S,
defined by Eq. (13). Throughout the derivation of the algorithm, it is assumed that the sensor
network meets the conditions for instantaneous system inversion derived in [40]. Joint input-state
estimation consists of estimating the forces p[k] and states x[k], from a set of response measurements
d[k]. A state estimate xˆ[k|l] is defined as an estimate of x[k], given the output sequence d[n], with
n = 0, 1, . . . , l. The corresponding error covariance matrix, denoted as Px[k|l], is defined in Eq. (14).
An input estimate pˆ[k|l] and its error covariance matrix Pp[k|l] are defined similarly. The cross
covariance matrices Pxp[k|l] and Ppx[k|l] are defined as:
Pxp[k|l] = P
T
px[k|l] := E
{
(x[k] − xˆ[k|l])(p
T
[k] − pˆ
T
[k|l])
}
(22)
The filtering algorithm is initialized using an initial state estimate vector xˆ[0|−1] and its error
covariance matrix Px[0|−1]. The algorithm proceeds by computing the force and state estimates
recursively in three steps, i.e. the input estimation step, the measurement update and the time
update:
Input estimation
R˜[k] = GPx[k|k−1]G
T +R (23)
M[k] =
(
JTR˜−1[k] J
)−1
JTR˜−1[k] (24)
pˆ[k|k] =M[k]
(
d[k] −Gxˆ[k|k−1]
)
(25)
Pp[k|k] =
(
JTR˜−1[k] J
)−1
(26)
Measurement update
K[k] = Px[k|k−1]G
TR˜−1[k] (27)
xˆ[k|k] = xˆ[k|k−1] +K[k]
(
d[k] −Gxˆ[k|k−1] − Jpˆ[k|k]
)
(28)
Px[k|k] = Px[k|k−1] −K[k]
(
R˜[k] − JPp[k|k]J
T
)
KT[k] (29)
Pxp[k|k] = P
T
px[k|k] = −K[k]JPp[k|k] (30)
Time update
xˆ[k+1|k] = Axˆ[k|k] +Bpˆ[k|k] (31)
N[k] = AK[k]
(
Ind − JM[k]
)
+BM[k] (32)
Px[k+1|k] =
[
A B
] [Px[k|k] Pxp[k|k]
Ppx[k|k] Pp[k|k]
] [
AT
BT
]
+Q−N[k]S
T − SNT[k] (33)
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The gain matrices M[k] and L[k] are determined such that both the input estimates pˆ[k|k] and
the state estimates xˆ[k|k−1] are minimum variance and unbiased [31]. In the equations above, the
system is assumed to be time-invariant. The algorithm can, however, also be applied to time-variant
systems, resulting in system matrices A[k], B[k], G[k], and J[k] depending on the time step k.
Very often unknown forces such as wind loads are acting on the structure. For these loads, the
force locations or spatial distributions are not well known. In this case, the estimated forces p[k]
compensate for any unknown source of vibration and an attempt is made to identify equivalent
forces instead of the true forces acting on the structure.
After applying the joint input-state estimation algorithm, the estimated state vector xˆ[k|k] and
force vector pˆ[k|k] can be used to estimate the output at any location in the structure, using the
following modified output equation:
dˆe[k|k] = Gexˆ[k|k] + Jepˆ[k|k] (34)
In the particular case of strain estimation as considered in this paper, the direct feedthrough matrix
Je equals zero and only the estimated state vector xˆ[k|k] is used in the estimation.
2.4. Modal expansion algorithm
Modal expansion is a well known technique in modal analysis, a.k.a. full-field strain measure-
ments. The approach consist of two steps. The first step is a modal decomposition of the measured
outputs d(t) into the contributions of the modes contained in the matrix Φ. If only accelerations
are measured, Sd,v and Sd,d both equal to zero and Eq. (6) reduces to:
d(t) = Sd,aΦz¨(t) (35)
Eq. (35) can be solved at each time instance t for the modal accelerations ˆ¨z(t):
ˆ¨z(t) = (Sd,aΦ)
†
d(t) (36)
where •† is the Moore-Penrose pseudo-inverse. When the number of modes nm matches the number
of measured outputs nd, Eq. (36) is solved as a determined system. When nd exceeds nm, Eq. (36)
is solved as an overdetermined system.
The modal decomposition can also be adapted to allow for different output quantities, e.g. to use
both acceleration and strain measurements. This is done by converting all output measurements
to displacements d′(t), e.g. through (double) integration of the accelerations, and solving Eq. (36)
for modal displacements zˆ(t). In order to accommodate for differences in order of magnitude and
the signal-to-noise-ratio between different output quantities in d′(t), the error covariance matrix
RM ∈ R
nd×nd is accounted for in the estimation as follows:
zˆ(t) =
(
R
−1/2
M Sd,dΦ
)† (
R
−1/2
M d
′(t)
)
(37)
Alternatively, the decomposition can also be performed in the frequency domain, taking the Fourier
transform of Eq. (6) and solving for the modal displacements Zˆ(ω):
Zˆ(ω) =
(
−ω2R
−1/2
M Sd,aΦ+ iωR
−1/2
M Sd,vΦ+R
−1/2
M Sd,dΦ
)† (
R
−1/2
M D(ω)
)
(38)
where D(ω) is the Fourier transform of the output vector d(t). While this frequency domain
implementation is equivalent to its time domain counterpart, it is a more elegant solution in case
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of different output quantities.
The second step of modal expansion uses Eq. (9) and for instance the estimated modal accelerations
ˆ¨z(t) obtained from Eq. (36), in order to obtain the extrapolated output quantities dˆe(t):
dˆe(t) = Sde,aΦ
ˆ¨z(t) + Sde,vΦF
−1
{
1
iω
F
{
ˆ¨z(t)
}}
+ Sde,dΦF
−1
{
1
−ω2
F
{
ˆ¨z(t)
}}
(39)
where F {•} and F−1 {•} denote the Fourier transform and the inverse Fourier transform, re-
spectively. Eq. (39) integrates the estimated modal accelerations to modal velocities and modal
displacements through the frequency domain, but a time-domain implementation is also possible.
Note that, if one wishes to solely predict accelerations, the modal decomposition and expansion
can be easily performed in real-time, as Sde,v and Sde,d equal zero. This was demonstrated on the
same offshore wind turbine in [19].
For the current application, in which accelerations are used to predict strains, Eq. (39) reduces to:
dˆe(t) = Sde,dΦF
−1
{
1
−ω2
F
{
ˆ¨z(t)
}}
(40)
Integration of the modal accelerations is required as strain is related to modal displacements.
An interesting property of the modal expansion algorithm is that it does not require knowledge
of the structure’s natural frequencies and damping ratios, and only relies on the mode shapes
of the structure for response estimation. This is a clear advantage, as the natural frequencies
and damping ratios of (offshore) wind turbines vary strongly with operational and environmental
conditions [41, 42]. Note that the Kalman filter algorithm and the joint input-state estimation
algorithm rely on all modal properties. For small variations of the natural frequencies and damping
ratios, however, the response estimates are only marginally affected, as illustrated in [43]. The
impact of the variability of the natural frequencies over time in this particular application is still
to be analyzed using a long-term data set.
3. Monopile wind turbine
In this section, the response estimation algorithms proposed in Section 2 are applied for a data
set obtained from a monitoring campaign on a Vestas V90 3 MW wind turbine on a monopile
foundation (Fig. 1) [30]. The wind turbine is located at the Belwind offshore windfarm in the
North Sea, 46 km off the Belgian coast. The hub-height of the wind turbine is on average located
at 72 m above the lowest astronomical tide (LAT). The wind turbine is mounted on a monopile
foundation with a diameter of 5 m. The water depth at the turbine location is 24 m w.r.t. LAT
and the monopile has a penetration depth of 21 m.
(a) (b)
Fig. 1: (a) Vestas V90 3 MW wind turbine on a monopile foundation and (b) mud-line, hotspot for fatigue assessment.
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3.1. Measurement setup
The measurement data consist of eight data sets with a duration of 10 minutes each. Data sets
1 – 4 correspond to rotating conditions of the turbine (wind speed ±11 m/s, rotation speed turbine
±16 rpm), data sets 5 – 8 correspond to parked conditions of the turbine (wind speed ±2 m/s,
rotation speed turbine <1 rpm).
In total, 10 accelerometers and 6 strain gauges have been installed on the wind turbine; 4 ac-
celerometers at a height of 69 m (LAT), 2 accelerometers and 2 optical fiber bragg grating strain
sensors at a height of 41 m (LAT), 2 accelerometers at a height of 27 m (LAT), and 2 accelerom-
eters and 4 optical fiber bragg grating strain sensors at a height of 19 m (LAT). Fig. 2 shows
the sensor configuration. The data at all levels are transformed in respectively the Fore-Aft (FA)
direction and the Side-Side (SS) direction using the known yaw direction. FA motion is parallel
to the wind direction and SS motion is perpendicular to the wind direction. The acceleration and
strain data obtained are hereafter referred to as aαβ and ǫαβ, respectively, where α indicates the
level in m LAT and β indicates the direction (FA or SS).
PSfrag
h = 69 m h = 41 m h = 27 m h = 19 m
a1
a2
a3
a4
a5
a6
a7
a8
a9
a10
ǫ1
ǫ2
ǫ3
ǫ4
ǫ5
ǫ6
x
y
z
Fig. 2: Sensor configuration (levels h relative to LAT).
3.2. Data acquisition and processing
A sampling rate of 20 Hz is used in the data acquisition. For each data block of 10 minutes,
the frequency content below 0.05 Hz and above 5 Hz has been removed. As an example, the
processed acceleration and strain data at level h = 41 m LAT (FA and SS) are shown in Figs. 3
and 4 for data set 1 (rotating conditions) and in Figs. 5 and 6 for data set 5 (parked conditions).
The sample Power Spectral Density (PSD) function is estimated using Welch’s method, hereby
applying a window length of 1024 samples and an overlap of 66%. Whereas for rotating conditions
(Figs. 3 and 4) all modes in the frequency range from 0 to 5 Hz have a significant contribution to
the measured response, the response for parked conditions (Figs. 5 and 6) is mainly dominated by
the first mode (FA and SS). It is also clearly seen in Fig. 6b that the measured strains for parked
conditions (low excitation levels) hit the noise floor of the strain gauges beyond the first mode,
i.e. for frequencies higher than ±0.9 Hz. For the acceleration data, the observed peaks in the PSD
(Fig. 5b) correspond to known natural frequencies of the structure (see also Section 3.3). In the
frequency range from 1 to 5 Hz, the signal in between these peaks consists of measurement noise,
as the acceleration signal hits the noise floor of the sensor.
3.3. System model
A system model is constructed from a FE model of the wind turbine, developed by OWI/VUB.
The FE model has been updated using a set of experimental modal parameters, which have been
obtained through an output-only system identification procedure using data collected in parked
conditions [19, 44]. The displacement mode shapes corresponding to the first six modes calculated
using the updated FE model are shown in Fig. 7. Table 1 shows the experimentally identified
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Fig. 3: (a) Time history and (b) estimated PSD of the FA acceleration measured at level h = 41 m LAT for data
set 1 (rotating conditions), and (c) time history of the FA acceleration versus time history of the SS acceleration
measured at level h = 41 m LAT.
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Fig. 4: (a) Time history and (b) estimated PSD of the FA strain measured at level h = 41 m LAT for data set 1
(rotating conditions), and (c) time history of the FA strain versus time history of the SS strain measured at level
h = 41 m LAT.
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Fig. 5: (a) Time history and (b) estimated PSD of the FA acceleration measured at level h = 41 m LAT for data
set 5 (parked conditions), and (c) time history of the FA acceleration versus time history of the SS acceleration
measured at level h = 41 m LAT.
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Fig. 6: (a) Time history and (b) estimated PSD of the FA strain measured at level h = 41 m LAT for data set
5 (parked conditions), and (c) time history of the FA strain versus time history of the SS strain measured at level
h = 41 m LAT.
natural frequencies and modal damping ratios [44], as well as the natural frequencies obtained
from the FE model and the MAC-values, which indicate the agreement between the measured and
computed displacement mode shapes [45]. For nearly all bending modes of the wind turbine, a high
MAC-value is obtained. Note that the FE model is symmetric, whereas the actual behavior of the
wind turbine is different in the FA and SS directions and will vary for different wind directions [46].
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A reduced-order discrete-time state-space model is constructed from the FE model of the wind
turbine, applying a zero order hold assumption on the force. The model includes the 6 modes listed
in Table 1. For each mode, the mass normalized mode shape and natural frequency are assumed
to be known from the FE model, whereas the modal damping ratio is taken as the experimentally
identified value. The state-space model is used for the application of the Kalman filter algorithm
and the joint input-state estimation algorithm. For the modal expansion algorithm, the mode
shapes of the 6 modes listed in Table 1 are included in the estimation.
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Fig. 7: First six displacement mode shapes obtained from the FE model, FA-direction (black) and SS-direction
(gray). From left to right: FA1, SS1, SS2, FA2, SS3, FA3.
No. fid [Hz] ffem [Hz] ξid [%] MAC Description
1 0.361 0.374 1.86 0.99 First FA bending mode
2 0.365 0.374 2.49 0.99 First SS bending mode
3 1.448 1.440 1.38 0.99 Second SS bending mode
4 1.560 1.440 1.14 0.98 Second FA bending mode
5 3.610 3.636 0.56 0.96 Third SS bending mode
6 3.910 3.636 0.92 0.92 Third FA bending mode
Table 1: Experimentally identified modal characteristics and comparison to the modal characteristics obtained from
the FE model (fid: identified natural frequency, ffem: natural frequency obtained from FE model, ξid: identified
modal damping ratio, MAC: MAC-value [45]).
3.4. Verification using measured data
The applicability of the response estimation algorithms introduced in Section 2 is now verified
by predicting the FA and SS strain at the lowest measurement level (h = 19 m LAT). Two sensor
configurations are compared, hereafter referred to as S1 and S2. Sensor configuration S1 consists
of six accelerations (a69FA, a69SS, a41FA, a41SS, a27FA, a27SS ). Sensor configuration S2 consists of
the same six accelerations and in addition contains two strains at level h = 41 m LAT (ǫ41FA and
ǫ41SS).
The force vector p[k] assumed for joint input-state estimation consist of six independent modal
forces. For the stability of the joint input-state estimation algorithm and the uniqueness of the
estimated quantities, at least np displacements or strains are required as part of the output vector
d[k], in addition to the measured accelerations [40], where np is the number of forces (np = 6).
In this analysis, no displacements have been measured and a set of displacements is calculated by
(oﬄine) numerical integration of the acceleration data. The signals obtained by integration have
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been highpass filtered applying a cutoff frequency of 0.25 Hz. The aim of the filter is to remove
the low frequency components from the signals which are contaminated by measurement noise. Six
displacements are added to both data sets S1 and S2 used for joint input-state estimation (d69FA,
d69SS, d41FA, d41SS, d27FA, d27SS). The displacements obtained by integration have not been used
for the application of the Kalman filter and the modal expansion algorithm.
The noise covariance matrices Q, R, and S assumed for the application of the Kalman filter
are calculated as:[
Q S
ST R
]
=
[
Bdof
Jdof
]
Cp
[
BTdof J
T
dof
]
+
[
0 0
0 RM
]
(41)
where Cp ∈ R
ndof×ndof is the covariance matrix of the unknown system input and RM ∈ R
nd×nd
is the measurement error covariance matrix, that act as tuning parameters/matrices. The system
matrices Bdof ∈ R
2nm×ndof and Jdof ∈ R
nd×ndof are obtained by assuming np = ndof in Eqs. (7)
and (8), respectively, i.e. excitation acting at every degree of freedom in the model. The matrix
RM is assumed diagonal with values (5 × 10
−4)2 (m/s2)2 and 0.152 µs2 for the diagonal elements
corresponding to the accelerations and strains, respectively. The assigned values characterize the
accuracy of the acceleration and strain sensors. The covariance matrix Cp is chosen as σ
2
p
S
×I. This
corresponds to stochastic forces with a standard deviation σp
S
acting in the FA and SS direction at
the four levels where accelerations have been measured. The value of σp
S
has been determined such
that the uncertainty introduced by sensor noise and the (unknown) excitation is small, following
the uncertainty quantification approach introduced in [34]. This approach has been previously
applied for a case study in [47]. Fig. 8 shows the variation of the strain error variance with σp
S
,
for both the FA and SS strain at level h = 19 m LAT and assuming sensor configuration S2 in the
strain estimation. The error variance is obtained considering the estimation errors in the frequency
range from 0.25 to 5 Hz (see also [47]). It is observed that for lower values of σpS (< 10
4 N) the
error variance depends significantly on σpS . For larger values of σpS (> 10
4 N), the error variance
becomes low and independent on the value of σp
S
assumed in the estimation. As observed from
Fig. 8b, the error covariance obtained for σp
S
→∞ is not necessarily the minimum value, however.
The value σp
S
= 106 N has been selected for strain estimation in the following, both for rotating
and parked conditions, as it leads to low estimation uncertainty.
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Fig. 8: Variance of the error on (a) the estimated FA strain and (b) the estimated SS strain at level h = 19 m LAT
as a function of the standard deviation σp
S
assumed for the application of the Kalman filter algorithm, sensor
configuration S2. The vertical dotted line indicates the value of σp
S
selected for strain estimation in the following.
Since in the joint input-state estimation the equivalent forces are assumed to cover all excitation
of the structure, the noise covariance matrices Q, R, and S assumed for the application of the joint
input-state estimation algorithm are calculated from Eq. (41), with Cp = 0. The matrix RM is
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assumed diagonal with values (5×10−4)2 (m/s2)2, 0.152 µs2, and 10−12 m2 for the diagonal elements
corresponding to the accelerations, strains, and displacements, respectively. The initial state vector
xˆ[0|−1] and the corresponding error covariance matrix P[0|−1] are assumed zero in the application
of both the Kalman filter and the joint input-state estimation algorithm.
The estimated strain signals obtained from the joint input-state estimation algorithm and the
modal expansion algorithm are characterized by spurious low frequency components that originate
from measurement noise on the acceleration data. The estimated strain signals obtained from
both algorithms have therefore been highpass filtered applying a cutoff frequency of 0.25 Hz. The
0.25 Hz low frequency boundary is chosen to focus on dynamic strains. A further motivation is
given in Section 3.5. The estimated strain signals obtained from the Kalman filter have not been
filtered.
Figs. 9, 10, and 11 show the measured and estimated strain signals for data set 1 (rotating
conditions) obtained from the Kalman filter, the joint input-state estimation algorithm, and the
modal expansion algorithm, respectively, for sensor configuration S1. The same highpass filter with
a cutoff frequency of 0.25 Hz has been applied to the measured strain signals and the estimated
strain signals obtained from the Kalman filter, before plotting the strain time histories. This allows
for a fair comparison of the measured and estimated strains in the frequency interval from 0.25 to
5 Hz. The PSDs have been calculated from the original unfiltered data.
The results obtained from the joint input-state estimation algorithm (Fig. 10) and the modal
expansion algorithm (Fig. 11) are very similar. Especially for the frequency range from 0.25 to
1 Hz, both algorithms yield better results than the Kalman filter. This is for example seen from
comparison of Figs. 9c and 10c (FA strain), and Figs. 9f and 10f (SS strain). It is expected that
the estimation errors for each of the algorithms mainly result from errors on the mode shapes (see
also Section 2.4). The measured (unfiltered) strain signals are characterized by an important low
frequency content (frequencies < 0.25 Hz), which is not present in the estimated strain signals
(see e.g. Figs. 9c and f). For the joint input-state estimation algorithm and the modal expansion
algorithm, all low frequency oscillations have been removed by the highpass filter applied to the
estimated strain signals (see also Section 3.5). For the Kalman filter, it is found that the low
frequency information cannot be recovered from acceleration signals only (see for example Figs. 9c
and f).
Figs. 12, 13, and 14 show the measured and estimated strain signals for data set 1 (rotating
conditions) obtained from the Kalman filter, the joint input-state estimation algorithm, and the
modal expansion algorithm, respectively, for sensor configuration S2. Very accurate strain estimates
are obtained from the three response estimation algorithms, both for the FA and SS direction. As
indicated by Jo and Spencer in [24], the experimental validation shows that better strain estimates
are obtained if the Kalman filter is fed with acceleration and strain data. This is seen from
comparison of Figs. 9 and 12. Even more, it is observed from the PSD of the estimated strains
obtained from the Kalman filter (Figs. 12c and f) that the Kalman filter provides accurate results
in the quasi-static frequency range (frequencies < 0.25 Hz) when strain data are included. For
the joint input-state estimation algorithm and the modal expansion algorithm, the added value
of including the strain signals is small. Most likely this is due to the dominance of higher order
dynamics and rotor harmonics which are captured better in the measured accelerations than the
mid-tower strain signals.
Figs. 15, 16, and 17 show the measured and estimated strain signals for data set 5 (parked
conditions) obtained from the Kalman filter, the joint input-state estimation algorithm, and the
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modal expansion algorithm, respectively, for sensor configuration S1. The measured strain response
for parked conditions is mainly dominated by the first bending mode, both for the FA and SS
direction, as seen from the strain PSD. For frequencies between 0.3 and 0.6 Hz, there is a very
good agreement between the measured strain signals and the strain signals obtained from the
joint input-state estimation algorithm and the modal expansion algorithm (see Figs. 16c and f and
Figs. 17c and f, respectively). For the Kalman filter algorithm, systematic errors are observed from
both the time history and the PSD. It is expected that the estimation errors mainly result from
errors on the mode shapes, and depend on the weighing of the response data in the estimation.
It can clearly be seen how the measured strain signals (black) are hitting the noise floor of the
strain gauges beyond the first mode at frequencies larger than 0.9 Hz. Interestingly, the predicted
strains (colored) dive beneath the noise floor of the strain gauges. From the predicted strains, the
noise floor of the accelerometers, multiplied with 1/ω2 from the double integration, and following
1/ω4 behavior in the PSD, is clearly visible at higher frequencies (see also Section 3.5). Higher
order dynamics still appear in the predicted strain signals, however. The observed peaks, e.g. near
1.5 Hz, correspond to the natural frequencies given in Table 1. The peaks are not observed in the
measured strains, since at the peak frequencies, the strains are below the noise level of the strain
gauges.
Figs. 18, 19, and 20 show the measured and estimated strain signals for data set 5 (parked
conditions) obtained from the Kalman filter, the joint input-state estimation algorithm, and the
modal expansion algorithm, respectively, for sensor configuration S2. For the Kalman filter, the
estimated strains overestimate the measured strains (Fig. 18), whereas for sensor configuration
S1 the strains are generally underestimated. It is found that the Kalman filter assigns significant
weight to the measured strain signals in the estimation. This is for example seen from the estimated
strains for frequencies above 0.9 Hz. When only accelerations are accounted for (sensor configura-
tion S1, Figs. 15c and f), the PSD of the estimated strain signals shows the aforementioned 1/ω
4
behavior, as well as the peaks corresponding to the natural frequencies, which are contained in the
acceleration data. When in addition strains are included in the data vector (sensor configuration
S2, Figs. 18c and f), the PSD amplitude of the estimated strain signals is larger over the entire
frequency range from 0.9 to 5 Hz, and does not show clear peaks at the natural frequencies. The
larger amplitude of the PSD originates from the noise floor of the strain sensors (ǫ41FA and ǫ41SS),
that becomes important at higher frequencies when large weight is assigned to the strains. For the
joint input-state estimation algorithm and the modal expansion algorithm, the estimated strains
are not significantly affected by the additional strain data.
In order to compare the quality of the strain estimates obtained from the three algorithms,
two quality indicators are introduced. The first quality indicator is the Time Response Assurance
Criterion (TRAC) [17], which is a measure for the overall correlation of the time history of the
estimated strain signal (dˆe[k|k]) and the measured strain signal (de[k]) for one DOF:
TRAC =
(∑N−1
l=0 dˆe[l|l]de[l]
)2
∑N−1
l=0 dˆe[l|l]dˆe[l|l]
∑N−1
l=0 de[l]de[l]
(42)
The TRAC-value is a positive real quantity that takes values between zero and unity. Values close
to unity indicate perfect agreement of the strain time histories, while significantly lower values
indicate the presence of estimation errors.
The second quality indicator is the Mean Absolute Error (MAE) of the time history of the
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estimated strain signal (dˆe[k|k]) with respect to the measured strain signal (de[k]) for one DOF:
MAE =
1
N
N−1∑
l=0
∣∣∣de[l] − dˆe[l|l]
∣∣∣ (43)
Small MAE values (with respect to the actual strain magnitude) indicate a good agreement of the
strain time histories.
Tables 2 and 3 show the TRAC and MAE values for rotating and parked conditions, respectively.
The indicators have been obtained from the strain time histories after additional highpass filtering,
applying a cutoff frequency of 0.25 Hz. This filtering is required to allow a proper comparison of
the dynamic strains in the frequency range from 0.25 to 5 Hz.
For rotating conditions, it is clearly observed from both the TRAC and MAE values that the
results obtained from the Kalman filter are significantly improved by including strain data (S1:
only acceleration data, S2: acceleration and strain data). For the FA strain, the best results are
obtained from the joint input-state estimation algorithm and the modal expansion algorithm (in
rotating conditions). For the SS strain, the three algorithms yield comparable results when only
acceleration data are included (sensor configuration S1). When strain data are included (sensor
configuration S2), the most accurate results in this case are obtained from the Kalman filter.
For parked conditions, the Kalman filter algorithm outperforms the two remaining algorithms
in terms of TRAC values. This indicates a high correlation between the measured and estimated
strains. In terms of the MAE values, however, the Kalman filter for the FA strain generally performs
less good than the other algorithms. It is also observed that, for parked conditions, including strain
data in the Kalman filter does not improve the results for all data sets. This indicates the presence
of modeling errors. The same holds for the two other algorithms.
The results shown in Figs. 9 – 20 and Tables 2 and 3 are obtained by including the first six
bending modes of the turbine in the system model, and accounting for all available acceleration
and strain data obtained at the three highest levels. All algorithms can also be used with a reduced
number of sensors and/or modes, however. This might be particularly beneficial when some modes
are not participating in the vibration, e.g. higher order modes in parked conditions, or when a
sensor is hitting the noise floor. For the datasets used in this contribution, it is seen that such
an optimization is possible, yielding promising results. The optimized settings need to be verified
over a long period to assure their robustness against environmental and operational variability,
however, and are therefore not shown in this paper. As such, the optimization of the proposed
techniques based on a variation of the number of modes included and the sensors used is part of
future work.
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Fig. 9: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and SS
strain (bottom) at level h = 19 m LAT for data set 1 (rotating conditions), sensor configuration S1. The
measured strains are shown in black, the estimated strains obtained from the Kalman filter are shown in gray.
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Fig. 10: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and SS
strain (bottom) at level h = 19 m LAT for data set 1 (rotating conditions), sensor configuration S1. The mea-
sured strains are shown in black, the estimated strains obtained from the joint input-state estimation algorithm
are shown in gray.
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Fig. 11: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 1 (rotating conditions), sensor configuration S1. The
measured strains are shown in black, the estimated strains obtained from the modal expansion algorithm are
shown in gray.
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Fig. 12: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 1 (rotating conditions), sensor configuration S2. The
measured strains are shown in black, the estimated strains obtained from the Kalman filter are shown in gray.
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Fig. 13: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and SS
strain (bottom) at level h = 19 m LAT for data set 1 (rotating conditions), sensor configuration S2. The mea-
sured strains are shown in black, the estimated strains obtained from the joint input-state estimation algorithm
are shown in gray.
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Fig. 14: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 1 (rotating conditions), sensor configuration S2. The
measured strains are shown in black, the estimated strains obtained from the modal expansion algorithm are
shown in gray.
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Fig. 15: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 5 (parked conditions), sensor configuration S1. The
measured strains are shown in black, the estimated strains obtained from the Kalman filter are shown in gray.
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Fig. 16: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and SS
strain (bottom) at level h = 19 m LAT for data set 5 (parked conditions), sensor configuration S1. The measured
strains are shown in black, the estimated strains obtained from the joint input-state estimation algorithm are
shown in gray.
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Fig. 17: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 5 (parked conditions), sensor configuration S1. The
measured strains are shown in black, the estimated strains obtained from the modal expansion algorithm are
shown in gray.
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Fig. 18: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 5 (parked conditions), sensor configuration S2. The
measured strains are shown in black, the estimated strains obtained from the Kalman filter are shown in gray.
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Fig. 19: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and SS
strain (bottom) at level h = 19 m LAT for data set 5 (parked conditions), sensor configuration S2. The measured
strains are shown in black, the estimated strains obtained from the joint input-state estimation algorithm are
shown in gray.
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Fig. 20: Time history (left), detail time history (middle) and estimated PSD (right) of the FA strain (top) and
SS strain (bottom) at level h = 19 m LAT for data set 5 (parked conditions), sensor configuration S2. The
measured strains are shown in black, the estimated strains obtained from the modal expansion algorithm are
shown in gray.
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TRAC [-] MAE [µm/m]
data config. KF JISE ME KF JISE ME
FA strain set 1 S1 0.59 0.94 0.94 2.34 0.87 0.89
S2 0.85 0.94 0.94 1.84 0.87 0.88
set 2 S1 0.68 0.92 0.92 1.45 0.72 0.73
S2 0.90 0.92 0.92 1.37 0.71 0.73
set 3 S1 0.66 0.93 0.93 1.47 0.68 0.68
S2 0.88 0.93 0.93 1.34 0.68 0.68
set 4 S1 0.61 0.94 0.94 2.12 0.79 0.79
S2 0.85 0.94 0.94 1.70 0.79 0.79
SS strain set 1 S1 0.75 0.80 0.79 1.29 1.19 1.23
S2 0.95 0.80 0.79 0.87 1.18 1.23
set 2 S1 0.85 0.90 0.90 1.29 0.92 0.94
S2 0.97 0.90 0.90 0.87 0.92 0.94
set 3 S1 0.83 0.88 0.87 1.27 0.94 0.97
S2 0.97 0.88 0.88 0.85 0.94 0.97
set 4 S1 0.78 0.82 0.80 1.27 1.14 1.18
S2 0.97 0.82 0.80 0.82 1.13 1.17
Table 2: Comparison of the TRAC and MAE values for rotating conditions (KF: Kalman filter, JISE: joint
input-state estimation algorithm, ME: modal expansion algorithm).
TRAC [-] MAE [µm/m]
data config. KF JISE ME KF JISE ME
FA strain set 1 S1 0.96 0.92 0.92 0.60 0.50 0.50
S2 0.95 0.92 0.92 0.73 0.49 0.50
set 2 S1 0.96 0.91 0.91 0.57 0.47 0.48
S2 0.95 0.91 0.91 0.61 0.47 0.47
set 3 S1 0.97 0.94 0.94 0.65 0.47 0.47
S2 0.96 0.94 0.94 0.74 0.47 0.47
set 4 S1 0.96 0.92 0.92 0.60 0.49 0.49
S2 0.96 0.92 0.92 0.64 0.49 0.49
SS strain set 1 S1 0.96 0.88 0.88 0.58 0.64 0.65
S2 0.98 0.88 0.88 0.62 0.63 0.65
set 2 S1 0.96 0.83 0.82 0.47 0.60 0.61
S2 0.98 0.83 0.82 0.53 0.60 0.61
set 3 S1 0.96 0.82 0.82 0.53 0.68 0.69
S2 0.98 0.82 0.82 0.54 0.68 0.69
set 4 S1 0.95 0.81 0.81 0.50 0.62 0.63
S2 0.98 0.81 0.81 0.53 0.62 0.63
Table 3: Comparison of the TRAC and MAE values for parked conditions (KF: Kalman filter, JISE: joint input-
state estimation algorithm, ME: modal expansion algorithm).
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3.5. Low frequency strains
As discussed in the introduction, the current paper focuses on dynamic strain estimation.
There are two problems when the proposed methods are applied to predict the low frequency
strains, induced by the thrust-loading. The first concern is the conversion from accelerations
to strains. The integration inevitably requires a double integration, which risks to blow up the
low frequency noise in the measured accelerations, resulting in large errors in the low frequency
components of the predicted strains. This is illustrated in Fig. 21, which compares the PSD
of the (unfiltered) strain ǫ19FA, obtained from the modal expansion algorithm, to the measured
strains (data set 5, parked conditions, sensor configuration S1). The figure also shows how at low
frequencies (< 0.25 Hz) and higher frequencies (> 0.7 Hz) the PSD of the estimated strain signal
follows the 1/ω4 behavior that originates from the measurement noise on the acceleration data,
as already mentioned in Section 3.4. The figure reveals that the near-static strains below 0.25 Hz
obtained from the estimation are predominantly due to measurement noise, which have therefore
been removed in this paper by filtering. Note that the use of accelerometers with better noise
properties can push this lower frequency bound further down.
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Fig. 21: PSD of the measured (black) and estimated (gray) FA strain at level h = 19 m LAT for data set 5 (parked
conditions), sensor configuration S1. The estimated strain is obtained from the modal expansion algorithm. The
black dashed line shows a 1/ω4 curve fit, in order to illustrate the influence of noise on the acceleration data.
The second potential problem is more fundamental to the concept. All techniques applied in
this paper rely upon modal decomposition. A small number of modes, that contribute to the
dynamic response in the frequency range from 0.25 to 5 Hz, is included. At low frequencies, a
much larger number of modes is required to describe the near-static behavior of the turbine. The
resulting extrapolation can yield erroneous results, as the static deflection patterns of the turbine
might not be accurately described by a small number of dynamic modes.
In this contribution, the lower frequency bound was set to 0.25 Hz to avoid both problems, yet
try to capture as many dynamics as possible, including wave induced vibrations. For the Belgian
coast, wave periods exceeding 5 s are fairly common (wave frequency ≤0.2 Hz), however, implying
that the current methods might need further improvement or sensors with better noise properties.
4. Future work
The main focus for future work is to combine the estimated dynamic strains with estimates of
the near-static strains in order to predict the entire strain time history. The resulting method will
need to be validated over the entire range of operational and environmental conditions the turbine
is subjected to, for example to assess the ability to capture the low frequent wave loading. As
fatigue life estimation is the main driver of this research, the results have to be evaluated on their
ability to correctly estimate the fatigue spectra over a long period of time.
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The dynamic strain prediction algorithms themselves can still be further developed, with a par-
ticular interest for frequency dependent weighing. This will allow the algorithms to optimally use
the best performing sensors in each frequency band.
5. Conclusions
In this paper, three algorithms for response estimation in structural dynamics have been consid-
ered: a Kalman filter algorithm, a joint input-state estimation algorithm, and a modal expansion
algorithm. The algorithms have been applied to data obtained from a monitoring campaign on an
offshore Vestas V90 3 MW wind turbine on a monopile foundation, hereby estimating the strains in
the tower of the wind turbine based on a set on response measurements and a system model. Both
parked and rotating conditions are considered. The paper focuses on dynamic strain estimation
and therefore does not consider low frequency strains induced by thrust-loading. All algorithms
are evaluated using acceleration data only, as well as a combination of acceleration and strain data.
For rotating conditions, both the joint input-state estimation algorithm and the modal expansion
algorithm yield satisfactory results with only minor improvement by inclusion of measured strains.
Including measured strains significantly improves the results of the Kalman filter, however, which
for sideways motion become superior to the results obtained from the two other techniques. For
parked conditions, the three techniques again yield satisfactory results, with the Kalman filter
performing well without strain data.
In general, it can be concluded that the three techniques for this application are competitive and
interchangeable. Most importantly, the three techniques have proven that in the near future ac-
celerometers can replace and potentially outperform regular strain sensors to assess the dynamic
strain contributions in offshore wind turbine foundations.
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