Abstract. In this paper we establish square-function estimates on the double and single layer potentials with rough inputs for divergence form elliptic operators, of arbitrary even order 2m, with variable t-independent coefficients in the upper half-space.
for m ≥ 2, with general bounded measurable coefficients. Specifically, we hope to study boundary value problems such as the Dirichlet problem (1.2) Lu = 0 in Ω, ∇ m−1 u =ḟ on ∂Ω with boundary dataḟ ∈ L 2 (∂Ω) or in the boundary Sobolev spaceẆ 2 1 (∂Ω). We are also interested in the higher order Neumann problem. We remark that in the second order case (m = 1), there are many known results concerning these boundary value problems, while in the higher order case, there are very few known results for variable coefficients.
1.1. Layer potentials in the second order case. Classic tools for solving second order boundary value problems are the double and single layer potentials, given by
where ν is the unit outward normal to Ω and where E L (X, Y ) is the fundamental solution for the operator L. Layer potentials are suggested by the Green's formula: if Lu = 0 in Ω and u ∈Ẇ 2 1 (Ω), for some second-order operator L, then (1.5) u(X) = −D A (u ∂Ω ) + S L (ν · A∇u) for all X ∈ Ω where u ∂Ω and ν · A∇u are the Dirichlet and Neumann boundary values of u. It is possible, though somewhat involved, to generalize formulas (1.3) and (1.4) to the higher order case, and multiple subtly different generalizations exist. We will use the potentials introduced in [BHMc] ; these potentials are similar to but subtly different from those used in [CG83, Ver05, MM13a] to study the biharmonic operator ∆ 2 and in [Agm57, MM13b] to study more general constant coefficient operators.
There are many ways to use layer potentials to study boundary value problems; see [FJR78, Ver84, DK87, FMM98, Zan00] in the case of harmonic functions (that is, the case A = I and L = −∆) and [Mit08, KR09, Rul07, Agr09, AAA + 11, MM11, Bar13, BM16, Ros13, AM14, HKMP15a, HMM15a, HMM15b] in the case of more general second order problems. In particular, the second-order double and single layer potentials have been used to study higher-order differential equations in [PV92, BM13] . In many cases an important first step is to establish boundedness of layer potentials in suitable function spaces; indeed the extensive use of harmonic layer potentials in Lipschitz domains began with the boundedness of the Cauchy integral on a Lipschitz curve [CMM82] , which implies boundedness of layer potentials with L 2 inputs, and much recent work has begun with estimates on layer potentials with more general coefficents.
1.2. New bounds on layer potentials: the main results of this paper. The main results of this paper are the following bounds on layer potentials. Theorem 1.6. Suppose that L is an elliptic operator associated with coefficients A that satisfy the condition (1.7)
A(x, t) = A(x, s) = A(x) for all x ∈ R n and all s, t ∈ R.
and the ellipticity conditions (2.1) and (2.2).
Then the double layer potential D A in the half-space, as defined by formula (2.19), satisfies the boundˆR
(1.8)
Furthermore, the single layer potential S L defined by formula (2.23), extends to an operator that satisfies the bound
(1.9)
for allġ in the negative smoothness spaceẆ 2 −1 (R n ) (that is, for any arrayġ of bounded operators onẆ 2 1 (R n )). Here C depends only on the dimension n + 1 and the ellipticity constants λ and Λ in the bounds (2.1) and (2.2).
The bound (1.8) will be established in Section 6, and the bound (1.9) (or, rather, the equivalent bound (1.12)) will be established in Section 5.
We conjecture that this theorem may be generalized from the half-space to Lipschitz graph domains, but in contrast to the case of second order operators, the method of proof of [BHMc] requires the extra structure of R n+1 + . Even in the case of second-order equations, some regularity assumption must be imposed on the coefficients A in order to ensure well-posedness of boundaryvalue problems. See the classic example of Caffarelli, Fabes, and Kenig [CFK81] , in which real, symmetric, bounded, continuous, elliptic coefficients A are constructed for which the Dirichlet problem with L p boundary data is not well-posed in the unit disk for any 1 < p < ∞. A common starting regularity condition is that the coefficients A be t-independent in the sense of satisfying formula (1.7). Boundary value problems for such coefficients have been investigated extensively. See, for example, [JK81, FJK84, KP93, KKPT00, Rul07, AAA + 11, AAH08, AAM10, AA11, AR12, Bar13, AM14, HKMP15b, HKMP15a, BM16].
The only result known to be valid for operators of arbitrary order is layer potential estimates for a higher order of regularity, that is, when the dataḟ lies inẆ 2 1 (R n ) andġ lies in L 2 (R n ). These results were proven by the authors of the present paper in [BHMc] . Specifically, under the same conditions as in Theorem 1.6, we have the estimateŝ
for allġ ∈ L 2 (R n ) and whereḟ is as in Theorem 1.6. The approach of the present paper is somewhat different to that of [BHMc] , as we may exploit the bounds (1.10) and (1.11) established therein. The arguments of both papers, however, rely on T 1 or T b type theorems.
The spaceẆ 2 −1 (R n ) is difficult to work with, and so it is often convenient to define an auxiliary operator whose boundedness on L 2 (R n ) implies boundedness on
In the second order case, this auxiliary operator is the modified single layer potential S L ∇ used in [AAA + 11, HMM15b, HMM15a] , and is given by
We will define the higher order modified single layer potential S L ∇ in Section 2.5. For t-independent coefficients the bounds (1.9) and (1.11) are equivalent to the boundˆR
Observe that the kernel of S L ∇ involves a gradient of the fundamental solution and so has one fewer degree of smoothness than the kernel of S L in formula (1.4). (The same is true of the higher order operators S L , S L ∇ given in Section 2.5.) This additional degree of smoothness is exploited in [BHMc] to establish the quasiorthogonality estimate required by the T b theorem of [GdlHH16] , and so the arguments of [BHMc] cannot be applied to bound S L ∇ ; we must exploit other T 1 type theorems.
L
p and Carleson bounds on the single layer potential. We will establish some further estimates on the single layer potential S L . We will also establish some bounds on the modified single layer potential S L ∇ . Specifically, we have the following theorem. In this theorem A 2 denotes the Lusin area integral. See formulas (3.18) and (3.19) below for a precise definition; here we will merely observe that
and so the bounds (1.11) and (1.12) may be written as
Theorem 1.13. Suppose that L is an elliptic operator associated with coefficients A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity conditions (2.1) and (2.2). Let S L and S L ∇ be given by formulas (2.23) and (2.27).
There is some ε > 0 depending only on the dimension n + 1 and the parameters λ and Λ in formulas (2.1) and (2.2) such that we have the bounds
If n + 1 = 2 or n + 1 = 3 then we have the estimates
If k is large enough (depending on m and n), then the following statements are true.
First, we have the Carleson measure estimates
for any cube Q ⊂ R n with side-length ℓ(Q). and the corresponding estimates in the lower half-space.
We also have the area integral estimates
Let η be a Schwartz function defined on R n with´η = 1. Let Q t denote convolution with η t = t −n η( · , t). Letḃ be any array of bounded functions. Then for any p with 1 < p < ∞, we have that
where the constant C(p) depends only on p, k, the Schwartz constants of η, and on the standard parameters n, m, λ, and Λ.
The bounds (1.16) and (1.17) are also valid in higher dimensions if L satisfies a De Giorgi-Nash-Moser condition; see Lemma 8.1.
The estimates (1.18) and (1.20) will be established in Section 4, and will be needed to prove Theorem 1.6; for completeness, we will establish the similar estimates (1.19) and (1.21) in Section 7. The estimate (1.22) will be proven in Lemma 7.2. We will prove the bounds (1.16) and (1.17) in Section 8, and will prove the bounds (1.14) and (1.15) in Section 9.
As mentioned above, the q = 2 case of the bounds (1.14) and (1.15) are simply the bounds (1.11) and (1.8); the q = 2 case of the bounds (1.17), (1.20) and (1.21) follows from the Caccioppoli inequality applied in Whitney cubes, and so the novelty lies in the cases 2 − ε < q < 2, 1 < q < 2 or 2 < q < ∞.
1.4. Boundary value problems and future work. It is our intention to use the classic method of layer potentials to establish well-posedness of boundary value problems.
If the coefficents A of the operator L given by formula (1.1) are real and constant, and if Ω is a bounded Lipschitz domain, then by [PV95] and [DKPV97] the boundary value problems
are well-posed; that is, there is at most one solution to each equation, and ifḟ = ∇ m−1 ϕ| ∂Ω for some function ϕ, then a solution exists, that is,ḟ = ∇ m−1 u| ∂Ω for some u with Lu = 0 in Ω that satisfies appropriate integral estimates. If L = ∆ 2 is the biharmonic operator, then by [Ver05] and [PV91] the Neumann problem
is well posed, whereṀ Ω A u denotes the Neumann boundary values 1 of u associated to the coefficients A of the operator ∆ 2 . Formulation of the Neumann boundary values of solutions to elliptic equations is a difficult problem, tightly intertwined with the formulation of layer potentials; we refer the interested reader to [BHMc] for the formulation of Neumann boundary values used in [BHMa, BHMb] and a discussion of some other formulations.
Notice that if Ω = R n+1 + is the half-space and we identify R n with ∂R n+1 + , then the area integral appearing in these problems may be written aŝ
In [BHMb], we shall establish well posedness of the Neumann problems
whenever A is a bounded, t-independent, self-adjoint matrix of coefficients satisfying an ellipticity condition (stronger than the bound (2.1) below). Our solution u will be of the form u = D Aḟ for some appropriateḟ with
; thus, the bound on solutions in the statement of well posedness is a direct consequence of the bound (1.8) of the present paper or of the bound (1.10) of [BHMc] .
In order to establish that an appropriateġ exists, we shall use some arguments introduced in [Ver84, BM13, BM16] . In order to apply these arguments, we shall require boundedness of the single layer potential as well as the double layer potential (the bounds (1.9) and (1.11)).
1 There is a family of real constant symmetric coefficient matrices A ρ such that ∆ 2 = |α|=|β|=2 ∂ α (A We will also need trace theorems; that is, we shall need the fact that any solution u to Lu = 0 withˆR
, and that any solution tô
. These two facts shall be established in [BHMa] . We remark that we will use the estimates (1.21) and (1.22) in [BHMa] ; it is this intended use that makes these estimates of immediate interest to us.
Definitions
In this section, we will provide precise definitions of the notation and concepts used throughout this paper. We mention that throughout this paper, we will work with elliptic operators L of order 2m in the divergence form (1.1) acting on functions defined on R n+1 . If Q ⊂ R n is a cube, we let ℓ(Q) be its side-length, and we let cQ be the concentric cube of side-length cℓ(Q). If E is a set of finite measure, we let ffl
2.1. Multiindices and arrays of functions. We will reserve the letters α, β, γ, ζ and ξ to denote multiindices in N n+1 . (Here N denotes the nonnegative integers.) If ζ = (ζ 1 , ζ 2 , . . . , ζ n+1 ) is a multiindex, then we define |ζ|, ∂ ζ and ζ! in the usual ways, as
, and ζ! = ζ 1 ! ζ 2 ! · · · ζ n+1 !. If ζ and ξ are two multiindices, then we say that ξ ≤ ζ if ξ i ≤ ζ i for all 1 ≤ i ≤ n + 1, and we say that ξ < ζ if in addition the strict inequality ξ i < ζ i holds for at least one such i.
We will routinely deal with arraysḞ = F ζ of numbers or functions indexed by multiindices ζ with |ζ| = k for some k ≥ 0. In particular, if ϕ is a function with weak derivatives of order up to k, then we view ∇ k ϕ as such an array. The inner product of two such arrays of numbersḞ andĠ is given by
IfḞ andĠ are two arrays of functions defined in a set Ω in Euclidean space, then the inner product ofḞ andĠ is given by
We let e j be the unit vector in R n+1 in the jth direction; notice that e j is a multiindex with | e j | = 1. We letė ζ be the "unit array" corresponding to the multiindex ζ; thus, ė ζ ,Ḟ = F ζ .
We will let ∇ denote either the gradient in R n , or the n horizontal components of the full gradient ∇ in R n+1 . (Because we identify R n with ∂R n+1 ± ⊂ R n+1 , the two uses are equivalent.) If ζ is a multiindex with ζ n+1 = 0, we will occasionally use the terminology ∂ ζ to emphasize that the derivatives are taken purely in the horizontal directions.
2.2. Elliptic differential operators and their bounds. Let A = A αβ be a matrix of measurable coefficients defined on R n+1 , indexed by multtiindices α, β with |α| = |β| = m. IfḞ is an array, then AḞ is the array given by
We will consider coefficients that satisfy the Gårding inequality
and the bound
for some Λ > λ > 0. In this paper we will focus exclusively on coefficients that are t-independent, that is, that satisfy formula (1.7).
We let L be the 2mth-order divergence-form operator associated with A. That is, we say that Lu = 0 in Ω in the weak sense if, for every ϕ smooth and compactly supported in Ω, we have that
Throughout the paper we will let C denote a constant whose value may change from line to line, but which depends only on the dimension n + 1, the ellipticity constants λ and Λ in the bounds (2.1) and (2.2), and the order 2m of our elliptic operators. Any other dependencies will be indicated explicitly.
2.3. Function spaces and boundary data. Let Ω ⊆ R n or Ω ⊆ R n+1 be a measurable set in Euclidean space. We will let L p (Ω) denote the usual Lebesgue space with respect to Lebesgue measure with norm given by
If Ω is a connected open set, then we let the homogeneous Sobolev spaceẆ p m (Ω) be the space of equivalence classes of functions u that are locally integrable in Ω and have weak derivatives in Ω of order up to m in the distributional sense, and whose mth gradient ∇ m u lies in L p (Ω). Two functions are equivalent if their difference is a polynomial of order m − 1. We impose the norm
Then u is equal to a polynomial of order m − 1 (and thus equivalent to zero) if and only if itsẆ p m (Ω)-norm is zero.
Remark 2.4. The Gagliardo-Nirenberg-Sobolev inequality (see, for example, Section 5.6.1 in [Eva98] ) states that if u ∈Ẇ p m (R n+1 ) for some 1 ≤ p < n + 1, and if 0 < k < (n + 1)/p is an integer, then there is a unique additive normalization of Ṫ r
− , we defineṪr − m−1 u similarly. We will be concerned with boundary values in Lebesgue or Sobolev spaces. However, observe that the different components ofṪr m−1 u arise as derivatives of a common function, and thus must satisfy certain compatibility conditions. We will define the Whitney spaces of functions that satisfy these compatibility conditions and have certain smoothness properties as follows. We letẆA
where f denotes the Fourier transform of f .
The double layer potential will initially be defined on the spaceẆA 2 m−1,1/2 (R n ); the bound (1.8) (as well as the known result (1.10)) are essentially statements that we may extend D A by density toẆA
From our perspective, the most interesting property of the spaceẆA 2 m−1,1/2 (R n ) is the following trace and extension lemma.
, and furthermore
are replaced by their inhomogeneous counterparts, then this lemma is a special case of [Liz60] . For the homogeneous spaces that we consider, the m = 1 case of this lemma is a special case of [Jaw77, Section 5]. The trace result for m ≥ 2 follows from the trace result for m = 1; extensions may easily be constructed using the Fourier transform.
2.4. The fundamental solution. The double and single layer potentials may be formulated in terms of the fundamental solution for L; we will define the fundamental solution in this section.
For anyḢ ∈ L 2 (R n+1 ), by the Lax-Milgram lemma there is a unique function
. The (gradient of the) fundamental solution is the kernel of the operator Π L . It was constructed and certain properties were established in [Bar16]; we summarize some of the main results here.
Theorem 2.10 ([Bar16, Theorem 62 and Lemma 69]).
Let L be an operator of order 2m that satisfies the bounds (2.1) and (2.2). Then there exists a function E L (X, Y ) with the following properties. Let q and s be two integers that satisfy q + s < n + 1 and the bounds 0 ≤ q ≤ min(m, (n + 1)/2), 0 ≤ s ≤ min(m, (n + 1)/2).
There is some ε > 0 such that if
If q = (n + 1)/2 then we instead have the bound
for all δ > 0 and some constant C(δ) depending on δ.
We also have the symmetry property
2 functions, for all multiindices ζ, ξ with |ζ| = m − q and |ξ| = m − s, and where L * is the elliptic operator associated to A * , the adjoint matrix to A. Furthermore, there is some
for almost every X ∈ R n+1 , and for allḢ ∈ L p (R n+1 ) that are also locally in L P (R n+1 ), for some P > (n + 1)/(m − |ζ|). In the case of |α| = m, we still have
exists in the weak sense and is locally integrable. Furthermore, if |α| = m then
for almost every X / ∈ suppḢ, and for allḢ ∈ L 2 (R n+1 ) whose support is not all of R n+1 . Finally, the fundamental solution is unique in the following sense: if E L is any other function that satisfies the bounds (2.11), (2.12) and formula (2.15), then
for some functions f ζ and g ζ and some constants c ζ,ξ . Thus,
2 function provided q and s satisfy the conditions specified above.
The lower-order derivatives ∂ ζ Π LḢ of formula (2.14) are normalized as in Remark 2.4.
Recall that we are concerned only with operators L associated with coefficients A that are t-independent. This gives us one other property of the fundamental solution. For all multiindices ζ, ξ as in formula (2.13), by uniqueness we have that
2.5. Layer potentials. Layer potentials may also be generalized to the higher order case. In this section we define our formulations of higher-order layer potentials; this is the formulation used in [BHMc] and is similar to that used in
We define the double layer potential ofḟ as
where 1 + is the characteristic function of the upper half-space R n+1 + . D Aḟ is welldefined, that is, does not depend on the choice of F ; see [BHMc] .
Similarly, letġ be a bounded operator onẆA
. Let 1 +Ġ denote the extension ofĠ by zero to R n+1 . We define It would be convenient to have a similar well-behaved dense subspace of the domain of S L . Letġ be an array of functions that are smooth and compactly supported, and furthermore, let´R nġ = 0. Then | g γ (ω)| ≤ C(ġ)|ω|, and so by Plancherel's theorem and the definition ofẆA
Using Theorem 2.10, we may rewrite the double and single layer potentials in terms of the fundamental solution. This often allows a more straightforward calculation of various bounds. See [BHMc, Section 2.4] for the details. Ifḟ ∈ WA Remark 2.24. Ifḟ ∈ D and ifġ is smooth, compactly supported, and integrates to zero, then we may extendḟ andġ to functions F ∈Ẇ
) for any 1 < p < P < ∞; thus, choosing p < 2 and P large enough, we see that formulas (2.22) and (2.23) are valid for any multiindex ζ with m − (n + 1)/2 ≤ |ζ| ≤ m.
In the second-order case, a variant S L ∇ of the single layer potential is often used; see [AAA + 11, HMM15b, HMM15a]. We will define an analogous operator in this case.
Let α be a multiindex with |α| = m. If α n+1 > 0, let
If α n+1 < |α| = m, then there is some j with 1 ≤ j ≤ n such that e j ≤ α. If h is smooth and compactly supported, let
By applying formula (2.23) for the single layer potential, and by either applying formula (2.18) or integrating by parts, we see that ifḣ is smooth, compactly supported and integrates to zero, then
for ζ as before. In particular, if 1 ≤ α n+1 ≤ m − 1, then the two formulas (2.25) and (2.26) coincide, and furthermore, the choice of distinguished direction x j in formula (2.26) does not matter.
Remark 2.28. LetẆ
* be the space of bounded linear operators onẆ 2 1 (R n ). An integration by parts argument shows that if g ∈Ẇ
Thus, the bound (1.12) implies the bound (1.9); by formula (2.25), the bounds (1.11) and (1.9) imply the bound (1.9).
Known results and preliminary arguments
To prove Theorem 1.6 and our other estimates on layer potentials, we will need to use a number of known results from the theory of higher order differential equations. We gather these results in this section. It is straightforward to establish that
and so
and so by formula (2.23),
Thus, to prove the bound (1.9) or Theorem 1.13, it suffices to work only in the upper half-space, as the results in the lower half-space follow via this change of variables. By [BHMc, formula (2.27)], if 1 − is the characteristic function of the lower half space, then
and so it suffices to prove the bound (1.8) in the upper half-space as well.
3.1. Regularity of solutions to elliptic equations. The first such result we list is the higher order analogue to the Caccioppoli inequality; it was proven in full generality in [Bar16] and some important preliminary versions were established in [Cam80, AQ00].
Lemma 3.2 (The Caccioppoli inequality). Suppose that L is a divergence-form elliptic operator associated to coefficients A satisfying the ellipticity conditions (2.1) and (2.2). Let u ∈Ẇ 2 m (B(X, 2r)) with Lu = 0 in B(X, 2r). Then we have the bound
Next, we mention a reverse Hölder estimate for gradients and Hölder continuity of solutions to equations of high order. The statement for gradients may be found in [Cam80, AQ00, Bar16]; the local boundedness result is a straightforward consequence of Morrey's inequality.
Theorem 3.3. Let L be an operator of order 2m that satisfies the bounds (2.1) and (2.2). Then there is some number p
depending only on m, the dimension n + 1 and the constants λ and Λ in the bounds (2.1) and (2.2) such that the following statement is true.
Let X 0 ∈ R n+1 and let r > 0. Suppose that Lu = 0 in B(X 0 , 2r). Suppose that 0 < p < ∞ and 0 < q < p + . Then
for some constant C(p, q) depending only on p, q and the standard parameters. We may also bound the lower-order derivatives. Suppose that m − (n + 1)/2 < m − k < m and that 
3.2. Reduction to operators of higher order. It is often convenient to prove results in the case 2m ≥ n + 1 (in which case, by Theorem 3.3, solutions to elliptic equations satisfy pointwise estimates). The following formulas are often useful in passing to the general case (i.e., 2m possibly no more than n).
Choose some large number M . There are constants κ ζ such that
In fact, κ ζ = M !/ζ!, and so we have that
M ψ for all nice test functions ϕ and ψ. We remark that L is associated to coefficients A that satisfy
Observe that A is t-independent and satisfies the bounds (2.1) and (2.2). It was shown in the proof of [Bar16, Theorem 62] that
Letġ be an array of functions defined on R n and indexed by multiindices of length m. Let˙
Similarly, let˙
If |γ| = m − 1, then by formulas (2.27) and (3.8), If Q ⊂ R n is a cube and r > 0, we let rQ denote the concentric cube of volume r n |Q|. We let
Lemma 3.12 ([AAA + 11, Lemma 3.5]). (i) Suppose that {R t } t∈R is a family of operators satisfying the decay estimate
for all f ∈ L 2 , all cubes Q ⊂ R n , all integers k ≥ 0 and all t with ℓ(Q) ≤ t ≤ 2ℓ(Q). Suppose also that R t 1 = 0 for all t ∈ R. (Our hypotheses allow R t 1 to be defined as a locally integrable function.) Then
Notice that the decay estimate (3.13), if valid for all cubes Q and all k ≥ 0, implies that R t is bounded on L 2 (R n ), uniformly in t. We observe that the estimate given above is simpler than that originally stated in [AAA + 11]. There is a very long history of results relating square-function estimates to Carleson measure estimates. For our purposes, the following result suffices.
Lemma 3.14 ([BHMc, Lemma 9.1]). Let {Θ t } t>0 be a family of linear operators that satisfy
and suppose that there exists some ε > 0 such that
whenever Q ⊂ R n is a cube and j ≥ 1 is an integer. Then the Carleson measure estimate
is valid.
Remark 3.17. Suppose that Θ t satisfies the estimates above. Notice that we may write the square-function estimate (3.15) as
. By tent space interpolation [CMS85, Section 7], Θ t also satisfies the estimate
for any 2 ≤ q < ∞, where
We define A − 2 similarly, as
3.4. Regularity along horizontal slices. In Section 3.1 we reviewed results showing that solutions to elliptic equations are regular in that their gradients are locally in L p (R n+1 ) for some p > 2. Solutions to elliptic equations with t-independent coefficients display further regularity; specifically, their gradients are locally in L p (R n × {t}) for any t ∈ R. Lemma 3.20. Let t be a constant, and let Q ⊂ R n be a cube. Suppose that ∂ su (x, s) satisfies the Caccioppoli-like inequality
, and L is an operator of the form (1.1) of order 2m associated to t-independent coefficients A that satisfy the ellipticity conditions (2.2) and (2.1), then
Proof. Begin by observing that
Applying the Caccioppoli inequality completes the proof.
4. Vertical derivatives of S L : area integral estimates for p > 2
In this section we establish some Carleson measure estimates on certain derivatives of the single layer potential; these are at present the best known estimates on layer potentials with L ∞ inputs. These estimates will be used in Section 5 to establish the bound (5.2).
Lemma 4.1. Suppose that L is an elliptic operator of order 2m associated with coefficients A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity conditions (2.1) and (2.2).
Suppose that k is an integer with k ≥ (n − 1)/2. Then the Carleson measure estimate
is valid. By the Caccioppoli inequality, the estimate
is also valid. Corresponding estimates are valid in the lower half-space. Furthermore, the bound
is valid for all 2 ≤ q < ∞, where A 2 is as in formula (3.18).
Proof. By Remark 3.1, it suffices to work in the upper half-space. We will use Lemma 3.14 and Remark 3.17. Let Θ tġ (x) = t k ∂ m+k t S Lġ (x, t). By the bound (1.11) and the Caccioppoli inequality (Lemma 3.2) applied in Whitney balls, if k ≥ 1 then Θ t satisfies the square-function estimate (3.15).
By formula (2.23) for the single layer potential, and by formula (2.18), if Q ⊂ R n is a cube and A j (Q) is as in Lemma 3.14, then
where 2 Q = 2Q × (t/2, 2t) and
(Here A ≈ B if A ≤ CB and B ≤ CA, for some C depending only on the dimension n + 1.)
Applying the bound (2.11) and the Caccioppoli inequality, we have that
Thus, Θ t = t k ∂ m+k t S L satisfies the bound (3.16) for any k ≥ (n − 1)/2. By Lemma 3.14, Θ t satisfies the Carleson measure estimate (4.2). By Remark 3.17, the bound (4.4) is valid for 2 < q < ∞.
Remark 4.6. Most of the work in the proof of Lemma 4.1 was the proof of the decay estimate (4.5). By the same argument, and under the same assumptions on A, we have the decay estimate on the modified single layer potential
for any k ≥ 0, any j ≥ 0 and any ℓ(Q) ≤ t ≤ 2ℓ(Q).
Remark 4.8. Using the higher-order analogue of Meyers's reverse Hölder inequality (see [Cam80, AQ00, Bar16]), it is possible to establish the bounds (4.5) and (4.7) for a wider range of k.
S L
∇ : square-function estimates Recall from [BHMc] (the bounds (1.11) and (1.10) above) that the double and single layer potentials satisfy square-function estimates. We would like to prove the following analogous bound for the modified single layer potential.
Theorem 5.1. Suppose that L is an elliptic operator of order 2m associated with coefficients A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity conditions (2.1) and (2.2).
Then the modified single layer potential S L ∇ satisfies the square-function estimatê
The remainder of this section will be devoted to a proof of this theorem. We remark that many of the ideas of this section were inspired by the proof of [HMM15a, Lemma 3.1]; this lemma is the m = 1 case of Theorem 5.1. By Remark 3.1, it suffices to work in the upper half-space.
We begin by reducing to a special case in three different ways. First, suppose 2m ≤ n. Let A and κ ξ be as in formula (3.7). By formula (3.10), if the bound (5.2) is valid for S L ∇ , then it is valid for S L ∇ as well. Thus, it suffices to prove Theorem 5.1 in the case 2m ≥ n + 1; for the remainder of this section we shall assume 2m ≥ n + 1.
Second, by formula (2.25), if α = δ + e n+1 , then
Thus, if α n+1 > 0, then the estimate (5.2) forḣ = hė α follows from the squarefunction bound (1.11) on S L . Thus, to establish the bound (5.2), we may assume h α = 0 only for α n+1 = 0. Furthermore, by the Hodge decomposition, we may assumeḣ = A ∇ m F for some F ∈Ẇ 2 1 (R n ). Here A is the "purely horizontal" component of A; we have that
A αβ h β if α n+1 = 0 and (A ḣ ) α = 0 otherwise.
We may regard A as a square matrix or as a rectangular matrix with many entries equal to zero, depending on the context. Thus, we have reduced matters to establishing the bound
. Finally, we show that the bound (5.2) follows from a bound involving higherorder vertical derivatives. We will not yet need the assumption 2m ≥ n + 1 oṙ f = A ∇ m F ; our three reductions to a special case are independent.
Lemma 5.4. Let A be as in Theorem 5.1 and letḟ ∈ L 2 (R n ). If k ≥ 0, then we have the bound
Proof. We follow the similar proof of formula (5.5) in [AAA + 11]. Let Q ⊂ R n be a large cube. By Lemma 3.20 and the Caccioppoli inequality, if k ≥ 0 and t ≤ ℓ(Q) thenˆQ
Thus, we have that
We need only show that
and then let Q expand to R n to prove the lemma. Define
Arguing as in the proof of formula (4.5), we have that if t > ℓ(Q)/2 and j ≥ 0 then
Suppose j ≥ 0. Then if 0 < ε < ℓ(Q), we have that
Rearranging terms, we have that if j ≥ 0 then
Taking the limit as ε → 0 + , we see that
By induction, we see that for any j ≥ 1,
Thus, we have reduced matters to establishing the bound
for some k ≥ 0, and all F ∈Ẇ 2 m (R n ), under the assumption that 2m ≥ n + 1. We will establish the bound (5.5) using convolution with a smooth kernel. Let η be a Schwartz function defined on R n that integrates to 1, let η t (x) = t −n η(x/t), and let Q t f (x) = η t * f (x). Ifḃ is an array of functions, then we establish the notation
In other words, ∂ ⊥ ignores the dependency of Q t on t.
We will prove the following lemmas.
Lemma 5.6. Let A be as in Theorem 5.1. Define
and if k is large enough, then we have the bound
where the constant C depends only on m, n, k, λ, Λ, and the Schwartz constants of η.
Lemma 5.8. Let A be as in Theorem 5.1. Define
If k is large enough, then we have the bound
where the constant C depends only on m, n, k, λ, Λ and the Schwartz constants of η.
Lemma 5.10. Let A be as in Theorem 5.1, and additionally assume that 2m ≥ n + 1. If |β| = m, then we have the Carleson measure estimate
Before proving these lemmas, we show how they imply the bound (5.5). Choose some F ∈Ẇ 2 m (R n ). Then
The first two terms satisfy square-function estimates by Lemmas 5.6 and 5.8, while by Lemma 5.10, Carleson's lemma and the fact that
, where N + is the nontangential maximal function in Carleson's lemma, we have that the third term satisfies a square-function estimate.
Proof of Lemma
. We seek to bound R 2 t using Lemma 3.12. We begin with the bound (3.13). Let t > 0 and let Q be a cube with ℓ(Q) ≤ t ≤ 2ℓ(Q).
Recall the decay estimate (4.7): for such t and Q, and for A j (Q) as in formula (3.11),
Let K = 2k + 1 + ε. Notice that this estimate is valid even if 2m ≤ n; the assumption 2m ≥ n + 1 is needed only to prove Lemma 5.10, and not to prove the present result. Suppose that f j is supported in A j (Q). Recall that Q t denotes convolution with η t , and so for any integers j ≥ 0 and ℓ ≥ 0,
If dist(A j (Q), A ℓ (Q)) > 0, we can improve this estimate. Because η is a Schwartz function, we have that if ℓ ≤ j − 2 or ℓ ≥ j + 2, then for any integer N > 0 there is a constant C N such that
Thus, if f j is supported in A j (Q), and if k and N are large enough, then
and if k is large enough then
Thus, if k is large enough, then R 2 t satisfies the decay estimate (3.13). For future reference, we observe that we have the same decay estimate on R 1 t . Recall that
. Bounding the first term by the decay estimate (4.7) and the second term by the bound (5.11), we have that (5.14)ˆQ|R
We now return to R 
as desired.
Proof of Lemma 5.6. Recall that
Integrating by parts in y, applying the fact (see Theorem 2.10) that v(y, s) = E L (x, t, y, s) = E L * (y, s, x, t) satisfies L * v = 0, and integrating by parts again (and using formula (2.18)) we see that
Here A ζξ = Aζξ, whereζ = ζ + (m − |ζ|) e n+1 is a multiindex of length m whose horizontal part coincides with that of ζ.
Recalling the definitions (2.23) and (2.27) of S L and S L ∇ , we see that
where
A γβ f β .
If 0 ≤ j ≤ m − 1 and k is large enough, then the bound (4.7) implies thaṫ
In the statement of Lemma 5.6, we assumed that the higher moments of the kernel η of Q t vanish. This implies that ∂ ζ η(0) = 0 if 1 ≤ |ζ| ≤ m, and so | η(ω) − 1| ≤ C η |ω| m+1 . We also have that η is uniformly bounded, and so
and so the first term on the right-hand side of formula (5.15) satisfies a squarefunction estimate. By the bound (1.11) and the Caccioppoli inequality,
We are left with the term 
for any arrayġ of functions indexed by multiindices γ with |γ| = m − 1.
We have that
By Lemma 5.8,
satisfies a square-function estimate. By the bound (4.2),
is a Carleson measure. If N + is the nontangential maximal function in Carleson's lemma, then we have that
, and so by Carleson's lemma,
This completes the proof.
5.3. Proof of Lemma 5.10. Recall that we seek to establish a Carleson measure estimate on
We will use some tools from the proof of the Kato conjecture, in particular from the paper [AHMT01] . The following lemma was established therein.
Lemma 5.17. Let the n × n matrix A be uniformly bounded and satisfy the ellipticity condition
. This is the bound (2.1) in R n rather than R n+1 . Suppose that 2m ≥ n. There is some W depending only on the standard constants such that, for each cube Q ⊂ R n , there exist W functions f Q,w that satisfy the estimateŝ
and such that, for any arrayγ t ,
Here
is the elliptic operator of order 2m acting on functions defined on R n (rather than on R n+1 ) associated to the coefficients A . Specifically, the bound (5.19) is the bound (2.19) in [AHMT01] . The bound (5.18) follows from the bound (2.18) in [AHMT01] (if R = Q) and the observation that, by Lemma 3.1 in [AHMT01] and the definition of f Q,w therein, ∇ m f Q,w = ∇ m f R,w whenever ℓ(Q) = ℓ(R). Finally, the bound (5.20) is simply Lemma 2.2 of [AHMT01] . The requirement that 2m ≥ n is a sufficient condition (see [AHMT01, Propositon 2.5] or [Dav95, AT98] ) for L to satisfy a pointwise upper bound; this condition is assumed in the proofs of the above results.
Thus, we need only show that, for any cube
Now, by the definitions (2.27) and (2.23) of S L ∇ and S L and by formula (2.18),
whereė ⊥ =ė (m−1) en+1 is the multiindex corresponding to purely vertical derivatives. Thus, by the bounds (4.2) and (5.19), if k is large enough then 1 |Q|ˆℓ
So we need only bound
By formulas (5.7) and (5.9) for R 1 t and R 2 t ,
Thus, we must bound
We have established boundedness of R
, rather than for ∇ m F satisfying the bound (5.18). Thus, more work must be done to contend with R 1 t and R 2 t . Let χ be a smooth cutoff function that is equal to 1 on 4Q and supported on 8Q. By the established square-function estimates on R 1 t and R 2 t and by the bound (5.18), if we normalize f Q,w appropriately then 1 |Q|ˆℓ
Recall that R 1 t and R 2 t satisfy the decay estimates (5.14) and (5.13). Combined with the bound (5.18) on ∇ m f Q,w , we may establish that 1 |Q|ˆℓ
We are left with the term (5.21). By the bound (5.12) and the local bound (3.6), if k is large enough then
This follows from a standard orthogonality estimate and the proof is complete.
D
A : square-function estimates Theorem 6.1. Suppose that L is an elliptic operator of order 2m associated with coefficients A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity conditions (2.1) and (2.2). Then the double layer potential D A satisfies the square-function estimatê
Proof. By Remark 3.1, it suffices to work in the upper half-space. It suffices to establish this estimate under the assumption thatḟ =Ṫr m−1 f for some f ∈ C ∞ 0 (R n+1 ). Let η be a smooth, compactly supported cutoff function defined on R with η ≡ 1 near zero. Define
Integrating by parts in s, we see that
By formula (2.18) and the definitions (2.27) and (
Thus,
, and so by the bound (1.10) the second integral on the right-hand side is at most C ḟ 2 L 2 (R n ) . Also, we have that
and so by Theorem 5.1 the first integral is at
7. Vertical derivatives of S L ∇ : estimates for p > 2 and other bounds Lemma 7.1. Suppose that L is an elliptic operator of order 2m associated with coefficients A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity conditions (2.1) and (2.2).
Then we have the Carleson measure estimate
for any k ≥ (n − 1)/2, where the supremum is taken over all cubes Q contained in R n . By the Caccioppoli inequality, the estimate
Proof. By Remark 3.1, it suffices to work in the upper half-space. By Theorem 5.1 and the Caccioppoli inequality applied in Whitney balls, and by the decay estimate (4.7), if 2k + 1 ≥ n, then the operators
∇ḣ ( · , t) satisfy the conditions of Lemma 3.14 and Remark 3.17, and so the given bounds are valid.
We conclude this paper with one final estimate; this estimate will be of use in [BHMa] . Recall that we have square-function estimates on R 2 t , where
and where
We would like to estimate the term
Lemma 7.2. Suppose that L is an elliptic operator of order 2m associated with coefficients A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity conditions (2.1) and (2.2). Let η be a Schwartz function defined on R n with´η = 1. Let Q t denote convolution with η t = t −n η( · , t). Let k > 0 be an integer. Letḃ be any array of bounded functions. If k is large enough, then for any p with 1 < p < ∞, we have that
where A 2 is as in formula (3.18), and where the constant C(p) depends only on p, k, the Schwartz constants of η, and on the standard parameters n, m, λ, and Λ.
Proof. By Remark 3.1, it suffices to work in the upper half-space. Let
where R 2 t is as in Lemma 5.8. Thus,
If k is large enough, then we may bound the term involving R 2 t using Lemma 5.8, while by Lemma 7.1,
∇ḃ (x, t)| 2 t dx dt is a Carleson measure and so we may bound the second term using Carleson's lemma, as in the remarks after the statement of Lemma 5.10.
Thus, we have L 2 boundedness of h → A 2 (R t h). L p ′ boundedness for 2 < p ′ < ∞ follows from Remark 3.17 and the decay estimate (5.11).
To establish boundedness for 1 < p ′ < 2, let a be a H 1 atom supported in some cube Q with midpoint x Q . If c is a large constant, then
where ∆(x, r) = {y ∈ R n : |x − y| < r}. Recall that
Let the matrix A and the constants κ ξ be as in formula (3.7). By formula (3.10),
± . Thus, by Lemma 3.20 and the Caccioppoli inequality,
Thus, for any multiindices α, ξ and ε = α + 2ξ, we wish to bound
for |z − x| < 2t and t/2 < r < 2t. Now, observe that
where |ε| = m and L is an elliptic operator of order 2 m. Let A j (Q) be as in formula (3.11). Let J be such that x ∈ A J ; then
Recall that x ∈ R n \ cQ, and so we need only consider J ≥ 2. Define
We then have that
We begin by establishing bounds on U j . We choose M large enough that 2 m > n + 1, and so vertical derivatives of E L are pointwise bounded by Theorem 3.3. We assume k ≥ m.
By Lemma 3.20, the Caccioppoli inequality, the bound (2.11), and Theorem 3.3, if A ⊂ R n and r > 0, then
Thus, if |x − z| < 2t and t/2 < r < 2t, then
for all j ≥ J + 2.
If t ≤ |x − x Q |, we bound U j differently. First, observe that
We have bound U j for j ≥ J + 2; we are left with U J and U J±1 . Let ∆ 0 = ∆(x, 2t) and ∆ ℓ = ∆(x, 2 ℓ+1 t) \ ∆(x, 2 ℓ t). We remark that ∆ ℓ differs from A j (Q) in that ∆ ℓ is centered about x rather than x Q . Then
We now establish bounds on Q t a. Because Q t is an approximate identity, we have that
Because Q t is an approximate identity with a Schwartz kernel η t , and becausé a = 0, we have that
If t < ℓ(Q), then by letting N 1 = k + 2 − m + n and N 2 = n + 1, we see that
If ℓ(Q) < t < |x − x Q |, then by letting N 1 = k + 1 − m and N 2 = 0, we see that
If t > |x − x Q |, then we bound u t (z, r) differently, by writing
and choosing N ≥ m − k we see that |u t (z, r)| ≤ Cℓ(Q)/t n+1 . Thus, we have that if k is large enough, then for all x / ∈ cQ,
In Sections 4 and 7, we established the area integral estimates (1.20) and (1.21) for 2 ≤ q < ∞. In low dimensions we can extend this result below q = 2.
Lemma 8.1. Let L and k be as in Lemma 4.1. Suppose in addition that the ambient dimension n + 1 is either n + 1 = 2 or n + 1 = 3.
Then the area integral estimates (1.16) and (1.17) are valid for 1 < q < 2 and k ≥ 2.
More generally, if we have the De Giorgi-Nash-Moser type estimate
whenever Lu = 0 in B(X 0 , 2r), for some positive constants H, ε > 0 that depend only on L (and not on u, X, Y , X 0 , or r), then the area integral estimates (1.16) and (1.17) are valid for 1 < q < 2 and k ≥ 2.
Proof. We begin by showing that the bound (8.2) is valid whenever n + 1 = 2 or n + 1 = 3. By Theorem 3.3, there is some p > 2 such that, if Lu = 0 in B(X 0 , 2r), then ∇ m u ∈ L p (B(X 0 , r)). If n + 1 = 2, then by Morrey's inequality, ∇ m−1 u is Hölder continuous; furthermore, by these theorems and the Caccioppoli inequality we have that
The next argument is essentially that of [AAA + 11, Appendix B]. By Lemma 3.20, if A is t-independent then there is some p > 2 such that, if
If n + 1 = 3, then n = 2 and Q ⊂ R 2 , so by Morrey's inequality
We may use the Caccioppoli inequality and Lemma 3.20 to bound ∇ m−1 ∂ n+1 u; thus, we have that if n + 1 = 3 then
Thus, if n + 1 = 2 or n + 1 = 3, then the bound (8.2) is valid with ε = 1 − 2/p, where 2 < p < p + L . We now establish the estimates (1.16) and (1.17) for 1 < q < 2 and k ≥ 2. By Theorem 5.1 and the bound (1.11) (and the Caccioppoli inequality), the two bounds are valid for q = 2. Let H 1 (R n ) be the Hardy space. It is well known that interpolation between Hardy and Lebesgue spaces is valid; that is, if we can establish the estimates
then the estimates (1.16) and (1.17) will be valid for 1 < q < 2 by interpolation. One of the most useful properties of the Hardy spaces is the atomic decomposition. That is, ifġ ∈ H 1 (R n ), then there exist atoms a j,γ and complex numbers λ j such thatġ = ∞ j=1 λ j,γ a j,γėγ and such that ġ
, and such that´Q a = 0. See [Coi74, Lat78] or the standard text [Ste93] .
Choose some H 1 atom a and some multiindex γ with |γ| = m − 1, and leṫ a = aė γ . By Hölder's inequality,
Applying the Caccioppoli inequality in Whitney cubes, we see that
and so by the bound (1.11), if k ≥ 1 then
We want to bound
Combining the bound (8.2) with the estimate (2.11), we see that if k ≥ 1 then
and that if |y 1 − y 2 | < |x − y 1 |/2 + |t|/2, then
Thus, using the cancellation properties of the atom a, we have that
Applying the Caccioppoli inequality in Whitney balls, we see that if k ≥ 2 then
is controlled by the right-hand side as well. But
which is clearly in L 1 (R n \ 16Q), as desired.
9. Bounds on S L and S L ∇ for 2 − ε < p < 2 In this section we conclude the paper by proving the bounds (1.14) and (1.15). We hope to prove these bounds in the dual range 2 < q < 2 + ε in a future paper.
Theorem 9.1. Let L be as in Theorem 1.6. Then there is some ε > 0 such that the bounds
Proof. By formula (2.25) it suffices to consider only S L ∇ḣ forḣ bounded and compactly supported. Furthermore, by formula (3.10) we may assume 2m > n + 1.
Let T 
In fact, we may take the supremum over Ψ bounded and with support compactly contained in R to R n+1 . Thus,
and so we have reduced matters to proving the estimate
for all 2 < q ′ < 2 + ε. By Theorem 5.1 and the above duality results, the bound (9.2) is valid for q ′ = 2. We will apply the following lemma. where the supremum is taken over cubes Q ⊂ R n with z ∈ Q. By [CMS85, Theorem 3, Section 6], if 2 < p < ∞ then A 2 H L p (R n ) ≈ CH L p (R n ) . We claim that g and h satisfy the conditions of the lemma with p = 2; there is then some s > 2 such that Ṫ r
and so the bound (9.2) is valid for q ′ = s. (By interpolation it is valid for all 2 < q ′ < s as well.) We now prove the claim. For notational convenience we will letΨ = 1 +Ψ . Choose some cube Q ⊂ R n . Let R j = 2 j Q × (0, 2 j ℓ(Q)), and letΨ 0 =Ψ1 R2 . Then that u is a solution to L * u = 0 in R 2 = 4Q × (−4ℓ(Q), 4ℓ(Q)) (and also in the lower half-space). We will apply the following lemma.
Lemma 9.5. Let L be as in Lemma 9.1. Let Q be a cube and suppose that Lu = 0 in 3Q × (−2ℓ(Q), 2ℓ(Q)). Let 0 ≤ j ≤ m and letċ be a constant array. Then Proof. Let 0 ≤ k ≤ j − 1. Let ε > 0 be a small positive number and let Q k = (1 + kε)Q. Observe that there is some polynomial P of degree j − 1 such that ∇ j−1 P =ċ, and thatũ = u − P is also a solution to Lu = 0; thus, we need only prove the lemma in the caseċ = 0.
By the Caccioppoli inequality, Thus,
Iterating, we see that . We now contend with the vertical derivative. Recall that we assumed 2m > n + 1. If x ∈ 3Q, |t| < 2ℓ(Q), then by formula (2.15), as desired.
