The work in this paper takes decision systems as the research environment to support the decision analysis. Based on the information of a decision system, samples and condition samples are introduced. They are integrated with the decision-making which means a process to identify whether a condition sample is matched with a sample. To make the process clearer, the decomposition techniques developed in this paper are used to decompose the decision system into subsystems, each of which contains only one decision attribute. The techniques associated with the decision analysis contribute to the formation of the decomposition method that can lead the decision analysis to be transferred from the decision system to subsystems. Because each of the subsystems has the simpler form, the decision-making in subsystems is more effective and clear. In this sense, the decomposition method and the decision analysis in subsystems represent the contributions of this paper.
Introduction
Intelligent data processing often involves decision problems, each of which is always concerned with deductions from premises to conclusions. From the point of view of decision analysis, the deduction from some premises to a conclusion is usually viewed as decision-making. Regarding the study of it, decision-making is not only a research topic in many branches of information science, but also linked with practical issues. The significance in theory and practice leads us to pay our attention to decision problems.
Because the deduction from premises to a conclusion is generally associated with properties that some data satisfy, the decision problem concerned by us will involve the discussion on relationships between properties and data analyses. So, it is necessary to develop a method to describe the properties that data possess. To this end, we need to set a research environment which will support our discussion on decision problems.
Actually, the discussion in [1] involves decision systems, each of which consists of the information related to premises and conclusions. Thus a decision system can be considered as the research environment of our study. Regarding the research based on decision systems, researchers have achieved results related to data analyses, such as data association [2, 3] , data deduction [1, 4, 5] , attribute reduction [6, 7] , data consolidation [8] , etc., all the researches include important findings concerning the properties satisfied by data. However, the findings are not directed at decision-making. This provides the space for further exploration. Thus we will focus our discussion on the problem linked with decision analysis.
In order to do this, it is necessary to review the composition of a decision system. This is also due to the consideration of introducing samples, each of which will be used to describe the properties that some data possess. On the basis of this, if a decision system is used as a reference model to support the comparison of properties with a sample, then it is possible to base decision-making on samples. Although some researches in machine learning [9] take samples as the focus, the samples to be introduced by us will be based on a decision system, of course, will have their own form and display the special characteristics.
The above discussion indicates that our research will involve decision-making which will be based on samples. Because the samples will depend on a decision system that contains decision attributes, the decision-making must be bound up with the attributes that are associated with conclusions. In this case, when a decision system contains many decision attributes, it may be difficult to get a clear conclusion from premises. Thus how to simplify the decision process is of interest to us. To deal with the problem, we consider decomposing the decision system into subsystems in which the decision analysis will be clearer. The decomposition techniques will be integrated with the method we expect to develop in this paper.
Decision Systems and Decision Problems
We have indicated that a decision system will be taken as the research environment in which we will accomplish our tasks. For this purpose, it is useful to recall the composition of a decision system. A decision system is denoted by DS=(U, A, V, f ) [1] , shown as a mathematical structure in which the components U, A, V and f can be explained as follows:
U is a finite set, called a universal set. The elements of it are called data. A is also a finite set called an attribute set in which an element is called an attribute. In addition, A has the form A=C  D and C∩D= , where C is called a condition attribute set, and D is called a decision attribute set. For a  A, a is called a condition attribute if a  C, or a decision attribute if a  D. V consists of finite values and is called an attribute range in which an element is called a value. f : U×A →V is a function from U×A to V, called an information function. For <x, a> U×A, there is the unique value a) ). This means a is a function from U to V. Thus any attribute a ( A) is actually a function and is called an attribute function. In addition, a is called a condition function if a  C, or a decision function if a  D. Besides, in the expression a(x) = v, the value v is also called an attribute function value.
A decision system can be expressed by a table which is called the decision table of the decision system. For example, Table 1 shows a decision system. 
If DS=(U, A, V, f ) denotes the decision system in Table 1 , then the table indicates that U={x 1 , x 2 ,
Generally, for a decision system DS=(U, A, V, f ), the universal set U consists of a large number of data, and the attribute set A contains many attributes. In this case, DS=(U, A, V, f ) is a huge database system. In particular, if D contains many decision attributes, the numerous attributes may cause a conclusion to be unclear, or make us encounter difficulties in decision-making.
To cope with the difficulties, we consider creating a research environment that will incorporate the decomposition of the decision system into subsystems. To this end, we now connect the information of a decision system DS=(U, A, V, f ) with samples which will be applied to decision analysis.
Sample. In the decision table of a decision system DS= (U, Sample Item. Given a sample (x, u 1 ,
, then they are referred to as homogeneous samples. In this case, the number of u 1 , u 2 ,…, u m is the same as the number of w 1 , w 2 ,…, w m , and the number of v 1 , v 2 ,…, v n is the same as the number of z 1 , z 2 ,…, z n .
Condition Sample. Let (y, w 1 , w 2 ,…, w m ) be a vector, and (x,
If the number of w 1 , w 2 ,…, w m is the same as the number of u 1 , u 2 ,…, u m , then the vector (y, w 1 , w 2 ,…, w m ) is called a condition sample of DS=(U, A, V, f ), and y is called a condition sample item of (y, w 1 , w 2 ,…, w m ). Consider the decision system DS=(U, A, V, f ) in Table 1 . For Table 1 is (x 1 , 1, 2; 2, 1) that is a sample of the decision system, where x 1 is the sample item of (x 1 , 1, 2; 2, 1), the values 1, 2 are the condition function values, and 2, 1 are the decision function values of the sample. The vector (x 1 , 1, 2) is a condition sample of the decision system.
As stated above, a decision system DS=(U, A, V, f ) can be regarded as the system consisting of the information related to premises and conclusions. The correspondence from some premises to a conclusion is often viewed as decision-making. Now by samples and condition samples of DS=(U, A, V, f ), we can give a formal description for decision-making.
Match. Let (y, w 1 , w 2 ,…, w m ) be a condition sample, and (x, Thus the decision-making identified by a condition sample in a decision system means the process to find a sample such that the condition sample is matched with it. At the same time, the decision-making is also relevant to the decision function values which are taken as the decision conclusion of the condition sample item. These provide us with the content for further discussion.
Decision-Making and Decomposition of a Decision System
A decision system can be regarded as such a one composed of a series of homogeneous samples. If a decision system is taken as a reference model, then for a condition sample of it, we can examine whether there is a sample of the decision system such that the condition sample is matched with it. Consider the decision system DS=(U, A, V, f ) in Table 1 . (x 3 , 3, 1; 2, 0) and (x 4 , 3, 1; 3, 0) are samples of it. The condition function values of them are all 3, 1. However, their decision function values are 2, 0 and 3, 0. Now, if (y, u 1 , u 2 ) is matched with (x 3 , 3, 1; 2, 0), namely u 1 =3 and u 2 =1, then (y, u 1 , u 2 ) is also matched with (x 4 , 3, 1; 3, 0). In this case, the decision conclusion of y encounters the problem of choosing 2,0 or 3,0. Generally, for a decision system DS=(U, A, V, f ), if (y, w 1 , w 2 ,…, w m ) is a condition sample of it, the decision-making identified by (y, w 1 , w 2 ,…, w m ) in DS=(U, A, V, f ) may be relevant to different decision conclusions of y. The following is the summary of it:
Definite Decision-Making. The decision-making identified by (y, w 1 , w 2 ,…, w m ) is definite in DS=(U, A, V, f ) if the decision conclusion of y is unique.
Indefinite Decision-Making. The decision-making identified by (y, w 1 , w 2 ,…, w m ) is indefinite in DS=(U, A, V, f ) if the decision conclusion of y is not unique.
To develop the method to distinguish the definite decision-making from the indefinite one, we consider decomposing a decision system into subsystems, each of which contains only one decision attribute. On the basis of this, we consider transferring decision-making from the decision system to the subsystems in which the definite or indefinite analysis on the decision-making will be clearer. The decomposition techniques will be integrated with the decision analysis, and contribute to the formation of the decomposition method.
Let DS=(U, A, V, f )=(U, C  D, V, f ) be a decision system, where A=C  D and C∩D=. The following discussion will mainly focus on the decision attribute set. So let us say D={d 1 , d 2 ,…, d n }. In this case, the decision system DS=(U, C  D, V, f ) has the form DS=(U, C  {d 1 , d 2 ,…, d n }, V, f ).
For 2,…, n) , we construct such a decision system:
For simplicity, we also use f to denotes f i , thus
Therefore, if a decision system DS=(U, C  {d 1 , d 2 ,…, d n }, V, f ) contains n decision attributes, then we can decompose it into n subsystems:
Each of the subsystems contains only one decision attribute. Obviously, the n subsystems can also be combined into the original system DS=(U, C  {d 1 , d 2 ,…, d n }, V, f ).
Because the condition attribute set C in DS=(U, C  {d 1 , d 2 ,…, d n }, V, f ) is the same as that in 2,…, n) . In this case, if the condition sample (y, w 1 , w 2 ,…, w m ) is matched with (x, u 1 , u 2 ,…, u m ; v 1 , v 2 ,…, v n ), then (y, w 1 , w 2 ,…, w m ) must be matched with (x, u 1 , u 2 ,…, u m ; v i ).
Conclusions on Decision-Making
The decomposition or combination between DS=(U, C  {d 1 , d 2 ,…, d n }, V, f ) and DS i =(U, C  {d i }, V, f ) (i=1, 2,…, n) provides the environment which makes it possible to transfer decision-making from the decision system (or subsystems) to the subsystems (or decision system). This makes it poosible to simplify the decision analysis. Consider the following conclusions:
Conclusion 2. The decision-making identified by (y, w 1 ,
Here we do not prove the conclusions. We now give the verification on them based on the decision system DS=(U, C  {d 1 , d 2 }, V, f ) in Table 1 . In this case, DS=(U, C  {d 1 , d 2 }, V, f) can be divided into DS 1 =(U, C  {d 1 }, V, f ) and DS 2 =(U, C  {d 2 }, V, f ) shown in Table 2 and Table 3 respectively. 
Given a condition sample (y, 1, 2) of DS=(U, C  {d 1 , d 2 }, V, f ) that is the decision system in Table 1 , consider samples (x 1 , 1, 2; 2, 1) and (x 2 , 1, 2; 2, 1) of the decision system. The values 1, 2 in (y, 1, 2) are the same as the condition function values 1, 2 in (x 1 , 1, 2; 2, 1) as well as in (x 2 , 1, 2; 2, 1). Thus (y, 1, 2) is matched with both (x 1 , 1, 2; 2, 1) and (x 2 , 1, 2; 2, 1) which are all the samples of DS=(U, C  {d 1 , d 2 }, V, f ), and take 1, 2 as the condition function values. Because the decision function values of (x 1 , 1, 2; 2, 1) and (x 2 , 1, 2; 2, 1) are all 2, 1, the condition sample item y takes 2, 1 as the decision conclusion that is unique. Thus, the decision-making identified by (y, 1, 2) is definite in Table 2 . The condition sample (y, 1, 2) is matched with both (x 1 , 1, 2; 2) and (x 2 , 1, 2; 2) which are samples of DS 1 =(U, C  {d 1 }, V, f ). In this case, y takes 2 as the decision conclusion that is unique. The decision-making identified by (y, 1, 2) is definite in DS 1 =(U, C  {d 1 }, V, f ). Similarly, for the subsystem DS 2 =(U, C  {d 2 }, V, f ) in Table 3 , it is easy to know that (y, 1, 2) is matched with both (x 1 , 1, 2; 1) and (x 2 , 1, 2; 1) which are samples of DS 2 =(U, C  {d 2 }, V, f ), and the decision conclusion of y is 1 that is unique. Thus the decision-making identified by (y, 1, 2) is definite in DS 2 =(U, C  {d 2 }, V, f ). Therefore, the decision-making identified by (y, 1, 2) is definite in DS=(U, C  {d 1 , d 2 }, V, f ), as well as is definite in both DS 1 =(U, C  {d 1 }, V, f ) and DS 2 =(U, C  {d 2 }, V, f ). This is the verification of Conclusion 1.
Also consider the condition sample (y, 3, 1). It is matched with (x 3 , 3, 1; 2, 0) and (x 4 , 3, 1; 3, 0) that are samples of DS=(U, C  {d 1 , d 2 }, V, f ). In this case, the decision function values 2, 0 of (x 3 , 3, 1; 2, 0) and the decision function values 3, 0 of (x 3 , 3, 1; 3, 0) are all decision conclusions of y, therefore the decision-making identified by (y, 3, 1) is indefinite in DS=(U, C  {d 1 , d 2 }, V, f ). Now consider (x 3 , 3, 1; 2) and (x 4 , 3, 1; 3) which are samples of DS 1 =(U, C  {d 1 }, V, f ), the subsystem in Table 2 . The condition sample (y, 3, 1) is matched with both (x 3 , 3, 1; 2) and (x 4 , 3, 1; 3) in which 2 and 3 are the decision conclusions of y. Thus the decision-making identified by (y, 3, 1) is indefinite in DS 1 =(U, C  {d 1 }, V, f ). From the discussion we know that the decision-making identified by (y, 3, 1) is indefinite in DS=(U, C  {d 1 , d 2 }, V, f ) and is also indefinite in DS 1 =(U, C  {d 1 }, V, f ). This is the verification of Conclusion 2.
Conclusions 1 and 2 tell us that the decision-making identified by a condition sample in a decision system can be equivalently transferred to subsystems, each of which contains only one decision attribute. The only one decision attribute certainly make the decision analysis more clear. In particular, if the decision-making identified by a condition sample is indefinite in a decision system, then there is a subsystem including only one decision attribute such that the decision analysis can be carried out in the subsystem, which inevitably simplifies the analysis process.
Summary
The technique of decomposing a decision system into subsystems, and the approach to transferring decision analysis from the decision system to subsystems show the work we have done in this paper. What we do originates from our interest in decision problems. Our understanding gives us the idea to base the decision analysis on a decision system that is viewed as a reference model. The decomposition method not only relates to the relationship between a decision system and subsystems, but also involves the decision analysis concerning the sample decomposition. In this paper, samples, condition samples, decision conclusions and decision analysis support the development of the decomposition method which leads to the conclusions, and makes it possible to simplify the decision analysis.
