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RÉSUMÉ
Méthodologie de modélisation pour l'analyse de la dynamique non-linéaire et
l'optimisation des protocoles et dispositifs de stimulation électrique
Élément clé de la technologie biomédicale du présent et encore plus du futur, la stimulation
électrique (SE) sert pour des thérapies avancées et pour restaurer des fonctions du système
nerveux. Ainsi, on pourra prédire les eﬀets systématiques de la SE seulement grâce à une
modélisation systématique.
En applicant une approche synergiste, ce travail considère dans leur ensemble ses principaux
sous-problèmes. Les approches et les outils choisis fournissent les bases d'une méthodologie de
modélisation, recherche et développement. La stimulation en boucle fermée - actuellement
un sujet d'actualité en SE, fournit la ligne directrice à travers les questions individuelles.
Celles-là sont traitées dans l'ordre suivant:
En premier lieu, sur la façon d'identiﬁer des formes d'onde optimales - qui assurent les plus
faibles courants de stimulation. L'eﬃcacité énergétique des solutions a un impact direct sur
plusieurs aspects connexes du génie biomédical. La recherche dans ce domaine a souvent
(et presque exclusivement) eu recours à la simulation numérique et aux méthodes itératives
d'optimisation paramétrique - c'est-à-dire à des calculs coûteux, dont l'issue est incertaine
(minima locaux et selon modèle). Nous avons exploité un principe variationnel connu surtout
en physique et dit de moindre eﬀort. Ainsi, nous avons calculé de façon analytique la trajec-
toire temporelle du potentiel pour un modèle général de membrane excitable. On a démontré
comment celui-ci peut être globalement optimal. Alors - à partir des modèle et protocole con-
crets donnés, on déduit la forme d'onde spéciﬁque à eﬃcacité énergétique optimale. La
solution est indépendante du modèle par sa construction. Nous illustrons l'approche par un
large éventail d'exemples et situations avec des modèles ioniques populaires de la littéra-
ture. L'itération couteuse et incertaine est remplacée par une seule quadrature d'un système
d'équations diﬀérentielles ordinaires. L'approche est en outre validée par une comparaison
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générale avec les résultats classiques par simulation et optimisation numérique. Ceux-là ont
été obtenus à partir de la littérature. On a aussi nos propres résultats du même type, qui sont
basés sur la commande optimale avec un horizon temporel ﬁni. L'application du principe
de moindre action a été également associé à des principes généraux d'optimalité en SE. Par
exemple, la stimulation d'une longue durée est beaucoup plus sensible à la forme d'onde,
alors que la plus simpe forme d'onde - la rectangulaire, est le plus souvent optimale pour les
courtes durées.
Deuxièmement, nous utilisons l'analyse dynamique non linéaire pour répondre à la question:
Comment la distribution des types de canaux ioniques aﬀecte-t-elle les régimes dynamiques
neuronales et - de là - l'excitabilité et la période réfractaire? Diﬀérents sous-types de canaux
ioniques sodiques voltage-dépendants (Nav) jouent des rôles fonctionnels distincts par rap-
port au déﬁs évolutifs du développement et le métabolisme. On a identiﬁé un important
méta-paramètre de généralisation. Il représente une propriété physique fondamentale - la
valeur du voltage membranaire à laquelle environ 50 % des canaux Nav d'un sous-type
donné sont asymptotiquement activés - et donc, qui est un facteur déterminant la fonction.
La variation continue de ce méta-paramètre est alors liée à des propriétés dynamiques non
triviales de la famille ainsi paramétrée des canaux ioniques étudiés. Cette analyse fournit des
ponts vers l'interprétation éclairée des observations expérimentales.
Troisièmement, un modèle pour simuler l'activation du cortex visuel primaire, par la stim-
ulation sensorielle, est développé. Ses paramètres sont ajustés pour produire des prévisions
en bon accord avec les données observées de façon expérimentale. Ensuite, nous examinons
les patrons de connexion inter-laminaire et d'autres caractéristiques de la dynamique du sys-
tème résultant. Cela permet de valider le modèle aﬁn de l'utiliser dans la conception de
prothèses visuelles corticales. Pour ce faire, l'entrée thalamique sera remplacé par une SE di-
recte de chacune des couches corticales modélisées - et qui viserait, par commande optimale,
une activation aussi "naturelle" que possible. Ici, intervient de nouveau le sous-problème
d'identiﬁer des ondes optimales de faible puissance. Ceci ferme donc la boucle des prin-
cipaux sujets d'intérêt. Le modèle porte également sur des questions fondamentales: Est-ce
que la couche IV constituerait toujours la cible primaire de la stimulation? En d'autres ter-
mes, le modèle de micro-circuit fonctionnel canonique mis en place par l'évolution - et connu
à partir des travaux anatomiques publiées et les estimations numériques de la connectivité
inter-laminaire, déterminerait-t-il de manière unique les tendances spatio-temporelles les plus
eﬃcaces d'activation?
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ABSTRACT
Electrical stimulation (ES) is and will be even more a key part of biomedical technology -
for advanced prosthetics and therapies. For such purposes and given the underlying system
complexity, its eﬀects are to be robustly modeled, studied, and predicted.
This work's primary goal is to identify the key features of eﬃcient low-power ES. Identi-
ﬁcation of optimal low-stimulation-current waveforms impacts on the related medical and
engineering eﬃciency. The latter has typically been addressed through computationally ex-
pensive iteration with uncertain and highly-variable outcome. To do better we also strived to
achieve knowledge, understanding and insights by computational modeling at diﬀerent scales
- from single-neuron excitability to population activity patterns. Motivation for working at
a neural population scale was provided by the need of a validated computational model to
provide an in silico testing environment toward the design of cortical visual prostheses. In the
latter, sensory thalamic input would be replaced by optimal-control-based direct ES of mod-
eled cortical laminae - toward evoking natural-like activity patterns. Therefore, once again
one encounters the subproblem of optimal low-power ES-current waveforms, which "closes
the circle" of the main topics of interest. Such population-scale model also provides for fun-
damental questions like: Would lamina IV remain the primary stimulation target? Assuming
a neocortical canonical functional micro-circuit is indeed put in place by evolution, would it
determine uniquely the most eﬃcient spatio-temporal patterns of activation?
This purposes provided the "red-thread" through the individual questions, whose answers -
using appropriate approaches and tools (incl. original ones that we developed), constitute a
research-and-development framework. The gist of results is as follows.
To determine eﬃcient low-power ES, we employed the Least-Action Principle (LAP) of vari-
ational calculus. Thus we were able to derive in closed form a general solution for the globally
optimalmembrane-potential growth trajectory. Then for a given ionic-current model and pro-
tocol, one easily obtains the speciﬁc energy-eﬃcient ES current waveform. Such a solution is
model-independent by construction. The approach has been demonstrated successfully with
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the most popular ionic current models from the literature. Costly and uncertain iteration is
replaced by a single quadrature of a system of ordinary diﬀerential equations (ODE's). The
approach was further validated through a general comparison to the conventional simulation
and optimization results from the literature. To these approaches we have also added one of
our own, based on ﬁnite-horizon optimal control. Applying the LAP resulted in a number of
general ES optimality principles.
Diﬀerent voltage-gated sodium ion-channel subtypes play distinct functional roles in evo-
lutional, developmental and metabolic challenges. To address the question: How does the
Nav ion-channel type distribution aﬀect neuronal dynamic regimens, excitability and refrac-
toriness? we used nonlinear dynamics analysis. A key meta-parameter was derived, which
captures a key physical property - the membrane voltage level at which about 50% of the
channels of a given subtype are asymptotically activated - a likely prime determinant of func-
tion. Continuous variation of this meta-parameter was linked to fundamental, computational
and empirical properties of the studied parameterized family of ion channels. This analysis
provided bridges toward the informed interpretation of the experimental observations.
We developed a computational model of primary visual activation by sensory stimulation,
whose architecture was constrained by the existing knowledge about the quantitative neocor-
tical anatomy. Such published anatomical accounts appears to support the canonical micro-
circuit concept. Inter-laminar connectivity in the model was estimated numerically through
data-driven parameter identiﬁcation - toward approximating experimentally observed cat
electrophysiology data.
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FSA Forward sensitivity analysis; see also ASA
HH or HHM Hodgkin and Huxley's [model of excitable membranes]
ICMS intra-cortical micro-stimulation
IM the Izhikevich model
LAP the Least-Action Principle
LM the Linear sub-threshold model; also known
in computational neuroscience as leaky integrate & ﬁre
LFP Local Field Potential; see also MUA
LGN Lateral geniculate nucleus (of the thalamus) -
relay between RGC's and V1 (see below)
LHS Left-hand side
LIF Leaky integrate-and-ﬁre [single-neuron model]
LMM Linear mixture model
LSM Linear sub-threshold model
LSQ Least-squares [optimization problem]
LTI Linear time-invariant [dynamics]
MRG the McIntyre, Richardson, and Grill model
ML or MLM Morris and Lecar's [model of the barnacle giant muscle ﬁber]
MUA [Neural] Multi-unit activity; see also LFP
OC Optimal-Control
ODE Ordinary Diﬀerential equation; see also PDE
PDE Diﬀerential equation involving partial derivatives; see also ODE
PO Periodic orbit (or limit cycle) - Closed dynamic trajectory
(starting and ending at the same point in phase space)
The period of the PO may be ﬁnite or →∞.
In the latter case it may be a hetero- or homo-clinic
(starting and ending at either two distinct FP's,
or the same single half-stable FP, respectively)
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Commonly used abbreviations (cont.)
PSC Post-synaptic current [excitatory or inhibitory]
ePSC excitatory PSC
iPSC inhibitory PSC
PSP Post-synaptic potential [excitatory or inhibitory]
ePSP excitatory PSP
iPSP inhibitory PSP
PSTH [average] Peri-event Spike-Timing Histogram
[for a population or single neuron]; see also SR
PTC phase transition curve
RF [Retinotopic] receptive ﬁeld
RGC Retinal ganglion cells; see also LGN, V1
RHS right-hand side
RN Ranvier node
RHS right-hand side
SC Superior colliculus [tectal oculomotor brain structure]
SD strength-duration [curve]
SNN or SNNM Spiking neural-network [model]
SNR Signal-to-noise ratio
SR Spike rate; see also PSTH
STDP spike-time-dependent plasticity
s.t. such that
TF [linear transfer] function (TF)
V1 Primary visual cortex; see also LGN, RGC
VAF [Data] Variance-Accounted-For, expressed as percentage ﬁgure
less than or equal to 100 % (for the ideal ﬁt)
w.r.t. with respect to
1INTRODUCTION
The life of more than forty million blind people in the world may be dramatically improved
by the advent of functional visual prostheses [1, 2]. Toward this very important and complex
collective-dream device, the present doctoral thesis focuses on optimal low-power electrical
stimulation (ES) and on modeling primary visual cortex (V1) for ES purposes. This is
a highly-multi-disciplinary venture. It requires mastering the ﬁrst principles, as well as the
most recent advances, in several very distinct science ﬁelds: visual and cross-modal perception
[3], biophysics and electrophysiology, electrical, micro-electronics and control engineering,
numerical methods, variational calculus and mathematical programming.
Introductory concepts and deﬁnitions
Venturing to do a doctorate in ES, the foremost question was which place in the multi-
disciplinary team to ﬁll in. One could have been to use control engineering insights in
ES in order to evoke optimal visual percepts. As part of the predoc-exam a report was
dedicated to the principles of visual function - psychology and psychophysics of perception,
and its underlying neurophysiology. Many engineering disciplines are related to vision: from
photography and television to computer vision and artiﬁcial intelligence (AI). While the
former may draw some essential knowledge from the psychophysics of visual perception, the
latter often build their computer algorithms without too much delving into the biology of the
central nervous system. Examples can be found even among the best of the trade. To provide
behaviorally meaningful information to the blind (shape, motion, depth, or even the simplest
pixel-like phosphenes), the design of prosthetic devices has to stem from solid knowledge
of the internal workings of the visual system. Furthermore, the particular spatiotemporal
patterns of cortical activation, that underlie visual perception, need to be produced artiﬁcially
through electrical stimulation using arrays of micro-electrodes. Hence, biophysics of this
bioelectrical interaction have to be well understood. Only this way can progress be made in
2promoting further vital understanding of brain function, and in making the instrumentation
more adequate.
The key challenges
In order to set up and solve optimal control problems applied to artiﬁcial vision, the neural
dynamics - the nonlinear dynamics of excitable cortical cell populations, as well as their
relationship to both natural visual percepts and artiﬁcial stimulation need to be well under-
stood. And speciﬁcally, by the time this thesis work was initiated, the state of the art of
ES in the central nervous system (CNS) precluded going directly to ﬁll in the above team
position for an engineer with control-theoretic background. The required more fundamental
knowledge has not reached the maturity of an engineering input yet. Visual prostheses could
not yet be designed at any level of even theoretical precision, without a considerable empirical
(trial-and-error) penchant, which was neither available, nor considered ethically too viable.
The key goals
This work evolved from a desire to gain fundamental knowledge, to address the less explored
aspects toward insight and understanding.
The key purpose of this work is fourfold:
First, an analytic review of the highly relevant literature, whose knowledge is instrumen-
tal to this project. This is a study of the strengths and weaknesses of the reviewed
methodologies and their results - which become our baseline.
Second, to achieve an advanced knowledge and understanding of the phenomena, which
occur at the level of a single cortical cell, and which determine excitability and the
overall ICMS eﬀects.
Third, based on the knowledge acquired along the above goals, develop general approaches
to solve the energy-optimal ES problem. Such approaches naturally become the ﬁrst
building blocks toward a simultaneously theoretical and practical research-and-development
framework.
Fourth, to study the dynamics at the scale of whole neural populations and gain insights
into their functional role in both unimpaired cortical function and as mediators of
3artiﬁcially conveyed visual information
These key goals were further developed into speciﬁc ideas on methodology and original con-
tributions.
Thesis layout
This document proceeds as follows:
Chapter 1 proceeds with the analytic review of the most relevant literature.
Chapter 2 presents a synthesis of the original contributions, the key results and insights.
Chapter 3 provides a general discussion of the thesis in the light of its principal goals.
the Conclusions and Recommendations provide a general summary, specify the present
limits of use and applicability and introduces future-work directions.
the Global References is a complete and alphabetically-ordered bibliography referenced
across this document, including the three APPENDICES.
APPENDICES A, B, C are textually identical copies of three peer-reviewed papers. These
form the main body of original contributions achieved during this doctorate. These are
typeset for compact attachment. They do not have separate bibliographies. For reader
convenience, the front-matter list of acronyms and abbreviations was composed from
a global merge from the papers' tables containing similar content. Some duplication
is inevitable. The most essential methods, results and discussion ﬁgures may also be
presented as part of the main 3 chapters, while always providing an explicit mention
to the matching paper ﬁgure.
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ANALYTIC LITERATURE REVIEW
1.1 State of the art
The following sections each focus on speciﬁc aspects of the key topics and problems, addressed
in this thesis work. Namely, the current theory and practice of electrical stimulation; the
Hodgkin-Huxley model - arguably the most widely used and applicable; the existing knowl-
edge about neocortical anatomy and its implications for computational modeling of visual
neural dynamics.
Here, we'd like to sketch the big picture of state of the art contemporary to the time of this
writing, which determines the main directions and approaches taken in this work.
First, about the ﬁrst principles of electrical stimulation and more speciﬁcally intra-cortical
micro-stimulation. Despite a century or two of ES theory and practice, the ﬁeld is
lacking exact 'recipes' how to activate selectively a targeted of the neural tissue, and
about which are the key levers that determine success or failure. The very sparse and
widely distributed activation of neurons that has been observed, when stimulating at
various cortical sites, asks for viable explanations and adequate predictive hypotheses
and models.
Seminal theoretical and experimental work has relatively very recently been done in
this direction. New knowledge, acquired from the cloning, assessing and labeling of
ion-channel subtypes, suggests the existence in the initial axonal sections of narrow
'bands' where the most excitable sodium ion-channel subtypes are expressed in a much
higher multiplicative proportion. Model simulations have shown that action potentials
are initiated within this band even for stimulating electrode locations far from it. The
5latter case naturally involves the use of higher ES current and loss of selectivity - i.e.
activation of non-targeted ﬁbers, which happen to be close by.
Second, to build a functional model of neural activation in visual cortex, one needs to obtain
an expert's view of black and white fact about the neocortex. The general perspective
is that quantitative knowledge about cortical anatomy is largely insuﬃcient. Pioneer-
ing meticulous microscopic studies, which spanned the twentieth century - from Cajal
and Lorente de Nó to Szentágothai, revealed a biological system of bewildering neu-
ronal diversity and connectionist complexity. However, most of these results remained
qualitative and hence also less suited for adequate predictive hypotheses and models.
The novel ways to image cortical activity and the explosion of genetic-engineering tools
to trace connectivity provide for big steps in the right direction toward quantitative
anatomical data. Nonetheless, the stamina, focus and self-less dedication of the best
pioneers is still required to go through huge stacks of images to do 3D neurite recon-
struction or count the synaptic boutons of any given type toward quantitative ﬁgures
of connectivity.
The above big picture of state of the art provided rationale for this work to develop models
at both single-neuron and populations scale. It is believed that this eﬀort is not just a
quantitative-anatomy-dependent passive knowledge consumer. By virtue of its generative
quality such modeling has the power to improve the existing hypotheses and estimates,
through validating comparisons of model predictions with empirical data, some of which
to come from novel experiments, designed from model-based premises.
1.2 ICMS Principles & Instrumentation
1.2.1 Direct Sparse and Distributed Activation of Cortical Neurons
Counting from [4] electrical stimulation (ES) is 140 years old. It has been a powerful means
to understand [512] and restore impaired function [1, 2, 1322]. Nevertheless, an 'exact-
science' stance is yet to be achieved as to exactly which part of the neural tissue will come
out activated and why. Histed et al. argue [23] that one of the principal reasons for this
state of aﬀairs is that stimulation interferes with recording. We are in agreement: what
cannot be measured cannot be known. Two-photon Ca2+ imaging was used in [23] to ﬁnd
that ES activated neurons sparsely - over a relatively very large volume of cortical tissue, up
to millimeters away from the stimulation electrode, even with very low currents.
6The key ICMS notions are due to the classic perspective in bioelectricity - i.e. stimulation
leads to a spherical volume around the electrode tip, in which most neurons are expected to be
activated. The radius of the sphere is expected to grow with the square-root of current [24].
According to pioneering observations by Asanuma and colleagues [12], religiously cited for
many years, 10−100µA current activated cells in a radius r = 100−450µm from the electrode.
A stimulation electrode in proximity of the recording site lead to large artifacts. Hence [12]
chose an indirect measure of neural activation based on coherence to action potentials evoked
in distant neurons, which prevented exact knowledge about which presynaptic neurons were
activated, which were the activation loci - i.e. the neural processes where AP's were induced,
and how far the latter were from the stimulating electrode.
Many authors conjecture that axons have the lowest activation threshold [2430]. Obtain-
ing AP responses in stimulated nerve ﬁber or cell, is due to a successful trade-oﬀ between
the amplitude of injected current and pulse-train duration. A systematic exploration of
these 2 parameters yields strength-duration curves [27]. When duration is increased, AP-
evoking (with probability p = 0.5) current amplitudes asymptotically fall to the rheobase
current. Then the chronaxie (also called excitability) of a stimulated excitable preparation
is the duration for injected current equal to twice the rheobase. Pyramidal tract neurons
exhibit chronaxies of 0.1− 0.4ms, [27]. A shorter chronaxie corresponds to a more excitable
preparation (when the latter is stimulated directly). Then according to [2426], axons (with
chronaxies 0.03− 7ms) are more excitable than cell bodies (with chronaxies 7− 31ms ).
Histed et al. [23] suggest that cell processes located close to the electrode tip may be activated
preferentially in the 'densely packed' cortex. As shown by anatomy, locally-projecting intra-
cortical axons (both inter- or intra-laminar) are mostly of the unmyelinated type. Given the
classical tenet that - for such neurons, the axonal initial segment (AIS) should have the lowest
activation threshold, such ﬁndings prodded the 'revision' that many thin axons and dendrites,
that are close to the electrode, are likely to be 'proper candidates for spike initiation'. The
cathodic threshold ratio for thin axons and dendrites is about 1:3, whereas 0.2µm diameter
axons located < 10µm from the stimulating tip can be activated with durations of 0.1ms
with current as low as 2.6µA. The experimental results of [23] are in good agreement with
the modeling estimates in [31].
Also according to [31], direct cathodic excitation of dendrites can happen only with very
strong electrical ﬁelds at close proximity. This constraint is relaxed with the increase of
dendrite diameter. However, low current stimulation will not activate large diameter den-
drites [31], which is in contrast to the inverse recruitment order known in peripheral nerve
stimulation. Overall, spike initiation site for cathodic low-current stimulation appears rather
7close to the electrode. The observations of [23] conﬁrmed both of these insights. Using the
optical technique, it was found [23] that ICMS activated directly a distributed population of
neurons, including cells, whose somata were up to 0.5 − 4mm away from the tip, and even
at nearly threshold currents (4 − 9µA). Furthermore, as current increased, activation did
not continuously recruit cells at greater and greater distance from the electrode tip. The
probability of ﬁnding a responding cell over a larger spatial volume did increase, but an over-
whelming majority of these cells' neighbors did not respond. Hence, this pattern of activation
was called 'sparse'.
Activation occurred through very localized and direct interaction, since any electrode dis-
placement ≥ 30µm completely changed the members in the set of the cells identiﬁed as
activated.
Finally, one is interested in ICMS use toward mimicking natural activation patterns - e.g.
due to aﬀerent sensory input. In the same study [23] ICMS-related activation was compared
to the one observed by natural visual stimuli. The block of excitatory transmission had
a major impact on the visually-triggered activity. Predictably - since ICMS could barely
elicit polysynaptic activation, the excitatory blockade had almost no eﬀect on the patterns
of ICMS-triggered activation in the same preparation.
1.2.2 More facts, insights and generalizations
The bulk-imaging techniques provide new tools toward a better understanding of complex
phenomena that previously eluded comprehension. Hence, use of multi-electrode arrays and
a better understanding of connectivity are ways toward more functional ICMS. [23] suggest
that ICMS should rely on the brain's own plasticity. Importantly, this was, more or less,
also an approach common to the early human cortical visual prosthetics [1416]. However, in
the ∼ 40 years since, this was not the only way to go [2]. Pioneers were impatient to arrive
at functional artiﬁcial vision, but the drive to help the suﬀering blind may also go through
deeper understanding. ICMS better applicability critically depends on a quantitative grasp
of its eﬀects on the cortical populations. This is particularly true for projects involving the
development and reﬁnement of future clinically-viable therapeutic use of ICMS in humans
[1, 2, 32].
It is also important to note some of the essential restrictions of two-photon Ca2+ imaging to
assess the applicability of their interesting and relevant observations, insights and generaliza-
tions. Somatic Ca2+ reﬂects the number of AP's ﬁred in unit time, rather than subthreshold
8membrane potential Vm. The temporal evolution [Ca2+]i(t) course of somatic concentra-
tion is approximated by the linear convolution of the AP Dirac's with the single-AP Ca2+
impulse-response - rapidly rising and with slow exponential decay [33, 34].
[23] positioned their stimulating electrode within the region and at the same depth as the
imaging plane. In some trials the electrode was placed at a distance of 1−4mm. Importantly,
the glass-pipette electrodes used were very thin (∼ 25µm) and thus deformed and damaged
much less than the more traditional metal electrodes. Constant-current biphasic (charge-
balanced, equal amplitude/phase duration) square pulses were used, lasting 0.4ms(250Hz),
with the negative pulse ﬁrst, in trains of 100 − 815ms. Current amplitude was 10µA or
lower, as inspired by (most recent) perceptual and prosthetic studies in visual cortical areas
[11, 3537]. Near-threshold currents aimed also at minimizing inhibitory recruitment [3840]
and avoid axonal block eﬀects [30]. Data collection at high (31 Hz) frame rates resolved
(after averaging across multiple trials) the rising phase of the response to a ≥ 100ms train.
Similarly to some known EEG paradigms, individual responses could be resolved in the best
trials. Activated cell bodies produced large responses of ∆F/F0 = 20 − 30% (change in
ﬂuorescence relative to baseline ﬂuorescence).
Finally, it is very important to notice that such imaging resolves only somata, but no neurites
- not even axons. Moreover, the resolution is achieved just in a single plane. The neuropil
region (lying between cell bodies) consists largely of axons and dendrites which are below
the resolution limit of in vivo optical microscopes, and are only visible byin vitro EM (e.g.
gold-plated preparations).
9Figure 1.1. Cell Recruitment by Local Axonal Activation
Model of eﬀects at small scales (adapted from Fig.8A in [23]). A small region of directly activated
neural processes near the tip yields a sparse conﬁguration of activated cell bodies (just one shown) at a
distance.
The same ﬁgure also illustrates the point that cells recorded by an (extracellular) electrode are likely to
be diﬀerent from the cells activated when stimulating through that same electrode. See text.
Toward explaining the sparse activation patterns, the eﬀects of small electrode tip displace-
ments were examined (Fig.1.1). Moving the tip ∼ 15µm lead to the activation of two distinct
populations of cells - pre-/post- electrode repositioning. The tissue-sparing glass-pipette elec-
trode corroborated to conﬁrm that indeed tip position was the key parameter. Using a micro-
manipulator the electrode was moved and then relocated back it to its original position, which
produced consistent results (up to the ∼ 1µm precision of the micro-manipulator). Moving
the electrode tip ≥ 30µm almost completely eliminated the overlap of the identiﬁed neurons,
which is an indirect clue that stimulation excited neural processes within a radius of ≤ 15µm.
Importantly, current amplitude change of 1− 2µA changed the number of identiﬁed neurons
- i.e. that were both visible and activated, from zero to ﬁve or more. A classic fact is that
small-diameter axons have higher thresholds than larger ones [24, 30]. However, for small-
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diameter axons, as demonstrated in [30], the slope of the 'percent-activated (from a neural
population) vs current' curve is very steep. Given the constraints of the Histed et al. study
(and esp. the single plane of view) the observed all-or-nothing response is barely surprising.
The directly activated set projects to and synapses onto other neurons. Hence the ICMS-
related postsynaptic spiking [12]. However, low-current stimulation yields less opportunity
for postsynaptic summation to trigger new AP's. Cortical synaptic eﬃcacy is weak, and
many presynaptic ePSP's are required to produce a spike in a postsynaptic target [41].
[23] made interesting predictions and suggestions for issues to be addressed by future ICMS
studies:
Early activation is likely to have bigger eﬀect, due to the synaptic depression induced by
long stimulation trains.
Overall eﬀects will be stronger at facilitating than at depressing synapses - a direct conse-
quence of the above. A very important issue here is whether subcortical (e.g. thalamo-
cortical) projections facilitate more than cortico-cortical projections.
In general, the need to study the impact of a given ICMS protocol on synaptic plas-
ticity [42, 43] through modeling of spike-time-dependent plasticity (STDP) in neuronal
assemblies seems as essential as the study of the electrostatic ﬁeld distribution due
to the stimulation. It is straightforward to justify this claim by picturing a system -
initially perfect from a bioelectric perspective, but where ICMS-related STDP lowers
the synaptic eﬃcacy of excitatory, or triggers more inhibitory drive.
Synaptic recovery time constants are to studied and incorporated. Otherwise stimula-
tion may leave the synapses of stimulated cells in a very depressed state, jeopardizing
the cells' role in essential cortico-cortical interaction. We will return in the next chap-
ters to this very point of interest.
Connectivity patterns speciﬁc to an area are likely to be important. Hence it is now the
time for speciﬁc cortical areas and functions to be targeted.
ICMS is unlike deep brain stimulation (DBS) , where the electrodes' much greater
surface produces a low current density in very large volumes. Hence DBS can re-
cruite huge neural populations, whose many ePSP's are more than likely to produce
indirect postsynaptic activation.
... it is nearly impossible to stimulate single cells using ICMS, is claimed [23]. We
tend to disagree with such over-generalization, which extrapolates beyond the cited
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study's own constraints - namely imaging of only a single plane, and use of a single
electrode. The former constraint greatly reduces the possibility to look for the chron-
axies in a systematic and quantitative way. Furthermore, their citing of other work [44]
is inappropriate, as this very work does not really provide support for the conjecture,
but rather a method to disprove it. Speculation on juxta-cellular (cell-attached) stim-
ulation [45, 46] is also a bit out of the in vivo context.
To achieve consistent eﬀects on the same cells will require exceptional electrode sta-
bility [47], which may be diﬃcult or impossible to achieve in practice. This is another
over-generalization, which is heavily related to the use of a single electrode.
Histed et al. go on to state, that
... most behavioral eﬀects of microstimulation have been in areas with known
columnar architecture, possibly because cells of similar functional properties
lie near one another and are therefore activated together.
But this is an ubiquitous property of most cortical areas, and columnar architecture and
computation within it is therefore a worthy undertaking, likely to yield major results
to greatly furthering ICMS itself.
Cell responses recorded on an extracellular electrode are likely to be diﬀerent from
the cells activated when stimulating through that electrode, Fig.1.1. On the other hand,
ICMS-triggered somatic AP's are obtainable through axonal activation - either ortho-
or anti-dromic, of which the former still relies on neurite structures like the AIS.
The extracellular recording signal reveals AP activity thanks to the relatively large
extracellular potential changes (during a AP), recorded in electrodes close to the cell
body. Moreover, the recording studies are typically biased to the lower (closer to
the white matter) layers of cortex, which contain very large pyramidal cells (typically
projecting outside of the given column), because they are easier to locate, and produce
a better signal-to-noise ratio. However, and as shown in [23], stimulation through that
same electrode would drive more distant cells, whose axon processes happen to pass by
close to the electrode's tip.
However , the larger the soma, the less likely it is that a recording electrode location
would be also appropriate for stimulation.
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1.3 ES Principles
First, we brieﬂy summarize the historical premises. ES' cornerstones were laid a century
ago through empirical assumptions [4850]. Louis and Marcelle Lapicque spent many years
performing lab experiments with multiple physiological preparations [51, 52]. This classical
work led to concepts like strength-duration curve (SD), i.e. the function of AP-evoking
threshold ES current strengths on the durations. The ﬁrst mathematical ﬁt to this empirical
results is attributed to Weiss [30, 48].
ITHR(T ) = b(1 + c/T ) (1.1)
where T is the stimulus duration, b is called the rheobase (or rheobasic current level) and c
is the chronaxie. The most expedite way of introducing the rheobase and chronaxie would be
to point to eqn. (1.1) and notice that:
lim
T→∞
ITHR(T ) = b (1.2)
and
ITHR(c) = 2b (1.3)
i.e. the rheobase is the threshold current strength with very long duration, and chronaxie
is the duration with twice the rheobasic current level. In the pioneering studies electrical
stimulation was done with extracellular electrodes.
Eqn. (1.1) is the most simplistic of the 2 'simple' mathematical descriptors of the dependence
of current strength on duration, and leads to Weiss' linear charge-transfer progression with
T, Q(T ) = T × ITHR = b× (T + c). Both Lapicque's own writings - [4951], and more recent
work are at odds with the linear-charge approximation. Already in 1907 Lapicque was using
a linear ﬁrst-order approximation of the cell membrane, modeled as a single-RC equivalent
circuit with ﬁxed threshold:
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ITHR(T ) =
b
1− e−T/τ = b+
be−T/τ
1− e−T/τ (1.4)
with time constant τ = C/g; C and g = 1/R are the membrane capacity and conductance
respectively.
The second form of eqn. (1.4) is easily obtained by subtracting/adding the term be−T/τ .
From it, when τ  T (and hence e−T/τ → 1):
ITHR(T ) ≈ b(1 + τ/T )
which accounts for the hyperbolic shape of the classic Lapicque SD curve. Originally, eqn.
(1.4) described the SD relationship for extra-cellular applied current. However, the single-RC
equivalent circuit with ﬁxed threshold, where I is the electrode current ﬂowing across the
cell membrane:
Cv˙ + v/R = I (1.5)
can be used with either extra- or intra-cellular stimulation. v = (V − Vrest) is the reduced
membrane voltage with Vrest the resting value of V . From eqns. (1.4) and (1.5), one may
also see that b = g(VTHR − Vrest), where VTHR is the attained membrane voltage at the end
of the stimulation (at time T ).
Notice that the chronaxie c is not explicitly present in eqn. (1.4). Notice also that - with
very short duration T  τ , by the Taylor series decomposition of the exponent (around
T = 0), one may have either ITHR(T ) ≈ bτ/T or ITHR(T ) = b[1 + τ/T ]. Note that these
two diﬀerent simpliﬁcations (and esp. the latter) are 'historical' and depend on which of the
two right-hand sides (RHS') of eqn. (1.4) is used. In the second case only the denominator
is developed to ﬁrst order, while the numerator is truncated at zero-order.
These 'subtleties' are all clearly described in Lapicque's work, but less clearly by one of the
most recent accounts in [53]. The latter review tends to not very clearly make the distinction
between what is readily attributed to Lapicque and his predecessor Weiss. For instance, the
above second approximation throws a bridge to Weiss' empirical formula of eqn. (1.1). I.e.
the latter is a simpliﬁcation of a simpliﬁcation (i.e. of the 1st-order linear membrane model),
capturing best the cases of shortest duration. On the other hand, ITHR(T ) ≈ bτ/T leads to
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a more Lapicque-esque constant-charge approximation. Interestingly, the latter may ﬁt well
also more complex models of the excitable membrane, which take into account ion-channel
gating mechanisms, as well as intracellular current ﬂow, which may be the main contributors
for deviations from both simple formulas.
1.4 The Hodgkin-Huxley model
The Hodgkin-Huxley model recently turned 60 [5456]. Much more recent is the analysis
of its eﬃciency [5763] and other optimality properties (e.g. Hodgkin's maximum velocity
hypothesis [64]). Even the model's very applicability to mammalian neurons - with respect
to metabolic requirements and ﬂexibility of encoding, has been closely reexamined recently
(e.g. [55, 58, 59]).
Voltage-gated sodium (Na+) channels and their modeling are central to the issues at hand.
Essential in the generation and propagation of action potentials in excitable tissues, the Nav
channels contain a transmembrane alpha subunit which forms the channel pore. The latter
subunit's genetic expression proved suﬃcient for the expression of whole functional channels
of a given subtype [65]. Hence Na+ channel nomenclature follows closely that of their alpha
subunit (in this work we use the Nav1.X notation). With the help of gene engineering and
selective expression of speciﬁc Nav1.X channels, signiﬁcant experimental evidence has been
accumulated on their [in]activation and localization properties [6670].
However, with few exceptions, relatively little is known about a "big picture" - e.g. the ways
in which the diﬀerent Na+ channel subtypes are distributed and expressed toward functional
axons in either a developmental or mature stage [66, 70]. An exceptional wealth of evidence
comes from epilepsy research [7176], where Na+ channel mutations have been associated
with either gain-of-function or loss-of-function eﬀects [75] - i.e. increased or decreased neu-
ronal excitability in either excitatory or inhibitory populations (e.g. GABA interneurons or
Purkinje cells). The Nav1.1 subtype, which is hypothesized to undergo such mutations, is
also involved in an important developmental aspect. Namely, it gradually replaces the low
threshold Nav1.3 subtype - which is only expressed during early development or excitable-
tissue injury [69, 70, 77]. Interestingly, both the Nav1.1 and Nav1.3 subtypes are encoded
on chromosome 2q24. Moreover, it is more than tempting to speculate that the more easily
excitable Nav1.3 subtype is desirable during large neural network connectivity formation, but
would lead to dynamic stability issues in an adult highly active and interconnected brain
tissue.
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Why would an action-potential (AP) be primarily initiated closely to the axon hillock and not
that much in other parts of a neuron [24, 31] ? There are both functional and physiological
reasons. First, a neuron performs an integration function to 'decide' whether or not to ﬁre.
To yield an AP the sum of all local currents across the neuron's arbitrarily complex dendritic
tree has to be greater than a certain threshold. Second - to maximize chances that the
physiology would go with the function, evolution has come up with an adequate gamut of
ion-channel types. Third, the ﬁred AP is then set in forward (orthodromic) propagation
along the axon toward its target distal synapses. However the neuron may also want to
modify its own dendritic synapses according to whether or not it was driven to ﬁre. Hence,
a backward (antidromic) AP propagation may also have to take place.
A recent paper [78] modeled two cortex-speciﬁc types of inactivating voltage-dependent
sodium channels (Nav1.2 and Nav1.6) and discussed their diﬀerent role. This work argued
that the diﬀerent excitability and activation regimens of the two types is suggestive of a dif-
ferent functional role. More speciﬁcally, that on one hand, Nav1.2 participates in sustaining
the action-potential (AP) propagation, while on the other hand - the Nav1.6 activation for
lower membrane voltage (V ) values contributes to AP initiation.
Following up on previous work on the subject [24, 30], a recent paper [31] robustly interpreted
and predicted the eﬀects of intra-cortical micro-stimulation (ICMS). A simple compartment
model of a neuron with a straight axis (incl. axis-collinear single straight dendrite, spherical
soma and straight partially-myelinated axon, was used to numerically simulate and analyze
excitability and AP propagation. Toward relevance to cortical stimulation, the model im-
plemented two sodium (Na+) channels subtypes quantitatively described in [78] and found
throughout the mammalian brain. Biologically realistic channel density proﬁles were as-
sumed.
The study demonstrated that the higher presence of the more excitable Nav1.6 subtype in
the axonal initial segment (AIS) made it a preferential site of AP initiation. Moreover, the
lowest activation threshold was achieved when the electrode was placed in close proximity to
the AIS.
Recent advances in experimental cortico-neuronal micro-stimulation suggest that axonal tar-
gets are almost exclusively the ones that are involved, when successfully evoked action po-
tentials are observed. Moreover, massive depression of cortical tissue resulted from applying
stimulation trains at high frequencies [23, 79].
With brief testing pulses, the voltage-dependence of membrane conductance is known to fol-
low the dynamics of the fast opening m gates in the Hodgkin-Huxley model (HHM). For the
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Nav1.6 subtype, [67] and [68] reported V1/2 = −29.2 ± 1.8 mV and V1/2 = −29.4 ± 1.6 mV,
respectively. The same Nav1.6 subtype is modeled in [31, 78] using V1/2 = −41 mV (see Table
B.1). Similarly for Nav1.2, the same modeling studies use V1/2 = −28 mV (see Table B.1),
while [80] estimated V1/2 = −18.32 mV, which is then rather similar to the V1/2 = −13.7±1.0
mV reported for Nav1.1 [68]. Note also that the cited modeling and experimentally observed
data preserve a quite similar relative diﬀerence in V1/2 - between Nav1.6 and Nav1.2. Further-
more, [80] demonstrated the remarkable eﬀects of the pentapeptide QYNAD. At 200 µM
concentration, V1/2 was increased to −9.15 mV - an almost 9 mV shift toward decreased
neuronal excitability. Since QYNAD (Gln-Tyr-Asn-Ala-Asp) is endogenously present in hu-
man cerebrospinal ﬂuid (CSF) [80], such chemical interactions may also occur naturally and
thence have signiﬁcant eﬀects on neural dynamics. It is therefore desirable to model and
systematically explore the eﬀects of V1/2 variation on the nonlinear dynamics of a ceteris
paribus model. Such analysis is of particular interest with respect to excitability and speciﬁc
regimes such as low-frequency repetitive ﬁring.
The HHM has been criticized for being less adapted to mammalian body temperatures and
metabolic needs than to the ones associated with the squid giant axon's [58, 81]. Investigating
a reasonably broad range of V1/2 variation, a rich gamut of dynamic regimes and functional
properties can be observed across a parametric family of Hodgkin-Huxley (HH) models.
These observation conﬁrm the intuition that the V1/2 value - which controls the relative
positions of K+ and Na+ activations, may make the system more or less excitable - through
left- or right-ward shifts of the activating Na+ window current. Moreover, such variations
of the system's driving factors lead more subtle dynamics changes - from the location and
number of equilibria to more complex phenomena (e.g. oscillation, multi-stability etc).
1.5 Anatomically constrained functional model of activation and parametric
identiﬁcation of connectivity in visual cortex
Judging particularly from the impressive artistry of the synthetic stereoscopic reconstructions
by Szentagothai (Fig.1.2), the second half of the twentieth century was a golden age for
meticulous exploration of the microcircuitry of rat and cat visual cortex [8285] . These
studies were no longer subject to the quirky selectivity inherent in Golgi stains - it worked best
in immature material and because multiple cells were impregnated, it was virtually impossible
to trace the same axon from one section to the next. The ﬁrst complete picture of mature
cortical neurons came from studies where single neurons had been injected intracellularly with
horseradish peroxidase (HRP) [86]. Evolving elaborate tracing techniques gave anatomists
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ways to transcend the pure cataloguing and the Cajal-type circuit: which types of neurons,
in which layers are their somata and their projections, dentritic trees and synapses. This still
left too much place for conﬂicting interpretations: e.g. from the individual-dependent tabula
rasa to genetically fully-speciﬁed neuronal networks.
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Figure 1.2. Synthetic stereoscopic views of modular arrangement in the local V1
neuronal circuits
adapted from [82], (with oﬃcial permission from The Royal Society)
refers to the putative excitatory synapses as a.r. (for asymmetric membrane contacts and round vesicles) and to putative
inhibitory synapses as s.f. (for symmetric membrane contacts and ﬂattened synaptic vesicles).
Panel A:
Putative (conventional) inhibitory interneurons and the spatial distribution of their axonal arborizations. Main part of the
diagram at left shows the various types of interneurons in full black, while the inset diagrams (a), (b), (c) at right indicate the
electron microscopic evidence upon which the assumption of the inhibitory nature (s.f. type synapses oﬃbres indicated in dark)
and local origin (persistence in isolated cortex) of the corresponding synapses is based. The large basket cells (l.b.c.) terminate
in thin parallel vertical slices of layers III-Von cell bodies of pyramidal cells. The small basket cells (s.b.c.) of lamina II have
ranges of 100 µm, while columnar basket cells (c.b.c.), may have descending or ascending (or both) axons that terminate within
cylindric spaces of not more than 50 µm diameter. Axonal tuft cells (a.t.c.) of lamina II contact spines of apical dendrites (see
inset (a) with s.f. type terminals in double contacts, (mainly in lamina I, but similar double-a.r.-s.f. contacts are present also in
the deeper layers of the cortex). Chandelier cells (ch.c.) contact mainly the apical dendrite shafts of pyramidal cells (see inset
(b) with s.f. type synapses, while the spines have mainly a.r. type (excitatory) contacts.
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Panel B:
Modular arrangement of excitatory connections and of assumed excitatory interneurons. The large cylinder of diameter 300
µm corresponds to the space of termination of a cortico-cortical (ipsilateral association or contralateral callosal) aﬀerent, apart
from lamina I, where the horizontal spread of the terminal branches may be considerably larger. The ﬂat cylinder of the same
diameter would correspond to the termination space of a speciﬁc (sensory) aﬀerent. Two diﬀerent types of spiny stellates are
shown as monosynaptic target cells of the speciﬁc aﬀerents: SS1 has both an ascending and a descending axonal strand, while
SS2 has only one ascending strand. Microgliform cells (mg.) have more generally descending axon strands of similar diameter
(around 30 µm). They are also potential monosynaptic recipients of speciﬁc aﬀerents, but there is no direct evidence for this. A
typical 'cellule à double bouquet' of Ramon y Cajal (c.d.b.) is shown at upper left, giving rise to a long vertical axon strand of
even smaller diameter. The diagram is an attempt at illustrating a possible mechanism for the selection of individual pyramid
cells, from the relatively widely distributed aﬀerent input, over their apical dendrites embedded into the terminal axon strands
of excitatory interneurons.
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Panel C:
Synthetic stereoscopic view of the modular arrangement of local neuronal connections combined from selected elements of
information shown in more detail in Panels A and B. The stippled spiny stellate (sp.st.) and the microgliform cell (mg.) would
project an excitatory focus in lamina IV, mainly in a vertical direction upwards towards laminae II and III and downwards
towards laminae V and VI, with preferential terminations on vertically orientated dendrites. In the diagram a Martinotti-type
cell (M.c., hatched) is indicated which would project back into lamina I. From the putative inhibitory interneurons (in full
black) two large basket cells (L.b.c.) are included, the axons of which would terminate in the way illustrated in Panel A, but
here orientated at right angles to the ﬁgure plane. Owing to lack of information the aﬀerent sources of the basket cells are
not included in the diagram, but it seems most likely that they are reached by the speciﬁc aﬀerents only disyn8ptically by
side branches of the axons of the spiny stellates. From the other putative inhibitory interneurons the small basket cells (s.b.c.)
exercise their inhibitory inﬂuence upon a few neighbouring II-layer pyramid cells (and possibly on interneurons) in much smaller
spaces, contributing to some 'ﬁne grain' selection of cells in the upper layers. The' chandelier cells' (ch.c) are assumed to exercise
the role of an inhibitory 'choke' upon a group of apical dendrites within the territory of their axon arborization; the speciﬁc
axo-axonic (ax.-ax.c.) at the extreme left is envisaged to act as a ﬁnal output control mechanism for a group of pyramidal cells.
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Based on their extensive results Davis and Sterling had concluded that detailed identiﬁcation
of the synaptic patterns on substantial numbers of adjacent cells, should make it possible to
address directly certain unanswered questions about cortical circuitry [83]. However, now -
more than 35 years later, one has to conclude that such detailed identiﬁcation has proved
exceedingly diﬃcult [86]. It means to determine - with reasonable precision, the number of
cells that project to any given neuron. Here we will not comment further on the clearly
relevant and doable worldwide initiative to develop and use automated methods for solving
the structure of brain circuits at a synaptic level [8790], nor on whether occasional Internet
users or their idling PC's could help accelerate a task initiated more than 100 years ago and
still rather unsolved. In our work we rely on the advances of experimental and computa-
tional neurobiology, modeling and simulation. [91] concluded that 21st-century equivalents
of concepts like Santiago Ramon y Cajal's Neuron Doctrine are lacking:
Without [such concepts] we will inevitably struggle to make sense of our 21st
century observations within the 19th and 20th century conceptual framework we
have inherited.
Such 21st century concepts can be promoted through physics and engineering approaches such
as nonlinear dynamics, systems theory, computational modeling and parameter optimization.
We apply such approaches and tools toward advancing the understanding of recurrent intra-
cortical connectivity and its role in neural activation and stimulus representation.
A widespread assumption is that in the neocortex the proportions of diﬀerent types of neurons
remain uniform across an area and that their patterns of connections are constant [86, 92, 93].
This has given rise to the popular hypothesis that - even though diﬀerent cortical architecton-
ics once gave rise to the widely accepted Brodmann division of neocortex - cortical circuitry is
organized along the same blueprint in the diﬀerent areas. Hence it has similar computational
consequences regardless of the necessarily diﬀerent functional roles of the information being
driven by or driving the neocortex. Hence, multiple authors hypothesized that there is a
canonical local circuit for any given part of neocortex [94, 95], even if according to [86]:
This means that even in a highly specialized column such as those evident in the
rodent barrel cortex, one cannot simply clip out a cylinder of tissue that contains
the whole local circuit, for later reconstruction in silico.
Once again, unresolved anatomical riddles still leave too much place for conﬂicting interpre-
tations. However, keeping in mind that the purpose of quantitative circuit reconstruction is
to understand the functional consequences - i.e. to reverse engineer the brain, given more
elaborate details of the connectivity, it is not so relevant whether we are canonical-circuit
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believers or not. What matters is to identify models which capture the essential traits of
experimental data, and even more to determine which of the identiﬁed connectivity patterns
are necessary or suﬃcient in reproducing key neurophysiological observations.
It is in order to introduce one basic distinction when exploring intra-cortical micro-circuitry.
Thus, one may look at horizontal connectivity - e.g. ocular competition and dominance,
neural networks formed within a given lamina to implement inter-columnar interactions for
stimulus representation. Similarly, one may look at vertical connectivity - i.e. at intra-
columnar interaction. The horizontal connectivity has deﬁnitely struck the fancy of many
more modelers and experimentalists [9699]. Likely as it seemed more directly related to the
encoding of visual information - e.g. as in reciprocal inhibition of competing representations
of say, preferred stimulus orientation [100108]. The vertical connectivity has mostly been
addressed in a series of inﬂuential studies by Douglas, Martin and colleagues [86, 92, 93, 95,
109114].
So far, only a few vertical recording studies provide data with suﬃcient resolution to sustain
related computational models [115]. Some recording studies relate directly to the development
of visual prosthetics [116118]. However some of these focus on horizontal connectivity - e.g.
activation-spread modeling [119, 120]. Horizontal connectivity underlies also most of the
well-known mean-ﬁeld models of cortical activity [96, 121124]. Initially we followed in the
footsteps of [125] - one of the very few existing computational modeling studies of vertical
connectivity using LFP data recorded with multi-electrode probes. As the latter study, we
employ generic systems dynamics model templates that can be used at diﬀerent scale - from
meso- to macroscopic, e.g. [126129].
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Figure 1.3. Possible design of an intracortical implant, adapted from [130]
We work toward a computational model of vertical neocortical processing for use in the design
of a cortical visual prosthesis (Fig.1.2, [131133]). The suggested approach may contribute
to a better understanding of neural signals and encoding.
Consistent with the above goals, the computational model retained toward practical applica-
tions must capture realistically both cortical dynamics and connectivity. A model that just
achieves curve-ﬁtting is no good for at least two reasons. First, relying on incorrect premises
would fail in yielding the desired optimal-control outcomes. And second, an inappropriate
model type would result in meaningless estimates of connectivity. An excellent analysis is
provided by [129]. In this paper two neuron operation regimes are described. A balanced
mode in which the membrane potential V is close to threshold at all times and spikes may
be triggered by rather small ﬂuctuations. And a resting/integrating mode in which V is far
from threshold and spikes may be triggered only by integration of very strong and/or very
synchronized excitation. Clearly, the two regimes have both very diﬀerent sensitivities to the
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synchrony of the inputs, as well as they would imply very diﬀerent connectivity patterns.
Exactly as argued by [91], the anatomically observed connectivity patterns seem to enforce
the balanced hypothesis, which complies with the observed massive cortico-cortical connec-
tivity contrasting to relatively weak sensory aﬀerence even in its principal target lamina
IV. Conversely, the resting hypothesis (assuming either linear or nonlinear activation) would
intuitively require the inverse of the observed connectivity picture.
For all these reasons, the principal model retained here is of the spiking neural-network (SNN)
type [129]. Such models have already been published by the Douglas/Martin group [134, 135],
and contain - amongst other, valuable information on anatomical constraints that apply to
such a model. Other papers by the same group [110, 111] also provide relevant facts about
anatomical connectivity. However, models [134] provide the just right amount and quality of
detail - not too schematic [110], nor too microscopic [111]. Finally, such a model is compatible
with what is "black and white about the grey matter" [91] by implementation.
Even if a given model type accounts relatively well for the observed experimental data pat-
terns, it may still require inadequate levels of connection strengths, or violate anatomical
constraints. For instance,it is now largely accepted that primary sensory input accounts for
no more than 5-10% of the drive to the granular layer, while 70-80% of the drive is provided
by recurrent cortical circuitry. Alternate models covered in the sequel in more detail appear
incompatible with some constraints typical of visual neocortical processing. Special attention
is nevertheless given especially to analytically more tractable models - such as the second-
order linear- or nonlinear-kernel models with static nonlinearity - the ones based on linear
time-invariant (LTI) transfer function (TF), or the non-linear Fitzhugh and second-order
Hodgkin-Huxley kernels [126, 136]. The latter provide a simple model, that can account for
the negative re-polarization phase observed in the LFP data recorded by the intra-laminar
multielectrode probe. Conversely however, the non-linear kernels' inherent post-activation
refractoriness may be an obstacle to their use for describing a rapidly varying mean-ﬁeld at
a macroscopic scale.
The question of the interplay between primary sensory input and recurrent cortico-cortical
interaction is a highly sensitive and important one. From a dynamical systems theory per-
spective recurrence implies loops. Importantly, without the sensory input - which drives all
subsystems into active states there wouldn't any recurrent feedback. This is the case even in
simple LTI systems, and acquires additional signiﬁcance in a highly nonlinear system, where
active states have an "all-or-none" nature. Hence, loops can be created by sensory input and
destroyed by electrical stimulation not in sync with the temporal structure implicit to the
recurrent connectivity at hand.
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Chapter 2
SYNTHESIS
This chapter presents a synthesis of the original contributions and key insights. These stem
from work done in goal-oriented sub-projects, whose results are published or submitted in
three original peer-reviewed ﬁrst-author papers. The latter are attached as appendices A, B
and C, and their principal elements are summarized in the sequel.
In all of these sub-projects my contribution was in the formulation and reﬁnement of ideas,
modeling, programming, optimization - both theoretical and numerical, literature searches
and surveys, and ﬁnally in writing all up. The fraction of the work done was adequate
for a ﬁrst-author role - esp. given that at most times I was fully in charge of such key
deliverable elements as system models formulation, programming, simulation and parametric
optimization.
2.1 The Least-Action Principle for ES optimality
The ﬁrst sub-project focused on optimal low-stimulation-current waveforms identiﬁcation - a
problem that can be addressed through iterative optimization with uncertain outcome. That
is, the attained energy minima could be only local - i.e. shallow and spurious, model-speciﬁc
etc. We exploited a variational principle known - predominantly in theoretical physics, as
the Least-Action Principle (LAP). It consists in establishing an equivalence between an op-
timization criterion and a description in closed form (e.g. ordinary diﬀerential equations)
of a dynamical system which is a global minimizer of the criterion. The LAP-based ap-
proach resulted in a number of general ES optimality principles. Their applicability was
also demonstrated to the excitable-tissue model extension from single-compartment (space-
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clamp) to higher-dimensional multi-compartment models. There the dynamical description
generalizes to diﬀerential equations in partial derivatives and globally optimal ES results in
an invariant spatial proﬁle of the membrane voltage at the end of stimulation.
As pointed out in the introduction, energy-eﬃcient waveform identiﬁcation through numerical
optimization has limitations. It is subject to an uncertain quantitative equivalence between
the model used and the real-application system. A minimal parameter change may preclude
the use of a just computed waveform, which is no longer able to elicit an AP in the excitable
target. Moreover, most iterative algorithms provide no guarantee concerning the global
optimality of the achieved solutions. Finally, such approach provides little insight about the
key factors at play, such as - for instance, the threshold value of membrane potential, whose
crossing triggers an AP.
The search for optimal low energy solutions is encountered in multiple other physical domains,
where it has been addressed through the LAP [137]. Applying the LAP, at ﬁrst we used very
simple models to derive our key analytical results. We then identiﬁed generally applicable
optimality principles. Finally, we demonstrated how these principles apply also to far more
complex and realistic models and simulations.
The general model template describes an ES target in a single spatial location of excitable-
tissue (or alternatively - a space-clamped neural process). Four most popular speciﬁc ionic-
current models can then be plugged into the template. The introduced ionic-current model
properties are analyzed to gain important insights into the solution of the main problem at
hand - such as the conditions for the existence of a ﬁnite AP initiation membrane-voltage
threshold. Two very diﬀerent ways to identify energy-eﬃcient waveforms are presented last.
One relies on a standard numerical optimal-control (OC) approach. The other outlines the
LAP in its ES form and is used to derive a general analytic solution for the energy-optimal
trajectories in time of the membrane-potential and stimulation-current.
The results of actually applying either OC or the LAP are model-speciﬁc. We provide a
detailed optimality analysis for either the simple or more realistic models. Comparisons
between the two types of approaches, and the quality of their solutions, are made.
For the equivalent circuit of Fig. 2.1, IS is the stimulation current. IC is the capacitive
current, whose direction is as shown on the Figure when the excitable-membrane's potential
is being depolarized. The algebraic sum of all the ionic and all axial currents is represented by
IΣ = IION + Iaxial, where Iaxial stands for the algebraic diﬀerence (divergence) of in- and out-
going axial currents. In the sequel we will use the notation u(t) = IS(t) for the stimulation-
current waveform. It is the system input to reﬁne, in order to achieve the desirable outcome
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Figure 2.1. Excitability model template: The equivalent circuit represents the
simpliﬁed electro-dynamics of an excitable membrane.
(identical to Fig. A.1)
IS is the intra-cellular stimulation current. IC = CV˙ is the capacitive current. The direction of the
latter is for a case of depolarizing the membrane's voltage (i.e. the inside of the cell wall becoming more
positive). The algebraic sum of all the ionic and all axial currents is represented by IΣ = IION + Iaxial,
where Iaxial stands for the algebraic diﬀerence (divergence) of in- and out-going axial currents.
- reliable triggering of AP's in the excitable system.
Thus, all the currents are linked by the ﬁrst Kirchhoﬀ circuit law (please see Appendix A for
more details):
u(t) ≡ IS(t) = IC(t) + IΣ[V (t), x(t)] = CmV˙ + IΣ(V, x) (2.1)
where - in the most general form, IΣ depends on membrane voltage V (t) and on the state
vector of the ionic channels' gate variables.
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Figure 2.2. Resting-state IION,0(V ), asymptotic-state IION,∞(V ) IM currents
(as the Box in Fig. A.5)
Markers at VREST = -70, VTHR,0 = -55 and VTHR,∞ = -50 mV .
Appendix A introduces four zero-dimensional (0D) speciﬁc single-compartment (or space-
clamp) ionic-current models.
the Linear sub-threshold model (LM) of eqn. (C.10) - a model was extensively used
by the ES pioneers for the derivation of analytic expressions for the experimentally
observed strength-duration (SD) curves.
Even if it accounts surprisingly well for the sub-threshold variation of the membrane's
potential, this model cannot ﬁre AP's or otherwise account for the highly nonlinear
dynamics of the excitable-membrane around and beyond the ﬁring threshold.
the Hodgkin-Huxley-type model (HHM) of eqns. (A.9) and (A.10)
the Izhikevich model (IM) of eqns. (A.11) and (A.12) - a further simpliﬁcation of the
HHM
the HH-type model of the Ranvier nodes (RN) -
in the multi-compartment MRG model, given by eqn. (A.13)
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2.1.1 On the existence of the AP-ﬁring threshold
Ionic-current descriptions may diﬀer. Whichever we may choose, to elicit an AP, the mem-
brane's potential V (t) needs to ﬁrst be depolarized to some threshold value VTHR, beyond
which assisting ionic channels are massively engaged to produce the AP upstroke without
the need of any further ES intervention. From eqn. (2.1), the stimulation waveform needs to
be superior to IΣ(V, x) at most times - i.e. u(t) needs to overcome all the opposing currents.
It is easiest to ﬁnd the VTHR value associated with the IM (see also Fig.2.2 ).
Rewriting for ease of reference the Izhikevich model (IM) equations (A.11) and (A.12) from
Appendix A:
IION(V,w) = w − 0.04V 2 − 5V − 140 (2.2)
w˙/c = bv − w (2.3)
This model [138] has a second-order nonlinearity, compared to its predecessor - the BVDP
model [126], which contains a cubic nonlinearity. The IM will therefore not auto-limit. As in
the BVDP, there is a slow second dynamic variable w(t) called the 'recovery current'. The
slow variable w may be approximated by its value at rest w(t) = wr. The resting potential
Vr is one of the zeroes of the 2nd-order polynomial in V (t), which characterizes the ionic
current. The second zero is VTHR. Beyond this threshold the total ionic current switches its
sign. Transforming eqn. (2.2) into:
IION,0(V ) = −0.04(V − Vr)(V − VTHR) (2.4)
with Vr = -70 mV and a resting threshold VTHR,0 = -55 mV.
If w(V, t) > wr - i.e. the membrane is not at rest, the point where the total ionic current
IION(V ) switches sign is shifted rightward toward a higher VTHR value. For very long du-
rations T → ∞, then w → bV and one obtains VTHR,∞ = -50 mV, which is higher than
VTHR,0.
This reﬂects the lowering of excitability shortly after an AP, while membrane re-polarization
takes place. This is known as refractoriness, which can be either absolute - i.e. no AP can
be elicited regardless of how large the stimulation, or relative - i.e. larger stimulation current
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is required - to reach a higher threshold VTHR.
Some models of the HH-type have even more complex IION,∞(V ) and thence VTHR behavior.
This complexity is due to the multiple gate states, which may have very diﬀerent time con-
stants and hence reach their asymptotic states at diﬀerent times. In addition, the HH models
involve inactivating sodium (Na+) channels. Hence, excitability may be conditional on at-
taining the ﬁring threshold within a speciﬁc time window. Then VTHR may exist only with
durations ∞. Stimulation pulses lasting well over some critical duration TCR may not be
able to elicit any AP. This is due to comparable duration of TSTIM and of the time constant
τion of the closing gates associated with depolarizing ionic currents and of the opening gates
associated with re-polarizing currents. Such ineﬀective ES may also damage the tissues and
the electrodes as irreversible chemical reactions take place.
2.1.2 A LAP for ES
Through calculus of variations, we established a general form for the energy-optimal current
waveform u∗(t).
Let us assume that T  τION , where τION is the time-constant that determines the be-
havior of the slow gate states of the modeled ionic-channels. The fast gate states may be
approximated by their asymptotic values x∞(V ) = limt→∞ x(t|V ). Assume also that the
excitable-membrane's potential is at its resting value Vr. Hence, an AP can readily be
evoked by stimulation from the resting state, and the threshold potential VTHR to reach at
time T is ﬁnite and assumed (without loss of generality) to be known. An optimal stimula-
tion waveform u∗(t) of ﬁxed duration T , that drives the excitable-tissue membrane potential
V (t) from its resting value Vr to VTHR, minimizes the energy-eﬃciency criterion:
P (u) = 1/2
∫ T
0
[u(t)]2 dt (2.5)
Applying calculus of variations, the energy-optimal time-course V ∗(t) is perturbed by the
inﬁnitesimal η(t), with η(t) an arbitrary function of time and  is an inﬁnitesimal scalar.
Then from eqns. (A.25) through (A.28), the necessary condition for a minimum at  = 0
for any η(t) is:
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G = Cm [u
∗(t)η(t)]T0 −
∫ T
0
[Cmu˙
∗ − u∗I ′Σ(V ∗)]η(t)dt = 0 (2.6)
Since the perturbation η(t) respects a boundary-value problem (BVP) with known initial
and terminal conditions for V ∗(t) - i.e. η(0) = η(T ) = 0, then eqn. (2.6) can hold for any
η(t) only if the Euler-Lagrange-type condition holds:
Cmu˙
∗ = I ′Σ(V
∗)u∗ (2.7)
The latter equation can also be attained directly using the continuous version of the standard
OC formalism [139] (please see also the FHOC subsection in Appendix A).
From eqns. (2.1) and (2.7) the general solution is obtained, and reproduced here to facilitate
the reader:
C2mV¨
∗ = IΣ(V ∗)× ∂IΣ(V
∗)
∂V
(2.8)
The ODE system of equation (2.8) is solved for the given current model IΣ(V ∗) to compute
the energy-optimal membrane voltage proﬁle V ∗(t). The energy-eﬃcient current waveform
u∗(t) is then computed from eqn. (2.1). In Appendix A we illustrate the use of the general
solution with several frequently encountered 0D and 1D current models.
2.1.3 Speciﬁc point-model results, applying the LAP
First, the linear sub-threshold model provides for an elegant demonstration of:
V ∗(t) = VTHR
sinh(t/τ)
sinh(T/τ)
(2.9)
which is obtained directly from eqn. (2.8) with IΣ(V ) = gm(V (t)− Vr) - as per eqn. (C.10).
Vr = 0 is assumed for simplicity. Importantly, eqn. (2.9) was also obtained by [140], using a
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diﬀerent far less direct or general optimal-control approach.
Appendix A provides the conditions for the exponential-growth (EG) waveform to outperform
the ubiquitous SQR waveform. Moreover, these conditions were subsequently linked to the
rather model-independent factors that determine the energy-optimal subthreshold-growth
proﬁle V ∗(t) of the membrane voltage. Namely, growth duration and model leak conductance.
Let us have a another look at the IM, which provides for a clearest-cut demonstration applying
the LAP to ES (Fig.2.3 ).
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Figure 2.3. LAP optimal waveforms V ∗(t) and u∗(t) for the 0D IM
(identical to Fig. A.5)
The 3 solutions shown correspond to the nominal IM current (cyan trace), twice higher (thin red dash-
dot), or twice lower (thick dashed black). IION,0(V ) used for the short duration TSTIM = 10 µs and
IION,∞(V ) used for the long duration TSTIM = 5 ms. (see also Fig.2.2 )
First, it is important to notice that u∗(t) ≈ k∗ + IION(V ), where k∗ = (VTHR − Vr)/T . Then
for very short stimulation times, the optimal k∗ tends to be high, while V ∗(t) tends to be
linear. Hence, the 'classic' rectangular (or square, SQR) waveform tends to also be close to
energy-optimal.
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Second, from eqns. (2.1) and the energy-optimal ES waveform is:
u∗(t) = Cm
dV ∗
dt
+ gm(V
∗(t)− Vr) (2.10)
where V ∗(t) is given by (2.9).
With the most common τ = Cm/gm values from the literature, u∗(t) ≈ k∗. In order for u∗(t)
to start looking like an EG waveform, a very small τ has to be assumed (please see Appendix
A for more details). With the generally accepted realistic range of Cm, a small τ means a
very large leak conductance gm - i.e. a consistently very large opposing current. In such case
the optimal ES simply cannot aﬀord to last long. The transition of the membrane voltage
from its rest to a threshold value is best performed rapidly.
One sees a similar trend through all of the space-clamp models - the LM , IM and HHM .
u∗(t) depends on the TSTIM/τ ratio. For TSTIM  τ , the optimal waveforms is close to
rectangular, while with TSTIM  τ , the u∗(t) is in eﬀect equivalent to doing nothing for
a part of the duration, and to a SQR waveform of much higher amplitude. Then shape
of the V ∗(t) growth proﬁle also nicely reﬂects this by becoming superlinear, which is the
quantitative equivalent of the urge to attain threshold rapidly.
Part I results summary
A number of more general observations on u∗(t) can be made looking at the results this far.
Probably, the most signiﬁcant result is that the use of LAP reduces the problem to the BVP,
deﬁned by eqn. (2.8), with V ∗(0) = Vr and V ∗(TSTIM) = VTHR. We still need to have a very
good idea of both IΣ(V ) and VTHR to successfully solve for V ∗(t), and thence for u∗(t), in a
given particular situation.
We identify also the following key and practice-oriented optimality principles resulting from
the LAP perspective.
1. The optimal sub-threshold membrane potential growth proﬁle with relatively short
durations TSTIM and low membrane conductivity:
First, in all simple models we used up to here, the solution V ∗(t) of the ODE system,
deﬁned by eqn. (2.8), is quite close to a linear growth from V ∗(0) = Vr to V ∗(TSTIM) =
VTHR. Second, with the total current IΣ(V ) ≈ 0 (e.g. low leak), then from eqn. (2.1),
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it follows that u(t) will be exactly proportional to the rate of change of the membrane's
potential V (t). If V˙ ∗(t) ≈ const, then u∗(t) is close to a SQR waveform.
2. The energy-eﬃcient waveform depends directly on the temporal shape of currents at
the AP initiation site.
3. The targeted VTHR membrane voltage threshold depends on stimulation duration, with
a tendency to increase with TSTIM .
4. The exponential growth membrane voltage proﬁles V (t) are equivalent to linear growths
of shorter duration.
LAP result generalization to multi-compartment models
We extended the general LAP result to multiple-compartment models and speciﬁcally cable
structures. Since there is a combinatorial explosion of possibilities in such models, the LAP
result of eqn. (2.8) can also be generalized in more than one way. Let us look at one of the
most straightforward. With a multi-compartment model:
∂
∂t
V (t, Z) = u(t, Z)− IΣ(V, Z) (2.11)
where the variable Z represents any kind of 'spatial' dimension - e.g. it could also be the
compartment index in a discrete model. Eqn. (2.11) is a partial DE, depending both on the
temporal and the spatial model dimensions.
Assume further that u(t, Z) in every compartment can be freely manipulated. The whole
derivation sequence from eqn. (2.5) to eqn. (2.7) still applies yielding a family of equations
parameterized by the location coordinate Z. Hence, the generalization of eqn. (2.8):
C2m
∂2
∂t2
V ∗(t, Z) = IΣ(V ∗, Z)× ∂
∂V
IΣ(V
∗, Z) (2.12)
Like the extended eqn. (2.11), eqn. (2.12) is also a partial DE. In particular, VTHR becomes
a function of Z. It is no longer a single variable, but a whole spatial proﬁle, subject to
additional conditions, such as the safety factor for propagation introduced in the cardiac
literature [141].
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For example, using multiple stimulation electrodes, the optimal stimuli would naturally
change spatially, given that the current injected toward the optimal V (Z)-growth temporal
proﬁles, would also aﬀect the adjacent compartments. Spatio-temporal coordination would
deﬁnitely be part of optimality, requiring to shape space and time proﬁles simultaneously.
Practice however is not based on total (mathematical) freedom. For instance, it is often eﬃ-
cient to use dipolar electrode conﬁgurations, which provide focus onto a conﬁned ES target.
We will return to the complexity of extracellular stimulation in the General Discussion below.
In Appendix A we go on to provide a proxy for the VTHR and V ∗(t) growth proﬁles for
the MRG'02 model, assuming for simplicity - but without loss of generality - that a single
Ranvier-node (RN) compartment was targeted by ES. We conducted four series of numerical
experiments in search of the optimal waveforms u∗(t). A baseline series involved ﬁnding
the threshold rectangular stimulation amplitude. The remaining three series diﬀered by the
chosen voltage-clamp temporal growth proﬁle V (t, 0) at the targeted RN location:
linear growth
V (t) = Vr + ∆V t/TSTIM (2.13)
exponential growth
V (t) = Vr + ∆V (e
t/τ − 1)/(eTSTIM/τ − 1) (2.14)
1-st order growth
V (t) = Vr + ∆V (1− e−t/τ )/(1− e−TSTIM/τ ) (2.15)
∆V = VTHR(TSTIM) − Vr, where the minimum VTHR was found using the same type of
search algorithm as per the optimal SQR amplitude. Table A.7 lists the obtained VTHR
values for all 9 TSTIM durations: 20, 50, 100, 200, 400 and 500 µs; 1, 2 and 5 ms In all series,
the constraint was to observe a propagating AP at the latest within 1 ms after the end of
stimulation. The corresponding u(t, 0) ES waveforms were computed from eqn. (2.11) with
Z = 0. The computed optimal values of VTHR are often similar for two adjacent durations
either between the linear and 1-st order, or between the linear and exponential growth (EG).
1-st order is usually similar to its right-hand linear neighbor (for the next longer duration).
Conversely, EG is similar to its left-hand linear neighbor (for the previous shorter duration).
This is consistent with and best interpreted in the light of the space-clamp growth-proﬁles
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comparison (please see also the dedicated subsection in App.A, on page 118). Indeed, a EG
trajectory is approximately equivalent to linear growth of about twice shorter duration. As
for 1-st order growth, clamping the voltage to its plateau will tend to be similar to a linear
growth of about twice longer duration. Recall from basic linear-systems theory that 1-st
order dynamics is the 'reverse-time' analog of EG.
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Figure 2.4. The energy P and charge-transfer Q values as a function of TSTIM
(identical to Fig. A.10)
The linear-ramp voltage proﬁle yields the best P performance for most of the durations. Notice that the
P and Q values are quite similar for the linear and exponential cases, for TSTIM respectively 2 and 5 ms;
and also for the 1st-order and linear cases, for TSTIM respectively 0.2 and 0.5 ms. The computed P values
are for an electrode impedance of 1 MΩ. Contrast: SQR stands for the square (or rectangular) stimulation
waveform.
Figure 2.4 and tables A.9, A.8 illustrate the obtained energy P and charge-transfer Q values
as a function of TSTIM , for each of the four series.
The linear-growth strategy is the one that tends to perform best across the board, except for
the 2 longest durations, and as predicted by the comparative (linear vs exponential growth)
analysis, based on the 0D LM .
Figure A.3 (see Appendix A) illustrates the propagating AP's, corresponding to the two
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representative linear and exponential voltage-clamp temporal growth proﬁles at the stimu-
lation site V (t, 0). The ﬁgure also shows the spatial proﬁles of the membrane voltage and
intracellular potential at the end of stimulation for the two growth cases.
Consistently with the analysis in the subsection on the comparative properties of the V (t)
growth proﬁles, the spatial distributions of membrane voltage and intracellular potentials
at the end of stimulation were reasonably similar - e.g. between the optimal linear growth
voltage-clamp for TSTIM = 2 ms, Fig. A.3 (Panels A, C) and the optimal exponential growth
with TSTIM = 5 ms, Fig. A.3 (Panels B, D).
Note that we expect from an approximately globally optimal stimulation waveform u∗(t) to
yield a speciﬁc distribution of membrane voltages V (TSTIM , Z) at the end of the stimulation.
We call this distribution tentatively the invariant spatial proﬁle of the membrane voltage.
Importantly, such a proﬁle will diﬀer for any diﬀerent duration TSTIM even when the cor-
responding waveform u∗(t) is globally optimal. This is due for example to the small spatial
constant λ, which controls the spatial diﬀusion with time.
However, if the ﬁnal spatial proﬁle (at time t = TSTIM) is about the same for diﬀerent
durations TSTIM and the corresponding diﬀerent waveforms u∗(t) (see Panels B and D in
Fig. A.3), then both waveforms may be optimal. Recall that linear ﬁts to both the optimal
1-st order growth and the optimal exponential growth with durations TSTIM = 5 ms have
duration ≈ 0.46 × TSTIM = 2.3 ms. Thus, all of the above cases may yield quasi-invariant
spatial potentials at the end of stimulation, and may also be otherwise similar - and acting
as the separatrix between active and passive response.
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Figure 2.5. Optimal waveforms u∗(t) for the MRG'02 cable model
(identical to Fig. A.12)
Notes: Since here ∀t, V˙ ∗(t) = k∗, where k∗ is given by eqn. (A.41), from eqn. (A.6) u∗(t) = Cmk∗ + IΣ(V ).
The ﬁgure is optimized to present clearly both u∗(t) and k∗ (*1) The dashed trace at the bottom plots
log10 Cmk
∗ as a function of TSTIM (*2) Toward equally good plot visibility, for all durations TSTIM < 1ms,
the waveforms u∗(t) are rubber-banded to take the same graph width as the 1 ms-waveform. This is illustrated
by the scale bars for the shortest duration TSTIM = 20 µs. (*3) The vertical scale is the same for all plots,
except for the logarithmic oﬀset, as deﬁned by pt. (*1) above
For linear V (t)-growth, Fig. 2.5 compares the relative contributions of the growth rate and the
compensated re-polarizing node currents for each diﬀerent duration. The waveforms' oﬀsets
(due to k∗) are inversely proportional to duration. This readily compares qualitatively with
the results in [142]. Especially for very short durations (e.g. TSTIM = 20µs), the optimal
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waveform u∗(t) has a signiﬁcant rectangular component (see also the optimality-analysis for
the simple 0D models). Numerous essential diﬀerences in the approach preclude further
objective comparisons. However, with long PW's in [142] most of the stimulation's energy
is delivered toward the middle of the active period. This late and peaky delivery requires
additional analysis and comparisons of the actually achieved waveform-energy levels, which
cannot be done in its details at this time. In Appendix A the late delivery policy is deemed
equivalent to a shorter-duration case.
2.2 Meta-parameter-dependent NaV ion-channel dynamics
In the second sub-project, we used a nonlinear dynamics methodology to systematically
analyze the properties of voltage-gated sodium (Nav) channel subtypes in the context of
a single-compartment Hodgkin-Huxley (HH) model. The Nav channels produce the large
and fast membrane currents essential in the generation and propagation of action potentials
in excitable tissues. Their nomenclature (in our work we use the Nav1.X notation) follows
closely that of the transmembrane alpha subunits forming the channel pores. Relatively
little is known about Nav channel subtypes distribution and expression in axons at either
a developmental or mature stage. Speciﬁcally, that Nav1.2 was hypothesized to sustain AP
propagation, while Nav1.6 activation at lower membrane voltage values - to contribute to AP
initiation. Such quantitative analysis is needed to robust predict the eﬀects of intra-cortical
micro-stimulation (ICMS) due electrode positioning relative to the neuropil.
We proposed a unifying parametric framework to systematically elucidate how Nav subtypes'
distributions aﬀect neuronal dynamic regimens, and thence excitability and refractoriness.
We systematically vary themeta-parameter V1/2 controlling the membrane voltage V at which
the Na+ conductance attains its half-maximal value. This parameter has a direct impact on
a number of fundamental properties. Some of these are straightforward to demonstrate from
ﬁrst biophysical principles. Others are based on bifurcation and phase-plane analysis, which
are only enabled by models with just a few meta-parameters. This reductionist approach
provides useful generalizations about key aspects under investigation - such as the true HH
model limits of metabolic eﬃciency or encoding.
The latter V1/2-related meta-properties of high signiﬁcance to neural function are the key in-
sights resulting from the work on this second sub-project. A detailed presentation is provided
by Appendix B. We will also discuss some of these in the next chapter. However, and for
lack of presentation space, Appendix B is brief on the nonlinear dynamics methodology and
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especially about the richness of the codimension-1 and codimension-2 bifurcation structures.
Therefore, key points about these are covered here.
2.2.1 Toward a parametric family of voltage-gated Na+ ion-channel models
A detailed analysis of the space-clamp model is a prerequisite to understanding the continu-
ous structure. Hence, a single-compartment node such as the ones used as "building blocks"
spatial models (e.g. [31]) was subject to in-depth nonlinear dynamics analysis. A key gen-
eralizing parameter is introduced that yields the generalization of the reduced model to a
continuum (parametric family) of single-node models. Thus the systematic study of varia-
tions in this key parameter is enabled. Such nonlinear-dynamics analysis results in nontrivial
ﬁndings about the excitability of model-neurons, as well as about constraints on stimulation
patterns that may be due to the speciﬁc interplay of dynamic regimens.
The Nav1.2 and Nav1.6 types' V1/2 parameter diﬀer. Each column's entries in Table B.1
diﬀer by a constant 13mV oﬀset - a handy model feature which yields window currents,
identical up to a shift along the V axis. Hence, introducing a generalized Na+ channel with
a ∆V1/2 parameter reduces the combinatorial complexity of the single-compartment analysis
and provides for results over a continuum (parametric family) of single-node models. The
Nav1.6 and Nav1.2 channel types can be seen as two instances of a Na+ ion-current model,
in which the V1/2 parameter of the m and h gate variables is controlled by the parameter
∆V1/2 with values of 0 mV and 13 mV , respectively. In the following, it will become clear
that ∆V1/2 is far more involved than just bringing a lower Na+ activation threshold. It has
an eﬀect on the number and properties of the ﬁxed points (FP's) and periodic orbits (PO's)
that may be of direct relevance to the elucidation of practically observed phenomena.
Analytically and through numerical simulation and continuation (using Matlab, XPP-Aut
[143] and AUTO [144]), we explored systematically the nonlinear dynamics of a 4D ODE
system - eqn. (B.1). The calculation recipe for the respective membrane-voltage-dependent
asymptotic channel-gate states and time constants is given by Tables B.1, B.2 and B.3.
The ODE system is rewritten here in its vector form as (use of bold font indicates vectors or
vector-valued functions):
dx
dt
= F(x) (2.16)
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where
x ≡
[
V y
]
(2.17)
F ≡
[
Is+Iion
Cm
y∞(V )−y
τy(V )
]
and y ≡
[
m h n
]
.
2.2.2 A mixture model
To provide a comprehensive perspective for the eﬀects of meta-parameter variation, and
especially to compare the eﬀects of ∆V1/2 to those of channel density by types and numbers
(i.e. gNa variation), we also studied a mixture model. In this latter model, a fraction P ≤ 1
of all the Na+ ion channels are of the Nav1.6 type (i.e. ∆V1/2 = 0 mV), while the remaining
Na+ channels - i.e. a fraction 1− P , are of a second type of channel with ∆V1/2(type) = V1,
s.t.:
INa,Σ[P, V1](t) = (1− P )INa[V1](t) + PINa[0](t) (2.18)
Such mixture models may provide predictions of the electrophysiological properties for neural
processes with a particular experimentally observed distribution of voltage-gated sodium
channel subtypes (e.g. as in [67, 69, 70, 81, 145]).
2.2.3 Computation of the Bifurcation structure
Matlab (MathWorks) was used to numerically solve the model equations (2.16) and AUTO [144]
- for ﬁxed point (FP) or periodic orbit (PO) continuation and bifurcation analysis. The locus
and stability of the FP's or PO's were studied as a function of the meta-parameters ∆V1/2
and Ibias as described in Appendix B. An FP of an ODE system (2.16) is the value of x, s.t.
F(x) = 0.
Based on perturbation analysis and stability theory, Appendix B provides the detailed con-
ditions for an FP and PO stability [146148].
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Figure 2.6. FP's and PO's as a function of ∆V1/2
(identical to Panel B in Fig. B.6)
Bifurcation diagram: V as a function of ∆V1/2. Thin black line: stable FP's. The unstable-FP branches
(with one real, two real and two complex eigenvalues - both latter with positive real parts) are shown using
respectively thick black, blue (thick black dotted) and red (thickest solid black) lines. LP1 and LP2: lower
and upper limits of the middle branch. HB: Hopf bifurcation. See the text for more details. Thin and thick
dashed line: minimum and maximum V of the stable and unstable cycles respectively.
There are two distinct model sub-classes determined by two ranges of the meta-parameter
∆V1/2 value range (see Fig.2.6 and Appendix B):
M1 ∆V1/2 > LP1. The corresponding dynamic system has a single stable resting (hyper-
polarized) FP, e.g. the Nav1.2 channel subtype.
M3 ∆V1/2 ∈ [LP2, LP1] yields 1 stable resting FP, and two unstable FP's, e.g. the Nav1.6
channel subtype. As illustrated by Fig.B.6A, increasing or decreasing the nominal con-
ductivity gNa oﬀers an alternative way to create or suppress the folding and hence
the appearance of the middle and topmost FP branches. Likewise, a variation of the
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relative proportion of diﬀerent channel subtypes in a mixture model is equivalent to
nominal conductivity variations. Hence, an estimate of the gNa value yielding a transi-
tion from one to 3 FP's is useful to understand the dynamics of the mixed model. From
Fig.B.6A, and with ∆V1/2 = 0 mV, gNa has to be decreased by a third to suppress the
BD folding, but with ∆V1/2 = 13 mV, it has to be increased fourfold to create the fold.
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2.2.4 The codimension-2 bifurcation structure in the ∆V1/2 × Ibias parameter
space
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Figure 2.7. The Bifurcation Glossary (Codimension 1 and possibly 2) terms illustrated
for two ∆V1/2 cases
(identical to Supplementary Fig. SB.2)
black lines: stable FP's. They lose (or recover) stability via Hopf Bifurcations red lines: unstable FP's.
In A, unstable FP's appear (or disappear) via Saddle node (SN) bifurcations at LP1 and LP2. blue lines:
Minimum and Maximum voltage of stable periodic orbits. These can appear (or disappear) through SNC
bifurcations or supercritical HB's (e.g. the low amplitude stable cycles in B). cyan lines: Minimum and
Maximum voltage of unstable periodic orbits. These can appear (or disappear) through SNC bifurcations or
subcritical HB (e.g. HB2 in A), or homoclinic bifurcation (e.g. the lower open ends in A).
Fig.2.6 introduced and deﬁned most of the key bifurcation-structure elements, relating to
codimension-1 parametric dynamics variations (due to the single parameter ∆V1/2). In this
subsection we look at the dynamics variations in codimension-2, due also to the second
constant stimulation current meta-parameter Ibias. Jointly to Fig.2.6, Figure 2.7 provides
additional didactic examples of the codimension-2 bifurcation structure, needed to follow
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through the sequel.
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Figure 2.8. BD's for a set of ∆V1/2 values (see legend, by SPO color)
(identical to Supplementary Fig. SB.3)
Inset: Zoom in of the ∆V1/2 = 3 mV case for Ibias ∈ [7, 14]µA/cm2
Figure 2.8 presents more examples of the rich bifurcation structure created by a constant
stimulation current Ibias for diﬀerent values of ∆V1/2. As ∆V1/2 decreases, the FP curve
changes from a monotonous increasing single-branch (Fig.2.8, ∆V1/2 = 13 mV) to a three-
branch organization (e.g ∆V1/2 = 3 and -8 mV). The stability of the hyperpolarized FP is
lost through a subcritical Hopf bifurcation (HB, see Table B.4). At a very high value of
bias current, the most depolarized FP also becomes stable by a HB (subcritical, except for
∆V1/2 = 13 mV, where the HB is supercritical ). High amplitude stable PO's also exist in an
Ibias range speciﬁc to each ∆V1/2. These stable cycles are created by a saddle-node of cycles
bifurcation (see Table B.4), which produces also unstable cycles. The unstable PO's may
connect with the subcritical HB (of the lower branch), as in the case of ∆V1/2 = 13 mV. The
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interaction of the unstable PO's with the low-∆V1/2 (yielding a three-branch FP structure)
is interesting. They may end through a homoclinic bifurcation (see Table B.4), when hitting
the middle FP branch, as in the case of ∆V1/2 = 3 mV. In the latter case, the unstable
cycles created at the HB1 also disappear through a similar homoclinic bifurcation, but at
a diﬀerent (higher) bias current. Hence, diﬀerent situations are possible depending on the
values of ∆V1/2 and Ibias: a unique stable FP; bi-stability between a stable FP and a stable
PO, which in turn are separated by an unstable cycle and/or two unstable ﬁxed points; a
unique stable cycle with one or three unstable ﬁxed points (see the zoomed-inset in Fig.2.8,
the respective phase-plane trajectories, corresponding to the "menagerie" of possibilities, are
shown in the supplementary Figures SB.8,SB.9 and SB.10 ).
Assuming suﬃciently high stimulation current so that it can evoke automatic ﬁring from the
resting state, how long does the transient take to reach a stable cycle? Some clue is provided
by the cycle period. It is a monotonously decreasing function of Ibias with a minimum well
below 5 ms (see Fig.B.3). Already from the phase portrait of typical sub- and supra-threshold
trajectories (Fig.B.5 ) one gets a pretty good idea about the dynamic-structure richness of
the parametric HH-type model. Consistent with [149, 150], in this analysis we found a very
rich a codimension-2 bifurcation structure.
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Figure 2.9. The ∆V1/2 × Ibias parameter plane, bistability and automatic regimes
(identical to Supplementary Fig. SB.1)
Bifurcation structure in the ∆V1/2 × Ibias parameter plane Cyan trace: the Hopf bifurcations (HB)
as a function of the Ibias and ∆V1/2 model meta-parameters (see also Fig.SB.4A). Dashed-black lines:
Existence/creation parameter-range of the 2 additional ﬁxed points (saddle-node in the middle branch, and
unstable center/focus in the top branch of the B.D.'s, see Fig.B.6B and Fig.2.8) Red and blue lines: the
∆V1/2 × Ibias range of stable/unstable PO's (see also Fig.SB.7)
Notice that outside (below and over) the HB area, there is bistability with a stable ﬁxed point, while for
very large Ibias currents (beyond the blue trace) only the stable depolarized ﬁxed point remains (see also
Fig.2.8).
For very large ∆V1/2 the stable/unstable PO's between SNC1 and SNC2 detach from the FP's locus to
form an island (see also Fig.SB.6 and SB.7)
Fig.2.9 presents the full picture of the rather complex codimension-2 bifurcation structure in
the (∆V1/2, Ibias) parameter-plane (see also Fig.2.7). The main features are:
Cyan trace shows the codimension-2 positions of the two Hopf bifurcations HB1 and HB2
as a function of the model meta-parameters. Note that for the low ∆V1/2 there is an
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only-apparent "collision" of the two. While for very high ∆V1/2 the two HB's indeed
coalesce, which in codimension-2 is known as Generalized Hopf (see Table B.4). This
case is further illustrated by the supplementary Figures SB.6.
An important feature here is that, slightly before the two HB's indeed coalesce, their
type changes from subcritical to supercritical, which is accompanied by the disap-
pearance of two extra branches of stable/unstable PO's (see Fig.SB.6 and SNC5 in
Fig.B.2A).
Dashed-black lines These illustrate the parameter-range for the saddle-nodes LP1 and
LP2 through which are created the 2 additional FP branches (saddle in the middle
branch and unstable center/focus in the top branch of the B.D.'s, see Fig.2.6 and
Fig.2.8). Here, there are also 2 related codimension-2 bifurcation phenomena. First,
the two LP's coalesce in what is known as Cusp (see Table B.4). Second, for low-
enough ∆V1/2 LP1 coalesces with HB1 through a codimension-2 bifurcation known as
Takens-Bogdanov (see Table B.4).
Red and blue lines the ∆V1/2 × Ibias range of stable/unstable PO's determined by the
saddle-nodes for cycles SNC1 and SNC2 (the red locus) and SNC3 and SNC4 (the
blue locus, see also Fig.2.7)
Notice that outside (below and over) the HB area, there is at least bi-stability of a
stable ﬁxed point with stable PO (or multi-stability between the stable FP and two
stable PO's, see also Fig.2.7A and the case of ∆V1/2 = 3 mV in Fig.2.8). For very large
Ibias currents (beyond the blue trace) only the stable depolarized ﬁxed point remains.
For very large ∆V1/2 the stable/unstable PO's between SNC1 and SNC2 detach from
the FP's locus to form an island (see Fig.SB.7 )
2.2.5 The mixture model insights about the resting stimulation threshold
The relative resting threshold κ(P ) = ITHR(P, V1)/ITHR(1, V1) of the mixture model is a
function of the P meta-parameter. For TSTIM = 0.1 ms, there is an approximately twofold
diﬀerence between the thresholds of the M3 and M1 single-channel models (Fig.B.7B, see
also Fig.B.4), but more than 70% of this diﬀerence vanishes for P as low as 0.2. This could
be understood by considering the 1D resting version of the mixed model - see eqn. (B.8)
with the m gates of the two channel subtypes at their saturation values, and all other gates
at their resting values. As in section B on neuronal excitability, both Ithr and Vthr − Vrest
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provide measure of excitability. Both Ithr (Fig.B.7B) and Vthr − Vrest (data not shown) have
decreased by more that 70% at P = 0.2.
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2.3 Anatomically constrained functional model of activation and parametric
identiﬁcation of connectivity in visual cortex
The primary focus of the third sub-project is the development of a computational model
of primary visual cortex activation and inter-laminar connectivity patterns. It is anatomi-
cally constrained and its parameters are adjusted toward reliable electrophysiology estimates
compatible with observed experimental data. Such a model would provide an in silico en-
vironment toward the simulation of a cortical visual prostheses in action. Optimal-control-
based direct stimulation of modeled neural populations may then be used toward evoking
natural-like activity patterns. This model allows to address fundamental questions about
the canonical functional micro-circuit templates put in place by evolution, modeled from
published anatomical records and numerically estimated inter-laminar connectivity through
data-driven identiﬁcation.
Experimental Data
Neurophysiological recordings were performed in an anesthetized cat's primary visual cortex
(area 18), using a linear laminar multi-channel recording probe. Spatio-temporal Local Field
Potentials (LFP's, see Fig.C.1, Panel A) were obtained during the presentation of natural
visual stimuli. These were respectively spatially oriented gratings (data set# 065), full-ﬁeld
brightness stimuli (data set # 068, screen illumination across the whole visual ﬁeld), and
checkerboard patterns (data set # 067, also across the whole visual ﬁeld).
Multiple contrasts and orientations were tested. However, we use only the data from the
highest contrast and only the grating stimuli that were optimally oriented - i.e. to evoke
maximum activation at the recording probe's location. Current Source Density (CSD) was
estimated from the recorded LFP's, using a 5-point-based approximation of the second spatial
derivative (see the Materials and Methods section in Appendix C for the actual equations)
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The spiking neural network model (SNNM)
An intermediate-scale model realistically captures the experimental data as well as the related
cortical dynamics and connectivity. Hence it is consistent with our primary goals, experimen-
tal data and a required anatomical precision. The model describes the response of excitatory
(E) or inhibitory (I) cortical leaky integrate-and-ﬁre (LIF) model neuron populations of time-
varying aﬀerent thalamic input and cortico-cortical interaction via anatomically-constrained
(Fig.2.10 and 2.11) inter-laminar connectivity. A detailed description of the SNNM's funda-
mentals and computational properties is provided in [129, 134]. In Appendix C we look in
more depth at some key elements, and in particular at the modiﬁcations needed toward our
speciﬁc purposes.
The other models
Models at diﬀerent scales (e.g. micro- or macroscopic), or based on diﬀerent mathematical
formalisms - such as linear time-invariant (LTI) dynamics, continuous systems of ODE's
etc, may also be applicable. Moreover, their computational properties may provide better
performance overall. For instance the SNNM is notoriously diﬃcult to optimize with respect
to its key parameters. Hence, even if that model realistically captures cortical dynamics, it
may prove outperformed by a simpler (and hence more tractable) formulation, which predicts
experimental data better - due to better parametric analysis and optimization.
Macroscopic linear-kernel model with static nonlinearity
A detailed treatment of a mean-ﬁeld-type model, using LTI dynamics paired with static
nonlinearity, is provided in [125]. Here the presentation compactly focuses on the most
important elements. The model describes the mean-ﬁeld value (MFV) of membrane potential
V of any given excitatory (E) or inhibitory (I) cortico-neuronal population in laminae II/III,
IV, V and VI. Hence, for population k = 1 . . . 8, the temporal trajectory Vk(t) as a function
of the corresponding laminar input uk(t) is approximated using the following 2nd-order linear
transfer function (TF) Gk(s):
Vk(s)
uk(s)
= Gk(s) =
hk
τ 2k s
2 + 2τkζks+ 1
(2.19)
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where s is the Laplace operator.
The overall time-varying laminar input is:
uk(t) = pk(t) + rk[V (t)] (2.20)
where pk(t) is the direct thalamic aﬀerent input. Eqn.(2.20) - and thence eqn.(2.19), contain
a static nonlinearity, contained in the rk[V (t)] term. It describes the populations' activation
patterns inter-dependence through positive and negative feedback (incl. possible recurrent
auto-feedback):
rk[V (t)] = Zk. ·Ψ(V ) (2.21)
Zk. is the kth row in the matrix which describes the inter-laminar connectivity. The individual
connection strengths Zkj are respectively ≥ 0 when the jth population is excitatory and ≤ 0
when the jth population is inhibitory. The static nonlinear function Ψ(V ) of membrane
potential V may be interpreted as ﬁring rate (FR)/ The logistic function:
η = Ψ(V ) = a/(1 + eb(V0−V )
may be used. Hence Ψ(V ) ∈ [0, a], where a is the assumed maximum FR.
To model the rat barrel-cortex responses, instead of eqn.(2.21) [125] used uk = Ψ(pk+Zk. ·V ).
This corresponds to a laminar input and overall recurrent feedback that determine directly
an FR-type mean ﬁeld. This would then be more consistent with multi-unit activity (MUA)
data, since it translates neural interaction into mean ﬁring for each target population and
lamina.
Since here we want to model mean membrane voltage and related LFP's, eqn.(2.21) may be
more appropriate to express the overall eﬀects of inter-laminar connectivity. A term such as
Zkj · Ψ(Vj) accounts for the average post-synaptic potential (PSP, excitatory or inhibitory)
contributed by population j toward variations of the mean membrane voltage of a population
k (in say lamina i). Then rk(V ) would be the overall contribution of all populations. In such
a case, there are also a number of clear parallels that can be drawn with the SNNM (see
Appendix C).
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However, in the light of the alternative models' comparative analysis, as long as the model
uses linear TF kernels, this choice - albeit physical - has relatively little impact on the
model's power and capacity to account for data. For simplicity we may even assume that
rk(V ) = Zk. · V , i.e. that it is linearly dependent on the laminar V . The latter would make
the system of eqn.(2.19) linear and provides e.g. for straightforward analytic treatment for
the model's stability.
LTI meta-parameters, modeling the neural response's phase, delay and damping
Aﬀerent input raises membrane voltage, which peaks after some delay, followed by decay and
possibly hyperpolarization. Such delayed peaky activation, followed by hyperpolarization,
could be described by under-damped (ζk < 1) linear time-invariant (LTI) dynamics.
In the experimental data, the transients contain consistently an early negative peak, also
typical for maximum-phase LTI systems. Such dynamics involves unstable zeros in the form:
Vk
uk
=
hk(1− τ0s)
τ 2k s
2 + 2τkζks+ 1
(2.22)
where τ0  0 would express maximum-phase transient behavior [151]. Larger τ0 values yield
larger initial negative deviations from the desired positive step-response goal (and unstable
TF inverse).
Both eqns. (2.19) and (2.22) have exactly the same steady-state gain hk.
However, we eventually discontinued the use of the more complex eqn. (2.22), as the non-
minimum-phase-like elements in the data could also be artifacts due to the zero-phase-lag
digital ﬁltering employed in the data postprocessing.
The superposition of two transient responses is attributed respectively to the on- and oﬀ-set
of the visual stimulus. Immediately, one can also see the mandatory trade-oﬀ in choosing
the time constants τk. For fast τ 's both transient responses will be well captured initially,
but then the model signals would converge too fast compared to the real data. Conversely,
an attempt to explain the data over a longer time-span, by choosing a slightly slower τ (the
τ values may be diﬀer for the on- and oﬀ-set transients), this may harm the quality of ﬁt for
the early part of the response.
Moreover, since the LTI-kernel model will produce nonzero output Vk(t) only for a limited
time-span surrounding nonzero input (and esp. its onset), signiﬁcant pure-transport delays of
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stimuli need to be assumed not only for aﬀerent input, but also on inter-laminar connectivity.
This however turns the system composed of ordinary diﬀerential equations (ODEs), described
by the simple template eqn.(2.19), into a system of Delayed Diﬀerential equations (DDEs),
whose simulation and optimization complexity tends to that of the SNNM (Appendix C).
On the other hand, relatively early visual-stimulus-related onset of activity in all laminae
precludes assuming signiﬁcant pure-transport delays. All these issues provide signiﬁcant
justiﬁcation to explore other alternatives.
Microscopic models
A well-known model of neural activity at a single-cell level is the four-dimensional Hodgkin-
Huxley model (HHM), which is described by a fourth-order nonlinear ODE system, such as
described in the context of our second sub-project (see section 2.2). The HHM relevance
here is in its capacity to capture the previously mentioned long transients and related late
hyper-polarization observed in neural dynamics.
The Fitzhugh/BVDP equations In the mid-1950's, FitzHugh observed that the gates
n and h of the HHM have slow kinetics relative to the m-gates. For the parameters originally
used by Hodgkin and Huxley, n+h ≈ 0.8. Hence the two variable model, called the fast-slow
phase plane model:
Cm
dV
dt
= gKn
4(V − VK)− gNam∞(V )3(0.8− n)(V − VNa)− gL(V − VL) + u
τn(V )
dn
dt
= n∞(V )− n (2.23)
Fitzhugh [126, 136] reduced the HHM by replacing the m-gates state of the HHM with its
asymptotic value m∞(V ) - a static function of membrane voltage V , and linked the h-gates
state through a linear relationship to the n-gates state.
Within the physiological range of all variables, the V -nullcline - i.e. the solution w.r.t. n of
dV
dt
= 0 is similar to a cubic function of V . The n-nullcline - i.e. the solution w.r.t. n of
dn
dt
= 0 may be approximated by a straight line.
Thus, the dynamics of eqn.(2.23) may also be captured by a model having the simple poly-
nomial form:
57
Cmv˙ = v − v
3
3
− w + u
τw˙ = v + a− bw. (2.24)
where w is still described in essentially the same way as the n-gates state in the HHM -
except that its time constant no longer depends on V and n∞(V ) is a linear function of V .
With modern computing power however, the non-polynomial form of eqn.(2.23) - the fast-
slow phase plane model, may have a richer repertoire of AP shapes at the rather minimal cost
of being slightly more complex (with more meta-parameters, which are static functions of
V ). Except for the two major K+ and Na+ ionic currents, eqn.(2.23) bears similar features
to those of the SNNM LIF template.
Returning to the BVDP-kernel of eqn.(2.24), membrane capacitance Cm aﬀects the time
course of v(t) . Higher values translate to lower excitability and longer AP latency. Consis-
tently with the strength-duration curve for this model (data not shown), the input stimulus
u(t) duration required to attain the AP ﬁring threshold may be much shorter for the cases of
lower Cm values. As suggested in [30] (Box 5.1, p.80) an y-axis linear transform and a 4−7×
faster time scale may be applied to obtain ﬁts to some actually recorded neuron membrane
potential V (t).
Both the HHM and FHN are microscopic models, capturing the behavior of a single neuron,
or even a single excitable cellular compartment (as seen in section 2.2). However, they may
be also be used as kernels in an intermediate-scale model with appropriate time-scaling - to
capture an envelope (or mean ﬁeld) of overall activity in a given lamina.
Interestingly, such time-scaling is quite similar to the choice of the dominant time constant
in the macroscopic second-order LTI-kernel model described above. Also as with the macro-
scopic linear kernel model, the superposition of two BVDP kernels may be used to ﬁt the
signal envelope at two diﬀerent time-scale factors (respectively faster and slower) - to account
for the relatively longer-lasting transient for the stimulus oﬀ-set response.
Finally, the LTI TF of eqn.(2.19) can be rewritten as a system of two ﬁrst-order ODEs:
V˙ = x
τ 2x˙ = u− 2τζx+ V (2.25)
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Eqn.(2.25) aims at no other parallels to eqns.(2.23) or (2.24), but to help the reader see
that any second-order model (like the two-variable HHM or FHN) can be "plugged" into
the macroscopic model in replacement of the LTI TF. Hence we can rightfully refer to such
dynamics-template equations as model-dynamics kernels - which can be linear (as the the
LTI TF) or nonlinear (as the HHM or FHN).
The linear mixture model (LMM) Reconstructions of large cortical pyramidal neurons
typically show a large dendritic arborization. In particular apical dendrites may span several
laminae - e.g. from a cell body in layer V to an apex in layer II/III. Hence the idea that
laminar currents may be predicted at a mean-ﬁeld scale by linear mixture models as simple
as:
Im,k = Zk.V + Cm
dVk
dt
(2.26)
where Im,i stands for the total sum of membrane currents in lamina k. Z is a matrix of
the weighting factors in the linear mixture, which may also reﬂect functional inter-laminar
connectivity. We used the LMM to ﬁt the data and compare the Z matrix to the functional
connectivity resulting from the other models.
Quality of ﬁt: optimality criteria
Two criteria are used in this work to evaluate quality of ﬁt. Note that - unlike the case
with other formulations - here the model parametrization is sparse by deﬁnition, since the
connectivity is anatamically constrained to be non-zero only for a fewgiven pairs oﬂaminae.
Thus - at least in principle, there is no issue with overﬁtting.
First, all numerical optimizations targeted the minimization of the sum of squares residual
deﬁned as either:
J(Z) =
T∑
t=∆t
f0(t, Z) (2.27)
in the discrete time t case, or
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J(Z) =
∫ T
t=0
f0(t, Z)dt (2.28)
in the continuous case. f0(t, Z) = ||yˆ[Z](t) − y∗(t)||2, where || · || is the usual L2 norm,
applied along the array components of its argument, which in our case spans the modeled
cortical laminae. ∆t is the time step, Z are the parameters to optimize, yˆ(t|Z) and y∗(t) are
respectively the model prediction and the recorded signal.
The diﬀerent models lend themselves to optimization schemes of varying complexity and
eﬃciency. For example, the LMM optimization is done by solving the linear least-squares
(LSQ) problem:
min
zi
= ||y∗i − yˆi[z]||2 (2.29)
where yˆi[z] = Xzi is the LMM model's prediction for lamina i. X is the (time-by-signal)
matrix of recorded data used for the particular "mixture" - see eqns. (2.32) or (2.26). The
usual L2 norm is applied along the components of the ﬁt residual, which in this case are the
discrete time steps t = k∆t with k = 1, 2 . . . . The well-known closed form of the solution to
the LSQ problem is:
z∗i = (X
′X)−1X ′y∗i (2.30)
The z∗i 's are then combined as rows in the estimated connectivity matrix.
The LTI-based model is compatible with computation of analytic gradients through sensitiv-
ity analysis approaches such as the Finite-Horizon Optimal-Control (FHOC, see its detailed
description in Appendix A). This method provides a way to compute jointly the model sys-
tem signals trajectories, the optimality criterion J(Z), as well as its gradient ∇ZJ with
respect to the optimized connectivity parameters Z. Moreover, conditions may be imposed
systematically onto the solution - e.g. toward dynamic stability or population types: Zkj
are respectively ≥ 0 when the jth population is excitatory and ≤ 0 when the jth popu-
lation is inhibitory. This enables the use of reﬁned analytic gradient-based algorithms for
constrained (e.g. upper and lower bounds on the parameters) optimization. We used the
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so-called sequential quadratic programming (SQP) method - a quasi-Newton-type method,
which is amongst the best available for solving smooth constrained nonlinear optimization
problems [152154]. Preliminary results (data not shown) with artiﬁcially generated data
were very encouraging as we could recover almost identically the known vertical connectivity,
starting from a uniformly distributed pseudo-random initial guess.
The SNNM as presented in Appendix C is the hardest to optimize, as its deﬁnition would
challenge most ODE solvers and thence - for now, precludes the computation of analytic
gradients. The biggest issue is the LIF unit model itself, which creates highly discontinuous
jumps in the membrane voltage V (and thence to the whole time-varying system dynamics).
Moreover these jumps are unpredictable ahead of time. Hence only gradient-free direct-
search algorithms - such as the Nelder-Mead method of simplices (available through the
Matlab Optimization toolbox) are applicable.
Preliminary spiking neural network model (SNNM) results
These are the preliminary results of ﬁtting the mean laminar LFP and CSD proﬁles from the
checkerboards data set # 067. Note that this data set is diﬀerent from the one in Appendix
C - which is for spatially oriented gratings. These checkerboards data are similar. However,
their patterns are slightly more complex due to the stimulus type which activates all primary
visual domains simultaneously, leading to less 'tidy' activation patterns. In the next chapter
we argue that this may be due competitive interactions between neuronal populations, beyond
the scale that can be explained by the model of a single neocortical domain.
The optimality criterion for quality of ﬁt used here was the discrete time L2-norm - eqn.(C.23)
with ∆t = 100 µs
The initial values of the adjustable connectivity SNNM parameters zij and τij were modiﬁed
from the open-source model [134]. Table 2.1 lists the initial values of the adjustable connec-
tivity SNNM parameters zij and τij (see subsectionC). The initial values of the adjustable
relative population contributions were all α(0)k = β
(0)
k = 1/2.
Optimization of the SNNM ﬁts proceeded in four stages:
A ﬁrst run of the gradient-free direct-search Nelder-Mead algorithm was performed toward
optimizing the zij, τij and α adjustable SNNM parameters at once. Instead of opti-
mizing the τij values we optimized directly xij = exp(−∆t/τij), which with the ∆ =
100 µs produce xij quantities that tend to be rather close to unity. Nonetheless, they
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have a major impact on the strength Sij of the synaptic connectivity as can be seen
from eqn. (C.7). This was "picked-up" by the direct-search and thus the outcome of
the ﬁrst optimization run was signiﬁcant changes in the τij connectivity parameters.
The α's changed very slightly and the zij's practically not at all. The latter could
be explained by two factors: on the one hand the initial estimates, inspired from the
baseline SNNM [134], were pretty accurate; on the other hand, a set of minimum zij's
is required to sustain activity in the whole SNN as there is only one pathway in the
SNNM architecture [134], through which activity can (sequentially) propagates .
A second run - for just the τij and α parameters, and given the optimal z∗ij's achieved in
the ﬁrst run, yielded signiﬁcant changes in just the τij connectivity parameters.
A third run for the adjustable relative population contributions yielded the optimal α∗ and
β∗, given the optimal τ ∗ij's achieved in the second run.
A fourth run also for the relative contributions α and β, and given the τij's after the ﬁrst
run, validated that the outcome of the ﬁrst 2 runs could not be made superior by
optimizing also the β parameters.
Table 2.2 lists the ﬁnal estimates of connectivity, as well as the optimized relative population
contributions α∗ and β∗.
LTI-kernel ﬁt results and their control-theoretic signiﬁcance
A qualitative ﬁt of the observed LFP proﬁles was successfully attempted, based on the ﬁrst-
principles knowledge of the functional properties of the 2nd-order linear TF's - eqn. (2.19).
The purely feed-forward (FF) model captured very reasonably the early part of the response
- with a fraction of variance accounted for (VAF) ≈ 75% for just the ﬁrst 70-80 ms of the
transient response to the visual stimuli.
We then went on to estimate the optimal connectivity in a LTI-linear baseline model, based
on the LFPs and their ﬁrst derivatives.
For simplicity and straightforward stability constraints a linear transform r = A · V + B ·
dV/dt was assumed.
The linear assumption for the overall eﬀect of cortico-cortical connectivity on any given lam-
ina leads to simplicity also because it allows to reduce substantially the number of parameters
to tune. We will return to the question whether this is a realistic assumption in the next
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chapter's discussion. Toward these ﬁts we assume that there is only one cortico-neuronal
population per lamina and that any of the connectivity values can have any sign (as long as
the whole system remains stable). Although this would somewhat violate Dale's principle
(which states that the same neuron type cannot excite some of its synaptic targets, while it
inhibits others) on a single-neuron basis, on a population scale it remains meaningful as a
gross measure. Especially, since Dale's principle is not 100 % valid, and importantly since we
model only one cortico-neuronal population per lamina - which necessarily is heterogeneous .
I.e. whether excitation or inhibition characterize the eﬀect of cortico-cortical connectivity in
the interaction of a given pair of laminae. Cutting by half the number of populations does
not limit the generality of the analysis either.
This is somewhat mid-way between the SNNM (see also Appendix C) and the LMM (the
LMM results are presented in the next subsection). The optimized model captures very
reasonably the early part of the response. Clearly, the model performs poorly at the second
part of the inter-trial interval.
The VAF values are listed in Table 2.4 together with the initial pseudo-random guess and
the ﬁnal (optimized) estimates of connectivity.
Sometimes - even with the best of rigorous and beﬁtting approaches to promote parameter
optimization, the result of the latter may still be unexpected. This was initially the case
with attempting to ﬁt V and dV/dt simultaneously. Fitting simultaneously as many signals
as possible may clearly lead to robust and reliable estimates of model parameters.
However, a problem arose from the very diﬀerent scales of V ∼ 1 and dV/dt  1. In
this case numerical optimization naturally "rushes" to minimize the residuals of the V ﬁts,
and practically ignores the dV/dt ﬁts where spurious residuals variance was introduced. To
overcome this the LSQ optimality criterion of eqn.(2.28) was augmented by deﬁning non-
uniformly weighted residual array components:
f0(t, Z) = ||w ⊗ {yˆ[Z](t)− y∗(t)}||2 (2.31)
where x ⊗ y stands for the element-wise product of the arrays x and y and w speciﬁes the
desired non-uniform weights. w,i = 40/max(dV ∗i /dt) for the dV/dt - related weights and
unity for the V - related.
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The linear mixture model results
Typical reconstructions of cortical pyramidal neurons suggest that activity in any of the
key laminae of a V1 cortical column is tightly coupled to the activity in the other laminae.
Hence, in ﬁrst approximation, the MFV potential V of any given lamina may be estimated
for instance as the following baseline mixture model, which uses all the information available
in all recorded or derived signals to estimate their spatial variation:
Vk = Ak. ·V +Bk. · I (2.32)
where I ≡ dV/dt.
A very good quality of ﬁt relied on the utmostly simple mixture-model eqn. (2.32). The
corresponding relative mixture-model contributions are listed in Table 2.5, from which a
connectivity matrix could also be compiled if needed.
The simpler eqn. (2.26) introduced previously uses even less signals (only the dV/dt from
the same lamina as the one being ﬁt), and still yields quite high VAF values, as listed in
Table 2.5, together with the Cm estimates.
A validated connectivity matrix? Let our main goal be approaching some published
account of anatomical (synaptic) connectivity patterns. According to Occam's razor principle
of parsimony, any correctly deﬁned approach toward such connectivity matrix should (at
least in principle) yield meaningful comparisons - no matter how simple its premises. Here
we present the most simple one. A non-dynamic mixture-model ﬁt of the CSD data.
Even though such a model could be even publishable and some meaningful parallels made,
eqn. (2.26) or eqn. (2.32) is hardly going to bring us close to the stated goal of realistic
visual prosthesis simulation and analysis. In the next subsection we shall argue that this is
much the case also with the LTI-kernel-based model.
Even so a couple of interesting parallels can be made looking at the weight coeﬃcients listed
in Table 2.5.
Negative Cm's reﬂect the internal inconsistency - i.e. the time- and space-derivatives of the
same signal do not quite match fundamental electrophysiology tenets (see Table 2.5).
According to the canonical micro-circuit as implemented in [134] only the E4 and E5
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neural populations project recurrently onto themselves and this is clearly reﬂected by
the weight coeﬃcients listed in Table 2.5, despite all the SNR-related problems that
the CSD data may have.
Table 2.1. Initial connectivity in the SNNM
Quantal Synaptic Weights
Population Source(j)
Target (i) IVE IVI II/IIIE II/IIII VE VI V IE V II
IVE 0.005 0.001 − − − − − −
0.01 − 0.001 − − − 0.004 −
II/IIIE 0.01 − − 0.04 − − − −
− − 0.002 − − − − −
VE − − 0.04 − 0.002 0.001 − −
− − − − 0.015 − − −
V IE − − − − 0.1 − − 0.001
− − − − − − 0.01 −
Synaptic Time Constants
Population Source(j)
Target (i) IVE IVI II/IIIE II/IIII VE VI V IE V II
IVE 10 1 − − − − − −
5 − 5 − − − 5 −
II/IIIE 5 − − 3 − − − −
− − 5 − − − − −
VE − − 5 − 5 1 − −
− − − − 5 − − −
V IE − − − − 5 − − 1
− − − − − − 5 −
Note A "−" in position (i, j) stands for no connectivity between the populations of the pair
(i, j).
Table 2.2. Optimal SNNM synaptic time constants and relative population contribution
Population Source (j)
Target (i) IVE IVI II/IIIE II/IIII VE VI V IE V II α(LFP )i β(CSD)i
IVE 5.7 1 − − − − − − 0.8368 0.82676
4.3 − 4.6 − − − 15.5 − 0.30182 0.48594
II/IIIE 3.8 − − 2.9 − − − − 0.45915 0.77978
− − 4.4 − − − − − 0.71369 0.24005
VE − − 6 − 5.1 1 − − 0.64846 0.080276
− − − − 20.9 − − − 0.37887 0.81987
V IE − − − − 4.3 − − 1 0.52306 0.73354
− − − − − − 10.8 − 0.4268 0.10279
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Table 2.3. SNNM VAF (%) ﬁgures for the ﬁnal identiﬁed (optimized) inter-laminar
connectivity
Lamina
Fitted data IV II/III V VI
LFP 76.824 48.8038 77.8807 72.8457
CSD 29.9107 5.77039 22.3833 8.84767
Table 2.4. Initial and ﬁnal connectivity estimates with the baseline LTI-linear model
Initial (uniformly random in [-0.5,0.5]) connectivity
Lamina V : Source (j) dV/dt: Source (j)
Target (i) IV II/III V V I IV II/III V V I
IV 0.2621 -0.26886 -0.0553 0.23821 -0.14713 0.4169 -0.29723 -0.30119
II/III 0.3913 0.45013 0.32141 0.42181 -0.44211 0.43547 -0.36111 -0.22781
V -0.04353 0.10684 0.11543 -0.32373 0.31317 -0.08973 -0.30128 -0.48473
V I -0.4815 -0.01402 0.29194 -0.09429 -0.49014 0.39365 0.10379 0.24679
Connectivity resulting from model parameters' optimization
||Z∗ − Z(0)||/||Z(0)|| = 2.3291, F [Z(0)] = 0.41→ F [Z∗] = 0.21
Lamina V : Source (j) dV/dt: Source (j) VAF (%)
Target (i) IV II/III V V I IV II/III V V I V V˙
IV -0.9316 -0.209 1.0473 0.636 -2 0.3707 -0.392 -0.2086 59 21
II/III 0.08 -0.2414 0.2992 0.6015 0.9282 0.1169 -0.4675 -0.439 52 12
V 0.7234 0.918 0.1021 -0.3222 1.3498 -0.0918 -0.6738 -0.6643 47 8
V I 0.4122 1.0181 0.0821 -0.1368 1.2614 0.1982 -0.3449 -0.3886 47 7
Table 2.5. "Connectivity" and Cm estimates with the linear mixture-model
Lamina Source (j)
Target (i) VAF (%) IV II/III V VI Cm,i
IV 93 3.94998 -0.754725 -2.51942 0.2613 0.0667238
II/III 72 -1.69968 0.837204 0.351073 0.306843 -0.102172
V 68 -2.25714 0.00559409 3.20357 -1.1071 -0.094088
VI 29 -0.408759 0.384846 -0.286866 0.270417 0.0866958
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Chapter 3
GENERAL DISCUSSION
3.1 An integrative perspective
In this work we looked at:
Eﬃciency from a micro-electronics perspective
• Optimal stimulation-current waveforms with lowest energy-consumption
• Functionally reliable generation and propagation of action potentials (AP's) in
excitable tissues.
Knowledge, understanding and insights -
acquired from computational modeling at multiple scales
• At single-neuron level - toward reliably evoked AP's
• Neural Population activity patterns - toward evoking visual percepts
3.2 The Least-Action Principle for ES optimality
In eqn. (2.5), we addressed directly the electric power required for driving the excitable-
tissue membrane potential V (t) from its resting (Vr) to its threshold value (VTHR) through
a stimulation of ﬁxed duration. Through the LAP perspective, we obtained eqn. (2.8) - a
general (model-independent) description of the energy-optimal time-course of the excitable-
tissue's membrane potential V ∗(t).
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We would like to bring the reader's attention to three speciﬁc conclusions.
The ﬁrst is related to the intuition gained with respect to the evolution of the membrane
potential V ∗(t). This optimality principle is best demonstrated by the simplest linear sub-
threshold model (LM). Let ES circumstances be characterized by large opposing currents
(e.g. the leak LM current) over long durations. This situation is physically analogous to
ﬁlling with water a bucket which has large holes in its bottom. Since only the ﬁnal outcome
is important (i.e. we want the bucket full at the ﬁnal time T ), the best policy is to do
nothing for most of the duration and then be able to dump a very large amount of water in
the bucket over very short time. From experience, we know that works for even an unplugged
sink. Moreover, we saw that the same intuition transfers to more reﬁned models (e.g. the
HHM or the MRG'02) as do nothing for most of the duration means that we are still around
the resting V and hence there is no danger of Na+ ionic-channel deactivation.
The second take-home message is that the use of LAP principles jointly with numerical ap-
proaches (e.g. the classical FHOC) provides a mathematically sound and practical waveform
optimization approach, providing more assurance toward the quality of the ﬁnal outcome.
And ﬁnally, a note of humility is in perfect order. In this work we just slightly opened the
door to using the LAP ideas for optimal ES. There are many more aspects to tackle than the
ones that we can address in this short paper as 'proof of concept'. In particular we would
like to extend the method for extracellular stimulation in forthcoming work. The motivation
for doing so is at least twofold. On the one hand, extracellular stimulation has far more
practical relevance. On the other hand, the only way we could rigorously employ the general
LAP solution of eqn. (2.12) is to consider a model where we are free to manipulate u(t, Z)
in every compartment or at every spatial location.
We hope that the analysis and numerical evidence provided in this work may convince the
reader of the practical beneﬁts of applying the LAP principles toward the design of energy-
eﬃcient ES.
In the context of extracellular stimulation, we will also have to properly address the con-
ditions for stable AP propagation (see [30, 155] for an extensive treatment of the subject).
These conditions would also naturally provide the spatial voltage proﬁle at the end of the
stimulation, needed to properly solve the PDE of eqn. (2.12).
Here we took a shortcut path by assuming that intuitions gained with single-compartment
models suﬃce. This may be partially true with the speciﬁc MRG'02 setup that we addressed,
but does not hold in general. Hence, the LAP results are approximate. A clue is provided by
the slightly lower P values of the optimal rectangular waveform, for TSTIM = 100 and 200
68
µs - see Table A.9. As can be seen from Fig. A.9, no beneﬁt in terms of lower VTHR can be
associated to the steep rise of the rectangular waveform, since VTHR is expected to be higher,
esp. for shorter durations. This was further conﬁrmed by numerical testing with dual linear
(high/low rate) V (t) rise schedules (data not shown), which all had inferior performance to
the baseline simple linear-growth protocol.
By the lowest required energy criterion (P ) and for some of the short durations, the plain
rectangular waveform outperforms the ones associated to the linear-ramp voltage proﬁle (see
Fig. A.10). On Fig. A.13 one can see that the steep rise of the SQR waveform yields an early
super-linear ramping of the membrane voltage. However, the rectangular waveform requires
a lot more charge Q to be transferred.
A direction for more precise manipulation is provided by the activating-function concept
[30, 31, 155], which supplies every compartment with a virtual injected current. The potential
distribution in the tissue due to extra-cellular electrode current Is(t) is described by:
Φe(t, z) =
Is(t)
4piρe
√
x2 + z2
(3.1)
where z is the neural process's axial (longitudinal) position and the electrode is at a distance
x directly above from the cable's midline (i.e. y = 0). Eqn. (3.1) assumes an inﬁnite
extra-cellular medium with homogeneous resistivity ρe.
From the cable equation
CmV˙ = −IION(V ) + Im = −IION(V )− ∂Ii(z)
∂z
=
∂2Φi(z)
ri∂z2
− IION(V ) (3.2)
where Ii(z) and ri are respectively the intra-cellular current and unit-length axial resistance.
Recall that V = Φi − Φe. Then eqn. (3.2) can be rewritten as:
CmV˙ =
∂2V
ri∂z2
− IION(V ) + ∂
2Φe
ri∂z2
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from where one can see that the eﬀects of Is(t) are captured by the activating function:
fA(Is(t), z) =
∂2Φe(t, z)
ri∂z2
(3.3)
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Figure 3.1. The activating function
Fig.3.1 illustrates eqn. (3.3) for 4 diﬀerent cases for the distance x directly above the midpoint
of the neural axis. Note that the extra-cellular potential (3.1) - due to the stimulation, has
spherical iso-surfaces, which are drawn as dotted circles in the ﬁgure plane (y = 0). The
chosen activating-function scale (in its appropriate current units), matches the spatial scale
of the distances x (in microns). Colors have been consistently used to link the respective
Φe(t, z), fA(Is, z) and x, for identical constant cathodic current Is = −100µA, ρe = 300Ω.cm
and ρi = 100Ω.cm.
In practical modeling eqn. (3.3) is most often used in a ﬁnite-diﬀerences approximation. This
is also the case of Fig.3.1, where a cable of diameter 1 µm and compartment-length 6 µm is
assumed.
The ﬁgure clearly shows that the patterns of extracellular potentials (size of depolarized and
hyperpolarized regions) depend on the distance to the electrode. As observed in a very recent
short paper [156], this can account for the upper threshold phenomenon . The latter consists
in an upper bound on stimulation current (and below the obvious ones of electrode and
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cellular damage), above which propagating action potentials can no longer be elicited [157].
As has been shown [30, 156], this is largely due to suboptimal electrode placement. On the one
hand this is due to electrode positioning far from the most excitable and appropriate axonal
segments [130], and on the other hand - and as seen from Fig.3.1 for cathodic stimulation
- large distances from the neural axis lead to very large hyperpolarized regions, which will
become progressively harder to overcome as the Is amplitude is increased.
In practical situations many more additional aspects need to be addressed. E.g. stimulation
needs to be charge balanced. This is a necessity for implanted devices and also debatably
important for transcutaneous applications. Such stimulation will have an eﬀect on the optimal
threshold intensity of the cathodic pulse [158]. One would expect that a pre- or post- anodic
pulse would also have a signiﬁcant eﬀect on the optimal waveform. Moreover, its own shape
would be subject to optimization - e.g. to minimize the overall energy level required - a cost
suitable for the design of implanted devices.
To provide an illustration of the complexity involved, here we provide a simulation of extra-
cellular stimulation. A homogeneous cable - of diameter 1 µm and modeled as 100 adjacent
compartments of length 6 µm, is simulated. The electrode is positioned at a distance x = 12
µm, directly above the midpoint of the neural axis. The cable compartments are all of the
most excitable Na1.6 type (see Appendix B).
Through ﬁgures 3.2, 3.3, 3.4, and 3.5, one could introduce the following aspects:
Thresholds : This aspect is far less straightforward than with single-phase intra-cellular
stimulation. With charge-balanced biphasic current waveforms, the cathodic pulse
immediately followed by an anodic one of the same amplitude would clearly lead to
opening and then closing of the fast opening m-gates of the Na+ channels, which
follow closely (with very short time delay) the membrane voltage trajectory.
Latency : By deﬁnition, threshold stimulation implies optimally low current. This in turn
means that one could wait for a signiﬁcant time interval before a propagating AP would
actually arise in the target tissue. This routinely happens long after the stimulation
current is turned oﬀ (Fig. 3.2).
All three simulated charge-balanced (cathodic-pulse-ﬁrst) cases - with amplitudes Is =
120µA (Fig. 3.3) and Is = 100µA (Fig. 3.4 and 3.5) respectively, could be considered
as candidate threshold cases. The lower-amplitude case requires either two consecutive
pulses (each phase of duration 25 µs) or a twice-longer pulse duration of 50 µs.
Ionic-channel inactivation and propagation block : The propagating AP is not initi-
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ated in the intuitive central compartment (where the fA(Is, z) spatial proﬁle peaks).
This is due to inactivation of the slower closing h-gates of the Na+ channels (see panels
B in all Fig. 3.3 through 3.5 - showing a pattern - clearest in the latter ﬁgure, of h-gates
inactivation in the central compartment - thick red trace).
Such gate dynamics patterns are also exploited in AP transmission block (see our poster
at EMBS, Chicago 2014).
Finally, a symmetric charge balancing of the current waveforms is preferred also to
avoid the anode-break rebound excitation, which may be observed following h-gates
hyper-activation, following a long lasting hyperpolarizing anodic phase.
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Figure 3.2. Extra-cellular stimulation: a case study
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3.3 Meta-parameter-dependent NaV ion-channel dynamics
Here we "step out" of the quantitative and rather technical description of the parametric
model family's complex organization, reﬂected in both the complete and the simpliﬁed dy-
namics. Let us put this work in the broader context of understanding why things may be the
way they are, and attempt to answer "big questions" like how did evolution micro-manage
neural processes to produce AP's eﬃciently and transmit them suﬃciently rapidly? For such
purpose we will make use of some more core results and ﬁgures as follows:
Lower ∆V1/2 = diversiﬁed frequency-encoding capacity
Can the parameterized classical HH models exhibit low-frequency automatic ﬁring?
Fig.B.3B shows the minimum Ibias, which in turn corresponds to the maximum period length,
for stable cycles as a function of ∆V1/2. From the ﬁgure one sees that a very reasonable
∆V1/2 meta-parameter variation translates to a ﬁve-fold variation of period lengths. Thus,
the model family is capable of handling automatic ﬁring at a frequency less than 20Hz!
Moreover, the period dependence on ∆V1/2 is almost linear in the range ∆V1/2 > LP1 (i.e.
the M1 model sub-class). And as can be expected based on dynamics analysis this far, the
dependence is super-linear on ∆V1/2 in the range LP2 < ∆V1/2 < LP1 (i.e. the M3 model
sub-class).
Hence lower-∆V1/2 models bring about a signiﬁcantly larger frequency-coding range, which
furthermore requires less metabolic resources.
On metabolically eﬃcient AP's
Fig.B.2A,B show how the AP properties - particularly the INa/IK currents interplay is af-
fected by ∆V1/2 variation. All the AP are obtained by stimulating with a pulse 1.5× the
resting ITHR (see Fig.B.4, TSTIM = 0.1 ms).
Larger ∆V1/2 values translate to lower excitability (higher threshold potential VTHR and stim.
current ITHR). Importantly just as observed by others [56, 58] in attempts to make the HH
model more metabolically eﬃcient, lower ∆V1/2 translates into a slightly longer-lasting AP,
which is a reasonable price to pay for the signiﬁcant reduction of INa/IK currents overlap in
the post-upstroke phase of the AP (Fig.B.2B, see also Fig.B.2C).
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From a compartment to a cell: On Hogkin's maximum-velocity hypothesis
To estimate the eﬀect of ∆V1/2 on AP propagation velocity (through the Nav currents),
homogeneous cables of 100 identical compartments - each of length 25 µm (yielding a total
cable length of 2.5 mm) were simulated. The cable was subject to the no-ﬂux boundary
condition on one end, and the single compartment on the opposite end was stimulated (TSTIM
= 100 µs or 1 ms). First, ∀∆V1/2, the resting threshold was identiﬁed s.t. an AP was reliably
evoked and propagated to the very end of the cable. A summary of resting threshold ITHR
and mid-axon mean AP conduction velocity as a function of ∆V1/2 is presented in Fig.B.9.
Notice the clear linear trend of increasing ITHR with ∆V1/2 for both TSTIM cases. Despite
the large estimation variability (as illustrated and discussed in Fig.B.8) a signiﬁcant trend of
deccelerating AP propagation with ∆V1/2 can be acknowledged.
According to Hogkin's maximum-velocity hypothesis, the ion channels' ion-types and density
evolved through natural selection to maximize the AP conduction velocity. However, it has
been argued that gating current limits the increase of Na+ channel density as a means to
gain in conduction velocity. Moreover, the computed optimal density is more than twice
higher than in the real squid, and with capacitance reduced by neglecting gating current,
optimal density is even higher [64] . Hence, this is another trick that evolution may be
playing to solve many a problem at once - avoid the overhead of having too many channels,
while simultaneously gaining in AP transmission speed, and even in eﬃciency! All of it by a
simple shift of the sodium current window along the membrane potential dimension!
3.4 Anatomically constrained functional model of activation and parametric
identiﬁcation of connectivity in visual cortex
Which data?
A related issue is the presence of noise and other unaccounted terms in the LFP and par-
ticularly its transformation to CSD data, notwithstanding the very choice of suﬃciently
representative source(s) of such data. Ideally, one would introduce separate neuronal popu-
lations at every electrode position - i.e. the latter would deﬁne sub-laminae. A reasonable
question arises: How would one anatomically constrain such a model? Especially, given the
scant number of published studies about even the simplest 4-laminar situation. Such an
approach requires performing speciﬁc studies (e.g. [111]) that combine the acquired detailed
anatomical data with modeling.
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So far we have dealt with just a few data sets However, before we repeat the modeling
with other data sets, we'd like to pinpoint some rather non-trivial aspects. Let us compare
the LFP's recorded for the full-ﬁeld stimuli (data set # 068), the checkerboards (data set
# 067), and the optimally oriented gratings (data set # 065), used in Appendix C.
First, about the diﬀerences: With the full-ﬁeld-stimulus, LFP's peak at about the same
time across the deeper laminae, while lamina II/III is somewhat an "outlier". Conversely,
with the checkerboard-stimulus, the more superﬁcial laminae align, while lamina VI peaks
about 16 ms later. Moreover, the checkerboard-stimulus seems to trigger a more pronounced
onset response, while exactly the opposite pattern occurs with full-ﬁeld. Naturally, these
observations are all conditional on a functional interpretation of what the on- and oﬀset
responses are about.
Such a functional interpretation would be very useful for honing the model and tailoring
the in silico to what may be going on in vivo. The clear common trend may even be
more important for successful modeling. The canonical circuit predicts an activation which
sequentially propagates to other laminae and their neuronal populations. Then we expect
to see that reﬂected in the LFP's and CSD's - i.e. the early activation sink/source pattern
would change with time, as would be expected from ideal data consistent with the canonical
circuit and its predictions. However, with the stimuli which activate all neocortical domains
simultaneously, such a 'tidy' activation pattern is less clearly expressed. We conjecture
that this is due to competitive interactions between neuronal populations beyond the scale
that can be explained by the model of a single neocortical mini-column. Thus, such data
require a higher-dimensional model, whose interconnections will shape the modes of responses
according to the -spatio-temporal patterns of inputs. Hence, we purposefully chose the
optimally oriented grating stimulus data, which is expected to activate one mini-column
preferentially (exclusively), so as to make an abstraction of input signals massively converging
onto the modeled populations, but originating elsewhere in cortex [86, 92, 110].
Quality of ﬁt
The data being essentially of the meso-scopic type, in the end it comes as no big surprise
that the meso-scopic SNNM model did reasonably best. For example, as long as the system's
dynamics are linear, and it is such using any of the variants of eqn. (2.19), the response will
vanish (converge) to zero in some ﬁnite time after the oﬀset of stimulation, unless the model
is unstable. This is made particularly salient by the LFP data tendency to exhibit a fast rise
and a slow decay to baseline level - with additionally a transient undershoot. Therefore the
oﬀ response must be described by dynamics with at least two time constants.
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A key point is that the SNNM has the best ﬁt performance overall, yet it is based on sparse
connectivity: it has just 18 active inter-population projections out of the 64 possible!
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CONCLUSIONS AND
RECOMMENDATIONS
A methodology to study and predict neuronal dynamics determined by ion-
channel distributions
We identiﬁed nonlinear dynamic mechanisms to explain experimental observations in a pre-
dictive way. This lays the foundations for a methodology to study the eﬀect of ion-channel
distributions on neuronal dynamics, excitability and refractoriness. This holds promise to
explain and improve experimental neuroscience practice (e.g. [23]).
Hence, such modeling and analysis are worth pursuing. Functional electric stimulation is at
the threshold of a new realm of possibilities. The paradigm is rapidly shifting from classical
work ( [8, 12]), as rapid stimulation (typically through trains of ∼ 300 Hz) to evoke single
AP's in isolated neurons is largely suboptimal.
Practical implications for eﬃcient ICMS and artiﬁcial vision
Now classical pioneering work such as [14, 15, 159, 160] demonstrated viability of visual
prosthetics in human subjects.
One can also be greatly inspired by the inﬂuential work of Tehovnik and colleagues ( [1, 2,
27, 37, 161, 162] ), which - based on animal research, technological and theoretical advances
has opened a new stage in the progress toward successful artiﬁcial vision for the blind.
Together with critical aspects such as the long-term compatibility, functional visual pros-
thetics require eﬀective and reliable (1:1) stimulation of select (precisely targeted) neural
sub-populations. Such stimulation not only uses optimally little energy (from an optimal-
control point of view) and has minimum undesirable side-eﬀects (e.g. tissue damage or
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involuntary saccades, [1] ). Selective stimulation with lowest possible currents also means
higher possibility for conveying information through visual percepts and speciﬁc visual fea-
tures. For example, oriented lines that convey shape and colored stimuli as opposed to bright
color-less and feature-less phosphenes that may diﬀer in size and position in the subjective
visual space ( [15]).
Finally, a very large impact on the type of possibilities is determined by:
• the choice of one (and why not even more than one) of the multiple anatomical targets:
primary or secondary visual cortices, the 'visual' nuclei of the thalamus, and the retina.
• the size, type and number of the stimulation electrodes that are used, as well as by the
precision of their guidance to their neuronal targets.
Recent experimental ICMS work (e.g. [23]) conﬁrmed modeling predictions (e.g. [24, 30, 31])
that AP are evoked almost exclusively from axonal targets, even if this results antidromic
AP propagation. Moreover, a typical outcome of 'ad hoc' application of high-frequency
stimulation trains results in massive depression of ICMS-targeted gray matter.
From our analysis, one may see that this may be the cost of ignoring the appropriate stim-
ulation conditions dictated by the analysis of the geometric and dynamic structures that
determine excitability and refractoriness. Some of these characteristics are easier to deduce
and enforce than others. A simple example is provided by observations in [15], who were
surprised that surface electrodes did not yield visual percepts even with high stimulation cur-
rents in the mA range. A quite simple reasoning however suggests that their current-density
factors between surface and implanted micro-electrodes were in a ratio of the order of 104.
With micro-electrode successful threshold currents ISTIM were larger than 2µA. With similar
durations TSTIM and waveforms, simple linear reasoning indicates that successful threshold
currents ISTIM when using surface electrodes would have to be larger than 20mA as opposed
to the upper bound 1− 2mA imposed by [15].
With the ∆V1/2 meta-parametric model, we demonstrated here that with reasonably high
ISTIM values the limit periods of 1:1 pacing may be as short as ∼ 5 ms. Hence stimulation
train frequency can be as high as 200 Hz. The latter result is consistent with the exper-
imentally observed fact that past such frequencies the subjective visual percept reaches a
plateau, beyond which it starts getting weaker. This is suggestive that the neuronal targets
of stimulation will respond with activation ratios lower than unity to such 'overdrive'.
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Viable model extensions
The analysis presented here, for the simplest possible PLA and ∆V1/2 meta-parametric model
types, can be extended further to 1D (as shown), 2D or 3D multiple-compartment models of
an entire neuron.
In models of higher dimensionality, the spatial distribution of ionic current types and their
relative proportions will yield speciﬁc spatio-temporal patterns, corresponding to better or
worse conditions for AP initiation and propagation. The approach used here can be gener-
alized to produce the proﬁles of threshold stimulation-ﬁelds and stimulation-current values,
that lead to successful AP initiation and propagation [163].
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APPENDICES
Here we use the opportunity to include a brief general technical note on the way the simu-
lations were performed. First and foremost, this work aimed at a predominantly analytical
set of results. The methodology and tools (e.g. variational analysis or nonlinear dynam-
ics) provide for general insights of wide applicability, such as the LAP-based approach to
energy-optimal electrical-stimulation, described in appendix A.
The majority of simulations had to do with an implementation of the previously described
parametric Hodgkin-Huxley model. This model is in the form of a nonlinear system of
ordinary diﬀerential equations. We used robust variable time step ODE solvers - from either
the Matlab suite or the CVODES library, to obtain reliable-precision system trajectories
prior, during and after stimulation. On a number of occasions, we embedded the ODE
solution inside an iterative search loop - e.g. to determine strength-duration curves or other
parameter-dependent properties in appendix B. For this purpose we used eﬃcient Matlab
implementations - such as the golden-section search algorithm.
Unlike in many other simulations studies, we used robust and rigorous criteria ensuring a 1:1
response - i.e. every ES pulse produced a single AP output, rather than a time-varying ﬁring
rate. A temporal proﬁle of ﬁring rate in a population of cells is only the case in appendix C,
where the Leaky Integrate & Fire (LIF) model is used in conjunction with a simple discrete
forward-Euler algorithm.
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Peer-review paper #1:
Energy-optimal Electrical-stimulation Pulses Shaped by the Least-Action
Principle
PLoS ONE, vol. 9, no. 3, p. e90480, 2014.
Nedialko I. Krouchev, Simon M. Danner, Alain Vinet, Frank Rattay, Mo-
hamad Sawan
Abstract
Electrical stimulation (ES) devices interact with excitable neural tissue toward eliciting ac-
tion potentials (AP's) by speciﬁc current patterns. Low-energy ES prevents tissue damage
and loss of speciﬁcity. Hence to identify optimal stimulation-current waveforms is a relevant
problem, whose solution may have signiﬁcant impact on the related medical (e.g. minimized
side-eﬀects) and engineering (e.g. maximized battery-life) eﬃciency. This has typically been
addressed by simulation (of a given excitable-tissue model) and iterative numerical opti-
mization with hard discontinuous constraints - e.g. AP's are all-or-none phenomena. Such
approach is computationally expensive, while the solution is uncertain - e.g. may converge
to local-only energy-minima and be model-speciﬁc.
We exploit the Least-Action Principle (LAP). First, we derive in closed form the general
template of the membrane-potential's temporal trajectory, which minimizes the ES energy
integral over time and over any space-clamp ionic current model. From the given model we
then obtain the speciﬁc energy-eﬃcient current waveform, which is demonstrated to be glob-
ally optimal. The solution is model-independent by construction. We illustrate the approach
by a broad set of example situations with some of the most popular ionic current models
from the literature.
The proposed approach may result in the signiﬁcant improvement of solution eﬃciency:
cumbersome and uncertain iteration is replaced by a single quadrature of a system of ordinary
diﬀerential equations. The approach is further validated by enabling a general comparison to
the conventional simulation and optimization results from the literature, including one of our
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own, based on ﬁnite-horizon optimal control. Applying the LAP also resulted in a number of
general ES optimality principles. One such succinct observation is that ES with long pulse
durations is much more sensitive to the pulse's shape whereas a rectangular pulse is most
frequently optimal for short pulse durations.
Keywords optimal control, electric power, current waveforms, excitable-tissue model, varia-
tional analysis, global vs local extremum, computational experiment, convergence of numer-
ical iteration
Introduction
Electrical stimulation (ES) today is an industry worth in excess of 3 G$. ES devices inter-
act with living tissues toward repairing, restoring or substituting normal sensory or motor
function [1]. The rehabilitation-engineering applications scope is constantly growing: from
intelligent limb prosthetics and deep-brain stimulation (DBS) to bi-directional brain-machine
interfaces (BMI), which are no longer just about recording brain activity, but have also re-
cently used ES toward closed-loop systems, [25].
Application-speciﬁc current patterns need to be injected toward reliably eliciting action po-
tentials (AP's) in target excitable neural tissue. To prevent tissue damage or loss of functional
speciﬁcity, the employed current waveforms need to be eﬃcient. This may signiﬁcantly im-
pact the biomedical eﬀects and engineering feasibility. Hence, an optimization problem of
high relevance to the design of viable ES devices is to minimize the energy required by the
stimulation waveforms, while maintaining their capacity for AP triggering toward achieving
the targeted functional eﬀects.
A number of recent studies of ES optimality are based on extensive model simulation and re-
lated numerical methods through the wider spread of high-performance computing, e.g. [69].
The model dynamics to iterate can be arbitrarily complex and nonlinear. This implies lengthy
numerically-intensive computation, irregular convergence and constraints that may be dif-
ﬁcult to enforce - e.g. that an AP is an all-or-none phenomenon. Thus, any function of
membrane voltage will suﬀer dramatic discontinuities at parameter-space manifold bound-
aries where intermittent AP's are likely to be elicited.
Hence, such an iterative approach is not only computationally expensive, but its solution
quality is highly uncertain and model-speciﬁc. The long-lasting iteration may converge to
shallow local energy-minima. Such numerical misdemeanor of the approach is well known to
its frequent users.
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In this work we follow the ES pioneers - we use physical reasoning and related mathematics
toward a more theoretical treatment of the subject.
Below we summarize very brieﬂy our historical premises. ES' theoretical cornerstones were
laid a century ago by experimentally-driven assumptions and models, [1012]. Various con-
stant ES current levels and durations were tried systematically. E.g. Louis and Marcelle
Lapicque spent many years performing such lab experiments with multiple physiological
preparations [13, 14]. This classical work led to concepts like strength-duration curve (SD),
i.e. the function of threshold (but still AP-evoking) ES current strength on duration. The
ﬁrst mathematical ﬁt to this empirical results is usually attributed to Weiss, [10, 15].
ITHR(T ) = b(1 + c/T ) (A.1)
where T is the stimulus duration, b is called the rheobase (or rheobasic current level) and c
is the chronaxie.
The most expedite way of introducing the rheobase and chronaxie would be to point to eqn.
(A.1) and notice that:
lim
T→∞
ITHR(T ) = b (A.2)
and
ITHR(c) = 2b (A.3)
i.e. the rheobase is the threshold current strength with very long duration, and chronaxie
is the duration with twice the rheobasic current level. In the pioneering studies electrical
stimulation was done with extracellular electrodes.
Eqn. (A.1) is the most simplistic of the 2 'simple' mathematical descriptors of the dependence
of current strength on duration, and leads to Weiss' linear charge-transfer progression with
T, Q(T ) = T × ITHR = b× (T + c). Both Lapicque's own writings - [1113], and more recent
work are at odds with the linear-charge approximation. Already in 1907 Lapicque was using
a linear ﬁrst-order approximation of the cell membrane, modeled as a single-RC equivalent
circuit with ﬁxed threshold:
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ITHR(T ) =
b
1− e−T/τ = b+
be−T/τ
1− e−T/τ (A.4)
with time constant τ = C/g; C and g = 1/R are the membrane capacity and conductance
respectively.
The second form of eqn. (A.4) is easily obtained by subtracting/adding the term be−T/τ .
From it, when τ  T (and hence e−T/τ → 1):
ITHR(T ) ≈ b(1 + τ/T )
which accounts for the hyperbolic shape of the classic Lapicque SD curve.
Originally, eqn. (A.4) described the SD relationship for extra-cellular applied current. How-
ever, the single-RC equivalent circuit with ﬁxed threshold, where I is the electrode current
ﬂowing across the cell membrane:
Cv˙ + v/R = I (A.5)
can be used with either extra- or intra-cellular stimulation. v = (V − Vrest) is the reduced
membrane voltage with Vrest the resting value of V . From eqns. (A.4) and (A.5), one may
also see that b = g(VTHR − Vrest), where VTHR is the attained membrane voltage at the end
of the stimulation (at time T ).
Notice that the chronaxie c is not explicitly present in eqn. (A.4). Notice also that - with
very short duration T  τ , by the Taylor series decomposition of the exponent (around
T = 0), one may have either ITHR(T ) ≈ bτ/T or ITHR(T ) = b[1 + τ/T ]. Note that these
two diﬀerent simpliﬁcations (and esp. the latter) are 'historical' and depend on which of the
two right-hand sides (RHS') of eqn. (A.4) is used. In the second case only the denominator
is developed to ﬁrst order, while the numerator is truncated at zero-order. The second
approximation throws a bridge to Weiss' empirical formula of eqn. (A.1). I.e. the latter is
a simpliﬁcation of a simpliﬁcation (i.e. of the 1st-order linear membrane model), capturing
best the cases of shortest duration. On the other hand, ITHR(T ) ≈ bτ/T leads to a constant-
charge approximation. Interestingly, the latter may ﬁt well also more complex models of
the excitable membrane, which take into account ion-channel gating mechanisms, as well
as intracellular current ﬂow, which may be the main contributors for deviations from both
simple formulas. These 'subtleties' are all clearly described in Lapicque's work, but less
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clearly by one of the most recent accounts in [16].
Before we continue, it is in order to examine the practical value of numerical optimization to
identify energy-eﬃcient waveforms. It is limited for the following reasons. First, it is subject
to the rigorous constraints of quantitative equivalence between the model used and the real
preparation to which the results should apply. A noteworthy example is provided by the very
practice of numerical simulations: often a minute change in parameters precludes the use of
a just computed waveform, which is no longer able to elicit an AP in the targeted excitable
model. Alas, the same or similar applies hundredfold to the real ES practice.
Second, in the search for minimum-energy waveforms, using numerical mathematical pro-
gramming algorithms, there is no guarantee about obtaining a globally optimal solution.
Finally, such an approach sheds very little light with respect to the major forces that are at
play, and the key factors which determine excitability, such as - for example, the threshold
value of membrane potential, whose crossing triggers an AP.
However, the problem at hand is also reminiscent of the search for energy-eﬃciency in many
other physical domains - e.g. ecological car driving. For centuries, physics has tackled similar
problems through an approach known as the Least-Action Principle (LAP) [17].
Thus, we ﬁrst used simple models to derive key analytical results. We then identiﬁed generally
applicable optimality principles. Finally, we demonstrate how these principles apply also to
far more complex and realistic models and their simulations.
The modeling and algorithmic part of this work is laid out in the next section. First, we
introduce a simple and general model template. Next we present four most popular speciﬁc
ionic-current models. Each of these can be plugged in the template to describe an ES target in
a single spatial location in excitable-tissue (or alternatively - a space-clamped neural process).
We then examine the conditions for the existence of a ﬁnite membrane-voltage threshold for
AP initiation. The introduced ionic-current model properties are analyzed to gain important
insights into the solution of the main problem at hand.
Two very diﬀerent ways to identify energy-eﬃcient waveforms are presented in the last two
subsections of the Methods. The ﬁrst relies on a standard numerical optimal-control (OC)
approach. The second outlines the LAP in its ES form, which is used to derive a general
analytic solution for the energy-optimal trajectories in time of the membrane-potential and
stimulation-current.
The Results section presents the model-speciﬁc results, applying OC or the LAP. We perform
a detailed optimality analysis for both the simple and more realistic models. Comparisons
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between the two types of approaches, and the quality of their solutions, are made.
Commonly used abbreviations are summarized in Table C.1 and symbols - in Table A.2
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Methods
A general excitability model template
For the equivalent circuit of Fig. A.1, IS is the stimulation current. IC is the capacitive
current, whose direction is as shown on the Figure when the excitable-membrane's potential
is being depolarized. The algebraic sum of all the ionic and all axial currents is represented
by IΣ = IION + Iaxial, where Iaxial stands for the algebraic diﬀerence (divergence) of in-
and out-going axial currents. In the sequel we will use the notation u(t) = IS(t) for the
stimulation-current waveform. The latter is our system input, which will be the leverage
to reﬁne in order to achieve desirable outcome - reliable triggering of AP's in the excitable
system. It is customary in the control literature to denote such a signal u(t).
Thus, all the currents are linked by the ﬁrst Kirchhoﬀ circuit law:
u(t) ≡ IS(t) = IC(t) + IΣ[V (t), x(t)] = CmV˙ + IΣ(V, x) (A.6)
where - in the most general form, IΣ depends on membrane voltage V (t) and on the state
vector of the ionic channels' gate variables. Unless ambiguous, below we will simplify notation
by writing IΣ(V ).
Cm (typically around 1 µF/cm2, [18]) and V (t) (in mV 's) are the excitable-membrane's
capacitance and potential. Equation (A.6) can be rewritten as:
CmV˙ = u(t)− IΣ(V ) (A.7)
Clearly according to eqn. (A.7), an outgoing total ionic current opposes the eﬀects of cathodic
stimulation, since not all of u(t) is employed toward the main goal of maximizing the V (t)
growth, which the reader may have also already deduced from the equivalent circuit of Fig.
A.1. Conversely, ingoing total current assists the eﬀects of stimulation. Hence, in such a case
u(t) may be lower than when it is estimated assuming the absence of membrane conductivity.
Let us elucidate right away by providing typical examples.
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Speciﬁc single-compartment (space-clamp) models
The models here are zero-dimensional (0D). Their spatial extents are conﬁned to a point.
This may be contrasted to the multi-compartment cable-like models that we will discuss
later, and whose spatial structure is one-dimensional (1D) - i.e. homo-morphic to a line.
For single-compartment models there are no axial currents. Hence, IΣ = IION .
Linear sub-threshold model (LM)
IION(V ) = gm(V (t)− Vr) (A.8)
gm is the excitable-membrane's resting (V = Vr ∼ -70 mV ) conductance - in milli-Siemens
per unit membrane surface area - e.g. 1 mS/cm2. Substituting IION(V ) from eqn. (C.10)
into eqn. (A.6) yields a linear ﬁrst-order model with τ = Cm/gm = RmCm the familiar
expression for the time constant of such a dynamic model. This model predicts a reasonable
resting τ ≈ 1 ms.
As pointed out in the introduction, this type of model was extensively used by the ES pio-
neers, [12]. They were particularly concerned with the derivation of analytic expressions for
the experimentally observed strength-duration (SD) curves. The latter describe the threshold
(minimal) current strength (ITHR), which if maintained constant (i.e. through a rectangu-
lar waveform) for a given duration T is likely to elicit an AP in excitable-tissue (see the
introductory section).
Even if it may account for a signiﬁcant part of the sub-threshold variation of the membrane's
potential, the linear model lacks a paramount feature - it cannot ﬁre AP's as the latter are
due to the highly nonlinear properties of the excitable-membrane's conductance around and
beyond the ﬁring threshold.
The Hodgkin-Huxley-type model (HHM)
Hodgkin and Huxley (HH) not only proposed a novel way to model ionic-channels but also
introduced ionic-channel-speciﬁc parameters to ﬁt experimental data [19]. Since, HH-type
models have been proposed for many ionic-channels for cardiac to neuroscience applications.
We present one such model from the literature - [20], which has been used to ﬁt experimental
data from the central nervous system and particularly the neocortex.
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IION(V, x) = gNam
3h(V − ENa) + gKn(V − EK)
+ gleak(V − Eleak) (A.9)
See Tables B.6 and B.2, which deﬁne all the model's variables and parameter values. We
consider speciﬁcally the Na+v1.6 sodium channel subtype, to which the axon initial segment
(AIS) owes its higher excitability [20, 21].
The dynamics of a gate-state variable x(t) (where x(t) stands for one of m(t), h(t), n(t)) are
described by:
τx(V )x˙+ x = x∞(V ) (A.10)
Eqns. (A.6), (A.9) and (A.10) deﬁne a system of four coupled ODE's - with respect to the
four dynamic variables [V,m, h, n](t).
Further simpliﬁcation may reduce the model complexity, maintaining only V (t) as the single
dynamic variable. Gate-variable states are factored out by introducing appropriate non-
dynamic functions of the membrane potential. E.g. in eqn. (A.9), the fast m gates may be
assumed to reach instantaneously m∞(V ), while the far slower h and n gates remain at their
resting values (corresponding to a membrane at its resting equilibrium potential Vr ).
The Izhikevich model (IM)
IION(V,w) = w − 0.04V 2 − 5V − 140 (A.11)
This model [22] has a second-order nonlinearity, compared to its predecessor - the BVDP
model [23], which contains a cubic nonlinearity. The IM will therefore not auto-limit. As in
the BVDP, there is a slow second dynamic variable w(t) called the 'recovery current' and its
dynamics is described by:
w˙/c = bv − w (A.12)
The IM responds to supra-threshold stimulation with a wide variety of AP-ﬁring patterns,
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depending on the particular choices of parameters. Interested in the sub-threshold regimen,
we have chosen the "Spike Latency" set: b = 0.2, c = 0.02 [24]. Hence, τw = 1/c is equal to
50 ms. At the time-scale of a single stimulation pulse (lasting at most a few milliseconds),
w is virtually a constant.
Here, it may be important to remind the reader that the state of simplest models like the IM
needs to be artiﬁcially reset after an AP event. However in more complex models (e.g. the
HHM), channels that are responsible to revert the system to its resting potential will have
a signiﬁcant eﬀect on the optimal waveform. We will see this in more detail in the results
section.
Multi-compartment models
To expand the scope of our analysis and the applicability of its results, it is essential to also
address models of AP initiation and propagation along spatial neural structures. A popular
example is the McIntyre, Richardson, and Grill model (MRG′02). It was originally used to
simulate the eﬀects of ES in the peripheral nervous system and speciﬁcally the myelinated
axons that form nerve bundles [25]. An adapted version of the same model was recently used
to simulate the eﬀects of DBS [7].
Myelinated axon has been pinpointed as the most excitable tissue with extracellular stimu-
lation [2628]. Therefore models like the MRG'02 are of particular interest. Moreover, this
model facilitates the illustration of optimality principles as it has only one excitable compart-
ment type - the Ranvier-nodes (RN). The paranodal and other compartments that form the
myelinated internodal sections are all modeled as a passive double-cable (due to the myelin
sheath that insulates the extracellular periaxonal space) structure, see Fig. A.2.
The RN compartment is a model of the HH-type:
Iion(V, x) = gNa,fm
3h(V − ENa) + gNa,pp3(V − ENa)
+ gKn
4(V − EK) + gleak(V − Eleak) (A.13)
Here two diﬀerent Na+ ion channel subtypes are modeled (please see Table A.5 for all the
details). The fast subtype (with maximum conductance parameter gNa,f ) is controlled by the
opening m and closing h gate states. The persistent subtype (with maximum conductance
gNa,p) is controlled by the p gates. As its name suggests, it has no gate-inactivating states
and is non-inactivating. In addition, this model has very slow s gates, associated to its K+
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ion channel and very fast m gates.
Below we call a ﬁxed point (FP) every VFP value s.t. IION(VFP ) = 0. From eqn. (A.7) with
u = 0,
V˙
∣∣∣
VFP
= 0
The nonlinear dynamics behavior of the RN compartment taken in isolation is quite unlike
that of the speciﬁc single-compartment HHM example we provided above. None of its four
FPs are stable. Around its unstable 'resting' state (Vr = -80 mV ), the zero-dimensional
RN's of MRG'02 model yield depolarizing ionic current. I.e. not only does IION not resist
moving away from the resting state, but it actually contributes to automatic ﬁring, with or
without any external current!
The addition of the passive myelinated spatial structures around the RN's makes the rest-
ing state stable, and the problem at hand (of identifying the LAP-optimal ES waveforms)
tractable only within a spatial structure. However, this also comes with bonuses. First, the
active-passive association brings a very clear-cut picture of the factors at hand that inﬂuence
AP initiation and propagation. Second, the myelinated double-cable has a very low spatial
constant, which provides for a straightforward extension of the single-compartment analysis.
Namely, consider the second term in the more general expression for IΣ = IION + Iaxial in
eqn. (A.7). Since around the resting state IION is always there as a depolarizing factor, it is
Iaxial that needs to be closely considered, see Box in Fig. A.2.
The numerical results presented for the MRG'02 in the literature [7, 8] often target the mid-
cable (center) RN in their ES simulations. This motivated us to use of the method of mirrors
to double the model's dimensions at the same computational cost. We consider a long axon
(with 41 RN's), which has a relatively low length constant (λ2 ∼ 1/(gaρa)). See also Tables
A.5 and A.6. For the RN's λ = 167.5 µm vs respectively 2129.7 and 443.2 µm, for the
myelinated and the MYSA (paranode) sections. These are paired to signiﬁcant diﬀerences in
the passive membrane time constant (τ ∼ ci/ga). For the RN's τ = 0.29ms vs respectively 20
and 2 ms, for the myelinated and paranode sections. The cable end-conditions are formed by
virtual compartments with membrane at rest Vr = -80 mV . This choice is further motivated
by the results of model simulations - namely the relatively little spread of potentials at the
end of stimulation lasting up to a few milliseconds (see Fig. A.3).
We studied extensively all the published accounts of the MRG'02 model and its use for ES
modeling [7, 8, 25]. We also carefully compared parameter values (see Tables A.5 and A.6)
to the ones in the oﬃcial NEURON models database (senselab.med.yale.edu/modeldb/
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ShowModel.asp?model=3810).
Our model implementation originally for [29, 30] was done in Matlab (the Mathworks, ver. 7
and above). The code uses CVODES (the Lawrence Livermore National Laboratory, Release
2.7.0) to reliably and robustly solve the related multi-dimensional system of ODEs. The
implementation was validated through extensive comparisons and personal correspondence
with the authors of the original model - W.M. Grill [31] and A.G. Richardson, regarding
speciﬁcally the mismatch between the 2002 publication and its NEURON implementation.
Preliminary analysis: On the existence of the AP-ﬁring threshold
The above ionic-current descriptions diﬀer largely in form and complexity. Yet each of them
is capable of capturing some of the essential dynamics properties of excitable living tissues.
In order to elicit an AP through electric stimulation, the membrane's potential V (t) needs
to ﬁrst be driven (depolarized, V˙ > 0) to some threshold value VTHR, beyond which assisting
ionic channels are massively engaged to produce the AP upstroke without the need of any
further ES intervention. From eqn. (A.6) in order to do so, the stimulation waveform needs to
be positive and superior to IΣ(V, x) at most times - i.e. u(t) needs to overcome the opposing
currents.
A VTHR value is hiding inside each of the above nonlinear ﬂavors of IΣ(V, x). Predictably,
it is easiest to ﬁnd the VTHR value associated with the IM. Above we saw that the variable
w in the IM reacts slowly to changes in V . Hence, one may approximate it by its value
at rest: wr = bVr. The resting membrane potential Vr is then obtained from the condition
Iion,0(Vr) = 0 , where the subscript 0 indicates that we have assumed w(t) = wr.
The resting potential Vr is one of the zeroes of the 2nd-order polynomial in V (t), which
characterizes the ionic current. The second zero is VTHR. Beyond this threshold the total
ionic current switches its sign. So eqn. (A.11) becomes:
IION,0(V ) = −0.04V 2 − 5V + bVr − 140
= −0.04(V − Vr)(V − VTHR) (A.14)
Hence, Vr = -70 mV and the resting threshold is VTHR,0 = -55 mV.
We will utilize this simple nonlinear model to complete the picture. If w(V, t) > wr - i.e.
the membrane is not at rest, the point where the total ionic current IION(V ) switches sign is
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shifted rightward toward a higher VTHR value. For example, for very long durations T →∞,
w → bV :
Iion,∞(V ) = −0.04V 2 + (b− 5)V − 140
= −0.04(V − Vr)(V − VTHR) (A.15)
The subscript ∞ indicates that we have assumed w(t) = bV (t). Predictably, this does not
aﬀect the resting potential, since Iion,∞(Vr) = Iion,0(Vr). However, VTHR,∞ = -50 mV is higher
than the resting threshold VTHR,0.
This reﬂects the lowering of excitability shortly after an AP, and once the post-AP membrane
re-polarization takes place. This is known as refractoriness, which can be either absolute -
i.e. no AP can be elicited regardless of how large the stimulation, or relative - i.e. larger
stimulation current is required - to reach a higher threshold VTHR.
Some models of the HH-type have even more complex IION,∞(V ) and thence VTHR behav-
ior. This complexity is due to the multiple gate states, which may have very diﬀerent time
constants and hence reach their asymptotic states at diﬀerent times. In addition, the HH
models involve inactivating sodium (Na+) channels. Hence, excitability may be conditional
on attaining the ﬁring threshold within a speciﬁc time window. Then VTHR may exist only
with durations  ∞. Hence, even over arbitrarily long duration, an arbitrarily low (non-
zero) current may never elicit AP's, and may also damage the tissues and the electrodes as
irreversible chemical reactions take place.
So, wide stimulation pulses lasting well over some critical duration TCR may not be able
to elicit any AP. This is due to the comparable temporal scales of duration TSTIM and the
time constant τion of the closing gates associated with depolarizing ionic currents and of the
opening gates associated with re-polarizing currents.
Therefore, let us assume that the excitable-membrane's potential is at its resting value Vr.
Hence, in principle an action potential (AP) can be elicited by stimulation of the ﬁxed
duration T < TCR. Therefore stimulation takes place over a ﬁnite time-horizon.
Finite-Horizon Optimal-Control (FHOC)
In this approach, the current waveform is the unknown system input signal complying with
speciﬁc optimality criteria. The optimal pattern u∗(t) for t ∈ [0, T ] is sought as a solution of
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the following constrained minimization problem:
u∗ = arg min
{
Θ(X(T )) +
∫ T
t=0
f0(X, u)dt
}
(A.16)
d
dt
X = F(X, u) ∀u(t) ∈ [L,R]
where L and R are the constant lower and upper bounds on the values for each u(t) sought.
The computational model's dynamical system is introduced in the optimization problem of
eqn. (A.16) in the form of a set of equality constraints. The vector function F(x, u) ∈ Rn
describes the dynamics of the array of system state-variable trajectories xi(t), i = 1 . . . n,
resulting from given initial state X(0) and control signal u.
The example developed in the Results section uses the Izhikevich model - eqns. (A.6) and
(A.11) - with n = 2.
The minimized functional, contains the integration term f0(X, u) and a ﬁnal-time (also known
as penalty) term Θ(X(T )) - pulling toward the desired ﬁnal state X∗(T ). The speciﬁc f0
expression yields minimum electric stimulation power:
f0(X, u) = u(t)
2/2 (A.17)
The penalty term is a convenient way to express the desirable stimulation's outcome - the
membrane voltage reaching some pre-deﬁned threshold-level VTHR:
Θ(x(T )) =
Kpenalty
2
(VTHR − V (T ))2 (A.18)
Using a general constrained parametric optimal-control approach (e.g. [32]), the objective
and equality constraints in eqn. (A.16) are combined into the Lagrangian:
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L = Θ(x(T )) +
∫ T
t=0
[
f0(X, u)− λ′( d
dt
X− F(X, u))
]
dt (A.19)
= Θ(x(T )) + [λ′X]Tt=0 +
∫ T
t=0
[
H +
d
dt
λ′X
]
dt
where λ(t) are the Lagrange multipliers, associated to each of the n equality constraints in
eqn. (A.16) and (·)′ stands for the vector-matrix transpose operator. H = f0(x, u)+λ′F(X, u)
is known as the Hamiltonian.
The necessary conditions for optimality require that all partial derivatives of the Lagrangian
by the system states vanish at the optimal solution to the problem of eqn. (A.16) - i.e.:
∂L
∂X(t)
= 0 ∀t ∈ [0, T ] (A.20)
Here the 'vector-matrix' notations ∂φ/∂X or ∂F/∂X, where X ∈ Rn, mean respectively
∂φ/∂xi or ∂fi/∂xj, ∀i, j = 1 . . . n.
This development is known as mathematical sensitivity analysis and its main purpose is to
reveal the impact of a given system parameter (such as u(t) or its initial state X(0)) on the
resulting dynamics.
From eqns. (A.19) and (A.20):
d
dt
λ = −∂H
∂X
(A.21)
λ(T ) =
∂Θ
∂X(T )
where
∂H
∂X
=
∂f0
∂X
+
∂F
∂X
′
λ
Notice that eqn. (A.21) describes the adjoint dynamic system iterated in reverse time with
a terminal condition provided by the derivative of the θ(X(T )) term. To solve the ODE
system of eqn. (A.21), the achieved forward dynamics of eqn. (A.16) needs to be already
computed.
Similarly, all partial derivatives of the Lagrangian by u(t),∀t ∈ [0, T ] vanish at the optimal
solution to the problem of eqn. (A.16) - i.e. ∀k = 0 . . .m− 1:
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∂L
∂uk
=
∫ T
t=k∆t
∂H
∂u
dt (A.22)
where ∆t is the sampling time, uk = u(k∆t) and
∂H
∂u
=
∂f0
∂u
+
∂F
∂u
′
λ
Hence, eqn. (A.22) yields all components of the gradient w.r.t. u(k∆t), which enables the use
of gradient-based quasi-Newton search routines (e.g. fmincon from the Matlab optimization
toolbox).
Moreover, one sees from eqn. (A.19) that the array λ(0) is the sensitivity (i.e. the gradient)
w.r.t. initial state X(0), i.e.:
λ(0) =
∂L
∂X(0)
A boundary-value problem (BVP), with known initial conditions for X(0) and terminal con-
ditions for λ(T ), is solved numerically. However, it should also be noted that such solutions
may also converge to shallow local minima. For example, the Newton search is guaranteed
to produce the 'true' solution when the problem at hand involves a quadratic cost. Here
the objective function not only may be non-quadratic, but also may be non-convex in some
manifolds of its high-dimensional parametric space.
Above we described the continuous-time FHOC. The CVODES toolbox readily provides
adjoint sensitivity analysis (ASA) capabilities. FHOC is one of the common applications
of the latter. Analogously, a discrete-time version may be formulated and solved (see the
Results section, where a speciﬁc example is developed).
Solving the problem analytically: The PLA in ES
Through calculus of variations, here we establish a general form for the energy-optimal current
waveform u∗(t). This approach applies the Principle of Least Action to ES.
Let us assume that T  τION , where τION is the time-constant that determines the behavior
of the slow gate states of the modeled ionic-channels. Hence, the fast gate states may be
approximated by their asymptotic values x∞(V ) = limt→∞ x(t|V ), while the slow gate states
- by their resting values x0 = x∞(Vr)
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Then an AP can readily be evoked by stimulation from the resting state, and the threshold
potential VTHR to reach at time T is ﬁnite and assumed (without loss of generality) to be
known. The energy-eﬃciency of driving the excitable-tissue membrane potential V (t) from
its resting value Vr to VTHR through a stimulation of ﬁxed duration T satisﬁes:
u∗(t) = arg min
u
P (u) P (u) = 1/2
∫ T
0
[u(t)]2 dt (A.23)
Since from eqn. (A.6), u(t) = CmV˙ + IΣ(V ):
P (u) = S(V |T, u) = 1/2
∫ T
0
[
CmV˙ (t) + IΣ(V )
]2
dt (A.24)
As done in the calculus of variations let us perturb the energy-optimal time-course V ∗(t) by
the inﬁnitesimal perturbation η(t), where η(t) is an arbitrary function of time and  is an
inﬁnitesimal scalar.
V (t) = V ∗(t) + η(t)
IΣ(V ) = IΣ(V
∗) + 
∂IΣ(V
∗)
∂V
η(t) (A.25)
From eqn. (A.25), ∀t ∈ [0, T ] the integrand in eqn. (A.24) becomes:
(CmV˙ + IΣ(V ))
2 = (CmV˙ ∗ + IΣ(V ∗))2
+ 2(CmV˙ ∗ + IΣ(V ∗))(Cmη˙ + ηI ′Σ(V
∗))
+ 2(Cmη˙ + ηI
′
Σ(V
∗))2 (A.26)
From eqns. (A.24) and (A.26), and since u∗(t) = CmV˙ ∗ + IΣ(V ∗)
P () = S(V ∗) + 
∫ T
0
u∗(t)(Cmη˙ + ηI ′Σ(V
∗))dt
+ 2F (V ∗, η) (A.27)
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The necessary condition for S(V ) to have a minimum at  = 0 for any η(t) is:
G = P
′()|=0 =
∫ T
0
u∗(t)(Cmη˙ + ηI ′Σ(V
∗))dt = 0 (A.28)
To deal with the u∗(t)η˙ term of eqn. (A.28), it is integrated by parts :
G = Cm [u
∗(t)η(t)]T0 −
∫ T
0
[Cmu˙
∗ − u∗I ′Σ(V ∗)]η(t)dt = 0 (A.29)
Since the perturbation η(t) respects the boundary-value problem (BVP) with known initial
and terminal conditions for V ∗(t) - i.e. η(0) = η(T ) = 0, then the ﬁrst RHS term above
vanishes. Hence, the only way that eqn. (A.29) will hold for any η(t) is that we have the
Euler-Lagrange-type equation:
Cmu˙
∗ = I ′Σ(V
∗)u∗ (A.30)
Equation (A.30) can also be attained directly using the continuous version of the standard
OC formalism [32] (please see also the just presented FHOC subsection above).
Here the Hamiltonian is
H = u2/2 + λ(u− IΣ(V ))/Cm. (A.31)
The necessary conditions for optimality require that
∂H/∂u = 0 (A.32)
λ˙ = −∂H/∂V (A.33)
From eqns. (A.32) and (A.31) λ/Cm = −u. Then from eqn. (A.33)
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Cmu˙ = ∂H/∂V = −λ/CmI ′Σ(V ) = uI ′Σ(V )
which is the same as eqn. (A.30).
From eqns. (A.6) and (A.30) we have that
u˙∗(t) = CmV¨ ∗ + I ′Σ(V
∗)V˙ ∗ = I ′Σ(V
∗)u∗/Cm
and thence:
C2mV¨
∗ = I ′Σ(V
∗)[u∗ − CmV˙ ∗]
. And ﬁnally, from eqn. (A.6)
C2mV¨
∗ = IΣ(V ∗)× ∂IΣ(V
∗)
∂V
(A.34)
Equation (A.34) is a rather simple system of ordinary diﬀerential equations (ODE) that can
readily be solved for a given current model IΣ(V ∗) to compute the energy-optimal membrane
voltage proﬁle V ∗(t). The energy-eﬃcient current waveform u∗(t) is then computed from eqn.
(A.6).
In the Results section below we illustrate the use of eqn. (A.34) with several frequently
encountered current models.
Results
Here, we ﬁrst derive some key analytical results using the simplest and clearest models. We
then identify generally applicable optimality principles. Finally, we demonstrate how these
principles apply also to more complex and realistic models and their simulations.
Part I - Speciﬁc point-model results, applying the LAP
For the zero-dimensional (single-compartment, space clamp) models introduced in the Meth-
ods, here we describe the LAP-optimal waveforms V ∗(t) and u∗(t), stemming from the general
(model-independent) LAP result of eqn. (A.34).
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These simple cases readily illustrate some rather key optimality principles resulting from a
LAP perspective. We will discuss these optimality principles as we go, and will summarize
them at the end of this subsection.
Linear sub-threshold model
Replacing IΣ(V ∗) in eqn. (A.34) with IION(V ) from eqn. (C.10):
τ 2V¨ = V (A.35)
τ = Cm/gm = RmCm is the membrane's time constant and for expediency V ≡ V ∗ and Vr =
0.
The general solution of eqn. (A.35) is:
V (t) = C1e
−t
τ + C2e
t
τ (A.36)
Given the boundary conditions V (0) = 0 and V (T ) = VTHR:
V ∗(t) = VTHR
sinh(t/τ)
sinh(T/τ)
(A.37)
A result similar to eqn. (A.37) is obtained by [33], using a slightly diﬀerent (less direct or
general) optimal-control approach.
From eqn. (A.37) one can see that V ∗(t)/VTHR = sinh(t/τ)/ sinh(T/τ) ∼ t/T - i.e. it has a
linear rise, especially with T  τ . Here T = 100 µs and τ = 1 ms (computed using typical
values from the literature for gm = 1 mS/cm2 and Cm = 1 µF/cm2).
Figure A.4 presents the LAP energy-optimal stimulation proﬁles V ∗(t) and u∗(t) for a short
and a long stimulus duration TSTIM and three membrane time constant τ values.
Before we go on, it is useful to investigate the conditions for a growing exponent (GE)
waveform to outperform the SQR waveform.
First, u∗GE(t) has a very rapid rise. Hence, its optimal duration T
∗
GE will be short. Second,
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it is noteworthy that in [33] τ = 30.4 micro-seconds! Hence, injected current rapidly leaks
out. However even with the above extreme τ value, at its optimal duration T ∗SQR the SQR
wave does just 22% worse, which means that the SQR is among the best candidates for its
robustly good performance.
Second, in multiple cases, the energy-optimal LAP waveform u∗(t) looks a lot like a 'classical'
rectangular waveform. From eqn. (C.10), we may also see that, with Vr = 0, VTHR = 1,
the max. value of IION(V ) is equal to 1 and is attained as the membrane potential reaches
the threshold V (T ) = VTHR. If we then replace IION(V ) ≈ 0 in eqn. (A.6), we see that a
waveform u(t) - that brings V (t) from Vr to VTHR at a constant rate, is the time-constant
waveform u(t) = k∗ = (VTHR−Vr)/T . For this example, k∗ = 10 IION(V ), which explains
why u∗(t) is that close to a rectangular waveform.
As a matter of fact, for very short stimulation times, the k∗ tend to be high, while IION(V )
tends to be linear. Hence, the 'classic' rectangular (or square, SQR) waveform tends to also
be close to energy-optimal.
Such facts are rather important as they lead us below (as evidence is accumulated) to a
general form not only of V ∗(t), but also of u∗(t).
Comparative properties the V (t) growth proﬁles
The GE waveform may be an SQR waveform in disguise. I.e. some linear growth of the
membrane voltage may still ﬁt the one obtained upon ES with a GE. The motivation for
this is in eqn. (A.36), where the ﬁrst term vanishes with T  τ .
Finally, the total electric charge conveyed by the ES source may have to be considered. For
example, in the LM of eqn. (C.10) the total charge consists of a capacitive charge to raise
the membrane voltage by a given amount (to VTHR), and resistive charge
∫ TSTIM
0
V (t)/Rdt.
A similar situation occurs in the MRG′02 model due to the opposing axial currents.
So let us solve the following auxiliary problem:
Find a linear ﬁt Vˆ (t) = max[a(t−b), 0] to the growing exponent V (t) = (et/τ−1)/(eTSTIM/τ−
1), so that the ES source conveys the same resistive charge in the time interval t ∈ [0, TSTIM ].
I.e. we want that:
∫ TSTIM
0
Vˆ (t)dt =
∫ TSTIM
0
V (t)dt = τ − TSTIM
eTSTIM/τ − 1
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Here, for simplicity (and without any loss of generality) we have assumed Vr = 0 and VTHR =
1.
For example with τ = TSTIM/4, we obtain b ≈ 0.54×TSTIM , i.e. the linear-growth equivalent
has more than twice shorter duration - e.g. with TSTIM = 5, b ≈ 2.7.
The latter result promotes intuition: with large opposing currents optimal ES cannot aﬀord
to last long. The transition of the membrane voltage from its rest to a threshold value is best
performed rapidly. Hence, the shape of the V (t) growth proﬁle depend on the TSTIM/τ ratio.
As seen, for TSTIM  τ , the optimal u(t) is close to rectangular, while with TSTIM  τ , the
GE is in eﬀect equivalent to doing nothing for at least half of the duration, and then to a
SQR waveform of at least doubled amplitude.
With quite similar reasoning, one can demonstrate that a 1st-order membrane voltage growth
proﬁle V (t) = (1− et/τ )/(1− eTSTIM/τ ) in the time interval t ∈ [0, TSTIM ] is suboptimal and
equivalent to linear growth, which has about twice longer duration.
Izhikevich model
Replacing IΣ(V ∗) in eqn. (A.34) with the IION(V ) approximations from eqn. (A.14) or
(A.15), see Box in Fig. A.5:
C2mV¨ = 0.04
2(V − Vr)(V − VTHR)[2V − (Vr + VTHR)] (A.38)
As in the preceding model V ≡ V ∗. Note that the dynamics of eqn. (A.38) has all FP's of
IION(V ), as well as a third FP at V = 0.5(Vr + VTHR), contributed by the derivative term
I ′ION(V ).
Equation (A.38) can be solved analytically. However, it provides the solution in an implicit
form and involves an incomplete elliptic integral of the ﬁrst kind. Hence, we used the Matlab
bvp4c BVP solver with boundary conditions V ∗(0) = Vr and V ∗(TSTIM) = VTHR.
Figure A.5 illustrates the energy-optimal LAP solution u∗(t) and the corresponding mem-
brane voltage proﬁle V ∗(t). The IION,0(V ) approximation of the ionic current is used for a
case of very short duration (TSTIM = 10 µs) and the IION,∞(V ) approximation is used for a
case of long duration (TSTIM = 5 ms).
It is important to notice that - as with the LM model above, u∗(t) ≈ k∗ + IION(V ), where
k∗ = (VTHR − Vr)/T (see the Box in Fig. A.5).
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According to eqns. (A.14) and (A.15) the opposing current in the IM can be presented in
the general form:
IΣ(V
∗) = gain× IˆION(V ) (A.39)
where the nominal gain = 1, and IˆION(V ) = 0.04(V − Vr)(V − VTHR).
To see how the optimal ES is aﬀected by the level of opposing current, it is more than
tempting to experiment with diﬀerent gain values.
Hence, 3 gain cases are plotted in Fig. A.5 - for the nominal gain (cyan traces) and two
additional cases: the opposing current IΣ(V ∗) is either doubled (gain = 2, red traces) or
decreased two-fold (gain = 1/2, black traces). As could be intuitively expected from the
general equation (A.24), when IION(V )→ 0 (very low ionic currents):
∫ TSTIM
0
u2dt ∼
∫ TSTIM
0
V˙ 2dt (A.40)
By the Cauchy-Schwartz inequality in the space of continuous real functions, it is straight-
forward to show that the voltage trajectory V ∗(t) that minimizes eqn. (A.40) is such that
V˙ ∗(t) = k∗, where k∗ is determined from the boundary conditions satisﬁed by V ∗(t). Hence:
k∗ =
VTHR − Vr
TSTIM
(A.41)
Just as in the preceding model, it is also V ∗(t)/VTHR ∼ t/TSTIM with the shorter durations
- which justiﬁes the use of the resting approximation IION,0(V ).
HHM
Here the IΣ(V ∗) of eqn. (A.34) is replaced with the resting-state - IION,0(V ), or asymptotic-
state - IION,∞(V ) ionic current approximations (see the Box in Fig. A.6).
Toward IION,0(V ) the gate-state variables are factored out as follows: The fast state m(t) ≈
m∞(V ), while the slower variables h(t) ≈ hr = h∞(Vr), and n(t) ≈ nr = n∞(Vr) are
approximately at rest, assuming very short durations. Conversely, and assuming very long
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durations, toward IION,∞(V ) all gate variables are approximately at their asymptotic value,
corresponding to a given membrane voltage V (t) (see Methods).
As with the IM, we used bvp4c to numerically solve the BVP of eqn. (A.34) with boundary
conditions V ∗(0) = Vr and V ∗(TSTIM) = VTHR.
Figure A.6 follows a very similar format to Fig. A.5.
Similarly to eqn. (A.39) above, IΣ(V ) can also be assumed higher or lower. All the maximal
ionic conductances in the HHM (see also Table B.6) are temperature-dependent and are
linearly proportional to the coeﬃcient kT :
kT = Q
(T−T0)/10
10 (A.42)
where Q10 = 2.3 and T0 = 23 ◦C. Hence with T = 37 ◦C, according to eqn. (A.42) kT =
3.2094. Let this be our standard case (gain = 1).
As we did with the IM, 3 gain cases are plotted in Fig. A.6 for IΣ(V ∗) = gain × IˆION(V ).
For the two additional cases the opposing current IΣ(V ∗) is either doubled (gain = 2, red
traces) or halved (gain = 1/2, black traces).
Once again - as with the LM and IM models above, u∗(t) ≈ k∗ + IION(V ) (see the Box in
Fig. A.6).
Numerical model simulation and optimal control
The IM was also evoked in the FHOC Methods section. It is therefore interesting to contrast
the results of the LAP and FHOC approaches in identifying energy-optimal ES waveforms
for the same ionic current model. For such comparison, the IM has the clear advantage of
hiding no implementation speciﬁcs inside a black box.
The FHOC formalism (see Methods) is computationally eﬃcient, but it is also subject to the
similar limitations as most of the ad-hoc search approaches. Iterative numerical optimization
requires an initial guess for the solution, and trying diﬀerent starting arrays u(0) may alleviate
a bit the propensity to converge to shallow local energy-minima.
Here it is also important to realize that in eqn. (A.16) the two terms to minimize in the
F (u) functional (a function of functions), namely the energy cost (A.17) and the penalty
(A.18) may conﬂict each other. When the penalty gain Kpenalty in (A.18) is too low, the
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search will identify a lower-energy solution u, which however does not bring the membrane
potential Vk up to the desired threshold value - i.e. VM  VTHR. Conversely, a too high
penalty gain Kpenalty will identify a very high-energy solution u, which is not only costly,
but the membrane potential may also overshoot the threshold, since the 'getting there' is
underestimated for the sake of the very last simulation steps.
As seen from Fig. A.7 Panel B (which uses the IION,∞(V ) approximation of the ionic current
for the relatively long duration TSTIM = 2 ms), the linear growth proﬁle is a reasonable
estimate for the optimal membrane voltage proﬁle V ∗(t). Hence:
u∗(t) ≈ k∗ + IION,∞(V ) (A.43)
where k∗ is given by eqn. (A.41). When u(0) is close to the LAP estimate u∗(t) of eqn.
(A.43), the FHOC iteration also consistently ends close to there (see Fig. A.7, panel B).
The cyan traces on Fig. A.7 are the u∗(t) and the resulting V ∗(t). With the LAP estimate,
the FHOC approach resulted in a ﬁnal membrane potential reasonably close to the desired
threshold value - i.e. V (TSTIM) = −50.106 ≈ VTHR = −50, even if the IM was simulated
with the discretized LAP waveform u∗(t) (∆t = 10 µs).
The black traces illustrate the FHOC solution, computed for two diﬀerent u(0) choices. For
Panel A, u(0) was chosen to be all zeros. When all time-step entries u(0) were chosen to be
equal to the upper bound U = 30 (data not shown), due to the (discontinuous) AP event
occurring mid-way the temporal horizon, the Matlab's fmincon solver remains stuck to the
initially provided values.
Except for the case in Panel B, theKpenalty meta-parameter had to be kept high (Kpenalty=70)
in order to respect the terminal constraint of V (TSTIM) ≈ VTHR.
The total energy costs (all expressed as 2-norms of the obtained best u(t)) are respectively
161, 153.2 and 423.4 (for the discrete-time version) 186.7, 159.1 and 334.2 (for the continuous-
time version).
Comparing these to P (u∗) = 153.2 (discrete-time) and = 157.4 (continuous-time), the LAP-
based solution is comparable to or superior than the FHOC solutions. The numerical FHOC
solution on Fig. A.7, panel A has converged to a local extremum. Note that a post-hoc
correction (simple DC oﬀset) is applied to the LAP-based estimate, which adjusts for the
overshoot of VTHR when simulating the full (two-dimensional) IM. The overshoot is due to
using the one-dimensional approximation, eqn. (A.15).
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The results obtained here nicely illustrate multiple aspects of identifying energy-eﬃcient
waveforms through numerical model simulation and optimization. Clearly, pairing theoretical
insights with numerical tools carries the best success potential.
Part I results summary
A number of more general observations on u∗(t) can be made looking at the results this far.
Probably, the most signiﬁcant result is that the use of LAP reduces the problem to the BVP,
deﬁned by eqn. (A.34), with V ∗(0) = Vr and V ∗(TSTIM) = VTHR. We still need to have a
very good idea of both IΣ(V ) and VTHR to successfully solve for V ∗(t), and thence for u∗(t),
in a given particular situation.
We identify also the following key and practice-oriented optimality principles resulting from
the LAP perspective.
1. The optimal sub-threshold membrane potential growth proﬁle with relatively short
durations TSTIM and low membrane conductivity:
First, in all simple models we used up to here, the solution V ∗(t) of the ODE sys-
tem, deﬁned by eqn. (A.34), is quite close to a linear growth from V ∗(0) = Vr to
V ∗(TSTIM) = VTHR. Second, with the total current IΣ(V ) ≈ 0 (e.g. low leak), then
from eqn. (A.6), it follows that u(t) will be exactly proportional to the rate of change
of the membrane's potential V (t). If V˙ ∗(t) ≈ const, then u∗(t) is close to a SQR
waveform.
2. The energy-eﬃcient waveform depends directly on the temporal shape of currents at
the AP initiation site.
3. The targeted VTHR membrane voltage threshold depends on stimulation duration, with
a tendency to increase with TSTIM .
4. The exponential growth membrane voltage proﬁles V (t) are equivalent to linear growths
of shorter duration.
Part II - Multiple-compartment model results
Here we ﬁrst extend the general (model-independent) LAP result of eqn. (A.34) to spatial-
structure models (non-zero-dimensional, multi-compartment), which involve membrane-voltage
distribution and propagation along cable structures.
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LAP result generalization to multi-compartment models
There is a combinatorial explosion in both the number of parameters and the number of ways
that multi-compartment models can be put together and used. Hence, there is much more
than one way of generalizing the LAP result of eqn. (A.34).
Here we brieﬂy present a variant, which appears to be one of the most straightforward
generalizations.
With a multi-compartment model, eqn. (A.7) can be rewritten as:
∂
∂t
V (t, Z) = u(t, Z)− IΣ(V, Z) (A.44)
Without loss of generality, we used the variable Z to represent any 'spatial' model dimension.
It could even stand for the compartment index in a discretized implementation.
Now, eqn. (A.7) is a partial DE, depending both on the temporal and the spatial model
dimensions.
Assuming that we are free to manipulate u(t, Z) in every compartment as we wish, the
derivation sequence from eqn. (A.23) to eqn. (A.30) (see the LAP subsection in the Methods)
still applies yielding a family of equations 'parameterized' by the location coordinate Z.
Hence, we may obtain the generalization of eqn. (A.34) as:
C2m
∂2
∂t2
V ∗(t, Z) = IΣ(V ∗, Z)× ∂
∂V
IΣ(V
∗, Z) (A.45)
Like the extended eqn. (A.44), eqn. (A.45) is a partial DE, depending on both temporal and
spatial boundary conditions. In particular, VTHR becomes a function of Z. It is no longer a
single variable, but a whole spatial proﬁle, subject to conditions such as the safety factor for
propagation introduced in the cardiac literature [34].
The MRG'02 model: Toward upper bounds on VTHR(TSTIM)
Multi-compartment models add complexity unseen with the single-compartment models.
Wongsarnpigoon & Grill [8] used the peripheral-axon MRG'02 model [25] in a genetic-
programming search for energy-eﬃcient stimulation waveforms. The approach was somewhat
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similar to the FHOC described above. After thousands of iterations simulating the MRG'02
model, the identiﬁed waveforms were reminiscent of noisy truncated and vertically oﬀset
Gaussian's (Fig.2 in [8]). In the light of analysis this far one might think that this reﬂects
the shape of IΣ(V ) for V ranging from the resting value (-80 mV) to some threshold VTHR.
In this work stimulation is assumed to be intracellular and at just one spatial location (Z = 0,
the center RN, see Methods) along the cable structure.
To suggest a version of optimal waveforms u∗(t) for the MRG'02 model, we ﬁrst estimate the
membrane voltage threshold for each duration. One analytic way toward such estimates is
readily provided by the MRG'02 model. Recall also that with simpler models VTHR showed
a tendency to increase with TSTIM .
Figure A.8 presents a family of ionic current IION(V, Z) approximations at the target site
(Z = 0), for a set of durations TSTIM . For each of the durations we assume that the membrane
voltage trajectory V (t) evolves according to a linear ramp from rest Vr to threshold VTHR.
As the latter is unknown, we produced one such ramp for each V value on the horizontal
(independent-variable) axis of the ﬁgure, and then computed the corresponding ionic current
IION(V ) as described next.
Toward gross estimates of VTHR, we ﬁrst solve approximately eqn. (A.10) for each gate-state:
xˆ(T ) = x0 + (x∞(V )− x0)(1− e−T/τx(V¯ )) (A.46)
where x0 is the gate-state value at rest and V¯ = (Vr + V )/2 is the average excursion from
the resting membrane voltage.
Figure A.8 shows the obtained approximate ionic currents IION(V (t)) as a function of just
V for three very diﬀerent durations - TSTIM = 0.02, 0.5 and 5 ms. For TSTIM = 5 ms, the
Box in the same ﬁgure illustrates the estimated proportions-to-rest xˆ(TSTIM |V )/x∞(Vr) for
each of the 4 gate-state variables, at the end of stimulation.
Why does such an analysis provide upper bounds on VTHR(TSTIM)?
First, from the Box of Fig. A.8 we can see that indeed the dynamics of the fast Na+ ion
channel subtype evolves before that of the other ion channels. Particularly, we see that the
estimate for inactivating h gates suggests they are completely closed for TSTIM = 5 ms and
once V reaches around -40 mV .
On the other hand from the main Fig. A.8, one can see that this analysis gives the in-
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tervals V ∈ [Vrest, VUB] in which the approximate ionic currents IION(V ) < 0 (i.e. remain
depolarizing).
Clearly if VTHR(TSTIM) is not reasonably within [Vrest, VUB], no miracle would yield an AP
at the target location, since IION becomes repolarizing outside of these bounds.
Interestingly, the analysis also predicts lowering of VTHR with longer durations. This result
is exactly the opposite of what was observed with the simpler models of the HH-type, where
IION was repolarizing for V ∈ [Vrest, VTHR].
The numerical experiments we conducted were fully consistent with the above predictions,
and some upper bounds were also quite tight.
The MRG'02 model: numerical experiments
We conducted four series of numerical experiments in search of the optimal waveforms u∗(t)
for the MRG'02 model. Each series was computed for the same set of 9 durations TSTIM =
20, 50, 100, 200, 400 and 500 µs; 1, 2 and 5 ms (for the sake of better visibility, only the
most representative subsets are illustrated in full detail).
The four series diﬀered by the chosen voltage-clamp temporal growth proﬁle V (t, 0) at the
targeted RN location and A baseline series involved ﬁnding the threshold rectangular stimu-
lation amplitude. In all series, the constraint was to observe a propagating AP at the latest
within 1 ms after the end of stimulation.
With ∆V = VTHR(TSTIM) − Vr, where the minimum VTHR was found (with 0.001 mV tol-
erance) using the same type of golden-section search algorithm as per the optimal SQR
amplitude.
And the three LAP-driven series were:
linear growth
V (t) = Vr + ∆V t/TSTIM (A.47)
exponential growth
V (t) = Vr + ∆V (e
t/τ − 1)/(eTSTIM/τ − 1) (A.48)
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1-st order growth
V (t) = Vr + ∆V (1− e−t/τ )/(1− e−TSTIM/τ ) (A.49)
The corresponding u(t, 0) ES waveforms were computed from eqn. (A.44) with Z = 0.
The MRG'02 model: numerical results
Figure A.9 and table A.7 illustrate the obtained VTHR as a function of TSTIM .
The computed optimal values of VTHR are often similar for two adjacent durations either
between the linear and 1-st order, or between the linear and exponential growth (EG). 1-
st order is usually similar to its right-hand linear neighbor (for the next longer duration).
Conversely, EG is similar to its left-hand linear neighbor (for the previous shorter duration).
This is consistent with and best interpreted in the light of our growth-proﬁles comparison
(see the dedicated subsection on page 118). There we saw that indeed an EG V (t) trajectory
is approximately equivalent to linear growth of about twice shorter duration. As for 1-st
order growth, clamping the voltage to its plateau will tend to be similar to a linear growth
of about twice longer duration. Recall also that 1-st order is the 'reverse-time' analog of EG.
Figure A.10 and tables A.7, A.8 illustrate the obtained optimal-waveforms' energy P and
charge-transfer Q values as a function of TSTIM .
The linear-growth strategy is the one that tends to perform best across the board, except for
the 2 longest durations, and as predicted by the comparative (linear vs exponential growth)
analysis, based on the 0D LM.
Figure A.3 illustrates the propagating AP's, corresponding to the two representative linear
and exponential voltage-clamp temporal growth proﬁles at the stimulation site V (t, 0). The
ﬁgure also shows the spatial proﬁles of the membrane voltage and intracellular potential at
the end of stimulation for the two growth cases.
Consistently with the analysis in the subsection on the comparative properties of the V (t)
growth proﬁles, we found out that the spatial distributions of membrane voltage and intracel-
lular potentials at the end of stimulation were reasonably similar - e.g. between the optimal
linear growth voltage-clamp for TSTIM = 2 ms, Fig. A.3 (Panels A, C) and the optimal
exponential growth with TSTIM = 5 ms, Fig. A.3 (Panels B, D).
Note that we expect from an approximately globally optimal stimulation waveform u∗(t) to
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yield a speciﬁc distribution of membrane voltages V (TSTIM , Z) at the end of the stimulation.
We call this distribution tentatively the invariant spatial proﬁle of the membrane voltage.
Importantly, such a proﬁle will diﬀer for any diﬀerent duration TSTIM even when the cor-
responding waveform u∗(t) is globally optimal. This is due for example to the small spatial
constant λ, which controls the spatial diﬀusion with time.
However, if the spatial proﬁle is about the same for diﬀerent durations TSTIM and the corre-
sponding diﬀerent waveforms u∗(t) (see Panels B and D in Fig. A.3), then both waveforms
may be optimal. Recall that linear ﬁts to both the optimal 1-st order growth and the opti-
mal exponential growth with durations TSTIM = 5 ms have duration ≈ 0.46× TSTIM = 2.3
ms. Thus, all of the above cases may yield quasi-invariant spatial potentials at the end of
stimulation, and may also be otherwise similar.
For two representative linear-growth cases Fig. A.11 illustrates the corresponding waveforms
u∗(t) and their construction in detail.
Finally, Fig. A.12 uses the same-vertical-scale to compare the relative contributions of the
growth rate and the compensated re-polarizing node currents for each diﬀerent duration. The
waveforms' oﬀsets (due to k∗) are inversely proportional to duration. This readily compares
qualitatively with the results in [8]. Especially for very short durations (e.g. TSTIM = 20µs),
the optimal waveform u∗(t) has a signiﬁcant rectangular component (see also the optimality-
analysis for the simple 0D models). Further parallels may be made for the relatively shorter
durations (≤ 200µs).
Numerous essential diﬀerences in the approach preclude further objective comparisons. In-
terestingly however, for the longer durations (T ≥ 0.5 ms) the results in [8] show very little
(if any) variation with TSTIM (there called pulse-width, PW).
Finally, with long PW's in [8] most of the stimulation's energy is delivered toward the middle
of the active period. This late and peaky delivery requires additional analysis and compar-
isons of the actually achieved waveform-energy levels, which cannot be done in its details at
this time. However, we return to the late delivery policy in the Discussion (see below), where
it is deemed equivalent to a shorter-duration case.
The latter provides a clue why such signiﬁcant delivery diﬀerences would not be at odds with
the very narrow 95% conﬁdence intervals that resulted from the genetic algorithm in [8], and
seeming to preclude diﬀerent optimal waveforms.
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Discussion and Conclusions
In eqn. (A.23), we addressed directly the electric power required for driving the excitable-
tissue membrane potential V (t) from its resting (Vr) to its threshold value (VTHR) through
a stimulation of ﬁxed duration. Through the LAP perspective, we obtained eqn. (A.34) - a
general (model-independent) description of the energy-optimal time-course of the excitable-
tissue's membrane potential V ∗(t).
We would like to bring the reader's attention to three speciﬁc conclusions.
The ﬁrst is related to the intuition gained with respect to the evolution of the membrane
potential V ∗(t). This optimality principle is best demonstrated by the simplest linear sub-
threshold model (LM). Let ES circumstances be characterized by large opposing currents
(e.g. the leak LM current) over long durations. This situation is physically analogous to
ﬁlling with water a bucket which has large holes in its bottom. Since only the ﬁnal outcome
is important (i.e. we want the bucket full at the ﬁnal time T ), the best policy is to do
nothing for most of the duration and then be able to dump a very large amount of water in
the bucket over very short time. From experience, we know that works for even an unplugged
sink. Moreover, we saw that the same intuition transfers to more reﬁned models (e.g. the
HHM or the MRG'02) as do nothing for most of the duration means that we are still around
the resting V and hence there is no danger of Na+ ionic-channel deactivation.
The second take-home message is that the use of LAP principles jointly with numerical ap-
proaches (e.g. the classical FHOC) provides a mathematically sound and practical waveform
optimization approach, providing more assurance toward the quality of the ﬁnal outcome.
And ﬁnally, a note of humility is in perfect order. In this work we just slightly opened the
door to using the LAP ideas for optimal ES. There are many more aspects to tackle than the
ones that we can address in this short paper as 'proof of concept'. In particular we would
like to extend the method for extracellular stimulation in forthcoming work. The motivation
for doing so is at least twofold. On the one hand, extracellular stimulation has far more
practical relevance. On the other hand, the only way we could rigorously employ the general
LAP solution of eqn. (A.45) is to consider a model where we are free to manipulate u(t, Z)
in every compartment or at every spatial location.
A direction for such manipulation is provided by the activating function concept [15, 20,
35], which supplies every compartment with a virtual injected current. In the context of
extracellular stimulation, we will also have to properly address the conditions for stable AP
propagation (see [15, 35] for an extensive treatment of the subject). The optimal pattern
of extracellular potentials (size of depolarized and hyperpolarized regions) depends on the
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distance to the electrode. These conditions would also naturally provide the spatial voltage
proﬁle at the end of the stimulation, needed to properly solve the PDE of eqn. (A.45).
Here we took a shortcut path by assuming that intuitions gained with single-compartment
models suﬃce. This may be partially true with the speciﬁc MRG'02 setup that we addressed,
but does not hold in general. Hence, the LAP results are approximate. A clue is provided
by the slightly lower P values of the optimal rectangular waveform, for TSTIM = 100 and
200 µs - see Table A.9. As can be seen from Fig. A.9, no beneﬁt in terms of lower VTHR
can be associated to the steep rise of the rectangular waveform, since VTHR is expected to
be higher, esp. for dramatically shorter durations. This was further conﬁrmed by numerical
testing with dual linear (high/low rate) V (t) rise schedules (data not shown), which all had
inferior performance to the baseline simple linear-growth protocol. However, the rectangular
waveform also leads to steep capacitive decay of V (t) at the end of the stimulation, which
may trigger speciﬁc patterns of additional depolarizing currents.
For the shortest durations, the plain rectangular waveform outperforms by P the ones as-
sociated to the linear-ramp voltage proﬁle (see Fig. A.10). On Fig. A.13 one can see that
the steep rise of the SQR waveform yields an early super-linear ramping of the membrane
voltage. However, the rectangular waveform requires a lot more charge Q to be transferred.
In practical situations many more additional aspects need to be addressed. E.g. stimulation
needs to be charge balanced. This is a necessity for implanted devices and also debatably
important for transcutaneous applications. Such stimulation will have an eﬀect on the optimal
threshold intensity of the cathodic pulse [36]. One would expect that a pre- or post- anodic
pulse would also have a signiﬁcant eﬀect on the optimal waveform. Moreover, its own shape
would be subject to optimization - e.g. to minimize the overall energy level required - a cost
suitable for the design of implanted devices.
We hope that the analysis and numerical evidence provided in this work may convince the
reader of the practical beneﬁts of applying the LAP principles toward the design of energy-
eﬃcient ES.
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Tables
Table A.1. Commonly used abbreviations
Symbol Description
0D zero-dimensional, i.e. single-compartment or space clamp models;
whose spatial extents are conﬁned to a point
1D cable-like, multi-compartment spatial structure;
homo-morphic to line
2D etc. two- or more dimensional, refers to the number of states
that describe the excitable system's dynamics
AIS the axon's initial segment
AP Action potential
ASA Adjoint Sensitivity Analysis
BCI brain-computer interface
BMI brain-machine interface
BVP Boundary-value [ODE solution] problem
BVDP the Bonhoeﬀer-Van der Pol oscillator-dynamics model;
also known as the Fitzhugh-Nagumo model
DBS Deep-brain stimulation
ES Electrical stimulation
FHOC Finite-Horizon Optimal-Control
FP Fixed point of system dynamics → vanishing derivative(s)
HH or HHM Hodgkin and Huxley's [model of excitable membranes]
IM the Izhikevich model
LM the Linear sub-threshold model; also known
in computational neuroscience as leaky integrate & ﬁre
MRG the McIntyre, Richardson, and Grill model
OC Optimal-Control
ODE Ordinary Diﬀerential equation; see also PDE
PDE Diﬀerential equation involving partial derivatives; see also ODE
LAP the Least-Action Principle
RN Ranvier-node
RHS right-hand side
SD strength-duration [curve]
W.R.T. with respect to
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Table A.2. Commonly used symbols
Symbol Description
C or Cm membrane capacity
∆t the temporal precision of a model's simulation
g or gm membrane conductance; see also Rm
gX nominal (max.) conductance for ion X
GE the growing-exponent stimulation pulse
IS stimulation current, see also u(t)
IC the capacitive current, see also Cm
ITHR(T ) threshold current for duration T
to elicit an AP; see TSTIM
Iaxial algebraic sum of in and out axial currents
Iion(V (t)) ionic current function of
membrane voltage; see V (t)
Iion,0(V ) resting-state approximation;
see x0
Iion,∞(V ) asymptotic-state approximation;
see x∞(V )
λ cable spatial constant
R or Rm membrane resistance; see also gm
P and P (T ) power for u(t) as function of
duration; see u(t) , TSTIM
Q and Q(T ) charge-transfer
SQR square (rectangular) waveform
TCR critical duration; see TSTIM
TSTIM or TS or T duration of stimulation
τ or τm membrane time constant
τion or τX gate time constant
for ion X
u(t) stimulation waveform
u∗(t) optimal current stimulation waveform
V membrane voltage
Vr or Vrest resting V
v = V − VR voltage diﬀerence w.r.t. rest
V˙ or dV/dt ﬁrst time-derivative of the membrane voltage
V (t) temporal pattern of V
V ∗(t) optimal V (t)
VTHR AP triggering V threshold
VTHR,0 resting-state VTHR
VTHR,∞ the asymptotic-state VTHR
x0 = x∞(Vr) gate resting state for ion X; see Vr
x∞(V ) = limt→∞ x(t|V ) gate asymptotic state for ion X
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Table A.3. Deﬁnition and notation for the key HHM variables
Notation Variable description and units Typical value (*1
Potentials, in mV :
Vm Membrane voltage (*3
Vrest Membrane resting voltage -77
EK K
+ Nernst potential -90
ENa Na
+ Nernst potential 60.0
ELeak Leak reversal potential -70
Membrane capacitance, in µF/cm2:
c Membrane capacitance 1
Maximum (*2 conductances, in mS/cm2:
gK K
+ conductance 150
gNa Na
+ conductance 300
gLeak Leak conductance 0.033
Currents, in µA/cm2:
IK K
+ Ionic Current (*4 gK × n× (Vm − EK)
INa Na
+ Ionic Current gNa ×m3h× (Vm − ENa)
ILeak Leak Current gLeak × (Vm − ELeak)
Notes:
(*1 Typical values are for the Nav1.6 model, [20]; see also Table B.2
(*2 These are dependent on (grow with) temperature, the values listed are for T = 23◦C
(*3 Membrane voltage is either at its resting value Vrest; is depolarized (grows due to stimulation
and/or activated sodiumNa+ ion channels); is repolarized (decays back to Vrest, due to the potassium
K+ ion channels)
(*4 Ionic currents depend on both the membrane voltage and the dynamic state of the ion channels'
gates. See Table B.2.
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Table A.4. Gate-state dynamics parameters
Notation Variable description Value
Temperature dependence:
Q10 Q10 constant (*1 2.3
K+: n-gate (*2
an n-gate max opening rate 0.02
bn n-gate min closing rate 0.002
Vn,1/2 half-min/max in/activation rate voltage 25 mV
kn n-gate voltage constant k 9
Na+v1.6: m-gate (*2
am m-gate max opening rate 0.182
bm m-gate min closing rate 0.124
Vm,1/2 half-min/max in/activation rate voltage 41 mV
km m-gate voltage constant k 6
Na+v1.6: h-gate (*2
ah h-gate max opening rate 0.024
bh h-gate min closing rate 0.0091
Vh,1/2,a half-max activation rate voltage 48 mV
Vh,1/2,b half-min inactivation rate voltage 73 mV
kh h-gate voltage constant k 5
kh,∞ (*3 asymptotic gate-state voltage constant k∞ 6.2
Vh,1/2,∞ 50% open gates voltage 70 mV
Notes:
(*1 Temperature dependence is linear and with a slope kT = Q
(T−T0)/10
10 , where T0 = 23
◦C.
(*2 For a given gate type y of the K+ and Na+v1.6 ionic channels, the fractions of open and closed gates are
given by the general (Boltzman-Energy like) template formulae:
αy(w) = ayw/(1− e−w/ky ) βy(w) = −byw/(1− ew/ky )
where w = Vm − V1/2.
Thus, the corresponding rates of opening dαy/dw and closing dβy/dw are sigmoidal functions of w s.t.
lim
w→−∞αy = limw→∞βy = 0 limw→∞αy = ay limw→−∞βy = −by
The actual position of the inﬂection point (w = 0) is determined by the V1/2 parameter. For the m and n
gates, by the l'Hospital-Bernoulli rule, it can be seen that at Vm = V1/2, the opening or closing rates attain
half of their max or min, respectively.
(*3 For the inactivating gate h of the Na+v1.6 ionic channel:
h∞(V ) = 1/(1 + ewh/kh,∞) wh = Vm − Vh,1/2,∞
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Table A.5. MRG'02 double-cable model-axon electrical parameters
Notation Parameter description Value
Shared parameters:
Vrest Resting potential -80 mV
ρa Axoplasmic resistivity 70 Ω · cm
ρp Periaxonal resistivity 70 Ω · cm
Nodal compartments:
cn Membrane capacitance 2 µF/cm
2
EK K
+ Nernst potential -90 mV
ENa Na
+ Nernst potential 50.0 mV
ELeak Leak reversal potential -90 mV
gK,s Maximum slow K
+ conductance 0.08 S/cm2
with opening s and no closing gate states
gNa,f Maximum fast Na
+ conductance 3.0 S/cm2
with opening m and closing h gate states
gNa,p Maximum persistent Na
+ conductance 0.01 S/cm2
with opening p and no closing gate states
gLeak Leak conductance 0.007 S/cm
2
Internodal compartments:
ci Membrane capacitance 2 µF/cm
2
EPsv Passive-compartment Nernst potential
Passive (leak) membrane conductance by segment type:
ga MYSA 0.001 S/cm
2
gf FLUT 0.0001 S/cm
2
gi STIN 0.0001 S/cm
2
Myelin parameters:
cmy Capacitance 0.1 µF/cm
2
gmy Conductance 0.001 S/cm
2
Notes:
See also Table A.6
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Table A.6. MRG'02 double-cable model-axon geometric parameters, in µm
Notation Parameter description Value
Shared parameters:
D Fiber Diameter 16.0
∆Z Node-node separation 1500
Nmy Number of myelin lamellae 150
Nodal compartments:
Ln Node length 1.0
dn Node diameter 5.5
MYSA (myelin attachment paranode)
LM length 3.0
dM diameter 5.5
δM periaxonal width (Membrane-to-Myelin gap) 0.004
FLUT compartments (main section of paranode)
LF length 60.0
dF diameter 12.7
δF periaxonal width 0.004
STIN compartments (internodal section, 3+3 total in 1 internode,
see Fig. A.2)
LS length 228.8 (*1
dS diameter 12.7
δS periaxonal width 0.004
Notes:
(*1
LS =
∆Z − Ln − 2(LM + LF )
6
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Table A.7. Minimal VTHR(TSTIM)[mV ] values for the MRG'02 model, obtained for each
V (t) trajectory class
TSTIM Linear 1st-order Exponent.
0.020 -25.649 -37.602 -4.963
0.050 -41.838 -50.515 -24.311
0.100 -50.852 -57.366 -37.032
0.200 -57.061 -61.506 -47.137
0.400 -60.588 -63.558 -54.124
0.500 -61.247 -63.889 -55.731
1.000 -62.378 -63.960 -59.255
2.000 -61.950 -62.578 -60.977
5.000 -59.273 -59.094 -61.249
Note:
For all the V (t) trajectory-class series, there is a clear trend for the VTHR(TSTIM ) values to decrease
with larger TSTIM This is seen best in the last column of the Table - corresponding to the exponential
V (t) growth-proﬁle, and is expected for a cable model, as the longer duration means more injected
current also in the adjacent compartments to the one directly stimulated. Hence - in the latter
compartment, less depolarization would be suﬃcient to trigger a propagating AP - which in turn
deﬁnes VTHR.
The small ± ﬂuctuations are due to the ﬁnite numerical precision of the search algorithm employed
to identify VTHR, for each given duration TSTIM , and within each trajectory-class series.
Table A.8. Minimal Q(TSTIM)[pico− Coulomb] values for the MRG'02 model, obtained
for each V (t) trajectory class
TSTIM SQR Linear 1st-order Exponent.
0.0200 3.1180 0.1279 0.1671 0.1467
0.0500 1.2472 0.1630 0.1946 0.1642
0.1000 0.6236 0.1959 0.2212 0.1847
0.2000 0.3832 0.2369 0.2583 0.2121
0.4000 0.3426 0.3045 0.3191 0.2545
0.5000 0.2605 0.3440 0.3492 0.2937
1.0000 0.2143 0.5093 0.4736 0.3910
2.0000 0.1808 0.8640 0.6361 0.5855
5.0000 0.1411 2.1216 1.5673 1.2018
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Table A.9. Minimal P (TSTIM)[femto−Watt] values for the MRG'02 model, obtained for
each V (t) trajectory class
TSTIM SQR Linear 1st-order Exponent.
0.0200 1.9444 0.9620 1.4387 2.2993
0.0500 0.7778 0.6391 0.7765 1.1611
0.1000 0.3889 0.4596 0.5158 0.7325
0.2000 0.2937 0.3307 0.3692 0.4766
0.4000 0.2934 0.2693 0.3003 0.3352
0.5000 0.3392 0.2675 0.2913 0.3463
1.0000 0.4593 0.2934 0.2929 0.2954
2.0000 0.6535 0.4265 0.3321 0.3204
5.0000 0.9949 1.0339 0.9486 0.5263
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Figure A.2. The MRG'02 myelinated axon model
Box: Equivalent circuit for current injection into the center RN (#1)
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Linear−growth, TSTIM = 2ms
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EXP−growth, TSTIM = 5ms
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Figure A.3. Propagating AP's and spatial proﬁle of the membrane voltage V (t, z) &
intracellular potential Φa(TSTIM , z)
(at the end of stimulation, please also see Fig. A.2); z is the 1D axonal spatial coordinate.
The peaks of V at the Ranvier nodes are due to the direct exposure to the extracellular medium, which is
unlike that of the myelinated sections in the double-cable MRG'02 model.
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Figure A.4. LAP energy-optimal V ∗(t) and u∗(t) for the LM
for TSTIM respectively 10 µs and 5 ms; the time constant τ = C/g was varied as indicated in the legend;
membrane capacity was constant - C = 1 µF/cm2, while membrane (leak) conductance g was respectively 0.2,
1 and 5 mS/cm2; The 3 solutions shown correspond to the nominal τ = 1 ms (cyan trace) or 5-fold shorter
(thin red dash-dot), or 5-fold longer (thick dashed black) τ respectively; (thin dashed black) rectangular pulse
with amplitude k∗ = (VTHR − Vr)/TSTIM .
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Figure A.5. LAP optimal waveforms V ∗(t) and u∗(t) for the 0D IM:
The 3 solutions shown correspond to the nominal IM opposing current (cyan trace), twice higher (thin red
dash-dot), or twice lower (thick dashed black) IΣ respectively. The IION,0(V ) approximation of the ionic
current is used for a case of very short duration (TSTIM = 10 µs) and the IION,∞(V ) approximation is
used for a case of long duration (TSTIM = 5 ms). It is important to notice that - as with the LM model
above, u∗(t) ≈ k∗ + IION (V ), where k∗ = (VTHR − Vr)/T (see the Box) Box: Resting-state IION,0(V ) and
asymptotic-state IION,∞(V ) ionic currents for the 0D IM; Markers are inserted at the resting and threshold
membrane-voltage points, respectively VREST = -70, VTHR,0 = -55 and VTHR,∞ = -50 mV .
144
 
 
V [mV]
−90 −80 −70 −60 −50
−
I io
n 
[µ 
A/
cm
2 ]
−3.0
−2.0
−1.0
0.0
I0(V)
I
∞
(V)
TSTIM = 10us
t [µs]
0 5 10
−75
−70
−65
0 5 10
1245.5
1246.0
1246.5
1247.0
TSTIM = 5ms
t [µs]
0 2000 4000
V*
(t)
 [m
V]
−75
−70
−65
−60
−55
0 2000 4000
u
*
(t)
 [u
A/
cm
2 ]
10
20
30
Figure A.6. LAP optimal waveforms V ∗(t) and u∗(t) for the 0D HHM
The IION,0(V ) approximation of the ionic current is used for a case of very short duration (TSTIM = 10
µs) and the IION,∞(V ) approximation is used for a case of long duration (TSTIM = 5 ms) (see the Box).
As with the IM, bvp4c was used to numerically solve the BVP. The ﬁgure follows a quite similar format to
Fig. A.5. IΣ(V ) can also be assumed higher or lower. All the maximal ionic conductances in the HHM are
temperature-dependent and are linearly proportional to the coeﬃcient kT . The 3 solutions shown correspond
to the ionic current at T oC[37oC] (cyan trace), twice higher (thin red dash-dot), or twice lower (thick dashed
black) IΣ respectively. kT = 1.6047 (half the nominal) at 28.7
◦C, and kT = 6.4188 (twice the nominal) for
at 45.3◦C. Box: Resting-state IION,0(V ) and asymptotic-state IION,∞(V ) ionic currents for the 0D HHM;
Markers are inserted at the resting and threshold membrane-voltage points, respectively VREST = -77 mV ,
VTHR,0 = -64.55 mV and VTHR,∞ = -52.35 mV .
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Figure A.7. The LAP vs or with numerical optimisation for the 0D IM, with TSTIM = 2
ms
see also Fig. A.5 which shows that an initial guess uˆ∗(t), based on the linear-growth rate k∗ = (VTHR −
Vr)/TSTIM is still valid with TSTIM = 2 ms and VTHR = -50 mV . panel A: discrete-time IM and FHOC
panel B: continuous-time IM and FHOC, using CVODES adjoint sensitivity analysis capabilities upper
plots: (dashed black) a rectangular pulse with amplitude k∗; (thick cyan) the LAP uˆ∗(t) = k∗+ IION,∞(V );
(thick black) the best FHOC u(t) lower plots: (dashed black) linear-growth evolution of the membrane
potential from Vr at t = 0 to VTHR at t = TSTIM ; (dotted gray) the desired threshold value VTHR= -50 mV;
(thick cyan) the resulting LAP V ∗(t); (thick black) the resulting FHOC V (t)
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Figure A.8. The MRG'02 model: Toward upper bounds on VTHR(TSTIM)
the ﬁgure presents a family of ionic current IION (V,Z) approximations at the target site (Z = 0), for a set
of durations TSTIM . For each of the durations it is assumed that the membrane voltage trajectory V (t)
evolves according to a linear ramp from rest Vr to threshold VTHR (the unknown). For each V value on the
horizontal (independent-variable) axis of the ﬁgure, a V (t) = kt ramp was assumed and the corresponding
ionic current IION (V ) was computed, based on approximate gate states (see the Box). Note: for the sake
of better visibility, a ×10 gain is applied to the approx. IION (V ) for the case of TSTIM = 5 ms. Box:
For a chosen TSTIM = 5 ms and as V (t) is linearly ramped up, for each gate state the plots show the ratio
xˆ(V, T )/x∞(V )
Legend for gate states: opening m and closing h gates for the fast Na+ ion-channel subtype; p persistent
Na+ channel gates; s slow K+ gates.
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Figure A.10. The energy P and charge-transfer Q values as a function of TSTIM
The linear-ramp voltage proﬁle yields the best P performance for most of the durations. As in Fig. A.9
notice that the P and Q values are quite similar for the linear and exponential cases, for TSTIM respectively
2 and 5 ms; and also for the 1st-order and linear cases, for TSTIM respectively 0.2 and 0.5 ms. Toward the
P values electrode impedance of 1 MΩ is assumed. Contrasted: SQR stands for the square (or rectangular)
stimulation waveform.
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Figure A.11. Optimal waveforms u∗(t), TSTIM = 20, 200 µs
The ﬁgure also provides the corresponding optimal SQR-like linear-growth-related current Cm × k∗ (dashed
black), as well as the components of IΣ - respectively the IION (blue traces) and Iaxial (red traces) current
trajectories.
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APPENDIX B
Peer-review paper #2:
A nonlinear dynamics analysis of cortical excitability, stability and eﬃciency at
a cell compartment scale and beyond
PLoS ONE (submitted on Nov.13, 2014)
Nedialko I. Krouchev, Frank Rattay, Mohamad Sawan, Alain Vinet
Abstract
Intra-cortical micro-stimulation (ICMS) is largely used in modern scientiﬁc and clinical prac-
tice. Multiple experimental studies reported the eﬀects of such stimulation. However, even if
computer simulations of related models have been around for a long time, no comparable-scale
attempt has been made to estimate and predict ICMS eﬀects theoretically and systemati-
cally. Nonlinear dynamics analysis is used in this work to address the fundamental question:
How does the ion-channel type distribution aﬀect neuronal dynamic regimens, and thence
excitability and refractoriness? Diﬀerent Nav ion-channel subtypes play distinct functional
roles in cortical excitability, evolutional, developmental and metabolic challenges. A gener-
alizing key parameter is derived. It captures a most fundamental physical property - the
membrane voltage level at which about 50% of the Na+ channels of a given subtype are
asymptotically activated, which is a likely prime determinant of function. Continuous vari-
ation of this meta-parameter is then linked to non-trivial dynamic properties in the studied
parameterized family of ion channels. This analysis provides bridges toward the informed
interpretation of the experimental observations.
Keywords ICMS, excitable-tissue model, ion-channel subtypes functional role, nonlinear dy-
namics, meta-parameter, bifurcation analysis, mixture model, energy for neural transduction,
metabolic cost
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Author Summary
Electric stimulation (ES) is one the very practical tools of the future to aﬀect, understand and
control neurological processes, as well as - in the cases of complete sensory loss, for closing
the brain-world loop. To make ES operational and eﬃcient for both science and practice, we
want to master the key experimental, theoretical and computational principles of electric-
current/excitable-cell interactions. We analyzed the nonlinear dynamics of single-neuron
models parameterized by the average membrane voltage level at which about half of the
sodium-ion channels, present in the cells of the human brain, are asymptotically activated,
known as the half-maximum voltage. We then systematically linked the variations of the
chosen parameter to the properties in the studied ion channels, and from there to neural-
cell excitability and other key properties, which can also be experimentally validated. Our
results suggest that the half-maximum voltage is a key parameter to shape the fundamental
constraints, that govern neural dynamics at the single-cell level and even control the range
of its functional expressions. More speciﬁcally, we provide convincing examples, such as how
the half-maximum voltage controls the eﬃciency of action-potential initiation and the speed
of its transmission.
Introduction
The Hodgkin-Huxley (HH) model recently turned 60 [1, 2]. For all these years the HH
model has been the only widely used prototype for single-compartment models [3]. More
recently - and related to the detailed microscopic reconstructions, multi-compartmental neu-
ronal models are built of electrically coupled HH-type compartments. The model has elo-
quently proven its quantitative capacity to convey explanatory power to relatively simple
neuron models to account for more and more experimental ﬁndings [3]. Yet it has also been
criticized, re-parameterized and subject to multiple attempts to ﬁnd it incomplete or inef-
ﬁcient [4, 5]. Importantly, the HH model simplicity was blamed, while critics sometimes
omitted essential properties themselves [6]. The model's very applicability to mammalian
neurons - with respect to metabolic requirements and ﬂexibility of encoding, has been closely
reexamined [2, 7, 8].
Within this context and using a HH-type modeling framework, here we take a systematic
look at the inﬂuence of meta-parameter variation on the fundamental biophysical properties
of voltage-gated sodium (Na+) channels. These produce large and fast membrane currents
essential in the generation and propagation of action potentials in excitable tissues. The Nav
channels contain a transmembrane alpha subunit which forms the channel pore. The latter
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subunit's genetic expression proved suﬃcient for the expression of whole functional channels
of a given subtype [9]. Hence Na+ channel nomenclature follows closely that of their alpha
subunit (in this work we use the Nav1.X notation). With the help of gene engineering and
selective expression of speciﬁc Nav1.X channels, signiﬁcant experimental evidence has been
accumulated on their (in)activation and localization properties [1012].
Relatively little is known about a "big picture" - e.g. the ways in which the diﬀerent Na+
channel subtypes are distributed and expressed toward functional axons in either a devel-
opmental or mature stage [13, 14]. An exceptional wealth of evidence comes from epilepsy
research [1520], where Na+ channel mutations have been associated with either gain-of-
function or loss-of-function eﬀects [19] - i.e. increased or decreased neuronal excitability
in either excitatory or inhibitory populations (e.g. GABA interneurons or Purkinje cells).
The Nav1.1 subtype, which is hypothesized to undergo such mutations, is also involved in
an important developmental aspect. Namely, it gradually replaces the low threshold Nav1.3
subtype - which is only expressed during early development or excitable-tissue injury [21].
Interestingly, both the Nav1.1 and Nav1.3 subtypes are encoded on chromosome 2q24. It may
also be tempting to speculate that the easily excitable Nav1.3 subtype is desirable during
large neural network connectivity formation, but would lead to dynamic stability issues in
an adult highly active and interconnected brain.
It is known that action-potentials (AP) are primarily initiated close to the axon hillock
[22]. A recent study [23] used HH models of two cortex-speciﬁc Nav1.2 and Nav1.6 subtypes,
suggesting diﬀerent functional roles. Speciﬁcally, that Nav1.2 sustained AP propagation,
while Nav1.6 activation at lower membrane voltage (V ) values contributed to AP initiation.
The same Nav channel subtypes were then used in a multi-compartmental HH model of a
neuron with a straight axis [24], which robustly interpreted and predicted the clinical eﬀects
of intra-cortical micro-stimulation (ICMS), following up on previous work on the subject [25].
It was found that AP initiation in the axon initial segment (AIS) was more likely and required
lower stimulation current. Moreover, this was attributed to the higher density of the Nav1.6
subtype.
We were naturally curious to know more about this higher Nav1.6 excitability and were able
to ﬁnd out its basic premises. Through detailed exploration of the literature on experimen-
tally observed Nav channel properties in the central nervous system (CNS), in this work we
propose an unifying parametric framework to systematically elucidate how Nav subtypes'
distributions aﬀect neuronal dynamic regimens, and thence excitability and refractoriness.
Here we systematically vary the meta-parameter V1/2 controlling the membrane voltage V
at which the Na+ conductance attains its half-maximal value. This parameter has a di-
rect impact on a number of fundamental properties. Some of these are straightforward to
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demonstrate from ﬁrst biophysical principles. Others required subsequent bifurcation and
phase-plane analysis, which are only enabled by models with just a few meta-parameters.
Nonetheless, this reductionist approach provides useful generalizations about key aspects
under investigation - such as the true HH model limits of metabolic eﬃciency or encoding.
We do not claim that the model presented here is a deﬁnitive one, or that the diﬀerent Nav
subtypes are only due to simple shifts in V1/2. Nature has access to many complex molecular
structures and there may be restrictions we are unaware of. Hence, overly simplistic models
may fail to explain some observations. The proper model type depends on its goals and
phenomenological scale [3]. Nonetheless, simple models can generate useful predictions and
are easy to incorporate as building blocks in novel more elaborate paradigms. Thus, we
use our parametric framework - within a physiological V1/2 range - to address metabolic
energy savings and other desirable properties such as fast AP transmission or large frequency-
encoding capacity.
The cerebral cortex is densely packed with an estimated 50,000 neurons/mm3 and at least
100 times as many neural processes [26]. The analysis of V1/2-related Nav channel properties
may then help stimulate neural populations more eﬀectively and reliably in the absence
of precise knowledge of cellular morphological properties. To our knowledge, no attempt
exists to provide a comprehensive excitability-dynamics description of the subtypes that
are expressed in the mammalian brain (Nav1.X with X = 1, 2, or 6). Especially that the
"functional" characterization values reported by diﬀerent authors vary signiﬁcantly [2, 1012,
15, 1721, 2729]. Assuming that one (and only) given Nav1.X subtype is expressed in a host
cell, on which whole-cell voltage clamping techniques are applied, the observed conductance
will depend on both the amplitude, duration and history of conditioning and testing pulses.
The experimental curves are usually ﬁtted with a Boltzmann function, whose parameters are
estimated.
Very recent experimental and computational work on the molecular and functional eﬀects of
brain trauma points in quite a similar direction. Namely that Nav channels undergo irre-
versible hyperpolarizing V1/2 shifts [30, 31]. This may for example lead to ectopic excitability
and propagation in damaged axons [32].
Exploring such shifts more generally (in both depolarizing and hyperpolarizing directions),
in this work we show that V1/2 variation may be linked to a rich variety of properties -
from fundamental ones with a direct impact on neural function to a menagerie of nonlinear
dynamics phenomena that we studied and present in a systematic fashion.
The presentation is structured around the modeling results which are most relevant for draw-
ing a big picture - with a particular concern to provide insights useful for modeling and
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experimental practice. The sequel is laid out as follows. The next section (Results) is a
focused outline of the speciﬁc analysis goals and the identiﬁed key fundamental biophysical
properties of the parameterized single-compartment HH model - such as metabolic eﬃciency
and excitability. These are explained from the ﬁrst principles and related to practice through
the exploration of key experimental data aspects - such as evoking AP's from the resting
state, refractoriness and the high- or low- frequency limits of encoding information by repet-
itive stimulation. The remaining part of the Results section analysis is more theoretical and
presents the bifurcation structure as a function of the key identiﬁed parameters. The eﬀects
are systematically organized in a framework based on key aspects, such as the number and
stability of ﬁxed points (FP's), the limit cycles and automatic regimes. To facilitate reading
and provide for a wider audience, the most technical sections on automaticity and on the
codimension-2 bifurcation structure in the ∆V1/2 × Ibias parameter plane are presented sep-
arately as Supplementary Results (see section B, Ibias stands for the magnitude a constant
current injected into the modeled compartment and is known as bias current). The Discus-
sion provides a succinct summary of the most important ﬁndings, as well as a generalization
of some results to multi-compartmental models. Finally, the Methods section presents the
model details and key assumptions.
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Methods
Single-node parametric model template
Analytically and through numerical simulation and continuation (using Matlab, XPP-Aut
[33] and AUTO [34]), we explored systematically the nonlinear dynamics of the following 4D
system of ordinary diﬀerential equations (ODE):
Cm
dV
dt
= Is − Iion (B.1)
where Iion ≡ gNam3h(V −ENa) + gKn(V −EK) + gleak(V −Eleak) is the total modeled ionic
current, and Is stands for the stimulation current injected into the modeled compartment.
It can have any chosen spatio-temporal pattern [35].
m, h and n are the Hodgkin-Huxley (HH) channel-gate state variables, described by:
τm(V |∆V1/2)dm
dt
= m∞(V |∆V1/2)−m
τh(V |∆V1/2)dh
dt
= h∞(V |∆V1/2)− h
τn(V )
dn
dt
= n∞(V )− n
The calculation recipe for the respective membrane-voltage-dependent asymptotic channel-
gate states and time constants is given by Tables B.1, B.2 and B.3.
The ODE system (B.1) can be rewritten in a vectorized form as:
dx
dt
= F(x) (B.2)
where
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x ≡
[
V y
]
(B.3)
F ≡
[
Is+Iion
Cm
y∞(V )−y
τy(V )
]
and y ≡
[
m h n
]
. Use of bold font indicates vectors or vector-valued functions.
Computation of the Bifurcation structure
Matlab (MathWorks) was used to numerically solve the model equations (B.2) and AUTO [34]
- for ﬁxed point (FP) or periodic orbit (PO) continuation and bifurcation analysis. The
locus and stability of the FP's or PO's were studied as a function of the meta-parameters as
described in the next section (see Results). A FP of an ODE system (B.2) is the value of x,
s.t. F(x) = 0.
An FP is locally stable iﬀ all the real part of the eigenvalues of the Jacobian matrix J(x) =
[dFi/dxj] evaluated at the FP are all less than zero. PO's (cycles) are such a time dependant
solution of the ODE system that x(t + T ) = x(t), where T is the period of the cycle. If a
small perturbation  is applied to x(t) at time t=0 then:
dx+ 
dt
= F(x+ )
= F(x) + J(x)+ o(2) (B.4)
Since x is a solution of the model equations (B.2),
d
dt
= J(x) = P(t) (B.5)
If P(t) = P(t+T ) is an n-dimensional continuous matrix-valued function, then the evolution
of the perturbation can be monitored from period to period, and (at each kth passing through
t = 0) is given by [36]:
k+1 = e
AT k (B.6)
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in which A is an n× n constant matrix [37].
The stability of a cycle is controlled by the Floquet multipliers - the eigenvalues of eAT . One
of them is always equal to one (corresponds to a perturbation tangent to the PO trajectory).
The n−1 other Floquet's are the eigenvalues of the linearized Poincaré map. The latter maps
in an n − 1-dimensional hyperplane - normal to the PO at x(t), the evolution of any given
perturbation k(t), which after one full cycle becomes k+1(t + T ). As dictated by stability
requirements for the iterated system of equation (B.6), a cycle is then stable if the norm of
each of the Poincaré-map eigenvalues is less than 1. AUTO computes the FP's, their stability,
the PO's and their Floquet's. For a comprehensive coverage of theory the reader is referred
to fundamental works such as [37, 38].
A mixture model
To provide a comprehensive perspective for the eﬀects of meta-parameter variation, and
especially to compare the eﬀects of ∆V1/2 to those of channel density by types and numbers
(i.e. gNa variation), we also studied a mixture model. In this latter model, a fraction P ≤ 1 of
all the Na+ ion channels are of the Nav1.6 type (i.e. ∆V1/2 = 0 mV), while the remaining Na+
channels - i.e. a fraction 1−P , are of a second diﬀerent type of channel with ∆V1/2(type) = V1,
s.t.:
INa,Σ[P, V1](t) = (1− P )INa[V1](t) + PINa[0](t) (B.7)
Such mixture models may provide predictions of the electrophysiological properties for neural
processes with a particular experimentally observed distribution of voltage-gated sodium
channel subtypes (e.g. as in [10, 12, 14, 27, 39]).
Results
To systematically analyze the properties of voltage-gated sodium (Na+) channel subtypes,
we use the single-compartment Hodgkin-Huxley model as described in [40]. The same model
is also used in [23, 24] as a building block. There we noticed an interesting pattern in the
description of the Nav1.2 and Nav1.6 channel subtypes. For both the m and h gating variables,
all the related V1/2 parameters diﬀered by exactly 13mV (see Methods, Fig.B.1 and Table
B.1).
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Moreover, it is known that - with brief testing pulses, the V -dependence of conductance would
follow closely that of the fast opening (m) gates in the HH model. From whole-cell expression
of the Nav1.6 subtype, V1/2 = −29.2±1.8 mV and V1/2 = −29.4±1.6 mV (as reported by [10]
and [11] respectively). For the Nav1.2 subtype, V1/2 = −18.32 mV [29]. We also noticed also
that the cited modeling and experimentally observed data preserve a quite similar relative
diﬀerence in V1/2 - between Nav1.6 and Nav1.2. Furthermore, [29] demonstrated the remark-
able eﬀects of the pentapeptide QYNAD. At 200 µM concentration, the Nav1.2 subtype V1/2
was increased to −9.15 mV - an almost 9 mV shift toward decreased neuronal excitability.
Since QYNAD (Gln-Tyr-Asn-Ala-Asp) is endogenously present in human cerebrospinal ﬂuid
(CSF) [29], such chemical interactions may also occur naturally and thence have signiﬁcant
eﬀects on neural dynamics.
It is therefore desirable to model and systematically explore the eﬀects of V1/2 variation on
the nonlinear dynamics of a ceteris paribus model. Such analysis is of particular interest with
respect to excitability and speciﬁc regimes such as low-frequency repetitive ﬁring.
The Nav1.6 and Nav1.2 channel types can be seen as two instances of a generalized Na+ ionic
current model (see Methods), in which the V1/2 parameter of both the m and h gate variables
is controlled by the meta-parameter ∆V1/2 with values of 0 mV and 13 mV , respectively
(Fig.B.1 and Table B.1). Targeting compartments, rich in the Nav1.6 channel type, lowers
the threshold current for AP initiation. This is due to the shift of the Na+ current window
to a lower range of membrane potentials, while the re-polarizing currents IK and Ileak remain
unchanged.
∆V1/2-related meta-properties of high signiﬁcance to neural function
Immediately below we will summarize the rather technical and involved discussion of the
parametric model family's complex dynamic organization, reﬂected in both the complete and
the simpliﬁed dynamics.
Before we do so however, we would like to momentarily "step out" of the quantitative and of
the nonlinear dynamics "menagerie" jargon, and try to put this work in the context of some
broader challenges in understanding why things may be the way they are, and in attempting
answers to "big questions" like how did evolution micro-manage neural processes to produce
AP's eﬃciently and transmit them suﬃciently rapidly?
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The eﬀect of ∆V1/2 on action potentials' (AP) metabolic eﬃciency
Fig.B.2 illustrates the AP properties, the INa/IK currents interplay and metabolic eﬃciency
as a function of ∆V1/2. ∀∆V1/2 the AP is obtained via 1.5× the resting ITHR for duration
TSTIM = 100 µs (see the Results subsection B on neuronal excitability). As observed later
in this section, larger ∆V1/2 values translate to lower excitability (higher threshold potential
VTHR and threshold stimulation currents ITHR. The very large latencies for ∆V1/2 = 0 and -5
mV are due to very low threshold values ITHR, which remain low even after a 50% "safety-
factor" increase.
The thick color traces in Panel A of the ﬁgure show the −INa current proﬁles, aligned to the
AP upstroke (time zero). As Fohlmeister and colleagues have observed [7, 39], in the HH-
type models the Na+ current has a local peak just before the AP upstroke, and then there
is a considerable and close overlap of the Na+ and K+ (dashed black traces in Fig.B.2B)
currents .
This leads to a considerable (rather 'suboptimal') metabolic energy expenditure. Never-
theless, smaller ∆V1/2 values reduce the Na+ and K+ currents overlap in the later (re-
polarization) stage of the AP! Given that the overall shape of the AP changes just slightly,
this is achieved by an earlier opening of the voltage-gated Na+ channels, compared to the the
voltage-gated K+ channels. Finally the close INa/IK interplay here gives an electrophysio-
logical and physical perspective onto the nonlinear dynamics concept of the "slow manifold".
Metabolic Eﬃciency is estimated by computing the overall Na+ ions' charge QNa (in micro-
Coulomb's per cm2), which is transferred into the modeled compartment during stimulation
( [41, 42], TSTIM = 100 µs). The integration is carried over the whole time duration (30 ms)
of a single AP triggering (incl. latency) and then returning back to a steady resting state.
The shape of the AP and hence QNa are mostly invariant as long as ISTIM  ITHR. A lower
∆V1/2 clearly associates with a lower estimate of metabolic cost (see Fig.B.2, Panel C).
Lower ∆V1/2 brings about a large frequency-encoding range
Can the parameterized classical HH models exhibit low-frequency automatic ﬁring?
Fig.B.3 illustrates the limits of automatic ﬁring and of periodic stimulation maintaining the
1:1 response pattern (also known as pacing) as a function of ∆V1/2. In Panel A of the ﬁgure,
the periodically-applied stimulation current ISTIM required for an 1:1 response - at the given
minimal pacing period τ11, depends on pacing frequency. Clearly, ISTIM → ITHR (the resting
threshold, see also Fig.B.4), as τ11 → ∞. Notice that, with near-threshold current values,
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higher ∆V1/2 allow periodic stimulation at higher frequency (see also the Discussion section
B).
However, the situation is reversed for automatic regimes. It is known [43], that in the
HH model periodic ﬁring may also be obtained by injecting a constant Ibias - known as
bias current within a certain range (see also Fig.SB.1). Here a higher ∆V1/2 translates
to incapacity for low-frequency automatic ﬁring and a narrow overall frequency-encoding
range as has previously been observed [7]. The period of automatic ﬁring is a monotonously
decreasing function of Ibias with a minimum well below 5 ms. This means that some (less
excitable) models may not have automatic ﬁring at a frequencies below 200Hz! Importantly,
this is a monotonicity property speciﬁc to the model at hand, contrasting it to other models
(e.g. the Fitzhugh-Nagumo model) - (see Fig.B.3B - itself, a simpliﬁed presentation of the
supplementary Fig.SB.4B).
How about the maximum period that can be achieved? Applying the same monotonicity
property for the period, it would be longest for the lowest Ibias for which automatic ﬁring is
still possible. Lower ∆V1/2 provide for such regimes (sometimes also referred to as bursting)
with progressively lower ﬁring frequency (longer inter-AP periods). As seen in Panel B of
Fig.B.3, a very reasonable ∆V1/2 meta-parameter variation translates to a ﬁve-fold variation
of period lengths! Thus, the model family is capable of handling automatic ﬁring at a
frequency less than 20Hz!
Hence lower-∆V1/2 models bring about a signiﬁcantly larger frequency-coding range, which
in addition requires less metabolic resources!
∆V1/2-related meta-properties of signiﬁcance to experimental practice
Eﬀects of ∆V1/2 variation on neuronal excitability
Excitability is fully dependent on the fast activation of them gates versus a slower inactivation
of the h and activation of the n gates (Fig.B.1A,B). This can be demonstrated by a simpliﬁed
model in which m is assumed to reach instantaneously m∞(V ) while h and n remain at their
resting values hrest and nrest. Upon very brief Is pulses this is a fair approximation of the
system's behavior (see Ch.3 in [43]). Stimulating from rest [Vrest, hrest, nrest], the system
dynamics is reduced to:
Cm
dV
dt
= Is − Iion(V,m∞(V ), hrest, nrest) (B.8)
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For all ∆V1/2, the above approximate ionic current - denoted Iion,0(V ) - a function of just
V , has 3 zero-crossings: Vrest, Vthr (see also Fig.B.5 and Fig.B.6C) and Vup. The LOCAL
minimum −Irh is reached for a V value located between Vrest and Vthr. While Vrest and Vup
remain virtually unchanged for diﬀerent values of ∆V1/2, Vthr moves toward Vrest and Irh
diminishes as ∆V1/2 is decreased. In this 1D approximation, one can see that the membrane
will depolarize further toward Vup if at the end of the stimulation V > Vthr. The latter
is possible only if Is > Irh. Hence lower ∆V1/2 increases the excitability by reducing both
Vthr − Vrest and Irh. Once Vthr is known, equation (B.8) can be rewritten as:
TSTIM = Cm
∫ Vthr
V0
dV
Is − Iion(V,m∞(V ), hrest, nrest) (B.9)
which yields an estimate of the minimal duration TSTIM for a given stimulation strength Is.
Panel A of Figure B.4 shows the ∆V1/2-family of strength-duration curves, computed, through
simulations of the full HH dynamics, for the whole range of ∆V1/2 ∈ [−8, 40] mV. For the
short (e.g. TSTIM = 100 µs) the increase of ITHR with ∆V1/2 is close-to-linear, while for the
long (e.g. TSTIM = 2000 µs) the increase is superlinear (i.e. faster, steeper than linear).
Approximate analytic curves SD[Vshift] may be estimated for relatively short durations
(TSTIM → 0) or long durations (TSTIM → ∞). In the latter case, this is only possible
for models like Nav1.6 (∆V1/2 = 0), but not for models like Nav1.2. This is one of the key
properties pointed at in this work.
An alternative simpliﬁed model can be constructed assuming that all gate variables follow
their asymptotic value, i.e.:
Cm
dV
dt
= Is − Iion(V,m∞(V ), h∞(V ), n∞(V ) = Is − Iion,∞(V ) (B.10)
This model is intended for very-long-duration and low-amplitude stimulation.
Iion,∞(V ) may have one or three zero crossings (see also Fig.B.6A). For the one-zero-crossing
case, the very existence of a threshold is a transient phenomenon, i.e. a ﬁnite Vthr no
longer exists, when the h and n gates respectively close and open. With three zero crossings
−Iion,∞(V ) also has a local minimum - a situation qualitatively similar to the Iion,0(V ) case
above. Hence, just as with the simpliﬁed model of equation (B.8), further depolarization of
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V toward Vup,∞ may be expected when V is beyond Vthr,∞ at the end of the stimulation. In
this case Irh is precisely the value of the rheobase current.
Hence, through Iion,∞(V ) of (B.10), an upper-bound of the threshold current - the absolute
rheobase - can be estimated. To evoke an AP, according to equation (B.1) the stimulation
current Is needs to overcome the dominating opposing ionic currents Iion. In search for
patterns of lowest amplitude or highest energy eﬃciency, Is may just slightly outweigh Iion
and still successfully trigger AP's [35]. However, this is highly dependent also on stimulation
duration and NaV class.
Importantly, for the M3 NaV class, but not for the M1 class - as demonstrated through the
simpliﬁed model equation (B.10) - a threshold value of the membrane voltage exists for any
stimulation duration. Hence an AP can be evoked by applying almost as little current as the
absolute rheobase current of a suﬃcient duration (Fig.B.4A).
The eﬀect of ∆V1/2 on refractoriness
A standard procedure to assess the absolute and relative refractoriness is to apply a second
stimulus S2 at diﬀerent times along a test action potential APS1, induced by an initial supra-
threshold stimulus S1. The minimal current Itrh,S2, needed for another active response, is
then found for each S1 − S2 coupling time, or else the system is diagnosed as absolutely
refractory - if current amplitude lies beyond some acceptable limit. Itrh,S2 is a function of
t = tS2 − tS1 coupling interval (assume tS1 = 0 for simplicity), as well as of the S2 duration
Ts,S2. Whether it also depends on the parameters of the S1 stimulus is to be investigated.
Alternatively, refractoriness can be studied by a one-dimensional approximation similar to
eq. B.8.
C
dV
dt
= Is − Iion(V,m∞(V ), h0, n0) (B.11)
in which h0 = h(V0) and n0 = n(V0) are the values of the gate variables at each point V0
along the APS1.
As for stimulations from the resting state, a necessary (but not suﬃcient) condition for S2
to produce an AP is that eqn. (B.11) has 3 FP's. When Vthr does not exist, the system is
absolutely refractory. Otherwise, a minimum stimulus current is needed.
We consider the case where APS1 is evoked by a stimulus applied from the resting state. Both
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Vthr(t) - calculated from eqn. (B.11), and Ithr,S2(t) depend on the APS1, which in turn varies
with Ts,S1 (and the corresponding Is,S1). However, both functions become invariant once
the time axis is aligned to tup - the time of maximum dV/dt derivative during the upstroke.
Diﬀerent Is,S1 and Ts,S1 may modify the latency of APS1, but almost none of its time course
beyond the upstroke. This invariance is maintained as long as Ts,S1 does not become too long.
Conversely, when Ts,S1 → ∞, Is,S1 becomes what is known as bias current. It may induce
automatic ﬁring, which in turn precludes the use of the S1/S2 protocol (see also subsection
B on automaticity).
The invariance of the APS1 time course means that a single Ithr,S2(t− tup) curve (excitability
is a function on the recovery time t− tup) can be used to capture the system behavior for each
Ts,S2 and ∆V1/2. Rabinovitch et al. [44] referred to this invariant trajectory as hidden structure
(HS) and proposed a method that extends to excitable systems the concept of the phase
transition curve (PTC), widely used to analyze the forcing of non-linear oscillators [45, 46].
Panel B of Figure B.4 shows the variation of Ithr,S2 as a function of t − tup and ∆V1/2 for
TSTIM = 0.1 ms. Decreasing ∆V1/2 slightly shortens the absolute refractory period. For any
given t− tup, it also reduces the current needed to get a response. For any t− tup, there is a
quasi-linear increase of the Ithr,S2 as a function of ∆V1/2. For t− tup >≈ 2.5 ms, from which
both the M1 and M3 parametric classes regain excitability, a higher ∆V1/2 may mean up to
a two-fold increase of the threshold current.
Bifurcation structure as a function of the ∆V1/2 meta-parameter
The resting potential (Vrest) of the system is a ﬁxed point (FP) of the system set by :
Iion,∞(V ) = GNam∞(V )3h∞(V )(V − ENa) +Gkn∞(V )(V − Ek) +Gleak(V − Eleak) = 0
(B.12)
It is located at the intersection of the monotonically increasing outward currents IK,∞(V ) +
Ileak(V ) with the bell-shaped ∆V1/2-dependent inward current INa,∞ (Fig.B.1C and Fig.B.6A).
The eﬀect of ∆V1/2 variation is a linear shift of the window-current INa,∞[∆V1/2](V ) toward
lower or higher V values. This may create additional FP's. The number, location and sta-
bility of the FP's is bound to play a signiﬁcant role in the dynamic properties of the system
upon stimulation and re-polarization.
The resting FP Vrest remains almost identical in the Nav1.2 and Nav1.6 models (-77.03 vs
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-77.01 mV), but nevertheless corresponds to quite diﬀerent values of h∞(Vrest) (0.96 vs 0.76).
Hence, the Nav1.6 h gates will close more during the AP upstroke, and will recover later and
to a lesser value during the post-upstroke re-polarization. Furthermore, the Nav1.6 model
has two additional depolarized FP (diamonds in Fig.B.6A) - denoted Vthr,∞ and Vup,∞.
The existence of the two unstable ﬁxed points also changes the organization of the trajectories
in the phase plane. As mentioned in the presentation of the bifurcation diagram below, Vthr,∞
has a single unstable direction. Perturbations along this direction (either positive or negative)
produce two heteroclinic trajectories ending at Vrest, corresponding to a passive and an active
depolarization (Fig.B.5, the red and green trajectories). The latter is the limiting case of an
action potential that would be obtained by a stimulus slightly beyond the rheobase current.
Another set of trajectories connect the most depolarized ﬁxed point (unstable focus) Vup,∞ to
the stable resting state. All these invariant trajectories and their associated stable manifold
do not exist for models like that of the Nav1.2 subtype . They add constraints onto the system
dynamics since they cannot be crossed by any other trajectory. As we shall see below, the two
additional FP's also aﬀect the nature of the automatic regimes upon sustained stimulation.
Fig.B.6B shows the bifurcation structure diagram (BD) of the of the 4D space-clamp model
as a function of the ∆V1/2 meta-parameter. In addition to the resting point (the lower branch
on the BD, see the "stable FP" arrow), a second depolarized FP appears through a saddle
node bifurcation at the limit point LP1 : ∆V1/2 = 2.94 mV. From LP2 : ∆V1/2 = -9.5 mV,
up to LP1, the S-shaped BD FP curve has three coexisting branches. Beyond LP2, a single
depolarized FP remains. FP stability is also accounted for in Fig.B.6B. The middle branch
(LP1 to LP2) is half-stable (see Table B.4 and [38]) due to a single positive real eigenvalue.
The lower FP branch is stable with four real negative eigenvalues, except for a tiny interval
close to LP2 (there is a second subcritical Hopf bifurcation HB2 located 0.005 mV beyond
LP2, not shown). The uppermost branch is unstable from LP1 down to the Hopf bifurcation
point (HB : ∆V1/2 = -11.05 mV), where it recovers stability. From LP1 to HB the top
branch has either two positive real (∆V1/2 ∈ [1.7 mV, LP1]), or two positive-real complex
eigenvalues (∆V1/2 ∈ [HB, 1.7 mV]).
The HB is subcritical (see Table B.4) and produces a branch of unstable PO's connecting
through a saddle-node of cycles (SNC) bifurcation to a high-amplitude stable PO at ∆V1/2
= -35.5 mV. This stable PO branch disappears slightly beyond LP2 (around ∆V1/2 = -9.16
mV) through a second SNC bifurcation (see Table B.4) as explained in subsection B on
automaticity. In the remaining part of this work, the analysis is mostly restricted to ∆V1/2 >
LP2. There are two distinct model sub-classes by the meta-parameter value range:
M1 ∆V1/2 > LP1. The corresponding dynamic system has a single stable resting (hyper-
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polarized) FP, e.g. the Nav1.2 channel subtype.
M3 ∆V1/2 ∈ [LP2, LP1] yields 1 stable resting FP, and two unstable FP's, e.g. the Nav1.6
channel subtype. As illustrated by Fig.B.6A, increasing or decreasing the nominal con-
ductivity gNa oﬀers an alternative way to create or suppress the folding and hence
the appearance of the middle and topmost FP branches. Likewise, a variation of the
relative proportion of diﬀerent channel subtypes in a mixture model is equivalent to
nominal conductivity variations. Hence, an estimate of the gNa value yielding a transi-
tion from one to 3 FP's is useful to understand the dynamics of the mixed model. From
Fig.B.6A, and with ∆V1/2 = 0 mV, gNa has to be decreased by a third to suppress the
BD from folding, but with ∆V1/2 = 13 mV, it has to be increased fourfold to create
the fold.
Except for a small interval of ∆V1/2 ∈ [HB2, -9.16 mV] where a stable FP and a stable PO
coexist, the two model sub-classes necessarily return to their resting state after a sub-theshold
stimulus. However, the supra-threshold dynamics (leading to an AP) will be dramatically
inﬂuenced by the existence or not of the 2 additional FP's (see esp. the subsection B on
automaticity).
Mixture model
Fixed Points
From the preceding analysis, the single-channel model has 3 FP's for ∆V1/2 < LP1 (Fig.B.6B).
This section analyzes mixed models with sodium current, as eq.(B.7) rewritten from the
Methods section:
INa,Σ[P, V1](t) = (1− P )INa[V1](t) + PINa[0](t) (B.13)
The B.D. on Fig.B.7A shows that, for V1 = 13 mV, the 2 upper FP branches appear at
saddle-node bifurcation (see Table B.4) for P ≈ 0.648, which is close to the minimum rel-
ative conductivity (gNa/gK = 0.663) needed for the single-channel model with ∆V1/2=0 to
enter the M3 class. In the voltage range of peak INa,∞[∆V1/2 = 0](V ), the contribution
of INa,∞[∆V1/2 = V1](V ) is so low that it does not change much the total INa,∞ proﬁle.
Hence, the upper FP's rely almost exclusively on the of the M3 current contribution. In
codimension-2 (see Fig.B.7C), as V1 decreases, the contribution of INa,∞[∆V1/2 = V1](V )
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becomes larger, thereby reducing the proportion of M3 current needed to preserve the 3
FP's. In Fig.B.7C, the required proportion P of Nav1.6 channels (recall the Methods section)
decreases abruptly as V1 < 5 mV. Clearly, the latter is due to the intuitive fact that such
V1 values mean that the second channel type is itself tending to the M3 class - a tendency
which is completely realized with V1 < LP1.
Resting Threshold
The relative resting threshold κ(P ) = ITHR(P, V1)/ITHR(1, V1) of the mixture model is a
function of the P meta-parameter (TSTIM = 0.1 ms). There is an approximately twofold
diﬀerence between the thresholds of the M3 and M1 single-channel models (Fig.B.7B, see
also Fig.B.4), but more than 70% of this diﬀerence vanishes for P as low as 0.2. This could
be understood by considering the 1D resting version of the mixed model - see eqn. (B.8)
with the m gates of the two channel subtypes at their saturation values, and all other gates
at their resting values. As in section B on neuronal excitability, both Ithr and Vthr − Vrest
provide measure of excitability. Both Ithr (Fig.B.7B) and Vthr − Vrest (data not shown) have
decreased by more that 70% at P = 0.2.
Discussion
Meta-parameter relevance in the light of previous work
How does a parametric analysis of the HH model, based on the ∆V1/2 meta-parameter,
compare to previous work? Where does it bring new insight, and where is it similar?
A body of previous work examined bifurcation structure in the Hodgkin-Huxley model. One
arguably popular parameter has been the value of a constantly depolarizing (and known as
bias) current Ibias, applied intra-cellularly. E.g. [47] examined the Ibias range for which stable
and unstable periodic solutions exist and their ﬁndings are qualitatively similar to our own
results.
The two most relevant other meta-parameter models, which we believe provide parallels and
grounds for contrasts. are the codimension-2 analysis in the parametric plane Ibias × EK
[48, 49] and the two-dimensional INa,p + IK HH-type model [43] with its either high- or low-
threshold IK (i.e. two EK levels). The latter model is equivalent in many respects to the
well-known INa,p + IK Morris and Lecar model [50].
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The particular interest of these two alternative meta-parameter models is in their "mirror"
parameter choice: Clearly, if EK is manipulated toward later or earlier potassium current
activation, this may have qualitatively similar eﬀects to ∆V1/2 variation, which aﬀects the
onset (and oﬀset) of sodium current.
Both [48, 49] and [43] contain a detailed analysis of the related nonlinear dynamics structure,
as well as introduce the "menagerie" of codimension-1 and codimension-2 bifurcation types.
This provides an excellent baseline toward interpreting the results of our work. Finally, other
previous work (e.g. [51]) examined the variational eﬀects of nominal gK conductance, relative
to nominal gNa. As demonstrated in the Results' section on mixture models, this may also
be qualitatively similar to a ∆V1/2 variation.
The key diﬀerence brought about by ∆V1/2 variation is that it aﬀects the interplay of sodium
and potassium currents not only directly (like compatible EK or gK variation) but also
indirectly through the V -dependent temporal dynamics of the HH gates.
From a compartment to a cell
To estimate the eﬀect of ∆V1/2 on AP propagation velocity (through the Nav currents),
homogeneous cables of 100 identical compartments - each of length 25 µm (yielding a total
cable length of 2.5 mm) were simulated. The cable was subject to the no-ﬂux boundary
condition on one end, and the single compartment on the opposite end was stimulated (TSTIM
= 100 µs or 1 ms). First, ∀∆V1/2, the resting threshold was identiﬁed s.t. an AP was reliably
evoked and propagated to the very end of the cable. A propagating AP was signalled by small
deviations of propagation velocity (range < 30% of mean value) in the section occupying the
middle 50% of the total cable length. The total duration of model simulation was TSTIM + 1.5
ms, which was large enough to not overestimate the required stimulation current thresholds.
However, this also provided for a little extra variability in the identiﬁed ITHR as illustrated
in Fig.B.8. It plots two post hoc runs of the central step of the ITHR-search algorithm (∆V1/2
= 2 mV). An interesting phenomenon, resulting from the cable's ﬁnite length and no-ﬂux
boundary condition, can be observed. Namely, that lower ISTIM (as on the top panel)
latently reaches and depolarizes compartments down the cable. This is clearly visible from
the voltage traces, which are depolarized up to halfway down. As a result, when the AP is
ﬁnally evoked it propagates faster than in a "supra-threshold" case (as on the bottom panel).
Hence to avoid excess variability in the estimated propagation velocity shown in Fig.B.9B,
a safety factor was applied: ISTIM = 1.5 × IˆTHR. Otherwise - with stimulation current at
the approximate threshold level, propagation velocity TSTIM may appear higher (i.e. more
variable) due to the triggering of AP's after long latencies.
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On Hogkin's maximum-velocity hypothesis
According to Hogkin's maximum-velocity hypothesis, the ion channels' ion-types and density
evolved through natural selection to maximize the AP conduction velocity. However, it has
been argued that gating current limits the increase of Na+ channel density as a means to gain
in conduction velocity. Moreover, the computed optimal density is more than twice higher
than in the real squid, and with capacitance reduced by neglecting gating current, optimal
density is even higher [41] .
A summary of resting threshold ITHR and mid-axon mean AP conduction velocity as a
function of ∆V1/2 is presented in Fig.B.9. Notice the clear linear trend of increasing ITHR
with ∆V1/2 for both TSTIM cases. Despite the large estimation variability (as illustrated and
discussed in Fig.B.8) a signiﬁcant trend of decelerating AP propagation with ∆V1/2 can be
acknowledged.
Hence, this is another trick that evolution may be playing to solve many a problem at
once - avoid the overhead of having too many channels, while simultaneously gaining in AP
transmission speed, and even in eﬃciency (as shown just below).
All of it by a simple shift of the sodium current window along the membrane potential
dimension!
Summary and Conclusions
This work is about bridging theory to practice in an attempt to go all the way from the model
mathematics (nonlinear dynamics), through simulations and to the experimental practice.
Here we summarize the gist of our key ﬁndings.
Summary of ∆V1/2-related dynamic properties
In this work we explored the eﬀects of Na+ ion-channel properties on neuronal dynamics.
Starting from two well-studied channel types ( [23, 24]) we observed that a key diﬀerence
between the Nav1.2 and Nav1.6 types is their half-activation-voltage parameter V1/2. Hence,
we introduced a generalization parameter. This resulted in a parametric family of models
exhibiting a continuous variation of sodium current-inﬂux properties. The two initial ion-
channel types became two representative exemplars.
Furthermore, our approach now provides in straightforward manner for a broader functional
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ion-channel nomenclature. It is noteworthy that this parametric nomenclature is not just
limited to Na+ ion-channels, but also to any other ion gate, whose properties may be subject
to more or less continuous variation - by the use of speciﬁc species, genetic, pharmacological
and other manipulation.
Through the introduction of the ∆V1/2 parameter, we performed a comprehensive analysis
of its eﬀects on neuronal excitability, refractoriness and periodic-stimulation dynamics for a
0D space-clamp model. As discussed below this analysis can be extended further to 1D or
3D multiple-compartment models of an entire neuron.
For the sake of expediency below we summarize our key ﬁndings. It is important to emphasize
that some of these properties can be deduced by the use of simpliﬁed reasoning, which may
or may not match reality to diﬀerent degrees of precision. Examples abound. With a very
few exceptions (not discussed further) most of our observations diﬀered signiﬁcantly from
being trivial.
Eﬀect of ∆V1/2 on neuronal excitability
Continuous ∆V1/2 variation leads to a bifurcation diagram (ﬁg.B.6) containing a multi-
tude of dynamic regimes. One of the most noteworthy diﬀerences is that for ∆V1/2 ∈
[LP2,LP1] 3 FP's coexist. These may also coexist with stable periodic orbits. This
means that, depending on the initial conditions, the system may behave as either purely
excitable or as an oscillator.
Absolute vs relative rheobase current: In the range LP2 < ∆V1/2 < LP1 (the M3
class), the simpliﬁed model of equation (B.11) can be applied, and −Iion,∞(V ) has a lo-
cal minimum −Irh between Vrest and VTHR,∞ (similarly to Fig.B.6C, see also Fig.B.1C).
Hence an AP can be evoked by applying as little current as the absolute rheobase current
Irh for a suﬃcient amount of time TSTIM (Fig.B.4).
In general , lower ∆V1/2 values translate in lower threshold current ITHR[∆V1/2](TSTIM)
from the resting state (Fig.B.4).
The mere FP count corresponds to nontrivial diﬀerences in dynamic organization and its
complexity. E.g. supernormality of ITHR,S2 as a function of t− tup, esp. for the lowest
∆V1/2 (data not shown).
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The eﬀect of ∆V1/2 on refractoriness and periodic stimulation
A complete picture of refractoriness is given by:
• the application of the S1-S2 simulation protocol (Figures B.3, panel A and B.4,
panel B). Figure B.3 presents the two faces of periodic AP ﬁring in the model.
Importantly, and as noted in the Results' subsection B, the M1 model sub-class
is not only less excitable. Its lowest periodic ﬁring frequency does not get much
below 100 Hz. Hence, at stimulation durations of about 10 ms the models of
this sub-class will already behave as oscillators! We return to this point in the
summary on 'relative' refractoriness below.
• the continuation (Fig.SB.1) of the bifurcation diagram of Fig.B.6, with respect to
bias current and periodic regimes (see the Supplementary Results section B on the
codimension-2 bifurcation structure in the ∆V1/2×Ibias parameter plane). Fig.SB.1
demonstrates transitions between pure excitability and oscillation determined by
the Ibias and ∆V1/2 values.
Absolute values of ISTIM as a function t−tup and ∆V1/2 (Fig.B.3, panel A) imply that "1:1"
responses of lower-∆V1/2 models can be maintained for either shorter pacing periods or
lower stimulation currents.
However, maintaining ∀∆V1/2 a similar proportion of ISTIM relative to the resting
threshold ITHR,0[∆V1/2](TSTIM) (see also Fig.B.4), Fig.B.3B predicts that the higher-
∆V1/2 models would be the ﬁrst to behave as oscillators as TSTIM is increased.
'Relative' refractoriness may be the consequence of more complex dynamic organization
. Thus low ∆V1/2 means higher excitability and the existence of an absolute rheobase
(Figures B.6 and B.4). However, the higher number of FP's implies more features and
- hence, constraints in phase space (Fig.B.5).
Maintaining ∀∆V1/2 a similar proportion (see the black-yellow intersection line in
Fig.B.3, the semi-transparent surface represents the (1D) dependence of ISTIM on ∆V1/2
for TSTIM = 100 µs):
ISTIM = 1.5× ITHR,0[∆V1/2](TSTIM)
such higher 'relative' refractoriness is clearly present in Fig.B.3 where the longest 1:1
pacing-period is substantially shorter for ∆V1/2 = 13 mV, than it is for ∆V1/2 = 0 mV.
Thus, when ISTIM is close to the ITHR value for a given model, the M1 sub-class can
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be paced at a faster frequency. Sometimes this may not be desired (see the Discussion
points about a large frequency-encoding range, above).
However, when ISTIM is much above the ITHR value, the trend can be completely
reversed, given that the M3 model sub-class is both more excitable and has a very
large frequency range (Fig.B.3B and Fig.SB.4B). The higher 'relative' refractoriness of
the M3 sub-class may be in part due to the h gates' dynamics, since the position of
the resting FP (Vrest) does not vary much with ∆V1/2. Hence, the h gates' may need a
larger hyperpolarization of the membrane to recover excitability.
Simpliﬁed models such as the ones relying on the concept of "hidden structure" (a gen-
eralization of the PTC concept for non-linear oscillators, data not shown) capture the
essential parts of the complex dynamics.
A methodology to study and predict neuronal dynamics determined by ion-
channel distributions
We identiﬁed nonlinear dynamic mechanisms to explain experimental observations in a pre-
dictive way. This lays the foundations for a methodology to study the eﬀect of ion-channel
distributions on neuronal dynamics, excitability and refractoriness. This holds a big promise
to explain and improve experimental neuroscience practice (e.g. [52]).
Hence, such modeling and analysis are worth pursuing. Functional electric stimulation is at
the threshold of a new realm of possibilities. The paradigm is rapidly shifting from classical
work ( [53, 54]), as rapid stimulation (typically through trains of ∼ 300 Hz) to evoke single
AP's in isolated neurons is largely suboptimal.
Viable model extensions
The analysis presented here, for the simplest possible model type, can be extended further
to 1D (as shown), 2D or 3D multiple-compartment models of an entire neuron.
In models of higher dimensionality, the spatial distribution of ionic current types and their
relative proportions will yield speciﬁc spatio-temporal patterns, corresponding to better or
worse conditions for AP initiation and propagation. The approach used in this paper can be
generalized further to produce these proﬁles of threshold stimulation-ﬁeld and stimulation-
current values, that lead to successful AP initiation and propagation [35].
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Practical implications for eﬃcient ICMS and artiﬁcial vision
Now classical pioneering work such as [5558] demonstrated viability of visual prosthetics in
human subjects.
One can also be greatly inspired by the inﬂuential work of Tehovnik and colleagues ( [5964]
), which - based on animal research, technological and theoretical advances has opened a new
stage in the progress toward successful artiﬁcial vision for the blind.
Together with critical aspects such as the long-term compatibility, functional visual pros-
thetics require eﬀective and reliable (1:1) stimulation of select (precisely targeted) neural
sub-populations. Such stimulation not only uses optimally little energy (from an optimal-
control point of view) and has minimum undesirable side-eﬀects (e.g. tissue damage or
involuntary saccades, [60] ). Selective stimulation with lowest possible currents also means
higher possibility for conveying information through visual percepts and speciﬁc visual fea-
tures. For example, oriented lines that convey shape and colored stimuli as opposed to bright
color-less and feature-less phosphenes that may diﬀer in size and position in the subjective
visual space ( [55]).
Finally, a very large impact on the type of possibilities is determined by the size, type and
number of the stimulation electrodes that are used, as well as by the precision of their
guidance to their neuronal targets.
Recent experimental ICMS work (e.g. [52]) conﬁrmed modeling predictions (e.g. [22, 24, 25])
that AP are evoked almost exclusively from axonal targets, even if this results antidromic
AP propagation. Moreover, a typical outcome of 'ad hoc' application of high-frequency
stimulation trains results in massive depression of ICMS-targeted gray matter.
From our analysis, one may see that this may be the cost of ignoring the appropriate stim-
ulation conditions dictated by the analysis of the geometric and dynamic structures that
determine excitability and refractoriness. Some of these characteristics are easier to deduce
and enforce than others. A simple example is provided by observations in [55], who were
surprised that surface electrodes did not yield visual percepts even with high stimulation cur-
rents in the mA range. A quite simple reasoning however suggests that their current-density
factors between surface and implanted micro-electrodes were in a ratio of the order of 104.
With micro-electrode successful threshold currents ISTIM were larger than 2µA. With similar
durations TSTIM and waveforms, simple linear reasoning indicates that successful threshold
currents ISTIM when using surface electrodes would have to be larger than 20mA as opposed
to the upper bound 1− 2mA imposed by [55].
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We demonstrated here that with reasonably high ISTIM values the limit periods of 1:1 pacing
may be as short as ∼ 5 ms. Hence stimulation train frequency can be as high as 200 Hz. The
latter result is consistent with the experimentally observed fact that past such frequencies
the subjective visual percept reaches a plateau, beyond which it starts getting weaker. This
is suggestive that the neuronal targets of stimulation will respond with activation ratios lower
than unity to such 'overdrive'.
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Tables
Table B.1. The V1/2 parameter values [mV], by ion-channel type
from [23, 24]
Rate parameter Nav1.6 Nav1.2 K
m h m h n
α -41 -48 -28 -35 25
β -41 -73 -28 -60 25
h∞ - -70 - -57 -
Table B.2. Gate-state dynamics parameters, see also Table B.3
Notation Variable description Value
Temperature dependence:
Q10 Q10 constant (*1 2.3
K+: n-gate (*2
an n-gate max opening rate 0.02
bn n-gate min closing rate 0.002
kn n-gate membrane-voltage-change constant k 9
Na+v1.X : m-gate (*2
am m-gate max opening rate 0.182
bm m-gate min closing rate 0.124
km m-gate voltage-change constant k 6
Na+v1.X : h-gate (*2, (*3
ah h-gate max opening rate 0.024
bh h-gate min closing rate 0.0091
kh h-gate constant k (*3 used toward τh only 5
kh∞ constant k (*3 for the asymptotic gate-state h∞ only 6.2
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Table B.3. Detailed Notes on the Gate-state dynamics
(*1 Temperature dependence is assumed to be linear with a slope kT = Q
(T−T0)/10
10 , where T0 = 23
◦C.
(*2 For any given gate y of the K+ or Na+v1.X ionic channels, the open and close rates are given by the
Boltzmann-like templates (the ·y subscript is dropped everywhere to simplify the notation):
α(a,w) = aw/(1− e−w/k)
β(b, w) = −bw/(1− ew/k) = αy(b,−w) = bwe−w/k/(1− e−w/k)
where w = Vm − V1/2. The change of the rates corresponding to a change in w is:
α′(w) =
a
1− e−w/k −
awe−w/k
k(1− e−w/k)2 β
′(w) =
−b
1− ew/k −
bwew/k
k(1− ew/k)2
When the opening and closing rates share the same V1/2 parameter (as per the m and n gates, see Table
B.1), the corresponding V -dependent asymptotic gate state and time constants are :
y∞(w) = lim
t→∞ y(t, w) =
α
α+ β
=
a
a+ be−w/k
τ(w) =
1
α+ β
=
1− e−w/k
w(a+ be−w/k)
α′(w), β′(w), and y∞(w) are all sigmoidal functions of w. Regardless of actual a, b, k values, rate-change
dependence on w is most important (for the decaying β′(w) - by absolute value) at w = 0, where α′(w) = a/2
and β′(w) = −b/2. Compare to α′(w) ≈ β′(w) ≈ 0 for w  0.
y′∞(w) is reciprocally dependent on k, and its maximum is obtained at w
∗ = −k ln(a/b) (hence with a = b,
w∗ = 0). Hence dy∞(w∗)/dw is determined by the V1/2 parameter, and y∞(w∗) = 1/2 - regardless of the
actual a, b, k values!
y′∞(w) =
abe−w/k
k(a+ be−w/k)2
y′′∞(w) =
abe−w/k(be−w/k − a)
k2(a+ be−w/k)3
Around the same Vm = V1/2, τ(V ) = τ(w) also attains its maximum (τ(w
∗) ≈ τ(0) = 1/k(a+ b)), since:
τ ′(w) =
[(a+ b)w + k(a− b)]e−w/k + k(be−2w/k − a)
kw2(a+ be−w/k)2
For the simple case of a = b = k = 1, the numerator of τ ′(w) reduces (with u = e−w) to u2 + 2uw− 1, which
clearly vanishes when w = 0. The exact position of the maxima depend on the a : b ratio and w∗ is slightly
below zero for a > b, or slightly above zero when a < b. A situation rather similar to the one observed for
the w∗ : y∞(w∗) = 1/2.
(*3 For the inactivating gate h of the Na+v1.X channels:
h∞(V ) = 1/(1 + ewh/kh∞ ) wh = Vm − V1/2,h∞
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Table B.4. Bifurcation-terms Glossary
Term Description
FP stability A given FP is stable if all the eigenvalues of the associated Jacobian have
non-negative real parts;
an FP is called half-stable (e.g. in [38]) when the above condition
is not met for some of the eigenvalues -
in that case the associated eigen-directions diverge from the FP
Codimension 1 bifurcations
Saddle-node, Two ﬁxed points appear or disappear
or fold, or coalescing onto a single half-stable FP, which in its turn disappears
limit point (LP)
Transcritical A given FP may change stability with parameters variation
bifurcation standard mechanism, related to the SN
Hopf a given PO's amplitude decreases until the PO is reduced to a point
bifurcation and disappears; the PO's period approaches a limit ∞
(HB) as the meta-parameter approaches the HB point
Supercritical the HB-related PO appears at the HB and its amplitude increases gradually,
coexisting with the former FP which may become unstable.
Subcritical within a parameter range the HB-related PO coexists with a unstable FP
esp. at the HB point (and unstable FP), the parameter-dependent system
trajectory jumps to a distant attractor,
which may be a FP, another PO or inﬁnity;
hysteresis-like phenomena occur w.r.t. the system's dynamics
as the parameter is either increased or decreased.
Saddle loop a given PO's amplitude increases until it captures a saddle point
or and disappears; the PO's period a →∞
homoclinic as the meta-parameter approaches the critical value
Double cycle or Two POs appear or disappear
saddle-node coalescing onto a single half-stable PO, which in its turn disappears
of cycles (SNC)
Codimension 2 bifurcations
Cusp (C) Three ﬁxed points appear or disappear
this is a sort of LP generalized by the presence of
the second meta-parameter
Takens-Bogdanov An LP and HB coalesce
(TB) into an FP yielding an ODE Jacobian with two zero eigenvalues;
the HB-related PO becomes a homoclinic.
Generalized Hopf Two HB coalesce,
(GHB) as the second meta-parameter reaches a critical value
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Table B.5. Commonly used abbreviations
Symbol Description
0D zero-dimensional, i.e. single-compartment or space clamp models;
whose spatial extents are conﬁned to a point
1D cable-like, multi-compartment spatial structure;
homo-morphic to line
2D etc. two- or more dimensional, refers to the number of states
that describe the excitable system's dynamics
AP Action potential
B.D. bifurcation diagram
BVDP the Bonhoeﬀer-Van der Pol oscillator-dynamics model;
also known as the Fitzhugh-Nagumo model
ES Electrical stimulation
FP Fixed point of system dynamics → vanishing derivative(s)
HH or HHM Hodgkin and Huxley's [model of excitable membranes]
ML or MLM Morris and Lecar's [model of the barnacle giant muscle ﬁber]
ODE Ordinary Diﬀerential equation; see also PDE
PDE Diﬀerential equation involving partial derivatives; see also ODE
PO Periodic orbit (or limit cycle) - Closed
(starting and ending at the same point in phase space) dynamic trajectory
The period of the PO may be ﬁnite or →∞.
In the latter case it may be a hetero- or homo-clinic
(starting and ending at either two distinct FP's,
or the same single half-stable FP, respectively)
PTC phase transition curve
RGC retinal ganglion cells
RHS right-hand side
SD strength-duration [curve]
S.T. such that
W.R.T. with respect to
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Table B.6. Deﬁnition and notation for the key HH variables
Notation Variable description and units Typical value (*1
Potentials, in mV :
Vm or V Membrane voltage (*3
Vrest Membrane resting voltage -77
EK K
+ Nernst potential -90
ENa Na
+ Nernst potential 60.0
ELeak Leak reversal potential -70
Membrane capacitance, in µF/cm2:
Cm or C Membrane capacity
c Membrane capacitance 1
Maximum (*2 conductances, in mS/cm2:
gK K
+ conductance 150
gNa Na
+ conductance 300
gLeak Leak conductance 0.033
Currents, in µA/cm2:
IK K
+ Ionic Current (*4 gK × n× (Vm − EK)
INa Na
+ Ionic Current gNa ×m3h× (Vm − ENa)
ILeak Leak Current gLeak × (Vm − ELeak)
Notes:
(*1 Typical values are for the Nav1.6 model, [24]; see also Table B.2
(*2 These are dependent on (grow with) temperature, the values listed are for T = 23◦C
(*3 Membrane voltage is either at its resting value Vrest; is depolarized (grows due to stimu-
lation and/or activated sodium Na+ ion channels); is repolarized (decays back to Vrest, due
to the potassium K+ ion channels)
(*4 Ionic currents depend on both the membrane voltage and the dynamic state of the ion
channels' gates. See Table B.2.
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Supplementary Results
The eﬀect of ∆V1/2 on automaticity
Applying the S1/S2 protocol to study refractoriness implicitly assumes that the system does
not reach an automatic regime - i.e. produce multiple AP's during either of the S1 or S2
stimuli. For brief stimulation, the system reverts to the non-stimulated dynamics during
re-polarization. However, as TSTIM increases, new attractors associated to long stimulation
cannot be ignored - the system may now approach them. Hence, the outcome depends on
the duration of the transient trajectories leading to these attractors. The latter are revealed
by the bifurcation structure as a function of a constant bias current parameter (Ibias) Such
current is known to change the attractors of the system (e.g. [43], Chapter 4).
Figures SB.2 and SB.3 present examples of the rich bifurcation structure created by a constant
stimulation current Ibias for diﬀerent values of ∆V1/2. As ∆V1/2 decreases, the FP curve
changes from a monotonous increasing single-branch (Fig.SB.3, ∆V1/2 = 13 mV) to a three-
branch organization (e.g ∆V1/2 = 3 and -8 mV). The stability of the hyperpolarized FP is lost
through a subcritical Hopf bifurcation (see Table B.4). The most depolarized FP also becomes
stable by a supercritical Hopf (HB) at a very high value of bias current. High amplitude stable
PO's also exist in an Ibias range speciﬁc to each ∆V1/2. These stable cycles are created by a
saddle-node of cycles bifurcation (see Table B.4), which produces also unstable cycles. The
unstable PO's may connect with the subcritical HB (of the lower branch), as in the case of
∆V1/2 = 13 mV. The interaction of the unstable PO's with the low-∆V1/2 (yielding a three-
branch FP structure) is interesting. They may end through a homoclinic bifurcation (see
Table B.4), when hitting the middle FP branch, as in the case of ∆V1/2 = 3 mV. In the latter
case, the unstable cycles created at the HB1 also disappear through a similar homoclinic
bifurcation, but at a diﬀerent (higher) bias current. Hence, diﬀerent situations are possible
depending on the values of ∆V1/2 and Ibias: a unique stable FP; bi-stability between a stable
FP and a stable PO, which in turn are separated by an unstable cycle and/or two unstable
ﬁxed points; a unique stable cycle with one or three unstable ﬁxed points (see the zoomed-
inset in Fig.SB.3, the respective phase-plane trajectories, corresponding to the "menagerie"
of possibilities, are shown in the supplementary Figures SB.8,SB.9 and SB.10 ).
How long does the transient take to reach a stable cycle from the resting state? Some clue
is provided by the cycle period. As seen in the supplementary Fig.SB.4B, the period is a
monotonously decreasing function of Ibias with a minimum well below 5 ms.
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The codimension-2 bifurcation structure in the ∆V1/2 × Ibias parameter space
Already from the phase portrait of typical sub- and supra-threshold trajectories (Fig.B.5 )
one gets a pretty colorful idea about the dynamic-structure richness of the parametric HH-
type model. Consistently to [48, 49], in this analysis we found a very rich a codimension-2
bifurcation structure.
Fig.SB.1 presents the full picture of the rather complex codimension-2 bifurcation structure
in the (∆V1/2, Ibias) parameter-plane (see also Fig.SB.2). The main features are:
Cyan trace shows the codimension-2 positions of the two Hopf bifurcations HB1 and HB2
as a function of the model meta-parameters. Note that for the low ∆V1/2 there is an
only-apparent "collision" of the two (but see also supplementary Fig.SB.4A). While
for very high ∆V1/2 the two HB's indeed coalesce, which in codimension-2 is known as
Generalized Hopf (see Table B.4). This case is further illustrated by the supplementary
Figures SB.6.
An important feature here is that, slightly before the two HB's indeed coalesce, their
type changes from subcritical to supercritical, which is accompanied by the disap-
pearance of two extra branches of stable/unstable PO's (see Fig.SB.6 and SNC5 in
Fig.B.2A).
Dashed-black lines These illustrate the parameter-range for the saddle-nodes LP1 and
LP2 through which are created the 2 additional FP branches (saddle in the middle
branch and unstable center/focus in the top branch of the B.D.'s, see Fig.B.6B and
Fig.B.3). Here, there are also 2 related codimension-2 bifurcation phenomena. First,
the two LP's coalesce in what is known as Cusp (see Table B.4). Second, for low-
enough ∆V1/2 LP1 coalesces with HB1 through a codimension-2 bifurcation known as
Takens-Bogdanov (see Table B.4).
Red and blue lines the ∆V1/2 × Ibias range of stable/unstable PO's determined by the
saddle-nodes for cycles SNC1 and SNC2 (the red locus) and SNC3 and SNC4 (the
blue locus, see also Fig.SB.2)
Notice that outside (below and over) the HB area, there is at least bi-stability of a
stable ﬁxed point with stable PO (or multi-stability between the stable FP and two
stable PO's, see also Fig.SB.2A and the case of ∆V1/2 = 3 mV in Fig.SB.3). For
very large Ibias currents (beyond the blue trace) only the stable depolarized ﬁxed point
remains.
For very large ∆V1/2 the stable/unstable PO's between SNC1 and SNC2 detach from
186
the FP's locus to form an island (see Fig.SB.7 )
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Figure B.2. AP properties and Metabolic eﬃciency as a function of ∆V1/2
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Figure B.5. Complex dynamic organization for ∆V1/2 = 0 mV
Two heteroclinic trajectories, starting from the single unstable invariant direction of VTHR (red diamond)
and ending at Vrest (green circle), correspond to passive - green trace and active depolarization - red
trace. Trajectories emanating from VUP (blue square) - thin dotted blue, also connect into Vr. Both
sets of trajectories seem to avoid and even "slide" on some invisible obstacle - the slow manifold (SM) - the
wireframe mesh surface. Legend: green sphere = the stable FP, Vrest; red diamond = the intermediate
unstable saddle-node FP, VTHR; blue square = the unstable depolarized FP, VUP . The SM impact on the
AP trajectories. The SM was constructed assuming m = m∞(V ) by solving ∀(n, h) pairs the equilibrium
condition Iion(V,m∞(V ), h, n) = 0 for V . For any given h, the SM is given by a function n = f(V |h). By
its 'cubic-like' shape, the latter function deﬁnes the excitation threshold. The cyan color trace shows the
AP evolution. Except for the initial part of the AP trajectories (a larger conveyed charge ∼ Istim × TSTIM
means lower latency, i.e. VTHR reached earlier), the remaining part of the AP trajectories follow the slow
manifold.
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Suppl.Figure Legends
Fig.S1 The ∆V1/2 × Ibias parameter plane, bistability and automatic
regimes
Bifurcation structure in the ∆V1/2 × Ibias parameter plane Cyan trace: the Hopf bifurcations (HB) as a
function of the Ibias and ∆V1/2 model meta-parameters (see also Fig.SB.4A). Dashed-black lines: Exis-
tence/creation parameter-range of the 2 additional ﬁxed points (saddle-node in the middle branch, and
unstable center/focus in the top branch of the B.D.'s, see Fig.B.6B and Fig.SB.3) Red and blue lines: the
∆V1/2× Ibias range of stable/unstable PO's (see also Fig.SB.7) Notice that outside (below and over) the HB
area, there is bistability with a stable ﬁxed point, while for very large Ibias currents (beyond the blue trace)
only the stable depolarized ﬁxed point remains (see also Fig.B.3). For very large ∆V1/2 the stable/unstable
PO's between SNC1 and SNC2 detach from the FP's locus to form an island (see also Fig.SB.6 and SB.7)
Fig.S2 The Bifurcation Glossary (Codimension 1 and possibly 2)
terms illustrated for two ∆V1/2 cases
black lines: stable FP's. They lose (or recover) stability via Hopf Bifurcations red lines: unstable FP's.
In A, unstable FP's appear (or disappear) via Saddle node (SN) bifurcations at LP1 and LP2. blue lines:
Minimum and Maximum voltage of stable periodic orbits. These can appear (or disappear) through SNC
bifurcations or supercritical HB's (e.g. the low amplitude stable cycles in B). cyan lines: Minimum and
Maximum voltage of unstable periodic orbits. These can appear (or disappear) through SNC bifurcations or
subcritical HB (e.g. HB2 in A), or homoclinic bifurcation (e.g. the lower open ends in A).
Fig.S3 BD's for a set of ∆V1/2 values (see legend, by SPO color)
Inset: Zoom in of the ∆V1/2 = 3 mV case for Ibias ∈ [7, 14]µA/cm2
Fig.S4 Combined BD's and periods of the high-amplitude cycle - in
the ∆V1/2 × Ibias parameter space
A: Combined BD's B: max. cycle-periods as a function of ∆V1/2×Ibias parameters (B) Note that the periods
of the low-amplitude cycles (around SNC3 and SNC4) have not been investigated.
Fig.S5 BD's for a set more of ∆V1/2 values (see the panel legends ,
by SPO color)
(see also Fig.B.3)
Fig.S6 Generalized Hopf in codimension-2: Collision of two Hopf
Bifurcations (HB)
As the two Hopf's become closer in parameter space, one UPO is lost. Moreover, the HB type changes from
sub-critical to super-critical (see also Fig.SB.7)
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Fig.S7 The creation of an island in codimension-2
A little before the 2 HB's collide, the small-amplitude SPO detaches from the UPO. The latter forms an
island together with the large-amplitude SPO. (see also Fig.SB.6)
Fig.S8 Very complex dynamic organization for ∆V1/2 = 3 mV and
Ibias = 9.5 µA/cm
2
A: Temporal evolution of membrane voltage V for the SPO (magenta, green trace on Panel C) and the UPO
(black, thick cyan trace on Panel C). B: Gate states dynamics for the SPO (green trace on Panel C). Notice
the very limited range of the n gate's variation. C: The unstable FP invariant directions yield transient
trajectories which converge mostly to the SPO. This is due to the UPO (thick cyan trace). The transient
trajectories starting at the UPO's single unstable invariant direction converge respectively to the resting FP
and to the SPO (thinner dashed cyan traces). See also Figs.SB.8A
Fig.S9 Examples of dynamic objects (phase-space trajectories) cor-
responding to bifurcations in codimension-2.
Ibias variation for ∆V1/2 = 3 mV results in a complex organization (see the B.D. in Fig.SB.8 - middle row
and Inset). The ﬁgure presents the rich diversity of dynamic objects (e.g. heteroclinic, homoclinic, stable
and unstable periodic orbits) by simulating them for 3 values of the Ibias parameter: 7.44, 7.49 and 9.068
µA/cm2.
Heteroclinic (dashed red), homoclinic (blue), stable (green) and unstable (cyan and black, Panel A only)
periodic orbits
Fig.S10 An unstable limit cycle as a phase-space separatrix
A: Due to the existence of an UPO (cyan), all trajectories (black and red) initiated on the unstable FP's (red
triangle) invariant directions deviate toward the resting FP (blue circle) and not to the SPO (green). Inci-
dently (and like in the B.D.'s on Fig.SB.6C), the UPO's own invariant direction yields 2 transient trajectories
(data not shown) which converge respectively to the resting FP and to the SPO.
B: An UPO is absent here unlike Panel A. Hence, the same initial conditions as in Panel A yield transient
trajectories half of which (2 out of 4) converge to the SPO.
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Abstract
One promising avenue toward visual prosthesis is the direct stimulation of the visual cortex.
The thalamic input could - in principle - be replaced by optimal-control-based direct low-
power electrical stimulation (ES) of the primary visual cortex (area 18) toward natural-
like activity patterns. To design such novel devices, the use of model predictions through
computer simulations may accelerate costly and time consuming empirical procedures. In
response to the need for such models, in this work a realistic computational model of visual
cortex activation is developed and validated through qualitative comparisons to experimental
data.
Assumptions are made about the time course of visual activation evoked by sensory input, as
well as its biologically plausible signal-range. A set of anatomically constrained inter-laminar
connection strengths is implemented. Simulation results are then compared to measured
laminar-speciﬁc responses observed in cat primary visual cortex (area 18) through the local
ﬁeld potentials (LFP's) recorded with multi-electrode probes.
The resulting model provides for addressing fundamental questions such as: Which inter-
laminar connections are key to the experimentally observed activation patterns? What if
some of the estimated connections were varied or disabled? Given the widespread inter-
laminar interactions - is it essential that lamina IV remained the primary stimulation target?
Would the canonical functional micro-circuit template put in place by evolution, and modeled
from published anatomical records and from numerically estimated inter-laminar connectivity
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(through data-driven identiﬁcation), determine uniquely the most eﬃcient spatio-temporal
patterns of activation?
Introduction
We aim to develop and reﬁne a computational model of vertical visual neocortical processing,
and to apply it in the design of a functional visual prosthesis. [13]. The suggested approach
may also contribute to better understanding of neural signals and encoding.
The second half of the twentieth century was a golden age for meticulous exploration of the
microcircuitry of rat and cat visual cortex [47] achieving complete reconstruction of mature
cortical neurons injected intracellularly with horseradish peroxidase (HRP), which provided
for more than just cataloguing of neuron varieties and the qualitative Cajal-type circuit [8].
Based on extensive anatomical results [5] had concluded that detailed identiﬁcation of the
synaptic patterns on substantial numbers of adjacent cells, should make it possible to address
directly certain unanswered questions about cortical circuitry . However, now - more than 35
years later, one has to conclude that task has proved exceedingly diﬃcult [8].
A widespread assumption is that in the neocortex the proportions of diﬀerent types of neu-
rons remain uniform across an area and that their patterns of connections are constant [810].
Furthermore, neocortical proportions seem remarkably maintained by evolution across rather
diﬀerent mammalian species and in good accordance with overall brain size [9]. This has given
rise to the popular hypothesis that cortical circuitry is organized along the same blueprint
in all of its diﬀerent areas. Hence it has similar computational consequences regardless of
the necessarily diﬀerent functional roles of the information being driven by or driving the
neocortex. Clearly this contradicts cortical cytoarchitectonics of the widely accepted Brod-
mann division of neocortex. Nonetheless, several authors suggested that there is a canonical
local circuit for neocortex [11, 12], even if one cannot simply clip out a cylinder of tissue
that contains the whole local circuit, for later reconstruction 'in silico' [8]. Alas, riddles still
unresolved anatomically do allow conﬂicting interpretations. However, here we keep in mind
that the key purpose of quantitative circuit reconstruction is to help reverse engineer brain
function, given details of the connectivity as elaborate as possible.
Hence we aim at identifying models which capture the essential traits of experimental data,
and determine which of the identiﬁed connectivity patterns are necessary or suﬃcient in
reproducing key neurophysiological observations.
Although lateral interactions take place in the visual cortex, we assume that our data orig-
inates in a single cortical column. Thus it carries information about intra-columnar inter-
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action and hence vertical connectivity in the neocortex. This far, there have been only a
few vertical recording studies that provide data with suﬃcient resolution to sustain related
computational models [13]. Some recording studies relate directly to the development of
visual prosthetics [1416]. However some of these focus on horizontal connectivity - e.g.
activation-spread modeling [17, 18]. A series of inﬂuential studies by Douglas, Martin and
colleagues [810, 12, 1924] focus on intra-columnar interaction. These studies focus on the
anatomy of connectivity patterns in the visual cortex and beyond. They show the steady
interest of their authors to promote a broadly applicable understanding of the neocortical
organizing principles, as well as a quantitative description of circuitry beyond the classic
Cajal-type cataloguing and observation. As such, this body of work is of particular interest
for developing the computational model of interest here. An actual model issued by the same
line of work provided an appropriate baseline [25].
The sequel is as follows: The next section outlines the principal modeling assumptions and
methods as well as the available experimental data from cat area 18. It is followed by a
presentation of the model identiﬁcation results and a goal-oriented discussion that facilitates
the understanding of functionally-relevant aspects of estimated cortical connectivity.
Materials and Methods
Experimental Data
The McGill University institutional animal care and use committee approved this study.
Neurophysiological recordings were performed in an anesthetized cat's primary visual cortex
(area 18), using a linear laminar multi-channel recording probe (A32, NeuroNexus Technolo-
gies, inter-contact spacing 100 µm), inserted roughly 3.1mm perpendicular to the surface of
the cortex. The spatio-temporal Local Field Potentials data (LFP's, Fig.C.1, Panel A) were
obtained during the presentation of appropriately positioned (with respect to the correspond-
ing retinotopic receptive ﬁeld) oriented gratings.
Multiple contrasts and orientations were tested. However, in this study we use only the data
from the highest contrast (96%) and the single preferred orientation (yielding the highest
cortical activity).
Current Source Density (CSD) was estimated from the recorded LFP's, using a 5-point-based
approximation of the second spatial derivative:
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∂2Φ(z)
∂z2
≈ Φ(z + 2∆)− 2Φ(z) + Φ(z − 2∆)
4∆2
(C.1)
where z is the direction perpendicular to the cortical surface, ∆ is the inter-electrode distance,
and Φ are the recorded LFP's. This (central-diﬀerences-based) formula was recommended
in [26] to prevent a rapidly-varying function of the spatial coordinate such as Φ(z) (e.g. due
to measurement noise) from conveying spurious variation to the estimates of derivatives.
Im - the one-dimensional CSD (Fig.C.1, Panel B) is then computed using the following
equation:
Im ≈ −σ∂
2Φ(z)
∂z2
(C.2)
where σ is the assumed homogeneous conductivity (0.3 mS/cm).
The area 18 spiking neural network model (SNNM)
Consistent with the data, goals and a corresponding anatomical precision, we use amesoscopic-
scale model which realistically captures both cortical dynamics and connectivity. A detailed
description of this model's fundamentals and computational properties is provided in [25, 27].
and in the Supplementary Methods - section C (page 228). Here we focus on the key and
modiﬁed elements.
The model describes the response of excitatory (E) or inhibitory (I) cortical leaky integrate-
and-ﬁre (LIF) model neuron populations of time-varying aﬀerent thalamic input uk(t) and
cortico-cortical interaction via inter-laminar connectivity.
Modeling CSD
As more explicitly discussed in the Supplementary Methods section, the LIF neuron model
can only account for the (passive) membrane voltage V dynamics. Furthermore - in a sub-
threshold regime, the single-compartment total membrane current Im as in eqn. (C.9) is iden-
tically zero, since it represents a redistribution of the charges contributed by neurotransmitter-
and voltage-gated ion channels and the (dis)charging of the membrane's distributed capacitor.
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Hence, our approach toward realistically modeling CSD uses more detailed knowledge of
electrophysiology acquired from ﬁner-grained microscopic-scale models [28].
From eqn. (C.27) - the diﬀerential form of Gauss' law in excitable tissue (Supplementary
Methods), along any single spatial dimension z, Im ∼ − d2dz2V (z). Thence, signiﬁcantly
nonzero membrane currents can be expected when AP's are initiated and propagated along
axons.
All this suggests that the total laminar membrane currents Im (i.e. CSD) may be estimated
from the LIF-based spiking neural network model, and using a straightforward generalization
of microscopic-scale modeling results.
Fig.C.2 introduces the expected spatio-temporal patterns of membrane current that accom-
pany the AP initiation and propagation in a one-dimensional (1D) cable model of 50 Hodgkin-
Huxley-type compartments (each of length 50 µm). Thus in the central part of the modeled
axon (which is suﬃciently far from either the AP initiation site and constrained boundary
compartments) a spatially-invariant temporal current proﬁle is obtained (Panel B in the
ﬁgure), and approximated by a current-dipole (Panel C).
Thus, the total laminar membrane current Im(t) for a given SNNM population can be ap-
proximated by the linear summation of currents:
Im(t) ≈
∑
tAP∈T
fCD(t|tAP ) (C.3)
where T is the set of times (possibly non-unique) when the population's neurons ﬁred AP's,
i.e. tAP is the time at which a given neuron attained its AP-ﬁring threshold.
Any single AP contributes to the above sum according to the following single-event current-
dipole template:
fCD(t|tAP ) = −a1 exp
[−(t− tAP − t1).2
2σ21
]
+ a2 exp
[−(t− tAP + t2).2
2σ22
]
(C.4)
with: a1 = 0.5, a2 = 3× a1, t2 = 1 ms, t1 = 3× t2, σ1 = t1/3 , and σ2 = t2/3. The parameter
choices are compatible with the adjusted absolute refractory period durations (see the last
Methods subsection on meta-parameters). Importantly, such parameter choices coherently
satisfy the property of current-dipoles (or equivalently, of AP-related currents' time courses)
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that:
∫ ∞
−∞
fCD(t|tAP ) = 0
Convolving eqn. (C.4) with all the spike times of the LIF model neurons of a given laminar
population provides for a realistic representation (C.3) of the corresponding total laminar
membrane current Im (see Fig.C.3B,C) and thence of experimental CSD - through eqn.
(C.26).
Low-frequency LFP and CSD are associated with subthreshold membrane voltage and hence
with dendritic electrophysiology and currents. Dendrites are targeted by axons. Post-
synaptic potentials and currents (PSP's and PSC's) are contributed by the neurotransmitter
release related to volleys of incoming AP's. Hence and in principle, the dendritic potentials
and currents may be modeled through approximations based on the corresponding source
AP's. Moreover, it is likely that multiple and synchronized AP's would also aﬀect the mea-
sured LFP's and especially the resulting CSD. However, such source-AP-based approximation
is not done in the present study. This may be one of the reasons for a mismatch between the
timing of CSD estimates and actual data.
Realistic interpretation of LIF model neuron activity
The passively-conﬁned membrane voltage V dynamics of the LIF model neurons has also
an impact on estimated LFP's. As in the baseline model [25] built around mean ﬁring
rates, in the preceding subsection we also introduced an AP-times-based estimate of laminar
membrane currents. Similarly, we introduced a convolution-based measure of peak membrane
voltage:
Vpeak(t) ≈
∑
tAP∈T
fAP (t|tAP ) (C.5)
using a convolution kernel approximating the membrane voltage proﬁle during the AP up-
stroke:
fAP (t|tAP ) = exp
[−(t− tAP ).2
2σ22
]
(C.6)
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with the same σ2 as in eqn. (C.4). To a reasonable precision, this provides similar proportions
between fAP and fCD, which (from electrophysiology's ﬁrst principles) are expected to be
related through diﬀerential calculus. Indeed, in such a pair of functions - expressed with the
same Gaussian kernel, and up only to a linear transform, one can be interpreted as derivative
or quadrature of the other.
While the average LIF model neurons' membrane voltage has low-pass ﬁlter properties (see
Fig.C.3A) , the above approximation behaves as a high-pass ﬁlter. Hence, it would match
better Multi-unit activity (MUA) data. Using a larger s2 value would convey low-pass ﬁlter
properties also to the approximation by eqn. (C.6).
SNNM regimes, meta-parameters, randomization and sparseness
The SNNM may operate in two qualitatively diﬀerent regimes [27]: a balanced mode in which
the membrane potential V is close to threshold at all times and spikes may be triggered by
rather small ﬂuctuations; and a resting/integrating mode in which V is far from threshold
and spikes may be triggered only by integration of very strong and/or very synchronized
excitation. Both modes depend on the level of background input, and either mode may
be observed in actual brain structures [27]. For our data the integrating mode seems more
appropriate (see also the Discussion section). In this mode V returns toward its resting
value when input is rather weak. Clearly, the model could also work assuming the balanced
mode. Either choice would have a critical impact on the estimated connectivity. In this ﬁrst
(proof-of-concept ) model version we tend to prefer the low background version for at least
three reasons: it yields a highly reproducible model; it provides a high signal-to-noise ratio
for estimating LFP's; it is the only framework that would provide a connectivity pattern
which is not conditional on a number of extra meta-parameters, which specify the desired
but scientiﬁcally quite unknown background input.
Hence, the model we implemented includes no background input sources. Also in contrast to
the baseline model [25] - which did not include any temporal delays, we introduced the trans-
mission delays needed for AP's propagating along axons to reach their synaptic targets, where
they contribute post-synaptic currents (PSC's, excitatory or inhibitory, see Supplementary
Methods).
The membrane time constant for excitatory neurons was chosen to be τm,E = 8 ms, and for
inhibitory neurons - τm,I = 4 ms. The remaining LIF meta-parameters were as follows: AP
transmission delay: δt = 5 ms; AP threshold and reset voltages: VTHR = 25 and Vreset =
10 mV ; absolute refractory periods are 3 and 2 ms respectively for excitatory and inhibitory
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neurons.
Given the lack of background input in our SNNM version, to avoid excessive synchrony in
the model (and thence make the model behave more realistically), some of the key SNNM
meta-parameters were uniformly randomized over ranges of values as speciﬁed below. This
made them value-speciﬁc to each modeled LIF unit, while maintaining the desired average
values. Clearly, the randomization brackets are themselves meta-parameters and as such may
be optimized.
In order to avoid sharply synchronized ﬁring in lamina IV in the presence of strong aﬀerent
visual stimulation, the input-related τu's were randomized in the range [0.5, 1.5]×τm,E (where
τm,E could be itself a possible candidate for randomization).
The AP thresholds were randomized in the range [0.5, 1.5] × VTHR, and AP transmission
delays - in the range [0.2, 0.8]× δt.
As in [25] all quantal jumps zij, but not the τij were subject to randomization and sparseness.
The quantities deﬁned by following equations do not intervene directly in the SNNM simu-
lation. They provide a way to compare the (relative) strengths of the synaptic connectivity
for the model to published experimental accounts on cortical connectivity.
The strength Sij of the synaptic connectivity for the pair (i, j) of laminar populations is
calculated [25] as the product of the average synaptic weight z¯ij, the synaptic time constant
τij, and the number of active synapses Nij:
Sij = z¯ijτijNij (C.7)
The presence of the synaptic time constant τij in eqn. (C.7) may appear counter-intuitive at
ﬁrst, but one has to realize that the larger τij - the longer a given PSP will aﬀect membrane
voltage.
As mentioned above the individual synapse zij's were randomized uniformly in the interval
[0.5, 1.5]× z¯ij [25].
Finally, it remains to say something about Nij. For all population pairs (i, j) we selected a
sparseness of 50%. That means that half of the total possible number of synapses between
the neurons of the source and target populations are active.
Formally:
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Nij = 0.5NiNj (C.8)
where Ni and Nj stand respectively for the neuron counts in the target and source popula-
tions.
The Nij active synapses were also randomized in terms of the source-target synaptic pairs
(i, j) to receive nonzero connectivity values zij's Once, these were chosen, then the continuous
randomization of individual zij's was done as described above.
Results
SNNM topology
With its roots in inﬂuential and now classic neuro-anatomy [5, 7, 9], work by Douglas, Martin
and colleagues has contributed the concept of canonical cortical micro-circuit [12]. It goes
along with the still controversial proposition that all areas of neocortex share a common basic
circuit. Interestingly, we are not aware of any attempt by the same group to use this canonical
circuit derived from cat primary visual cortex (area 17) [20] toward a computational model
of the same area.
Instead, focus was transferred immediately to check whether the canonical circuit could be
used to model other cortical areas, including such as the frontal eye ﬁelds (FEF), which has
not only a sensory visual input, but also oculomotor output [25]. In the latter computational
model, the canonical circuit templates - i.e. the anatomically constrained connectivity pat-
terns, are clear to identify despite the addition of speciﬁc populations such as the "burst"
motor neurons in lamina V, which provide oculomotor output to the superior colliculus (SC)
and the brainstem. Hence this model [25] provides a very useful baseline.
Apart from the need of removing the oculomotor "add-on's" to the canonical circuit, another
diﬀerence is that [25] provides an interpretation of the functional role of every lamina in
the process of selecting saccade targets and tracking them or not. This diﬀerence is rather
minor, as not assuming any particular functional role of a given lamina would not preclude
the model from ﬁtting or even predicting recorded data.
So, in essence the SNNM topology is a simpliﬁed "pruned" version of the SNNM architecture
of [25].
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First, w.r.t. this work's purpose, it is suﬃcient to consider just one cortical column - with the
same retinotopic receptive ﬁeld (RF) and the same preferred orientation (PO), quite unlike
the 21 distinct cortical columns modeled in [25].
Second, since we do not have distinct sub-populations related to motor output or saccade-
tasks-related logic, each lamina here has always just one excitatory (E) and one inhibitory
(I) neuronal population. Moreover, all laminae have identical total neuron counts, which
respect the inﬂuential 4 : 1 ratio [29], between excitation and inhibition, established in the
computational literature as a condition for achieving stable cortical activity patterns - i.e.
for each lamina NE = 100, NI = 25.
Finally, Fig.C.4 gives an overview of the full SNNmodel's topology (4 laminae, 8-populations).
It is important to emphasize right away the striking compatibility with both the anatomically
and functionally constrained models [7, 9]. Compare speciﬁcally to Figure 2 in [7] and Figures
1 and 2 in [9]. Notice in particular the excitatory inter-laminar feedback. Such moderately
positive feedback does not necessarily lead to model system instability (as long as the total
loop gain does not exceed unity). On the other hand, it has been suggested that it may be
the mechanism used by neocortex for coping with the low gain and amplitude of external
input signals. This excitatory feedback is also key to reproducing the persisting activation
which lasts well beyond the actual visual-input stimulation.
SNNM reasonably captures the qualitative aspects of LFP and CSD data
Fig.C.5 presents the qualitative SNN model predictions of LFP (Panel A) and CSD (Panel
B) data for each of the 4 laminae.
Recall (Methods) that the experimental data is obtained at the optimal grating orientation
- i.e. the one preferred by the neural substrate at the corresponding stereotaxic microprobe
location.
This data is optimal also from another perspective. An inﬂuential study of anatomical
connectivity by Binzegger and colleagues [20] reported many more synapses in cat area 17
than just the ones that were attributed to the neuronal types known to populate the same
area. These synapses were then labeled as the dark matter of cortex. They totalled 90%
of synapses in layer 1 and 40% of synapses in layer 6 (i.e. about 3000 synapses per layer 6
pyramidal neuron) [8, 20].
This means that substantial neocortical activity in the areas that contribute these synapses
is bound to bring signiﬁcantly diﬀerent spatio-temporal patterns of activity in a given mini-
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column of interest. In particular, this argument applies when the stimulus is optimal for a
diﬀerent mini-column or is of a whole-ﬁeld type - bringing complex interactions at the scale
of the whole area 18.
To enable the match to low-pass ﬁltered LFP data - which reﬂect the mean-ﬁeld of the
membrane voltage levels [30], the SNNM had to be adjusted so that the model V 's would
reﬂect the larger stimulus-driven excursions observed in the data. Hence here our SNNM
version performs computations in the integrating mode, as opposed to a balanced mode in
the original publication [25]. This is reﬂected in the lower (zero) background-noise levels and
an about ten-fold increase on average of the thalamic-input synapses' gain (from 0.056, to
0.8 and 0.4, respectively for the on- and oﬀ-set of the visual stimulus).
Fig.C.5A illustrates two predictions concerning the LFP's data. On the one hand, the
average-membrane-voltage V across the LIF model neurons of a given lamina (the magenta
plots in the ﬁgure). As pointed out in the Methods section, this prediction type has low-pass
subthreshold properties. On the other hand, the kernel based MUA-like prediction that has
high-pass properties (green plots). Together, the two LFP predictions capture qualitative
aspects of LFP data. The sum of the two prediction types is plotted in blue.
Moreover, the CSD predictions of the model (Fig.C.5B) capture the sink episodes of activity
in the layers 4 and 2/3.
This was achieved by introducing AP transmission delays (see Methods). This is one of the
signiﬁcant changes with respect to the baseline model [25], toward a more realistic model.
In Fig.C.5B, experimental data contains early source-like episodes of activity in the layers
2/3 and 6. These are somewhat unaccounted by the model, unless these CSD's components
are assumed due to electrodes cross-talk from the highly active layer 4. Accounting for such
data aspects may need consideration of the inter-laminar connectivity in terms of a volume
conductor model. That is, one may assume 'leak' membrane currents to be drawn from the
layers 2/3 and 6 in order to sustain the synchronous ﬁring in layer 4. A similar phenomenon
may be observed in Fig.C.1B concerning layer 1. Since it is assumed to contain no somata, it
is not modeled. However, its neuropil contains the apical dendrites of neurons from the layers
2/3. Hence, a massive and synchronized input volley to layers 2/3 that goes through these
dendrites will produce signiﬁcant CSD, and layer 1 will necessarily be related to important
source episodes while the layers 2/3 behave as sink.
Interestingly, according to the 'canonical circuit' [12], inhibitory (GABA-based) interactions
are not speciﬁcally constrained to be only intra-laminar. Despite that, in the baseline model
[25] only intra-laminar connectivity is non-zero. The baseline provided a ballpark range for
215
the adjustable connectivity SNNM parameters zij and τij of eqns. (C.15) and (C.16). Hence,
these were just slightly modiﬁed from the available open-source Matlab (the Mathworks,
Natick, Mass.) model [25]. Such modiﬁcations were necessary even if the initial comparison
of the average SNNM spike-rate appeared to almost comply with the response patterns in the
LFP data. This would be a valid match if data had been of the MUA (multi-unit activity)
type, which are high-pass ﬁltered and known to reﬂect the levels of spiking activity (see also
the Discussion).
Table C.2 lists the values of the adjustable connectivity SNNM parameters zij and τij,
as well as the corresponding computed strengths Sij of the synaptic connectivities, for
each pair (i, j) of laminar populations (see Methods). Recall that for each lamina NE
= 100, NI = 25. That is, Nij as deﬁned in eqn. (C.8) can have one of only 3 values
{.EE = 5× 103, .EI = 1250, .II = 312.5}. Moreover, .II is "purely theoretical", since there is
no postulated nonzero recursive feedback for any pair of inhibitory populations.
Thus, one can appreciate - for instance, the importance of neocortical feed-forward and
feedback connectivity. Please notice that we have assumed a rather canonical organization
of the inter- and intra-laminar connectivity across the model layers, which provides for a
model with a minimal set of adjustable parameters. As long as there is little anatomical
evidence of very diﬀerent connectivity strengths for some laminae or neuron types, this could
be a viable ﬁrst approximation of the sought functional connectivity.
Data-driven optimization of the SNNM parameters did not produce any signiﬁcantly visible
improvement of the quality of ﬁt (data not shown), despite being given complete freedom
over the choice and range of parameters to vary - i.e. individual strengths were allowed to
vary independently of the canonical organization which was given as an initial starting point
in the search for a minimizer of the optimality criterion (see Supplementary Methods).
Finally, Table C.3 presents the achieved ﬁt quality to the experimental data for the signal
values predicted by the model - see also the deﬁnition of the fraction of explained variance
in the Supplementary Methods, eqn.(C.24). The LFP's ﬁts are consistently of good quality.
The match is not so good with CSD, especially for layers 5 and 6, where there is a signiﬁcant
mismatch between observed temporal patterns and these produced by the model.
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Discussion
A reliable model to reﬁne and validate: Meso- vs Macro- or Micro-scopic models
Model dynamics templates can be chosen at diﬀerent scales - from micro- through meso- to
macroscopic, e.g. [27, 28, 3033]. We did a preliminary evaluation of models of all scales to
account for the patterns observed in the data recorded in cat area 18.
The SNN model is clearly mesoscopic. However, in the Results section we also saw that -
depending on model scale, diﬀerent aspects of the experimental signal (e.g. LFP or MUA)
can be reproduced ( Fig.C.5 ). Microscopic-scale model knowledge was used to achieve the
auxiliary eqns. (C.3) and (C.6), approximating respectively the membrane currents and the
high-frequency content in LFP data.
We had also tried more macroscopic models such as the simple (non-dynamic) linear mixture
model. For example, we used a mixture of the recorded LFP signals to predict CSD. From
eqn. (C.2) it is clear that such mixture model could have reasonable Variance-Accounted-
For (VAF) performance. However, it would hardly help us get any further onto the path
of reliably identifying neocortical connectivity patterns. Both a realistic representation of
dominant neural populations activity in each lamina, as well as robust estimates of related
functional (i.e. task-dependent) inter-laminar connectivity, are needed toward a model which
would reliably predict the consequences of either natural or artiﬁcial visual stimulation.
Another macroscopic model type is based on using mean-ﬁeld approximations of neuron
populations activity [30]. Such models are of interest, as they are deﬁned by a continuous
system of ordinary diﬀerential equations (ODE's) and hence are eﬃciently simulated and
reliably optimized (through the use of forward and adjoint sensitivity analysis). This model
type combines linear time-invariant (LTI) dynamics with static nonlinearities to express either
mean membrane voltages or ﬁring rates. However, the LTI kernels have only one dominant
time constant, which determines the envelope of transient responses. They could be ﬁtted to
the rise phase (one way) or to the decay phase (the other way), but not both ways.
With the SNNM, we obtained mean membrane-voltage patterns for all model neuron pop-
ulations, that are qualitatively similar to the ones observed in the recorded LFP data. To
match this with the LTI-based model would likely require the introduction of signiﬁcant
inter-laminar conduction delays. This direction is worth exploring in view of a potentially
signiﬁcantly better parameter identiﬁcation.
Microscopic-scale models such as the Fitzhugh-Nagumo model [31] could - in principle, replace
the LIF model as the basic building unit in the SNNM. Then the latter could be expressed
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as a continuous system of ordinary diﬀerential equations (ODE's). In such a case - and to
keep ODE dimensionality 'reasonable', only a few 'units' would be representative of a whole
lamina like in earlier models [11, 12].
The model used here is based on sparse connectivity: it has just 18 active inter-population
projections out of the 64 possible!
As stated we want to develop, reﬁne and validate a computational model of vertical neocor-
tical visual processing, and to apply it in the design of visual prosthetics. In particular w.r.t.
model validation, which ﬁts - of LFP or CSD data, or both - would provide the strongest
statistical power for subsequent model predictions. Both data types have pros and cons. The
LFP's may contain contact cross-talk - due to the volume conductor of the cortical tissue.
The CSD's require modeling assumptions about the nature of the dominant active currents.
Finally,the SNNM may operate in either balanced or resting/integrating mode [27] (see also
the Methods). Clearly, the two regimes have very diﬀerent sensitivities to the synchrony of
the inputs, as well as they may imply diﬀerent connectivity patterns.
Cortico-cortical connectivity appears to be massive and more than unlimited to the given
area of interest (such as cat area 17 or 18) [8, 20, 34].
All this complexity involves a large amount of unknown and hypothetical. Hence, a lot more
experimental and modeling work will be needed before the models' predictions can really
become quantitative. We therefore consider the model presented here as a proof of concept,
and target mostly qualitative parallels between the experimental data and their estimated
model counterparts.
An additional reason for the only-qualitative parallels is that the computational model - as im-
plemented here, provides neurophysiologically-realistic features at the expense of practically
precluding post-hoc parameter reﬁnement. That only gradient-free direct-search parameter
optimization algorithms are applicable means that one can only rely on published data about
anatomically constrained connectivity, and - at this stage - we cannot claim that functional
- i.e. data-driven, connectivity patterns can reliably be produced.
If we were to model in a context where all signals and their precise origins were known - esp.
with respect to the so called dark matter of cortex, then the network should likely operate in
balanced mode, complying with the observed massive cortico-cortical connectivity and the
resulting high background activity levels. In the baseline model [25] this was exactly so, as
it served as a proof of concept as to the plausibility of canonical circuits, while it did not
conﬂict with the other modeling goals. It may also be that the assumption of weak purely
sensory aﬀerence ﬁts cortical processing in the FEF cortical area, which likely receives also
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plenty of relevant cortico-cortical input related for example to visual target recognition or
ocular movement selection.
As pointed out in the Methods section, we chose the integrating mode with low background
activity toward: a highly reproducible model, high signal-to-noise ratio and resulting con-
nectivity patterns less conditional on extra background input meta-parameters. Last but not
least, the background activity levels may be drastically diﬀerent in a chronically anesthetized
preparation - in contrast to an awake behaving subject. I.e. - we assume that the dark matter
contributed to the success of our model by cooperatively remaining silent.
The introduced AP transmission delays could have been inter-laminarly speciﬁc. Clearly,
this could have yielded better alignment of the source/sink episodes of activity in the layers
5 and 6.
Summary and Conclusions
The use of the spiking neuron model (SNNM) stemming from a reliable baseline [20, 25]
provided for rapid progress. However, signiﬁcant future work is required toward modeling
reﬁnements. And speciﬁcally, toward more systematic exploration of parametric connectivity
patterns through canonical sensitivity analysis. A continuous mean-voltage- or ﬁring-rate-
based model may provide for signiﬁcant progress in this direction.
Through better knowledge acquired from existing and future anatomical studies, one may
also achieve a deeper understanding of the fundamental principles of the anatomical and
functional organization, and toward continuous model reﬁnement.
We also made an attempt to 'standardize' the connectivity parameters nomenclature, in order
to facilitate further studies of anatomically constrained connectivity and prod interaction with
anatomists. For example - as to whether most inter-laminar excitatory connectivity could
be realistically assumed to be of comparable magnitude, or whether speciﬁc laminae interact
more strongly than others.
A particular a posteriori (reliably optimized, data-driven) choice of meta-parameters may
address task-dependent functional connectivity. At the present time, the a priori choice of
meta-parameters captures the patterns of anatomical connectivity constraints reported in the
literature. Hence, we have purposefully chosen data which is expected to activate one mini-
column preferentially (exclusively), so as to make an abstraction of input signals massively
converging onto the modeled populations, but originating elsewhere in cortex [8, 9, 20].
Another future-work direction is to start using the computational model in the simulation,
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analysis and design of cortical visual prosthetics - consistently with our main goal. Naturally,
all the obtained results and predicted outcomes would be conditional on the model's validity
in the ﬁrst place.
220
Tables
Table C.1. Commonly used abbreviations
Symbol Description
1D, 2D etc. two- or more dimensional, refers to the number of states
that describe an excitable system's dynamics
AP Action potential
CSD Current Source Density
ES Electrical stimulation
FEF Frontal eye ﬁelds [cortical area]
FB Feed-back
FF Feed-forward
FHN or FHNM the Fitzhugh-Nagumo model; see also BVDP
FVE Fraction of Variance Explained
HH or HHM Hodgkin and Huxley's [model of excitable membranes]
LFP Local Field Potential; see also MUA
LGN Lateral geniculate nucleus (of the thalamus)
LIF Leaky integrate-and-ﬁre [single-neuron model]
LMM Linear mixture model
LSM Linear sub-threshold model
LSQ Least-squares [optimization problem]
LTI Linear time-invariant [dynamics]
MUA [Neural] Multi-unit activity; see also LFP
ODE Ordinary Diﬀerential Equation
PSC Post-synaptic current [excitatory or inhibitory]
ePSC excitatory PSC
iPSC inhibitory PSC
PSP Post-synaptic potential [excitatory or inhibitory]
ePSP excitatory PSP
iPSP inhibitory PSP
PSTH [average] Peri-event Spike-Timing Histogram
RF [Retinotopic] receptive ﬁeld
RGC Retinal ganglion cells; see also LGN, V1
SC Superior colliculus [tectal oculomotor brain structure]
SNN or SNNM Spiking neural-network [model]
SNR Signal-to-noise ratio
SR Spike rate; see also PSTH
s.t. such that
V1 Primary visual cortex; see also LGN, RGC
VAF [Data] Variance-Accounted-For, expressed as percentage ﬁgure
w.r.t. with respect to
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Table C.2. Connectivity in the SNNM
Quantal Synaptic Weights parameters zij
Population Source (j)
Target (i) IVE IVI II/IIIE II/IIII VE VI V IE V II
IVE zfb,A zI2E .. .. .. .. zfb,E2E ..
∼I zE2I .. zE2I .. .. .. zE2I ..
II/IIIE zE2E .. zfb,A2 zI2E zfb,E2E .. .. ..
∼I .. .. zE2I .. .. .. .. ..
VE .. .. zE2E .. zfb,A zI2E .. ..
∼I .. .. .. .. zE2I .. .. ..
V IE .. .. .. .. 3*zE2E .. zfb,A zI2E
∼I .. .. .. .. .. .. zE2I ..
Synaptic Time Constants parameters τij
Population Source (j)
Target (i) IVE IVI II/IIIE II/IIII VE VI V IE V II
IVE τfb,A τI2E .. .. .. .. τfb,E2E ..
∼I τE2I .. τE2I .. .. .. τE2I ..
II/IIIE τE2E .. τfb,A τI2E τfb,E2E .. .. ..
.. .. τE2I .. .. .. .. ..
VE .. .. τE2E .. τfb,A τI2E .. ..
∼I .. .. .. .. τE2I .. .. ..
V IE .. .. .. .. τE2E .. τfb,A τI2E
∼I .. .. .. .. .. .. τE2I ..
Synaptic strengths Sij
Population Source (j)
Target (i) IVE IVI II/IIIE II/IIII VE VI V IE V II
IVE .fb,A.EE .I2E .EI .. .. .. .. .fb,E2E .EE ..
= 5 = 1.25 .. .. .. .. = 50 ..
IVI .E2I .EI .. .E2I .EI .. .. .. .E2I .EI ..
= 6.25 .. = 6.25 .. .. .. = 6.25 ..
II/IIIE .E2E .EE .. .fb,A.EE .I2E .EI .fb,E2E .EE .. .. ..
= 50 .. = 5 = 1.25 = 50 .. .. ..
II/IIII .. .. .E2I .EI .. .. .. .. ..
.. .. = 6.25 .. .. .. .. ..
VE .. .. .E2E .EE .. .fb,A.EE .I2E .EI .. ..
.. .. = 50 .. = 5 = 1.25 .. ..
VI .. .. .. .. .E2I .EI .. .. ..
.. .. .. .. = 6.25 .. .. ..
V IE .. .. .. .. .E2E .EE .. .fb,A.EE .I2E .EI
.. .. .. .. = 50 .. = 5 = 1.25
V II .. .. .. .. .. .. .E2I .EI ..
.. .. .. .. .. .. = 6.25 ..
Note A ".." in position (i, j) stands for no connectivity between the populations of the pair (i, j).
The meta-parameter introduced above had the following values:
auto-FB within the same laminar population, which is both source and target; however, same-neuron FB
(also known as an autapse) is disabled. zfb,A = 0.001, zfb,A2 = 0.01 and τfb,A = 5 ms
FF inter-laminar E → E zE2E = 0.01 and τE2E = 5 ms
FB inter-laminar E → E zfb,E2E = 0.01 and τfb,E2E = 5 ms
intra-laminar I → E zI2E = 0.001 and τI2E = 1 ms
intra-laminar E → I zE2I = 0.001 and τE2I = 5 ms
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Table C.3. Fraction of Variance Explained
Lamina
Quantity IV II/III V V I
LFPLIF 85.538 76.344 90.671 74.297
LFPMUA 64.608 42.387 46.304 31.867
LFPΣ 89.245 74.875 88.014 68.005
CSD 0.51937 1.8207 3.0077 0.23777
Notation for the LFP predictions (see also Fig.C.5A)
LFPLIF stands for the average-membrane-voltage V across the LIF model neurons of a
given lamina (the magenta plots in the ﬁgure)
LFPMUA - kernel based MUA-like prediction that has high-pass properties (the green plots)
LFPΣ - the sum of the two above prediction types (plotted in blue)
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Figure C.1. The Experimental data
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Figure C.2. Spatio-temporal patterns of membrane current
A A propagating AP in a cable model with HH compartments [28]; B Spatio-temporal
pattern of membrane current; C Time course of the rescaled (unit-maximum) AP-related
membrane current (red trace) at a speciﬁc spatial location (mid-axon) and its elementary
approximation (dashed-blue, see Methods text); an arbitrarily rescaled membrane voltage
(s.t. Vrest = −1, black trace)
Notice that the V threshold is attained exactly when the reversal of Im occurs (see Methods).
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Figure C.5. Average laminar data and model predictions
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Supplementary Methods
The V1 spiking neural network model (SNNM)
An excellent description of the baseline model is provided in [25]. This model type's funda-
mentals are introduced in [27], where an in-depth theoretical analysis of its computational
features is also provided.
The spiking neural network consists of interconnected single leaky integrate-and-ﬁre (LIF)
model neurons, whose membrane voltage V and currents Im are described by
The LIF template equation
Im(t) = Cm
dV
dt
+ IION(V, t) (C.9)
where V is the membrane voltage, Cm is the capacity of the bi-lipid membrane, and IION(V, t)
is the sum of ionic currents through the membrane. The description of the latter term can be
modeled with arbitrarily complex detail and - in general, depends on time and the membrane
voltage.
The LIF model is based on the linear sub-threshold model (LSM) extensively used by the ES
pioneers [35].
IION(V, t) = gLeak(V (t)− Vr) (C.10)
where gLeak is the excitable-membrane's resting (V = Vr = 0 mV ) conductance - in milli-
Siemens per unit membrane surface area - e.g. 1 mS/cm2. Substituting IION(V ) from eqn.
(C.10) into eqn. (C.9) yields a linear ﬁrst-order model with τm = Cm/gLeak = RLeakCm
the familiar expression for the time constant of such a 1st-order linear dynamics model.
Nonetheless the LSM model predicts biologically realistic resting τm ≈ 1 ms. Dividing both
sides of eqn. (C.9) by gLeak, it becomes:
τm
dV
dt
+ V = RLeakIm(t) (C.11)
and is now expressed in units of voltage. It is key to notice that the very simple eqn. (C.10)
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can only account for sub-threshold (passive) membrane voltage V dynamics.
In the SNNM IION(V, t) needs to be augmented with all post-synaptic currents (PSC's,
excitatory or inhibitory), which are due to inter-laminar connectivity - the PSC's will be
converted to PSP's for use in equations like (C.11).
Hence the equation:
IION(V, t) = gLeak(V (t)− Vr) +GE(t)(V − EE) +GI(t)(V − EI) (C.12)
where GE(t) and GI(t) are respectively the total time-varying excitatory or inhibitory con-
ductances and EE = 74 mV and EI = -10 mV are the corresponding Nernst potentials.
The eﬀect of thalamic input u(t) is modeled just as another excitatory synapse on the target
neuron, the dynamics of whose time-varying excitatory conductance gu(t) is driven by u(t).
For notational simplicity hereafter all of this can be simpliﬁed by assuming a normalized
RLeak = 1 and voltage relative to rest (hence Vr = 0) [27]. Dividing both sides of eqn. (C.11)
by gLeak, it would be become simply:
Thus the LIF neuron model's template equation becomes:
τm
dV
dt
= Im(t)− V − κE(t)(V − EE) + κI(t)(V − EI) (C.13)
where κE(t) = RLeakGE(t) and κI(t) = RLeakGI(t) are adimensional coeﬃcients, correspond-
ing to the time-varying excitatory or inhibitory conductances respectively.
Either total time-varying excitatory or inhibitory conductance GE(t) or GI(t) is given by:
Gk(t) =
∑
j
gkj(t) (C.14)
where the summation is done across every neuron j whose axonal projections make a synapse
of the given type (excitatory or inhibitory) onto the given LIF target neuron. In the case of
excitatory GE(t) there is an extra term: gu(t).
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The time-varying conductance dynamics of individual synapse conductances gij(t) is
complemented by instantaneous quantal jumps, whenever neuron j ﬁres an AP:
gij(t) = gij(t) + zij (C.15)
where zij is an adjustable synapse parameter for a given pair (i, j) of SNNM populations.
At every time-step dt of the simulation gij(t) also undergoes conservative linear 1st-order
decay:
τij
dgij
dt
= −gij
gij(t+ dt) = gij(t) exp(
−dt
τij
) (C.16)
where τij is an adjustable synapse parameter for a given pair of SNNM populations.
The choice and randomization of the adjustable synapse parameters is described in the next
subsections.
The dynamics of excitatory conductances gu(t) due of thalamic input synapses are described
similarly to eqn. (C.16)
τu
gu
dt
+ gu = u(t) (C.17)
which is non-conservative - i.e. it is driven by u(t) - a double-pulse square waveform input
(see Fig.C.3). The ﬁrst pulse - corresponding to the on-response, lasts exactly as much as
one visual frame (17 ms, with amplitude 0.8), while the second pulse - corresponding to the
oﬀ-response, has twice lower amplitude and lasts as long as three visual frames. Finally, the
modeled input to layer 5 has the same course as that to layer 4, but its amplitude 40% lower.
SNNM simulation
To avoid the circular references in eqn. (C.13) to the a priori unknown V (t) and Im(t),
the total-conductances-dependent asymptotic value of equilibrium voltage V∞(GE, GI) is
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introduced. At an equilibrium dV/dt = Im(t) = 0. Hence given the GE and GI values at
time t from eqn. (C.13):
V∞(t) =
gLeakVr +GE(t)EE +GI(t)EI
gLeak +GE(t) +GI(t)
(C.18)
where we recall that gLeak = 1, and that Vr = 0. The RHS term in eqn. (C.18) includes the
total membrane conductance:
G(t) = gLeak +GE(t) +GI(t) (C.19)
on which the membrane time constant is assumed to continuously depend [25], i.e.:
τ(t) = τm/G(t) (C.20)
Hence at every time-step dt of the simulation the equation
τ(t)
dV
dt
+ V = V∞(t)
V (t+ dt) = V (t) exp(
−dt
τ
) + [1− exp(−dt
τ
)]V∞(t) (C.21)
is solved.
Finally, from eqns. (C.9) and (C.12) an estimate of the total membrane current Im(t) is:
Im(t) = Cm
dV
dt
+ gLeak(V (t)− Vr) +GE(t)(V (t)− EE) +GI(t)(V (t)− EI) (C.22)
where - from the resting membrane state, Cm = gLeakτm = τm. Due to the post-AP instan-
taneous V reset's in the LIF neuron model, the capacitive term in Im(t) may dominate.
Fig.C.3 illustrates the time course for representative quantities in a single layer (lamina IV)
of the full SNN model.
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Quality of ﬁt: optimality criteria
Numerical optimization targeted minimization of the sum of squares residuals in the discrete
time t:
J(Z) =
T∑
t=∆t
f0(t, Z) (C.23)
f0(t, Z) = ||yˆ[Z](t) − y∗(t)||2, where || · || is the usual L2 norm, applied along the array
components of its argument, which in our case spans the modeled cortical laminae. ∆t is
the time step, Z are the parameters to optimize, yˆ(t|Z) and y∗(t) are respectively the model
prediction and the recorded signal.
Since quality of ﬁt becomes a real concern when dealing with real data, a robust quality of ﬁt
measure is needed, which could be uniformly interpreted when comparing the performance
of any two diﬀerent models. Such measure proves to be the fraction of variance explained
(FVE), also known as coeﬃcient of determination, expressed here as percentage:
FV E%[z] = 100[1−R2(y∗, yˆ[z])) (C.24)
where R2(y∗, yˆ[z]) is the squared correlation between the observed laminar data y∗ and the
values yˆ[z] predicted by the model. Unlike quality of ﬁt measures expressed by sums of squares
(total, residual etc.), eqn.(C.24) applies in the general case when the predicted values are
generated from a model diﬀerent from linear least squares regression, i.e. such as the SNNM.
Importantly, such a deﬁnition of the coeﬃcient of determination looks for matching temporal
patterns and is invariant to scaling and oﬀset mismatch.
Since only one LFP or CSD signal is available per lamina, the responses of the excitatory
(E) or inhibitory (I) model-neuron populations were linearly combined. For example a single
mean laminar voltage value V (LFP) is estimated as:
Vˆ (t) = αEVE(t) + αIVI(t) (C.25)
where αE and αI could also be adjusted (optimized) coeﬃcients - accounting for the relative
contribution from population, and VE(t), VI(t) are the respective mean membrane voltages
233
by population.
Similarly the prediction of mean laminar membrane current (CSD) is generated as:
Iˆm(t) = βEIm,E(t) + βIIm,I(t) (C.26)
In preliminary simulations (data not shown), the best qualitative comparisons to experi-
mental data were obtained when the relative population contributions parameters were all
α
(0)
k = β
(0)
k = 1/2.
Models may lend themselves to optimization schemes of varying complexity and eﬃciency.
The SNNM as presented here is hard to optimize, as the deﬁnition of its basic LIF unit is
discontinuous. The 'reset' jumps in the membrane voltage V , lead to a discontinuous and
time-varying description of system dynamics. Moreover these jumps are unpredictable ahead
of time. This precludes the computation of analytic gradients through sensitivity analysis
approaches, which are enabled by models described as continuous systems of ODE's. Hence
only gradient-free direct-search algorithms - such as the Nelder-Mead method of simplices
(available through the Matlab Optimization toolbox), are applicable.
On modeling CSD's
Diﬀerential form of Gauss' law in excitable tissue Let Ie, Ii and Φe,Φi stand re-
spectively for extracellular and intracellular currents and potentials. Then along any single
spatial dimension z:
− d
dz
Φi = riIi − d
dz
Φe = reIe
− d
dz
Ii = Im
d
dz
Ie = Im
d2
dz2
V = −(re + ri)Im (C.27)
where V = Φi − Φe is the membrane voltage and the current Im crossing the membrane is:
Im = Cm
dV
dt
+ IION(V ) (C.28)
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where Cm is the membrane's capacity and IION(V ) is the sum of ionic currents, which depends
on V and the types and distributions of the active ionic channels.
Current Source Density (CSD) Eqn.(C.27) can also be written only with respect to
the extracellular potential measured at a certain electrode contact:
d2
dz2
Φe = −reIm (C.29)
which is essentially the same as equation (C.2).
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