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Abstract 
In this paper, we investigate properties of the solutions of a class of second-order nonlinear differential equation such 
as  
[p(t)f(x(t))x'(t)] ~ +q(t)g(x'(t))e(x(t)) = r(t)c(x(t)). 
We prove the theorems of monotonicity, nonoscillation and continuation of the solutions of the equation, the sufficient and 
necessary conditions that the solutions of the equation are bounded, and the asymptotic behavior of the solutions of the 
equation when t ~ oo on condition that the solutions are bounded. Also we provide the asymptotic relationship between 
the solutions of this equation and those of the following second-order linear differential equation: 
[p(t)u'(t)]' = r(t)u(t) 
(g) 1998 Elsevier Science B.V. All rights reserved. 
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It is difficult to solve the nonlinear structure dynamic equation 
al(t)x"(t)  + az(t)x'(t) + a3(t)x(t) = r(t)c(x(t))  (1) 
analytically. Therefore, it is important to discuss the properties of  the solutions of  Eq. (1). In 
this paper we discuss the monotorticity, boundedness, nonoscillation and asymptotic behavior o f  the 
generalized second-order nonlinear structure dynamic equation 
[p(t ) f (x( t ) )x ' ( t ) ] '  + q(t)9(x'(t))e(x(t))  = r(t)c(x(t))  (2) 
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and the asymptotic relationship between the solutions of Eq. (1) and those of the corresponding 
second-order linear differential equation 
[p(t)u'(t)]' = r(t)u(t). (3) 
When p(t) = al(t), f (x(t) )  = 1, p'(t) = a2(t), e(x(t)) = x(t), g(x(t)) = 1, q(t) = a3(t), Eq. (2) will be 
Eq. (1). 
For Eqs. (2) and (3) we assume that 
p(t) E Ct(R+), p(t) > O, 
q(t) E C(R+), q(t) ~ 0 
r(t) E C(R~), r(t) > O, 
f (x )  E CI(R), f (x )  > O, 
g(x) C C(R), g(x) > O, 
e(x) E C(R), xe(x) > 0 (x ~ 0), 
c(x) E C(R), xc(x) > 0 (x ~ 0). 
This condition is 
A solution x(t) 
strictly monotone. 
A solution x(t) 
[0, 
(and noneventually vanishing), 
called (H). 
of an equation is called a strictly monotone solution, if Et0 i> 0, Vt/> to,X(t) is 
Similarly, we can define a nonstrictly monotone solution. 
of an equation is called a nonoscillatory solution, if it is zero at finite points on 
Theorem 1. Every nontrivial solution x(t) of Eq. (2) defined on [0, ~), 0 < ~ ~< + oc, is strictly 
monotone when t ~ ~. 
Proof. From Eq. (2) we have 
x(t)[p(t)f(x(t))x'(t)] ~ = r(t)c(x(t))x(t) - q(t)g(xt(t))e(x(t))x(t) > O. 
Then 
x(t)[p(t)f(x(t))x'(t)]' + p(t)f(x(t))x'2(t) > 0, 
i.e., 
[p(t)f(x(t))x'(t)x(t)]' > O. 
Therefore, the function 
p(t)f(x(t))x~(t)x(t) 
is strictly increasing, and x(t) and x~(t) have less than one zero-point. Then 3to/> 0, when t >1 to,X'(t) 
> 0 or x'(t) < 0. So x(t) is a strictly monotone function. Hence Theorem 1 is proved. [] 
From Theorem 1, the solutions of Eqs. (2) and (3) are strictly monotone. Then 3t0 >/0, when 
t >t to, we have 
p(t)f(x(t))x'(t)x(t) > 0 or p(t)f(x(t))x'(t)x(t) < 0, 
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i.e., 
x'(t)x(t) > 0 or x'(t)x(t) < O. 
If x'(t)x(t) > 0 when t >>. to,X(t) is positive strictly increasing or negative strictly decreasing, and 
x(t) is called a class A solution. If x'(t)x(t) < 0 when t >1 to,X(t) is negative strictly increasing or 
positive strictly decreasing, and x(t) is called a class B solution. And they are 
A = {x = x(t)lVt ~ to,x'(t)x(t) > O} 
B = {x = x(t)lVt >1 to,x'(t)x(t) < 0} 
Every solution of class B of Eqs. (2) and (3) is always bounded. 
Lemma 1 (Marini and Zezza [2]). I f  a class A solution of Eq. (3) is bounded, then every class A 
solution of Eq. (3) is bounded. 
Lemma 2 (Marini and Zezza [2]). Every class A solution of Eq. (3) is bounded if and only if 
/o , /o  s lim r('r)d~ds < + co. (4) t--+q-oo p~ 
Lemma 3 (Marini and Zezza [2]). For every class A solution u(t) of Eq. (3), the function p(t)u'(t) 
is monotone nondecreasing and bounded if and only if 
fot fo ~ 1 lim r(s) d'cds < + co. (5) t ---+-1-oo p~ 
Lemma 4 (Marini and Zezza [2]). I f  condition (5) holds, then for every unbounded solution u(t) 
of Eq. (3) we have 
u(t) 
lim , - K (K • 0). (6) 
t~+oo f0 P- t (s)ds 
Lemma 5. If 
f/° lim ( -q(v))dvds < + oo (7) t---*+oo p~ 
then 
ft0 t 1 lim ds < + co t ----~ q-oo 
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Proof. From q(t)<~ O, we know ft~(-q(v))dv is a monotone increasing function. We select So E 
(to, S) then 
(-q(v)dv)ds 
ftot 1 (fro s° fsl ) = ~ (-q(v)dv) + (-q(v)dv) ds 
>1 ~ (-q(v)dv)ds 
2o = - q(s)  
Let t---~ + c~; then we can obtain the conclusion of Lemma 5. 
From the proof of theorem 1, we can obtain: 
Corollary 1. For Eq. (2), every nontrivial solution x(t) and its derivative x'(t) are nonoscillatory. 
Theorem 2. I f  a solution x( t ) of Eq. (2) is bounded on any finite interval, then x( t ) can be extended 
as a solution for all t >~ O. 
Proof. We assume that [0, ~), 0 < • ~< + oo, is the maximum interval that x(t) can be extended to. 
Suppose ~ < + c~, since x(t) is a monotone and bounded function as t ~ ~, so the limit 
lim x( t ) 
exists finitely. From Eq. (2), the function p(t)f(x(t))x'(t) is monotone and bounded, so the limit 
lim p(t)f(x(t))x'(t) 
I__+Ct_ 1 
exists finitely. Taking into account he condition (H) we get that the limit 
lim x'(t) 
t---,Ct-- 1 
exists finitely, which is a contradiction. Hence, Theorem 2 is proved. [] 
Theorem 3. / f  
#(x')>lm, m>0,  (8) 
lim f (u)  du = -t-oo, (9) 
t - -++o~ 
lim ds = +c~, (10) 
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/o (/to ) lim ds ( -q(v) )dv= +oo, t---*+oo p~ 
tim / t  ( f t [  1 ) ,--.+oo Jto -~  ds r(v) dv = +c¢, 
then for every nontrivial solution x(t) of Eq. (2): 
(a) I f  it is a class A solution, then lim/__.+o¢ x(t) = +c¢. 
(b) I f  it is a class B solution, then limt~+o~ x(t)= O. 
(11) 
(12) 
if[ p(t) 
ft[ So t 1 f(x(s))x'(s) (Is = p(to)f(x(to))X'(to) ~ (Is 
Then we have 
x( t ) fro t l to) f (u)du >1 p(to)f(x(to))X'(to) -~  
Let t ~ +co, from (10) we know 
lira p(to)f(x(to))x'(to) ds = +~.  t-.--++c~ ~ 
Then from (9) we can obtain 
lira x(t) = +~.  
q(s)a(x'(s))e(x(s))ds 
fto t 1 ft[ - -~  q(v)g(x'(v))e(x(v)) dvds 
t 1 r(v)c(x(v))dvds. + 
is. 
(13) 
(14) 
f(x(t))x'(t) = p(to)f(x(to))X'(to)-- 
p(t) 
+ -p-(ij r( s )c( x( s ) ) 
Integrating (13) on (to, t), 
Proof. We assume that x(t) is a nontfivial solution of Eq. (2) and x(t) > 0(for x(t) < 0 we can 
prove similarly). 
If x(t) is a solution of class A of Eq. (2), then 3t0/> 0, Vt >1 to, 
x(t)x'(t) > O, 
then 
x'(t) > O (t >l to). 
From Eq. (2), we have 
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I f  x(t) is a solution of  class B of  Eq. (2), then 9t0/> 0, for Vt I> to, 
x(t)x'(t) < 0 
we have 
x'(t) < 0 
then lim/__,+~ x(t)  exists. 
Assuming 
lim x( t ) = ct >>. 0 
t----~--oo 
we will prove that ~ = 0. 
I f  ~ > 0, because xe(x) > O, 
lim x( t ) = ~, 
t---*-+-oo 
then 3t~ >i 0 and m~ t> 0, when t /> tl we have 
e(x(t)) >I ml > O. 
Otherwise from e(~)= 0 we have ct = 0, a contradiction. Similarly, we have 
c(x(t)) >~ m2 > O. 
From Eq. (2) we have 
[p(t)f(x(t))x'(t)] '  = -q(t)g(x'(t))e(x(t))  + r(t)c(x(t)) >>. O. 
Then the function p(t ) f (x( t ) )x ' ( t )  is monotone increasing, and 
p(t ) f (x( t ) )x ' ( t )  < O. 
Therefore 
lim p(t) f (x( t ) )x ' ( t )  = fl <<. O. 
t----~-t- oo  
I f  fl < 0, then 
p(t ) f (x( t ) )x ' ( t )  <<. fl, 
i.e., 
f x(t) fro t 1 f (u )  du <~ fl ds. Jx(to) 
Let t ~ +c~; we can obtain a contradiction, then fl = 0. 
(15) 
(16) 
(17) 
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From Eq. (2), we have 
p(t)f(x(t))x'(t) = p(tl )f(x(tl ))x'(tl ) - tit, t
ft 
+ r(s)c(x(s)) ds. 
Let t --* +oc, and considering (17), we have 
q(s)9(x'(s))e(x(s)) ds
69 
(18) 
f 
+oo 
p(t)f(x(t))x'(t) = - q(s)g(x'(s))e(x(s)) ds
- r(s)c(x(s))ds. (19) 
By dividing the terms of Eq. (19) by p(t), and integrating on (tl, t), we get 
x(t)f(u)du = f t  1 f+o~ t, ) -~  q(v)o(x'(v))e(x(v)) dvds 
f 
- Jtl p(s) J~ r(v)c(x(v)) dv ds. 
From (8), (15) and (16) we have 
[x(t) f ,  1 f+~ f (u )du  <~ mini q(v)dvds 
J x( tt ) 
- -m2 p(s) Js r(v)dvds. (20) 
Let t ---* +0% from (11) and (12) we know 
[ f t  1 f~ +~ f t  1 f +°° ] l im mmi q(v)dvds - -  m2 r(v)dvds = -oo. 
Therefore, from (9) we have 
lim x( t )=-o~,  
t---*+c~ 
a contradiction, therefore ~ = 0. Hence, the proof is now complete. [] 
Corollary 2. I f  the conditions of Theorem 3 are satisfied, then for a class B solution x(t) of Eq. 
(2), /f lim,_~+~ x'(t) exists, then 
lira x( t ) = O. 
t---*+oo 
Proof. Assume that x(t) is a class B solution of Eq. (2) and x(t) > 0(for x(t) < 0 we can prove 
similarly), then x' ( t ) < O. 
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Assuming 
lim x'(t) = m < 0 
t----~ -t- o~ 
then 3m0 and to, m < m0 < 0, when t i> to, we have 
x'(t) < too, 
then 
x(t) - X(to) < mo(t - to), 
then 
lim x ( t )=-c~ 
t---~-]-oo 
It is impossible, so we have m = 0. 
Theorem 4. I f  
e'(x) <~ O, (21) 
0 < c <~ g'(x) <~ C, (22) 
lim f (u)e(u)du = -4-oo (x-x0 > 0), (23) 
X--~ -4- OO 
then the necessary and sufficient condition that every nontrivial solution is bounded is 
lim ( -q(v) )  dv ds < + c~ (24) 
t ---* -t-oc~ p - -~ 
Proof. The class B solutions are bounded, we prove this theorem for the class A solutions. 
Necessary. Every class A solution of Eq. (2) is bounded. We assume x(t) is a class A solution of 
Eq. (2) and x(t) > 0 (for x(t) < 0 we can prove similarly), then x'(t) > 0, and the limit l imt_+~ x(t) 
exists. Because the function e(x(t)) is continuous, then 3to, m1 and m2(0 < ml < m2), when t >/to 
we have 
ml < e(x(t)) < m2. 
From Eq. (2) we have 
[p(t)f(x(t))x'(t)]' = -q(t)g(x'(t))e(x(t)) + r(t)c(x(t)) >1 - mlcq(t). 
Integrating on (t0,t), we obtain 
f t  
p(t)f(x(t))x'(t)  >~ p(to)f(x(to))X'(to) - talc q(s)ds. 
J to 
From (13) we have 
f (x(t))x'(t)  >1 p(to)f(x(to))xt(to) mlc ; t  
e(x(t)) m2p(t) m2p(t) Jto q(s) (is. 
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Integrating on (to, t), we obtain 
x(t) f(u)du>~ p(to)f(x(to))X'(to) ftot l___~ ds mlc fro t 1 fro s to) e(u) m2 p(s) - m--T ~ q(v)dvds. (25) 
because x(t) is bounded, then from (25) we know (24) holds. 
Sufficient. Assuming x(t) > 0 (for x(t) < 0 we can obtain the proof similarly), from Eq. (2) we 
have 
[p(t)f(x(t))x'(t)]' : -q(t)g(x'(t)) + r(t)c(x(t)) 
e(x(t)) e(x(t)) 
Integrating on (to, t), we have 
Then 
p(t)f(x(t))x'(t) _ p(to)f(x(to))X'(to) + [ t  p(t)f(x(t))e'(x(t))x'2(t) ds
e(x(t)) e(x(to) Jto e 2(x(t)) 
fto t fto t r(s)c(x(s)  ds. 
= - q(s)g(x'(s)) ds + e(x(s)) 
[p(t)f(x(t))x'(t)]' 
e(x(t)) 
<~ [p(to)f(x(to))X'(to)]' 
e( x( to ) ) 
fto t fto t- q(s)o(x'(s)) ds + r(s)c(x(s)) ds. e(x(t)) 
By dividing the terms of (27) by p(t), then integrating on (t0,t), we get 
X(t) f(U) du << p(to)f(x(to))X'(to) ftot 1 
to) e(u) e(x(to)) p(s) 
fto t 1 fto ~ leo t 1 ft[ r(V)C(X(V)) dv ds. -C  -~ q(v) dv ds + ~ e(x(v)) 
From Lemma 5 and (23) we know x(t) is bounded. Hence, the proof is now complete. 
(26) 
(27) 
[] 
Theorem 5. I f  e(x) and O(x') are bounded, and 
lim fx f(s)  ds = +oo, 
t---*+oo Jxo 
lim (-q(v)dv)ds < + e~, 
Z' lim r(s)c(x(s)) ds < + oo, t----~+OO 
then every solution of Eq. (2) is bounded 
Proof. We prove that this theorem for the class A solutions only. 
(28) 
(29) 
(30) 
72 Cheng Yumin et al./Journal of Computational and Applied Mathematics 98 (1998) 63-79 
Let x(t) > 0 (for x(t) < 0 we can prove similarly), then 3to, when t i> to, we have 
x(t)x'(t) > O. 
Because e(x) and g(x') are bounded, then 3m(m is a constant), and 
0 < g(x')e(x) < m. 
Integrating Eq. (2) on (to, t), we have 
p(t)f(x(t))x'(t) 
/to /to = p(to)f(x(to))x'(to) - q(s)g(x'(s))e(x(s))ds + r(s)c(x(s))ds. (31) 
By dividing the terms of (31) by p(t), then integrating on (to, t), we have 
x¢ t) ~ t l 
to) f (u )  du <% p(to)f(x(to))X(to) ~ ds 
f t  1 s t 
-P~ fto q(v)dvds + fto r(S)C(X(s))ds" (32) I m 
Let t -* +oo, and from Lemma 5, (28) and (32) we know x(t) is bounded. Hence, the proof is 
complete. [] 
Theorem 6. I f  the following conditions, 
g(x) <~ ~,e(x) <~ fl, Q(t) = - q(s)ds ~ ~ (e, fl,7 E R-~), (33) 
/. F +~ f (s )  ds = +ec, ds = +oo, (34) 3~ > O, c(s---S ~_~ c(s) 
(s~ -s2) (c (s , ) -  c(s=)) >1 0,Vs,,s2 :ls, I ~< m, Is21 ~< m (35) 
are satisfied in Eq. (2), then every solution of Eq. (2) can be defined for all t >10. Moreover, the 
following statements are equivalent: 
(a) every solution of Eq. (2) is bounded; 
(b) every solution of Eq. (3) is bounded; 
(c) condition (4) holds. 
Proof. We prove this theorem for class A solutions only, since every class B solution can be defined 
for all t i> 0. 
Assuming x(t) is a class A solution of Eq. (2) and x(t) > O,x'(t) > 0 for all t i> 0. (For x(t) < O,x' 
(t) < 0 we can prove similarly). 
First, let us prove that x(t) can be defined for all t ~> 0. Suppose it is not ture, then by Theorem 
2, x(t) is unbounded when t --, ~,~ < + oo. Then 3to >10,x(to) = m and x(t) >1 re, to <~ t < ~. 
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Considering a class A solution u(t) of Eq. (3): 
u(t0) > 0, u'(to) > O, 
U(to)f(x(to))x'(to) -- u'(to)C(X(to)) < - u(t°-----2) 
p( to ) 
and from Eqs. (2) and (3) we have 
~' ,  
[p(t) f(x(t))x'(t)] '  + q(t)g(x'(t))e(x(t)) [p(t)u'(t)]' 
=r( t )= 
c(x(t)) u(t) 
i.e,, 
u(t){[p(t) f (x(t))x ' ( t ) ] '  + q(t)g(x'(t))e(x(t))} = c(x(t))[p(t)u'(t)]' 
and since 
U(to) < u(t), 
then 
u(t0 )[p(t ) f (x ( t )  )x' (t) - p(to )f(x(to ) )x'(to )] 
+u(to) q(s)g(x'(s))e(x(s)) ds <~ [p(s)u'(s)]' c(x(s)) ds. 
Also from (33) and (35) we have 
u( to ) p( t ) f (x( t ) )x' ( t ) - u( to )afl7 
<~ U(to)p(t)f(x(t))x'(t)  + u(to) q(s)g(x'(s))e(x(s)) ds 
<~ u(to)p(to)f(x(to))x'(to) + c(x(t)) [p(s)u'(s)]' ds 
= u(to)p(to)f(x(to))X'(to) + c(x(t))(p(t)u'(t)  - p(to)U'(to)) 
~ c(x(t))p(t)u'(t)  + p(to)[U(to)f(x(to))x'(to) - c(x(to))U'(to)] 
~ c(x(t))p(t)u'(t)  - u(to)aflT. 
Therefore, 
i.e., 
u(to)f(x(t))x'(t)<<.c(x(t))u'(t), 
f (x ( t ) )  , . .  u'(t) 
c(x(t)) x (t) <<. U(to----)" 
Integrating on (to, t) we get 
fx(x(t) dr <. - 
f ( r )  u ( t__~) 
to) c(r) U(to) 
. (36) 
74 
Let t ~ a, then 
fx?  f ( r )  dr <<. - -  - 
to) c(r) 
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u(~) 
I u(~) 
which contradicts the condition (34). So every solution of Eq. (2) can be defined for all t >/0. 
Further from (36) we can obtain the conclusion (a) from (b), i.e., (b)~(a) .  
Conversely assuming that x(t) is a bounded class A solution of Eq. (2) we will prove the con- 
clusion (b). We assume x(t) > O,x'(t) > 0 for all t/> t0(for x(t) < O,x'(t) < 0 for all t >/to we can 
prove similarly). Considering a class A solution u(t) of Eq. (3): 
U(to) > O,u'(to) > O, 
(37) 
U(to)f(x(to))X'(to) - u'(to)Co > O, 
where Co = minr~jC(r),J = [x(to),X(CC)],limt_.+~=x(oo)< + oo, and from Eqs. (2) and (3) we 
have for all t > 6, 
[p(t)f(x(t))x'(t)]'+q(t)g(x'(t))e(x(t)) [p(t)u'(t)]' 
=r( t ) - -  
c(x(t)) u(t) 
or 
{[p(t)f(x(t))x'(t)]' + q(t)g(x'(t))e(x(t))}u(t) >t [p(t)u'(t)]' Co. 
Since q( t ) <~ O, then 
[p(t)f(x(t))x'(t)]' u(t) >i [p(t)u'(t)]' Co. 
Integrating on (to, t) we have 
p(t)f(x(t))x'(t)u(t) >ip(t)u'(t)Co + p(to)[U(to)f(x(to))X'(to) - u'(to)Co]. 
From (37), we have 
u'(t) 
f(x(t))x'(t) >i Co -~,  
therefore 
ix.) u(t) f ( r )  dr >t Co log 
Jx.0) u( to ) " 
From condition (H) we know Co > 0; therefore u(t) is bounded. From Lemma 1, all solutions of 
Eq. (3) are bounded and condition (b) holds. 
Finally, from Lemma 2, conditions (b) and (c) are equivalent. Hence, the proof is complete. [] 
Instead of conditions (34) and (35) by conditions, 
f+oo [-oo 3c > O" f ( r )  dr = +oo, f ( r )  dr = -oc  (38) 
> 0 : 0 < Ic(r)l < M, Vr # O, (39) 
Theorem 6 remains valid. 
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Corollary 3. Let conditions (33)-(35) (or (33), (38) and (39)) be satisfied in Eq. (2). I f  a class 
A solution of  Eq. (2) is bounded, then every class A solution of  Eq. (2) is bounded 
Theorem 7. I f  the following conditions 
x f ' (x )  >>. O, Vx E R, (40) 
q(t) 
g <~ c, G(t) = -~ <~ m (c, m are constants) 
r(t) (41) 
> 0,Vr, Irl > l ,c(r) - r f ( r )  + cme(r) <% 0 
are satisfied in Eq. (2), then every solution of  Eq. (2) can be defined for all t >t O. Moreover, for 
every class A solution x(t) o f  Eq. (2) there exists a class A solution u(t) of  Eq. (3) such that 
L = lim x(t) 
t-~+~ u(t) 
exists finitely. 
Proof. Let x(t) be a class A solution of Eq. (2) and x(t) > O,x'(t) > 0 for all t >~ to (the case 
x(t) < O,x'(t) < 0 for all t/> to is handled similarly). 
If x(t) is bounded, the proof is obvious. Hence, assume that x(t) is unbounded and 
lim x( t )= +~,  ~ <~ + 
then ~,  when ~ < t < ~,x(t) > l. Considering a class A solution u(t) of Eq. (3), 
x'(i)u(i) - x(i)u'(i) = O, 
(42) 
u(7) > 0, u'(~) > 0, 
and for t 1> ~ defining 
F(t) = p(t)f(x(t))[x'(t)u(t) - x(t)u'(t)], 
then we have 
F'(t) = [r(t)c(x(t)) - q(t)g(x'(t))e(x(t))]u(t) + p(t)f(x(t))x'(t)u'(t) 
--r(t)u(t)f(x(t))x(t) - p(t)u'(t)f(x(t))x'(t) + f'(x(t))x'(t)x(t) 
: [r(t)c(x(t))u(t) -- r(t)u(t)f(x(t))x(t)] 
-q(t)g(x'(t))e(x(t))u(t) - p(t)u'(t)f(x'(t))x(t)x'(t) 
<<. u(t)[r(t)c(x(t)) - r(t) f(x(t))x(t)  -- q(t)g(x'(t))e(x(t))] 
u(t)r(t)[c(x(t)) - f (x(t))x(t)  -- ~g(x ' ( t ) )e (x ( t ) ) ]  % 
% u(t)r(t)[c(x(t)) - f (x(t))x(t)  + cme(x(t))] 
<%0, 
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and from (42) we have 
F(t) <. F(t) = 0 
and for all t > 7, 
x'(t)u(t) -x(t )u ' ( t )  <<. 0 
then x(t)/u(t) is a positive nonincreasing function. Thus ~ = +c~ and the limit L exists finitely. 
Hence, the theorem is proved. [] 
Coronary 4. I f  conditions (40) and (41) are satisfied in Eq. (2), then the statements (a)-(c) in 
Theorem 6 are equivalent. 
Theorem 8. I f  conditions (5), (40) and (41) are satisfied in Eq. (2), and every class A solution 
of Eqs. (2) and (3) is unbounded, the limit L in Theorem 7 is zero if and only if 
lim f(r)  = +oz. 
r - - - - -~+~o " 
In this case, we have 
L '= lim x ' ( t ) -0 .  
'~+~ u'(t) 
Proof. Let x(t) be a class A solution of Eq. (2); then from Theorem 7 we know x(t) can be defined 
for all t >/0. We assume x(t) > I > 0 for t > 7 (for x(t) < - l for t > 7 the proof can be obtained 
in the same way). Considering a class A solution u(t) of Eq. (3) which satisfies the condition (42), 
we will first prove that L = L' = 0 if lim,__.+~ f ( r )  = +oc. 
From Eq. (2), we have 
[p(t)f(x(t))x'(t)]' = r(t)c(x(t)) - q(t)g(x'(t))e(x(t)) 
<<. r(t)(c(x(t)) - ~g(x ' ( t ) )e (x ( t ) ) )  <<. r(t)(c(x(t)) + cme(x(t))) 
<~ r(t)f(x(t))u(t) <~ kr(t)f(x(t))u(t) (k = -~.  
= kr(t)f(x(t))[p(t)u'(t)]'. 
Integrating on (~, t), we have 
p(t)f(x(t))x'(t)  <<. p(7)f(x(7))x'(7) + kf(x(t))  f '[p(s)u'(s)]' ds, 
J7 
i.e., 
p(t)x'(t) <~ p(7)f(x(7))x'(~) + k[p(t)u'(t) - p(7)u'(7)]. (43) 
f (x(t) )  
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From condition (5) and Lemma 3 we get that 
lim p(t)u'(t) 
t---*+oo 
exists finitely. Then Ve > 0, we get t and 7, t > 7, such that 
p(t)ut(t) - p(i)u'(i) < e. 
From(43) ,we have 
lim p(t)x'(t) = O. 
t---*+oo 
Hence, 
L '=  lim x ' ( t ) _  lim p(t)x'(t) 
t~+~ u'(t) t -+~ p(t)u'(t) 
-0 .  
Conversely, if L = O, we will prove that limr_~+~ f ( r )  = +(x~. Supposing that it is not true, we 
have limr-.+o~ f ( r )=  F < + c~. Since the function p(t)f(x(t))x'(t)  is positive nondecreasing, then 
3t0, such that 
x'(t) 
u'(t) 
p(t) f (x(t))x '(t)  1 p(to)f(x(to))X'(to) 1 
p(t)u'(t) f (x( t ) )  p(t)u'(t) F 
p(to)f(x(to))X'(to) 1 
t> =h>0.  
lim p( t )u' ( t ) F 
t----~+oo 
(44) 
Also since x(t)/u(t) is a nonincreasing function, we have 
x(t) x ' ( t ) _  u(t) d ,x( t ) ,  
u(t) u'(t) u ' ( t ) -~t -~ ) >>" O. 
From (44) we have 
x(t) x'(t) 
u(t---3 h > 0. 
Then L >~ h > 0, a contradiction. Hence, Theorem 8 is proved. [] 
From Theorem 8 and Lemma 4 we have 
Theorem 9. I f  conditions (5), (40) and (41) are satisfied in Eq. (2), then for every unbounded 
solution x(t) of  Eq. (2) the limit 
x(t) 
lim 
fo p-'(s)ds 
exists finitely. Moreover, it is not zero if and only if the function f (x )  is bounded. 
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Theorem 10. I f  the conditions (4), (40) and (41) are satisfied in Eq. (2), then for every class A 
solution x(t), the limit L in Theorem 7 is not zero. 
Proof. From condition (4) we know that every solution u(t) of Eq. (3) is bounded. Then limt__.+~ 
u(t) exists finitely. 
Suppose L = 0. If x(t) is bounded, then lim/~+oo x(t) exists finitely. Also we have 
0=L = lim x(t) _ limt-.+oox(t). 
t--..+o¢~ u(t) limt__.+~ u(t)' 
therefore limt~+oo x(t) = 0. Hence, we get that x(t) is a class B solution, a contradiction. If x(t) is 
unbounded, then limt--.+oo x(t) = +oo. So we get L # 0. Hence, the theorem is proved. [] 
For the following special type of Eq. (2), 
[p(t)f(x(t))x'(t)]' = r(t)c(x(t)), (45) 
Ref. Marini and Zezza [2] have shown the monotonicity of its solutions. For Eq. (45) we have 
Theorem 11. I f  the conditions (4), (5) and 
c(x) <~ M, r(s) ds ~ N, 1_£~+~ f(x(t) )  = +~ 
are satisfied in Eq. (45), then every bounded solution x(t) of Eq. (45) is a class B solution. 
Proof. We choose to > 0, when t >>. to,X(t) > 0 or x(t) < 0. Integrating on (t0,t) for Eq. (45), we 
have ~t 
p(t)f(x(t))x'(t) = p(to)f(x(to))x'(to) + r(s)c(x(s)) ds. 
Therefore, 
p(t)x'(t) <~ p(to)f(x(to))x'(to) + 1 
f(x(t))  ~MN.  
Since l imt~+~ f (x ( t ) )=  +oo, then 
lim p(t)x'(t) = O. t----~+oo 
Considering a solution u(t) of Eq. (3) such that u(t)> 0,u ' ( t )>  0, from condition (5) we know 
p(t)u'(t) is a monotone nondecreasing and bounded function. Then limt~+~ p(t)u'(t) exists finitely, 
but is not zero. Also since 
L '= lim x ' ( t ) _  lim p(t)x'(t) - -0,  
t-~+~ u'(t) t-~+oo p(t)u'(t) 
we get L = O, i.e., limt-~+oo x(t)/u(t)= O. From (4), limt--.+oo u(t) exists finitely, but is not zero, and 
then 
lim x( t ) = O. 
t --* + oo  
Therefore, x(t) is a class B solution. The proof is complete. [] 
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