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ON A SYSTEM OF SCHRÖDINGER EQUATIONS WITH GENERAL
QUADRATIC-TYPE NONLINEARITIES
NORMAN NOGUERA AND ADEMIR PASTOR
Abstract. In this work we study a system of Schrödinger equations involving nonlinearities
with quadratic growth. We establish sharp criterion concerned with the dichotomy global
existence versus blow-up in finite time. Such a criterion is given in terms on the ground
state solutions associated with the corresponding elliptic system, which in turn are obtained
by applying variational methods. By using the concentration-compactness method we also
investigate the nonlinear stability/instability of the ground states.
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1. Introduction
In this paper we consider the following initial-value problem{
iαk∂tuk + γk∆uk − βkuk = −fk(u1, . . . , ul)
(u1(x, 0), . . . , ul(x, 0)) = (u10, . . . , ul0), k = 1, . . . l,
(1.1)
where uk : R
n × R→ C, (x, t) ∈ Rn × R, ∆ is the Laplacian operator, αk, γk > 0, βk ≥ 0 are
real constants and the nonlinearities fk satisfy some suitable condition that will be displayed
below. Our main interest here is to study (1.1) when the nonlinearities have a quadratic-type
growth.
Systems as in (1.1), with power-like quadratic nonlinearities, appear in several areas in
physics such as nonlinear optics, plasma physics, propagation in nonlinear fibers, among
others. In nonlinear optics, for instance, such systems can be derived in view of the so-
called multistep cascading mechanism. In particular, multistep cascading can be achieved
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by second-order nonlinear processes such as second harmonic generation (SHG) and sum-
frequency mixing (SFM) (see, for instance, [23]). To cite a few examples, when the propagation
of optical beams in a nonlinear dispersive medium with quadratic response is considered, the
following three-wave interaction models appear (see [23])

2i∂tw +∆w − βw = −1
2
(u2 + v2),
i∂tv +∆v − β1v = −χvw,
i∂tu+∆u− u = −uw,
(1.2)
and 

i∂tw +∆w − w = −(wv + vu),
2i∂tv +∆v − βv = −
(
1
2
w2 + wu
)
,
3i∂tu+∆u− β1u = −χvw,
(1.3)
where β, β1, χ > 0 are real constants. In [33], the author studied (1.2) and (1.3) in the
one-dimensional case. Global well-posedness, existence of ground state solutions and linear
stability were analyzed.
In [18], the authors considered the system{
i∂tu+∆u = −2uv,
i∂tv + κ∆v = −u2,
(1.4)
which appears as a non-relativistic version of some Klein-Gordon systems, when the speed of
light constant tend to infinity. It also can be derived as a model in χ(2) media (see [9]). In
[18], the authors also established local and global well-posedness theories in H1(Rn), L2(Rn),
and in some L2-weighted spaces. Among other things, they also proved existence of ground
state solutions and a sharp sufficient condition for global solutions in the critical case (n = 4).
In dimension n = 5, the dichotomy global well-posedness versus blow up in finite time, was
studied in [15] and [31], whereas the scattering properties was established in [15] (with mass-
resonance condition) and in [16] (without mass-resonance condition). Also, the scattering
below the ground state, in dimension n = 4, was dealt with in [21].
Additional properties of system (1.4) and additional models of two and three wave systems
with quadratic nonlinearities can be found in [5], [4], [8], [9], [11], [17], [39], [38], [41] and
references therein. Particularly, in [5] is presented an extensive overview about models in χ(2)
media; derivation of sets of equations with quadratic nonlinearities from Maxwell’s equations
is done. Others references in a similar spirit are [9] and [39].
Inspired by these works we intent to provide sufficient conditions on the interactions terms,
fk, to study the dynamics of system (1.1). General nonlinearities with quadratic interactions
were considered for example in references [26], [25] and [40]. These works were dedicated to
the study the Cauchy problem in two dimensions. Here we consider system (1.1) in dimensions
1 ≤ n ≤ 6. Also, it is important to mention that our nonlinearities include the ones considered
in [26] and [40]. However, in our work no explicit form is assumed on the interaction terms.
Our main purpose in this work is to establish local and global well-posedness theory in
spaces L2(Rn) and H1(Rn); existence of blow-up solutions; and existence and stability of
ground state solutions.
Next we will present our assumptions on the nonlinear terms. We will start our results
with the local well-posedness ones. To do so, we will assume the following.
(H1).
fk(0, . . . , 0) = 0, k = 1, . . . , l.
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(H2). There exists a constant C > 0 such that for (z1, . . . , zl), (z′1, . . . , z
′
l) ∈ Cl we have∣∣∣∣ ∂∂zm [fk(z1, . . . , zl)− fk(z′1, . . . , z′l)]
∣∣∣∣ ≤ C
l∑
j=1
|zj − z′j |, k,m = 1, . . . , l;
∣∣∣∣ ∂∂zm [fk(z1, . . . , zl)− fk(z′1, . . . , z′l)]
∣∣∣∣ ≤ C
l∑
j=1
|zj − z′j |, k,m = 1, . . . , l.
Next, to establish the global well-posedness by using the conservation laws, we assume
(H3). There exist a function F : Cl → C, such that
fk(z1, . . . , zl) =
∂F
∂zk
(z1, . . . , zl) +
∂F
∂zk
(z1, . . . , zl), k = 1 . . . , l.
(H4). For any θ ∈ R and (z1, . . . , zl) ∈ Cl,
ReF
(
e
i
α1
γ1
θ
z1, . . . , e
i
αl
γl
θ
zl
)
= ReF (z1, . . . , zl).
(H5). Function F is homogeneous of degree 3, that is, for any λ > 0 and (z1, . . . , zl) ∈ Cl,
F (λz1, . . . , λzl) = λ
3F (z1, . . . , zl).
Finally, to deal with ground states and their stability, we assume the following.
(H6). There holds ∣∣∣∣Re
∫
Rn
F (u1, . . . , ul) dx
∣∣∣∣ ≤
∫
Rn
F (|u1|, . . . , |ul|) dx.
(H7). Function F is real valued on Rl, that is, if (y1, . . . , yl) ∈ Rl then
F (y1, . . . , yl) ∈ R.
Moreover, functions fk are non-negative on the positive cone in R
l, that is, for yi ≥ 0,
i = 1, . . . , l,
fk(y1, . . . , yl) ≥ 0.
(H8). Function F = F1+ · · ·+Fm, where Fs, s = 1, . . . ,m is super-modular on Rd+, 1 ≤ d ≤ l
and vanishes on hyperplanes, that is, for any i, j ∈ {1, . . . , d}, i 6= j and k, h > 0, we have
Fs(y + hei + kej) + Fs(y) ≥ Fs(y + hei) + Fs(y + kej), y ∈ Rd+,
and Fs(y1, . . . , yl) = 0 if yj = 0 for some j ∈ {1, . . . , d}.
We will discuss how assumptions (H1)-(H8) appear along the paper. By now, we only
mention that if Fs is C
2 then (H8) is equivalent to
∂2Fs
∂xj∂xi
≥ 0.
Even though we do not need all assumption in all results, throughout the paper we assume
that (H1)-(H8) hold. However, in section 2, we will specify which assumptions we are using
in the results. It is easy to see that, systems (1.2) and (1.3) satisfy (H1)-(H8) with
F (z1, z2, z3) =
1
2
z1(z
2
2 + z
2
3), F (z1, z2, z3) =
1
2
z21z2 + z1z2z3,
respectively.
This paper is organized as follows. In section 2 we establish some preliminaries results
which are consequences of our conditions (H1)-(H8). In section 3, we develop the local and
global theories of system (1.1) in the spaces L2 and H1. For this purpose we use standard
techniques for Schrödinger-type equations: the Strichartz estimates combined with the con-
traction mapping principle is sufficient to obtain the local well-posedness. On the other hand,
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the global results are obtained in view of an a priori bound of the local solution in the spaces
of interest. In particular solutions are global for any initial data in the subcritical case. In the
critical and supercritical cases the solutions are global under some assumptions on the charge
and energy of the initial data. In section 4 we are interested in the existence of ground state
solutions for the associated elliptic system. This is necessary taking into account we want to
obtain a sharp Gagliardo-Nirenberg-type inequality, in which case the best constant depends
on such solutions. We establish the existence of ground state by minimizing the so called
Weinstein functional in an appropriate set. In section 5 we are interested in the dichotomy
global well-posedness versus blow up in finite time. In the critical case we establish a sharp
result for the existence of global solutions (depending on the parameters of the system). In
the supercritical case, we prove that under some suitable balance between the charge and the
energy of the initial data (in terms of that of the ground states) the solutions are also global.
This result is also sharp. Finally, in section 6 we study the nonlinear stability/instability
of the ground states. To do so, in the subcritical dimensions, by using the concentration-
compactness method developed by Lions, we see that the set of ground states can also be
obtained by minimizing the energy under the constraint of constant charge. As a result, the
set of ground states are stable in dimensions n = 1, 2, 3. On the other hand, in dimensions 4
and 5, by using a blow up method, we prove that ground states are unstable.
2. Preliminaries
In this section we introduce some notations and give some consequences of our assumptions.
We use C to denote several constants that may vary line-by-line. Given any set A, by A we
denote the product A×· · ·×A (l times). In particular, if A is a Banach space with norm ‖ · ‖
then A is also a Banach space with the standard norm given by the sum. Given any complex
number z ∈ C, Rez and Imz represents its real and imaginary parts. Also, z denotes its
complex conjugate. In Cl we frequently write z and z′ instead of (z1, . . . , zl) and (z
′
1, . . . , z
′
l).
Given z = (z1, . . . , zl) ∈ Cl, we write zm = xm + iym where xm and ym are, respectively, the
real and imaginary parts of zm. As usual, the operators ∂/∂zm and ∂/∂zm are defined by
∂
∂zm
=
1
2
(
∂
∂xm
− i ∂
∂ym
)
,
∂
∂zm
=
1
2
(
∂
∂xm
+ i
∂
∂ym
)
.
The spaces Lp = Lp(Rn), 1 ≤ p ≤ ∞, and W sp = W sp (Rn) denotes the usual Lebesgue and
Sobolev spaces. In the case p = 2, we use the standard notation Hs = W s2 . The space
H1rd = H
1
rd(R
n) is the subspace of radially symmetric non-increasing functions in H1.
To simplify notation, if no confusion is caused we use
∫
f dx to denote
∫
Rn
f dx. Given a
time interval I, the mixed spaces Lp(I;Lq(Rn)) are endowed with the norm
‖f‖Lp(I;Lq) =
(∫
I
(∫
Rn
|f(x, t)|qdx
) p
q
dt
) 1
p
,
with the obvious modification if either p = ∞ or q = ∞. When the interval I is implicit
and no confusion will be caused we denote Lp(I;Lq(Rn)) simply by Lp(Lq) and its norm
by ‖ · ‖Lp(Lq). More generally, if X is a Banach space, Lp(I;X) represents the Lp space of
X-valued functions defined on I.
Let us now give some useful consequences of our assumptions.
Lemma 2.1. Let be θ ∈ R and p > 0. Suppose h : Cl → C satisfies
∣∣∣∣ ∂h∂zm (z)
∣∣∣∣ +
∣∣∣∣ ∂h∂zm (z)
∣∣∣∣ ≤ C
l∑
j=1
|zj |p, m = 1, . . . , l. (2.1)
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Then, for any z, z′ ∈ Cl,∣∣∣∣
∫ 1
0
∂h
∂zm
(z′ + θ(z− z′)) dθ
∣∣∣∣+
∣∣∣∣
∫ 1
0
∂h
∂zm
(z′ + θ(z− z′)) dθ
∣∣∣∣ ≤ C
l∑
j=1
(|zj |p + |z′j |p).
Proof. We will prove the estimate only for the first term. For the second one, it follows
similarly. Using (2.1) and triangular inequality we have∣∣∣∣
∫ 1
0
∂h
∂zm
(z′ + θ(z− z′)) dθ
∣∣∣∣ ≤ C
l∑
j=1
∫ 1
0
|z′j + θ(zj − z′j)|p dθ
≤ C
l∑
j=1
∫ 1
0
[|z′j |p + θ(|zj |p + |z′j |p)] dθ
≤ C
l∑
j=1
(|zj |p + |z′j |p),
which gives the desired. 
Lemma 2.2. Under the assumptions of Lemma 2.1,
∣∣h(z) − h(z′)∣∣ ≤ C l∑
m=1
l∑
j=1
(|zj |p + |z′j |p)|zm − z′m|.
Proof. After applying the chain rule, we have
d
dθ
h(z′ + θ(z− z′)) =
l∑
m=1
∂h
∂zm
(z′ + θ(z− z′))(zm − z′m) +
l∑
m=1
∂h
∂zm
(z′ + θ(z− z′))(zm − z′m)
Integrating on [0, 1] and applying the Fundamental Theorem of Calculus, we get
∣∣h(z)− h(z′)∣∣ ≤ l∑
m=1
{∣∣∣∣
∫ 1
0
∂h
∂zm
(z′ + θ(z− z′)) dθ
∣∣∣∣
+
∣∣∣∣
∫ 1
0
∂h
∂zm
(z′ + θ(z− z′)) dθ
∣∣∣∣
}
|zm − z′m|
≤ C
l∑
m=1
l∑
j=1
(|zj |p + |z′j |p)|zm − z′m|,
where we have used Lemma 2.1 in the second inequality. 
Corollary 2.3. If (H1) and (H2) hold, then
∣∣fk(z)− fk(z′)∣∣ ≤ C l∑
m=1
l∑
j=1
(|zj |+ |z′j |)|zm − z′m|, k = 1 . . . , l. (2.2)
and
|fk(z)| ≤ C
l∑
j=1
|zj |2, k = 1 . . . , l.
Proof. Inequality (2.2) follows immediately from Lemma 2.2 with p = 1. For the second part,
it suffices to take z′ = 0 in (2.2) and apply Young’s inequality. 
Note that Corollary 2.3 gives us that our nonlinearities has indeed quadratic growth.
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Lemma 2.4. Let assumptions (H1) and (H2) hold. Let u and u′ be complex-valued functions
defined on Rn. Then,
|∇[fk(u)− fk(u′)]| ≤ C
l∑
m=1
l∑
j=1
|uj||∇(um − u′m)|+ C
l∑
m=1
l∑
j=1
|uj − u′j||∇u′m|.
Proof. Writing x = (x1, . . . , xn) ∈ Rn and recalling the chain rule
∂
∂xj
fk(u(x)) =
l∑
m=1
(
∂fk
∂zm
∂um
∂xj
+
∂fk
∂zm
∂um
∂xj
)
we obtain
∇fk(u) =
l∑
m=1
∂fk
∂zm
∇um +
l∑
m=1
∂fk
∂zm
∇um.
Thus,
∇[fk(u)− fk(u′)] =
l∑
m=1
∂fk
∂zm
(u)∇um +
l∑
m=1
∂fk
∂zm
(u)∇um
−
l∑
m=1
∂fk
∂zm
(u′)∇u′m −
l∑
m=1
∂fk
∂zm
(u′)∇u′m
=
l∑
m=1
∂fk
∂zm
(u)∇(um − u′m) +
l∑
m=1
∂fk
∂zm
(u)∇(um − u′m)
+
l∑
m=1
∂
∂zm
[fk(u)− fk(u′)]∇u′m +
l∑
m=1
∂
∂zm
[fk(u)− fk(u′)]∇u′m.
(2.3)
Taking into account (H1) and (H2) we have, for the first and third terms in (2.3),∣∣∣∣∣
l∑
m=1
∂fk
∂zm
(u)∇(um − u′m)
∣∣∣∣∣ ≤ C
l∑
m=1

 l∑
j=1
|uj |

 |∇(um − u′m)| = C l∑
m=1
l∑
j=1
|uj ||∇(um − u′m)|
and∣∣∣∣∣
l∑
m=1
∂
∂zm
[fk(u)− fk(u′)]∇u′m
∣∣∣∣∣ ≤ C
l∑
m=1

 l∑
j=1
|uj − u′j|

 |∇u′m| = C l∑
m=1
l∑
j=1
|uj − u′j ||∇u′m|.
We obtain similar bounds for the second and fourth terms, which establishes the desired. 
The next lemma says how we can estimate the gradient of the nonlinearities, fk, in L
p-
spaces.
Lemma 2.5. Let 1 ≤ p, q, r ≤ ∞ such that 1r = 1p + 1q . Assume that u ∈ Lp(Rn) and
∇u ∈ Lq(Rn). Then, for k = 1, . . . , l,
‖∇fk(u)‖Lr ≤ C‖u‖Lp‖∇u‖Lq .
Proof. First note that from Lemma 2.4 (with u′ = 0) we have
|∇fk(u)| ≤ C
l∑
j=1
l∑
m=1
|uj ||∇um|,
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which combined with Hölder’s inequality yields∫
|∇fk(u)|r dx ≤ C
l∑
j=1
l∑
m=1
∫
|uj |r|∇um|r dx
≤ C
l∑
j=1
l∑
m=1
‖uj‖rLp‖∇um‖rLq <∞,
completing thus the proof of the lemma. 
For our next result we start with the following definition.
Definition 2.6. We say that functions fk satisfy the Gauge condition if for any θ ∈ R,
fk
(
e
i
α1
γ1
θ
z1, . . . , e
i
αl
γl
θ
zl
)
= e
i
αk
γk
θ
fk(z1, . . . , zl), k = 1, . . . , l. (GC)
Remark 2.7. Note that, from the definition of operators ∂/∂zk and ∂/∂zk, assumption (H3)
can be rewritten as
fk(z) =
∂F
∂zk
(z) +
∂F
∂zk
(z) =
∂F
∂zk
(z) +
∂F
∂zk
(z) = 2
∂
∂zk
ReF (z). (2.4)
Lemma 2.8. Assume that (H3) and (H4) hold. Then fk, k = 1, . . . , l, satisfy the Gauge
condition (GC).
Proof. By setting wm := e
iαm
γm
θ
zm, from (H4) we obtain
ReF (w) = ReF (z). (2.5)
Since the functions wm are holomorphic we have ∂wm/∂zm = 0. Hence, from (2.5) and the
chain rule,
∂ReF
∂zk
(z) =
∂ReF
∂wk
(w)e
−i
αk
γk
θ
. (2.6)
In view of (2.6) and Remark 2.7,
fk(z) = 2
∂ReF
∂wk
(w)e
−i
αk
γk
θ
= e
−i
αk
γk
θ
fk(w) = e
−i
αk
γk
θ
fk
(
e
i
α1
γ1
θ
z1, . . . , e
i
αl
γl
θ
zl
)
,
which completes the proof. 
Lemma 2.9. Assume that (H3) and (H4) hold. Then, there exist positive constants σ1, . . . , σl
such that, for any z ∈ Cl,
Im
l∑
k=1
σkfk(z)zk = 0.
Proof. Denote by w the vector (w1, . . . , wl) :=
(
e
i
α1
γ1
θ
z1, . . . , e
i
αl
γl
θ
zl
)
. By Lemma 2.8, the
nonlinearities fk satisfy the Gauge condition (GC). Then
fk(w)wk = fk
(
e
i
α1
γ1
θ
z1, . . . , e
i
αl
γl
θ
zl
)
e
−i
αk
γk
θ
zk = fk(z)zk. (2.7)
Define h(θ) := F (w). By the chain rule,
dh
dθ
=
l∑
k=1
∂F
∂wk
(w)
∂wk
∂θ
+
l∑
k=1
∂F
∂wk
(w)
∂wk
∂θ
=
l∑
k=1
∂F
∂wk
(w)
(
αk
γk
i
)
e
i
αk
γk
θ
zk +
l∑
k=1
∂F
∂wk
(w)
(
−αk
γk
i
)
e
i
αk
γk
θ
zk
=
l∑
k=1
∂F
∂wk
(w)
(
−αk
γk
i
)
wk +
l∑
k=1
∂F
∂wk
(w)
(
−αk
γk
i
)
wk.
(2.8)
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Taking the real part on both sides of (2.8), in view of Remark 2.7 and (2.7) we obtain
Re
dh
dθ
= Im
l∑
k=1
(
αk
γk
)
fk(z)zk.
On the other hand, taking the derivative with respect to θ on both sides of (H4), we have
that Re
dh
dθ
= 0; thus the conclusion follows by taking σk =
αk
γk
, for k = 1, . . . , l. 
Lemma 2.10. Assume that (H1)-(H3) and (H5) hold. Then,
∣∣ReF (z)− ReF (z′)∣∣ ≤ C l∑
m=1
l∑
j=1
(|zj |2 + |z′j |2)|zm − z′m|, (2.9)
and
|ReF (z)| ≤ C
l∑
j=1
|zj |3, (2.10)
Proof. Since
∂ReF
∂zk
=
∂ReF
∂zk
=
∂ReF
∂zk
, Corollary 2.3 and (2.4) lead to
∣∣∣∣∂ReF∂zm (z)
∣∣∣∣ +
∣∣∣∣∂ReF∂zm (z)
∣∣∣∣ ≤ C
l∑
j=1
|zj |2, m = 1, . . . , l.
Thus, (2.9) follows from Lemma 2.2 with p = 2. In addition, from (H5) we have F (0) = 0.
So, (2.10) follows from (2.9) and Young’s inequality. 
The next lemma is usefully to construct Virial-type identities.
Lemma 2.11. Assume that (H3) holds and let u be a complex-valued function defined on Rn.
Then,
(i)
Re
l∑
k=1
fk(u)∇uk = Re[∇F (u)].
(ii) In addition, if assumption (H5) holds, then
Re
l∑
k=1
fk(u)uk = Re[3F (u)].
Proof. By differentiating F with respect to xj and using the chain rule we obtain
∇F (u) =
l∑
k=1
∂F
∂zk
(u)∇uk +
l∑
k=1
∂F
∂zk
(u)∇uk.
Taking the real part on both side and using (H3) (or Remark 2.7) we get part (i).
For (ii) we differentiate both sides of (H5) with respect to λ and evaluate at λ = 1 to
deduce that
l∑
k=1
∂F
∂zk
(u)uk +
l∑
k=1
∂F
∂zk
(u)uk = 3F (u).
Now taking the real part and using (H3) the proof is completed. 
The next result is a natural consequence of (H5). Since F is homogeneous of degree 3 its
derivative is homogeneous of degree 2, which means that the nonlinearities fk inherit this
property.
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Lemma 2.12. Assumptions (H3) and (H5) imply that the nonlinearities fk, k = 1, . . . , l are
homogeneous functions of degree 2.
Proof. It suffices to take the derivative on both sides of (H5) and use (H3). 
Lemma 2.13. If F satisfies (H7) then
fk(x) =
∂F
∂xk
(x), ∀x ∈ Rl.
In addition, F is positive on the positive cone of Rl.
Proof. The first part is clear from Remark 2.7. For the second part, we use Lemma 2.11
(ii). 
We finish this section with a regularity lemma which imply that our system make sense
when we consider the H−1 −H1 duality product. First we recall the following result
Lemma 2.14 (Sobolev multiplication law). Let n ≥ 1. Assume that s, s1, s2 are real numbers
satisfying either
(i) s1 + s2 ≥ 0, s1, s2 ≥ s and s1 + s2 > s+ n/2; or
(ii) s1 + s2 > 0, s1, s2 > s and s1 + s2 ≥ s+ n/2.
Then there is a continuous multiplication map
Hs1(Rn)×Hs2(Rn)→ Hs(Rn),
taking
(u, v) → uv,
and satisfying the estimate
‖uv‖Hs(Rn) ≤ C‖u‖Hs1 (Rn)‖v‖Hs2 (Rn).
Proof. See [36, Corollary 3.16]. 
Lemma 2.15. Let 1 ≤ n ≤ 6. Assume that the nonlinearities fk satisfy (H1) and (H2).
Then, for all k = 1, . . . , l we have fk ∈ C(H1(Rn),H−1(Rn)).
Proof. Let (ui) ⊂ H1(Rn) be such that ui → u in H1(Rn). In particular, there exist M > 0
such that ‖ui‖H1 ≤ M . Corollary 2.3 and part ii) in Lemma 2.14, with s1 = s2 = 1 and
s = −1, lead to
‖fk(ui)− fk(u)‖H−1 ≤ C
l∑
m=1
l∑
j=1
‖(|uji|+ |uj |)|umi − um|‖H−1
≤ C
l∑
m=1
l∑
j=1
‖uji‖H1‖umi − um‖H1 + C
l∑
m=1
l∑
j=1
‖uj‖H1‖umi − um‖H1
≤ CM
l∑
m=1
‖umi − um‖H1 + C
l∑
m=1
l∑
j=1
‖uj‖H1‖umi − um‖H1 .
We note that the right-hand side goes to 0 as i → ∞, which implies that fk(ui) → fk(u) in
H−1(Rn). 
3. Local and global well-posedness in L2 and H1
In this section we will study the dynamics of system (1.1) in L2 and H1 frameworks. Since
fk are homogeneous functions of degree 2 (see Lemma 2.12), by using the scaling
uλk(x, t) = λ
2uk(λx, λ
2t), k = 1, . . . , l,
we can see that the Sobolev space H˙n/2−2 is critical for system (1.1) (with βk = 0) in the sense
that it is invariant by the above scaling. In particular, L2 and H˙1 are critical for dimensions
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n = 4 and n = 6, respectively. More precisely, we adopt the following regimes: we will say
that system (1.1) is
L2 −


subcritical, if 1 ≤ n ≤ 3,
critical, if n = 4,
supercritical, if n ≥ 5;
and H1 −


subcritical, if 1 ≤ n ≤ 5
critical, if n = 6
supercritical, if n ≥ 7.
We are primarily interested in studying the local and global well-posedness for the Cauchy
problem (1.1) in the spaces L2 and H˙1 in subcritical and critical regimes. For that, we will
consider the associated system of integral equations
uk(t) = Uk(t)uk0 + i
∫ t
0
Uk(t− t′) 1
αk
fk(u1, . . . , ul) dt
′,
(u1(x, 0), . . . , ul(x, 0)) = (u10, . . . , ul0),
(3.1)
where Uk(t) is the Schrödinger evolution group defined by Uk(t) = e
i t
αk
(γk∆−βk), k = 1 . . . , l.
3.1. Local existence of L2-solutions. This section is devoted to study the existence of
local L2 solutions in the subcritical and critical regimes, that is, we study (3.1) in L2 with
1 ≤ n ≤ 4. The results here follow close the ones in [18]. For any u10, . . . , ul0 ∈ L2 we solve
(3.1) in the spaces
X(I) =
{
(C ∩ L∞)(I;L2) ∩ L12/n(I;L3), 1 ≤ n ≤ 3;
(C ∩ L∞)(I;L2) ∩ L2(I;L2n/(n−2)), n ≥ 4,
for some time interval I = [−T, T ] with T > 0. The norm in X(I) is defined as
‖f‖X(I) =
{
‖f‖L∞(L2) + ‖f‖L12/n(L3), 1 ≤ n ≤ 3;
‖f‖L∞(L2) + ‖f‖L2(L2n/(n−2)), n ≥ 4.
Hölder’s inequality in space and time variables allow us to prove the following lemma.
Lemma 3.1. Let 1 ≤ n ≤ 4 and f, g ∈ X(I).
(i) If 1 ≤ n ≤ 3, then
‖fg‖L12/(12−n)(L3/2) ≤ CT
4−n
4 ‖f‖X(I)‖g‖X(I).
(ii) If n = 4, then
‖fg‖L1(L2) ≤ C‖f‖L2(L4)‖g‖L2(L4).
Next we recall that a pair (q, r) is called admissible if
2
q
= n
(
1
2
− 1
r
)
and
2 ≤ r ≤ 2n
n− 2 (2 ≤ r ≤ ∞ if n = 1 and 2 ≤ r <∞ if n = 2).
In particular the pair (∞, 2) is always admissible. Note also that the pair (12/n, 3) is admis-
sible if 1 ≤ n ≤ 3 and (2, 4) is admissible if n = 4. In the following we will use the well known
Strichartz inequalities (see, for instance, Theorem 2.3.3 in [7]).
Proposition 3.2 (Strichartz’s inequality). Let (q1, r1) and (q2, r2) be two admissible pairs
and I = [−T, T ] for some T > 0. Then, for k = 1, . . . , l,
‖Uk(t)f‖Lq1 (R;Lr1) ≤ C‖f‖L2
and ∥∥∥∥
∫ t
0
Uk(t− s)f(·, s)ds
∥∥∥∥
Lq1 (I;Lr1)
≤ C‖f‖
Lq
′
2 (I;Lr
′
2 )
,
where q′2 and r
′
2 are the Hölder conjugate of q2 and r2, respectively.
NLS SYSTEMS WITH QUADRATIC-TYPE NONLINEARITIES 11
A combination of the last two results gives us the following.
Lemma 3.3. Let 1 ≤ n ≤ 4 and suppose u,u′ ∈ X(I). Assume that (H1) and (H2) hold.
(i) If 1 ≤ n ≤ 3, then∥∥∥∥
∫ t
0
Uk(t− t′) 1
αk
[fk(u)− fk(u′)] dt′
∥∥∥∥
X(I)
≤ CT 4−n4 (‖u‖X(I) + ‖u′‖X(I)) ‖u− u′‖X(I).
(ii) If n = 4, then∥∥∥∥
∫ t
0
Uk(t− t′) 1
αk
[fk(u)− fk(u′)] dt′
∥∥∥∥
X(I)
≤ C (‖u‖L2(L4) + ‖u′‖L2(L4)) ‖u− u′‖L2(L4).
Proof. In view of Proposition 3.2, Corollary 2.3 and Lemma 3.1 (i) we get∥∥∥∥
∫ t
0
Uk(t− t′) 1
αk
[fk(u)− fk(u′)] dt′
∥∥∥∥
X(I)
≤ C ∥∥fk(u)− fk(u′)]∥∥L12/(12−n)(L3/2)
≤ C
l∑
j=1
l∑
m=1
‖(|uj |+ |u′j|)|um − u′m|‖L12/(12−n)(L3/2)
≤ CT 4−n4
l∑
j=1
l∑
m=1
(‖uj‖X(I) + ‖u′j‖X(I))‖um − u′m‖X(I)
≤ CT 4−n4 (‖u‖X(I) + ‖u′‖X(I)) ‖u− u′‖X(I).
For n = 4, the proof follows similar steps, taking into account Lemma 3.1 (ii). 
Now we are able to prove the existence of local solutions.
Theorem 3.4 (Existence of local L2-solutions: subcritical case). Let 1 ≤ n ≤ 3. Assume
that (H1) and (H2) hold. Then for any r > 0 there exists T = T (r) > 0 such that for any
u0 ∈ L2 with ‖u0‖L2 ≤ r, system (1.1) has a unique solution u ∈ X(I) with I = [−T, T ].
Proof. The proof relies on the contraction mapping principle. Define the operator
Γ(u) = (Φ1(u), . . . ,Φl(u)),
where
Φk(u)(t) = Uk(t)uk0 + i
∫ t
0
Uk(t− t′) 1
αk
fk(u) dt
′, k = 1, . . . , l.
For some T > 0 to be determined later, introduce the ball of radius a:
B(T, a) =

u ∈ X(I) : ‖u‖X(I) :=
l∑
j=1
‖uj‖X(I) ≤ a

 .
Using Strichartz estimates and Lemma 3.3 (with u′ = 0) we get
‖Γ(u)‖X(I) ≤ C‖u0‖L2 + CT 1−n/4‖u‖2X(I).
Let us choose a = 2Cr. Thus, if u ∈ B(T, a),
‖Γ(u)‖X(I) ≤
a
2
+CT 1−n/4a2 =
(
1
2
+CT 1−n/4a
)
a.
So, fixing T > 0 such that CT 1−n/4a < 1/2 (which means that T = T (r) ≈ r 4n−4 ) we
have ‖Γ(u)‖X(I) ≤ a. Therefore Γ : B(T, a) → B(T, a) is well defined. Moreover, similar
arguments show that Γ is a contraction. The result then follows from the contraction mapping
principle. 
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Theorem 3.5 (Existence of local L2-solutions: critical case). Let n = 4. Assume that (H1)
and (H2) hold. Then for any u0 ∈ L2, there exists T (u0) > 0 (depending on u0) such that
system (1.1) has a unique solution u ∈ X(I) with I = [−T (u0), T (u0)].
Proof. We apply the contraction mapping principle again. From Proposition 3.2 we have
(U1(·)u10, . . . , Ul(·)ul0) ∈ L2(R;L4). Therefore, given any ǫ > 0 we can choose T = T (u0) > 0
such that
‖(U1(·)u10, . . . , Ul(·)ul0)‖L2(I;L4) ≤ ǫ,
where I = [−T, T ]. Let Γ be defined as in the proof of Theorem 3.4 and define the ball
B˜(T, a) =

u ∈ L2(I;L4) : ‖u‖L2(I;L4) :=
l∑
j=1
‖uj‖L2(I;L4) ≤ a

 .
If u ∈ B˜(T, a), we have from Lemma 3.3
l∑
k=1
‖Φk(u)‖L2(I;L4) ≤ lCǫ+ lCa2.
Taking a such that a = 2Clǫ, we have
‖Γ(u)‖L2(I;L4) ≤
a
2
+ lCa2 =
(
1
2
+ lCa
)
a.
So, fixing ǫ such that 2l2C2ǫ < 1/2, which means that lCa < 1/2, we conclude that
‖Γ(u)‖L2(I;L4) ≤ a. Therefore Γ : B˜(T, a) → B˜(T, a) is well defined. A similar argument
also shows that Γ is a contraction. The contraction mapping principle then gives a unique
solution in L2(I;L4). Too see that such a solution indeed belongs to X(I) it suffices to use
Strichartz’s inequality and Lemma 3.3 in (3.1). 
3.2. Local existence of H1-solutions. Next we will study the existence of local solutions
in the H1 subcritical and critical regimes, that is, in dimensions 1 ≤ n ≤ 6. Thus, we assume
that u01, . . . , u0l ∈ H1 and solve (3.1) in the following spaces:
Y (I) =
{
(C ∩ L∞)(I;H1) ∩ L12/n (I;W 13 ) , 1 ≤ n ≤ 3,
(C ∩ L∞)(I;H1) ∩ L2(I;W 12n/(n−2)), n ≥ 4.
on the time interval I = [−T, T ] with T > 0. The norm in Y (I) is defined as
‖f‖Y (I) =
{‖f‖L∞(H1) + ‖f‖L12/n(W 13 ), 1 ≤ n ≤ 3;
‖f‖L∞(H1) + ‖f‖L2(W 1
2n/(n−2)
), n ≥ 4.
Remark 3.6. We point out the followings facts about the spaces X(I) and Y (I).
(i) Y (I) →֒ X(I).
(ii) For n ≥ 1 we have ‖∇f‖X(I) ≤ ‖f‖Y (I).
Using Remark 3.6, Hölder inequalities and Sobolev’s embedding we first establish the fol-
lowing.
Lemma 3.7. Assume 1 ≤ n ≤ 6 and f, g ∈ Y (I). Define
θ(n) =
{
(4− n)/4, if 1 ≤ n ≤ 3;
(6− n)/4, if 4 ≤ n ≤ 6.
Then,
‖fg‖L12/(12−n)(L3/2) ≤ CT θ(n)‖f‖Y (I)‖g‖Y (I), if 1 ≤ n ≤ 3. (3.2)
and
‖fg‖L4/(8−n)(Ln/(n−2)) ≤ CT θ(n)‖f‖Y (I)‖g‖Y (I), if 4 ≤ n ≤ 6. (3.3)
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Proof. Estimate (3.2) follows immediately from Lemma 3.1 taking into account Remark 3.6.
For (3.3), note that from Hölder and Sobolev’s inequalities,
‖fg‖Ln/(n−2) ≤ ‖f‖L2n/(n−2)‖g‖L2n/(n−2) ≤ C‖f‖H1‖g‖L2n/(n−2) .
Hence,
‖fg‖L4/(8−n)(Ln/(n−2)) ≤ CT θ(n)‖f‖L∞(H1)‖g‖L2(W 12n/(n−2))
≤ CT θ(n)‖f‖Y (I)‖g‖Y (I),
which gives the desired. 
As a consequence of Lemma 2.4 we have the following estimate for the integral part in
system (3.1).
Lemma 3.8. Let 1 ≤ n ≤ 6 and assume that (H1) and (H2) hold. Let θ(n) be defined as in
Lemma 3.7. If u,u′ ∈ Y(I), for some time interval I, then∥∥∥∥
∫ t
0
Uk(t− t′) 1
αk
[fk(u)− fk(u′)] dt′
∥∥∥∥
Y (I)
≤ CT θ(n) (‖u‖Y(I) + ‖u′‖Y(I)) ‖u− u′‖Y(I).
Proof. Note that a similar estimate as in Lemma 3.7 holds if we replace the product fg by
∇(fg). Hence, for 1 ≤ n ≤ 3 the result follows from (3.2) combined with Lemma 2.4 and
Remark 3.6. On the other hand, for 4 ≤ n ≤ 6, note that
(
4
n−2 ,
n
2
)
is an admissible pair with
dual
(
4
8−n ,
n
n−2
)
. Hence, the result follows as a combination of (3.3), Proposition 3.2, and
Lemma 2.4. 
Similarly to Theorems 3.4 and 3.5, a combination of the contraction mapping theorem with
Lemma 3.8 allow us to prove the existence of local H1 solutions as follows.
Theorem 3.9 (Existence of local H1-solutions: subcritical case). Let 1 ≤ n ≤ 5. Assume
that (H1) and (H2) hold. Then for any r > 0 there exists T (r) > 0 such that for any u0 ∈ H1
with ‖u0‖H1 ≤ r, system (1.1) has a unique solution u ∈ Y(I) with I = [−T (r), T (r)].
Theorem 3.10 (Existence of local H1-solutions: critical case). Let n = 6. Assume that (H1)
and (H2) hold. Then for any u0 := (u10, . . . , ul0) ∈ H1 there exists T (u0) > 0 such that
system (1.1) has a unique solution u = (u1, . . . , ul) ∈ Y(I) with I = [−T (u0), T (u0)].
3.3. Global solutions. This subsection is devoted to extend globally-in-time the solutions
given by Theorems 3.4 and 3.9. Since in such subcritical cases, the existence time depends
only on the norm of the initial data, in addition to the conclusion of Theorems 3.4 and 3.9, a
blow up alternative also holds, that is, there exist T∗, T
∗ ∈ (0,∞] such that the local solutions
can be extend to the interval (−T∗, T ∗); moreover if T∗ <∞ (respect. T ∗ <∞), then
lim
t→−T∗
‖u(t)‖L2 =∞, (respect. lim
t→T ∗
‖u(t)‖L2 =∞),
for L2-solutions, and
lim
t→−T∗
‖u(t)‖H1 =∞, (respect. lim
t→T ∗
‖u(t)‖H1 =∞),
for H1-solutions. Thus, the idea to get global solutions is to find an a priori estimate for the
local solution in L2 and H1 based on the conservation of the charge and the energy.
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3.3.1. Global existence of L2-solutions. Here, let us introduce the spaces
X(R) =
{
(C ∩ L∞)(R;L2) ∩ L12/nloc (R;L3), 1 ≤ n ≤ 3;
(C ∩ L∞)(R;L2) ∩ L2loc(R;L2n/(n−2)), n ≥ 4.
Our goal is to show that the solution indeed belongs to such spaces. To do so, we need the
conservation of the charge. To obtain this, we proceed formally, but the procedure can be
made rigorous by taking sufficient regular solutions and then passing to the limit or using the
strategy in [35].
Lemma 3.11. If (H3) and (H4) hold, then the charge of system (1.1) given by
Q(u(t)) :=
l∑
k=1
α2k
γk
‖uk(t)‖2L2 , (3.4)
is a conserved quantity.
Proof. Multiply (1.1) by uk, integrate on R
n and take the imaginary part. Then summing
over k and using Lemma 2.9 the result follows. 
As an immediate consequence of Lemma 3.11 we have.
Theorem 3.12. Let 1 ≤ n ≤ 3. Assume that (H1)-(H4) hold. Then for any u0 ∈ L2, system
(1.1) has a unique solution u ∈ X(R). Moreover,
Q(u(t)) = Q(u0), ∀t ∈ R.
3.3.2. Global existence of H1-solutions. Similarly to the case of L2 solutions, here we consider
Y (R) =
{
(C ∩ L∞)(R;H1) ∩ L12/nloc
(
R;W 13
)
, 1 ≤ n ≤ 3,
(C ∩ L∞)(R;H1) ∩ L2loc(R;W 12n/(n−2)), n ≥ 4.
Next lemma establishes the conservation of the energy associated with (1.1).
Lemma 3.13. If (H3) holds, then the energy associated with (1.1) given by
E(u(t)) =
l∑
k=1
γk‖∇uk(t)‖2L2 +
l∑
k=1
βk‖uk(t)‖2L2 − 2Re
∫
F (u(t)) dx, (3.5)
is a conserved quantity.
Proof. As in Lemma 3.11 we proceed formally, see [35]. By multiplying (1.1) by ∂tuk, adding
with its complex conjugate, integrating on Rn and then summing over k we see that
d
dt
(
l∑
k=1
γk‖∇uk‖2L2 +
l∑
k=1
βk‖uk‖2L2
)
= 2Re
∫ l∑
k=1
fk∂tuk dx.
But in view of (H3),
Re
[
d
dt
F (u(t))
]
= Re
[
l∑
k=1
fk∂tuk
]
,
from which the result follows. 
Next, for u = (u1, . . . , ul) we define the functionals
K(u) =
l∑
k=1
γk‖∇uk‖2L2 , (3.6)
L(u) =
l∑
k=1
βk‖uk‖2L2 , (3.7)
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P (u) = Re
∫
F (u) dx,
J(u) =
Q(u)
3
2
−n
4K(u)
n
4
|P (u)| ,
and the real number
ξ0 = inf{J(u);u ∈ H1, P (u) 6= 0}, (3.8)
where Q is defined in (3.4).
Remark 3.14. Using the previous functionals we can express the energy in (3.5) as
E(u(t)) = K(u(t)) + L(u(t))− 2P (u(t)). (3.9)
Let us observe that ξ0 is indeed a positive constant.
Lemma 3.15. Assume that (H1)-(H3) and (H5) hold. Then, ξ0 is a positive constant.
Proof. First note that from the Gagliardo-Nirenberg inequality, for each k = 1, . . . , l,
‖uk‖3L3 ≤ C3γ
−n
4
k
(
α2k
γk
)n
4
− 3
2
Q(u)
3
2
−n
4K(u)
n
4 . (3.10)
Using Lemma 2.10 and (3.10) we have
|P (u)| ≤
∫
|ReF (u)| dx ≤ C
l∑
k=1
∫
|uk|3 dx ≤ C0Q(u)
3
2
−n
4K(u)
n
4 ,
where C0 is a positive constant depending on αk and γk, for k = 1, . . . , l. Now, if P (u) 6= 0,
then |P (u)| > 0. So,
0 <
1
C0
≤ J(u),
and the conclusion follows. 
The above lemma allows us to establish the following Gagliardo-Nirenberg-type inequality:
|P (u)| ≤ 1
ξ0
Q(u)
3
2
−n
4K(u)
n
4 . (3.11)
We now prove the existence of global H1-solutions for (1.1) in dimensions 1 ≤ n ≤ 5.
Theorem 3.16. Let 1 ≤ n ≤ 5. Assume that (H1)-(H5) hold.
(i) If 1 ≤ n ≤ 3, then for any u0 ∈ H1, system (1.1) has a unique solution u ∈ Y(R).
(ii) If n = 4, then for any u0 ∈ H1 satisfying
2Q(u0)
1
2 < ξ0, (3.12)
system (1.1) has a unique solution u ∈ Y(R).
(iii) Ifn = 5, then for any u0 ∈ H1 satisfying
Q(u0)K(u0) <
(
2
5
ξ0
)4
(3.13)
and
Q(u0)E(u0) <
1
5
(
2
5
ξ0
)4
, (3.14)
system (1.1) has a unique solution u ∈ Y(R).
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Proof. Clearly, it suffices to get an a priori bound for K(u(t)). For (i), by (3.11) and Young’s
inequality we can write, for any ǫ > 0,
2|P (u)| ≤ ǫK(u) + CǫQ(u)
6−n
4−n
for some constant Cǫ. Using the last inequality, the conservation of the energy and the fact
that −L(u) ≤ 0 we get an a priori bound for K(u). Indeed, from (3.9), if E0 = E(u0) and
Q0 = Q(u0), we deduce
K(u) = E0 − L(u) + 2P (u)
≤ E0 + 2 |P (u)|
≤ E0 + ǫK(u) +CǫQ
6−n
4−n
0
Thus, if 0 < ǫ < 1, then
K(u) ≤ (1− ǫ)−1
[
E0 + CǫQ
6−n
4−n
0
]
, (3.15)
as required.
For (ii), from (3.9) and (3.11), we have
K(u) ≤ E0 + 2
ξ0
Q
1
2
0K(u),
or, equivalently, [
1− 2
ξ0
Q
1
2
0
]
K(u) ≤ E0. (3.16)
Hence, if (3.12) holds then
K(u) ≤
[
1− 2
ξ0
Q
1
2
0
]−1
E0,
as required.
In order to proof (iii), we use the following lemma (see, for instance, [3], [12] or [32] for its
proof).
Lemma 3.17. Let I an open interval with 0 ∈ I. Let a ∈ R, b > 0 and q > 1. Define
γ = (bq)
− 1
q−1 and f(r) = a− r+ brq, for r ≥ 0. Let G(t) a non-negative continuous function
such that f ◦G ≥ 0 on I. Assume that a <
(
1− 1q
)
γ.
(i) If G(0) < γ, then G(t) < γ, ∀t ∈ I.
(ii) If G(0) > γ, then G(t) > γ, ∀t ∈ I.
To apply Lemma 3.17 in our case, we first note that
K(u) ≤ E0 + 2
ξ0
Q
1
4
0K(u)
5
4 .
Therefore, we set a = E0, b =
2
ξ0
Q
1
4
0 , q =
5
4 , and G(t) = K(u(t)). Thus, since
γ = (bq)
− 1
q−1 =
(
2
5
ξ0
)4 1
Q0
,
it is easy to see that a <
(
1− 1q
)
γ is equivalent to (3.14) and G(0) < γ is equivalent to (3.13).
Hence, Lemma 3.17 gives the desired bound and the proof of the theorem is completed. 
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4. Existence of ground state solutions
In this section we will prove the existence of ground state solutions for (1.1). Thus, we will
assume that (H1)-(H8) hold. Recall that a standing wave solution for (1.1) is a solution of
the form
uk(x, t) = e
i
αk
γk
ωt
ψk(x), k = 1, . . . , l, (4.1)
where ψk are real functions decaying to zero at infinity. Note that under the assumptions of
Lemma 2.8, for k = 1, . . . , l and any ω ∈ R, we have
fk
(
e
i
α1
γ1
ωt
ψ1, . . . , e
αl
γl
ωit
ψl
)
= e
i
αk
γk
ωt
fk(ψ),
where ψ = (ψ1, . . . , ψl). Thus, by replacing (4.1) into (1.1), we see that ψk must satisfy the
following elliptic system
− γk∆ψk +
(
α2k
γk
ω + βk
)
ψk = fk(ψ), k = 1, . . . , l. (4.2)
Remark 4.1. (i) It is clear from Lemma 2.13 that fk are real-valued functions, i.e.,
fk(ψ) ∈ R, k = 1, . . . , l. Thus, system (4.2) makes sense, since the right-hand side of
the system is real.
(ii) Observe that ψ = 0 is always a solution (trivial solution) of (4.2). Hence, we will
always be interested in non-trivial solutions.
(iii) In order to obtain non-trivial solutions, here we restrict the values of ω to those such
that ω > −βkγk
α2k
.
To simplify notation, we note that system (4.2) can be written as
− γk∆ψk + bkψk = fk(ψ), k = 1 . . . , l. (4.3)
where
bk :=
α2k
γk
ω + βk > 0.
Our goal then will be to find ground state solutions for (4.3). The action functional asso-
ciated to (4.3) is defined, for ψ ∈ H1, as
I(ψ) :=
1
2
[
l∑
k=1
γk‖∇ψk‖2L2 +
l∑
k=1
bk‖ψk‖2L2
]
−
∫
F (ψ) dx.
In addition, on H1, we define
K(ψ) :=
l∑
k=1
γk‖∇ψk‖2L2 ;
Q(ψ) :=
l∑
k=1
bk‖ψk‖2L2 ;
P (ψ) :=
∫
F (ψ) dx;
and
J(ψ) :=
Q(ψ) 32−n4K(ψ)n4
P (ψ)
, P (ψ) 6= 0. (4.4)
Thus, the action I can be expressed as
I(ψ) =
1
2
[K(ψ) +Q(ψ)]− P (ψ). (4.5)
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Note that the functionals K, Q, and P are continuous on H1 (the continuity of P follows
from Lemma 2.10). Next we show that indeed such functionals have Fréchet derivatives. In
what follows, the primes represent the Fréchet derivatives.
Lemma 4.2. If g ∈ H1. Then
K ′(ψ)(g) = 2
l∑
k=1
γk
∫
∇ψk∇gk dx,
Q′(ψ)(g) = 2
l∑
k=1
bk
∫
ψkgk dx,
and
P ′(ψ)(g) =
l∑
k=1
∫
fk(ψ)gk dx.
Proof. The proof is quite standard in view of our assumptions. So, we omit the details. 
In particular, Lemma 4.2 implies that I has Fréchet derivative. The critical points of I are
the solutions of (4.3). More precisely,
Definition 4.3. We say that ψ ∈ H1 is a (weak) solution of (4.3) if for any g ∈ H1,
γk
∫
∇ψk∇gk dx+ bk
∫
ψkgk dx =
∫
fk(ψ)gk dx, k = 1, . . . , l. (4.6)
Definition 4.4. Let C be the set of non-trivial critical points of I. We say that ψ ∈ H1 is a
ground state solution of (4.3) if
I(ψ) = inf {I(φ);φ ∈ C} .
We denote by G(ω,β) the set of all ground states for system (4.3), where (ω,β) indicates the
dependence on the parameters ω and β.
Now we establish some relations between the functionals K,Q, P and I. This is similar to
the well known Pohozaev’s identities for elliptic equations.
Lemma 4.5. Let ψ be a solution of (4.3). Then,
P (ψ) = 2I(ψ), (4.7)
K(ψ) = nI(ψ), (4.8)
Q(ψ) = (6− n)I(ψ). (4.9)
Proof. We first note that letting gk = ψk, k = 1, . . . , l in (4.6) we have
γk‖∇ψk‖2L2 + bk‖ψk‖2L2 =
∫
fk(ψ)ψk dx, k = 1, . . . , l.
From Lemma 2.11, Remark 4.1 (i) and assumption (H7) we deduce
l∑
k=1
fk(ψ)ψk = 3F (ψ). (4.10)
By summing over k and using (4.10), we then get
K(ψ) +Q(ψ) = 3P (ψ). (4.11)
Therefore, (4.7) follows from (4.5) and (4.11).
In order to show (4.8) define (δλf)(x) = f(x/λ). Then the function λ 7→ h(λ) = I(δλψ)
has a critical point at λ = 1 or equivalently
h′(1) =
d
dλ
∣∣∣∣
λ=1
I(δλψ) = 0.
NLS SYSTEMS WITH QUADRATIC-TYPE NONLINEARITIES 19
But since
h′(1) =
n− 2
2
K(ψ) + n
[
1
2
Q(ψ)− P (ψ)
]
,
we obtain
n− 2
2
K(ψ) + n
[
1
2
Q(ψ)− P (ψ)
]
= 0. (4.12)
which combined with (4.5) gives (4.8).
Finally, (4.9) follows as a combination of (4.12) and (4.11) with (4.7). 
Remark 4.6. Since Q(ψ) > 0 for any ψ 6= 0, it follows from (4.9) that (4.3) has no non-
trivial solutions if 6 − n ≤ 0. In addition, Q remains constant along G(ω,β) and ψ is a
ground state if and only if Q(ψ) is minimal.
Next we will prove that (4.3) has at least one ground state solution. The idea is to minimize
the Weinstein-type functional (4.4). Before that, we need some preliminary results.
Lemma 4.7. Assume 1 ≤ n ≤ 5 and define the set
P := {ψ ∈ H1; P (ψ) > 0}.
Then,
(i) C ⊂ P;
(ii) ξ1 := inf{J(ψ); ψ ∈ P} > 0.
Proof. Statement (i) follows immediately from (4.7) and (4.9). For (ii) it suffices to show that
there exists a positive constant B such that, for any ψ ∈ P,
P (ψ) ≤ BQ(ψ) 32−n4K(ψ)n4 . (4.13)
Now, from (3.10) we conclude that, for k = 1 . . . , l,
‖ψk‖3L3 ≤ C3γ
−n
4
k b
n
4
− 3
2
k Q(ψ)
3
2
−n
4K(ψ)
n
4 .
Using this and (2.10) we reach the desired estimate. 
Next we present a direct relation between functionals J and I.
Lemma 4.8. Assume 1 ≤ n ≤ 5. If ψ is a non-trivial solution of (4.3) then
J(ψ) =
n
n
4
2
(6− n) 32−n4 I(ψ) 12 .
In particular, any non-trivial solution ψ ∈ P of (4.3) which is a minimizer of J is a ground
state of (4.3).
Proof. The result follows by combining (4.7)-(4.9) in Lemma 4.5 and the definition of J . 
In what follows, given any non-negative function f ∈ H1(Rn) we denote by f∗ its symmetric-
decreasing rearrangement (see, for instance, [24] or [28]). Also, for any λ > 0, (δλg)(x) =
g
(
x
λ
)
. Thus, if g = (g1, . . . , gl) ∈ H1, we set g∗ = (g∗1 , . . . , g∗l ) and (δλg)(x) =
(
g1
(
x
λ
)
, . . . , gl
(
x
λ
))
The functionals introduced in this section satisfy the following properties about scaling trans-
formations and symmetric-decreasing rearrangement.
Lemma 4.9. Let n ≥ 1 and a, λ > 0. If ψ ∈ P and g ∈ (C∞0 (Rn))l we have
(i) Q(aδλψ) = a2λnQ(ψ);
(ii) K(aδλψ) = a
2λn−2K(ψ);
(iii) P (aδλψ) = a
3λnP (ψ);
(iv) K ′(aδλψ)(g) = aλ
n−2K ′(ψ)(δλ−1g);
(v) Q′(aδλψ)(g) = aλnQ′(ψ)(δλ−1g);
(vi) P ′(aδλψ)(g) = a
2λnP ′(ψ)(δλ−1g).
In addition, if ψk is non-negative, for k = 1, . . . , l, then
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(vii) Q(ψ∗) = Q(ψ);
(viii) K(ψ∗) ≤ K(ψ);
(ix) P (ψ∗) ≥ P (ψ).
Proof. Properties (i)-(vi) follows immediately from the definitions taking into account Lemma
4.2. Properties (vii) and (viii) follows from the facts that (see, for instance, [24, Theorems
16.10 and 16.17])
‖ψ∗‖L2 = ‖ψ‖L2 , and ‖∇ψ∗‖L2 ≤ ‖∇ψ‖L2 .
Property (ix) is a little bit more delicate. Actually, our assumption (H8) is a necessary and
sufficient condition for (ix) to hold. See [6, Theorem 1] and [14, Propostition 3.1]. 
Lemma 4.10. Under the assumptions of Lemma 4.9,
(i) J(aδλψ) = J(ψ);
(ii) J(|ψ|) ≤ J(ψ), where |ψ| = (|ψ1|, . . . , |ψl|);
(iii) J ′(aδλψ) = a
−1J ′(ψ)(δλ−1g).
In addition, if ψk is non-negative, for k = 1, . . . , l, then
(iv) J(ψ∗) ≤ J(ψ).
Proof. The proof of (i), (iii) and (iv) are immediate consequences of Lemma 4.9. For (ii) we
must use assumption (H6). 
With the above lemmas in hand, we are able to present our main result concerning ground
states. As usual, we will say that a function ψ ∈ H1 is positive (non-negative), and write
ψ > 0 (ψ ≥ 0), if each one of its components are positive (non-negative). Also, ψ is radially
symmetric if each one of its components are radially symmetric.
Theorem 4.11 (Existence of ground state solutions). Assume that (H1)-(H8) hold. For
1 ≤ n ≤ 5, the infimum
ξ1 = inf
ψ∈P
J(ψ), (4.14)
introduced in Lemma 4.7, is attained at a function ψ0 ∈ P such that
(i) ψ0 is a non-negative and radially symmetric function.
(ii) There exist t0 > 0 and λ0 > 0 such that ψ = t0δλ0ψ0 is a positive ground state solution
of (4.3). In addition, if ψ˜ is any ground state of (4.3) then
ξ1 =
n
n
4
2
(6− n)1−n4 Q(ψ˜)1/2. (4.15)
Proof. Let (ψj) ⊂ P be a minimizing sequence for (4.14), i.e.,
lim
j→∞
J(ψj) = ξ1.
Replacing ψj by |ψj |∗, from Lemma 4.10 we may assume that ψj are radially symmetric and
non-increasing functions in H1. Define ψ˜j = tjδλjψj, where
tj =
Q(ψj)
n
4
− 1
2
K(ψj)
n
4
and λj =
K(ψj)
1
2
Q(ψj)
1
2
.
Lemmas 4.9 and 4.10, with a = tj and λ = λj give
K(ψ˜j) = Q(ψ˜j) = 1 and J(ψ˜j) = J(ψj). (4.16)
Hence,
1
P (ψ˜j)
= J(ψ˜j) = J(ψj)→ ξ1 > 0. (4.17)
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In view of (4.16), the sequence (ψ˜j) is bounded in H
1
rd. By recalling that the embedding
H1rd(R
n) →֒ L3(Rn) is compact for 1 ≤ n ≤ 5 (see Proposition 1.7.1 in [7]), there exist a
subsequence, still denoted by (ψ˜j), and ψ0 ∈ H1rd such that

ψ˜j ⇀ ψ0, in H
1,
ψ˜j → ψ0 in L3,
ψ˜j → ψ0 a.e in Rn.
(4.18)
The last convergence in (4.18) implies that ψ0 is non-negative and radially symmetric. In
addition, since by Lemma 2.10,∣∣∣P (ψ˜j)− P (ψ0)∣∣∣ ≤
∫ ∣∣∣F (ψ˜j)− F (ψ0)∣∣∣ dx
≤ C
l∑
m=1
l∑
k=1
∫
(|ψ˜kj |2 + |ψk0|2)|ψ˜mj − ψm0| dx
≤ C
l∑
m=1
l∑
k=1
(‖ψ˜kj‖2L3 + ‖ψk0‖2L3)‖ψ˜mj − ψm0‖L3 ,
we deduce from (4.18) and (4.17) that
P (ψ0) = lim
j→∞
P (ψ˜j) = ξ
−1
1 > 0, (4.19)
which means that ψ0 ∈ P.
On the other hand, the lower semi-continuity of the weak convergence gives
K(ψ0) ≤ lim inf
j
K(ψ˜j) = 1 and Q(ψ0) ≤ lim inf
j
Q(ψ˜j) = 1.
Therefore, (4.19) yields
ξ1 ≤ J(ψ0) =
Q(ψ0)
3
2
−n
4K(ψ0)
n
4
P (ψ0)
≤ 1
P (ψ0)
= ξ1. (4.20)
From (4.20) we conclude that
J(ψ0) = ξ1
and
K(ψ0) = Q(ψ0) = 1. (4.21)
A combination of the last assertion with (4.18) also implies that ψ˜j → ψ0 strongly in H1.
Part (i) of the theorem is thus established.
For part (ii) we note that for t sufficiently small and u ∈ H1, (ψ0 + tu) ∈ P. Thus, since
ψ0 is a minimizer of J on P we have
d
dt
∣∣∣∣
t=0
J(ψ0 + tu) = 0,
which in view of Lemma 4.10 is equivalent to
Q(ψ0)
3
2
−n
4K(ψ0)
n
4
P (ψ0)
[
n
4
K ′(ψ0)(u)
K(ψ0)
+
(
3
2
− n
4
) Q′(ψ0)
Q(ψ0)
]
=
Q(ψ0)
3
2
−n
4K(ψ0)
n
4
P (ψ0)
2
P ′(ψ0)(u).
From (4.19) and (4.21) this yields
K ′(ψ0)(u) +
6− n
n
Q′(ψ0)(u) =
4ξ1
n
P ′(ψ0)(u). (4.22)
Next, define ψ = t0δλ0ψ0 with
t0 =
2ξ1
6− n and λ0 =
(
6− n
n
)1/2
.
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We claim that ψ is a solution of (4.3). Indeed, for any u ∈ H1 in view of Lemma 4.9 and
(4.22),
I ′(ψ)(u) =
1
2
[
K ′(ψ)(u) +Q′(ψ)(u)]− P ′(ψ)(u)
=
1
2
[
K ′(t0δλ0ψ0)(u) +Q′(t0δλ0ψ0)(u)
]− P ′(t0δλ0ψ0)(u)
=
t0
2
[
K ′(δλ0ψ0)(u) +Q′(δλ0ψ0)(u)
]− t20P ′(δλ0ψ0)(u)
=
t0
2
[
λn−20 K
′(ψ0)(δλ−10
u) + λn0Q′(ψ0)(δλ−10 u)
]
− t20λn0P ′(ψ0)(δλ−10 u)
=
t0λ
n−2
0
2
[
K ′(ψ0)(δλ−10
u) + λ20Q′(ψ0)(δλ−10 u)− 2t0λ
2
0P
′(ψ0)(δλ−10
u)
]
=
t0λ
n−2
0
2
[
K ′(ψ0)(δλ−10
u) +
6− n
n
Q′(ψ0)(δλ−10 u)−
4ξ1
n
P ′(ψ0)(δλ−10
u)
]
= 0.
Now from Lemmas 4.10 and 4.8, we have that ψ is also a critical point of J with J(ψ) =
J(ψ0). Since ψ0 is a minimizer of J , so is ψ. Another application of Lemma 4.8 gives that
ψ is a ground state of (4.3). To see that ψ is positive, we note that
∆ψk − bk
γk
ψk = − 1
γk
fk(ψ) ≤ 0,
because γk > 0, ψk are non-negatives and fk satisfies (H7). Therefore by the strong maximum
principle (see, for instance, [13, Theorem 3.5]) we obtain the positiveness of ψ.
Finally, we will prove (4.15). Indeed, if ψ is as in part (ii), Lemmas 4.5 and 4.8 imply,
ξ1 = J(ψ) =
n
n
4
2
(6− n) 32−n4 I(ψ) 12 = n
n
4
2
(6− n)1−n4 Q(ψ) 12 .
Therefore, if ψ˜ ∈ G(ω,β), from Remark 4.6 we get
ξ1 =
n
n
4
2
(6− n)1−n4 Q(ψ˜)1/2,
completing the proof of the theorem. 
As a consequence of Theorem 4.11 we can obtain the sharp constant one can place in (4.13).
More precisely, we have
Corollary 4.12. Let 1 ≤ n ≤ 5. The inequality
P (u) ≤ CopQ(u)
3
2
−n
4K(u)
n
4 ,
holds, for any u ∈ P, with
Cop =
2 (6− n)n4−1
n
n
4
1
Q(ψ) 12
,
where ψ ∈ G(ω,β).
We finish this section with the following regularity result.
Lemma 4.13. Assume 1 ≤ n ≤ 5 and let ϕ ∈ H1 be a solution of
−∆ϕk + ckϕk = dkfk(ϕ), k = 1, . . . , l,
where ck, dk are positive constants. Then,
(i) ϕ ∈ W3,p for 2 ≤ p < ∞. In particular ϕk is of class C2 and
∑l
k=1 |Dβϕk(x)| → 0
as |x| → ∞ for |β| ≤ 2.
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(ii) There exist ǫ > 0 such that
eǫ|x|
l∑
k=1
(|ϕk(x)|+ |∇ϕk(x)|) ∈ L∞.
In particular | · |ϕ ∈ L2.
Proof. The proof is similar to that of Theorem 8.1.1 in [7]. So, we omit the details. 
5. Global solutions versus blow-up
In this section we establish global and blow-up results for system (1.1). We assume that
(H1)-(H8) hold again.
5.1. Virial Identities. Let us start with the following.
Theorem 5.1. Let 1 ≤ n ≤ 6. Assume u0 ∈ H1 and xu0 ∈ L2. Let u be the corresponding
local solution given by Theorems 3.9 and 3.10. Then, the function t → | · |u(·, t) belongs to
C(I,L2). Moreover, the function
t→ V (t) =
l∑
k=1
α2k
γk
‖xuk(t)‖2L2 =
l∑
k=1
α2k
γk
∫
|x|2|uk(x, t)|2 dx
is in C2(I),
V ′(t) = 4
l∑
k=1
αkIm
∫
∇uk · xuk dx,
and
V ′′(t) = 2nE0 − 2nL(u) + 2(4− n)K(u), for all t ∈ I, (5.1)
where E0 = E(u0), and K and L are defined in (3.6) and (3.7).
Proof. The proof can be performed adapting the arguments of Proposition 6.5.1 in [7]. Nev-
ertheless, we adopt the technique presented in [10], which explores the Hamiltonian structure
of the system. The Hamiltonian form of system (1.1) is given by
d
dt
X(t) = JE′(X(t)),
where X(t) = u(t), J is the skew-adjoint operator given by
J =


−i/2α1 · · · 0 0
0 −i/2α2 · · · 0
... · · · . . . ...
0 · · · 0 −i/2αl

 ,
and E′ stands for the Fréchet derivative of the energy E in (3.5).
Let us now introduce the variance functional
V(u) =
∫
|x|2
l∑
k=1
α2k
γk
|uk|2 dx.
Note that
V ′(u) =


2
α21
γ1
|x|2u1
...
2
α2l
γl
|x|2ul

 . (5.2)
and V (t) = V(X(t)). Thus,
V ′(t) =
d
dt
V(X(t)) = 〈V ′(X(t)), d
dt
X(t)〉 = 〈V ′(X(t)), JE′(X(t))〉 =: P(X(t)).
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Thus, in order to determine V ′(t), it suffices to determine the functional P. The idea to do
that is to use a dual Hamiltonian system. Indeed, given X˜0, assume the initial-value problem
d
dt
X˜(t) = JV ′(X˜(t)), X˜(0) = X˜0 (5.3)
is (at least) locally well-posed. Then
d
dt
E(X˜(t)) = 〈E′(X˜(t)), d
dt
X˜(t)〉 = 〈E′(X˜(t)), JV ′(X˜(t))〉 = −〈V ′(X˜(t)), JE′(X˜(t))〉 = −P(X˜(t)).
Evaluating at t = 0, we deduce
P(X˜0) = − d
dt
E(X˜(t))
∣∣∣
t=0
.
To summarize, in order to determine V ′(t), it suffices to solve (5.3) and then take the derivative
of the energy at this solution evaluated at t = 0.
In our case, in view of (5.2), problem (5.3) takes the form

∂tu˜1 = −iα1γ1 |x|2u˜1, u˜1(0) = u˜10,
...
∂tu˜l = −iαlγl |x|2u˜l, u˜l(0) = u˜l0,
(5.4)
with X˜0 = (u˜10, . . . , u˜l0). Integrating (5.4) we obtain
(u˜1(x, t), . . . , u˜l(x, t)) =
(
e
−i
α1
γ1
|x|2t
u˜10, . . . , e
−i
αl
γl
|x|2t
u˜l0
)
.
Since, for k = 1, . . . , l,
|∇u˜k|2 = |∇u˜k0|2 + 4tαk
γk
Re[ix · ∇u˜k0u˜k0] + 4t2α
2
k
γ2k
|xu˜k0|2,
we deduce
E(X˜(t)) =
l∑
k=1
γk‖∇u˜k0‖2L2 +
l∑
k=1
βk‖u˜k0‖2L2 + 4t
l∑
k=1
αk
∫
Re[ix · ∇u˜k0u˜k0] dx
+ 4t2
l∑
k=1
α2k
γk
‖xu˜k0‖2L2 − 2Re
∫
F
(
e
−i
α1
γ1
|x|2t
u˜10, . . . , e
−i
αl
γl
|x|2t
u˜l0
)
dx.
Now, from (H4) with θ = −|x|2t we infer
ReF
(
e
−i
α1
γ1
|x|2t
u˜10, . . . , e
−i
αl
γl
|x|2t
u˜l0
)
= ReF (X˜0),
which leads to
E(X˜(t)) =
l∑
k=1
γk‖∇u˜k0‖2L2 +
l∑
k=1
βk‖u˜k0‖2L2 + 4t
l∑
k=1
αkRe[ix · ∇u˜k0u˜k0] dx
+ 4t2
l∑
k=1
α2k
γk
‖xu˜k0‖2L2 − 2Re
∫
F (X˜0) dx.
Taking the derivative with respect to t in the last expression and evaluating at t = 0 gives
d
dt
E(X˜(t))
∣∣∣
t=0
= 4
l∑
k=1
αk
∫
Re[ix · ∇u˜k0u˜k0] dx = −4Im
∫ l∑
k=1
αkx · ∇u˜ku˜k dx.
Therefore,
V ′(t) = 4Im
∫ l∑
k=1
αkx · ∇u˜ku˜k dx,
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as desired.
To obtain the second derivative of V we use the same idea with the functional V replaced
by
G(u) = 4Im
∫ l∑
k=1
αkx · ∇ukuk dx.
We start by noticing that if F(f) = Im ∫ x ·∇ff dx, then the Fréchet derivative of F is given
by F ′(f) = −i(2x · ∇f + nf). Thus,
G′(u) =


−4α1i(2x · ∇u1 + nu1)
...
−4αli(2x · ∇ul + nul)

 ,
and the IVP
d
dt
X˜(t) = JG′(X˜(t)), X˜(0) = X˜0 takes the form


(u˜1)t = −4x · ∇u1 − 2nu1, u˜1(0) = u˜10,
...
(u˜l)t = −4x · ∇ul − 2nul, u˜l(0) = u˜l0.
The solution of the last system is
(u˜1(x, t), . . . , u˜l(x, t)) =
(
e−2ntu˜10
(
e−4tx
)
, . . . , e−2ntu˜l0
(
e−4tx
))
.
Since ∇u˜k = e−2nte−4t∇u˜k0
(
e−4tx
)
, then
|∇u˜k|2 = e−4nte−8t
∣∣∇u˜k0 (e−4tx)∣∣2 .
This yields
E(X˜(t)) =
l∑
k=1
γk
∫
e−4nte−8t
∣∣∇u˜k0 (e−4tx)∣∣2 dx+ l∑
k=1
βk
∫
e−4nt
∣∣u˜k0 (e−4tx)∣∣2 dx
− 2Re
∫
F
(
e−2ntu˜10
(
e−4tx
)
, . . . , e−2ntu˜l0
(
e−4tx
))
dx.
(5.5)
Since F is homogeneous of degree 3 (see assumption (H5)),
F
(
e−2ntu˜10
(
e−4tx
)
, . . . , e−2ntu˜l0
(
e−4tx
))
= e−6ntF
(
u˜10
(
e−4tx
)
, . . . , u˜l0
(
e−4tx
))
Combining this with the change of variable e−4tx = y, expression (5.5) reads as
E(X˜(t)) = e−8t
l∑
k=1
γk‖∇u˜k0‖2L2 +
l∑
k=1
βk‖u˜k0‖2L2 − 2e−2ntRe
∫
F (X˜0 (y)) dy,
Consequently,
− d
dt
E(X˜(t))
∣∣∣∣
t=0
= 8
l∑
k=1
γk‖∇u˜k0‖2L2 − 4nRe
∫
F (X˜0 (y)) dy,
and
V ′′(t) = 8
l∑
k=1
γk‖∇uk(t)‖2L2 − 4nRe
∫
F (u(t)) dy. (5.6)
From the expression in the conservation law (3.5) we obtain (5.1). This complete the proof
of the theorem. 
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Remark 5.2. We introduce the following space
Σ = {u ∈ H1; xu ∈ L2}.
Here the product xu must be understood as (xu1, . . . , xul). In particular,
‖xu‖L2 =
l∑
k=1
∫
|x|2|uk|2dx.
We note that Σ equipped with the norm
‖u‖Σ = ‖u‖H1 + ‖| · |u‖L2 ,
is a Hilbert space.
As an immediate consequence of (5.1) we obtain.
Corollary 5.3 (Virial identity). Let 1 ≤ n ≤ 6. Assume u0 ∈ H1 and let u ∈ Σ be the
corresponding solution given by Theorems 3.9, 3.10 and 5.1. Then
Q (xu(t)) = Q (xu0) + P0t+ nE0t
2 − 2n
∫ t
0
(t− s)L(u(s)) ds
+ 2(4− n)
∫ t
0
(t− s)K(u(s)) ds,
for all t ∈ I, where
P0 = 4
l∑
k=1
αkIm
∫
∇uk0 · xuk0 dx.
Next we will pay particular attention to the case where the initial data is radially symmetric.
Let us start by recalling the following.
Lemma 5.4. If f ∈ H1(Rn) is a radially symmetric function, then
‖f‖p+1
Lp+1(|x|≥R)
≤ C
R(n−1)(p−1)/2
‖f‖(p+3)/2
L2(|x|≥R)
‖∇f‖(p−1)/2
L2(|x|≥R)
.
In particular, if n = 5 and p = 2, then
‖f‖3L3(|x|≥R) ≤
C
R2
‖f‖5/2
L2(|x|≥R)
‖∇f‖1/2
L2(|x|≥R)
. (5.7)
Proof. The proof is a consequence of Strauss’ radial lemma (see also [34, page 323]). 
Next we deduce a similar result as in Theorem 5.1 but with a smooth cut-off function
instead of |x|.
Theorem 5.5. Let 1 ≤ n ≤ 6. Assume u0 ∈ H1 and let u be the corresponding given by
Theorems 3.9 and 3.10. Assume ϕ ∈ C∞0 (Rn) and define
V (t) =
1
2
∫
ϕ(x)
(
l∑
k=1
α2k
γk
|uk|2
)
dx.
Then,
V ′(t) =
l∑
k=1
αkIm
∫
∇ϕ · ∇ukuk dx,
and
V ′′(t) = 2
∑
1≤m,j≤n
Re
∫
∂2ϕ
∂xm∂xj
[
l∑
k=1
γk∂xjuk∂xmuk
]
dx
− 1
2
∫
∆2ϕ
(
l∑
k=1
γk|uk|2
)
dx− Re
∫
∆ϕF (u) dx.
(5.8)
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Proof. The proof follows the ideas presented in [22, Lemma 2.9]. There, it was considered a
local virial identity for a single Schrödinger equation. An adapted version of it, for a system,
can be founded in [32, Theorem 2.1]. To get the first derivative of V we use Lemma 2.9. For
the second derivative, we use the consequences of (H3) and (H5) stayed in Lemma 2.11. 
Corollary 5.6. Under the assumptions of Theorem 5.5, if ϕ and u0 are radially symmetric
functions, we can write (5.8) as
V ′′(t) = 2
∫
ϕ′′
(
l∑
k=1
γk|∇uk|2
)
dx− 1
2
∫
∆2ϕ
(
l∑
k=1
γk|uk|2
)
dx
− Re
∫
∆ϕF (u) dx.
(5.9)
Proof. The proof follows immediately from Theorem 5.5, taking into account that if u0 is
radially symmetric so is u. 
We finish this subsection with the following result.
Lemma 5.7. Let r = |x|, x ∈ Rn. Take χ to be a smooth function with
χ(r) =
{
r2, 0 ≤ r ≤ 1
0, r ≥ 3
and χ′′(r) ≤ 2, for any r ≥ 0. Let χR(r) = R2χ (r/R).
(1) If r ≤ R, then ∆χR(r) = 2n and ∆2χR(r) = 0.
(2) If r ≥ R, then
∆χR(r) ≤ C1, ∆2χR(r) ≤ C2
R2
,
where C1, C2 are constant depending on n.
Proof. The lemma follows by a straightforward calculation. 
5.2. Global existence in H1. In Theorem 3.16 we have proved that solutions of system
(1.1) are global in H1(Rn), for n = 4 and n = 5, provided that the initial data is sufficiently
small. Here we will see how small the initial data must be. To do so, we will use a particular
set of ground states to give sharp sufficient conditions for the existence of global solutions.
The ground states of interest are those with bk =
α2k
γk
; that is, the ones satisfying the system
− γk∆ψk + α
2
k
γk
ψk = fk(ψ), k = 1 . . . , l. (5.10)
Remark 5.8. In view of Theorem 4.11, ground states for (5.10) do exists. In addition, they
can be seen as elements is the set G(1,0).
Our sharp criterion for global well-posedness will be given in terms of such ground states.
More precisely, Theorem 3.16 (ii)-(iii) can be reformulated as follows.
Theorem 5.9 (Sufficient condition for global solutions). Assume u0 ∈ H1 and let u be the
solution of (1.1) defined in the maximal existence interval I. Let ψ ∈ G(1,0).
(i) Assume n = 4. If
Q(u0) < Q(ψ), (5.11)
then the initial value problem (1.1) is globally well-posed in H1.
(ii) Assume n = 5 and in addition that
Q(u0)E(u0) < Q(ψ)E(ψ), (5.12)
where E is the energy defined in (3.5) with β = 0.
If
Q(u0)K(u0) < Q(ψ)K(ψ), (5.13)
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then
Q(u0)K(u(t)) < Q(ψ)K(ψ), t ∈ I.
In particular the initial value problem (1.1) is globally well-posed in H1.
Proof. Recall that, from Theorem 4.11, the numbers ξ0 in (3.8) and ξ1 in (4.14) are the same.
Moreover, in view of (4.15) and the fact that Q(ψ) = Q(ψ) (under the assumption bk = α
2
k
γk
),
(3.12) and (5.11) are equivalent. So, part (i) follows from Theorem 3.16.
For (ii), recall that
E(u(t)) = K(u(t)) + L(u(t))− 2P (u(t)).
Hence, from Lemmas 3.11 and 3.13 and Corollary 4.12, we deduce
K(u(t)) = E0 − L(u(t)) + 2P (u(t))
≤ E0 + 2CopQ
1
4
0K(u(t))
5
4 .
(5.14)
Now, as in the proof of Theorem 3.16, we apply Lemma 3.17 with a = E0, b = 2CopQ
1
4
0 ,
q = 54 , and G(t) = K(u(t)). It is easily seen that
γ := (bq)−
1
q−1 =
5Q(ψ)2
Q0
.
In addition, from Lemma 4.5, with n = 5, we see that K(ψ) = 5Q(ψ) and E(ψ) = Q(ψ). As
a consequence, a <
(
1− 1q
)
γ and G(0) < γ are equivalent to (5.12) and (5.13), respectively.
Lemma 3.17 then yields the desired and the proof of the theorem is completed. 
5.3. Blow-up results. Now we will use the Virial identities stayed in section 5.1 to construct
blow-up solutions. In particular we will show that, in some cases, the assumptions in Theorem
5.9 are sharp.
Let us start with the following.
Proposition 5.10. Let u0 ∈ H1 satisfy (5.11) if n = 4 or (5.13) if n = 5. Then,
E0 := E(u0) > 0.
Proof. If n = 4 this follows as in (3.16) taking into account that ξ−10 = Cop =
1
2Q(ψ)1/2
. In a
similar fashion, if n = 5 this follows as in (5.14) taking into account that Cop =
2
55/4Q(ψ)1/2
and using (5.13). 
The next theorem shows that E(u0) > 0 is indeed a necessary condition in order to have
global solution.
Theorem 5.11. Let 4 ≤ n ≤ 6. Assume u0 ∈ Σ and let u be the solution of (1.1) defined in
the maximal existence interval, say, I. Then I is finite if either
(i) E0 < 0; or
(ii) E0 = 0, P0 < 0,
where E0 and P0 are as in Corollary 5.3.
Proof. This result can be proved by using the classical convexity method in a similar fashion
as that for the nonlinear Schrödinger equation (see, for instance, [7] or [27]). So we omit the
details. 
Next we will prove that, under some assumptions on the coefficients of system (1.1), con-
ditions (5.11) and (5.13) in Theorem 5.9 are sharp. More precisely, we will construct suitable
initial data, which does not meet such a conditions and the corresponding solution blows-up
in finite time (see also [18]).
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5.3.1. L2 critical case. First we study the L2 critical case; n = 4. We start with the invariance
of the system (1.1) under the pseudo-conformal transformation. In what follows SL(2,R)
denotes the special linear group of degree 2.
Lemma 5.12. Assume n = 4 and let A =
(
a b
c d
)
∈ SL(2,R). Define vA = (vA1 , . . . , vAl )
by
vAk (x, t) = (a+ bt)
−2e
i
αk
γk
b|x|2
4(a+bt)uk
(
x
a+ bt
,
c+ dt
a+ bt
)
, k = 1, . . . , l.
If u is a solution of system (1.1) with βk = 0, k = 1, . . . , l, so is v
A.
Proof. First observe that a straightforward but tedious calculation gives[
i∂tv
A
k +
γk
αk
∆vAk
]
(x, t) = (a+ bt)−4e
i
αk
γk
b|x|2
4(a+bt)
[
i∂tuk +
γk
αk
∆uk
](
x
a+ bt
,
c+ dt
a+ bt
)
,
for k = 1, . . . , l. Moreover, Lemmas 2.12 and 2.8 yield
fk(v
A(x, t)) = fk
(
(a+ bt)−2e
i
α1
γ1
b|x|2
4(a+bt)u1, . . . , (a+ bt)
−2e
i
αl
γl
b|x|2
4(a+bt)ul
)
= (a+ bt)−4e
i
αk
γk
b|x|2
4(a+bt) fk (u) ,
where we have omitted the argument
(
x
a+bt ,
c+dt
a+bt
)
in the right-hand side. The result then
follows as a combination of the last two identities. 
Remark 5.13. Note that u is a solution of (1.1) with βk =
α2k
γk
, k = 1, . . . , l, if and only if u˜
given by
u˜k(x, t) = e
i
αk
γk
t
uk(x, t), k = 1, . . . , l,
is also solution of (1.1) but with βk = 0, k = 1, . . . , l.
Now let ψ ∈ G(1,0). In particular ψ is a solution of (1.1) with βk = α
2
k
γk
. Hence, from
Remark 5.13,
u˜k(x, t) = e
i
αk
γk
t
ψ(x), k = 1, . . . , l,
is a solution of (1.1) with βk = 0. Moreover, by Lemma 5.12, for any A ∈ SL(2,R), vA
defined by
vAk (x, t) = (a+ bt)
−2e
i
αk
γk
b|x|2
4(a+bt) e
i
αk
γk
c+dt
a+btψk
(
x
a+ bt
)
, k = 1, . . . , l,
is also a solution. With this in hand we are able to establish the following.
Theorem 5.14. Assume n = 4 and let ψ ∈ G(1,0). For any T > 0 let A =
(
T −1
0 1T
)
in
such a way that
vAk (x, t) = (T − t)−2e−i
αk
γk
|x|2
4(T−t)
+i
αk
γk
t
T (T−t)ψk
(
x
T − t
)
, k = 1, . . . , l.
Then
(i) vA is a solution of (1.1) with βk = 0 for k = 1, . . . , l.
(ii)
vAk (x, 0) = T
−2e
−i
αk
γk
|x|2
4T ψk
( x
T
)
, k = 1, . . . , l.
(iii) Q(vA(0)) = Q(ψ).
(iv) K(vA(t)) = O((T − t)−2) as t→ T−.
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Proof. Statement (i) is a consequence of the Lemma 5.12. Statements (ii), (iii) and (iv) follows
from a direct calculation. 
Corollary 5.15. Under the assumptions of Theorem 5.14, if uA is defined by
uAk (x, t) = e
−i
αk
γk
t
vAk (x, t),
then uA is a solution of (1.1) with βk =
α2k
γk
, k = 1, . . . , l, such that Q(uA(0)) = Q(ψ) and
uA blows-up in finite time.
Corollary 5.15 shows that part (i) in Theorem 5.9 is sharp under the assumption βk =
α2k
γk
,
k = 1, . . . , l.
5.3.2. L2 supercritical case. Next we analyze the L2 supercritical and H1 subcritical case;
n = 5. We will follow the ideas presented in [19], [32] and [34].
Theorem 5.16 (Existence of blow-up solutions). Let n = 5. Assume u0 ∈ H1 and let u
be the corresponding solution of (1.1) defined in the maximal existence interval, say, I. Let
ψ ∈ G(1,0). Assume, also that
Q(u0)E(u0) < Q(ψ)E(ψ), (5.15)
and
Q(u0)K(u0) > Q(ψ)K(ψ). (5.16)
If xu0 ∈ L2 or u0 is radially symmetric, then I is finite.
Before proving Theorem we recall a slightly modification of part (ii) in Lemma 3.17.
Lemma 5.17. Let I an open interval with 0 ∈ I. Let a ∈ R, b > 0 and q > 1. Define
γ = (bq)
− 1
q−1 and f(r) = a− r+ brq, for r ≥ 0. Let G(t) a non-negative continuous function
such that f ◦G ≥ 0 on I. Assume that a < (1− δ1)
(
1− 1q
)
γ, for some small δ1 > 0.
If G(0) > γ, then there exist δ2 = δ2(δ1) > 0 such that G(t) > (1 + δ2)γ, ∀t ∈ I.
Proof. See [32, Corollary 3.2] 
Proof of Theorem 5.16. From (5.15) it is clear we may obtain δ1 > 0 small such that
Q(u0)E(u0) < (1− δ1)Q(ψ)E(ψ). (5.17)
With the same notation of the proof of part (ii) of Theorem 5.9, it is easily checked that
G(0) > γ is equivalent to (5.16) and a < (1− δ1)
(
1− 1q
)
γ is equivalent to (5.17). Hence, by
Lemma 5.17 there exist δ2 > 0 such that
Q(u0)K(u(t)) > (1 + δ2)Q(ψ)K(ψ). (5.18)
Let us first assume xu0 ∈ L2. From (5.1) with n = 5, we have
V ′′(t) = 10E(u0)− 10L(u(t)) − 2K(u(t)), t ∈ I. (5.19)
By multiplying both sides of (5.19) by Q(u0), using (5.17)-(5.18) and the fact that E(ψ) =
(1/5)K(ψ), we obtain, for any t ∈ I,
V ′′(t)Q(u0) = 10E(u0)Q(u0)− 10L(u(t))Q(u0)− 2K(u(t))Q(u0)
< 10(1 − δ1)E(ψ)Q(ψ)− 2(1 + δ2)Q(ψ)K(ψ)
= 2(1− δ1)K(ψ)Q(ψ)− 2(1 + δ2)Q(ψ)K(ψ)
= −2 (δ1 + δ2)Q(ψ)K(ψ)
=: −B,
where B is a positive constant. Thus, if we assume that I is infinite must exist t∗ ∈ I such
that V (t∗) < 0, which is a contradiction, because V > 0. Therefore I must be finite.
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Now, we assume that u0 is radially symmetric. Thus, by taking ϕ as χR in (5.9), where
χR is given in Lemma 5.7, we get
V ′′(t) = 2
∫
χ′′R
(
l∑
k=1
γk|∇uk|2
)
dx− 1
2
∫
∆2χR
(
l∑
k=1
γk|uk|2
)
dx
− Re
∫
∆χRF (u) dx.
(5.20)
We will estimate each one of the terms in V ′′. For the first one, using the fact that
χ′′R(r) ≤ 2, we have
2
∫
χ′′R
(
l∑
k=1
γk|∇uk|2
)
dx ≤ 4
l∑
k=1
γk‖∇uk‖2L2 = 4K(u). (5.21)
For the second one, using Lemma 5.7 and the conservation of charge we get
−1
2
∫
∆2χR
(
l∑
k=1
γk|uk|2
)
dx = −1
2
∫
{|x|≥R}
∆2χR
(
l∑
k=1
γk|uk|2
)
dx
≤ C2
R2
∫
{|x|≥R}
(
l∑
k=1
γk|uk|2
)
dx
≤ C2
R2
max
1≤j≤l
{
γ2j
α2j
}
l∑
k=1
α2k
γk
‖uk‖2L2
=
C ′2
R2
Q(u0),
(5.22)
for some positive constant C ′2. Finally, the last term in (5.20) is estimated as follows
−Re
∫
∆χRF (u) dx = −Re
∫
{|x|≤R}
∆χRF (u) dx− Re
∫
{|x|≥R}
∆χRF (u) dx
≤ −10 Re
∫
{|x|≤R}
F (u) dx+ C1
∫
{|x|≥R}
|ReF (u)| dx
= −10 Re
∫
R5
F (u) dx+ C ′1
∫
{|x|≥R}
|ReF (u)| dx
= −10P (u) +C ′1
∫
{|x|≥R}
|ReF (u)| dx,
where we have used Lemma 5.7 with n = 5. Here C ′1 is also a positive constant. Now the
conservation of the energy and (3.9) imply −10P (u) = 5E(u0)− 5K(u)− 5L(u). Thus,
−Re
∫
∆χRF (u) dx ≤ 5E(u0)− 5K(u)− 5L(u) + C ′1
∫
{|x|≥R}
|ReF (u)| dx
≤ 5E(u0)− 5K(u) + C ′1
∫
{|x|≥R}
|ReF (u)| dx.
(5.23)
Gathering together (5.20)-(5.23), we have
V ′′(t) ≤ 5E(u0)−K(u) + C
′
2
R2
Q(u0) + C
′
1
∫
{|x|≥R}
|ReF (u)| dx
≤ 5E(u0)−K(u) + C
′
2
R2
Q(u0) + C
′
1C
l∑
k=1
‖uk‖3L3(|x|≥R),
(5.24)
where we used Lemma 2.10.
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Next, by using (5.7) and Young’s inequality with ǫ (small) we conclude that
l∑
k=1
‖uk‖3L3(|x|≥R) ≤
C˜
R2
l∑
k=1
‖uk‖5/2L2(|x|≥R)‖∇uk‖
1/2
L2(|x|≥R)
≤ Cǫ
l∑
k=1

R−2
[(
α2k
γk
)1/2
‖uk‖L2(|x|≥R)
]5/2

4/3
+ ǫ
l∑
k=1
{[
γ
1/2
k ‖∇uk‖L2(|x|≥R)
]1/2}4
≤ C˜ǫ
R8/3
(
l∑
k=1
α2k
γk
‖uk‖2L2(|x|≥R)
)5/3
+ ǫ
l∑
k=1
γk‖∇uk‖2L2(|x|≥R)
≤ C˜ǫ
R8/3
Q(u0)
5/3 + ǫK(u).
Therefore, from (5.24),
V ′′(t) ≤ 5E(u0)− (1− ǫ)K(u) + C
′
2
R2
Q(u0) +
C˜ǫ
R8/3
Q(u0)
5/3. (5.25)
Multiplying (5.25) by Q(u0), we obtain
Q(u0)V
′′(t) ≤ 5E(u0)Q(u0)− (1− ǫ)K(u)Q(u0) + C
′
2
R2
Q(u0)
2 +
C˜ǫ
R8/3
Q(u0)
8/3.
Using (5.17), (5.18) we can write
Q(u0)V
′′(t) ≤ 5(1− δ1)Q(ψ)E(ψ)− (1− ǫ) (1 + δ2)Q(ψ)K(ψ) + C
′
2
R2
Q(u0)
2 +
C˜ǫ
R8/3
Q(u0)
8/3
= [−(δ1 + δ2) + ǫ(1 + δ2)]Q(ψ)K(ψ) + C
′
2
R2
Q(u0)
2 +
C˜ǫ
R8/3
Q(u0)
8/3,
where we used that E(ψ) = (1/5)K(ψ). Choosing ǫ > 0 small enough and R > 0 sufficiently
large , we can conclude that V ′′(t) < −B, for some constant B > 0. As above, we then
conclude that I must be finite. 
6. Stability and instability of standing waves
In this section we will establish some stability and instability results for the ground states
obtained in Theorem 4.11. As we saw in section 5 the ground states solutions of system (5.10)
play a crucial role in the dynamics of (1.1). So, here we will be interested in studying their
stability/instability.
In the L2-subcritical case, 1 ≤ n ≤ 3, by using the concentration-compactness method we
will prove stability results. On the other hand, for the L2-critical, n = 4, and L2- supercritical,
n = 5, we use the blowing up solutions to prove the instability of the standing waves.
6.1. Stability. This subsection is devoted to prove our stability results. Throughout the
subsection we assume 1 ≤ n ≤ 3 and
ω = 1 and βk = 0, k = 1, . . . , l.
This means, as we observed in Remark 5.8, we are interested in the stability of the set G(1,0).
Our main theorem here reads as follows.
Theorem 6.1. Let 1 ≤ n ≤ 3. Let G(1,0) be the set of ground states of (5.10). Then G(1,0)
is stable in H1 in the following sense: for every ǫ > 0, there exist δ > 0 such that if
inf
φ∈G(1,0)
‖u0 − φ‖H1 < δ,
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then the global solution of (1.1) given by Theorem 3.16, with u(0) = u0 satisfies
inf
φ∈G(1,0)
‖u(t) − φ‖H1 < ǫ,
for all t ∈ R.
Our goal throughout this subsection is to prove Theorem 6.1. To begin with, recall the
energy functional in (3.5) becomes
E(φ) = K(φ)− 2P (φ).
where, as before, the functionals K and P are given by
K(φ) =
l∑
k=1
γk‖∇φk‖2L2 and P (φ) =
∫
F (φ) dx.
For any ν > 0, let us consider the subset of P defined by
Γν = {φ ∈ P; Q(φ) = ν} ,
where
Q(φ) =
l∑
k=1
α2k
γk
‖φk‖2L2 . (6.1)
Let Aν be the set of all solutions of the minimization problem
Iν = inf{E(φ) : φ ∈ Γν}, (6.2)
that is,
Aν = {φ ∈ H1; E(φ) = Iν and Q(φ) = ν}.
In what follows we will show that such a set is nonempty. As usual, we say that (φm) is a
minimizing sequence of (6.2) if φm ∈ Γν and E(φm) converges to Iν .
Remark 6.2. It is easily seen that if (φm) is a minimizing sequence so is (|φm|). In partic-
ular, without loss of generality, we can always (and will) assume that minimizing sequences
are non-negative.
Next, define the sequence of non-decreasing functions Mm : [0,∞)→ [0, ν] by
Mm(r) = sup
y∈Rn
∫
{|x−y|<r}
l∑
k=1
α2k
γk
|φkm|2 dx. (6.3)
Being uniformly bounded, this sequences converges (up to a subsequence) to a non-decreasing
function M : [0,∞) → [0, ν]. By defining
α := lim
r→∞
M(r), (6.4)
we have three possibilities: α = 0 (vanishing), 0 < α < ν (dichotomy), and α = ν (com-
pactness). The idea of the concentration-compactness method is to show that vanishing and
dichotomy cannot occur. To do so, we follow closely the arguments in [2] (see also [29] and
[30]).
Let us start with some properties of Iν and the minimizing sequences of (6.2). The first
result states that Iν is finite and negative.
Lemma 6.3. For any ν > 0, we have −∞ < Iν < 0.
Proof. We divide the proof in three steps.
Step 1. Γν 6= ∅.
In fact, given v ∈ P, define
φ(x) =
√
ν
Q(v)
v(x).
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An application of Lemma 4.9 gives
Q(φ) = ν and P (φ) =
(
ν
Q(v)
)3/2
P (v) > 0.
Hence, φ ∈ Γν .
Step 2. Iν < 0.
Fix any φ ∈ Γν . For λ > 0 define
φλ(x) = λn/2
(
δ 1
λ
φ
)
(x).
Lemma 4.9 again implies
Q(φλ) = Q(φ) = ν and P (φλ) = λn/2P (φ) > 0,
which means that φλ ∈ Γν , for any λ > 0.
Now it is easy to see that the function
R
+ ∋ λ 7→ f(λ) := E(φλ) = λ2K(φ)− 2λn/2P (φ)
attains its unique minimum at the point λ∗ =
[
2K(φ)
nP (φ)
] 2
n−4
> 0. In particular, f(λ∗) =
λ2∗
(
n−4
n
)
K(φ) < 0 and
Iν ≤ E(φλ∗) = f(λ∗) < 0.
which concludes Step 2.
Step 3. Iν > −∞.
Fix any φ ∈ Γν . From Gagliardo-Nirenberg inequality (Corollary 4.12) and Young’s in-
equality with ǫ,
P (φ) ≤ CQ(φ) 32−n4K(φ)n4 = Cν 32−n4K(φ)n4 ≤ ǫK(φ) + C, ǫ > 0,
where C = C(ǫ, ν). Thus,
E(φ) = K(φ)− 2P (φ) ≥ (1− 2ǫ)K(φ)− C ≥ −C, (6.5)
provided that 0 < ǫ < 1/2. Since φ is arbitrary the claim follows and the proof is completed.

Next lemma establishes that, every minimizing sequence of (6.2) is bounded in H1 and the
real sequence (P (φm)) is bounded from below for m sufficiently large.
Lemma 6.4. If (φm) is a minimizing sequence of (6.2), then there exist constants B > 0
and δ > 0 such that
(i) ‖φm‖H1 ≤ B, for all m ∈ N, and
(ii) P (φm) ≥ δ for all sufficiently large m.
Proof. Since (φm) is a minimizing sequence we have
lim
m→∞
E(φm) = Iν and Q(φm) = ν, ∀m ∈ N.
In particular, (φm) is bounded in L
2. In addition, from (6.5) there exist positive constants τ
and C such that
τK(φm) ≤ E(φm) + C,
This, combined with the fact that (E(φm)) is a bounded sequence yield (i).
Now we prove (ii). Since Iν < 0, we have E(φm) ≤ Iν/2, for m large enough. Thus,
P (φm) = −
1
2
E(φm) +
1
2
K(φm) ≥ −
Iν
4
+
1
2
K(φm) ≥ −
Iν
4
,
for m large enough. By taking δ = −Iν/4 > 0 we conclude the proof. 
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Next we prove the subadditivity of Iν . More precisely,
Lemma 6.5. For all ν1, ν2 > 0 we have
Iν1+ν2 < Iν1 + Iν2 .
Proof. We proceed in three steps.
Step 1. If θ > 0 and ν > 0 then Iθν = θ
6−n
4−n Iν .
In fact, given any φ ∈ H1, define
φθ(x) = θ
2
4−n (δλφ) (x) , λ = θ
− 1
4−n .
From Lemma 4.9 we then infer
Q(φθ) = θQ(φ), K(φθ) = θ
6−n
4−nK(φ), P (φθ) = θ
6−n
4−nP (φ),
from which we deduce that the sets {E(φ); φ ∈ Γθν} and {θ
6−n
4−nE(φ); φ ∈ Γν} are the same.
Hence,
Iθν = inf{E(φ); φ ∈ Γθν} = inf{θ
6−n
4−nE(φ); φ ∈ Γν} = θ
6−n
4−n Iν .
Step 2. For 1 ≤ n ≤ 3, we have ν
6−n
4−n
1 + ν
6−n
4−n
2 < (ν1 + ν2)
6−n
4−n .
Observe that the cases n = 2 and n = 3 are immediate. For n = 1 we have to prove that
ν
5
3
1 + ν
5
3
2 < (ν1 + ν2)
5
3 . (6.6)
Without loss of generality we may assume ν1 < ν2. By dividing both sides of (6.6) by ν
5
3
2 we
see that it suffices to prove that
f(x) =
(1 + x)
5
3
1 + x
5
3
> 1, 0 < x < 1.
Since f ′(x) > 0 if 0 < x < 1, f is an increasing function on 0 < x < 1. In particular,
1 = f(0) < f(x), which is the desired conclusion.
Step 3. Iν1+ν2 < Iν1 + Iν2 .
Lemma 6.3 yields I1 < 0. Thus, using Steps 1 and 2 above
Iν1+ν2 = (ν1 + ν2)
6−n
4−n I1 < ν
6−n
4−n
1 I1 + ν
6−n
4−n
2 I1 = Iν1 + Iν2 ,
which completes the proof. 
6.1.1. Ruling out vanishing. Here we prove that the case α = 0 cannot occur. We start with
the following property.
Lemma 6.6. Let B > 0 and δ > 0 be given. There exists a constant η = η(B, δ) > 0 such
that if φ ∈ H1 satisfies φ ≥ 0, ‖φ‖H1 ≤ B and P (φ) ≥ δ, then
sup
y∈Rn
∫
{|x−y|<1/2}
F (φ) dx ≥ η.
Proof. Without loss of generality we assume that H1 is endowed with the equivalent norm
‖φ‖2
H1
= K(φ)+Q(φ). Let (Qj)j≥0 be a sequence of open cubes in R
n, with side length
1√
2
,
such that Qj ∩Qk = ∅ if j 6= k and
⋃
j≥0Qj = R
n. Denote by xj the center of each cube. It
follows that
∞∑
j=0
∫
Qj
l∑
k=1
(
γk|∇φk|2 + α
2
k
γk
|φk|2
)
dx = ‖φ‖2
H1
≤ B
2
δ
P (φ) =
B2
δ
∞∑
j=0
∫
Qj
F (φ) dx.
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The last inequality implies that there exist j0 ≥ 0 such that
‖φ‖2
H1(Qj0 )
=
∫
Qj0
l∑
k=1
(
γk|∇φk|2 +
α2k
γk
|φk|2
)
dx ≤ B
2
δ
∫
Q0
F (φ) dx. (6.7)
On the other hand, the Gagliardo-Nirenberg inequality on bounded domains (see, for instance,
[1, Theorem 5.8]) gives∫
Qj0
F (φ) dx ≤ C‖φ‖3−
n
2
L2(Qj0 )
‖φ‖
n
2
H1(Qj0 )
≤ C‖φ‖3
H1(Qj0 )
. (6.8)
Inequalities (6.7) and (6.8) show that
∫
Qj0
F (φ) dx ≤ CB
3
δ
3
2
[∫
Qj0
F (φ) dx
] 3
2
,
which leads to ∫
Qj0
F (φ) dx ≥ δ
3
C2B6
.
Let B1/2(xj0) be the ball centered in xj0 and radius
1
2
. Since Qj0 ⊂ B1/2(xj0) and F (φ) ≥ 0
(see Lemma 2.13),
sup
y∈Rn
∫
{|x−y|<1/2}
F (φ) dx ≥
∫
B1/2(xj0 )
F (φ) dx ≥
∫
Qj0
F (φ) dx ≥ η,
where η =
δ3
C2B6
, which proves the lemma. 
Lemma 6.7. For every minimizing sequence of (6.2) we have α > 0. In particular, vanishing
cannot occur.
Proof. From Lemmas 6.6 and 6.4 we can find η > 0 and a sequence (ym) ⊂ Rn such that∫
{|x−ym|<1/2}
F (φm) dx ≥ η, ∀m ∈ N.
Thus, Lemma 2.10, a change of variables and the Gagliardo-Nirenberg inequality on bounded
domains give
η ≤
∫
{|x−ym|<1/2}
F (φm) dx ≤ C
∫
{|x−ym|<1/2}
l∑
j=1
|φjm(x)|3 dx
= C
∫
{|z|<1/2}
l∑
j=1
|φjm(z + ym)|3 dz
≤ C
(∫
{|z|<1/2}
l∑
k=1
α2k
γk
|φkm(z + ym)|2 dz
) 3
2
−n
4
‖φm(·+ ym)‖
n
2
H1(B1/2(0))
where C is a constant depending on the ball B1/2(0) but independent of m. Now, by using
Lemma 6.4 and the definition of Mm in (6.3) we conclude that
η ≤ CB n2
(∫
{|x−ym|<1/2}
l∑
k=1
α2k
γk
|φkm|2 dx
) 6−n
4
≤ C [Mm (1/2)]
6−n
4 ,
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where C is an universal constant. Taking the limit as m→∞ in this last inequality we deduce
η ≤ C [M (1/2)] 6−n4 , that is, M (1/2) ≥ ( ηC ) 46−n . Consequently, since M(r) is an increasing
function,
α = lim
r→∞
M(r) ≥M (1/2) > 0,
which is the desired conclusion. 
6.1.2. Ruling out dichotomy. Here we show that the case 0 < α < ν does not occur. The
main tool to obtain this is the following result.
Lemma 6.8. Let (φm) be a minimizing sequence of (6.2). Then, for every ǫ > 0, there
exist m0 ∈ N and sequences of functions (vm)m≥m0 and (wm)m≥m0 in P such that for every
m ≥ m0,
(i) |Q(vm)− α| < ǫ.
(ii) |Q(wm)− (ν − α)| < ǫ.
(iii) E(φm) ≥ E(vm) + E(wm)− ǫ.
Proof. Let ǫ > 0 be given. Since limr→∞M(r) = α, there exist r1 > 1 such that if r ≥ r1
then |M(r) − α| < ǫ2 . Thus, from the fact that M is non-decreasing we conclude that, for
r ≥ r1,
α− ǫ
2
< M(r) ≤M(2r) ≤ α. (6.9)
Fix some r satisfying r ≥ r1. From the pointwise convergence of Mm to M we can find
m0(r) ∈ N such that if m ≥ m0(r) then
M(r)− ǫ
2
< Mm(r) and Mm(2r) < M(2r) + ǫ. (6.10)
By combining (6.9) and (6.10) we infer
α− ǫ < Mm(r) ≤Mm(2r) < α+ ǫ, ∀m ≥ m0(r).
This means that, for each m ≥ m0(r), there exists ym ∈ Rn such that∫
{|x−ym|<r}
l∑
k=1
α2k
γk
|φkm|2 dx > α− ǫ, (6.11)
and ∫
{|x−ym|<2r}
l∑
k=1
α2k
γk
|φkm|2 dx < α+ ǫ. (6.12)
Now, choose ϕ ∈ C∞0 (B2(0)) such that ϕ ≥ 0 and ϕ ≡ 1 on B1(0) and let ϑ ∈ C∞(Rn) be
such that
ϕ2 + ϑ2 = 1. (6.13)
Define
vm(x) = ϕr (x− ym)φm(x) and wm(x) = ϑr (x− ym)φm(x),
where ϕr(x) = (δrϕ)(x) and ϑr(x) = (δrϑ)(x).
We are going to prove that vm and wm satisfy the desired conclusions. Indeed, by (6.12),
Q(vm) =
∫
{|x−ym|<2r}
l∑
k=1
α2k
γk
|vkm|2 dx ≤
∫
{|x−ym|<2r}
l∑
k=1
α2k
γk
|φkm|2 dx < α+ ǫ. (6.14)
On the other hand, by (6.11),
Q(vm) ≥
∫
{|x−ym|<r}
l∑
k=1
α2k
γk
|vkm|2 dx =
∫
{|x−ym|<r}
l∑
k=1
α2k
γk
|φkm|2 dx > α− ǫ. (6.15)
Hence, from (6.14) and (6.15) we obtain (i).
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To prove (ii) we first note that, by (6.13),
Q(wm) =
∫ l∑
k=1
α2k
γk
|φkm|2 dx−
∫ l∑
k=1
α2k
γk
|ϕr|2|φkm|2 dx
= ν −
∫
{|x−ym|<2r}
l∑
k=1
α2k
γk
|ϕr|2|φkm|2 dx
≥ ν −
∫
{|x−ym|<2r}
l∑
k=1
α2k
γk
|φkm|2 dx
> ν − (α+ ǫ),
(6.16)
where we have used (6.12) in the last inequality. Also, in view of (6.11),
Q(wm) = ν −
∫
{|x−ym|<2r}
l∑
k=1
α2k
γk
|ϕr|2|φkm|2 dx
≤ ν −
∫
{|x−ym|<r}
l∑
k=1
α2k
γk
|φkm|2 dx
< ν − (α− ǫ).
(6.17)
A combination of (6.16) and (6.17) yields (ii).
It remains to establish (iii). Note that
‖∇[ϕr (x− ym)]‖L∞ =
1
r
∥∥∥∥∇ϕ
(
x− ym
r
)∥∥∥∥
L∞
=
1
r
‖∇ϕ‖L∞
and for each component of vm,
∇vkm(x) = 1
r
∇ϕ
(
x− ym
r
)
φkm(x) + ϕr(x− ym)∇φkm(x).
Hence, by Young’s inequality, and the fact that 1
r2
≤ 1r ,
|∇vkm|2 ≤ 1
r2
‖∇ϕ‖2L∞ |φkm|2 +
2
r
‖∇ϕ‖L∞ ‖ϕ‖L∞ |φkm||∇φkm|+ |ϕr|2|∇φkm|2
≤ C
r
(|φkm|2 + |∇φkm|2)+ |ϕr|2|∇φkm|2,
which implies that
K(vm) =
l∑
k=1
γk‖∇vkm‖2L2 ≤
C
r
‖φm‖2H1 +
l∑
k=1
γk
∫
|ϕr|2|∇φkm|2 dx. (6.18)
By recalling that any minimizing sequence is bounded in H1 (see Lemma 6.4), (6.18) then
yields
K(vm) ≤
l∑
k=1
γk
∫
|ϕr|2|∇φkm|2 dx+O
(
1
r
)
. (6.19)
In a similar fashion
K(wm) ≤
l∑
k=1
γk
∫
|ϑr|2|∇φkm|2 dx+O
(
1
r
)
. (6.20)
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Combining (6.19), (6.20) and (6.13) we deduce that
K(vm) +K(wm) ≤
l∑
k=1
γk
∫
(|ϕr |2 + |ϑr|2)|∇φkm|2 dx+O
(
1
r
)
≤ K(φm) +O
(
1
r
)
.
(6.21)
Now, since F is homogeneous of 3 three, we see that
P (vm) =
∫
ϕ3rF (φm) dx and P (wm) =
∫
ϑ3rF (φm) dx. (6.22)
In particular, Lemma 2.13 implies that vm,wm ∈ P (recall we are assuming that minimizing
sequences are non-negative).
Let Ωr = {r < |x− ym| < 2r}. The Gagliardo-Nirenberg inequality gives
‖φjm‖3L3(Ωr) ≤ C‖φjm‖
n
2
H1(Ωr)
‖φjm‖3−
n
2
L2(Ωr)
≤ C‖φm‖
n
2
H1(Ωr)
[∫
Ωr
l∑
k=1
α2k
γk
|φkm|2 dx
] 3
2
−n
4
,
(6.23)
where C is independent of m. Now, taking the sum over j on the left-hand side of (6.23),
using Lemma 6.4 and inequalities (6.11)-(6.12) we get
l∑
j=1
‖φjm‖3L3(Ωr) ≤ CB
n
2 (2ǫ)
3
2
−n
4 ≤ Cǫ 32−n4 . (6.24)
Hence, from Lemma 2.10, (6.24) and (6.22),∣∣∣∣
∫
ϕ2rF (φm) dx− P (vm)
∣∣∣∣ ≤
∫
|ϕ2r − ϕ3r ||F (φm)| dx ≤ C
l∑
j=1
∫
Ωr
|φjm|3 dx ≤ Cǫ 32−n4 .
(6.25)
A similar argument also shows that∣∣∣∣
∫
ϑ2rF (φm) dx− P (wm)
∣∣∣∣ ≤ Cǫ 32−n4 . (6.26)
Therefore, using (6.21), (6.24), (6.25) and (6.26) we see that
E(vm) + E(wm) = K(vm) +K(wm)− 2P (vm)− 2P (wm)
≤ K(φm) +O
(
1
r
)
− 2
∫ (
ϕ2r + ϑ
2
r
)
F (φm) dx
+ 2
∫
ϕ2rF (φm) dx− 2P (vm) + 2
∫
ϑ2rF (φm) dx− 2P (wm)
≤ E(φm) +O
(
1
r
)
+ 2
∣∣∣∣
∫
ϕ2rF (φm) dx− P (vm)
∣∣∣∣+ 2
∣∣∣∣
∫
ϑ2rF (φm) dx− P (wm)
∣∣∣∣
≤ E(φm) +O
(
1
r
)
+ Cǫ
6−n
4 .
We now can take r sufficiently large such that O
(
1
r
)
< ǫ
6−n
4 . As a consequence, for
m ≥ m0(r),
E(φm) ≥ E(vm) +E(wm)− (C + 1)ǫ
6−n
4 .
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By noting we can take ǫ˜ = min
{
ǫ,
(
ǫ
C+1
) 4
6−n
}
instead of ǫ at the beginning of the proof we
may repeat the same arguments as above and establish (iii). 
Finally, the fact that dichotomy cannot occur is a consequence of Lemma 6.5 and the
following result.
Lemma 6.9. If 0 < α < ν then Iν ≥ Iα + Iν−α. In particular, dichotomy cannot occur.
Proof. Let us start by fixing some ǫ < α2 . We claim if φ ∈ P satisfies |Q(φ)−α| < ǫ then the
number β =
√
α
Q(φ)
satisfies
|β − 1| < Cǫ, (6.27)
where C is a constant independent of ǫ and φ. In fact, since α2 < Q(φ), we have
|β − 1| = |β2 − 1| 1
β + 1
<
∣∣∣∣ αQ(φ) − 1
∣∣∣∣ = |α−Q(φ)|Q(φ)−1 < 2αǫ.
So, we can take C = 2α and the claim is proved.
Now since Q(βφ) = α and P (βφ) = β3P (φ) > 0, we conclude that Iα ≤ E(βφ). But,
E(βφ) = β2K(φ)− 2β3P (φ) = E(φ) + (β2 − 1)K(φ) + 2(1− β3)P (φ).
By using (6.27) and the facts that K(φ) ≤ C‖φ‖2
H1
and P (φ) ≤ C‖φ‖3
H1
, we infer
E(βφ) ≤ E(φ) + Cǫ(β + 1)‖φ‖2
H1
+ 2Cǫ(1 + β + β2)‖φ‖3
H1
.
≤ E(φ) + Cǫ,
where we used that β <
√
2 and C depends only on α and ‖φ‖H1 . Therefore,
E(φ) ≥ Iα − Cǫ.
If we replace ǫ by ǫ˜ = min
{
ǫ, ǫC2
}
in the previous computations we can conclude that
E(φ) ≥ Iα − ǫ. (6.28)
By using similar arguments, if we replace the number β by β˜ =
√
ν − α
Q(φ)
we can prove if
φ ∈ P satisfies |Q(φ)− (ν − α)| < ǫ (for ǫ small) then
E(φ) ≥ Iν−α − ǫ. (6.29)
Now, let s ∈ N and assume (φm) is a minimizing sequence of (6.2). From Lemma 6.8 we
can find a subsequence, say, (φms) and corresponding sequences (vms) and (wms) in P such
that
|Q(vms)− α| <
1
s
, |Q(wms)− (ν − α)| <
1
s
and
E(φms) ≥ E(vms) + E(wms)−
1
s
.
Thus, (6.28) and (6.29) implies that, for s large enough,
E(φms) ≥ Iα + Iν−α −
3
s
Letting s→∞ we obtain the conclusion of the lemma. 
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6.1.3. Compactness. Taking into account that vanishing and dichotomy cannot occur, the
only possibility is that α = ν. In this case we have the followings results.
Lemma 6.10. Suppose α = ν. Then there exists a sequence (ym) ⊂ Rn such that
(i) For every z < α there exist r = r(z) such that
∫
{|x−ym|<r}
l∑
k=1
α2k
γk
|φkm|2 dx > z
for all sufficiently large m.
(ii) The sequence (φ˜m) defined by φ˜m(x) = φm(x+ym) has a subsequence which converges
strongly in H1 to a function φ ∈ Aν . In particular, Aν is nonempty.
Proof. Since lim
r→∞
M(r) = ν and lim
m→∞
Mm(r) = M(r) we can find r0 and m0 large enough
such that Mm(r0) > ν/2, for m ≥ m0. Therefore, for each m ≥ m0 there exist ym ∈ Rn such
that ∫
{|x−ym|<r0}
l∑
k=1
α2k
γk
|φkm|2 dx > ν
2
. (6.30)
Let be 0 < z < ν. In view of (6.30), without loss of generality, we may assume ν2 < z < ν.
By using a similar argument as above, we can find r0(z) and m0(z) such that if m ≥ m0(z)
then ∫
{|x−ym(z)|<r0(z)}
l∑
k=1
α2k
γk
|φkm|2 dx > z, (6.31)
for some ym(z) ∈ Rn. We claim that for m large {|x− ym| < r0}∩{|x− ym(z)| < r0(z)} 6= ∅.
In fact, otherwise,
ν =
∫ l∑
k=1
α2k
γk
|φkm|2 dx
≥
∫
{|x−ym|<r0}
l∑
k=1
α2k
γk
|φkm|2 dx+
∫
{|x−ym(z)|<r0(z)}
l∑
k=1
α2k
γk
|φkm|2 dx
>
ν
2
+ z > ν,
which is a contradiction. Hence, for all ν2 < z < ν and m large, |ym − ym(z)| ≤ r0 + r0(z).
By defining r(z) = r0+2r0(z) we then see that, for m large enough, {|x− ym(z)| < r0(z)} ⊂
{|x− ym| < r(z)}. Therefore, for all ν2 < z < ν and m large enough, we have from (6.31),∫
{|x−ym|<r(z)}
l∑
k=1
α2k
γk
|φkm|2 dx ≥
∫
{|x−ym(z)|<r0(z)}
l∑
k=1
α2k
γk
|φkm|2 dx > z,
which proves (i).
For (ii), we observe that from (i), for every j ∈ N there exist rj ∈ R such that∫
{|x|<rj}
l∑
k=1
α2k
γk
|φ˜km|2 dx =
∫
{|x−ym|<rj}
l∑
k=1
α2k
γk
|φkm|2 dx > ν − 1
j
. (6.32)
By Lemma 6.4 we have that (φ˜m) is a bounded sequence in H
1. Then there exist a
subsequence, still denoted by (φ˜m), and a function φ ∈ H1 such that
φ˜m ⇀ φ, as m→∞, in H1. (6.33)
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On the other hand, for each j ∈ N, since (φ˜m) is also bounded in H1(Brj (0)), the com-
pact embedding H1(Brj(0)) →֒ L2(Brj (0)) combined with a standard Cantor diagonalization
process yield that, up to a subsequence,
φ˜m → φ, as m→∞, in L2(Brj (0)).
Next we claim that this convergence indeed holds in L2(Rn). In fact, from (6.33) we obtain
Q(φ) ≤ lim inf Q(φ˜m) = ν. Thus, (6.32) gives
ν ≥ Q(φ) ≥
∫
{|x|<rj}
l∑
k=1
α2k
γk
|φk|2 dx = lim
m→∞
∫
{|x|<rj}
l∑
k=1
α2k
γk
|φ˜km|2 dx > ν − 1
j
Therefore, by taking the limit as j →∞ in the last inequality,
Q(φ) = ν = lim
m→∞
Q(φ˜m),
which combined with (6.33) establishes the claim.
Now, from the Gagliardo-Nirenberg inequality, Lemma 6.4 and the L2 convergence we see
that φ˜m → φ also in L3. Combining this with Lemma 2.10 we have
lim
m→∞
P (φ˜m) = P (φ). (6.34)
From the weak convergence in H1 and (6.34) we have E(φ) ≤ lim infmE(φ˜m) = Iν , which
shows that
E(ψ) = Iν = lim
m→∞
E(φ˜m). (6.35)
In particular, this proves that φ ∈ Aν and φ˜m → φ in H1. The proof of the lemma is thus
completed. 
Theorem 6.11. If (φm) is any minimizing sequence for (6.2), then
(i) there exist a sequence (ym) ⊂ Rn and φ ∈ Aν such that (φm(·+ym)), has a subsequence
converging strongly in H1 to φ.
(ii)
lim
m→∞
inf
φ∈Aν
y∈Rn
‖φm(·+ y)− φ‖H1 = 0. (6.36)
(iii)
lim
m→∞
inf
φ∈Aν
‖φm − φ‖H1 = 0.
Proof. From Lemmas 6.7 and 6.9 we have that α = ν. Thus, Lemma 6.10 implies that (i)
holds.
For (ii) we proceed by contradiction. If (6.36) does not hold, then there exist a subsequence
(φms), and ǫ > 0 such that
inf
φ∈Aν
y∈Rn
‖φms(·+ y)− φ‖H1 ≥ ǫ, ∀s ∈ N. (6.37)
Note that (φms) is also a minimizing sequence for (6.2). Then, from (i) it follows that there
exist (ys) ⊂ Rn and φ0 ∈ Aν such that
lim inf
s→∞
‖φms(·+ ys)− φ0‖H1 = 0,
which obviously contradicts (6.37).
Finally, (iii) follows immediately from (ii) taking into account that E and Q are invariant
under translations. 
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Corollary 6.12. The set Aν is stable in H1 with respect to the flow of (1.1) in the following
sense: for every ǫ > 0, there exist δ > 0 such that if u0 ∈ H1 satisfies
inf
φ∈Aν
‖u0 − φ‖H1 < δ,
then the solution u(t) of system (1.1), given by Theorem 3.16, with u(0) = u0, satisfies
inf
φ∈Aν
‖u(t)− φ‖H1 < ǫ,
for all t ∈ R.
Proof. Assume by contradiction the result is false. Then there exist ǫ > 0 and sequences
(φm) ⊂ H1 and (tm) ⊂ R such that
inf
φ∈Aν
‖φm − φ‖H1 <
1
m
(6.38)
and
inf
φ∈Aν
‖um(tm)− φ‖H1 ≥ ǫ, (6.39)
where um(t) are the solutions of (1.1) with um(0) = φm. Note that (6.38) means that (φm)
converges to the set Aν , as m → ∞. Consequently, since E and Q are continuous functions
on H1, and E ≡ Iν and Q ≡ ν on Aν , we deduce that E(φm)→ Iν and Q(φm)→ ν.
Now define am =
√
ν
Q(φm)
and vm = amum(tm). It is clear that am → 1, as m → ∞.
Moreover, by Lemma 4.9 and the conservation of Q and E,
Q(vm) = a
2
mQ(um(tm)) = a
2
mQ(φm) = ν (6.40)
and
E(vm) = a
2
mE(um(tm))− 2(a3m − a2m)P (um(tm))
= a2mE(φm)− 2(a3m − a2m)P (um(tm)).
(6.41)
As in (3.11) and (3.15) we see that P (um(tm)) can be bounded by a quantity depending on
E(φm) and Q(φm), which in turn are uniformly bounded with respect to m, because these
are convergent sequences. So taking the limit, as m→∞, in (6.41), we obtain
lim
m→∞
E(vm) = lim
m→∞
E(φm) = Iν
which combined with (6.40) gives that (vm) is a minimizing sequence of (6.2).
Part (iii) of Theorem 6.11 guarantees, for each m ∈ N, the existence of φ˜m ∈ Aν such that
‖vm − φ˜m‖H1 < ǫ2 . Hence from (6.39),
ǫ ≤ ‖um(tm)− φ˜m‖H1 ≤ |1− am|‖um(tm)‖H1 + ‖vm − φ˜m‖H1
≤ C|1− am|+ ǫ
2
,
where we have used that the H1 norm of the global solutions is uniformly bounded. By taking
the limit, as m→∞, we arrive to a contradiction and the corollary is proved. 
6.1.4. Passing from Aν to G(1,0). Let us start by recalling that along G(1,0) the charge Q
is constant (see Remark 4.6). This means there exists a constant µ > 0 such that
Q(ψ) = µ, for any ψ ∈ G(1,0).
We will show that for this constant, the sets Aµ and G(1,0) are the same. The proof follows
the ideas presented in [10, Lemma 4.2 ].
Lemma 6.13. Assume 1 ≤ n ≤ 3. Then Aµ = G(1,0).
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Proof. Suppose ψ ∈ G(1,0) and let us prove that ψ ∈ Aµ. We already know that ψ ∈ P and
Q(ψ) = µ. So we only need to prove that E(ψ) = Iµ. To do so, take any φ ∈ Γµ and as
in Step 2 of the proof of Lemma 6.3 define the function f(λ) = E(φλ), λ > 0. As we saw,
such a function attains its unique minimum value at the point λ∗ =
[
2K(φ)
nP (φ)
] 2
n−4
> 0. In
particular,
0 = f ′(λ∗) = 2λ∗K(φ)− nλn/2−1∗ P (φ) = 2
λ∗
K(φλ∗)− n
λ∗
P (φλ∗).
Thus,
K(φλ∗) =
n
2
P (φλ∗) and E(φλ∗) =
n− 4
n
K(φλ∗). (6.42)
On the other hand, from Lemma 4.5, we have
K(ψ) =
n
2
P (ψ) and E(ψ) =
n− 4
n
K(ψ). (6.43)
Thus, since Q(φ) = µ = Q(ψ), from (6.42) and (6.43) we obtain
J(ψ) =
Q(ψ)
3
2
−n
4K(ψ)
n
4
P (ψ)
=
n
2
µ
3
2
−n
4K(ψ)
n
4
−1 (6.44)
and
J(φλ∗) =
Q(φλ∗)
3
2
−n
4K(φλ∗)
n
4
P (φλ∗)
=
n
2
µ
3
2
−n
4K(φλ∗)
n
4
−1. (6.45)
Since φλ∗ ∈ Γµ ⊂ P (see Step 2 in Lemma 6.3) and ψ is a minimizer of J on P we have
J(ψ) ≤ J(φλ∗), which from (6.44) and (6.45) gives K(ψ) ≥ K(φλ∗). Hence, from (6.42) and
(6.43)
E(φ) = f(1) ≥ f(λ∗) = E(φλ∗) = n− 4
n
K(φλ∗) ≥ n− 4
n
K(ψ) = E(ψ),
which implies E(ψ) ≤ Iµ and shows that ψ ∈ Aµ.
Now assume φ ∈ Aµ and let us prove that φ ∈ G(1,0). For that, we fix ψ ∈ G(1,0).
Following the above notation, we observe that by construction
f(1) = E(φ) = Iµ ≤ E(φλ∗) = f(λ∗).
Thus, from the definition of λ∗ we have f(λ∗) = f(1). Since λ∗ is the unique positive value
where f attains its minimum, we must have λ∗ = 1, that is, φ
λ∗ = φ and
E(φ) = E(φλ∗) ≤ E(ψ).
This last inequality combined with (6.42) and (6.43) leads to K(φ) ≥ K(ψ). But, as we
proved above we always have K(ψ) ≥ K(φλ∗) = K(φ), which means that
K(φ) = K(ψ). (6.46)
Therefore, (6.42) and (6.43) imply that
P (φ) =
2
n
K(φ) =
2
n
K(ψ) = P (ψ). (6.47)
Together (6.46), (6.47) and the fact that φ ∈ Γµ imply that
I(φ) =
1
2
[K(φ) +Q(φ)]− P (φ) = 1
2
[K(ψ) +Q(ψ)]− P (ψ) = I(ψ),
which means that φ is also a minimizer of I. To complete the proof, it remains to show that
φ is indeed a solution of (5.10). But from Lagrange’s multiplier theorem there exists some
constant θ such that
γk
∫
∇φk∇gk dx−
∫
fk(φ)gk dx = θ
α2k
γk
∫
φkgk dx,
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for any g ∈ H1. By taking gk = φk, summing over k and using Lemma 2.11 we infer
K(φ)− 3P (φ) = θQ(φ) = θµ. (6.48)
Note that from (6.46), (6.47) and Lemma 4.5 we have
K(φ)− 3P (φ) = K(ψ)− 3P (ψ) = n
6− nµ−
6
6− nµ = −µ,
which compared to (6.48) yields θ = −1, completing the proof of the lemma. 
Proof of Theorem 6.1. It is a direct consequence of Corollary 6.12 and Lemma 6.13 
Remark 6.14. Corollary 6.12 is a little bit stronger than Theorem 6.1. It says that not only
Aµ but all Aν , ν > 0 are stable by the flow of (1.1).
Remark 6.15. By replacing the definition of Q in (6.1) by
Q(φ) =
l∑
k=1
α2kω
γk
‖φk‖L2 , ω > 0,
and repeating similar arguments as the ones presented in this section, actually we can prove
the stability of the set G(ω,0), for any ω > 0. Also, the fact that β = 0 was crucial in
the proof of Lemma 6.3. Indeed, if β 6= 0 then the term L(φ), which is invariant under the
transformation φ 7→ φλ, also appear in the definition of the energy. In such a case we do not
know if the energy assumes a negative value.
6.2. Instability. This subsection is devoted to prove the instability results. In the L2-critical
case, that is, n = 4, we prove an instability result in the spirit of [37] (see also [7, Theorem
8.2.1]).
Theorem 6.16. Assume n = 4. Let C be the set of non-trivial solutions of (5.10). If ψ ∈ C
then the standing-wave solution
uk(x, t) = e
i
αk
γk
ωt
ψk(x), k = 1, . . . , l,
is unstable in H1 in the following sense: for every ǫ > 0 there exists ψǫ0 ∈ H1 such that
‖ψǫ0 −ψ‖H1 ≤ ǫ,
and the corresponding solution uǫ(t) of (1.1) (with βk = 0), satisfying u
ǫ(0) = ψǫ0, blows up
in finite time.
Proof. Since ψ ∈ C, Lemmas 4.5 and 4.7 imply that ψ ∈ P and E(ψ) = n− 4
n
K(ψ) = 0. Let
ǫ > 0 be given and define
ψǫ0(x) = (1 + ǫ˜)ψ(x).
where ǫ˜ = min
{
ǫ, ǫ‖ψ‖
H1
}
. We first note that
‖ψǫ0 −ψ‖H1 = ǫ˜‖ψ‖H1 ≤ ǫ.
Therefore, since ψǫ0 ∈ Σ (see Lemma 4.13), where Σ is the Hilbert space defined in Remark
5.2, in order to prove the theorem, it suffices to show that E(ψǫ0) < 0 (see Theorem 5.11).
But
E(ψǫ0) = (1 + ǫ˜)
2K(ψ)− 2(1 + ǫ˜)3P (ψ)
= (1 + ǫ˜)2 [E(ψ)− 2ǫ˜P (ψ)]
= −2(1 + ǫ˜)2ǫ˜P (ψ) < 0,
which is the desired. 
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Theorem 6.17. Assume n = 5 and let G(1,0) be the set of ground states solutions of (5.10).
If ψ ∈ G(1,0), then the standing wave
uk(x, t) = e
i
αk
γk
ωt
ψk(x), k = 1, . . . , l,
is unstable in H1 in the following sense: for every ǫ > 0 there exists ψǫ0 ∈ H1 such that
‖ψǫ0 −ψ‖H1 ≤ ǫ,
and the corresponding solution uǫ(t) of (1.1) (with βk = 0), satisfying u
ǫ(0) = ψǫ0, blows up
in finite time.
To prove Theorem 6.17 we use similar arguments as those in the proof of Theorem 8.2.2 in
[7]. In the rest of this section we always assume n = 5. Let us start by recalling the following
virial identity (see (5.6))
1
8
d2
dt2
Q(xu) = K(u)− 5
2
P (u). (6.49)
This motivates the definition of the functional
T (φ) = K(φ)− 5
2
P (φ).
Also, consider the set
M = {φ ∈ P; T (φ) = 0}.
In what follows we give some properties of T and M .
Lemma 6.18. Given φ ∈ P and λ > 0 we set φλ(x) = λ5/2(δ 1
λ
φ)(x) = λ5/2φ(λx). Then the
following properties hold.
(i) There exist a unique λ∗(φ) > 0 such that φ
λ∗(φ) ∈M .
(ii) The function f : (0,∞) → R, f(λ) = I(φλ), is concave on (λ∗(φ),∞).
(iii) λ∗(φ) < 1 if and only if T (φ) < 0.
(iv) λ∗(φ) = 1 if and only if φ ∈M .
(v) I(φλ) < I(φλ∗(φ)), ∀λ > 0, λ 6= λ∗(φ).
(vi) ddλI(φ
λ) = 1λT (φλ), ∀λ > 0.
(vii) |φλ|∗ = (|φ|∗)λ, where, as before |φ| = (|φ1|, . . . , |φl|) and ∗ denotes the symmetric-
decreasing rearrangement.
(viii) If φm ⇀ φ in H
1 and φm → φ in L3, then φλm ⇀ φλ in H1 and φλm → φλ in L3.
Proof. The proof is similar to that of Lemma 8.2.5 in [7]. So we omit the details. 
Remark 6.19. The notation λ∗(φ) shows the dependence of λ∗ with respect to φ; for sim-
plicity and as long as there is no confusion we will write λ∗ instead of λ∗(φ).
Corollary 6.20. The set M is nonempty. Moreover, if
m = min
ϕ∈M
I(ϕ), (6.50)
then for every φ ∈ P such that T (φ) < 0 we have I(φ) ≥ T (φ) +m.
Proof. By Lemma 6.18 (i) for any φ ∈ P we have φλ∗ ∈M ; so M 6= ∅. For the second part,
from Lemma 6.18 we have that λ∗ < 1 and f is concave on (λ∗, 1) implying the relation
f(1) ≥ f(λ∗) + f ′(1)(1 − λ∗). (6.51)
Since f(1) = I(φ) and f ′(1) = T (φ) < 0 (see Lemma 6.18 (vi)), from (6.51), we obtain
I(φ) ≥ f(λ∗) + T (φ) ≥ m+ T (φ),
which proves the desired. 
Lemma 6.21. The minimum in (6.50) is attained, that is, there exists ϕ ∈ M such that
m = I(ϕ). In this case, we say that ϕ is a minimizer of (6.50).
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Proof. Let (vj) be a minimizing sequence for (6.50), that is, a sequence in M satisfying
I(vj)→ m. Set wj = |vj |∗ and define
φj := w
λ∗(wj)
j = (|vj |∗)λ∗(wj) = |v
λ∗(wj)
j |∗.
The last equality follows from Lemma 6.18 (vii). Also, from Lemma 6.18 (i),
φj ∈M i.e. φj ∈ P and K(φj) =
5
2
P (φj), ∀j ∈ N. (6.52)
Hence, from Lemma 4.9 and Lemma 6.18 (iv)-(v) we obtain
I(φj) = I(|vλ∗(wj)j |∗) ≤ I(|v
λ∗(wj)
j |) ≤ I(v
λ∗(wj)
j ) ≤ I(v
λ∗(vj)
j ) = I(vj).
Taking the limit, as j → ∞, in this last inequality we see that (φj) is also a minimizing
sequence of (6.50) consisting of non-negatives functions in H1rd.
From the definition of functional I and (6.52) we have
I(φj)−
1
2
Q(φj) =
1
2
K(φj)− P (φj) =
2
5
(
K(φj)−
5
2
P (φj)
)
+
1
10
K(φj) =
1
10
K(φj).
Since (I(φj)) is a bounded sequence, the last equality shows that (φj) is bounded in H
1. In
particular there exists A > 0 such that Q(φj) ≤ A. Thus, using (6.52) and the Gagliardo-
Nirenberg inequality we get
K(φj) =
2
5
P (φj) ≤ CQ(φj)
1
4K(φj)
5
4 ≤ CA 14K(φj)
5
4 ,
which implies that (K(φj)) is bonded from below. Combining this with (6.52) we get that
there exists η > 0 such that P (φj) ≥ η.
On the other hand, since the embedding H1rd(R
5) →֒ L3(R5) is compact, we can find φ ∈ H1
such that, up to a subsequence,
φj ⇀ φ in H
1 and φj → φj in L3.
As in the proof of Theorem 4.11 we conclude that
P (φ) = lim
j→∞
P (φj) ≥ η > 0.
In particular, φ ∈ P.
Next, define ϕ = φλ∗(φ). By Lemma 6.18 (i) and (viii) we see that ϕ ∈M and
φ
λ∗(φ)
j ⇀ ϕ in H
1 and φ
λ∗(φ)
j → ϕ in L3.
We can use these convergences to conclude that
I(ϕ) ≤ lim inf
j→∞
I(φ
λ∗(φ)
j ) ≤ lim infj→∞ I(φ
λ∗(φj)
j ) = lim infj→∞
I(φj) = m,
where we have used Lemma 6.18 (v) and (iv). This shows that I(ϕ) = m and the proof of
the lemma is complete. 
Lemma 6.22. If φ is a minimizer of (6.50) then it is a solution of (5.10).
Proof. For σ > 0 define φσ(x) = σ−2(δσφ)(x). Since φ ∈M we have
T (φσ) = K(φσ)− 5
2
P (φσ) = σ−1
[
K(φ)− 5
2
P (φ)
]
= σ−1T (φ) = 0.
Thus, φσ ∈M , for any σ > 0. Using this and the function f(σ) = I(φσ), we conclude
f(1) = I(φ) ≤ I(φσ) = f(σ), σ > 0.
This means that f attains a minimum at σ = 1. In particular, f ′(1) = 0.
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Now, by using the definition of I we see that f ′(σ) = −σ−22 K(φ) + 12Q(φ) + σ−2P (φ).
Lemma 4.2, (4.10) and the fact that φ ∈M imply
0 = f ′(1) = −1
2
K(φ) +
1
2
Q(φ) + P (φ) =
1
2
[K(φ) +Q(φ)− 3P (φ)] = 1
2
I ′(φ)(φ).
Therefore,
I ′(φ)(φ) = 0. (6.53)
On the other hand, using Lemma 4.2 again,
T ′(φ)(φ) = K ′(φ)(φ)− 5
2
P ′(φ)(φ) = 2K(φ)− 15
2
P (φ) = 2K(φ)− 3K(φ) < 0. (6.54)
Since φ is a minimizer of (6.50), there is a Lagrange multiplier, say, Λ, such that I ′(φ) =
ΛT ′(φ). Putting this together with (6.53) we obtain
0 = I ′(φ)(φ) = ΛT ′(φ)(φ).
Thus, (6.54) implies that Λ = 0 which yields I ′(φ) = 0. 
Lemma 6.23. A function ψ ∈ P belongs to G(1,0) if and only if it is a minimizer of (6.50).
Proof. Set
τ = min
ϕ∈C
I(ϕ),
where C is the set of all solution of (5.10). In order to prove the lemma, it suffices to show
that m = τ . Take any φ ∈ G(1,0) (from Theorem 4.11 we already know that this set in
nonempty). Then I(φ) = τ and from Lemma 4.5 we have φ ∈M . Thus,
m ≤ I(φ) = τ. (6.55)
On the other hand, let φ be a minimizer of (6.50) (from Lemma 6.21 such a element always
exist). By Lemma 6.22 we have that φ ∈ C. Then,
τ ≤ I(φ) = m. (6.56)
Inequalities (6.55) and (6.56) yield the desired. 
With the above constructions in hand we are able to prove Theorem 6.17.
Proof of Theorem 6.17. Take ψ ∈ G(1,0). For λ > 0 define ψλ(x) = λ5/2ψ(λx). By Lemma
6.23, ψ ∈M and it is a minimizer of (6.50). In particular,
T (ψ) = 0 and I(ψ) = m. (6.57)
From Lemma 6.18 (vi) and (6.57) we have
T (ψλ) = λ d
dλ
I(ψλ) = λ
[
λK(ψ)− 5
2
λ3/2P (ψ)
]
= λ2(1− λ1/2)K(ψ).
Hence,
T (ψλ) < 0, for any λ > 1. (6.58)
Moreover, from (6.57) and Lemma 6.18 (iv) and (v),
I(ψλ) < I(ψλ∗(ψ)) = I(ψ) = m. (6.59)
From now on, we assume λ > 1. Let uλ(t) be the maximal solution of (1.1) (with βk = 0),
given by Theorem 3.9, corresponding to the initial data ψλ. Let I˜ be the maximal existence
interval. By the conservation of the energy and the charge we get, for all t ∈ I˜,
I(uλ(t)) =
1
2
E(uλ(t)) +
1
2
Q(uλ(t)) =
1
2
E(ψλ) +
1
2
Q(ψλ) = I(ψλ), (6.60)
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Since the function g(t) = T (uλ(t)), t ∈ I˜, is continuous and, by (6.58), g(0) = T (ψλ) < 0,
there exist δ > 0 such that (−δ, δ) ⊂ I˜ and g(t) < 0, for all t ∈ (−δ, δ). In particular, from
Corollary 6.20, (6.59) and (6.60) we obtain, for each t ∈ (−δ, δ),
g(t) ≤ I(uλ(t))−m = I(ψλ)−m =: −η, η > 0. (6.61)
We claim that g(t) < 0 for all t ∈ I˜ and then, (6.61) holds for all t ∈ I˜. Indeed, if not,
there exist t ∈ I˜ \ (−δ, δ) such that g(t) ≥ 0. We assume first g(t¯) > 0. By the intermediate
value theorem must exists t˜ such that g(t˜) = 0, that is, uλ(t˜) ∈ M . In addition, from (6.60)
and (6.59) we obtain that I(uλ(t˜)) < m, which is a contradiction. Of course the case g(t¯) = 0
cannot occur either. Hence the claim follows.
Finally, since (6.49) gives
d2
dt2
Q(xuλ(t)) = 8
[
K(uλ(t))− 5
2
P (uλ(t))
]
= 8T (uλ(t)) = g(t) < −8η, ∀t ∈ I˜ ,
and ψλ ∈ Σ, as in the proof of Theorem 5.16 we conclude that I˜ must be finite.
The conclusion of the theorem then follows because ψλ → ψ in H1, as λ→ 1+. 
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