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ABSTRACT
Mechanisms of Stability and Energy Expenditure in Human Locomotion
by John R Rebula
Chair: Arthur D. Kuo
Although humans normally walk with both stability and energy economy, either feature
may be challenging for persons with disabilities. For example, in patients with lower-limb
amputation, falling is pervasive, and may lead to activity avoidance. Similarly, energy ex-
penditure is higher than for healthy subjects and may deter patients from walking, reducing
mobility. A better understanding of the fundamental principles of stability and economy
could lead to better prostheses that increase quality of life for patients. When designing a
mechanism to assist or mimic human gait, such as orthoses or walking robots, the stability
and economy of the resulting gait should be considered. To further our understanding of
these fundamental principles of gait, I explore a lesser known balance mechanism, foot
heading, as well as the role of muscle force production costs in gait. To investigate the role
of foot heading in stabilizing gait, I first characterize a method of measuring natural human
gait variability outside of lab environments using foot mounted inertial sensors. Accuracy
is found comparable to motion capture, while allowing capture of gait in natural environ-
ments. Then, using both a simple model of walking, and a variability analysis of walking
in humans, I present evidence that humans stabilize gait laterally by altering foot heading
step-to-step. I then consider the metabolic cost of force production in human locomotion.
First, an optimization study of a simple model of locomotion shows that force fluctuation
costs have a stronger role in determining gait than force amplitude costs. I then illustrate
the connection between force fluctuation and a cost for calcium pumping in muscles us-
ing a simple muscle model. Finally, a human subject experiment altering force fluctuation
in walking demonstrates the higher metabolic cost of fluctuating forces. While human
locomotion is a complex activity involving many muscles, sensory systems, and neural cir-
cuitry, we are able to learn about the underlying principles of gait using basic mechanical
models. A better understanding of stability and economy could have applications to many
fields involving locomotion, such as the diagnosis of fall-risk in elderly subjects, the de-
velopment of rehabilitation techniques, the design of prostheses, and the creation of robust
and practical walking machines.
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CHAPTER 1
Introduction
Humans appear to locomote in ways that avoid both injury and unnecessary energy ex-
penditure. One way humans may avoid injury is by walking in a stable manner, which is
unlikely to result in a fall. Likewise, a human may choose to walk economically, walking a
given distance in a manner that reduces energy expended (measured, for example, in calo-
ries consumed). Healthy humans locomote with fairly robust stability and economy, but
these qualities often suffer in other forms of locomotion, such as robotic walking. In ad-
dition, a subject using an engineered lower limb prosthesis generally suffers from adverse
energy economy and increased fall risk. This work is part of a broad effort to better char-
acterize mechanisms of stability and energetic economy in bipedal gait in general. A better
understanding of stability and economy could have potential applications to the diagnosis
of fall-risk in elderly subjects, the development of better rehabilitation techniques, the de-
sign of better prostheses, and the creation of more robust and practical walking machines.
While human locomotion is a complex activity involving many muscles, sensory sys-
tems, and neural circuitry, there may be underlying principles governing gait based on the
mechanics of walking. For example, a simple passive dynamic walker consisting of two
rigid links, representing legs, joined by a hinge joint, representing the hip, can walk down a
slope if started in the right configuration [60]. If actuation is added such that the walker can
exert a pushoff force when the trailing foot leaves the ground (toeoff), this dynamic walker
can walk on flat ground [53]. These models are described as dynamic because they rely on
their motion to avoid falling. For example, if the hip hinge joint is locked during a step, the
walker may fall. This is in contrast to a very slow gait where the system is kept statically
stable at all times, and locking the joints would result in standing still. We model human
locomotion using dynamic walkers because, except for very slow walking, human gait is
also dynamic. Analysis of the powered dynamic walker described above allows researchers
to study the energetic consequences of powering gait using pushoff. Simple dynamic walk-
ers allow straightforward calculation of the mechanical power required to walk at a given
speed, and can be used to predict the effect of reducing pushoff, as in the case of a lower leg
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amputation. Such models allow the isolated study of properties of gait, independent of the
particulars of a given model of muscles or joints. The results from such studies are easily
interpretable and are not dependent on the correct choice of a large number of parameters,
such as when modelling muscles. Furthermore, model results that do not depend on the
details of human anatomy and can also be applied equally to artificial walking machines.
Therefore, in order to study stability and energetics, this work will use a combination of
simple modeled walking, which allows isolated and easily interpretable experimentation,
as well as healthy human walking, which provides an example of stable and efficient gait.
This work is divided into two main parts. First is an analysis of the use of foot heading
(steering) as a mechanism of stabilizing natural gait, second is an analysis of the cost of
producing leg forces in gait. Each of these parts adds to our knowledge of general legged
locomotion by exploring stability or energy efficiency using both simple walking models
and experimental observation of human walking.
The first study (Chapter 2) characterizes a method of measuring human gait variability
outside of lab environments using foot mounted inertial sensors. Typical gait measure-
ment occurs in a laboratory environment (e.g. [6]). This has the advantage of allowing
careful control of experimental conditions, and also allows the use of laboratory based
measurement techniques such as motion capture, pressure sensitive mats, and speed con-
trolled treadmills (e.g. [67]). Walking stability, for example, can be characterized based on
variability of walking [13]. However, measuring gait variability accurately can require a
large number of measured steps. It is straightforward to measure many contiguous steps
on a treadmill, but treadmill walking generally imposes constraints (speed, lateral motion)
as well as sensory differences (visual flow) that could limit the applicability of treadmill
studies [73]. Furthermore, laboratory walking does not necessarily represent how the sub-
ject walks outside of the lab. Therefore, we develop a method of estimating the trajectories
of the feet during walking from unobtrusive foot-mounted inertial sensors. This allows
estimation of foot placement, orientation, and their variabilities, even if walking in natural
terrain. Accuracy was found comparable to motion capture. Using this method, commer-
cially available inertial sensors can be used to unobtrusively capture foot trajectories for
essentially a full day. This provides a new method of measuring human activity in natural
environments, providing richer data than standard accelerometry or step counting.
The second study (Chapter 3) is an analysis of the role of foot heading to stabilize
bipedal walking. The role of foot heading is explored in two ways. First, a 3-dimensional
walking model is presented which walks passively down a gentle slope. This passive gait is
stable in the fore-aft direction. If it is pushed a small amount forward or backward, it will
recover and converge back to the passive gait with no control actuation required. However,
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it is unstable in the lateral direction, and any lateral disturbance will result in an eventual
fall. Actively controlling lateral foot placement is one way to stabilize this unstable lateral
mode [49]. Here, the model is extended to allow a yaw rotation of the pelvis with respect
to the stance foot, which alters the heading of the walker. We perform a stability analysis
of the linearized controlled walking system treating yaw rotation as a control input. We
find that foot heading can stabilize the walking gait in a manner similar to lateral foot
placement. That is, when disturbed to the right, a stabilizing controller would both move
the swing foot more to the right than normal, and rotate the body to point more to the right.
Another method I use to explore the role of foot heading in stabilizing bipedal walking
is an observational study of overground human walking. The inertial measurement tech-
nique described above (Chapter 2) is used to measure subjects walking down a straight
hallway for many steps (about 90). Since walking is laterally unstable, any deviations in
lateral foot placement are treated as indications of small corrections in lateral stability. I
therefore look for a correlation between lateral foot placement and foot heading angle. A
sensitivity of 0.38 radians/m is found between foot heading and stride width, suggesting
that both foot placement and steering are used to balance laterally. This finding suggests
that even in normal, unperturbed walking, small corrections to balance are being made on
a step to step basis, and analysis of a large number of overground steps can reveal these
relationships.
The remainder of this work is an exploration of the cost of force production in human
locomotion. The manner in which people walk is due, in part, to the fundamental energetic
costs associated with human motion [90]. In order to operate, natural muscle expends
chemical energy, which must be supplied by caloric intake. Muscles expend energy to
perform useful mechanical work, but they also require energy to activate and maintain
force [9]. Here we investigate the tradeoffs between the fundamental costs of mechanical
work and force production in the context of human walking. This tradeoff is explored in
two ways: first, a computational model based study where the effects of force production
can be isolated, and second, a human experiment where subjects walk using specified force
profiles, allowing measurement of the effect of force production on actual metabolic cost.
We present an optimization study of a simple model of locomotion to explore the trade-
off between the costs for mechanical work and force production (Chapter 4). Previous
optimization studies of modeled locomotion suggest that, if mechanical work is the only
cost in walking, the legs should act as perfectly rigid pendulums, with ideal instantaneous
forces at heelstrike (impact) and toeoff (pushoff) [83]. This work-optimal gait approxi-
mates the inverted pendulum model of walking, which has been used classically as a model
of human walking. The inverted pendulum model provides insights into the role of pushoff
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in the human ankle and prosthesis design, when there is no longer a natural ankle to provide
pushoff force. Here we extend previous optimization studies, and consider costs for both
mechanical work and force production. Several forms for the cost of producing force are
considered, including costs for force amplitude, as well as costs for fluctuating forces. We
find that optimizing for a combination of mechanical work and force amplitude does not
produce force profiles resembling human gait. Optimization of a combination of mechan-
ical work and force fluctuation, instead of force amplitude, does discover a qualitatively
human-like gait. These findings suggest force fluctuation costs have a stronger role in de-
termining gait than force amplitude costs.
To further explore the cost of fluctuating forces, a simple model of a single muscle
producing various force profiles is analyzed (Chapter 5). One possible explanation for a
force fluctuation cost is the calcium pumping associated with activating and deactivating
muscles. This metabolic cost for calcium pumping in muscles accounts for up to 30% of
the total cost for an isometric force twitch [7]. However, in the context of walking, the rela-
tionship between this cost and the overall force exerted on the body is not straightforward
to quantify, since walking forces involve more than simple isolated twitches. Therefore,
I present a simplified model of muscle contraction and activation dynamics taken from
the literature, and test the energetic consequences of producing various force profiles with
differing levels of force fluctuation. This model shows that force profiles with large fluctua-
tions, but comparable magnitudes, require more calcium pumping to achieve, and therefore
have higher metabolic costs. Calcium pumping is therefore considered a possible cause of
a cost for force fluctuation.
Finally, to test the metabolic consequences of force fluctuation, a human subject exper-
iment is performed with subjects walking both normally and with altered force fluctuation.
Subjects walked on a treadmill with visual feedback of their ground contact via force-
plates in the treadmill and a projected display. Differing feedback and instructions resulted
in spikey walking with larger force fluctuations, similar to inverted pendulum walking, and
smooth walking with less force fluctuation. These conditions were compared with a control
condition, where the subject walked with their preferred ground reaction forces. Subjects
expended more metabolic power during both the smooth and spikey walking conditions
than the control condition. Furthermore subjects exerted more mechanical power in the
smooth condition, and less mechanical power in the spikey condition. These results sup-
port the hypothesis that normal human walking involves a tradeoff between the metabolic
costs of force fluctuation and mechanical work. This study shows a connection between
fundamental costs (in this case for human muscle) and larger aspects of gait, such as the
double support period. Walking systems with similar morphology to humans, but with dif-
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ferent low level costs (such as a humanoid robot with electric or hydraulic actuators) might
have corresponding optimal gaits that look significantly different from human gaits.
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CHAPTER 2
Measurement of Foot Placement and its
Variability with Inertial Sensors
Gait parameters such as stride length, width, and period, as well as their respective variabil-
ities, are widely used as indicators of mobility and walking function. Foot placement and
its variability have thus been applied in areas such as aging, fall risk, spinal cord injury, di-
abetic neuropathy, and neurological conditions. But a drawback is that these measures are
presently best obtained with specialized laboratory equipment such as motion capture sys-
tems and instrumented walkways, which may not be available in many clinics and certainly
not during daily activities. One alternative is to fix Inertial Measurement Units (IMUs) to
the feet or body to gather motion data. However, few existing methods measure foot place-
ment directly, due to drift associated with inertial data. We developed a method to measure
stride-to-stride foot placement in unconstrained environments, and tested whether it can
accurately quantify gait parameters over long walking distances. The method uses ground
contact conditions to correct for drift, and state estimation algorithms to improve estima-
tion of angular orientation. We tested the method with healthy adults walking over-ground,
averaging 93 steps per trial, using a mobile motion capture system to provide reference
data. We found IMU estimates of mean stride length and duration within 1% of motion
capture, and standard deviations of length and width within 4% of motion capture. Step
width cannot be directly estimated by IMUs, although lateral stride variability can. Iner-
tial sensors measure walks over arbitrary distances, yielding estimates with good statistical
confidence. Gait can thus be measured in a variety of environments, and even applied to
long-term monitoring of everyday walking.
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2.1 Introduction
Human walking exhibits variability from step to step. This may reflect variations in the
sensory, neural, and biomechanical systems that produce gait. Gait parameters such as step
length, width, and period and their respective variabilities can therefore serve as indicators
of mobility or function in a variety of populations [8,30]. Changes in such parameters have
been observed with aging [70] or development [37]. They may be associated with risk or
fear of falling [14, 56], cognitive or attentional capacity [21, 36], and brain activity [79].
Step parameters also vary with conditions such as spinal cord injury [22], Parkinson’s dis-
ease [16], traumatic brain injury [44], cerebellar ataxia [78], and multiple sclerosis [81].
But a difficulty is that the measurement of foot placement typically requires specialized
equipment such as motion capture systems, thereby limiting measurements to the labo-
ratory. Technological developments in miniature inertial measurement units (IMUs: ac-
celerometers and gyroscopes) offer the potential to measure strides outside the laboratory.
However, accelerometers measure translational accelerations and gyroscopes measure an-
gular velocities in a body-fixed reference frame, and these imperfect measurements must
somehow be transformed into foot placement in an absolute frame. If that transforma-
tion could be achieved with accuracy comparable to laboratory equipment, it would enable
evaluation of strides and stride variability in the field, using only foot-mounted sensors.
One approach for using foot-mounted sensors exploits empirical or kinematic associa-
tions between inertial measurements and step parameters. Human walking is quite system-
atic, so that speed and step parameters are correlated with each other [37] and with inertial
measurements. These correlations, derived from previous gait data, allow step parameters
to be estimated from IMUs mounted on the body [30,54,101]. Estimation accuracy can be
improved by calibrating trends for specific individuals [5] rather than a population. This
approach is, however, less applicable to gait pathologies or other cases where locomotion
may vary considerably from previous calibration data. An alternative is to use a kinematic
leg model to associate data from inertial sensors on the leg with step parameters [80, 98].
This also requires kinematic model parameters, which may themselves require calibration
for a subject.
Another approach is to integrate inertial measurement data over time to yield positions
in space. The principal challenge of integration is drift, referring to errors in position and
orientation that accumulate over time due to imperfect data. Drift in orientation may be
reduced with a state estimator or Kalman Filter [17], which models the IMU motion in
space to predict accelerations and angular velocities, and uses the mismatch with actual
measurements to reduce orientation errors. Position drift can be reduced by resetting the
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foot’s velocity to zero at each footfall. This model assumption is imperfect, but does not
rely on subject-specific calibration or normative correlation data. A combination of such
drift correction methods can be used to localize the foot in the sagittal plane [75] or in
space [31, 58, 68, 77]. Similar assumptions may be applied to waist-mounted IMUs for
estimating stride parameters [47]. These methods require minimal assumptions regarding
the subject’s gait, mainly that the foot is periodically stationary on the ground.
These drift reduction methods may facilitate measurement of foot placement variability
over long distances of over-ground walking. Variability is best measured over many strides
[71], which is often challenging to capture in absolute space. But stride variability only
requires the foot’s displacement relative to the preceding footfall, for which drift error can
be stabilized using the methods above (e.g., [68]). In the present study, we propose an
algorithm, using no skeleton or correlation model, for estimating foot placement and its
variability from inertial data. We then test the algorithm against reference data obtained
from a mobile motion capture system [69], during long walking bouts.
2.2 Inertial Sensor Processing
We assemble an algorithm to integrate foot-mounted IMU data and yield drift-reduced
stride displacements. We divide the processing into four steps (Figure 2.1): (1) stride
segmentation, (2) rotational orientation estimation, (3) translational velocity estimation,
and (4) trajectory formation. Stride segmentation uses raw sensor measurements to detect
zero velocity instants when the foot is stationary on the ground. We estimate orientation by
integrating the gyroscope data and correcting for tilt drift with a Kalman Filter. We estimate
translational velocity by integrating accelerometer data, then adjusting the velocities to
be compatible with each zero velocity instant. Finally, the foot trajectory is formed by
integrating the corrected velocities, oriented with respect to a local walking heading. That
trajectory directly yields foot placement, from which stride parameters are calculated.
2.2.1 Stride Segmentation
We identify zero velocity instants based on raw IMU data (Figure 2.2 A). We use thresh-
olds on the magnitude of the gyroscope and accelerometer signals to identify these times.
Assuming solid ground and no foot slip, the foot velocity and acceleration will be near
zero during part of each stance phase. We identify stationary phases as periods when the
gyroscope output magnitude is small and the accelerometer output magnitude is close to
gravitational (g). The midpoint of each stationary interval defines a zero velocity instant,
8
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Figure 2.1: Overview of inertial sensor processesing steps. IMU processesing (shown
at left), with representative data trajectories (plotted at right). Stride segmentation uses
accelerometer and gyroscope readings to determine periods when the foot is stationary
on the ground. Orientation estimation uses a Kalman Filter to correct for drift in tilt and
yield orientation of the foot in space. Velocity estimation is performed by integrating tilt-
corrected accelerometer signals, subject to a zero velocity correction. Finally, trajectory
formation is performed by integrating corrected velocities to yield foot trajectories in space.
demarcating strides. In the present study, we used magnitude thresholds of 1.7 radian·s−1
and 0.8 m·s−2 (relative to g). We also exclude erroneously detected phases caused by short
periods of constant velocity and low angular velocity during swing, as well as quick foot
slips during stance. These are detected as unusually short stationary or swing periods.
We have found minimum period thresholds of 0.133 s for stationary and 0.2 s for swing to
perform well.
This simple algorithm identifies zero velocity instants during normal walking using few
parameters. It is not optimized for estimating stance and swing durations nor for detecting
events such as footfall or toe-off.
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2.2.2 Rotational Orientation estimation
Orientation of each IMU in space is determined by integrating gyroscope signals with a
discrete Kalman Filter (Figure 2.2 B). Gyroscope-derived orientations are subject to drift,
but the estimated vertical direction, referred to as tilt, can be corrected based on the ac-
celerometer’s reading of gravity. We integrate the gyroscope signals over time to estimate
the 3d angular orientation of the IMU [68]. Then a discrete tilt correction is applied at the
detected zero velocity instant at the end of each stride. The accelerometers are used as an
inclinometer to produce a discrete Kalman update, which stabilizes tilt drift over arbitrarily
long durations. The Kalman Filter requires relative values of the measurement and process
noise to integrate the sensors. The gyroscope variance describes the gyroscope noise, the
accelerometer variance describes the accelerometer noise and the zero velocity assumption
noise. The process variance describes the constant angular velocity assumption noise. We
found modest gains sufficient for tilt correction, with the Kalman updates correcting about
2.6 · 10−3 tilt radians per footfall.
The integration yields a time-varying representation of the IMU’s orientation. This is
expressed relative to the IMU’s initial orientation, which is an arbitrary home orientation
reference (the IMU can be attached to the foot in any orientation). The gravity vector
in the initial orientation defines vertical. The output of these calculations is therefore a
tilt-corrected IMU orientation in space. This algorithm does not correct for drift in heading
about vertical, which can potentially be reduced using other sensors such as magnetometers
[31].
2.2.3 Translational Velocity estimation
Foot velocity can be estimated from accelerometer signals (Figure 2.2 C). We first use the
IMU orientation to transform accelerometer readings into absolute space. Acceleration in
space is found by subtracting the estimated gravity vector. The result is integrated forward
in time, starting at one detected zero velocity instant and ending at the next. This yields
a velocity estimate which is subject to drift during each stride. To correct for drift, we
constrain foot velocity to zero at the zero velocity instant at the end of each stride. Rather
than an impulsive correction [68], we distribute the correction over the stride assuming that
error grows linearly with time, to yield a smooth correction.
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2.2.4 Trajectory formation
The foot’s trajectory in space is obtained by integrating the corrected velocities (Figure
2.2 C). This is also subject to unbounded drift in absolute space, but stride measurement
only requires displacement relative to the preceding footfall. Foot placement therefore only
drifts over the relatively short duration of a single stride, and can be estimated with reason-
able accuracy. It is obtained by integrating foot velocity between successive zero velocity
instants. Having corrected for drift in tilt and foot placement, the resulting trajectory is
mostly only subject to growing drift in heading about vertical. Since subjects may also
vary heading anyway, we do not rely on the global heading estimate over long durations.
To measure stride displacements, we define a local heading from foot trajectories. We
define the forward walking direction from a linear fit of three successive footfalls locations.
The forward direction and gravity vector together define the local lateral direction. Each
foot trajectory is then examined with respect to the local frame (Figure 2.2 D).
Finally, we compute stride parameters (Figure 2.2 D). Stride parameters, such as stride
length and width, are calculated from the foot trajectories between successive footfalls in
their local frames. Stride variability is computed from the root-mean-square variations
about the average stride length and width. Stride duration is calculated based on the dif-
ference between successive peak times of filtered estimated speed. All integrations are
performed using the trapezoidal method.
2.3 Experiment
We tested IMU-based stride measurements against motion capture performed during over-
ground walking. We measured 9 healthy young subjects walking normally with eyes open,
and induced greater variability by collecting trials with eyes closed. This is intended to test
the sensitivity of stride measurements to changes that might occur with a gait pathology. We
used a cart-mounted motion capture system to collect simultaneous reference data (Figure
2.3). We quantified both the statistical agreement between the IMU and motion capture
estimates, and the sensitivity of the IMU and motion capture estimates to different walking
conditions. Subjects provided informed consent according to Institutional Review Board
procedures.
Each subject performed multiple straight walking trials down a hallway. An average of
93 steps were recorded per trial, and a total of 90 trials were collected of both conditions.
An IMU was attached to the heel of each shoe (Memsense, Rapid City, South Dakota,
nIMUs, gyroscope range: 1200deg · s−1, accelerometer range: 10g, sampled at 150 Hz).
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To provide a laboratory-based measurement of foot kinematics, a motion capture system
(PhaseSpace, Inc. San Leandro, California) with six cameras was mounted on a mobile
cart. The cart was equipped with a vertical axis gyroscope and two wheel encoders to
localize the cart using dead reckoning [69]. The subject stood motionless for 20 seconds
prior to each trial to yield baseline inertial sensor data. A total of 22 trials were excluded
due to hardware failures or protocol deviations. Within each trial, the first and last 6 steps
were excluded to focus on steady walking. During eyes closed trials, two experimenters
walked beside the subject and provided audible cues to keep the subject near the centerline
of the hallway.
data collection
laptop
microcontroller
and  yaw gyroscope
motion capture cameras
motion capture 
computer
power supply
wheel encoders
subject
markers
Conditions: 
eyes open & 
eyes closed
IMUs
Figure 2.3: Experimental setup for testing foot placement measurement. Subjects walked
down a hallway while wearing foot-mounted IMUs and motion capture markers. To collect
reference data, an experimenter pushed a mobile motion capture cart behind the subject.
The cart was instrumented to use dead reckoning to calculate the motion of the subject in a
world frame, yielding a comparison between motion capture and IMU results.
We examined the agreement between the IMU and motion capture stride estimates. To
test the performance of the IMU estimation, we compared the IMU-based stride estimates
against motion capture. This was performed for eyes open and eyes closed conditions to
test sensititivity to changes in gait. Because neither measurement is perfectly accurate,
we compared motion capture and IMU stride estimates using intraclass correlation (ICC),
which summarizes the agreement between methods and quantifies unexplained variance
in the data ( [61]; A-1 method). We summarized gait variability for stride length, width,
and duration by calculating root mean squares (RMS) for each walk, and averaging across
walks for each condition for each subject. To compare the sensitivity of IMU estimates to
motion capture estimates, we performed a paired t-test between eyes closed and eyes open
estimates.
13
2.4 Results
We found the IMU estimates of gait parameters to agree reasonably well with motion cap-
ture data (Figure 2.4 A). Estimates of mean stride parameters agreed to within 1%, and
estimates of RMS variability of stride width and length agreed to within 4%. (Estimates of
stride duration variability agreed less well; we believe this is due to poor motion capture
estimates.) As an indicator of the ability to detect relatively subtle changes to gait, both
methods revealed significant increases in stride width and length variability for walking
with eyes closed. No significant difference was observed in other measures for eyes closed
walking, using either measurement method. We summarize the overall correspondence
between IMU and motion capture in two ways. First, the RMS difference between the
IMU and motion capture estimates of all stride lengths is 3.2% of the mean stride length.
Second, we quantify the fraction of data variation shared by the two instruments using the
intra-class correlation coefficient (ICC). We observed ICC values of 0.88 for stride width,
and 0.98 for stride length (Figure 2.4 B), indicating good agreement.
2.5 Discussion
We sought to determine whether foot-mounted IMUs can estimate stride measures from
over-ground walking. We devised an algorithm that calculates stride parameters that are
drift-stabilized, meaning that errors do not grow unbounded with time. Results show that
stride measures are comparable between IMU and motion capture methods (Figure 2.4 A),
agreeing to within a few percent. Both methods also agree on increased stride variability
resulting from walking with eyes closed, indicating sufficient sensitivity to detect relatively
small changes in gait [8]. Having quantified IMU performance relative to motion capture,
we next consider the limitations and provide recommendations for use.
The main sensitivity of this algorithm is to stride segmentation. Stride segmentation
errors, when a stationary instant fails to be detected, or when one is detected during the
swing phase, significantly degrade the algorithm’s performance. Such errors are normally
not an issue except during extremely slow or unsteady walking. Stride segmentation may
be facilitated through good sensor placement. Here we used the back of the shoe to ac-
commodate comparison with motion capture, but we prefer the top of the shoe above the
instep, which yields longer stationarity durations. The segmentation algorithm can also
be improved by applying additional constraints. If both feet are instrumented with time-
synchronized IMUs, the swing of one foot can indicate stationarity of the other. This can
reduce segmentation errors substantially, albeit only for walking and not running gaits. The
14
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Figure 2.4: Comparison of stride parameters as measured with IMU and motion capture. A:
Shown are mean stride length and duration, and RMS variability of stride width, length and
duration, for eyes open and eyes closed conditions. Error bars represent standard deviation
across subjects. Asterisks denote significant differences detected between eyes open and
closed conditions (paired t-test, p < 0.05). B: Correlation between stride measurements
using IMU and motion capture. Individual stride width and length estimates are shown
for all subjects and conditions (5538 strides). IMU estimates are plotted against motion
capture estimates, along with intra-class correlation (ICC) and the corresponding linear fit.
Perfect agreement would yield a line of unity slope.
algorithm presented here is simple and uses few parameters; it can easily be replaced by
alternative methods as appropriate.
There are a few assumptions under which the proposed algorithm performs best. One
is that drift in translational velocity occurs continuously over time. We distribute each
stride’s velocity correction (Figure 2.2 C) linearly over the entire time interval between
stationary instants. Alternately, the velocity could be corrected impulsively, for example at
each stationary instant [68]. This may be appropriate if the errors occur at that time, such
as with gyroscopes that are sensitive to the impulsive accelerations of heelstrike. Another
assumption is that foot motions are within the IMU’s range and bandwidth. To estimate
the consequences of these assumptions, we reprocessed our data with impulsive velocity
corrections, and separately with artificially reduced sensor ranges (Figure 2.5 A). We found
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the distributed velocity correction to yield considerably lower errors (with respect to motion
capture) compared with impulsive correction. We also found a sharp performance degra-
dation when limiting IMU ranges. Decreasing the gyroscope range resulted in stride length
estimate outliers similar to the strides with uncharacteristically low length estimates from
the IMU (Figure 2.4 B). Therefore a likely cause for these outliers is momentary gyroscope
saturation. Our algorithm appears to work best with distributed zero correction, and with
IMUs with sufficient ranges and bandwidth.
Although not the focus of this study, integration methods such as ours are also ap-
plicable to position estimation in space. Previous studies based on integration of inertial
data have measured relatively short walking bouts [31, 68]. Our methods can also track an
IMU reasonably well in space for distances on the order of 100 m (Figure 2.5 B). Most
integration methods rely on the principal assumption of a zero velocity instant within each
stride, reducing but not eliminating drift. Further drift reduction is possible using additional
assumptions. For example, if the walking surface is assumed level, altitude drift can be re-
duced. If the heading is constant [11], or measurable with magnetometers or GPS [31], its
drift can also be reduced. Position, velocity, and sensor calibrations can be incorporated
into the Kalman Filter in addition to the proposed Kalman filtering scheme, allowing zero
velocity updates to correct angular orientation estimates [31]. A spline based velocity cor-
rection can also be used to correct foot velocity, which works well in certain circumstances
with sensors of limited range [58]. Of course, such variations require additional assump-
tions, which can lead to amplified errors if violated. For general applicability, we have
presented a near-minimal set of assumptions here.
Integration methods complement other gait measurement methods. These include IMU
approaches using a kinematic body model or a correlation model from walking data. These
may be accurate under particular conditions, but may become inaccurate when the models
do not apply. In contrast, integration methods assume nothing of the human’s geometry
or motion other than the existence of zero velocity instants. They also apply to relatively
unconstrained, over-ground locomotion in varied environments. This contrasts with labo-
ratory measurements using motion capture or sensor-embedded walkways. These can yield
accurate drift-free measurements, but usually for a limited number of steps in a confined
space. An advantage of IMU integration is that a large number of strides may be measured
with good accuracy. This can enhance stride parameter estimation (e.g., [71]). An example
is the effect of walking with eyes open versus closed, which is best discriminated with a
relatively large number of strides (Figure 2.5 C), which are otherwise difficult to capture
accurately during over-ground walking. Given accurate inertial sensors, we believe inte-
gration methods are especially well suited for the estimation of stride parameters and their
16
00.1
0.2
0.3
0
0.1
0.2
0.3
eyes open
eyes closed95% CI
−0.25
0.25
0
stride
widths 
(m)
1 15 30
0
0.15
stride 
width
RMS (m)
stride number
 
 
eyes closed RMS
eyes open RMS
distributed
limited 
accel.
impulsive
limited 
gyro.
300/s
500/s
800/s
1200/s 6g 3g10g
velocity
correction
st
rid
e l
en
gt
h 
er
ro
r (m
)
st
rid
e w
id
th
er
ro
r (m
)
distributed
impulsive 300/s
500/s
800/s
1200/s 6g 3g10g
z 
(m)
Stairs Trial
Rectangular Hallway Trial
z 
(m)
x (m)y (m)
x (m)
y (m)
Processing with Imposed Limitations
Statistical Discrimination
0
25
0
30
2
4
0
40 4
0
4
8
A
C
B
Figure 2.5: Limitations and extensions of inertial measurement of walking. A: IMU es-
timation errors with imposed limitations. Stride length (top) and width (bottom) errors are
shown (relative to motion capture), using the proposed algorithm with a distributed versus
impulsive zero velocity correction. Also compared are calculations made with artificially
limited ranges for gyroscopes (between 1200deg
s
and 300deg
s
) and accelerometers (between
10g and 3g). Errors are summarized as standard deviation of difference between IMU
and motion capture estimate. B: Demonstration of IMU processing applied to walking
in non-laboratory environments. (Top:) Walking around a rectangular hallway circuit of
approximately 110 meters, completed five times. (Bottom:) Walking up and down a set
of spiral staircases (illustrated by photograph). Representative data from one subject show
relatively low drift in absolute positions. C: Estimation of stride width variability as a
function of number of strides. As individual stride widths are measured (top) from a repre-
sentative subject, the estimate of stride width variability (bottom) improves in confidence
(shaded areas for 95% confidence intervals).
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CHAPTER 3
The Stabilizing Properties of Foot Yaw in
Human Walking
Humans maintain lateral balance during walking in a variety of ways, including lateral foot
placement and ankle torque. A less recognized balance method is steering. We propose the
use of foot heading for lateral balance, based on an analogy with methods of balancing a
bicycle. If laterally perturbed, a bicycle will lean sideways about the forward (roll) axis,
and steering the front wheel into the lean will allow the center of pressure to capture the
center of mass laterally, avoiding a fall. We developed a dynamic walking model, where the
passive dynamics of pendulum-like legs produce much of the walking motion, and we test
the efficacy of foot heading to laterally stabilize this model. There are potential advantages
to steering for stabilization in walking, such as the possibility to transform the direction
of travel such that stable fore-aft dynamics can help dissipate the lateral perturbation. It
is unknown whether humans actually employ steering for balance. We perform a human
subject experiment of natural overground walking to test if steering is used alongside lateral
foot placement to stabilize walking, in both Young and Elderly subjects. We find that
stride width is correlated with foot heading step-to-step (total least squares fit slope of 0.38
radians per meter, intersubject t-test, p < 0.05). These results suggest that humans use
lateral foot placement along with steering to laterally stabilize normal walking.
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3.1 Introduction
Humans maintain their lateral balance during walking in a variety of ways. Two of the best
recognized ways involve altering the center of pressure (COP) location underfoot, either
with discrete adjustments to footfall location [8] or continuous application of torque about
the stance ankle [41]. Less recognized is the possibility of steering the body about the
vertical (yaw) axis for balance. This is illustrated by a bicycle, which can be stabilized
by steering the wheel in the direction of leaning [63, 95]. In the case of human walking,
it might also be possible to gain stability through a similar type of coupling, except by
actively steering the foot’s heading during swing. The central nervous system (CNS) might
be expected to use whatever balance strategies are easy and available. But it is unknown
whether active steering is comparable in effectiveness to the other balance strategies, and
whether humans actually use it. We therefore seek to determine the potential effectiveness
and employment of steering to maintain balance during human walking.
The role of steering for balance may be explained intuitively (Figure 3.1). For both
bicycle and human in steady motion, the COP must, on average, remain under the center
of mass (COM). A lateral perturbation to the bicycle will cause the COM to lean sideways
about the forward (roll) axis, and steering into the lean will allow the COP to capture the
COM. Not only can such steering stabilize against falling, but it can even be achieved pas-
sively with appropriate combinations of bicycle geometry and speed [63]. Interestingly,
the bicycle can even gain some speed because it incorporates perturbations energy into the
(newly-defined) forward motion. Walking is quite different from bicycle motion, because
the successive footsteps create two alternating centers of pressure. But there may nonethe-
less be opportunity to steer for balance, in addition to the foot placement and ankle torque
strategies [49]. This is demonstrated by a dynamic walking robot that stabilizes itself au-
tomatically with an ankle joint that kinematically couples steering with leaning [95]. In
the case of the human, the ankle joint is not coupled kinematically, but the CNS might
nonetheless choose to internally or externally rotate the leg as a function of roll-axis lean
to maintain stability.
There are potential advantages to steering for stabilization. One is that steering allows
soft and compliant control, where the perturbation can temporarily redefine the direction of
travel. In contrast, foot placement control, and especially COP control, react more actively
to a perturbation and attempt to restore motion to the original, nominal trajectory. That
response could potentially be costly to perform, because the swing leg needs to be actively
accelerated and because steps both narrower and wider than the nominal require more en-
ergy [26,67]. Of course, in the case of steering, a perturbed direction of travel also requires
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Figure 3.1: Conceptual model of lateral stabilizing with stride width and heading. A bicycle
perturbed to the right can recover by steering the wheel to the right. A human perturbed
to the right can recover by stepping out and/or altering the foot heading to the right. We
propose that walking humans use both to maintain lateral stability.
a correction, but that can potentially be performed gradually and over longer time scales
than immediate fall prevention. Thus, steering could be considered a means to extend the
duration of response to a perturbation across multiple steps. It is also possible that steer-
ing could be combined with foot placement control, and allow for smaller adjustments in
combination than either strategy alone.
It is unknown whether humans actually employ steering for balance. Such control
would presumably require the CNS to sense motion of the body in three-dimensional space,
determine deviations from the nominal gait, and apply corrections to the body heading,
for example by externally or internally rotating the leg. It also remains to be determined
whether the bicycle analogy, described qualitatively above, is indeed quantitatively feasi-
ble. In the present study, we therefore use a simple model of bipedal walking to demonstrate
the feasibility of steering on balance. If humans steer for balance as demonstrated by the
model, we would expect their footfalls to show correlations between foot heading (angle
about the vertical) and lateral placement. We therefore examine the spontaneous deviations
that occur during overground walking, and test whether they exhibit trends that agree with
coupled steering and foot placement.
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3.2 Methods
We will test the role of foot heading in stabilizing walking using a simple mechanical model
of locomotion, and we will look for signs of foot heading stabilization in experimental hu-
man walking. We extended a simple model of 3d walking [49] by adding a mechanism to
rotate the stance ankle in the vertical (yaw) direction. We considered lateral foot placement
and external rotation as independent inputs to this linear system. We then generated stabi-
lizing linear controllers based on these inputs to stabilize the walker laterally. By analogy
with bicycle stabilization, we expected that foot heading and lateral foot placement should
be positively correlated. That is, when perturbed to the right, we expected a stabilizing con-
troller to command stepping more to the right, or pointing the stance foot to the right. We
also analyze experimental human walking to estimate the use of foot heading. We observe
the statistical relationship between lateral foot placement and foot heading, and we ex-
pect that humans use foot placement and heading in combination to laterally stabilize. We
expect no such significant relationship between foot heading and fore-aft foot placement.
3.2.1 Model
We developed a dynamical walking model, where the passive dynamics of pendulum-like
legs produce much of the walking motion (Figure 3.2, A). The model is similar to a previous
one [49] with only two legs connected by a pelvis, that showed that passive dynamics can
help stabilize forward motion, but not the lateral motion, which required active control
such as through lateral foot placement. Following [49], we characterized stability of the
model by linearizing the one-step return map, and analyzing the stability of this discrete
linear system. We generated linear controllers to stabilize the system, where the signs of
the control gains specify the appropriate stabilizing directions in response to a disturbance.
In order to characterize the effect of foot heading on the stability of walking, we devel-
oped a simple three dimensional model of walking, following [49]. Each foot was modeled
as a portion of a cylinder that can roll forward upon the ground. Each leg attaches to a foot
through a freely rotating hinge joint at the ankle that allows the leg to fall to the side about
the roll axis. The legs are connected at the hips with a hinge joint that allows the legs to
swing freely about the pitch axis, passing through the pelvis. There are also two additional
degrees of freedom without passive dynamics. The first allows each leg to twist about its
yaw axis with respect to the foot, to provide a means of steering. This was applied as a sin-
gle angular deviation affecting both legs symmetrically. The second allows each leg to ab-
/adduct relative to the pelvis, to allow for step width or foot placement adjustment. This was
also applied to both legs as a single symmetric deviation. The walker is powered only by
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gravity, walking down a gently declined ramp. Nonzero length, mass, and inertia properties
of each the segments were chosen based on average human data [94] (Table 3.1). The un-
constrained state vector is x =
[
roll, swingPitch, stancePitch, ˙roll, ˙swingPitch, ˙stancePitch
]
We characterized stability of the model by assuming a nominal walking cycle and an-
alyzing the stability of the disturbance response over a step. Based on a similar model of
walking, we expect passive stability in the fore-aft direction and instability in the lateral di-
rection [49]. We first found a passive limit cycle of walking with a step width dynamically
comparable to human walking using a shooting method. We linearized the system about
the fixed point at heelstrike, yielding a perturbation response matrix of partial derivatives,
A. We also linearized the system with respect to the two inputs, leg splay angle and foot
heading, to yield Bsplay and Bheading, respectively. The stability of the resulting discrete
linear system
∆xk+1 = A∆xk (3.1)
represents the stability of the full nonlinear walking system if it is assumed that any pertur-
bations are sufficiently small. We therefore characterized the walker’s stability using the
poles of the linearized one-step return map. As in [49], we found a single unstable mode,
corresponding to lateral toppling. To test the effect of each input on stability, we gener-
ated stabilizing linear controllers based on splay angle and foot heading independently, by
considering the controlled system
∆xk+1 = A∆xk +Buk (3.2)
where u = ∆legSplay, or u = ∆externalRotation. Each input results in a corresponding
B matrix, and pole placement is used to stabilize the unstable lateral falling mode. To
generate a stable controller, we moved the unstable pole to a stable pole using minimal
control effort, which corresponds to reflecting the pole about the unit circle. The signs of
the resulting control gains determine the appropriate direction of lateral foot placement and
the direction of the foot heading given a lateral perturbation.
The walking model suggests that active control of both lateral foot placement and foot
heading can stabilize the lateral motion of 3d walking. The pole locations of the linearized
one-step return map roughly approximated previous values for similar models [49]. An
analysis of the open loop poles (Figure 3.2, B) show that there is one unstable pole (unstable
poles lie outside the unit circle). The mode associated with this pole roughly corresponds
to falling laterally about the roll degree of freedom at the stance ankle. As expected, if
the walker undergoes a perturbation to the right (positive roll angle perturbation), the step
width controller commands a step further to the right than normal, and the foot heading
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Parameter gravity L C R P MPelvis MLeg ILeg Kp
Value 1 1 0.645 0.3 0.3 0.68 0.16 0.017 0.1
Table 3.1: Walking model parameters. All parameters are dimensionless, normalized with
respect to gravity, total mass, and leg length.
controller commands a rotation to point the foot further to the right than normal.
3.2.2 Experiment
We performed a human walking to experiment to estimate the use of foot heading to stabi-
lize natural walking. As lateral foot placement is a known lateral stability mechanism, we
observe the relationship between stride width and foot heading. If humans use both foot
placement and heading to control lateral stability, we expect a positive correlation between
these two measures, corresponding to the expected prediction for the simulation model.
That is, when a foot is placed further to the right than normal, we expect the foot will also
point further to the right than normal. Furthermore, we expect no such significant relation-
ship between foot heading and fore-aft foot placement, as fore-aft foot placement does not
have a strong effect on lateral stability. We use inertial measurement units to capture many
contiguous steps of human walking to facilitate statistical analysis.
We collected healthy human walking data using foot mounted inertial measurement
units [72]. Subjects walked in a straight hallway (roughly 90 contiguous steps). Subjects
were separated into Young (N = 8, mean ± standard deviation age: 22.5 ± 1.5 years, 4
female) and Elderly (N = 14, mean ± standard deviation age: 67.4 ± 6.8 years, 9 female)
groups. Subject consented to participation pursuant to institutional review board proce-
dures. To calculate stride width and foot heading, the inertial data are processed to estimate
the position and orientation trajectories of the foot [72]. This method has been found to
match motion capture to within a few percent when measuring stride variability, but unlike
motion capture, captures walking bouts of arbitrary lengths and durations.
The estimated foot trajectories are used to calculate stride length, stride width, and foot
heading. Foot trajectories are first separated into individual strides using stance periods es-
timated based on low inertial sensor activity. These stride trajectories are then transformed
into a local stride frame by defining forward as a linear fit to the last 3 stance period foot
positions [72], and defining the origin as the initial postion of the foot in the stride (Figure
3.3). Stride length is defined as forward displacement in the stride frame, and stride width
is the lateral displacement in the stride frame. Foot heading is calculated by considering a
vector fixed in the inertial measurement unit frame. A heading is read during each stance
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Figure 3.2: The walking model. (A) A limit cycle of walking is found with roughly an-
thropomorphic gait properties. (B) Linearizing the limit cycle one-step return dynamics
about a fixed point at heelstrike yields a linear system xk+1 = Axk +Bu (top). A B matrix
is individually calculated for a lateral foot placement input and an external rotation input.
The natural dynamics can be described by the open loop poles. One mode, corresponding
to lateral toppling, is unstable (red, outside of the unit circle), and the rest are passively sta-
ble. (C) Two proposed linear controllers are tested, one using only lateral foot placement,
and one using external rotation. Each controller is designed by pole placement, stabilizing
the unstable lateral falling pole using minimal control effort (reflecting the pole about the
unit circle). The control gain matrix for each input type indicates the appropriate control
response given a roll perturbation to the right. We find that the model, when perturbed to
the right, should either step out to the right, or point the foot more toward the right.
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Figure 3.3: Step parameter calculation method. Inertial meausurement units are attached
to subject’s feet. The subject walks down a hallway, and the inertial data is processed to
estimate the position and orientation of the foot. The foot trajectory is broken into individ-
ual strides, and transformed to a walking frame with the initial position at the origin. The
variability of a walking bout for a single subject is estimated by observing the foot place-
ment and orientation in the walking frame (right). The covariance ellipse (black) represents
one standard deviation of variability. The lines corresponding to each footfall represent the
external rotation of the foot for that stride, colored from blue (positive rotation, pointing to
the left) to red (negative rotation, pointing to the right).
phase by calculating this vector’s angle about vertical. The heading from three steps is used
to estimate the subsequent step’s local forward direction. The foot heading deviation for a
given footfall is the heading minus the local forward direction.
We expect a positive correlation between stride width and foot heading. For each sub-
ject, the covariance matrix for stride length, width, and heading is calculated based on all
strides for both feet. To test for a relationship between stride width and heading, we per-
form a t-test on the slope of the total least squares linear fit of heading versus stride width
for all subjects. We expect the heading/width slope to be positive, based on our model
expectations by analogy with bicycle balance. That is, we expect that when a foot is placed
further to the right than normal, the foot will also point further to the right than normal.
We do not expect a significant relationship between stride length and foot heading.
Similar to the heading versus stride width test, we perform a t-test on the heading versus
stride length slope from all subjects. We do not expect a strong relationship between stride
length and foot heading because we are estimating stride measures, as opposed to step
measures. Stride length, for example, is measured as a displacement between the position
of a foot during stance phase and the position of the same foot in the subsequent stance
phase. In contrast, step length is measured as a displacement between the left and right
foot. Correlations have been found between step length and step width [8], but we believe
these length-width correlations will be eliminated when considering stride measures. Stride
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All subjects Young Elderly
Speed (m/s) 1.39± 0.165 1.42± 0.139 1.37± 0.186
Speed variability (m/s) 0.0483± 0.0221 0.0458± 0.0137 0.0502± 0.0273
Stride Length (m) 1.43± 0.152 1.48± 0.078 1.38± 0.182
Number of Strides 125± 20 120± 18.3 130± 20.9
Table 3.2: Gait parameters by subject group. Parameters are reported as mean ± standard
deviation.
length-width relationships could be predicted by composing the left foot’s step length-
width relationship with that of the right foot. Since the length-width relationships are left-
right symmetric, we expect this composition will result in no apparent relationship between
stride length and width.
3.3 Results
Human experiments show a positive slope of the linear fit between stride width and foot
heading. A line was fit (in a total least squares sense) to the foot rotation versus stride
lateral foot placement data for all strides from all subjects. Similar fits were obtained for
forward versus lateral foot placement, and foot rotation versus forward foot placement. The
average slope for the rotation versus lateral placement fit are 0.38 (significantly different
from zero), while all other slopes are not significantly different from zero. That is, when
stepping 1cm further to the right than normal, the foot is also pointed 0.2 degrees further to
the right more than normal.
Covariance ellipses calculated from all strides and subjects in each group were calcu-
lated for forward-lateral placement, rotation-lateral, and rotation-forward (Figure 3.4). For
both Young and Elderly groups, there is less covariance in the forward-lateral and forward-
rotation relationships than in the rotation-lateral relationship (Figure 3.4). No statistically
significant relationship was found between fore-aft foot placement and foot rotation, or
fore-aft foot placement and lateral foot placement (Figure 3.5). To identify any differences
between the Young and Elderly groups, we performed a two-sample T-test on the individual
slopes representing the rotation-lateral foot placement relationship, and found no statistical
difference (p = 0.75). Gait parameters, such as stride length, speed, and speed variability,
were similar between subject groups (Table 3.2).
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Figure 3.5: Summary of variability results. Elderly subjects show greater variability in
lateral foot polacement than Young (left). Young and Elderly subjects showed similar vari-
ability in foreward foot placement, and foot rotation. All error bars represent inter-subject
standard deviations of the given metric, asterisks denote significant difference from zero at
a 1% confidence level. Significant covariance was observed between external foot rotation
and lateral foot placement (right) for both Young and Elderly subjects.
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3.4 Conclusions and Questions
We had saught evidence for the effectiveness and use of foot heading to stabilize human
walking laterally. Our results suggest that foot heading is used as a lateral stabilization
mechanism. Based on our walking model, foot heading can stabilize the lateral mode of
walking in the same manner as steering a bicycle. In humans, we observed a statistical
correlation between lateral foot placement and foot rotation, but not between foreward
foot placement and rotation, indicating the possible use of foot rotation to stabilize human
walking laterally. In the remainder of this section we consider the limitations and possible
implications of this study.
As expected, the walking model can be stabilized by using the rolling foot to turn into
falls like a bicycle. This agrees with previous research on directly coupling heading with
roll [95]. Furthermore, the control gains calculated for stabilizing using leg splay angle and
foot heading angle are of similar magnitudes:
Klateral = [−2.076,−0.233,−0.013,−2.207,−0.291,−0.001] , and
Krotation = [−4.594,−0.516,−0.028,−4.883,−0.643,−0.002, ].
This suggests that any system, human or machine, which minimizes overall control ef-
fort (acting, for example, as a linear quadratic regulator) would emply both mechanisms
significantly during walking to avoid falling laterally. In human walking, we observed a
correlation between stride width and foot heading, which is consistent with the hypothesis
that humans use both lateral foot placement and external rotation to control lateral balance.
Furthermore, no such correlation was found between stride length and foot heading, which
was also expected due to stride length being more associated with fore-aft stability, and
being only weakly related to lateral stability [49].
One limitation of the present study is the relative simplicity of the walking model,
potentially limiting its predicitive power. The current model has relatively few parameters
and assumptions. We believe the qualitative conclusions drawn from the modelling study to
be relatively robust to these parameters and assumptions. Therefore we believe the finding
that foot heading can stabilize this model to be a general property of 3d bipedal walking.
As such, we do not consider the numerical results, for example the relative control gains
of using stride width versus foot heading, to have a particular meaning in human walking,
we only expect the signs of these gains to be relevant. No attempt is made, for example,
to compare the amount of muscular effort required to rotate the body about the stance
foot ankle versus the amount of muscular effort required to splay the legs. Furthermore,
we only consider one mechanism by which the foot heading can be altered step-to-step.
The foot can also change heading just during swing, without effecting the body dynamics.
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While the foot may undergo this type of rotation in human walking, we have shown here
the stabilizing effect of altering heading using a relative rotation between the stance ankle
and pelvis. Further modeling and experimentation could illustrate tradeoffs between the
various lateral stability mechanisms in human walking.
Another limitation in this study is the observational nature of the human walking anal-
ysis. Experimentation of additional conditions that isolate the stabilizing effect of foot
heading would further illustrate its role in human walking. One possible alternative ex-
planation of the correlation between stride width and foot heading is a simple kinematic
coupling. For example, consider a subject with a very long foot, with the inertial sensor
placed at the end of the toe. We would then expect foot heading angle change from step-
to-step to result in a stride width change proportional to the distance from the center of
rotation foot to the sensor. However, if the center of rotation of the foot is taken to be
the ankle joint, the sensor was placed close to the ankle (e.g., at a distance of 0.05m), the
expected coupling between angle and stride width would be an order of magnitude lower
than observed (a coupling 0.05 rad/m as opposed to the observed 0.38 rad/m). Therefore,
we believe that the coupling between stride width and foot heading is indicative of lateral
stability control in normal walking, and this may be further revealed through overground
perturbation experimentation.
While we have focused on natural overground walking, it is possible that the use of
foot heading as a balance mechanism is dependent on the context of the locomotion activ-
ity. For example, humans walking on treadmills may be more constrained in their choice of
foot heading than natural overground walking. Therefore, treadmill walking may rely on
foot heading for stability differently than in natural walking. Treadmill walking involves a
cumulative constraint on stride width on the order of the treadmill width; total lateral devi-
ation must generally remain well below a meter. This has been found to alter lateral foot
placement variability on treadmills [73]. Treadmill walking involves a similar constraint on
cumulative foot heading (on the order of the inverse tangent of the treadmill width divided
by length). Therefore, we expect that humans might use foot heading differently from natu-
ral walking when walking on a treadmill. Recent advances in gait estimation using inertial
sensors has allowed capture of many overground steps, facilitating statististical analysis in
the present study [12, 58, 72]. Inertial sensors are unobtrusive and can capture foot place-
ment in long bouts of natural walking outside of lab environments, so they are ideal for
measuring subtle statistical relationships in spontaneous walking.
While we here have shown the connection between steering and lateral stability for
healthy subjects, considering foot heading could potentially improve treatment for patients
with movement disorders. For example, a pathology might limit the patient’s ability to
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control foot heading, and therefore limit its use as a stabilizing mechanism. Or a pathology
might compromise a patient’s estimation of the body’s roll angle, which the subject might
attempt to correct with a foot heading, destabilizing the gait laterally. The inability to finely
control foot heading might indicate a fall risk. In addition, it may be interesting to observe
how subjects with, for example, transtibial amputation use heading to maintain balance
in the absence of the ankle ab/adduction joint, although medial/lateral rotation of the hip
is intact. The role of foot heading in lateral balance may also have implications for the
control of robots, as it suggests that balance control should not be considered independently
of a global heading control. Since heading and stability are coupled, a controller that
incorporates foot heading into stability control could outperform a controller that neglects
this mechanism.
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CHAPTER 4
The Value of Smoothness in Bipedal
Locomotion: A Simple Optimization Study
Humans prefer to walk and run with energetically economical gait patterns. Optimiza-
tion models show that mechanical work, one of the main contributors to metabolic energy
expenditure, is minimized when the legs act like stiff pendulums for walking, and stiff
pogo sticks for running [83]. Stiff models explain some abstract aspects of ground reaction
forces produced by humans, such as a double-peaked profile for walking and a single peak
for running. But they also predicts force profiles that are unrealistically stiff and impulsive
compared to humans, who produce much smoother profiles with longer ground contact du-
rations. Although these differences might be explained by physical features such as elas-
tic tendons, it is also possible that humans have additional metabolic costs beyond work.
Here we consider metabolic costs for activating muscle that can theoretically explain the
smoother profiles of human forces. Optimization for a combined energetic cost for work
and rapidly fluctuating force produces the characteristic double-peaked force profile of hu-
man walking (coefficient of determination between model fit and human data isR2 = 0.96)
and single-peaked profile of running (R2 = 0.92), more so than work minimization alone
(R2 = −0.79 and −12.0, respectively). Costs based on simple production of force resulted
in less humanlike forces than costs based on force fluctuation. The proposed model presup-
poses no pattern for the leg forces except to satisfy constraints for periodic gait at a nominal
movement speed and step length. It nevertheless discovers smoothed pendulum-like walk-
ing gait at lower speeds, and smoothed pogo-stick running at higher speeds. Although
physical elasticity appears to be important in human locomotion, humanlike locomotion
can be predicted without physical elasticity. It might be economical for humans to walk or
run in a seemingly elastic manner, even if they did not have elastic tendons.
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4.1 Introduction
Human locomotion is governed in part by metabolic energy economy. For a given speed,
aspects of an individual’s preferred gait are normally associated with a minimum of en-
ergetic cost [52]. Alterations to variables such as the preferred stride length [27], stride
width [26], and vertical displacement of the body [35], typically lead to increased energy
expenditure. However, some gait features are quite stereotypical but not obviously deter-
mined by economy, notably the ground reaction forces. Their profiles might somehow be
linked to economy, because forces are the product of muscles, which perform mechani-
cal work and thus expend energy. But it is not clear how energy economy might dictate
the forces characteristic of human gaits. Here we investigate possible contributions to
metabolic energy that might indeed govern the forces exerted during locomotion.
One significant energetic cost in locomotion is for the production of mechanical work.
In human muscle, positive work is performed at a metabolic energy efficiency of about
25%, and negative work at about -120%, so that both cost positive energy (e.g., [57]). Dur-
ing walking, work is needed to redirect the body center of mass (COM) between pendulum-
like steps [53]. A simple two dimensional walking model [50] shows that kinetic energy is
lost when a pendulum-like swing leg collides with the ground. Energy may be restored most
economically by applying an ideal impulsive (instantaneously short) push-off force along
the trailing leg just prior to the leading leg’s collision, because it reduces the associated
energy loss. However, humans also appear to perform push-off work, with a proportional
energetic cost [26, 53]. An alternative model relaxes the inverted pendulum assumption,
and allows for arbitrary leg forces, only constraining the model to produce a walking gait
in two dimensions [83]. Even given arbitrary possible gaits, optimization for minimum
mechanical work predicts walking with rigid, pendulum-like leg behavior, with impulsive
push-off and collision (Figure 4.1). The same optimization applied to running also favors
impulsive forces separated by aerial phases [83]. These optimizations suggest that one
strategy for reducing mechanical work would be to attempt to walk and run with straight
legs, producing instantaneous push-off and collision forces.
In actuality, human legs only partially behave as pendulums. The ground reaction forces
stereotypically exhibit two peaks that abstractly resemble the impulses predicted to mini-
mize work, except with considerable smoothing (Figure 4.1). Ideal impulses are theoret-
ically economical because they redirect the COM velocity with minimal work [53]. Yet
humans do not produce perfectly instantaneous forces [93], and would therefore appear
to perform more than the minimum possible displacement and work. We will investigate
a criterion that penalizes aspects of the produced force which, in addition to mechanical
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work, might better explain human locomotion than analysis of mechanical work alone.
An alternative to the rigid-legged model is to treat the legs as perfectly elastic springs
that also move somewhat like pendulums. Models with axially compliant legs [33] yield
ground reaction profiles more similar to human, for both walking and running. But these
models have no dissipation and perform no work, and therefore have no energy cost for any
stiffness, unlike humans [99]. Their legs do have some elastic properties owing to spring-
like tendons [3], but the muscles must still perform considerable positive and negative
work with non-zero metabolic energy cost [57]. This raises the question of why humans
legs behave so much like springs [62], when they are not physically springs, and when less
work would be required if they behaved more like rigid pendulums.
The discrepancy between models might be explained by another cost, not accounted
for by mechanical work alone. A number of other costs have previously been proposed for
the optimization of various motor tasks. One of the simplest is the time-integral of force
(tension-time integral, [40]), associated with the metabolic energy cost of isometric force
production. Another is the time-integral of muscle force or activation raised to the second
(or higher) power, integrated over the time duration of the movement. Its physiological
basis is less clear, but could be related to motor performance, as movement uncertainty in-
creases with force magnitude (due to signal-dependent noise, [38]). Another interpretation
is that the exponent describes a metabolic cost, because greater force entails recruitment of
less efficient motor units within a muscle [43,88]. But even though the physiological expla-
nation may be unclear, optimization studies often require a force-squared or similar term,
without which the optimum may call for unrealistically high force application (or bang
bang control, [82]). There are, of course, physical limitations on muscle force magnitude,
and so it could also be argued that there should be an optimization cost for peak force. In
addition, we will consider costs that penalize rapid fluctuations in force, calculated based
on the derivative of the force profile. Previous experiments of periodic movements such as
leg swinging [24] and bouncing up and down using ankles [23] have suggested a metabolic
cost that may be based on the speed of force changing, independent of mechanical work.
Although each of the above costs is plausible, it is unclear which (or whether) any of them
could explain the force profiles observed in locomotion.
In the present study, we apply a general model of force-like costs to the optimization of
bipedal walking and running. We used a very simple, computational model starting with a
cost for mechanical work, similar to that of Srinivasan & Ruina [83]. To that objective was
added another term that could be parametrically adjusted to penalize the integral of force,
or force-squared, and other force-like variations. We also applied an adjustable weight-
ing between work and the force-like cost. With a cost for work alone, the model favors
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impulsive forces and rigid legs. With the force-like cost alone, it may favor very differ-
ent force profiles that, in combination with work, may bear greater resemblance to human.
The model is a simple two dimensional point mass mechanical model of walking, without
considering muscle dynamics or many other complications associated with humans. From
this study, we seek to determine whether some force-like hypotheses are unlikely to help
explain human gaits. It is possible that a relatively simple addition to the model of Srini-
vasan & Ruina could better explain the ground reaction forces observed in actual walking
and running, compared to the cost for mechanical work alone.
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Figure 4.1: Comparison of work-minimizing model of locomotion with human walking and
running gaits. Comparison of work-minimizing gait with human gaits, in terms of body
center of mass (COM) trajectories and vertical ground reaction forces versus time. The
model’s COM trajectories feature a sharp, instantaneous redirection due to ideal impulsive
vertical ground reaction forces (asterisks denote infinitly high peaks, shown truncated) in
both walking and running. In contrast, human gait has much smoother COM trajectories
and more rounded vertical leg forces with finite peaks.
4.2 Methods
We formulated a computational optimization problem to produce periodic, bipedal loco-
motion (Figure 4.2). The locomotion model is planar and consists of two massless legs that
rotate freely about a pelvis, modeled as a point mass, roughly approximating the location of
the human body’s center of mass (additional details of the model and optimization problem
are given in Appendix A). The legs can actively telescope and exert arbitrary axial forces
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over time, as in the model of Srinivasan & Ruina [83]. The force are applied along the
axis of each leg, in direction determined by each leg’s ground contact point with respect
to the pelvis. The optimization is intended to allow for a wide range of possible center of
mass trajectories and a wide variety of gaits, such as walking and running. It includes a
small number of constraints defined primarily to enforce steady, periodic gait with left-right
symmetry. For comparison with experimental data from humans, we consider two nominal
gaits: walking at a speed of 1.25 m/s and step length of 0.68 m, and running at 5.0 m/s and
step length of 1.5 m (see Appendix A).
The optimization searches over trajectories of leg forces and body states to find a gait.
A minimal representation of a gait comprises two leg force trajectories over one locomotion
step (with duration Tstep) , and a set of initial conditions for the periodic cycle (i.e. a fixed
point of a limit cycle [84]). The body states are defined as the forward and vertical positions
of the point mass pelvis (x and y, respectively) and their time-derivatives (velocities x˙ and
y˙, respectively). Each leg force magnitude trajectory (f and f ′) is described by a piecewise
linear function between N control points, describing the axial force between pelvis and
foot. The force trajectories are for one step of locomotion, equivalent to half a symmetric
stride (the time between successive heelstrikes of a single leg). When both feet are on the
ground, they are separated by the given step length (Lstep). When one foot is on the ground,
the swing leg is instantaneously advanced forward by one step length, after which the two
leg forces are swapped to produce the second step of a stride. All state variables and other
quantities are nondimensionalized using pelvis mass M , a maximum allowable leg length
L, and gravitational acceleration g as base units.
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Figure 4.2: Optimization model for bipedal locomotion. (A) The model has a point mass
body and massless, telescoping legs driven by axial force actuators. (B) Force magni-
tudes are represented as piecewise linear functions of time within a step (defined by control
points, magnified in inset). (C) The state vector includes body positions and velocities
(x, y, x˙, y˙; lower left), which result from the leg forces and equations of motion.
Several constraints are applied to ensure proper gaits. The states must obey the dif-
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ferential equations of motion for the body with the leg forces as input. A maximum limit
is also enforced on leg length, measured as the distance between pelvis and a foot on the
ground. The leg’s force trajectory is constrained to zero at the beginning and end of the
stride to guarantee a minimum (and possibly very brief) duration for a swing phase. To
enforce continuity, leg force at the end of a step is constrained to be equal to the other
leg’s force at the beginning of its step. To ensure steady locomotion at the nominal speed,
the pelvis position and velocity at the end of each step are constrained to be equal to the
initial pelvis state translated forward by the nominal step length, with a duration appropri-
ate for the nominal speed. There are no features explicitly specifying walking or running
gaits, which must therefore emerge from the optimization alone, as a function of the given
movement speed and step length. Details of the constraints and dynamics are provided in
Appendix A.
We define an independent weighting parameter to adjust the tradeoff between the pro-
posed work and force costs. The overall objective function J is the weighted sum of a work
cost Jw and a force cost Jf :
J = (1− α)Jw + αJf (4.1)
where α is the relative weighting, ranging from 0 to 1. The value α = 0 denotes minimiza-
tion of work alone, and should yield impulsive walking or running [83]. In contrast, α = 1
denotes minimization of the force cost alone. At intermediate α values, we expect to see
the effect of combining the work and force costs.
We define the work cost as the integral of the rectified mechanical power of both legs
over a step [83]:
Jw =
∫ Tstep
0
|~v · ~f |∗ + |~v · ~f ′ |∗ (4.2)
The absolute value places a positive cost on both positive and negative work. The two have
different physiological costs [57], but any constant ratio between them is equivalent to an
adjustment in the weighting α, thereby obviating the need for an additional parameter for
that ratio. (| · |∗ denotes a smoothed absolute value function, see Appendix A)
The other component of the total cost function is for force. To penalize leg forces, we
define a cost of the form
Jf = ||f (n)||p := p
√∫ Tstep
0
|f (n)|p∗ +
∣∣∣f ′ (n)∣∣∣p
∗
dt, (4.3)
where ~f (n) is the nth derivative of force. We will investigate n = [0, 1, 2], where n = 0 pe-
nalizes force amplitude, and greater values of n increase the penalty on higher-order rates
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of change in force. We also investigate a range of p, where greater values penalize larger
peaks in the force cost. This cost is intended to qualitatively model a physiological cost
of force production or force fluctuation [23, 24, 55]. While various detailed models of low
level muscle energetics have been proposed and used to analyze walking [55, 65, 88], we
use simplified models of both locomotion dynamics and muscle energetics. These simpli-
fications allow us to investigate various aspects of force cost and their potential effects on
gait, independent of the particulars of a high dimensional model.
Optimized gaits are compared to human locomotion in three ways. First, we calculate
a quantitative measure of the overall resemblance between profiles, using the correlation
coefficient between ground reaction forces from model and human data (see Appendix A),
for a range of values for the weighting α. Second, we examine the duty factor, defined
as the time each leg contacts the ground, as a fraction of a stride, as well as peak force
magnitudes, in comparison with human locomotion. Third, we examine the relationship
between vertical leg force and vertical body displacement during stance, a relationship that
is roughly linear in both walking and running gaits for a variety of animals [62]. We fit
a line to calculate an effective vertical stiffness, which summarizes the overall oscillatory
behavior as produced by active muscles and passive tendons. These various measures help
to quantify the overall similarity between model and human.
4.3 Results
We found that the addition of a cost for force production reduced the maximum amplitude
of the optimized walking forces. We examine sensitivity of the results to the two parame-
ters of the force cost (Equation 4.3): the derivative order n and the norm exponent p. We
sample values of n between 0 and 2 and various values of p (Figure 4.3). A force cost
with n = 0 and p = 1 represents a penalty on the integral of the force amplitude. Includ-
ing a cost for integrated force amplitude results in generally jagged forces, and changing
the weighting α alters the optimal forces with no particular interpretable trend (Figure 4.3,
“amplitude force costs”, left). Adding a nonlinear power to the force amplitude (p > 1)
penalizes production of larger magnitudes nonlinearly more than lower magnitudes. Op-
timizing with p = ∞ penalizes only the maximal force, resulting in an approximation
of inverted pendulum walking, with brief square wave forces replacing the instantaneous
collision and pushoff forces.
For n = 1 or 2, we interpret the force cost as a penalty on force fluctuation. When
including a force fluctuation cost, the optimization yields broadly similar effects, but some-
what differing force profiles (Figure 4.3, “fluctuation force costs”). Variations of the force
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fluctuation cost produce small differences in peak force, force profile, and double support
period, and produce the most human-like forces for different intermediate values of α. But
regardless of the particular parameter values, there is a general tendency to produce more
rounded peak forces.
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Figure 4.3: Vertical ground reaction forces for gaits optimized for force and work costs.
Ground reaction force trajectories for various formulations of force cost Jf (Equation 4.3).
Examples show the effect of varying the derivative order n and norm exponent p. Values
for α were chosen to qualitatively match human forces where possible. The values for α
in the cost function are (left to right), for amplitude force costs: [4.5 · 10−1, 5.0 · 10−1,
5.5 · 10−1], 3.0 · 10−2, and 1.0 · 10−2, and for fluctuation force costs: 1.1 · 10−4, 1.6 · 10−3,
3.2 · 10−2, 1.1 · 10−2, 2.7 · 10−3.
Optimizing only for force costs reveals two broad classes of solutions (Figure 4.4).
Penalizing force amplitude alone yields force profiles with approximately instantaneous
jumps in force (Figure 4.4, “amplitude force costs”). In particular, penalizing only the
time-integral of force magnitude (p = 1) yields a single instantaneous force impulse. As p
increases, the force-cost optimal profile resembles a square wave lasting the entire stride.
This results in an instantaneously short swing period, with both feet on the ground produc-
ing force for essentially the entire gait cycle. There are jump discontinuities at the begin-
ning and end of the stride. In contrast, optimizing for force fluctuation costs alone (Fig-
ure 4.4, “fluctuation costs”) results in forces characterized by smoothly changing forces
throughout the stride, with no jump discontinuities. This qualitative difference between
amplitude and fluctuation costs illustrate the source of the qualitative difference between
the combined force and work costs, as the jump discontinuities are seen in the amplitude
force cost combined optimized results (Figure 4.3). As force fluctuation costs were gener-
ally better able to reproduce human walking forces (based on R2 of model-data agreement)
we will consider only force fluctuation costs in further analysis, in particular, p = 2, n = 2
Verifying the results from Srinivasan & Ruina [83], we found that minimization of
work alone yields inverted pendulum walking (Figure 4.5, α = 0). During most of single
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Figure 4.4: Vertical ground reaction forces for gaits optimized only for force costs. For
amplitude costs (n = 0, left), the optimized forces resemble square waves or an instanta-
neous spike. For fluctuation costs (n > 0, right), forces smoothly rise from zero to a peak,
then return to zero smoothly. All gaits (except a linear amplitude cost) exert leg forces for
both legs throughout the stride except for instantaneous swing phases. In general, forces
that optimize costs for force amplitude exhibit force discontinuities, while forces optimal
for fluctuation costs have no discontinuities.
support, the leg is rigid, with no leg compression and therefore no work. Work is performed
only at an impulsive collision at the beginning of a step, and a perfectly impulsive push-off
at the end. The leg duty factor approaches 0.5, so that double support also approaches zero
duration. Push-off from the trailing leg immediately precedes collision of the leading leg,
similar to the ideal pendulum model [50].
We found that the addition of a cost for force fluctuations yields gaits bearing more re-
semblance to human (Figure 4.5). Starting with the work-minimizing gaits, an increase in
the weighting α causes the leg forces to become less impulsive, transitioning to maximally
smooth gaits when minimizing force fluctuation alone. An intermediate value of α pro-
duces leg forces qualitatively similar to human both for walking and running. Increasing α
produces increased double support durations and decreased peak force magnitudes.
At the other extreme, minimization of force fluctuation alone yields an extremely smooth
walking gait (Figure 4.5, α = 1). The pelvis moves in a nearly level path, with both feet on
the ground for nearly the entire step. The leg duty factor approaches unity, so that double
support phases are separated only by infinitesimally brief single support phases to advance
the swing leg. A relatively long stance phase allows the leg forces to grow and decay
smoothly, resulting in relatively large leg displacements compared to the work-minimal
gait.
With an intermediate weighting of force fluctuation and work costs, the walking opti-
mization yields more human-like leg forces. These are characterized by a double peak in
vertical ground reaction force, finite double and single support durations, and intermediate
force magnitudes (Figure 4.5, α = 1.61 · 10−3). The weighting α also causes a smooth
transition between two extremes. Recall that a weighting on work alone tends toward a leg
duty factor of 0.5 and perfectly impulsive forces, whereas minimization of force fluctuation
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alone tends toward a duty factor of 1 and maximally smooth forces with low amplitude. As
weighting α increases from zero, the two impulsive peaks in force decrease in amplitude
and lengthen in duration, yielding two rounded profiles. Increasing α further, the two peaks
combine into a single rounded peak. Increasing α also causes the work cost Jw to increase
monotonically, just as the force fluctuation cost Jw decreases. Concurrently, the duty fac-
tor increases and the peak force magnitude decreases, both monotonically. The correlation
with human ground reaction forces reaches a maximum of R2 = 0.96 at an intermediate
weight of α = 2.68 ·10−4. This exceeds values of R2 = 0.79 for work only, and R2 = 0.22
for force fluctuation only.
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Figure 4.5: Optimized walking and running gaits. Optimized gaits as a function of weight-
ing α. Shown are COM trajectories, vertical leg forces versus time, fore-aft leg forces
versus time, and ground contact periods. Work-minimizing gaits (left side, α = 0) ap-
proach impulsive walking (top) and running (bottom), while force fluctuation minimizing
gaits (right side, α = 1) have very smooth leg forces. Intermediate combinations of the two
costs result in gaits with more human-like attributes, both in leg forces and in COM trajec-
tories (shown in gray for human). Values for α for walking are (left to right): 0, 2.68 ·10−4,
1.61 ·10−3, 2.68 ·10−3, and 1. Values for running are: 0, 2.15 ·10−3, 8.05 ·10−3, 5.37 ·10−2,
and 1.
Optimizing work and force fluctuation has similar effects for running. Minimization
of work alone results in an impulsive grounded running gait with an infinitesimally brief
ground contact, similar to that of Srinivasan & Ruina [83] (Figure 4.5). In contrast, mini-
41
mization of force fluctuation alone results in a very smooth gait with the pelvis following
a nearly level path. As the weighting increases, the force profile remains single-peaked
but becomes longer in duration and lower in amplitude (Figure 5.6). Near unity weight-
ing, the aerial phase disappears, as the duty factor exceeds 0.5 and yields a brief double
support period. An intermediate weight (α = 8.05 · 10−3) results in a more human-like
running gait with finite contact and flight phases. The correlation with human ground re-
action forces reaches a maximum of R2 = 0.92 with α = 8.05 · 10−3. This exceeds values
of R2 = −12.0 for the optimization that minimizes work only (α = 0), and R2 = 0.13 for
force fluctuations only (α = 1).
We next examine the relationship between total vertical force and vertical center of
mass displacement (Figure 4.7). Work-minimal walking and running tend toward infinitely
stiff behavior, as indicated by the force-displacement slope, during pushoff and collision.
With increasing α, the smoother walking exhibits lower vertical stiffness during double
support, while an intermediate α value results in a peak single support stiffness. At an
intermediate weighting, the model exhibits vertical stiffnesses that qualitatively agree well
with stiffnesses fitted from human data. A similar correspondence holds for running. As α
increases, the ground contact phase exhibits decreasing stiffness, again approximating that
of human for an intermediate weighting.
The force-displacement profiles may also be examined more directly in terms of the
axial leg forces (Figure 4.8). Here it is evident that all of the gaits tend toward a pseudo-
elastic behavior [74], with force profiles that exhibit no work loops. Even though arbitrary
forces may be obtained, the optimization generally favors profiles that could mostly be
produced passively with springs, with one exception: Work-minimizing walking (α = 0)
requires that the spring store the negative work of collision, and not release it until push-off
at the end of stance. Nevertheless, the general tendency is for axial forces to behave with
lower pseudo-stiffness as α increases.
4.4 Discussion
We had sought to determine whether an objective penalizing leg forces could explain the
rounded profiles for human ground reaction forces. A previous optimization model of lo-
comotion performs a minimum of mechanical work [83] and predicts forces that resemble
those of human in an abstract sense, except for unrealistically high amplitudes at push-off
and collision, and unrealistically short double support duration. We found that an opposing
extreme is to minimize force amplitude or fluctuations, which by itself yields walking with
an unrealistically long double support phase and no appreciable single support. A combina-
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Figure 4.6: Summary measures of optimized gaits. Work cost, force fluctuation (fl.) cost,
double support time (for walking) or leg duty factor (or ground contact time, for running)
as fraction of stride, and peak vertical force. As the optimization cost function is changed
from work only (α = 0) to force fluctuation only (α = 1), the work cost increases and
force fluctuation cost decreases, both monotonically. Double support time and leg duty
factor (ground contact time) increase, and peak force decreases. Values for human (shown
as dotted lines) are between the extremes found at work-minimal and force fluctuation
minimal gaits. All measures are dimensionless unless noted.
tion of mechanical work and force fluctuation costs can, however, produce double-peaked
forces and support durations more characteristic of humans. We also found that costs based
on force amplitude produced less humanlike walking. We found that relevant intermedi-
ate α values are very small, perhaps accounting for a unit conversion factor between N/s
and mechanical watts. Below we examine possible implications of this model for human
locomotion.
Optimizing walking using a combination of costs for mechanical work and force am-
plitude resulted in forces qualitatively different from human forces. In particular, a simple
cost for force production (n = 0, p = 1) resulted in generally indeterminate force solutions
with erratic force fluctuation (Figure 4.3). We believe this is due to the requirements of
steady gait. Because the gait was constrained to a constant speed, the forces on the body
must sum up to gravity over the course of the stride. Since a wide range of leg forces can
satisfy the constraints of steady walking, it is perhaps not surprising that minimzing inte-
gral of the leg force magnitude has little effect on the optimal leg forces, since the vertical
component is constrained to sum to body weight. Furthermore, optimizing for linear force
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Figure 4.7: Vertical stiffness of optimized gaits. Force versus displacement (left) and verti-
cal stiffness (right) for optimized gaits. The force versus displacement relationship shows
multiple regions of effective stiffnesses, defined as the slope of the force-displacement
curve. Optimization yields walking gaits with two stiffnesses, one relatively low during
single support, and one relatively high during double support (with stiffnesses typical of
human shown with dotted lines). Fitting line segments to these periods yields estimates of
effective vertical stiffness (right) for the model, as a function of weighting coefficient α.
Model results for intermediate α weights are similar to those of human.
amplitude alone resulted in a single spike of force, resembling the mechanical work opti-
mal solution for running (Figure 4.4, “force amplitude cost”). Due to this similarity, adding
a linear cost for force amplitude does not result in optimal force profiles qualitatively dif-
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ferent from work minimal gaits. Nonlinear costs on force amplitude have similar results,
in that they do not penalize jump discontinuities in the force profile (Figure 4.4, “force
amplitude cost”). Therefore, in the context of walking, we believe considering costs for
force amplitude production is less important than considering costs for force fluctuation, if
mechanical work is also accounted for.
It is interesting to note that the optimization yielded some gaits with very little vertical
excursion of the center of mass. Once thought to be an energetically economical strategy
for human walking [35, 51, 76], experiments show a nearly level trajectory to be costly in
terms of both metabolic cost and joint work [35]. The present model also finds it to be
far from work-minimal, because high smoothness (α = 1) requires that the legs produce
opposing fore-aft forces, and hence work against each other through most of the stride. In
pendulum-like walking (α = 0), the legs perform no work except for the instantaneous
support transfer, where vertical velocity is actively redirected upwards. This minimizes the
time and amount of work of counteracting leg forces, but at the cost of very high forces and
force rates (Figure 4.5). The addition of a cost for force fluctuation causes the redirection
to begin before double support with a preemptive pushoff, and to end after double support
when the leading leg completes a smoother collision. This bears closer resemblance to
the redirection performed by humans [2]. The optimization illustrates the high cost of low
COM excursions, and explains how the human preemptive pushoff phase can satisfy the
trade-off between mechanical work and force fluctuation.
The optimization also discovers human-like vertical stiffness properties (Figure 4.7).
Vertical stiffness summarizes overall oscillatory behavior in humans [46] and a wide range
of animals [62]. Here, a cost for work tends toward infinitely high vertical stiffness for
both walking and running (Figure 4.7), because high stiffness reduces displacement and
therefore work. But with an increasing weight on force fluctuation, more displacement is
acceptable because it allows decreased peak forces. As a result, the stiffness characteristics
become more similar to human, for both single and (in walking) double support.
We found it curious that the optimization produces spring-like behavior (Figure 4.8),
even though the model contains no springs. The spring-like gaits of humans are thought
to take advantage of elastic tendons [32], which may reduce the active work required of
muscle [4]. But considering that humans are not purely elastic, owing to contractile and
dissipative tissues, we find it remarkable that they behave so much like ideal springs. Our
model produces similar force profiles, despite having no elastic elements whatsoever. It
is perhaps evidence that pseudo-elastic behavior is economical [74], regardless of actual
elastic energy storage capability.
One consideration is whether the proposed objective function constitutes an actual
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to double support in walking, contact phase in running). As the optimization cost includes a
larger weighting α for force fluctuation, the optimal leg stiffness decreases for both walking
and running.
metabolic cost. We based our objective Jf on an actual metabolic cost observed in pe-
riodic human motions such as moving the legs back and forth [24, 25] or bouncing verti-
cally about the ankles [23]. Even accounting for work, humans expend additional energy
to produce fluctuating forces, which appear to cost energy in part for cyclical activation
(see e.g. [9, 42]). Our cost Jf is, however, only a crude representation rather than an accu-
rate model of physiology. A sensitivity analysis suggests that even with variations in the
force fluctuation cost’s parameters, it still tends to produce rounded finite force peaks (Fig-
ure 4.3). The optimization is therefore sufficient only to demonstrate the effects of such
a metabolic cost, without attempting to model it accurately. An optimization approach
is unlikely to resolve the cost further without better experimental characterization of the
underlying physiology.
The physiological cost of force fluctuation has been attributed to the pumping of cal-
46
cium associated with muscle activation and deactivation rather than shortening work [9,24].
It increases with movement frequency and amplitude [23], and therefore the impulsiveness
of cyclical forces. The cost for activating muscle is associated with the number of con-
tractions [9], or is combined with the cost of maintaining force [87], rather than the speed
of changing forces. However, the experiments compared simple tetanus responses, while
in arbitrary force profiles the number of contractions is less well defined. For example, a
muscle exerting a sinusoidal force pattern of given amplitude would be expected to incur a
calcium pumping cost for each dip in force. Increasing the frequency of the sinusoidal force
output while producing the same amplitude would require more power to pump calcium, as
the force dips are happening more frequently. This phenomenon can be roughly quantified
by integrating the absolute value of the force derivative (or indeed any order derivative)
during a period of interest. We propose that the integral of a force derivative-like term as
a generalization of the number of muscle contractions for an arbitrary force profile. We
therefore believe that the force fluctuation costs proposed in this study capture the costs of
calcium pumping and help explain how humans choose walking forces.
It is also possible that humans favor less impulsive forces for reasons other than energy
expenditure. For example, there could be a preference for lower peaks in force, simply to
avoid pain or discomfort. Indeed, when landing from a jump, humans appear to modulate
peak forces by bending their knees, even if that strategy costs them additional work to
recover their upright stance [100]. It is possible that a similar preference could apply to
locomotion. There may thus be other, non-energetic reasons why humans might avoid rapid
force fluctuations. A general interpretation would be that humans prefer to locomote in
ways that minimize a generic objective function that includes metabolic and non-metabolic
costs, with metabolic costs including contributions for mechanical work and cyclical force
production.
Yet another possibility is that the human-like forces are the result of neither cost nor
preference, but limitations on body dynamics. The human body contains elastic tendons
and deformable tissues [99], and therefore acts as a mechanical filter to reduce force peaks.
But just as humans can modulate landing forces, they can also produce quite large peaks
simply by landing with straighter knees [100]. Indeed we find humans to have little diffi-
culty walking more rigidly, given simple instructions to do (Chapter 5). It therefore appears
that humans could easily produce higher peaks than normally preferred, regardless of the
body’s mechanical filtering. Although that filtering is unavoidable to some degree, it also
appears insufficient to entirely explain the relatively rounded, low-amplitude forces that
humans typically prefer during locomotion.
There are a number of limitations to this study. We have examined an extremely simple
47
model of locomotion without many anatomical features. Our approach focused on avoiding
additional parameters that a more complicated model would require, and instead focused
on the basic requirements of bipedal locomotion. In addition, our cost function also only
quantifies production of forces during stance. It does not place a cost on the swing phase,
which may be especially unrealistic when the optimization yields a very long double sup-
port duration (Figure 4.5, “force fluctuation only”) and an instantaneously fast swing. The
inertia of the human leg limits movement speed [23, 24, 50], and evidence suggests a sub-
stantial metabolic cost for moving the swing leg [24]. That cost could also help to limit
the duration of double support, which the present model determines based on stance phase
forces alone. There may also be significant costs for maintaining balance or stabilizing the
torso [23, 28], swinging the arms [19], counteracting torques about the vertical axis [19],
walking at different step lengths [27] and widths [26] or for cushioning the body [99]. By
constraining the nominal walking or running gait, we have effectively treated many such
costs as constant. We propose that the production of work and fluctuating forces contribute
significantly to the energetic cost of locomotion, but not to the exclusion of other costs.
Our model suggests that energetic cost may play an important role in determining hu-
man locomotion. The model further suggests that force amplitude is less important than
force fluctuation when choosing forces in human walking, if mechanical work is also con-
sidered. Moreover, the components of energetic cost, such as for producing rapidly fluctu-
ating forces, may help determine key aspects such as double support durations and rounded
force peaks, as well as the resulting trajectory for the body center of mass. This implies
that a system that uses actuators with different fundamental energetic costs, such as a walk-
ing robot with electric motors, or a human wearing an exoskeleton or rehabilitation device,
might be expected to have quite different forces and kinematics if economy is important.
Here, our model presupposes no pattern for ground reaction forces or kinematics, yet dis-
covers human-like walking and running gaits, driven by hypothetical costs for work and
force production alone.
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CHAPTER 5
The value of Smoothness in Human Walking
Human locomotion is governed in part by metabolic energy economy. Some aspects of
preferred gait, such as step length, normally coincide with a minimum of energetic cost.
Other properties of gait, such as ground reaction forces, are less clearly linked to energetic
considerations. Previous simulation studies suggest that a cost for force fluctuation, but
not amplitude, can explain the ground reaction forces seen in human locomotion, when
combined with mechanical power. Here we explore a simple model of the energetic costs
of using muscle, testing the cost of plausible walking force profiles. The model suggests
that force profiles with more force fluctuation require increased calcium pumping costs.
Based on these simulations, we hypothesize that human walking is determined in part by
an energetically optimal tradeoff between mechanical power and force fluctuation costs.
We perform an experiment to test this hypothesis by having human subjects walk with
altered levels of force fluctuation in gait. We find that subjects expend more metabolic
energy to walk with both reduced and increased force fluctuation (statistically significant
using a paired wilcoxon signed rank test, 95% confidence). We attribute this metabolic
power increase to a combination of mechanical work and force fluctuation. With reduced
force fluctuation, the subjects walked with more mechanical power than normal, and with
increased force fluctuation, the subjects walked with less mechanical work than normal.
We attribute this observed tradeoff to an energetic optimization of mechanical work and
force fluctuation, two costs of using natural muscle.
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5.1 Introduction
Human locomotion is governed in part by metabolic energy economy. For a given speed, an
individual’s preferred gait normally coincides with a minimum of energetic cost [52]. As
a result, alterations to variables such as the preferred stride length [27], stride width [26],
and vertical displacement of the body [35], typically lead to increased energy expenditure.
Since locomotion is powered by muscles, the metabolic energy cost associated with mus-
cles must, in part, govern locomotion. Here we investigate the possible contributions of a
basic cost of using muscles, that of changing muscle force, that might govern locomotion.
Energy is required to change the force produced by muscle. Artificial stimulation of
a muscle with short pulses requires more energy expenditure than longer pulses, given
the same overall stimulation time [9, 42]. Muscles primarily expend energy in two ways:
crossbridge cycling to generate force, and pumping calcium, which regulates the amount
of crossbridge cycling [7]. While crossbridge cycling can generate useable mechanical
work (as well as isometric force), calcium pumping is a required additional cost that pro-
duces no mechanical work. This pumping process requires energy in the form of ATP
hydrolysis. Furthermore, the rate of change of muscle force has been modeled with terms
proportional to a normalized measure of calcium concentration (see [55], equation 36).
Therefore, changing muscle force quickly might be associated with higher concentrations
of calcium. Since pumping more calcium back into the sarcoplasmic reticulum costs more
energy, changing muscle force rapidly may be more energetically costly than changing
muscle force slowly. Tests of leg swinging provide further corroborating evidence for a
metabolic cost of changing force in a muscle [24]. However, this muscle cost is generally
overlooked when studying locomotion.
In rapid cyclic motion tasks, the delay caused by muscle activation dynamics hinders
performance and potentially wastes mechanical energy [66,89]. When driving a joint cycli-
cally with the goal of maximizing speed, ideally a muscle would be at full activation while
it is shortening, and at zero activation when it is lengthening. Any activation during length-
ening would slow the motion, fight the antagonist muscle, and potentially waste energy.
Due to activation dynamics, the activation level cannot change from zero to the maximum
value, or vice versa, instantaneously, and therefore the timing of muscle stimulation must
satisfy a tradeoff between producing maximal positive work and producing minimal neg-
ative work. It is possible that this effect will be evident in the spikey walking condition,
but we do not measure the contraction of the muscles in the present study. However, we
believe that normal walking does not require the subject to maximize the speed of a fluc-
tuating joint, so we do not believe this effect will be the primary contributory factor to the
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metabolic cost of walking with differing amounts of force fluctuation.
Metabolic cost estimates for muscles are used in the application of detailed human
models to study locomotion. These models might, for example, be useful to study the
role of muscle aging in locomotion performance [85]. Walking gaits for dynamic models
of humans have been found [90] using an estimate of metabolic energy expenditure in
muscles [10]. Experimental data can be fit to these models to infer physiological data
which would be difficult to measure [45, 86], by minimizing total muscle activation based
on empirical models of muscle force production and endurance [20]. None of the terms
in the cost proposed are directly based on the fluctuation of the force, or on a jerk term
(which would be proportional to a force fluctuation). Therefore, if a metabolic cost for
changing muscle force exists, these detailed models of human locomotion may benefit
from characterizing and including such a cost. One of our goals in this study is to determine
whether a force fluctuation cost is relevant in human locomotion.
One approximation of metabolic power based on animal measurements is a rough re-
lationship between body weight and the time of ground contact: E˙
Wb
= c
tc
, where E˙
Wb
is
the weight specific metabolic cost, tc is the time of contact, and c is a constant, roughly
0.183 [48]. This relationship appears to hold for a wide range of animals and gaits, and
arises from the proposal that producing forces to support body weight costs the majority
of the energy required to locomote. Also cited is an observation that a metabolic cost for
cross bridge cycling frequency could explain differences between metabolic expenditure in
large and small animals [39] perhaps due to a difference in the muscle fiber type used (fast
twitch versus slow twitch). We will investigate an alternative interpretation of the effect of
muscle cycling costs on locomotion. We propose that a substantial metabolic cost can arise
from increased muscle force fluctuation, without a substantial change in the contact time.
Simulations suggest that a combination of costs for mechanical work and force-fluctuation
may explain the ground reaction forces seen in human walking (Chapter 4). One method
that has been used to investigate the role of force fluctuation costs in human locomotion
uses a very simple model of bipedal locomotion to find gaits that minimize a combination
of work and a cost for changing forces. The model consists of a point mass pelvis and
two massless, telescoping legs. Optimization methods were used to find leg forces that
result in cyclic gaits at anthropomorphic walking speeds and step lengths. When finding
gaits that minimize mechanical work, the optimization produces walking with perfectly
rigid legs and impulsive leg forces at foot touchdown and toeoff [83]. This work minimal
walking gait is also known as inverted pendulum walking since it can be produced by a
semi-passive walker with rigid legs, where the body and stance leg act as an inverted pen-
dulum, passively rotating in a circular arc about the foot on the ground for almost all of the
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Figure 5.1: Comparison of idealized gaits and typical human walking. Optimization stud-
ies of a simple point mass model of walking suggest that minimizing mechanical work
results in inverted pendulum walking (left), characterized by spikey, impulsive leg forces
at heelstrike and toeoff, and a center of mass trajectory that follows circular arcs about foot
placement locations. Toeoff occurs halfway through the stride, coinciding with heelstrike
of the next leg (not shown), resulting in an instantaneously short double support period.
When optimizing the same model to minimize a measure of force fluctuation (right), the
resulting gait has smooth forces that gradually increase and decrease throughout the entire
stride, resulting in an instantaneously short single support period when the massless leg is
swung forward to the next step location. The center of mass trajectory follows a relatively
flat trajectory. Human walking (middle) can be seen as a tradeoff between mechanical work
and force fluctuation costs.
time (Figure 5.1). The only actuation is an impulsive pushoff from the trailing leg at toeoff,
and an impulsive collision from the leading leg at heelstrike, which occur simultaneously,
and together redirect the velocity of the hip mass onto an arc rotating about the new foot
contact point. We refer to this gait as maximally spikey.
A cost for force fluctuation was then introduced to the optimization of this model. This
cost was based, roughly, on the derivative of the force magnitude throughout the stride,
which would result in a large cost for the work minimal, spikey gait due to the impulsive
forces. When minimizing a combination of mechanical work and a cost for force fluc-
tuation in the legs, walking is found with ground reaction forces exhibiting the smooth
double peak characteristic of normal human walking, with roughly anthropomorphic dou-
ble support periods and peak forces (Chapter 4). Further, minimizing force fluctuation
alone produces a gait with very little vertical motion of the hip mass, along with single
peak ground reaction forces and a double support period that spans the entire stride except
for an instantaneous swing phase (Figure 5.1).
A number of other muscle costs were considered in previous walking optimization
studies (Chapter 4). These included the time-integral of force, associated with isometric
force production [40]. A nonlinearity factor was also considered based on signal-dependent
noise [38]. Also, a simple peak force cost was considered, which might correspond to a
physical limitation in peak force production. Each of the above costs was found to explain
less of walking than a cost for force fluctuation.
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Based on these simulations, we hypothesize that human walking is determined in part
by an energetically optimal tradeoff between mechanical power and force fluctuation costs.
We will test this hypothesis by measuring subjects walking with varying amounts of force
fluctuation. We expect that spikey walking, with increased muscle force-fluctuation, will
result in a decrease in the mechanical power used to walk, while smooth walking with
decreased muscle force fluctuation will result in increased mechanical power. If humans
naturally choose an energetically optimal gait, we expect that both spikey walking and
smooth walking will require more metabolic energy expenditure than normal.
We will alter the amount of force fluctuation in gait by encouraging subjects to walk
with reduced or increased double support period. Simple simulation studies of walking
suggest that double support period changes with the amount of force fluctuation in the
overall leg force in gait. In fact, if mechanical work is the only cost considered in walking,
an instantaneously short double support duration is optimal. If force fluctuation is the only
cost considered in walking, optimization suggests that the entire stride cycle should be
spent in double support, with an instantaneously short swing phase. While neither of these
gaits is feasible for a human, they suggest that force-fluctuation can be altered by modifying
double support duration. We will then estimate the fluctuation of the ground reaction forces
as a measure of muscle force fluctuation.
5.2 Methods
We estimated cost for calcium pumping based on an analysis of a simple Huxley model of
muscle. Due to the time constants associated with cross bridge cycling, we believe there
is a cost for changing force that, roughly, increases with the magnitude of the derivative
of force. Combining the Huxley dynamic model of muscle crossbridge bonding with cal-
cium activation dynamics (see [97], equation 5) yields a differential equation for the bond
distribution n,
δn
δt
= r([CA])fn− gn with “activation factor”, r([CA]) = [CA]
2
[CA]2 + k−1
k1
[CA] +
(
k−1
k1
)2 .
(5.1)
The free calcium concentration is [CA], and f , g, k1, and k−1 are timing functions associ-
ated with crossbridge bonding, crossbridge unbonding, calcium-troponin association, and
calcium-troponin dessociation, respectively. Simplifying assumptions include isometric
conditions and full crossbridge participation. We further simplify our analysis by consid-
ering f and g to represent simple time constants, and considering n to be proportional to
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Figure 5.2: Model of required calcium pumping power in muscle with square wave acti-
vation. Computer simulations of crossbridge and calcium activation dynamics (Equation
5.1) driven by square wave calcium concentration activation (lower left), resulted in force
force spike trains (upper left). A range of activation frequencies was tested, with a con-
stant duty factor of 0.1. The amplitude of the calcium square wave was altered in order
to keep the peak force produced constant across all activation frequencies. The amplitude
of the square wave also represents the amount of calcium that must be taken back into
the sarcoplasmic reticulum each cycle, which increases roughly linearly with frequency
(top right). The power required to pump this calcium (calcium amplitude times the cycle
frequency) increases nonlinearly with activation frequency (bottom right).
muscle force. To investigate the energetic consequences of pumping calcium into the sar-
coplasmic reticulum, we performed a computational experiment using equations 5.1. We
simulated the muscle with a square wave calcium concentration with an amplitude of A[CA],
frequency f[CA] and a duty factor of 0.1. A[CA] was chosen to result in a reference peak force
value. A[CA] is a measure of calcium that must be pumped into the sarcoplasmic reticulum
per cycle, and multiplying by the frequency of the cycle, A[CA]f[CA], yields a metric roughly
proportional to the power required to pump calcium. Increasing f[CA] from 0.5Hz to 6Hz
shows a greater than linear growth of the required power (Figure 5.2). This suggests that
faster force fluctuations (e.g. larger | ˙force|) require nonlinearly more energy. To calculate
A[CA], we simulated the activation and force generation dynamics (equations 5.1) for 1 cy-
cle, using f = 1
0.015sec
and g = 1
0.05sec
, [85], k1
k−1
= 0.2 (see [96], Figure 9). The reference
force peak amplitude was 0.1. To match peak force across frequencies an optimization rou-
tine (the fminunc function in MATLAB [59]) was used to optimize over A[CA] to minimize
the difference between the reference force peak and the peak force simulated.
Previous studies have considered a simple cost for force fluctuation based on ground
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reaction forces. The force fluctuation cost has the form
force fluctuation =
∑Nstride
i=0
(∫ tstride,i
0
∣∣f (n)i∣∣p dt) 1p
Nstride
, (5.2)
and penalizes faster changes in force, as they require larger changes of calcium concen-
tration. f (n) is the nth derivative of the magnitude of the leg force. This measure roughly
captures the idea of a cost for calcium uptake demonstrated above (Figure 5.2) which in-
creases nonlinearly with the rate of change of force production. A modelling study con-
sidering equation 5.2 as a cost for a walking model, discovered ground reaction forces
for walking with varying amounts of force fluctuation, but constant walking speed and
step length (Chapter 4). Here we consider the calcium concentrations required to produce
those forces, and the corresponding cost of calcium uptake during these walking gaits. The
ground reaction forces from the modelling study (scaled by a factor of 0.1) (Figure 5.3,
muscle force, dashed lines) are taken as target force trajectories. A trajectory of calcium
concentration through time was calculated (Figure 5.3, free calcium concentration) which
resulted in forces (Figure 5.3, muscle force, solid lines) most closely matching those from
the modelling study. Calcium uptake for each condition was calculated as the sum of the
calcium differences from peaks to troughs of the calcium concentration trajectory. We ex-
pect these dips in calcium concentration to occur due to uptake of free calcium into the
sarcoplasmic reticulum, and therefore require energy expenditure. The power required to
pump the calcium was calculated by dividing by the step time (constant across conditions).
As expected, the pumping power increases as the gait includes more force fluctuation, as
measured by equation 5.2. Physiological experiments would be required to more carefully
characterize values of the force fluctuation derivative order n and nonlinearity factor p.
5.2.1 Experimental protocol
Subjects walked under conditions designed to alter the amount of force fluctuation in their
muscle forces. Subjects first walked on a treadmill to obtain baseline walking (1 minute)
and their ground reaction forces were recorded. The baseline average stride (Tbaseline) and
double support (DSbaseline) durations were calculated using the vertical ground reaction
forces.
We collected three experimental trials: normal, spikey, and smooth. During these tri-
als, subjects were shown visual feedback, representing a gait cycle over time, with a blue
rectangle where left foot ground contact was desired, and a red rectangle where right foot
contact was desired, with purple representing double support. The vertical components of
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Figure 5.3: Model of required calcium pumping power in muscle producing walking
forces. Numerical optimization is performed to calculate the required calcium concentra-
tions (lower left) that result in muscle forces (upper left, solid) that correspond most closely
with ground reaction forces of simulated walking (upper left, dashed), given the model of
crossbridge and activation dynamics of Equations 5.1. The simulated walking forces are
taken from a simulation study of walking at constant speed and step length (0.4 and 0.68,
respectively), but with varying amounts of “force fluctuation”. Any drop in the calcium
concentration is assumed to be a result of calcium uptake into the sarcoplasmic reticu-
lum, and therefore energetically costly. Increasing force fluctuation results in increasing
calcium uptake per step, with a corresponding increase in average power attributable to
calcium pumping (right).
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the left and right feet were overlayed on the desired contact periods as blue and red lines,
respectively, which updated in real time from left to right. At the end of the stride cycle
(Tbaseline for all conditions), the lines wrapped around and began updating at the beginning
of the stride cycle. Subjects were asked to walk (6 minutes) such that the blue and red lines
were greater than zero in the blue and red regions, respectively, with both above zero in the
purple regions. The distinguishing factor between the normal, spikey, and smooth condi-
tions was the width of the desired double support region, which was DSbaseline, DSincreased,
and DSreduced, respectively. Ideal subject performance would result in the same stride fre-
quency across all conditions.
Before the smooth (increased double support trial) walking trial, the subject was in-
structed to walk “sneaky” by bending their knees and crouching over while leaning slightly
forward. Before the spikey (decreased double support) walking trial, the subject was in-
structed to walk while keeping their legs straight and their back rigid, keeping their weight
more on their heels. In pilot testing, these instructions appeared to result in more reliable
changes in force fluctuation than visual feedback alone. In addition, subjects walked for a
short period until they appeared to reach a steady gait before data collection was begun.
Subjects walked on a split belt force-instrumented treadmill (Bertec). Motion capture
markers were used to record the motion of the lower body (Phasespace). Subjects also
wore a respiration sensor (Oxycon Mobile) to measure metabolic energy expenditure. All
trials were performed at 1.25 m/s. 9 subjects were tested, (5 female, with age mean and
standard deviation of 21.2 and 2.4 years, respectively). Forceplate and motion capture
data were taken for 60 seconds, at the beginning of the 6 minute walking bout. Due to
instrumentation problems joint mechanics, center of mass mechanics, and metabolic data
are available for 6, 8, and 6 subjects, respectively.
5.2.2 Outcome Measures
To quantify subject performance in the walking task, we compared aspects of gait to en-
sure that the conditions represent walking with differing levels of force fluctuation. In the
smooth walking condition, we expected the peak vertical ground reaction force and force
fluctuation to be reduced with respect to the normal walking case. Similarly, in the spikey
condition, we expected the peak vertical ground reaction force and force fluctuation to be
increased with respect to the normal walking case.
To quantify the force fluctuation of gait, we will use equation 5.2, with n = 1, p = 3
for this experiment. Force fluctuation was calculated using the left leg ground reaction
force, filtered with a butterworth filter (3rd order lowpass, 100Hz cutoff frequency). It was
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calculated for each step individually, then averaged over all strides. This avoids any filtering
of rapid force changes that would result from averaging all strides before calculating force
fluctuation.
To assess the energetic effect of walking with differing amounts of force fluctuation, we
quantified several measures of energy expenditure. First, to estimate metabolic expendi-
ture, we averaged the volumetric flow rates of respiratory gases over the last three minutes
of each walking trial and calculated the metabolic energy cost based on the relationship
between exchanged gases and chemical energy [1, 15].
In addition, we quantified the overall power performed on the center of mass over a
stride. We first averaged the left and right leg forces (assuming left/right symmetry). We
computed the dot product of the ground reaction force of one leg with a center of mass
velocity estimate, yielding average power a leg performs on the center of mass [29]. We
then calculated the average over time of the absolute value of the power curve. This was
doubled to find the center of mass absolute power.
Finally the mechanical power performed by the joints was calculated based on the mo-
tion capture data and force plates using standard software (Visual3d, C-Motion, German-
town MD, USA) [99]. We filtered the forces and motion capture data (butterworth lowpass
filter, cutoff frequency of 6Hz) to reduce noise. We then calculated joint angles, moments,
and powers for the ankle, knee, and hip, and averaged them over strides. We calculated
the average of the absolute value of the power curve of each joint, and summed these to
quantify average absolute joint power.
Our analysis was performed by calculating average quantities across strides. We demar-
cated strides using the vertical force. Assuming steady walking, the data over each stride
were interpolated and averaged together to yield the average curve for the subject. Fur-
thermore, we assumed left/right symmetry, so the averaged data associated with the right
leg were shifted in time by half the stride period and averaged with the data from the left
leg. However, we performed no averaging when calculating the force fluctuation measure,
which is sensitive to the smoothing that comes from averaging. To perform statistical anal-
yses, all quantities were non-dimensionalized using leg length, body mass, and gravity as
base units.
To quantify differences between conditions, we tested whether outcome measures across
subjects change from the normal condition. Pilot testing suggested that, given the subjec-
tive aspect of the conditions, a normal distribution might poorly model the subject’s out-
come measures. Therefore, to test the effect of condition on a given summary measure, a
paired Wilcoxon signed rank test was performed [34], in lieu of a T-test. This tests whether
the median change from normal across subjects is significant against the null hypothesis
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Condition Stride Length Stride Length RMS Stride Speed Stride Speed RMS
Spikey 1.43± 0.0495 0.057± 0.0216 0.412± 0.0126 0.0079± 0.00164
Normal 1.45± 0.0607 0.0445± 0.0189 0.414± 0.013 0.0072± 0.00213
Smooth 1.45± 0.0556 0.0743± 0.0373 0.413± 0.0123 0.0137± 0.0122
Condition Double Support Duration Double Support Duration RMS
Spikey 0.468± 0.0419 0.0261± 0.00734
Normal 0.502± 0.0321 0.0228± 0.00402
Smooth 0.483± 0.0255 0.036± 0.0101
Table 5.1: Walking parameters during experimental conditions. Parameters are averaged
across all subjects (mean± standard deviation). All parameters are nondimensionalized by
leg length, body weight, and gravity.
that there is no change in the median. This test assumes the data are drawn from a sym-
metric, but not necessarily normal, distribution. Tests for significance are performed at a
confidence of 95%.
5.3 Results
The vertical ground reaction forces of a representative subject exhibits higher peaks and
lower contact duration in the spikey condition than normal (Figure 5.4). The smooth walk-
ing condition exhibits less force fluctuation overall (lower peak force and more constant
force during mid stance). The joint powers averaged across all subjects (calculated from
joint angles and moments, (Figure 5.5)) show more negative ankle work in the smooth con-
dition than normal walking, while spikey walking exhibits less positive ankle work during
pushoff. In addition, spikey walking exhibits less knee work at the end of the swing phase
than normal.
Subjects exhibited significantly more metabolic power in both spikey and smooth walk-
ing with respect to normal (Figure 5.6). Spikey walking was found to exhibit significantly
less absolute joint power than normal, and more force fluctuation than normal. Smooth
walking exhibited significantly more absolute joint power than normal, and less force fluc-
tuation than normal. In addition, spikey walking exhibited more power estimated by a
simple contact time relationship [48] than normal, but smooth walking did not.
Shown in table 5.1 are walking parameters for the various conditions. Higher variability
is evident in the smooth and spikey conditions, possibly due to the difficulty of maintaining
these abnormal gaits.
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Figure 5.4: Vertical ground reaction forces for a representative subject. Shown are ground
reaction forces for one leg (average of left and right legs for all strides). The spikey con-
dition shows a higher peak collision force than normal, and the smooth condition shows a
slower rise and decay in force than normal, as well as less fluctuation than normal in mid
stance. Contact time is slightly shorter than normal in the spikey condition and slightly
longer than normal in the smooth condition.
5.4 Discussion
Our findings are consistent with the theory that preferred walking involves a tradeoff be-
tween the metabolic costs of force fluctuation and mechanical work. As expected, when
asking subjects to walk with increased or decreased force fluctuation, metabolic cost was
higher than in preferred walking. Decreased force fluctuation was associated with more
mechanical joint work, in agreement with previous experimental [35] and simulation stud-
ies (Chapter 4). This is consistent with an increase in metabolic cost for mechanical work
with a smaller decrease in metabolic cost due to force fluctuation. When walking with
increased force fluctuation, mechanical power decreased with respect to normal walking,
in agreement with previous simulation studies (Chapter 4) and therefore mechanical power
cannot explain the observed increase in metabolic expenditure. However, considering an
additional metabolic cost for changing muscle force, which is well documented at the level
of a single muscle, can explain the additional energy expenditure observed.
The decreased mechanical power associated with increased force fluctuation walking
appears to be due to reduced positive pushoff work from the ankle (Figure 5.5, Ankle
Power) and reduced negative knee work in late swing (Figure 5.5, Knee Power). The de-
creased knee work in the spikey condition might be due to a straighter leg during swing,
with less angular excursion (Figure 5.5, Knee Ankle). This suggests that the swing phase
can have a substantial impact on the energetic requirements of gait, which have been ig-
nored when deriving simple relationships between metabolic cost and contact time [48], as
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Figure 5.5: Average joint kinematics, moments, and powers, for all subjects and conditions.
Joint angle (top row), moment (middle row), and power (bottom row) are shown for the
ankle joint (left column), knee joint (middle column), and hip joint (right column). Only
the saggital plane components are shown for angle and moment. Note smaller absolute peak
power for the ankle and knee joints in the spikey condition. There is also more negative
power of the ankle joint during stance in the smooth condition. The gait cycle shown
begins at the heelstrike of the leg shown. All angles are shown with zero defined as the
averge initial angle of the normal walking condition.
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Figure 5.6: Summary measures averaged across subjects: estimates of power (metabolic,
center of mass, joint), force fluctuation cost, and double support period. Vertical bars
denote 1 standard deviation. Asterisks denote significant difference from the normal con-
dition at the 95% confidence level using a paired Wilcoxon signed rank test. Meaures were
nondimensionalized for each subject before averaging, using leg length, body mass, and
gravity.
well as in our previous simple models of force fluctuation cost (Chapter 4).
One limitation of the present study is the imperfect estimation of mechanical power
generated by the muscles. Mechanical power is quantified in two ways, center of mass
power and joint power. Center of mass power quantifies the overall power performed by
the legs on the center of mass. This measure might include factors such as soft tissue de-
formation, for example passive oscillation of viscera [99], which have no direct metabolic
consequence. On the other hand, center of mass power fails to capture so-called peripheral,
or internal, power, which results when forces internal to the body perform work in such a
way that it does not affect the center of mass dynamics (for example symmetric oscillations
of masses about the center of mass) [18, 100]. Peripheral power might be metabolically
costly, but is not measured by center of mass power. The other estimate of mechanical
power exerted by the body is joint power. Joint power was calculated using commercially
available software, which combines ground reaction force measurements with kinematic
information of the body to estimate the moments and powers developed at each joint. Both
center of mass and joint power include elastic tendon power, which is performed passively,
and therefore need not be generated by muscle [100]. Despite the limitations in the mea-
surements, we believe they roughly describe the mechanical power performed by the rele-
vant muscles in gait.
Another limitation of this study is the approximate estimation of the cost of force fluc-
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tuation in muscles. Generally, we propose the cost of force fluctuation only as a rough
approximation of the actual metabolic cost of changing the force of a muscle. The force
fluctuation metric we calculate is based on the ground reaction forces, which result from the
combined contributions of many muscles, as well as passive elements such as tendons and
other soft tissue. In a holistic activity such as walking, force fluctuation cannot be easily
separated from other potential basic muscle costs, such as simply producing force. Despite
the approximate nature of the metric, we consider force fluctuation a plausible explanation
for the metabolic energy cost changes observed in this study.
A further limitation of this study is the experimental methodology employed to elicit
force fluctuation changes. Subjects appeared to have difficulty steadily walking with force
fluctuation levels differing from normal walking (Table 5.1). While the measured force
fluctuation levels changed as predicted (based on a statistical analysis, Figure 5.6), it is
possible that additional training, or more effective feedback, could result in more reliable
changes in force fluctuation. This may improve future studies of the role of force fluctuation
in gait.
Another limitation with the current study is the simplified model on which the hypoth-
esis is based. There is an asymmetry in the proposed walking model with respect to the
experimental conditions. The reduced force fluctuation model represents the legs as mass-
less sliding joints, whereas a human approximates the reduced force fluctuation center of
mass trajectory by significantly flexing the knee. The thigh and shank have significant
rotational inertia, and the sliding leg neglects these dynamics, so a human walking with
reduced force fluctuation acts less like the model. On the other hand, the spikey condition
is an attempt to approximate a model with rigid legs, so the human may act more like the
model.
We do not believe a simple relationship between contact time and energy expenditure
can explain the results found in this study. The estimated power from contact time is signif-
icantly higher than normal in spikey walking, while no significant relationship is found for
the smooth walking condition. However, the measured metabolic power was higher than
normal in both the spikey and smooth walking conditions. We propose that the relationship
between energetic expenditure, body weight, and contact time found in a wide range of an-
imals of different sizes and preferred gaits [48], is a result of a tradeoff between metabolic
costs for mechanical work and muscle force fluctuation.
Our findings are consistent with the theory that preferred walking involves a tradeoff
between the metabolic costs of force fluctuation and mechanical work. When asked to
walk with increased force fluctuation, subjects walked with decreased mechanical power
but increased metabolic power. Previous estimates of metabolic expenditure attempting to
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capture the relationship between force production frequency and energetic expenditure fail
to explain the results found. In addition, our findings disagree with previous theories on the
energetic efficiency of walking with a flat center of mass trajectory. A combination of costs
for producing mechanical work and force fluctuation can explain the observed increased
metabolic cost of walking with decreased mechanical power. We believe that motions
powered by natural muscle involve a tradeoff between the metabolic cost of producing
mechanical work with the metabolic cost of changing the muscle force.
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CHAPTER 6
Concluding Remarks
In this work we have explored mechanisms of stability and metabolic cost in human walk-
ing. The underlying basis for this work is the use of simple dynamical models and control
systems tools. The models have been applied to the development of engineering method-
ologies, particularly to state estimation from inertial measurement data (Chapter 2) and
controller design for walking (Chapter 3). Models have also been used to address scientific
questions regarding human locomotion, for example to determine the variability of human
footfalls during overground walking, and then to the structure of those footfalls and the
relation to stability. I also applied modeling to explore candidate optimization costs that
might govern the basic force profiles produced by the legs during locomotion, accompa-
nied by a human subjects experiment that demonstrates the possible outcomes from such
costs. Here I summarize these results in terms of engineering and scientific contributions,
followed by discussion of limitations as well as possible future applications.
An engineering challenge associated with locomotion is the hybrid nature of the dynam-
ics. Locomotion entails discrete events (e.g., heelstrike impact) acting on continuous-time
dynamics, and the resulting nonlinearities make it challenging to analyze stability and de-
sign controllers and estimators. In the case of state estimation, I treat the discrete event as
an advantage: each stance phase enables drift correction of inertial measurement data, so
that data need only be integrated over the relatively short continuous-time interval of a sin-
gle swing phase. Compared to continuous integration without the periodic correction, my
proposed estimation method performs with orders of magnitude improvements in accuracy.
I adopt a straightforward approach for the design of controllers. I treat each heelstrike
event as a Poincare section, so that the overall step-to-step dynamics may be modeled as a
discrete time system. Linearizing that system, each step allows for computation of a control
law, based on standard control design methods (e.g., pole placement), that commands a
feedback correction that must then be implemented in continuous time. For example, the
adjustment of foot placement and foot heading could then be performed during a swing
phase, and thus continuous- and discrete-time control can complement each other for the
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overall maintenance of balance. This finding is easy to understand and directly suggests
experiments that can be performed on human subjects.
This approach contrasts with other, highly sophisticated computational tools for design-
ing hybrid system controllers (e.g. [92]). Those tools certainly have advantages with regard
to complex systems, but they are also less amenable to engineering reasoning. One might
expect a nonlinear system controller to optimally control foot placement and heading in
a coupled manner as I have proposed. But the analysis of many degrees of freedom and
many states would not necessarily make the coupling as clear and intuitive as my analysis.
For answering simple questions such as what degrees of freedom are sensible for a robot, it
may be helpful to use simple models to reveal physical behaviors that might be harnessed
for control. I propose that simple models remain useful even in the presence of powerful
but more complex methods.
I believe my approach is especially amenable to scientific inquiry. I have used a simple
model of 3D locomotion to propose the hypothesis the humans might steer the foot like
a bicycle wheel to maintain lateral stability. I performed a human subjects experiment
that demonstrates a coupling between foot placement and heading that agrees well with
the model prediction. A separate and even simpler model was applied to the optimization
of locomotion. Whereas a previous study demonstrated how minimization of mechanical
work could determine basic features of force profiles during locomotion, they also failed to
explain the rounded shape of actual human forces. My models show that a single additional
cost, related to fast fluctuations in forces, can explain the forces produced during both
walking and running. I also performed a human subjects experiment that demonstrates a
metabolic cost for locomotion that cannot be explained by mechanical work, but can be
explained by the proposed cost.
There are, of course, limitations to this simple modeling approach. Simple models must
be constructed carefully so that they include only the simplest features necessary to capture
the phenomena under study. It is always possible that a more complex walking model will
produce a different explanation. However, the simpler model is easier to interpret, and, if
it does capture the most fundamental aspects of locomotion, is likely to be more generally
useful. We now consider further implications for this work, both in clinical populations
and in robotic applications.
6.1 Implications for clinical populations
This work may have implications for clinical populations, such as those that walk with
prostheses or orthoses. Our finding that foot heading is used in stabilizing healthy human
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gait warrants consideration in the design of devices used to assist walking, particularly as
falls are likely [64]. Similarly, our finding that force fluctuation is a significant determining
factor of the energetics of walking should be considered when serving populations that
already have reduced metabolic economy [91]. We now consider possible implications for
these findings in trying to improve the design of prostheses and orthoses.
The finding that foot heading can be used to stabilize gait (Chapter 3) may have poten-
tial impact on the design of prostheses or orthoses, which currently may limit the ability
of a patient to alter foot heading on a step to step basis. For example, an active ankle
prosthesis could detect a wider stride width than normal using inertial sensors, and react
by rotating the foot externally. This may lead to improved stability if it correctly simulates
what people choose to do with natural ankles. A hip orthosis could similarly provide a
coupling between foot placement and pelvis heading. It is also possible that this coupling,
present in healthy subjects, is imparied in subjects likely to fall. More research would be
required for any particular patient population, but it is possible that an impaired ability to
finely control yaw rotation of the foot would remove one mechanism of balance and lead
therefore to more falls.
I furthermore found that the ground reaction forces in walking are determined more by
the metabolic cost of changing force than maintaining force. This may have implications
for prosthesis design, as amputee walking general suffers poorer energetic economy than
intact subjects. Prostheses designed to perform pushoff work to reduce the metabolic cost
of walking might also need to consider any sharp forces exerted, as these forces may have
to be counteracted by the subject’s muscles. For eample, if a prosthesis provides a sharp,
strong pushoff impulse at toeoff, the subject might activate the hamstring muscles rapidly
to avoid excess knee flexion. This activation may require little mechanical work, but if
done quickly may require significant energy for activation.
In addition to these scientific results, I presented a technical contribution for measuring
natural gait outside of a laboratory environment (Chapter 2). Commercially available hard-
ware allows the capture of inertial data over entire waking day periods, allowing long term
monitoring of gait. Experiments are being carried out using these techniques to measure
frail elderly subjects for week long periods. In addition, we have used inertials gait moni-
toring to capture gait in natural environments, such as on rough outdoor terrain, marathon
running, and mountaineering. We are also integrating inertial sensors into active prostheses
to better sense and react to user intent. The ability to capture step placement in spontaneous
walking outside of lab may also provide insights into how gait changes throughout the day
or from day to day.
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6.2 Implications for the stability and energetics of robotic
walking
In addition to clinical populations, I believe this work can have applications to artificial
walking, such as humanoid robots. To have a humanoid operating safely, a stable gait is
required to avoid falling and possibly injurying users or damaging the robot. In addition, if
a machine is to carry its own power source to increase mobility over tethered robots, energy
economy is a valuable gait property.
The inertial sensing method described in this thesis (Chapter 2) could in principle be
applied to any form of legged walking. Applying the methods described here can provide
an estimate of the robot’s trajectory from each foot for use in control. In addition, mounting
inertial sensors on the feet of legged robots would be particularly useful to detect any slip
conditions in the stance foot, which is otherwise difficult to detect with encoders alone.
Inertial sensors are also particularly good at detecting if the foot has hit an unexpected
obstacle, since impacts register as spikes on the accelerometers. Inertial sensors also es-
timate orientation and angular velocity in a gravity referenced frame, which complements
the relative orientation estimates from encoders.
In addition to the technical contribution to sensing robotic systems, robots could use
foot steering (Chapter 3) to walk with increased stability. In particular, given a large lateral
disturbance, if step placement is insufficient (particularly if the robot leg is speed-limited
and cannot step out in time to recover), adding a change in foot heading may avoid a fall.
This ability has implications for the structure of controllers. One control approach is to
decouple control of various aspects of the robot in order to achieve desired behavior for
them. One famous example is Raibert’s hoppers, which independently controlled body at-
titude, hopping height, and forward speed. This approach works well when the phenomena
under control are relatively decoupled from each other and can be stabilized independently.
One result from the foot heading model is the coupling between lateral balance and yaw.
Therefore, it is likely detrimental to stability to design a control module for balancing the
robot and seperately design a higher-level control module for global heading. A controller
that simultaneously accounts for any balance needs while performing higher-level heading
corrections with lower priority would likely be more successful, if more complicated.
We optimized a simple model of walking to study the tradeoff between mechanical
work and a low level muscle cost in human walking (Chapter 4), but this method could just
as easily explore efficiency in robot gaits. Electric actuators, for example, do not generally
require significant power to change force, so we might expect a different energetically
optimal gait for an electrically powered humanoid robot than for a human. If the cost
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of using an electric motor is a combination of mechanical work and torque maintenance
(motor current times internal resistance), we would expect a force amplitude production
cost function. Since the walking model applies equally well to humans, humanoid robots,
or any other bipedal locomotor, we can apply the energetically optimal trajectories for force
amplitude costs to an electric robot. We would therefore expect an energetically optimal
gait to resemble inverted pendulum walking with clipped peaks (Figure 4.3, amplitude
force costs). There are other considerations in robot gait, just as in human walking, such as
actuator bandwidth limitations and impact considerations for safety. However, we believe
that the results from the proposed simple model could be used as a first order approximation
of minimizing energy based on fundamental energy costs.
Simple mechanical models have further implications for robotics, such as for use in path
planning. It is likely that humans are a good source from which to learn about walking, so
anthropomorphic control properties might be a good starting point for a stable and efficient
robotic controller. One of the results of experimenting on human gait using simple models
is a family of models that capture the dynamics of human locomotion. These models can
then also be used to solve other problems in robotics, such as path planning. Path planning
for complex systems often suffer from a curse of dimensionality. It is possible that an
optimal path, or an optimal controller, or an optimal state estimator, for a simple model
that captures the natural dynamics of walking will be a good starting point for a path,
controller, or state estimator for a more complicated physical robot. Optimal controllers
for simple models may not necesarily result in optimal controllers for a real robot, but they
are likely a good first step towards robust walking robots that can operate safely for long
periods of time outside of lab environments.
6.3 Remarks on the use of modeling
This thesis has focused on the stability and energetics of human walking, using simple mod-
elling. Human walking is a complex activity, and it is often difficult to attribute measurable
aspects of walking (such as the ground reaction forces, or foot placement variability), to
anatomical features or desired goals of locomotion. However, some underlying principles
of locomotion such as stability and energetic efficiency can be studied using simple models
with few parameters. Using simple models allows testing hypotheses in an isolated system.
It is relatively straightforward to model the dynamics of rigid body linkages, as opposed to,
for example, the complexities of natural muscles connected via tendons to bones. There-
fore it is easier to interpret results of experimentation on simple mechanical models, as
the only possible explanation must be based on mechanical principles. Like all models,
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however, mechanical models can only be used to explore phenomena they capture. For ex-
ample, the correlation between stride width and foot heading might be explained using an
argument not based on stability. However, we believe that stability and energetics are fun-
damental principles underlying gait, and we will generally attempt first to explain observed
phenomena in gait using such fundamental principles.
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APPENDIX A
Work-Force Optimization Process
Here we provide details of the optimization of work and force costs in walking used in
Chapter 4. At evenly distributed times in the trajectory, i ∈ [1...N ], we define body po-
sitions (~pi = (xi, yi)), and velocities (~vi = (x˙i, y˙i)), and the force magnitudes along the
leading and trailing legs, (fi and f
′
i , respectively). We perform an optimization of all of
these variables throughout the step,
C :=
[
~p1 ~v1 f1 f
′
1 ... ~pN ~vN fN f
′
N
]
.
The optimization routine (a sequential quadratic programming algorithm, the MATLAB
fmincon function [59]) searches over C, minimizing the cost function (J) while satisfying
the following constraints.
A multiple shooting integration approach is used to constrain the state trajectory to be
dynamically feasible. Defining force vectors along the leading and trailing legs as
~fi := fi
~pi
||~pi|| and
~f
′
i := f
′
i
~pi + (Lstep, 0)
||~pi + (Lstep, 0)|| ,
each state in the trajectory is constrained to be equal to the previous state integrated forward
over a time period ∆t, (∆t = Tstep/(N − 1)), satisfying the differential equations (x¨, y¨) =
~f + ~f ′ , where ~f and ~f ′ are linearly interpolated between forces at the control points, ~fi and
~f
′
i , respectively. The integration is performed using a fixed step Euler method. To improve
the stability of forward integration, we apply 20 intermediate steps between each control
time step ∆t.
Additionally, the leg force is constrained to be zero at the beginning and end of a stride,
f1 = 0, and f
′
N = 0. The gait is constrained to be a limit cycle of locomotion by constrain-
ing the final state of the body mass to be equal to the initial state translated forward by the
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nominal step length, 
xN + Lstep
yN
x˙N
y˙N
 =

x1
y1
x˙1
y˙1

Finally, each leg is constrained to exert zero force if the foot is not on the ground (i.e.
the distance between the body and the foot’s nominal location on the ground is greater than
the maximum allowable leg length, 1),
fi = 0 if ||~pi|| > 1, and
f
′
i = 0 if ||~pi + (Lstep, 0)|| > 1.
To improve the numerical behavior of the simulation routine, we use an approximate
absolute value function when calculating the cost, |x|∗ =
√
x2 + 2 − , with  = 1 · 10−7,
which eliminates the first derivative discontinuity of the absolute value function at zero. In
theory this approximation does not change the optimization results since both the absolute
value function and this approximate function have a single minimum at zero.
The initial guess for body trajectory was a constant height of 1, a steady forward pro-
gression at the nominal speed. The initial guess for leg forces was half body weight with
a small amount of added random noise. To ease the optimization problem and test for dis-
cretization effects, the optimization was performed at successively higher resolutions (N
= 11, 21, and 41), with each optimization providing an initial guess for the next, with a
small amount of noise added to avoid local minima. We found no qualitative difference in
the resulting forces other than resolution when N was varied from 11 to 41, all results are
shown with N = 41.
The human data are from two subjects, one walking, one running. We believe these
data to be representative of previously published data (e.g. [27, 33]).
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