Motivation: The problem of reconstructing full sibling groups from DNA marker data remains a significant challenge for computational biology. A recently published heuristic algorithm based on Mendelian exclusion rules and the Simpson index was successfully applied to the full sibship reconstruction (FSR) problem. However, the so-called SIMPSON algorithm has an unknown complexity measure, questioning its applicability range. Results: We present a modified version of the SIMPSON (MS) algorithm that behaves as O(n 3 ) and achieves the same or better accuracy when compared with the original algorithm. Performance of the MS algorithm was tested on a variety of simulated diploid population samples to verify its complexity measure and the significant improvement in efficiency (e.g. 100 times faster than SIMPSON in some cases). It has been shown that, in theory, the SIMPSON algorithm could run in non-polynomial time significantly limiting its usefulness. It has been also verified via simulation experiments that SIMPSON runs at least in O(n a ), where a>3.
INTRODUCTION
A number of genetics areas, e.g. conservation and behavioral genetics, routinely require knowledge of the pedigree structure for a given population sample. However, obtaining such structural knowledge is not always easy (or even possible) in practice. Another approach is to infer the structure from DNA markers. The markers, and especially microsatellite markers (Blouin, 2003) , then provide the necessary genotypes that could be used to infer the population structure. One such reconstruction problem is the reconstruction of all full sibling groups within the sample without the availability of parental information.
Currently there are a number of full sibship reconstruction (FSR) algorithms and, in some cases, corresponding readily available software programs. They are the AF (Almudevar & Field, 1999) , Descending Ratio (DR) (Konovalov et al., 2004) , GRAPH (Beyer & May, 2003) , JW (Wang, 2004) , * To whom correspondence should be addressed. SC and FJL (Smith et al., 2001) , SIMPSON (Butler et al., 2004) and TH (Thomas & Hill, 2000) algorithms. Each FSR algorithm varies in how the space of all possible partitions is searched and how the visited partitions are ranked to determine the best according to each algorithm's scoring function. For example, FJL (which was referred to as Likelihood in Butler et al. (2004) ) uses a Markov Chain Monte Carlo (MCMC) method to move through the partition space and the Full Joint Likelihood as a partition scoring function, whilst AF enumerates all possible maximal feasible sibling groups (MSG) and then uses likelihood scoring function based on multinomial coefficients. Another significant difference between algorithms lies in the application of the Mendelian exclusion rules where each sib group must strictly obey the Mendelian rules of inheritance, e.g. in the AF, SC and SIMPSON algorithms. Butler et al. (2004) compared the AF, SC, FJL and SIMPSON algorithms and concluded that none of the four algorithms emerged as an overall winner in all respects when accuracy, efficiency and robustness to genotype errors are considered. However their results indicated that in the absence of genotype errors the exclusion based algorithms (AF, SC and SIMPSON) could be significantly more accurate than the likelihood based FJL, especially when a small number of loci are considered. This indication is consistent with the results of (Thomas & Hill, 2002) who demonstrated that that the likelihood scores underestimate the degree of relatedness in the FSR problem. This is understandable since the Mendelian exclusion works exactly even with one locus. Furthermore the accuracy of exclusion methods will also increase rapidly with the number of loci. On the other hand, the likelihoods work gradually yielding an accurate prediction only when sufficient genotype information was supplied (large enough number of loci and alleles). Given the comparable accuracy of the three (AF, SC and SIMPSON) algorithms, the AF and SIMPSON algorithms have the further advantage of not requiring population allele frequencies.
Whilst accuracy is a key factor, from the bioinformatics point of view an algorithm should have a known complexity measure (e.g. the big O ) and be relatively simple to implement (or corresponding software to be readily available). The lack of some or all of the above factors arguably con-2 tributed to an observation that the FSR (as opposed to parentage inference) algorithms are not used as much as they could be (Pemberton, 2004) . With the notable exception of Butler et al. (2004) there has been very little reporting of efficiency and even then only qualitative comparisons for the four (AF, FJL, SC and SIMPSON) algorithms were presented.
In this paper we start addressing the gap in efficiency knowledge for the FSR algorithms on a quantitative rather than qualitative basis beginning with the accuracy and complexity of the SIMPSON algorithm. The algorithm was chosen because it has a number of above mentioned advantages (simple implementation, comparable or better accuracy, not requiring allele frequencies) over the AF, FJL and SC algorithms. Furthermore, even though the AF and SIMPSON algorithms are comparable in accuracy, the SIMPSON algorithm appeared to be more stable and faster under all circumstances (Butler et al. 2004) . Another factor that influenced the choice of SIMPSON over AF for this study was that the speed of the AF algorithm was found to depend primarily on the family structure of the population sample and in some cases AF failed to produce answers within a reasonable time, e.g. for 200 unrelated individuals (Butler et al. 2004) . We note that this conflicts with (Almudevar, 2001) who successfully applied the AF algorithm to a sample of 781 individuals.
The SIMPSON algorithm uses the Simpson index to compare possible partitions. Given a partition, the index S is defined as
where a population sample of size n is partitioned into r sib groups with group j containing j n individuals. In this paper we demonstrate that the SIMPSON algorithm randomly searches a non-polynomial size partition space and therefore its running time could be non-polynomial when maximizing accuracy. Retaining the Simpson index as the scoring function together with the Mendelian exclusion method we applied the partition space search technique from Konovalov et al. (2004) to devise the Modified SIMPSON (MS) algorithm obtaining a running time of 3 ( ) O n . Rigorous tests are presented confirming the significant improvement in efficiency while achieving equal or better accuracy of the sibship reconstruction. The MS algorithm was compared to the SIMPSON, GRAPH and DR algorithms in accuracy and found to outperform all others with the only exception of the data set containing only unrelated individuals where DR was the best. Unfortunately quantitative comparison to (and between) other FSR algorithms (AF, FJL, JW, SC and TH) was not possible without further study due to the lack of the corresponding data in tabular form.
METHOD

Accuracy
The full sibship reconstruction (FSR) problem is essentially a partitioning problem in which a given population sample is partitioned into a set of clusters, where each cluster represents a group of full siblings (groups of size one are also permitted). A population sample with a known family structure may be generated by simulation and then given to an algorithm for reconstruction. The structure may consist of various known sib groups and corresponds to the partition of the sample. The accuracy of an algorithm could then be estimated by the distance between the original partition A and reconstructed partition B , i.e. 100% accuracy corresponds to zero distance,
where ( , ) D A B is the distance between the partitions A and B , n is the sample size defined as the number of individuals in the sample. The accuracy is then averaged over a number of trials where each trial involves the reconstruction of a freshly generated population sample with the known structure. The partition-distance ( , ) D A B equals to the minimum number of individuals in the reconstructed partition B that must be moved to different groups in order to transform B into the original partition A (Almudevar & Field, 1999) . The partition-distance can be calculated in 3 ( ) O r via the maximum (Gusfield, 2002) or minimum (Konovalov et al., 2005) assignment problem for the bipartite graphs, where r is the maximum number of groups either in A or B .
Partition space size
Let {1, 2,..., } P n = represent a population sample with n individuals (genotypes). The sample can be partitioned ( )
n a a a n n n a a a n a a n a ′ = number of different ways, where j a is the number of groups each having j elements (using notations of (Abramowitz & Stegun, 1972) ). The total number of partitions each containing m groups is given by the Stirling numbers of the sec- The total number of all possible partitions is then given by the Bell number (Bell, 1934; Weisstein, 2005) To illustrate the non-polynomial growth of the partition space in relation to the sample size, n B is compared to the cubic, exponential and factorial functions, see Figure 1 . The Bell number increases faster than the exponent but slower than the factorial. (Lovasz, 1993) showed that n B has the asymptotic limit
SIMPSON algorithm
The SIMPSON algorithm (Butler et al., 2004) starts with a partition where each individual is in a group by itself, and then repeats the following loop a large but fixed number of iterations n T ( 5 50 10 T = is used in (Butler et al., 2004) and displayed in Figure 1 ).
(1) Choose two individuals i and j at random.
(2) Abandon the iteration and start a new one if the two individuals are already in the same group.
(3) Test whether the multilocus genotype of individual i is compatible with the genotypes of the sib group containing individual j . If not, abandon iteration and start a new one.
(4) Add individual i to the sib group containing individual j , and calculate the partition's Simpson index.
(5) If the new partition has the highest Simpson index seen so far, store it as the best.
After the prescribed number of iterations, the solution is the best partition corresponding to the highest Simpson index. Essentially the algorithm performs a "random walk" from one partition to the next by moving one individual at a time and remembering the partition with the highest Simpson index so far. This approach is inefficient since the same partition may be evaluated more than once. In addition the algorithm is a brute force algorithm requiring, at least in theory, a visit to every unique non-prohibited partition. In practice a somewhat arbitrary n T is used to terminate the search since at present it is not known how to choose an optimal n T . It will be shown in the results section that if an insufficient n T is used, the reconstruction accuracy deteriorates dramatically. As n grows, so n T must grow in order to achieve suitable accuracy, and even so the accuracy may plateau without reaching 100%, e.g. see Figures 3A and 3B . The actual number of all non prohibited configurations can be calculated numerically using the technique described in the next section where by setting the w parameter of the Modified SIMPSON algorithm to plus infinity the algorithm was transformed into the true brute force algorithm for this problem. Figure 1 shows such actual numbers (denoted g N ) for a population of unrelated individuals and verifies the non-polynomial behavior of the SIMPSON partition space size (and hence the SIMSPON algorithm). It is interesting to note that even a relatively small population size of 11 n = requires 5 10 g N unique (non-repeated) sibship checks while the comparable number ( 5 10 n T = ) of iteration could still be used at 50 n = (Butler et al., 2004) since g N represents the statistically improbable scenario when the best partition happened to be the very last being checked.
The lower bound of a brute-force FRS algorithm could be estimated by observing that any two individuals can always form a sib group when parental information is unknown. That means that as a minimum the algorithm must visit all partitions containing at least one group with three individuals while the rest of the groups are of size one and two. The number of such partitions is given by
n a a a , where 1 {0,1} a = and 1 2 2 3 a a n + + = . Since 2~/ 2 a n , the lower bound of the algorithm increases as
which is faster than any polynomial power but slower than g N ( Figure 1 ).
Genotype distance
In order to find the "direction" towards the partition with the highest Simpson index we propose a heuristic distance between two individuals X and Y at a locus l as the number of alleles that are not shared For the multilocus distance between two genotypes we define min( ( , ))
and will be referred to as the genotype distance. The minimum rather than maximum value is used because we are trying to identify the most probable full-sibling pairs without the knowledge of how often a given allele appears in the wider population. Even though the genotype distance varies over the same range of values {0,1, 2} for sibs and unrelated individuals, {0,1} values are more probable for sibs.
Other forms of the genotype distance were also considered in a later subsection.
Modified SIMPSON algorithm
The algorithm was inspired by the Descending Ratio (DR) and the Exhaustive Descent (ED) algorithms (Konovalov et al., 2004) . While ED builds every possible partition by adding one individual at a time, DR does the same but discards all but one best partition for the next iteration (addition of the next individual). Both DR and ED use overall likelihood to rank the goodness of each partition. DR and ED could be generalized as two extremes of a method which is controlled by a window size w . DR corresponds to 1 w = while ED corresponds to w = ∞ . ED is a brute-force algorithm and is not practical for the FSR problem which has the exponential partition search space.
The new algorithm was constructed by replacing the overall likelihood with the Simpson index as the scoring function for ranking the partitions in DR and ED, the following Modified SIMPSON (MS) algorithm is proposed:
(1) Calculate pairwise matrix of genotype distances. This is a Steps (1) and (6) (Almudevar & Field, 1999) , the actual number of sib groups could still be proportional to n (Figure 4A ) yielding ( ) O n . Since the steps (1-3) are at most 2 ( log ) O n n the whole algorithm is 3 ( ) O n . However if the number of groups in the population sample is fixed or relatively stable, the overall theoretical complexity of the algorithm would be reduced.
Other genotype distances
Three other distance measures were also considered:
where L N is the number of loci. The average genotype distance XY D relates directly to the logarithmic distance ln( / 2) (Blouin et al., 1996) Figure 2 ). Figure 2 demonstrates that the genotype distance allows for an accurate (better than 95%) reconstruction without the knowledge of the allelic frequencies in the biologically tractable region of 3-10 loci.
RESULTS AND DISCUSSION
Unless stated otherwise all results are averaged over 100 trials and summarized in Tables 2 and 3.
Accuracy
First of all the accuracy of the Modified SIMPSON (MS) algorithm is verified against the original. Figure 3 displays the MS results for 50 individuals with the following family sizes: (a) 50x1 (50 unrelated), (b) 25x2 (25 families with 2 sibs each), (c) 5x10, (d) (20, 10, 10, 5, 5), (e) (30, 5, 5, 5, 5) and (f) (40, 5, 2, 2, 1). It is safe to conclude from Figure 3 that the new algorithm is more accurate than the original in all considered cases.
Since any two individuals can always form a sib group, the theoretical limit of the MS and SIMPSON algorithms in Figure 3A is 50% (the reconstruction partition-distance can not fall below 25). The failure of a SIMPSON index based algorithm to deal with the presence of unrelated individuals is known (Butler et al., 2004) and outside the scope of this paper. Figures 3B and 3F demonstrate the advantage of the "directed" search within the MS algorithm. In Figure 3F {u1,fs2}, {fs1} partitions and therefore the SIMPSON algorithm returns one of the three partitions with equal probability (assuming that the rest of individuals are assigned correctly). On the other hand, MS is most likely to start with (and keep) the fs1-fs2 pair rather than fs1-u1 or fs2-u1 delivering the correct partitioning more often. While in the case of Figure 3F the effect is somewhat negligible, MS significantly outperforms SIMPSON in Figure 3B (25x2) .
We also verified that the order in which the unassigned individuals were selected was critical (steps 1-4 of the MS algorithm). This was studied by creating a version of the MS algorithm where the ascending distance order was replaced by a random order. We found that the accuracy deteriorated significantly in the uniformly distributed families of five and ten (results are not shown) while, as expected, the effect is negligible when a sample lacks any structure (e.g. 50x1) or most individuals are of the same type (e.g. 1x50).
The DR results (Figure 3) were obtained with the null and primary hypotheses being the unrelated and diploid fullsibling relationships, respectively. Figure 3 shows that DR is more accurate than the GRAPH algorithm, especially for highly skewed family distributions ( Figure 3F ). As expected, the MS and SIMPSON algorithms were consistently more accurate than the likelihood based DR and GRAPH if non-small size families were actually present in the samples (families of size five or larger were used in Figures 3C-E) . Note that the presented GRAPH results were re-calculated according to Equation (2) from the original results of Beyer & May (2003) for the average number of individuals who had to be moved to another family to create a correct classification, e.g. the original 8.09 (for 5x10, 4 L N = and 8 A N = ) is plotted as (1-8.09/ n )=0.8382 or 83.82%, where 50 n = .
The presented MS accuracy results were obtained with 2 w = (Figures 3 and 4C ) and 10 w = ( Figure 4C ) confirming the stability of MS in regard to variations in the window size w .
Efficiency
There are a number of ways the efficiency of the algorithm could be measured. The most straightforward is the total running time per reconstruction. Figure 4A shows such a measure in arbitrary units of time. In practical terms one reconstruction of 100 families of 5 sibs each ( 500 n = ) took an order of seconds on a 3GHz PC making the MS algorithm convenient for empirical full sibship reconstructions and further study. Figure 4A Figure   4A ) to MS ( 2 w = -crosses and 10 w = -solid dots) we conclude that MS is significantly more efficient. For example, at 50 n = the original SIMSPON algorithm takes more than 100 times longer to achieve the same accuracy as MS ( 2 w = ), where 5 50 10 T = was taken from (Butler et al., 2004) . The values of 3 n T n = were limited by the maximum 5 max 10 T = to demonstrate that the SIMPSON accuracy deteriorates very rapidly if a required number of iterations was not "guessed" correctly. Figure 4C indicates that 3 / 5 n T n = is probably the smallest (optimal) number of iterations before the accuracy of the SIMPSON algorithm deteriorates below 95%. However, 3 / 5 n T n = is insufficient at larger n to maintain the accuracy achieved as small n which shows that SIMPSON runs at least in ( ) O n α , where 3 α > . We have also verified both theoretically and experimentally (results are not shown) that the DR algorithm runs in 3 ( ) O n regardless of the family distributions.
CONCLUSION
We presented a polynomial-time algorithm based on the Simpson index that significantly outperforms the original SIMPSON algorithm of Butler et al. (2004) in any combination of accuracy and efficiency for the full sibship reconstructions (FSR) problem. The new algorithm is governed by only one heuristic parameter (typically 10 w ≤ ) and is stable to a wide range of variations of that parameter ( 2,10, 20 w = were considered). More theoretical work could be done to discover a relationship between the optimal value for w (if one exists in terms of accuracy-efficiency trade-off) and the population parameters: size n , number of loci L N and alleles A N . In fact, we conjecture that w is mainly sensitive to L N and A N but relatively insensitive to n . It was shown in this paper that even ( 50) 1 w n = = performs well in the case of the DR algorithm when applied to the FSR problem. This indicates strongly that even if the optimal value ( , , ) L A w N N n does exist, the variation in accuracy should not be significant. The MS algorithm was also shown to outperform the likelihood based DR and GRAPH algorithms for uniformly distributed families ( Figure 3C ) as well as for skewed family distributions ( Figures 3D-F) . Only in the presence of unrelated individuals the MS algorithm was found to be less accurate than DR ( Figure 3A) .
Even though the MS algorithm arguably makes the SIMPSON algorithm redundant, the question of what is the optimal number of iterations n T remains an intriguing bioinformatics problem. Also it is unknown whether the Simpson index based formulation of the FSR problem could be solved exactly in polynomial time or can be shown to be NP-hard. 10 T = used with the SIMPSON algorithm (Butler et al., 2004) is denoted by a square. Estimation (115,975) of Thomas & Hill (2000) for 10 individuals is denoted by a circle. The ii The partitions are displayed in descending order of their Simpson index.
iii Assuming this partition can not be a sib group. (Butler et al., 2004) and Descending Ratio (DR) (Konovalov et al., 2004 ) algorithms for 50 individuals in different family sizes (the sizes are displayed in parentheses). The MS results were obtained with the window parameter w=2. The SIMPSON results were obtained with T 50 =10 5 . Each of the N L loci was simulated with eight equifrequent alleles ( N A =8). Asterisk denotes 100% accuracy. g N -is the number of unique groups checked for sibship. Each simulated population sample is generated using five loci (N L =5) and ten equifrequent alleles (N A =10) consisting of equal size groups with five full siblings each.. The dotted line in subfigure (c) is the 95% level. The last calculated point is for 100 families of five sibs each, 500 n = .
