We introduce the LAMOST Stellar Parameter Pipeline at Peking University -LSP3, developed and implemented for the determinations of radial velocity V r and stellar atmospheric parameters (effective temperature T eff , surface gravity log g, metallicity [Fe/H]) for the LAM-OST Spectroscopic Survey of the Galactic Anti-center (LSS-GAC). We describe the algorithms of LSP3 and examine the accuracy of parameters yielded by it. The precision and accuracy of parameters yielded are investigated by comparing results of multi-epoch observations and of candidate members of open and globular clusters, with photometric calibration, as well as with independent determinations available from a number of external databases, including the PASTEL archive, the APOGEE, SDSS and RAVE surveys, as well as those released in the LAMOST DR1. The uncertainties of LSP3 parameters are characterized and quantified as a function of the spectral signal-to-noise ratio (SNR) and stellar atmospheric parameters. We conclude that the current implementation of LSP3 has achieved an accuracy of 5.0 km s −1 , 150 K, 0.25 dex, 0.15 dex for the radial velocity, effective temperature, surface gravity and metallicity, respectively, for LSS-GAC spectra of FGK stars of SNRs per pixel higher than 10. The LSP3 has been applied to over a million LSS-GAC spectra collected hitherto. Stellar parameters yielded by the LSP3 will be released to the general public following the data policy of LAMOST, together with estimates of the interstellar extinction E(B − V ) and stellar distances, deduced by combining spectroscopic and multi-band photometric measurements using a variety of techniques.
INTRODUCTION
The structure and origin of the Galactic disk(s) are among the hottest debating issues of the Galactic astronomy. An archeological approach to the problems relies on the collection of information in multi-dimensional phase space for large samples of stars. The ongoing LAMOST Spectroscopic Survey of the Galactic Anti-center (LSS-GAC), will collect medium-to-low resolution (R ∼ 1800) spectra of millions of stars and deliver fundamental stellar parameters, including radial velocity (Vr) and stellar atmospheric param-⋆ E-mail: xms@pku.edu.cn † E-mail: x.liu@pku.edu.cn eters (effective temperature T eff , surface gravity log g, metallicity [Fe/H]), as well as elemental abundance ratios (the α−element to iron abundance ratio [α/Fe] , and the carbon to iron abundance ratio [C/Fe]), deducible from the spectra . Combined with accurate optical and infrared (IR) photometry, the LSS-GAC will also deliver estimates of the interstellar extinction and distances to individual stars (Yuan et al. 2014, submitted; Paper III hereafter) . Together with determinations of proper motions, either from existing catalogs, such as the PPMXL (Roeser et al. 2010 ) and UCAC4 (Zacharias et al. 2013) , or from the forth coming measurements of Gaia of unprecedented accuracy (Perryman et al. 2001) , as well as accurate parallaxes (distances) also provided by Gaia, the LSS-GAC will provide an unprecedented large stellar database in multi-dimensional phase space to study the stellar populations, kinematics and chemistry of the Galactic disk and its assemblage and evolution history. Deriving accurate stellar parameters from millions of medium-to-low resolution fiber spectra in an efficient way is thus of fundamental importance to fulfill the scientific goals of LSS-GAC.
Various methods have been developed in the past to derive stellar atmospheric parameters from large number of mediumto-low resolution spectra (Recio-Blanco et al. 2006; Lee et al. 2008a , Wu et al. 2011 . The approaches generally fall into two main categories of method (Wu et al. 2011) : the minimum distance method (MDM) and non-linear regression method. Both categories of method have been applied to large stellar spectroscopic surveys, including the SEGUE (Yanny et al. 2009 ), RAVE (Steinmetz et al. 2006) , APOGEE (Majewski et al. 2007 ) and LAMOST ). The MDM is usually based on spectral template matching, and searches for the template spectrum that has the shortest distance in parameter space from the target spectrum. The χ 2 minimization, cross-correlation, weighted mean algorithm, and the k-nearest neighbor (KNN), are thought to be specific cases of MDM (Wu et al. 2011) . Softwares and pipelines developed based on those algorithms include the TGMET (Katz et al. 1998) , MA-TISSE (Recio-Blanco et al. 2006) , SSPP (Lee et al. 2008a) , ULySS (Koleva et al. 2009 ), that of Allende Prieto et al. (2006) and of Zwitter et al. (2008) . The non-linear regression method is sometimes also referred to as the artificial neural network (ANN). The method constructs a functional mapping between the spectra and stellar atmospheric parameters by training a library of template spectra with non-linear algorithms such as the principal component analysis (PCA), and then apply the mapping to target spectra. Related work can be found in Re Fiorentin et al. (2007) and Lee et al. (2008a) . In addition to the above two categories of method, other approaches have been developed, for example, the line-index method based on the relations between the stellar atmospheric parameters and the equivalent widths of spectral features and/or photometric colours (Wilhelm et al. 1999; Beers et al. 1999; Cenarro et al. 2002) . More recently, a Bayesian approach to determine stellar atmospheric parameters combing spectral and photometric measurements has been developed by Schönrich & Bergemann (2013) 
Different methods usually have different valid parameter ranges, outside which the methods perform poorly. For example, the line-index method usually loses sensitivity when the adopted metallic lines are either saturated or too weak. Because stars are widely distributed in the parameter space and different spectral features have different sensitivity to the atmospheric parameters, one can hardly rely on one single method to derive stellar atmospheric parameters with a uniform accuracy for all types of star. A "multimethod" approach, which takes averaged stellar atmospheric parameters deduced from a variety of methods that utilizes different spectral wavelength ranges, is adopted by the SSPP (Lee et al. 2008a ). Since systematic errors from different methods cannot be easily compared and combined, the systematic errors of the final parameters are difficult to estimate.
Almost all of the methods determine the stellar atmospheric parameters via either direct or indirect comparisons between the target and template spectra, a set of comprehensive templates of known parameters covering a broad parameter space are thus of fundamental importance. Both libraries consisting of empirical and synthetic spectral templates have been used in the literature. Lists of the currently available empirical and synthetic libraries can be found in Wu et al. (2011) and at a website on stellar spectral libraries
1 . An advantage of the empirical libraries is that they consist of spectra of real stars. The disadvantage is that it is often laborious and time-consuming to build an empirical spectral library of stars of accurately known parameters that cover wide parameter ranges with sufficient resolution and homogeneity. It is clear that the parameter space encompassed by the existent empirical libraries are limited by our current knowledge of stars in the solar neighborhood and the available observations. On the other hand, while it may be straightforward to construct a set of synthetic spectra covering homogeneously a wide parameter space, it is difficult to assess the robustness of the spectra, especially those of very low (T eff < 4500 K) or high temperatures (for instance, stars of the O, B or A spectral types). Properties of stellar spectra are determined not only by basic stellar parameters such as T eff , log g, [Fe/H] and [α/Fe] , but also depend on other parameters and processes such as the micro-turbulence and rotation velocities as well as convection. Observational uncertainties combined with inadequacies in our understanding of stellar atmospheres may lead to unrealistic parameters T eff , log g, [Fe/H] and [α/Fe] by matching an observed medium-to-low resolution spectrum with a library of synthetic spectra.
Thanks to the efforts involving many observers, several empirical spectral libraries, including the ELODIE (Prugniel & Soubiran 2001; Prugniel et al. 2007 ) and MILES (Sánchez-Blázquez et al. 2006; Falcón-Barroso et al. 2011) , are now available. They cover a wide range of stellar parameters, accurately determined with high resolution spectroscopy. A pipeline, the LAMOST stellar parameter pipeline (LASP), which is mainly based on the Université de Lyon Spectroscopic Analysis Software (ULySS; Koleva et al. 2009; Wu et al. 2011 ) and makes use of the ELODIE library, has been developed and applied to the LAMOST spectra at the LAMOST Operation and Development Center of the National Astronomical Observatories of Chinese Academy of Sciences (NAOC; Wu et al. 2014 ). The library is used to determine radial velocities as well as atmospheric parameters. Parameters thus determined have been made available via the LAMOST official data release (Luo et al. 2012 , Bai et al. 2014 .
As parts of the LSS-GAC survey, a pipeline, the LAMOST Stellar Parameter Pipeline at Peking University -LSP3, has been developed in parallel. Similar to the LASP, the LSP3 determines stellar atmospheric parameters by template matching, but using the MILES rather than the ELODIE empirical library instead. Compared to the ELODIE spectra which are secured using an echelle spectrograph with a very high spectral resolution (R ∼ 42, 000; Prugniel & Soubiran 2001; Prugniel et al. 2007 ), the MILES spectra are obtained using a long-slit spectrograph at a spectral resolution (FWHM∼ 2.4 Å) comparable to that of the LAMOST spectra, and are accurately flux-calibrated to an accuracy of a few per cent over the λλ3525-7410 wavelength coverage. The stellar atmospheric parameters of MILES spectra, determined in most cases using high resolution spectroscopy, have been calibrated to a uniform reference (Cenarro et al. 2007 ). On the other hand, the radial velocities of MILES stars are not as accurately determined as those in the ELODIE library, given the fairly low spectral resolution of MILES spectra. Thus for radial velocity determinations, the LSP3 continues to make use of the ELODIE library.
The LSP3 has been successfully applied to hundreds of thousands spectra collected for the LSS-GAC survey. Radial velocities and atmospheric parameters, together with other additional param-eters such as estimates of interstellar extinction and distance to individual stars are released as value-added catalogs supplementary to the LAMOST official data release (Paper III). In this work, we introduce the algorithm and implementation of LSP3 in detail, and examine the accuracy of stellar parameters yielded by the LSP3, by applying the LSP3 to the spectral templates themselves, to LAM-OST multi-epoch spectra of duplicate stars and to LAMOST and SDSS spectra of member candidates of open and globular clusters. Parameters yielded by the LSP3 are compared extensively with independent determinations from a number of external databases, including the PASTEL archive and the APOGEE, SDSS and RAVE surveys, as well as with values published in the LAMOST first data releases (DR1; Bai et al. 2014) .
The paper is organized as follows. In Section 2, we introduce template libraries adopted by the LSP3. Section 3 describes the methodology of LSP3 in detail. In Section 4, we examine the LSP3 algorithm by applying it to the template spectra themselves. In Section 5, we discuss the precision and accuracy of LSP3 by comparing the results yielded by different algorithms and by multi-epoch observations of duplicate stars. In Section 6, LSP3 stellar parameters are compared extensively with independent determinations from external databases. Calibration and error estimates of LSP3 parameters are presented in Section 7. In Section 8, we discuss the error sources of LSP3 stellar parameters. We close with a summary in Section 9.
THE SPECTRAL TEMPLATES

The MILES and ELODIE libraries
The MILES library consists of 985 stars spanning wide range of stellar atmospheric parameters. The spectra are obtained with the 2.5 m Issac Newton Telescope, covering the wavelength range 3525 -7500 Å at an almost constant resolution of full width at half maximum (FWHM) of about 2.5 Å (Sánchez-Blázquez et al. 2006; Falcón-Barroso et al. 2011) , which is slightly smaller than the typical FWHM of LAMOST spectra (∼ 2.8 Å). The high accuracy of (relative) flux calibration (Sánchez-Blázquez et al. 2006 ) and wide coverage of stellar parameters that are homogeneously calibrated (Cenarro et al. 2007 ) make the MILES an ideal empirical spectral library for stellar parameter determinations. The spectra are converted to match the LAMOST resolution by convolving with Gaussians and resampled to 1.0 Å per pixel. The width of the Gaussian, which is allowed to vary with wavelength, is taken to be the mean of all the 4000 fibers of LAMOST.
The MILES spectra are wavelength-calibrated to an accuracy of only approximately 10 km s −1 , not good enough for the purpose of radial velocity determinations for the LAMOST spectra. We have thus decided to use the ELODIE library as radial velocity templates. The library contains 1959 high-resolution spectra of 1388 stars, obtained with the ELODIE echelle spectrograph mounted on the Observatoire de Haute-Provence 1.93 m telescope, covering wavelength range 3900 -6800 Å at a resolving power of 42,000 (Prugniel & Soubiran, 2001; Prugniel et al. 2007 ). In addition to spectra of the original resolving power, the library also provides another set of spectra, degraded to a resolving power of 10,000. We use the latter set of spectra. The spectra are further degraded in resolution to match that of the LAMOST and resampled to 1.0 Å per pixel. For stars with multiple spectra, only the one flagged as the best is used. Note that both the MILES and ELODIE libraries provide spectra in rest laboratory wavelengths, calculated using radial velocities determined from the spectra. As a test of the accuracy of radial velocities adopted by the ELODIE, we cross-correlate the spectra with synthetic ones (Munari et al. 2005 ) of identical stellar atmospheric parameters, and find an average velocity residual and standard deviation of −2.8±0.7 km s −1 . The small value of standard deviation reflects the high resolution of ELODIE spectra and that the spectra are wavelength-calibrated to high a precision. The offset, −2.8 km s −1 , is however significant. Its origin is unclear. As shall be shown in Section 6.1, we correct for any systematics in radial velocities determined with the ELODIE by calibrating the results against external databases. For comparison, a similar exercise for the MILES library yields a residual of −2.6±6.5 km s −1 . The above exercise also finds a few spectra in the ELODIE library that have very large velocity residuals. For spectra with residuals in excess of 3σ of the mean, we have applied corrections to the wavelengths using the above determined residuals. Finally, given the scarce of stars of temperatures higher than 7000 K, we have added 360 synthetic spectra (Munari et al. 2005) with temperatures between 7000 and 12,000 K to the ELODIE library as radial velocity templates.
Interpolation of spectra
Although the MILES library has a decent coverage of the stellar parameter space, the coverage is not homogeneous and there are clusters and holes in the distribution of stars in the parameter space. Fig. 1 shows the distributions of MILES stars in the T eff -log g and T eff -[Fe/H] planes. At T eff ∼ 5700 K, for example, a number of stars cluster around [Fe/H] ∼ 0.1 and ∼ −0.5 dex, but few at [Fe/H] ∼ −0.2 dex. The presence of clusters and holes in the distributions introduces patterns and biases in the resultant stellar atmospheric parameters derived by template matching.
An observational campaign to fill the holes and to further expand the parameter space coverage, as well as to expand the template spectral wavelength coverage to 9200 Å to utilize the full potential of the LAMOST spectra, especially those from the red-arm, is well under way, using the NAOC 2.16 m telescope and the 2.4 m telescope of the Yunnan Astronomical Observatory. As a remedy for the time being, we interpolate the MILES spectra to fill up the apparent holes in parameter space. To do this, we first exclude 85 out of the 985 MILES template stars that do not have a complete set of high quality parameters (T eff , log g and [Fe/H]). Of the 900 stars left, 14 fall close the low log g boundaries of the distribution in the T eff -log g plane and are also not used for the interpolation. To interpolate the spectra, the remaining 886 stars are divided into four groups in the T eff -log g plane (Table 1) . For each group of stars, a third-order polynomial of 20 coefficients, is used to fit the spectral flux density normalized to unity at 5400 Å at each wavelength as a function of stellar atmospheric parameters, T eff , log g and [Fe/H]. Here a third-order polynomial is selected as a compromise considering the fact that stellar spectra are a complicated function of atmospheric parameters and the limited number as well as parameter coverage of the MILES templates.
To examine the uncertainties of interpolated spectra, we have applied the interpolation scheme to the templates themselves. Specifically, we drop a template from the library, and fit the rest with the polynomial. The fit is then used to calculate the dropped spectrum at the given parameters. To characterize the goodness of fit, the dispersion of the relative differences between the interpolated and observed spectra, is calculated between 4320 -5500 Å, the window the LSP3 adopts for estimating stellar parameters. When calculating the relative differences, the interpolated spec- trum is allowed to scale with a third-order polynomial to match the SED of the observed one. The exercise is repeated for all template in the library. For FGK dwarfs, giants, cool dwarfs and hot stars, the mean and scatter of dispersion thus calculated for all templates in the library are 0.007±0.003, 0.013±0.007, 0.023±0.012 and 0.020±0.010, respectively. Fig. 2 compares the interpolated and observed template spectra for four example stars, one from each of the four groups. Compared to typical uncertainties of LAMOST spectra, the errors of interpolated templates due to fitting uncertainties are marginal, except for LAMOST spectra of very high SNRs.
We have also tried to interpolate the templates using the formula of Prugniel et al. (2011) . The results are generally comparable with each other.
To fill up some of the apparent holes in parameter space covered by the MILES library, some fiducial spectra are created by interpolating the existing templates in parameter space. In total, 416 fiducial spectra are interpolated using the fits generated above and added to the MILES library. The distributions of parameters of the interpolated spectra are over-plotted in Fig. 1 along with those of the original spectra. The resultant parameter coverage in T eff -[Fe/H] plane, though still not fully homogeneous, is much improved. Finally, for the purpose of spectral classification only, we have added 18 spectra of white dwarfs (WDs), carbon stars and late-M/L type stars retrieved from the SDSS database to the final library of spectral templates used by the LSP3.
METHODOLOGY
The LSP3 adopts a cross-correlation algorithm to determine stellar radial velocities. For the determinations of stellar atmospheric parameters, LSP3 uses two approaches: the weighted means of parameters of the best-matching templates and values yielded by χ 2 minimization. Both methods are based on χ 2 values calculated from the target and matching template spectra. χ 2 is defined as
where Oi and Ti are respectively flux densities of the target and template spectra of the ith pixel. N is the total pixel number used to calculate χ 2 , and σi is the error of flux density of the target spectrum of the ith pixel. Note that here we have neglected the errors of flux density of the template spectrum. The LSP3 is designed to match the LAMOST blue-and red-arm spectra with templates separately. However, limited by the wavelength coverage of the template spectra, in the current version of LSP3, only results derived from the blue-arm spectra are used. Fig. 3 illustrates a flowchart of the LSP3. For a given target spectrum, a set of initial parameters (Vr, T eff , log g, [Fe/H]) are first esti- Comparison of interpolated (red) and observed (black) MILES template spectra for four example stars, one from each of the four groups of stars listed in Table 1 . The flux densities are in arbitrary units. The name and atmospheric parameters (in the sequence of T eff , log g, [Fe/H]) of the star are marked in each panel. For each star, the residuals between the interpolated and observed spectra are also plotted at the bottom of each panel.
Flowchart
mated by matching the normalized target spectrum with normalized MILES templates (cf. Section 3.3 for detail). A subset of templates that fall in a given parameter box centered on the initial estimates are then selected and scaled to match the spectral energy distribution (SED) with the Vr-corrected target spectrum to calculate values of χ 2 . From those χ 2 values, a new set of atmospheric parameters are estimated by taking the biweight mean values of parameters of the four best-matching templates. Several ELODIE spectra of stellar atmospheric parameters closest to the newly estimated ones, are then selected to determine a revised value of radial velocity using a cross-correlation algorithm. This newly derived radial velocity is then used to convert the target spectrum to laboratory wavelengths and re-calculate values of χ 2 . This process is iterated until values of Vr from two consecutive iterations differ by less than a predefined margin (default 3.0 km s −1 in the current version of LSP3). Once Vr has been determined, two algorithms: a) weighted means of parameters of best-matching templates and, b) χ 2 minimization, are applied to further improve estimates of the target atmospheric parameters. For the weighted mean method, two weights are assigned to each MILES template, one accounts for the degree of similarity between the target and template spectra (i.e. values of χ 2 ), another accounts for the local density of templates in the T eff -[Fe/H] plane of the parameter space. T eff is first derived since it is the parameter that χ 2 is most sensitive to. Values of log g and [Fe/H] are then determined using only templates that fall in a narrow (predefined) range of the afore determined value of T eff . The processes are iterated to exclude obvious outliers of templates of parameters that deviate significantly from the weighted mean values. For the χ 2 minimization method, a simplex downhill algorithm (Nelder & Mead 1965 ) is used to search for the minimum χ 2 between the Vr-corrected target spectrum and templates in the parameter space. Note that the template spectrum of a given set of atmospheric parameters is calculated using the fits deduced in Section 2.2. In the current version of LSP3, results derived from the weighted mean method are adopted as the final parameters of the pipeline. Specific flags (cf. Section 3.8) are assigned to each target spectrum analyzed to indicate the quality and/or any warning of the parameters deduced. Errors of the final parameters are estimated by combining the random and systematic errors, and are functions of the SNR, T eff , log g and [Fe/H]. Here the random errors are estimated by comparing results derived from multi-epoch observations of duplicate targets, while the systematic errors are derived by applying the LSP3 to the MILES templates.
Selection of matching wavelength range
LAMOST spectra are split with a dichroic into blue and red parts and are collected with two arms, the blue-arm spectra covering 3700 -5900 Å, and the red spectra covering 5700 -9000 Å (Cui et al. 2012) . The blue-and red-arm raw spectra are processed separately in the LAMOST 2-D pipeline and are pieced together after flux calibration (Xiang et al. 2014, submitted, hereafter Paper I) .
The LSP3 is designed to determine stellar parameters with the blue-and red-arm spectra separately, although the current version of LSP3 makes use of the results from the blue-arm spectra only. This approach is based on the following considerations. First, the LSS-GAC targets stars of a wide range of colours, thus depending on the colour, the blue-and red-arm spectra may have very different signal-to-noise ratios (SNRs). Second, the accuracy of wavelength calibration of the blue-and red-arm spectra are different, since they are calibrated separately and corrected for systematics using different sets of sky emission lines (Luo A.-L., private communication) . Finally, the blue-and red-arm spectra sometimes do not piece together smoothly due to uncertainties in flat-fielding, sky subtraction, and flux calibration. The problem is most acute for spectra of low SNRs. There are some rare cases where the current pipeline of flux-calibration fails to yield a reliable set of spectral response curves (SRCs). Spectra of those plates are processed with a nominal set of SRCs (Paper I), leading to large uncertainties in the SEDs of those spectra, in particular around the cross-over wavelength of the dichroic.
As a default, the current version of LSP3 uses the 4320 -5500 Å wavelength region of the blue-arm spectra to derive stellar parameters. The region is selected in order to exclude the wavelength range beyond 5500 Å where the instrumental sensitivity drops rapidly due to the cutoff of the dichroic, and to avoid prominent atomic lines such as the Ca II H, K lines at 3967 and 3933 Å, often strongly saturated in stars of solar metallicity, and strong molecular absorption bands such as the CH G-band at 4314 Å. Excluding the wavelength region shorter than 4320 Å however does pose some problems, in particular for metal-poor stars, for which the Ca II K line at 3933 Å serves as an important metallicity indicator. Also the Ca I λ4226 line is an important indicator of the stellar surface gravity (Gray & Corbally, 2009) , while the G-band provides information of the [C/Fe] abundance ratios (Lee et al. 2013 ). As such, an option of matching target spectra with templates over a wider range of wavelengths, from 3900 -5500 Å, is also implemented in the LSP3. For most targets, stellar parameters derived from the spectral range 4320 -5500 Å differ little from those from the range of 3900 -5500 Å. Stellar parameters derived from the 3900 -5500 Å wavelength range will be presented in the next release of LSP3, along with estimates of [α/Fe] and [C/Fe] abundance ratios.
For the red-arm spectra, the spectral range available for template matching is currently limited by the wavelength coverage of MILES spectra that extends only to 7410 Å. An option to determine stellar parameters by matching the 6100 -6800 Å red-arm spectra is also implemented in the LSP3. However, few spectral features are available in this wavelength regime to constrain the stellar parameters robustly. As such parameters yielded by this option are not provided for the moment. An observational campaign to extend the MILES spectra to 9200 Å is currently in progress (Wang et al. 2014) . We expect that the next version of LSP3 will include the wavelength region of the Ca II triplet lines in the red for template matching.
Initial parameters
Good estimates of initial parameters are important for two reasons. Firstly, an initial value of Vr is needed to convert the observed wavelengths of a target spectrum to laboratory values when calculating the χ 2 value of the target and matching template spectra. Secondly, the initial values of T eff , log g and [Fe/H] are used to limit the parameter range of template spectra in order to reduce the number of templates for χ 2 calculations and thus to speed up the optimization.
The initial parameters are estimated by matching the continuum-normalized target spectrum with similarly normalized MILES template spectra. To obtain the continuum, the blue-(3900 -6000 Å) and red-arm (5900 -9000 Å) spectra are fitted, separately, with a fifth-order polynomial. The approach is similar to that used in the SSPP (Lee et al. 2008a) . Note that continuumnormalized spectra are used to estimate the initial parameters only. When deriving the final parameters, spectra without continuum normalization are used (cf. Section 3.4). The normalized target spectrum is shifted in velocity with discrete values between −1000 and 1000 km s −1 , at a step of 10 km s −1 within ±300 km s −1 and a step of 50 km s −1 beyond. A Bessel interpolation is adopted to interpolate Vr-shifted spectra. χ 2 values and correlation coefficients of the Vr-shifted target spectrum with all the MILES templates are calculated. To estimate the initial value of Vr, the template that yields the maximum correlation coefficient is selected out. Then for this template, its correlation coefficient with the target spectrum as a function of velocity is fitted with a Gaussian plus a second-order polynomial to find the exact value of Vr where the correlation coefficient peaks. In doing so only a few discrete values of velocity shift around the maximum correlation coefficient are used for the fitting. As for the initial values of T eff , log g and [Fe/H], we select the 20 templates that give the smallest χ 2 (at certain discrete value of velocity shift). The biweight means of atmospheric parameters of those 20 best-matching templates are then taken to be the initial parameters of the target spectrum, and the standard deviations of parameters of those templates are adopted as the errors of the initial parameters. Note that 20 is simply an empirical value based on an examination of the distribution of χ 2 . The final parameters deduced are found to be insensitive to this value given that a large box (0.2×T eff in T eff , 3.0 dex in log g and 1.0 dex in [Fe/H]; Section 3.4) is set to re-do the template matching iteratively when estimating the final parameters with the weighted mean algorithm (Section 3.5).
Radial velocity determination and the final χ 2 array
As described in §3.1, an iterative process is implemented to determine radial velocity and atmospheric parameters. It is designed to minimize the effects of uncertainties in Vr on the calculation of χ 2 array of the target spectrum with the MILES templates that are used to derive atmospheric parameters on the one hand, and, on the other hand to ensure radial velocity is determined by cross-correlating with an ELODIE template that has atmospheric parameters closest to the target. Unlike most of the previous work where template matching is carried out using continuum-normalized spectra (e.g. Lee et al. 2008a) , the LSP3 uses non-normalized spectra. One reason is that there is important information (in particular that of the effective temperature) encoded in the observed continuum shape (i.e. SED) of a target spectrum. Another reason is that accurate estimate of the continuum level over a wide wavelength range for medium-to-low resolution spectra is often quite difficult, especially for spectra of low SNRs or for stars of late-types whose spectra are dominated by prominent and broad molecular absorption bands. As designed, the LSS-GAC targets include many late-type stars and a significant fraction of the spectra accumulated so far have SNRs lower than 20 per pixel in the blue (3700 -5900 Å) (cf. Paper III). To account for effects such as reddening by the interstellar dust grains and uncertainties in spectral flux calibration, a low-order polynomial is however allowed to scale the SEDs of template spectra to match that of the target spectrum of concern when calculating values of χ 2 . Based on extensive tests and tries, we find that a third-order polynomial is high enough to account for possible effects due to reddening and flux calibration for the wavelength ranges of con-cern (4320 -5500 Å in the blue and 6100 -6800 Å in the red), and at the same time low enough to avoid inducing undesired artifacts.
To save computation time, for a given set of initial atmospheric parameters (T eff , log g and [Fe/H]), a 3-D box in the parameter space centered on the initial values and of dimensions 3 times the corresponding errors is defined. To ensure the box contains a sufficiently large number of templates, the box is required to have a minimum side of 0.2×T eff , 3.0 dex and 1.0 dex in the dimension of T eff , log g and [Fe/H], respectively. Typically, a box contains 100 -500 templates, depending on the initial values of parameters. Values of χ 2 between the Vr-corrected target spectrum and the MILES templates of parameters falling inside the box are then calculated, after scaling the SEDs of templates to match that of the target using a third-order polynomial.
From the χ 2 values of target spectrum with MILES templates, the biweight mean values of parameters of the 4 best matching templates are adopted as the new set of parameters. Five ELODIE spectra that have parameters "closest" to the newly derived set of parameters are then selected and used to determine Vr by crosscorrelation. Here, "closest" is defined by distances in the atmospheric parameter space assuming a distance of 75 K in temperature is equivalent to a distance of 0.1 dex in log g or in [Fe/H]. To determine Vr, we first scale the 5 "nearest" ELODIE spectra to match the SED of the target spectrum using a third-order polynomial, shift the wavelengths in velocities between −1000 km s −1 and 1000 km s
with a step of 5 km s −1 , and then calculate the correlation coefficients between the target and the continuum-rectified, velocityshifted ELODIE spectra. For the ELODIE template showing the highest correlation, the correlation coefficient as a function of velocity shift is fitted with a Gaussian plus a second-order polynomial to determine the best matching radial velocity.
The above process is iterated until values of Vr from two consecutive iterations differ by less than 3.0 km s −1 . Typically, 2 -3 iterations are sufficient. The final array of χ 2 values is recorded for a further iteration of atmospheric parameter determinations with a weighted mean method.
Parameters estimated by weighted mean
In this approach, the LSP3 adopts the weighted mean of the atmospheric parameters of a subsample of templates selected based on the χ 2 array as the parameters of the target spectrum. Considering that χ 2 has different sensitivity to different parameters, and in general χ 2 is more sensitive to T eff than to [Fe/H] and log g, the LSP3 estimates T eff first, and then determine [Fe/H] and log g within a constrained range of T eff .
To define a subsample of templates used to calculate the target parameters using the weighted mean algorithm, we first define a threshold value of χ 2 such that templates with χ 2 < aχ 2 min are included in the subsample. Here a is a free parameter, and we require that a should be large enough to enclose sufficient templates (in terms of both the number and the parameter coverage), yet small enough to exclude those obviously "inappropriate" templates. Here, "inappropriate" means that given the parameters of a template, the probability that the target spectrum has the same parameters is lower than a predefined critical value. Given a degree of freedom (∼ 1160) of the blue-arm spectra employed (λλ4320 -5500 Å, with the Hg I λ4358 city light emission line masked out), we set a = 1.05. For the χ 2 range of concern here, the probability is sensitive to the value of χ 2 , and the probability decreases almost linearly with increasing χ 2 . In the cases where only a couple of templates (< 10) fall within the aforementioned χ 2 cut, a is in- creased in order to encompass more ( 10) templates. Fig. 4 shows the distributions of the number of templates, as well as the spreads of parameters covered by the templates satisfying the χ 2 cut for the LSS-GAC targets processed with the current version of LSP3. It shows that for most stars about 10 -20 templates are used to calculated the target parameters using the weighted mean method and the parameters of those templates spread over a range of about 400 K, 0.6 dex and 0.5 dex in T eff , log g and [Fe/H], respectively. Those numbers seem reasonable given the accuracy of parameters achievable with the current design of LSP3 (cf. Sections 5 and 6).
The LSP3 assigns two weights to each template used to calculate the weighted mean parameters. One weight accounts for the degree of similarity between the target and template spectra, defined as
Here χ 2 max is the maximum value of χ 2 of templates in the subsample selected by the aforementioned criteria, and f is a fudge factor that defines the weight of template with the maximum value of χ 2 . Note that here we have effectively used a linear relation to replace the real likelihood distribution, which is proportional to exp(−χ 2 ). This is a temporary measure, based on trials and tests, and reflects the fact that, as discussed in Section 8.3, the current error estimates of LAMOST spectra are not reliable, and, consequently, the absolute values of χ 2 . Nevertheless, a linear relation should be a good approximation to the likelihood distribution for χ 2 value around 1.0, its most expected value. By this definition, the template having the minimum value of χ 2 has the highest weight of unity. If one assumes that the minimum value of χ 2 equals 1.0, the most possible statistical value, then the probability that a given correct model (template) has a value of χ 2 larger than a × χ 2 min = 1.05 is ∼ 0.1 for a degree of freedom of 1160. The probability that a correct model has a χ 2 value larger than χ 2 min is 0.5, half the weight assigned to the template with the minimum χ 2 . Thus if we take f to be 0.8, then the template with the maximum χ 2 will have a weight w1 = 0.2. Considering that the parameters of templates themselves have uncertainties, we have decided to give a higher weight to template with the maximum χ 2 and assign f as 0.5 in the current version of LSP3.
The second weight, w2, accounts for the inhomogeneity of template distribution in the T eff -[Fe/H] parameter plane. Even though we have interpolated the templates to fill the obvious holes in parameter coverage, local inhomogeneities in parameter space remain. The interpolated spectra are also subjected to interpolation errors. Based on those considerations, we have introduced a Gaussian kernel to smooth the parameters of the selected templates that are used to calculate the stellar parameters in the T eff -[Fe/H] plane. Firstly, we define a box selection function f (T eff , [Fe/H]) such that f = 1 for templates belonging to the subsample used to calculate the weighted mean parameters, and f = 0 for all other templates. Then weight w2 for template i in the subsample is given by,
where
Here N is the number of templates in the subsample. In principle, values of σT eff and σ [Fe/H] should be assigned based on local density of templates in the parameter plane. In the current version of LSP3, σT eff and σ [Fe/H] are simply assumed to be constants and equal 50 K and 0.05 dex, respectively. The final weight of a template in the subsample is given by,
The weighted mean of temperatures adopted for the target spectrum is thus,
The above process is iterated. In each iteration, templates with values of T eff that differs from the weighted mean in excess of two times the standard deviation of the subsample are excluded. Note that the LSP3 always keeps the template with the minimum χ 2 in the weighting box. If the distance between the weighted mean T eff and that of template with the minimum χ 2 , dmin, becomes larger than twice the standard deviation of templates in the box, then templates with T eff that differ from the weighted mean by more than dmin are excluded in the next iteration. Fig. 5 shows an example of this process.
Once T eff is determined, the LSP3 selects templates that have T eff between (1.0±0.05) × T eff and χ 2 < aχ 2 min to calculate a weighted mean value of [Fe/H] . The weights of the individual templates are assigned in the same way as for T eff estimation discussed above. The estimate adopted for the target spectrum is thus,
For the estimate of log g, the LSP3 simply adopts a biweight mean of log g of the N templates that have the highest
Here we require N 8. This is because log g is usually the parameter that χ 2 is least sensitive to, and the log g values of templates selected with the above χ 2 cut may spread over a wide range, sometimes even encompassing those of giants and dwarfs. By taking the biweight mean of values of only the few best-matching templates, we avoid the risk of averaging log g values of giants and dwarfs. An iteration process similar to that for T eff is also applied for the estimates of [Fe/H] and log g. Parameters determined with this method are denoted by T eff1 , log g1, [Fe/H]1 for effective temperature, surface gravity and metallicity, respectively.
Parameters estimated by χ 2 minimization
This approach searches for the minimum χ 2 in the stellar atmospheric parameter space, and adopts the parameters of the template that has the minimum χ 2 as those of the target. As shown in Fig. 3 , the target spectrum is first converted to laboratory wavelengths using Vr deduced by cross-correlating with templates in the ELODIE library. Taking the biweight means of parameters of the 4 bestmatching MILES templates as the initial values, the LSP3 searches the parameter space for the minimum χ 2 between the Vr-corrected target spectrum and the MILES templates using a downhill simplex minimization algorithm (Nelder & Mead 1965) . Here, the template spectrum for given set of T eff , log g and [Fe/H] is created using the parameter -spectra relation deduced by fitting the MILES spectral flux density at each wavelength as a function of stellar atmospheric parameters (cf. Section 2.2). Parameters derived from this method are denoted as T eff2 , log g2, [Fe/H]2 for effective temperature, surface gravity and metallicity, respectively.
The final parameters
Compared with parameters determined by the weighted mean, those deduced by χ 2 minimization are less affected by the inhomogeneous distribution of MILES templates in the parameter space. However, the parameters derived from the χ 2 minimization method are affected by the uncertainties of fiducial spectra calculated using the parameter -spectral flux density relations. The uncertainties vary with wavelength and depend on the location of the template Figure 5 . An example of estimating T eff with the weighted mean algorithm. The top panel plots the target (black) and the best-matching template (red) spectra. The middle panel shows the colour coded distribution of χ 2 values of the individual templates. Dots represent the original MILES templates and triangles those interpolated. The cross indicates the best-matching template (i.e. the one with the minimum χ 2 ). Open squares in grey denote templates selected to calculate the weighted mean of parameters, marked by the bold plus. From left to right the three plots show the distributions in the T eff -[Fe/H], T eff -log g and log g -[Fe/H] plane, respectively. The bottom panel illustrates the process of calculating the weighted mean for T eff estimation. From left to right, the four plots are, respectively, values of χ 2 , normalized w 1 , w 2 and W as a function T eff for templates in the subsample (weighting box). The red line in the fourth panel indicates the final value of T eff adopted. For this particular target spectrum, a = 1.18 (cf. §3.5).
in the parameter space. As shall be shown in Sections 5 and 6, the χ 2 minimization method yields T eff and [Fe/H] with an precision comparable to that of the weighted mean approach. The results for log g are inferior, yielding larger scatters compared to those derived by the weighted mean method. Given the nature of χ 2 minimization method and the complex behaviors of spectral flux density for varying parameters, it is difficult to ensure that the optimization converges to the global minimum rather than a local one, yielding wrong parameters as a consequence. With the above considerations, the current version of LSP3 simply adopts the parameters derived from the weighted mean method, T eff1 , log g1, [Fe/H]1, as the final parameters of the target spectrum. Parameters given by the χ 2 minimization method are provided for comparison only, and various flags are assigned based on the degree of discrepancy between the parameters deduced from the two approaches (cf. Section 3.8). Errors of the final parameters are estimated by combining the random errors, estimated by comparing the results yielded by multi-epoch observations of duplicate stars, and the systematic errors, estimated by applying the LSP3 to the MILES spectra themselves. Clearly, the errors are functions of the spectral SNR, T eff , log g and [Fe/H] (cf. Section 7).
Flags
The LSP3 assigns 9 integer flags to the final parameters adopted for each star to mark potential anomalies of the derived values. The flags are listed in Table 2 . Except the first one, all other flags are cautionary, and the smaller the values, the higher the quality the parameters derived.
The first flag describes which category of templates the bestmatching one (the one with the minimum χ 2 ) belongs to. The templates are divided into 3 categories: the "normal" templates from the original MILES library, the fiducial templates calculated from the parameter -spectral flux density relations, and the templates of 'special' types. The special templates include 18 SDSS templates and 14 MILES templates that fall in specific regions in the T eff - log g plane as discussed in Section 2.2. The remaining 886 MILES templates are referred to as normal. Depending on the category that the best-matching template belongs to, the LSP3 assigns an integer 1, 2 or 3 to Flag 1. Parameters of stars with Flag 1 = 3 should be treated with caution as the stars may well have a peculiar spectral type (e.g. white dwarfs, carbon stars, late-M/L type stars, BHB stars). The second flag describes the anomalies of the minimum χ 2 of the best-matching template. A target spectrum can have an abnormally large χ 2 min for a number of reasons, including contamination of cosmic rays, poor background (sky and scattered light) subtraction, incorrect error estimates of spectral flux density, or the star is of some special spectral type that no template in the library can matches with. The second flag aims to signal out such possibilities. We divide the LSS-GAC targets observed hitherto into bins of the SNR, T eff , log g and [Fe/H], and calculate the median and mean absolute deviation (MAD) of χ is larger than the median value by less than n × MAD predicted by the relations, then the LSP3 assigns an integer n to the second flag of that star. Note that a lower limit of 1 is set to n for all the 9 flags.
The third flag describes the correlation coefficient for Vr estimation. We construct a relation between the median/MAD values of peak correlation coefficients for Vr estimation and the spectral SNR. For a star of given SNR, if the peak correlation coefficient is smaller than the median value by less than n × MAD predicted by the relation, the LSP3 assigns an integer n to the third flag of that star.
Flags 4 to 6 describe the differences between the final parameters and the parameters of the best-matching template, for T eff , log g and [Fe/H], respectively. If the difference is n times smaller than the estimated uncertainty of the parameter concerned (cf. Section 7), the LSP3 assigns an integer n to the corresponding flag.
Flags 7 to 9 describe the difference between the parameters derived from the weighted mean and from the χ 2 minimization methods, for T eff , log g and [Fe/H], respectively. Let ∆X denote the difference of a given parameter, where X represents T eff , log g or [Fe/H]. If ∆X < n √ σ1 2 + σ2 2 , then the LSP3 assigns an integer n to the corresponding flag. Here σ1 and σ2 are the estimated uncertainties of parameter yielded by the two methods, respectively.
TEST WITH THE MILES LIBRARY
We apply the LSP3 to the MILES template spectra to quantify the intrinsic errors of the algorithms. Fig. 6 plots the comparison of the LSP3 results deduced from the weighted mean algorithms with parameters from the MILES library. The upper panels shows the distributions of the parameter differences, and the low panels are direct comparsons in the 2-D parameter planes. An overall dispersion of 87 K, 0.19 dex and 0.13 dex for T eff , log g and [Fe/H] respectively, is found for the original MILES spectra, while as for those interpolated spectra the corresponding values are much smaller, about 38 K, 0.14 dex, 0.07 dex. Both errors in the MILES parameters themselves and those introduced by the LSP3 algorithms contribute to those values, and they are the lower limits of errors of the LSP3 parameters.
In the upper middle panel of Fig. 6 , there is a non-Gaussian tail in the distribution of differences of log g. The values of log g for stars in the tail could be systematically overestimated by as much as 0.5 dex or more. Those stars correspond to data points connected by long arrows in the bottom left panel, and are mostly F/G-type subgiants/giants/supergiants of log g < 3.0 dex or subgiants/turn-off stars of log g slightly larger than 3.0 dex. Their values of log g have been overestimated by the LSP3 due to the boundary effects of the weighted mean algorithm: near the boundary of parameter coverage of the library, the weighted mean algorithm tend to yield parameters that are biased toward the 'inner' region of the parameter coverage where most of the templates fall. Such systematic effects are primary defects of the current LSP3. The 'gaps' seen in the deduced values of log g presented in Figs. 17, 18 and 21 are probably partly due to such boundary effect. Some similar but weaker (∼ 0.1 dex) boundary effects may also be present in the case of [Fe/H] values deduced for super-metal-rich stars. Currently, we are carrying out a Figure 6 . The upper panels plot distributions of differences between the parameters yielded by the LSP3 with the weighted mean algorithm and those from the MILES library. Also over-plotted are Gaussian fits to the distributions. The number of templates, the mean and dispersion of the Gaussian fit are marked. The lower panels connect the parameters yielded by the LSP3 and those from the library by lines in 2-D parameter planes, with those from the LSP3 marked by arrows and those from the library by dots. Again, black and red symbols/lines refer respectively to the original MILES and the 'interpolated' templates, whereas blue dots denote templates of special spectral types (cf. Section 2.2). large campaign to expand the extent and homogeneity of parameter coverage of the MILES template library (Wang et al., in preparation) .
A similar examination shows that the χ 2 minimization approach yields results comparable to those from the weighted mean algorithm. Note the χ 2 minimization method is sensitive to the initial values assigned. As described in Section 3.5, the LSP3 adopts the biweight means of parameters of the 4 best-matching templates as the initial values. Tests show that if we simply assign the initial values to those of the best-matching template, we get significantly different results for some stars, presumably for those stars χ 2 converges to some local rather than the global minimum, a potential risk inherent to the method.
PRECISIONS AND UNCERTAINTIES OF THE LSP3 ALGORITHMS
Preceded by one-year-long Pilot Surveys, the LAMOST Regular Surveys were initiated in October 2012. By June 2013, 1.8 million spectra of about 1.3 million LSS-GAC targets have been collected in total, with 750,867 (1,042,586) spectra having SNR in the blue (red) higher than 10 (Liu et al. 2014; Paper III). For spectra with an median SNR per pixel better than 3, parameters Vr, T eff , log g and [Fe/H] are determined with the LSP3. Unless specified otherwise, the SNRs are calculated per pixel in a wavelength range of 100 Å centered at 4650 Å, where one pixel corresponds to ∼ 1.07 Å. Fig. 7 shows example LSS-GAC spectra of SNRs between 10 and 15. Also over-plotted in the Figure are the best-matching template spectra for the wavelength range 4320-5500 Å. The spectral flux densities are plotted in arbitrary scale, and a third-order polynomial is allowed to correct for the SED differences between the LSS-GAC and template spectra. In this Section, we investigate the precision of LSP3 parameters by comparing the results yielded by different algorithms (Section 5.1) as well as by comparing parameters deduced from multi-epoch observations of duplicate targets (Section 5.2).
The weighted mean versus the χ 2 minimization methods
As described in Section 3, the LSP3 determines stellar atmospheric parameters with two methods: the weighted mean (T eff1 , log g1, [Fe/H]1) and the χ 2 minimization (T eff2 ,log g2, [Fe/H]2). In Fig. 8 , in the two panels of plot in the T eff -log g plane (the HR diagram), a Dartmouth isochrone (Dotter et al. 2008 ) of age 5 Gyr, metallicity [Fe/H] = −0.2 dex and α-element to iron ratio [α/Fe] = 0.0 dex is over-plotted. Fig. 8 shows that on the whole the weighted mean algorithm yields parameters in good agreement with the isochrone. At a given T eff , the χ 2 minimization method yields a log g distribution that looks "fatter" than the weighted Figure 7 . Examples of LSS-GAC spectra (black) of SNR between 10 and 15. Also over-plotted spectra in red are the best-matching template spectra for the wavelength range of 4320-5500 Å. The spectral flux densities are plotted in arbitrary scale. The LSS-GAC spectral ID ('date-plate-spec-fiber'), SNR, LSP3 stellar atmospheric parameters (T eff , log g, [Fe/H]), as well as reddening E(B − V ) from Yuan et al. (2014b) are marked. mean algorithm, largely a consequence of the employment of extrapolated templates in the former approach. For dwarfs of effective temperatures between 4800 and 7500 K, values of log g2 are probably over-estimated by ∼ 0.2 dex. An artificial feature ("branch") of decreasing log g with decreasing T eff is also seen for dwarfs between 4400 and 5000 K, as well as around 6000 K. The systematic overestimation of log g2, as well as the artifact branches, are likely caused by uncertainties in the fiducial templates calculated using the fitted parameter -spectral flux density relations (cf. Sections 2.2 and 3.6). In fact, a similar but more significant artificial branch of dwarf stars of T eff < 4800 K is also seen in the HR diagram constructed using the adopted parameters of SDSS DR9, presumably a consequence of the usage of synthetic spectra by the SSPP in the analysis of those late type stars.
In the T eff -[Fe/H] plots of Fig. 8 , only stars of effective temperatures between 3400 and 7600 K are shown. Overall the distributions from the two methods resemble each other. The χ 2 minimization gives slightly smoother distribution than the weighted mean, in particular near the edge of the distributions. Again, this is a natural consequence of using the extrapolated templates in the χ 2 minimization method. For stars of T eff1 hotter than 7600 K, values of [Fe/H] yielded by the current pipeline are probably unreliable and better calibration is needed for those hot stars (cf. Section 6.7).
A direct comparison of parameters derived from the two algorithms is shown in Fig. 9 . Here only results derived from spectra of SNRs better than 10 are shown. Fig. 9 shows that on the whole values of T eff yielded by the two methods are consistent with each other, with an overall dispersion of 77 K and negligible systematic differences. However, for stars of T eff1 > 7500 K, values of T eff2 are a few hundred Kelvin systematically lower than T eff1 . For log g, while there are no significant overall differences, there are clear systematic patterns of differences. We believe that those pat- Given that the χ 2 minimization method yields erroneous values of log g, probably due to the inadequacies of the parameterspectral flux density relations used to interpolate (and extrapolate) templates, the current version of LSP3 has adopted the stellar atmospheric parameters derived from the weighted mean method, T eff1 , log g1 and [Fe/H]1 as the final estimates of parameters T eff , log g and [Fe/H]. Values of T eff2 , log g2 and [Fe/H]2 are provided for comparison only. Flags are however assigned to reflect the magnitudes of differences between the two sets of parameters derived respectively with the two algorithms (cf. Section 3.8).
Comparison of results from multi-epoch duplicate observations
Owing to the overlapping of FoVs of adjacent plates, about 23 percent stars are targeted more than once in the LSS-GAC survey Figs. 10 -13 , which plot the precisions, i.e., the dispersions of parameters deduced from the two epoch observations divided by square root of two, as a function of the SNR. In the plots stars are grouped into bins of different temperatures and metallicities, as well as into dwarfs and giants. Note that unless specified otherwise, all stellar atmospheric parameters presented hereafter refer to the final adopted values, i.e. those derived from the weighted mean method (cf. Section 5.1). Fig. 10 shows that the precision of Vr is a steep function of the SNR and T eff , but depends only moderately on [Fe/H]. Cooler or more metal-rich stars have better precision. For stars of T eff < 6000 K and [Fe/H] > −0.6 dex, Vr can be determined to a precision of 5 km s −1 at a SNR of ∼ 15 and ∼ 7.0 km s −1 at a SNR of ∼ 10. For stars of T eff < 6000 K but [Fe/H] < −0.6 dex, the corresponding value at a SNR of ∼10 is about 10 km s −1 . For hot dwarfs of T eff between 7000 and 9000 K, the precision decreases to ∼ 20 and 15 km s −1 at a SNR of ∼ 15 and 20, respectively. Fig. 11 shows that the precision of T eff are mainly sensitive to the SNR and T eff . In general, except for metal-poor giants, the precision of T eff is better than 120 K at a SNR higher than 10 for T eff < 7000 K. For metal-poor ([Fe/H] < −0.6 dex) giants of T eff < 7000 K, the precision is about 200 K. For the hot, metalpoor stars, the precision is visibly worse. Fig. 12 shows that the precision of log g is most sensitive to the SNR and log g, but also has some dependence on T eff . The precision is higher for dwarfs than for giants. For dwarfs of SNRs better than 10, the precision ranges from 0.05 to 0.1 dex, depending on T eff . For giants, the precision ranges from 0.2 to 0.4 dex at a SNR of ∼ 10 and becomes better than 0.2 dex at a SNR of ∼ 15 for metal-rich stars of T eff < 5000 K. Fig. 13 shows that the [Fe/H] precision is sensitive to the SNR and [Fe/H], and to a less degree to T eff . For stars of [Fe/H] > −0.6 dex, the precision is better than 0.1 dex when the SNR is about 10. For metal-poor ([Fe/H] < −0.6 dex) stars, the precision decreases to ∼ 0.15 dex for dwarfs and 0.2 dex for giants at a SNR of better than 10. Again, hot, metal-poor stars have poor precision.
To examine the possible systematic errors introduced by low SNRs, we compare parameters deduced from spectra of duplicate targets obtained at different epochs but having different SNRs. We require that the spectrum of higher quality has a SNR better than 40. Fig. 14 plots the differences of parameters deduced from the two epoch observations as a function of the SNR of the spectrum of lower quality. Fig. 14 shows that as long as the SNR of the lower quality spectrum is better than 15, there are no systematic errors induced by the limited SNR of the lower quality spectrum. This is true for the four parameters. 
COMPARISON OF THE LSP3 PARAMETERS WITH EXTERNAL DATABASES
Radial velocities
To examine the accuracy of LSP3 radial velocities, we compare them with measurements from a number of independent surveys, including the APOGEE ( The APOGEE survey collects near-infrared (1.514 -1.696 µm) spectra with a resolving power R ∼ 22,500 (Majewski We have cross-identified our sample with that of the APOGEE, and found 4009 LAMOST spectra of 3035 stars in common after discarding those of SNRs < 5 in our sample. Note that for the comparison we have excluded 176 stars with radial velocities differing from the corresponding APOGEE values by more than 40 km s −1 . The origin of those large differences is unclear. However, it is found that for most of those stars, the templates for radial velocity determinations used by the APOGEE have effective temperatures that differ significantly (> 500 K) from the templates adopted by the LSP3. A Gaussian fit to the differences of radial velocities derived from the remaining 3833 LAMOST spectra and those of the APOGEE yields an offset of −3.1 km s −1 and a dispersion of 4.8 km s −1 (Fig. 15 ). The origin of the small offset is unclear, but the offset is found to be independent of the SNR and stellar atmospheric parameters (Fig. 16) . As Fig. 16 shows, the magnitude of the dispersion is primarily controlled by the limited SNRs of LAMOST spectra. At high SNRs, the dispersion becomes about 4.0 km s −1 . The hot stars have larger scatter, with typical values of about 15 km s −1 for stars of T eff > 8000 K.
The RAVE survey collects medium-resolution (R ∼ 7500) spectra of stars of 9 < I < 12 mag. around the Ca II triplet region (8410 -8795 Å), and delivers radial velocities accurate to 2.0 -3.0 km s −1 (Steinmetz et al. 2006 ). There are 83,072 radial velocity measurements for 77,461 stars in the RAVE third data release (Siebert et al. 2011) . Most RAVE targets are in the southern celestial hemisphere and are significantly brighter than those targeted by the LSS-GAC. Only 158 RAVE stars are found in common with our sample. A Gaussian fit to the distribution of differences of velocities measured by the two surveys for those common stars yields an offset of −4.4 km s −1 and a dispersion of 4.4 km s −1 (Fig. 15) . Again, the dispersion arises mainly from the LAMOST measurement uncertainties.
Amongst the LSS-GAC targets of a LAMOST spectral SNR better than 5 and an effective temperature between 4000 and 9000 K, we find 8247 stars in common with the SDSS DR9 (Ahn et al. 2012 ), most of which are from the SEGUE survey (Yanny et al. 2009 ). The SDSS spectra have a wavelength coverage and resolving power almost identical to those of LAMOST. As shown in Fig. 15 , a Gaussian fit to the velocity differences yields an offset of −4.6 km s −1 and a dispersion of 9.6 km s −1 . Both the LAMOST and SDSS measurements contribute, probably equally, to the dispersion.
We have also compared the LSP3 radial velocities with datasets available from the literature, including velocities measured for stars in the M 31 and M 33 direction (Drout et al. 2009 (Drout et al. , 2012 . A total of 779 stars in our sample are found to be in common with those of Drout et al. A comparison of those stars (almost all the stars have an LSP3 T eff < 7000 K) yields an average difference of −1.6 ± 6.7 km s −1 . The above comparisons show that the LSP3 radial velocities appear to have been underestimated by a small amount, between ∼ −5 and −2 km s −1 . Considering that the APOGEE yields radial velocities of the highest accuracy amongst all measurements discussed above, and that it also has a large number of stars in common with our sample, we have adopted an offset of −3.1 km s −1 for the LAMOST velocity measurements as yielded by the above comparison with the APOGEE measurements. A constant of +3.1 km −1 is then added to all radial velocities yielded by the LSP3. The uncertainties of LSP3 radial velocities depend mainly on the spectral SNR and type (T eff ) of the stars. As discussed in Section 5. accuracy is expected for SNRs better than 10. The assignment of errors to individual radial velocity measurements is described in Section 7.
Testing the stellar atmospheric parameters with the ELODIE spectral library
As described in Section 2.1, the ELODIE library contains 1959 spectra of 1388 stars obtained with an echelle spectrograph mounted on the Observatoire de Haute-Provence 193 cm, covering the wavelength range 3900 -6800 Å at a resolving power of 42,000 (Prugniel et al. 2007 ). More than half of the stars have stellar atmospheric parameters collected from the literatures and assigned flags ranging from 1 to 4 designating the quality of the parameters, with 4 being the best. The catalog also contains stellar atmospheric parameters derived using the TGMET software for all stars (Prugniel & Soubiran 2001; Prugniel et al. 2007 ). The ELODIE spectra are degraded to the LAMOST resolution and processed with the LSP3. 
For ELODIE stars that do not have high quality parameters from the literature, many of them are either very hot or cool stars, we compare the LSP3 effective temperatures with the TGMET values. Those are shown by grey dots in the lower left panel of Fig. 17 . The agreement is very good for stars of 7000 < T eff < 8500 K, with a scatter of less than 200 K. For stars cooler than 3500 K, effective temperatures given by the LSP3 are about 100 -200 K higher. At both low (∼ 3500 K) and high (∼ 9000 K) temperatures, the LSP3 effective temperatures may have been affected by the boundary effects.
Comparison of LSP3 stellar atmospheric parameters with the PASTEL database
The PASTEL database (Soubiran et al. 2010 ) archives stellar atmospheric parameters (T eff , log g, and [Fe/H]) published in the literatures that are determined with high-resolution and high-SNR spectra. The current archive contains more than 30,000 measurements of T eff for 16,649 stars. About 6000 of them have all the three parameters available. Comparison of stellar parameters derived from the ELODIE spectra with the LSP3 with values from the ELODIE library. In the upper panels, for each parameter, a Gaussian fit to the distribution of differences is over-plotted, with the number of stars, the mean and dispersion of the fitted Gaussian marked. Also in the upper panels, only stars with high quality parameters available from the literature, mostly determined with high resolution spectroscopy, are included, and those stars are marked by black dots in the lower panel. For the comparison of T eff in the lower panel, the ELODIE stars without high quality parameters from the literature are also shown, as marked by grey squares. For those stars, the effective temperatures derived with the TGMET software are used.
Imposing a SNR cut of 10, we find respectively 314, 82 and 81 stars in our sample that have values of T eff , log g and [Fe/H] recorded in the PASTEL database. For the comparison, a few stars with LSP3 values of T eff cooler than 4000 K or hotter than 7500 K have been discarded. A few stars have more than one records in the PASTEL database. For those, we have excluded measurements published before 1990, and average the remaining ones with equal weights. The comparisons are shown in Fig. 18 . The distributions of differences have mean and standard deviations of 23 ± 148 K, −0.03±0.23 dex and 0.05±0.12 dex for T eff , log g and [Fe/H], respectively. Except for a few obvious outliers, there is no systematic trend of difference in T eff for stars between 4000 -6700 K. Beyond 6700 K, the LSP3 yields temperatures of about 100 -200 K higher. For dwarfs as well as giants of log g between 2 -3 dex, the LSP3 log g values match those of PASTEL well. There are only a couple of stars in the current sample that have log g values below 2 dex or between 3 and 4 dex. For those of log g < 2 dex, the LSP3 seems to have overestimated the values. The log g values of the few stars with a PASTEL log g value between 3 and 4 dex seem to have been either over-or under-estimated by the LSP3. However, the numbers of stars are too small to allow for a detail investigation. For 
Applying the LSP3 to candidates of cluster members
Stars of a given open cluster (OC) are believed to form almost simultaneously from a single gas cloud with a small velocity dispersion and have almost the same metallicity. OCs thus serve as a good testbed to check the accuracy of radial velocity and metallicity determinations.
Several OCs have been targeted with the LAMOST. We select member candidates of those clusters based on the celestial coordinates, positions on the colour-magnitude diagram (CMD) and radial velocities derived with the LSP3 of the targets. Fig. 19 illustrates the process of selecting candidates of the OC M 67 as an example. We obtain the basic information of the clusters (e.g. coordinates of cluster centers, cluster angular radii) from the DIAS database 2 (Dias et al. 2002) , and select stars within twice the an- gular radius of the cluster. Then we draw a line manually delineating the cluster isochrone on the CMD, and set a colour cut at each magnitude bin to select possible candidates of cluster members. The XSTPS-GAC photometric catalog ) is used, and if unavailable, the 2MASS catalog (Skrutskie et al. 2006 ) is used instead. Stars selected from the CMD are cross-identified with targets observed with the LAMOST. The distribution of radial velocities derived from the LAMOST spectra with the LSP3 of the selected stars is fitted with a Gaussian. Stars of velocities within 2σ of the mean are adopted as candidates of the cluster members. Finally, after imposing the CMD and radial velocity cuts, we double the circular radius in celestial coordinates to include more member candidates.
Candidates of cluster members have been selected from the LSP3 results for five OCs. Details of those stars are listed in the Appendix. Note that for Berkeley 17, since the stellar density is quite low, our method fails to yield any candidate members. To define the candidate members of this cluster, we have directly crossidentified our catalog with that of Krusberg & Chaboyer (2006) directly. In the top five rows of Table 3, (Demarque et al. 2004 ) for the three clusters. Fig. 20 shows that in the T eff -log g plane, the LSP3 parameters generally match the isochrones. However, for the dwarf stars of T eff between 5800 and 6400 K, the LSP3 values of log g may have been systematically underestimated by about 0.2 dex, presumably due to a lack of templates of metal-rich dwarfs in that temperature range in the MILES library. For stars cooler than 7500 K, the values of [Fe/H] and Vr deduced show no obvious trend with T eff .
We have also tested the accuracy of LSP3 parameters using the SDSS spectra of cluster member stars. Lee et al. (2008b) present lists of member stars of two OCs (M 67 and NGC 2420) and of three globular clusters (GCs; M 2, M 13 and M 15) that have SDSS spectra. We apply the LSP3 to the SDSS spectra of those cluster member stars. The results are presented in the last five rows of Table 3 with the literature values for all clusters, with systematic differences less than 2.5 km s −1 except for M 13. The latter shows a large systematic difference of 4.0 km s −1 for unknown reasons. Note that we have already applied a zero point correction of 3.1 km s −1 to all the LSP3 velocities.
Comparison with the APOGEE and SDSS stellar atmospheric parameters
In this Subsection, we compare the LSP3 atmospheric parameters with those from the APOGEE survey (Ahn et al. 2013 ) and the SDSS DR9 (Ahn et al. 2012) . The APOGEE stellar atmospheric parameters are deduced by matching the continuum-normalized spectra with a grid of synthetic spectra and searching for the best fitting template via a χ 2 minimization algorithm (Ahn et al. 2013 ). The accuracies of APOGEE parameters are estimated to be about 150 K in T eff , 0.2 dex in log g and 0.1 dex in [Fe/H] (Mészáro et al. 2013) . There are about 33,000 stars in total in the released catalog of APOGEE with determinations of T eff , log g and [Fe/H], nearly all of them are giants. Cross identification with the LAM-OST sources yields 1356 common stars for which both the LAM-OST and APOGEE spectra have a SNR per pixel better than 15. A comparison of the APOGEE and LAMOST LSP3 parameters for those targets is presented in the upper panel of Fig. 21 . The differences of the two sets of independent determinations have an average value and standard deviation of 23 ± 144 K, 0.02 ± 0.39 dex, 0.06 ± 0.14 dex for T eff , log g and [Fe/H], respectively. Among the 1356 stars, 107 sources classified as giants in the APOGEE catalog (log g < 3.5 dex) have LSP3 log g values larger than 4.0 dex. These are relatively hot stars, with an effective temperature around 5000 K, i.e. they are either G-dwarfs or turn-off stars. Those stars are responsible for the relatively large discrepancies between the APOGEE and LSP3 results in the cases of all three parameters. Some small systematic discrepancies are seen in [Fe/H], similar to what found when applying the LSP3 to the ELODIE spectra [Section 6.2, Eq. (7)]. The discrepancy is about 0.1 dex at an APOGEE metallicity of about −0.5 dex. The scatter of differences in log g of the two sets of determinations is relatively high (∼ 0.4 dex). The scatter is mainly contributed by hot stars for which the LSP3 yields log g values larger than 3.2 dex, whereas the APOGEE finds log g values smaller than 3.2 dex.
The SDSS stellar atmospheric parameters are derived with the SSPP, which adopts average values yielded by a variety of methods (Lee et al. 2008a) , including template matching with synthetic library, neural network training and line-index algorithm. The SSPP parameters are claimed to have a precision of about 130 K, 0.21 dex and 0.11 dex for T eff , log g and [Fe/H], respectively, with systematic uncertainties of comparable levels in T eff and [Fe/H] (Allende Prieto et al. 2008) . Note that the SDSS DR9 results differ systematically from the the earlier values by about 60 K in T eff and 0.2 dex in log g as a consequence of recalibration (Ahn et al. 2012 ). There are 2837 LSP3 sources in common with those released in the SDSS DR9, for which both the LAMOST and SDSS spectra have SNRs better than 15. Their parameters are compared in the lower panels of Fig. 21 . The differences have an average of −102 ± 120 K, 0.23 ± 0.23 dex and 0.12 ± 0.15 dex for T eff , log g and [Fe/H], respectively. The SDSS temperatures are ∼ 100 K systematically higher. It seems that the SSPP calibration has systematically underestimated the log g by ∼ 0.23 dex. The LSP3 metallicities are systematically 0.12 dex higher than the SSPP values, with no obvious trend for [Fe/H] between −2.0 and 0.5 dex. For [Fe/H] < −2.0 dex, the discrepancies become larger, reaching 0.5 dex at a SSPP metallicity of ∼ −2.5 dex. The large discrepancies at very low metallicities are likely caused by uncertainties in the LSP3 estimates due to the limited parameter coverage of the MILES library, in which only a few stars have [Fe/H] < −2.5 dex, as well as by uncertainties in the SSPP values.
There is a group of stars with SSPP log g values smaller than 3.5 dex but the LSP3 yields estimates larger than 4.0 dex. This leads to some apparent gaps in the plot comparing the log g values yielded by the SSPP and by the LSP3 (the bottom middle panel of Fig. 21 ). The majority of those stars have effective temperatures higher than 5200 K. For those stars, the SSPP find that they are giants or supergiants, whereas the LSP3 find they are actually turnoff or dwarfs. Accurate estimates of log g for these stars are difficult with the LSP3, given the sparse of templates at those tempera- a) An open cluster, for which the LSP3 parameters are derived from the LAMOST spectra.
b) An open cluster, for which the spectra analyzed with the LSP3 are from the SDSS. tures and surface gravities. A minority of those stars are cooler, for which the SSPP finds they are red giants or clump stars, whereas the LSP3 finds they are probably subgiants or dwarfs. More analyses are needed to clarify the discrepancies.
Comparison with the LAMOST DR1
The first data release of LAMOST (DR1; Bai et al. 2014) contains values of Vr, T eff , log g and [Fe/H] deduced by LASP from 1,085,405 stellar spectra, collected by June 2013 for all components of the LAMOST spectroscopic surveys. The LASP derives stellar atmospheric parameters via template matching with the ELODIE spectral library (Wu et al. 2014) . Among the 1,085,405 spectra of LAMOST DR1, 456,697 are from the LSS-GAC sources targeted by the VB (Very Bright; r < 14 mag), B (Bright; 14 r 16.3 mag), M (Medium bright; 16.3 r 17.8 mag) and F (Faint; 17.8 r 18.5 mag) plates in the direction of the Galactic anti-center as well as the M31/M33 area (cf. Liu et al. 2014 ; Paper III). They have been processed with the LSP3. Also processed with the LSP3 are some additional spectra not included in the DR1. They include spectra that the LASP opts not to process because of the low SNR and spectra from plates that the official LAMOST 2-D pipeline fails to process the data due to problems related to the flux calibration but have otherwise been successfully processed with the flux calibration pipeline developed specifically for the LSS-GAC at PKU (Paper I). Stellar parameters for all spectra of a SNR > 3 are derived with the LSP3. The LASP adopts a more stringent SNR cut than the LSP3 does, in particular for VB plates collected under bright lunar conditions (Wu et al. 2014 ). In addition, plates collected as parts of a program to monitor the LAMOST performance , as well as nearly 60,000 spectra from plates of high Galactic latitudes (|b| > 30 o ), including some selected to study the SRCs of high Galactic latitude FoV's (and thus of low interstellar extinction), have been processed with the LSP3. A detailed description of the LSS-GAC sample can be found in Paper III.
In total, approximately 570,000 spectra with stellar parameters released in the LAMOST DR1 have also their parameters determined with the LSP3. After imposing a SNR cut of 15, the number of spectra in common amounts to 454,703 for T eff in the range of 3500 -9000 K. A direct comparison of the LSP3 and LAMOST DR1 parameters is presented in Fig. 22 . In general, the agreement is quite good, with average differences of 17±142 K, 0.02±0.23 dex, 0.05 ± 0.13 dex and 1.7 ± 2.9 km s −1 for T eff , log g, [Fe/H] and Vr, respectively. For T eff , there are some systematic discrepancies for stars hotter than about 6500 K, at a level of 100 -200 K. For dwarfs and red clump giants, the values of log g yielded by the two pipelines agree well with each other. However, some subgiants (3 < log g < 4 dex) in the DR1 are actually found to show log g values typical of dwarfs by the LSP3. Some systematic discrepancies are also seen for the red giant branch stars of log g < 2 dex. The LSP3 values of [Fe/H] are 0.05 dex systematically higher than those of DR1, over the whole [Fe/H] range. Note that as described earlier, the LSP3 metallicities may suffer from some weak boundary effects at high metallicities, on the level of about 0.05 -0.1 dex (Fig. 24) . Values of LSP3 Vr are about 1.7 km s −1 higher than those of LAMOST DR1. Note that here the LSP3 values have not been corrected for the offset of 3.1 km s −1 estimated in §6.1. The differences are small however compared to the estimated uncertainties of the determinations (cf. Section 6.1).
The differences between the LSP3 and LAMOST DR1 parameters as a function of the SNR are plotted in Fig. 23 . The Figure shows that the small systematic differences noted above between the two sets of independent determinations are independent of the SNR, and the scatters of the differences decrease with increasing SNR as expected. For T eff , the scatter decreases from a value of ∼ 200 K at a SNR of 10 to ∼ 120 K at SNRs > 40. For log g, the dispersion is about 0.4 dex at a SNR of 10, and drops to less than 0.2 dex at the high end of the SNRs. For [Fe/H], the dispersion is about 0.3 dex at a SNR of 10 and about 0.1 dex at a SNR of 40. The dispersion in Vr reaches 6 -7 km s −1 at SNRs < 10, and decreases to 2 -3 km s −1 at SNRs > 20. To further examine any potential systematic discrepancies that might be present between the LSP3 and DR1 stellar parameters, we group the stars into different bins of T eff , log g and Typical values of the average differences range from a few tens to a hundred Kelvin. For hot stars of T eff > 8000 K the values may rise to 300 -400 K. For log g, the LSP3 yields lower values for red giant branch stars than the LAMOST DR1 does. The discrepancies are more significant for metal-rich stars. The discrepancies are likely caused by the fact that there are few stars of log g < 2 dex in the ELODIE spectral library, the spectral template library adopted by the LAMOST DR1 for parameter determinations. For subgiants of T eff ∼ 5500 K, the LSP3 yields values of log g that are 0.4 dex or more higher than given by the LAMOST DR1. The LSP3 values of [Fe/H] for FGK stars are constantly 0.05 -0.1 dex higher than those of the LAMOST DR1, expect for stars in the highest metallicity bins, where the LSP3 values for G/K stars are ∼ 0.05 dex lower than the LAMOST DR1 values. For dwarfs of T eff < 4000 K, the discrepancies in [Fe/H] are quite large (> 0.4 dex). It is difficult to be sure which set of estimates, LSP3 or LAMOST DR1, is more accurate. It seems to us that the LSP3 values, peaking at −0.1 dex (Fig. 8) , are more consistent with what expected for a thin-disk population, while as those of DR1 are probably too low. Finally, for Vr, a small systematic difference of 1.7 km s −1 is found for stars in different parameter bins, except for hot stars, where the discrepancies reach 5 km s −1 .
Hot and cool stars
For cool (T eff < 4000 K) and hot (T eff > 8000 K) stars, few samples are available for comparisons. We thus compare the LSP3 determinations of T eff with the predictions of photometric calibration to check the performance of LSP3. Huang et al. (2014, submitted) magnitudes, respectively. The relation is,
where θ = 5040/T eff , and (g − Ks)0 is the dereddened colour.
A best fit to the data yields coefficients of 0.56653, 0.18358, −0.00365, −0.02477, 0.02794 and −0.00552 for a0 -a5, respectively, with a fitting residual of about 1.9 per cent. The relation is deduced for dwarfs of 3000 < T eff < 10, 000 K. In fact, an almost identical relation is also found for giants, with a difference of a few tens of Kelvin in the predicted T eff for the same colour and metallicity. We have thus applied the above relation to all stars, both dwarfs and giants likewise. Since there are only a small number of stars of metallicities lower than this in our sample, the simplification does not affect the conclusion below. For comparison, we select stars of absolute Galactic latitudes larger than 25 deg. and E(B − V ) given by the extinction map of Schlegel, Finkbeiner and David (1998; SFD98 hereafter) smaller than 0.05 mag, to minimize potential errors caused by uncertainties of the reddening corrections. We further require that the stars have spectral SNRs higher than 15. Fig. 25 compares the LSP3 estimates of T eff with the photometric values calculated using the above relation. On the whole, the agreement is good. The agreement is particular good for 3700 < T eff < 7000 K, with no systematic discrepancies and a dispersion of 150 K only. For T eff < 3700 K, the LSP3 estimates are 100 -300 K higher than the photometric values, and the discrepancies increase with decreasing T eff . For 6500 < T eff < 9000 K, the LSP3 values are again 100 -200 K higher than the photometric values, and shows large scatters of about 300 -400 K. Few data points are available beyond 9000 K.
As a further check of the sanity of LSP3 determinations Figure 26 . Line indices of cool dwarfs (black) and giants (grey). Upper panel: EW of the MgH λ5198 band plotted against that of the MgH λ4780 band for stars of 3700 < T eff < 4000 K. Lower panel: Flux density ratio F λ4940 /F λ4970 plotted against the EW of the MgH λ5198 band for stars of T eff < 3700 K.
of log g for cool stars, we have calculated the equivalent widths (EWs) of the λλ4780, 5198 MgH bands and the flux density ratio F λ4940 /F λ4970 . The EWs of the MgH λ4780 band are calculated by integrating the normalized spectra between 4760 -4800 Å, whereas for the MgH λ5198 band, the integration is from 5010 to 5260 Å. The flux density at 4940 Å, F λ4940 , is taken to be the average value between 4930 -4950 Å, and F λ4970 that between 4965 -4980 Å. Fig. 26 plots the distributions of EWs of the two MgH bands, as well as the F λ4940 /F λ4970 flux density ratios as a function of the EW of the MgH λ5198 band for cool giants and dwarfs that have spectral SNRs better than 10. The Figure clearly shows that for stars of 3700 < T eff < 4000 K, the dwarfs have larger EWs of the MgH λ4780 band than the giants, whereas for stars of T eff < 3700 K, the giants all fall in the upper-left parts of the plot of F λ4940 /F λ4970 against EW λ5198 . The results suggest that the LSP3 is capable of discriminating the dwarfs from the giants at T eff < 4000 K.
It is difficult to assess the accuracy of [Fe/H] determined from low resolution spectra for cool stars. The uncertainties are likely to be large, in particular in view that a few metal-poor cool stars of T eff < 4000 K are available in the currently available spectral template libraries including the MILES. More calibration sources as well as better algorithms to estimates the metallicities of those cool stars are clearly needed to access the performance of LSP3. Similarly, more studies are needed to access the performance of LSP3 for log g and [Fe/H] of early type stars (T eff > 8000 K), and we leave them to future work.
CALIBRATION AND ERROR ESTIMATES OF THE FINAL PARAMETERS
As discussed in Section 6.1, after corrected for a zero-point offset of −3.1 km s −1 , radial velocities determined with the LSP3 by crosscorrelation with the ELODIE spectral templates are adopted as the final values.
For effective temperatures, the above comparisons of LSP3 values with those from the PASTEL and photometric calibration, as well as applying the LSP3 on the ELODIE library, show that the LSP3 over-estimates the values by 100 -200 K for stars of effective temperatures at the hotter (T eff 6500 K) or cooler (T eff 3700 K) end. The systematic deviations for those hot or cool stars are probably caused by the poor calibration of MILES parameters for those stars (Cenarro et al. 2007) . We have thus decided to calibrate the LSP3 values of T eff to those predicted by the photometric relation Eq. (10) given above. To derive a calibration relation, we first group values of T eff yielded by the LSP3 for stars of spectral SNRs better than 15 and with E(B − V ) given by the SFD98 extinction map less than 0.05 mag into bins of width 200 K, and then calculate the average differences between the values yielded by the LSP3 and those predicted by the photometric relation for the individual bins. A third-order polynomial is used to model the average differences as a function of T eff yielded by the LSP3, such that
The best fit yields 3416, −1.82, 3.06×10 −4 and −1.60×10 −8 for coefficients a1, a2, a3 and a4, respectively. The data and fit residuals are plotted in Fig. 27 , along with the fit. The model fits the data well for T eff between 3500 and 8200 K, with a residual of 25 K only. Since there are few stars hotter than 8500 K for the fitting, we simply assign values of ∆T eff for those hotter stars to be that at 8500 K. The T eff thus calibrated are adopted as the final results of LSP3. Note that as Fig. 14 shows, at SNRs of ∼ 7.5, the LSP3 may have systematically over-estimated T eff by ∼ 50 K. However at such low SNRs, the uncertainties of T eff (∼ 200 -400 K) are significantly larger than the calibration uncertainties discussed above. We have therefore ignored possible systematic errors at extremely low SNRs.
For log g, since no obvious systematic trends are found, and also considering that there are no usable high quality calibration sources, we have opted not to apply any corrections to values yielded by the LSP3.
Comparisons with the PASTEL and APOGEE databases, as well as applying the LSP3 to the ELODIE spectral library have shown that the LSP3 may have slightly over-estimated [Fe/H] (by about 0.04 -0.06 dex on average). In principle, one can use the PASTEL database as a calibration reference considering that it provides high quality estimates of [Fe/H] deduced from highresolution spectroscopy. This approach seems reasonably considering that the LSP3 have estimated values of [Fe/H] for some of the PASTEL sources using the LAMOST spectra of those sources directly. On the other hand, currently the number (81) As the LAMOST surveys progress, more LAMOST observations of stars with high-resolution [Fe/H] measurements will become available. In addition, a project to expand the MILES spectral library, both in parameter space coverage by observing additional stars with quality measurements of stellar parameters and in wavelength coverage of the spectra and to obtain a better calibration of the MILES stellar parameters using interferometric measurements, is well under way. One can expect that values of [Fe/H] will be much better calibrated in the next release of LSP3 parameters.
The uncertainties of the final LSP3 parameters are estimated by combining the systematic and random errors,
where X represents Vr, T eff , log g and [Fe/H]. By systematic errors, we refer to those inherent to the LSP3 algorithms, including contributions from the uncertainties of stellar atmospheric parameters of the MILES templates or from the uncertainties of radial velocities of the ELODIE spectral library, as well as any potential systematics induced by the weighted mean and biweight mean algorithms. For radial velocities, the systematic errors, estimated to be at the level of ∼ 0.7 km s −1 (Section 2.1), are much smaller than the potential random errors, and are therefore set to zero. The systematic errors of stellar atmospheric parameters are estimated by fitting a 2nd-order polynomial to the absolute differences of the MILES parameters and the LSP3 derived values as a function of the latter (cf. Section 4). The fitting formulae are presented in Eqs. (14) - (16). We assume that σsys(T eff ) is a function of T eff only, whereas σsys(log g) depends on log g as well as on Table 4 .
The random errors are estimated from the dispersions (divided by square root of 2) of parameters yielded by duplicate observations (Sections 5.2), and are functions of the SNR and stellar atmospheric parameters. To estimate the random errors, the dispersions of a given parameter yielded by the duplicate observations of comparable SNRs are fitted with a 2nd-order polynomial as a function of the SNR, T eff , log g and [Fe/H]. The fitting formulae are presented in Eqs. (17) - (20), and the coefficients are listed in Table 4 . Note the fitting are based on stars of SNR between 10 and 50. For stars of SNR better than 50, the random errors are assigned to be values of those at SNR = 50.
In assigning the total errors to the final parameters, a lower limit of 30 K, 0.05 dex, 0.035 dex and 3.0 km s −1 has been set for T eff , log g, [Fe/H] and Vr, respectively.
ERROR SOURCES OF THE LSP3 PARAMETERS
Limitation of the templates
Possible values of LSP3 parameters are obviously limited by the coverage of MILES spectral templates in the parameter space. Al- 1) The numbers in parentheses are powers of ten, thus −1.27(−1) represents −1.27 ×10 −1 .
though the MILES library has a relatively broad parameter coverage compared with other available empirical libraries, it is nevertheless restricted by our current knowledge of stars in the solar neighborhood and suffers from various observational biases. For example, there are few metal-poor late-type (K/M) dwarfs, as well as few metal-rich AFGKM stars of [Fe/H] > 0.3 dex. Such stars, albeit rare, are expected to be present in the Milky Way, but are absent in the MILES library due to either their rareness or faintness, and thus are difficult to find and measure. The parameter space covered by MILES templates is thus unlikely to encompass the whole parameter space occupied by stars targeted by the LSS-GAC which surveys a much larger volume of the Milky Way and orders of the more stars than the MILES library. It is therefore quite likely that the LSP3 parameters will suffer from the limited parameter space coverage of MILES templates in one way or other. In addition, within the parameter space covered by the MILES library, the distribution of MILES templates are inhomogeneous. There are holes and peaks in the distribution of stars in the parameter space. The inhomogeneous distribution can lead to clustering artifacts in the resultant LSP3 parameters. To minimize such effects, we have interpolated the MILES spectra to fill up some of the most apparent holes in the T eff -[Fe/H] space, and introduced w2, a weight reflecting the distribution (clustering) of templates in the T eff -[Fe/H] parameter plane, when calculating the weighted mean of parameters. Although the effects are much reduced, they cannot be avoided entirely. The effectiveness of those measures also depends strongly on the location of the target concerned in the parameter space.
The MILES spectral parameters themselves are also not entirely free of systematics. Although significant efforts have been made by Cenarro et al. (2007) to homogenize the parameters collected from various sources and determined with a variety of methods, some systematic patterns remain, especially at T eff < 4000 K and T eff > 6300 K, where the parameters are out of the range of calibration benchmarks (Cenarro et al. 2007 ). Note that Cenarro et al. homogenize the MILES parameters by linear regression, which may be insufficient. For example, the giants and dwarfs from a given source may not share the same systematic errors. Any outliers, even of a small number, in the MILES can lead to significant systematic errors in the LSP3 parameters under certain circumstances. By comparing the LSP3 parameters with those predicted by the photometric relation (Section 6.7), with the PASTEL archive (Section 6.3) as well as with the ELODIE library (Section 6.2), it seems that the MILES may have overestimated T eff by 100 -200 K for stars between 6500 -8500 K. For FGK stars, the systematic errors of MILES effective temperatures, if any, are likely to be small, on the level of a few tens of Kelvin. The systematic errors in log g and [Fe/H] of MILES templates are also expected to be small and have negligible impacts on the LSP3 parameters compared with other potential error sources as discussed below, except for those near the boundary of the parameters space.
Limitation of the algorithms
In the current version of LSP3, stellar parameters are determined using spectra of the same wavelength range, 4320 -5500 Å, for all types of star. The choice works well for the majority of FGK stars, but less so for early type or extremely metal-poor stars. For the latter, a blue part of the spectra (e.g. 3900 -4320 Å) that include the Ca II λλ3933,3967 K and H lines are more appropriate. Because for such extremely metal-poor stars, most metallic lines other than the prominent Ca II doublet become too weak to be usable as metallicity tracers. The Balmer decrement and jump in the blue are also important diagnostics of T eff and log g for hot stars. Below 4320 Å, there are also other sensitive tracers of T eff , log g and [Fe/H] for stars of various types (e.g. the Ca II λ4226 line; cf. Gray & Corbally 2008) . Making use of spectra below 4320 Å in a proper way will no doubt improve the reliability and accuracy of the parameters deduced. As mentioned in Section 3.2, the current version of LSP3 is being optimized in order to make a better use of spectra between 3900 -4320 Å in the blue, as well as red-arm spectra. The improvements will be included in the next release of LSP3.
As discussed in Section 4, some LSP3 parameters may have suffered from various boundary effects in the weighted mean algorithm. For examples, values of log g may have been overestimated by ∼ 0.4 dex for some subgiants, whereas for very metalrich ([Fe/H] > 0.3 dex) stars, the LSP3 may have provided values of [Fe/H] that are too low. Although such stars are relatively rare, they are of interest for some studies. Given that a project to expand the MILES library, both in parameter space coverage and in spectral wavelength range, is well under way, we expect that those effects will be much reduced in the next release of LSP3. In the meanwhile, Flags 4 -6 (cf. Section 3.8) are assigned to help identify stars that may have suffered from those obvious boundary effects.
Quality of the spectra
Another, probably the most important factor that affects the accuracy of parameter determinations is the quality of spectra used, including the quality of the raw spectra (the SNR, spectral resolution) as well as the quality of data reduction (sky subtraction, flux calibration, estimates of flux density uncertainties). Some targets are seriously affected by interstellar extinction, and this also has an impacts on the reliability and accuracy of parameters derived.
Spectral SNRs
Limited spectral SNRs are always a major contributor to the parameter uncertainties. As discussed in Section 5, the SNR is the dominant factor affecting the accuracy of the four parameters (Vr, T eff , log g and [Fe/H]) in all cases. The uncertainties increase rapidly as the SNR decreases (Figs. 10 -13) .
A large number of spectra acquired during the LAMOST Pilot Surveys (September 2011 -May 2012) have low spectral SNRs. Although we have provided LSP3 parameters determined from spectra of SNRs lower than 5, we strongly advice that interested users apply a minimum SNR cut based the scientific goals when using the LSP3 parameters. One can refer to the extensive comparisons, presented in Sections 5 and 6 to choose a suitable SNR threshold. Alternatively, one can exclude stars with poor parameter determination based on the values of flags assigned, which include effects of the limited SNRs (cf. Section 7).
Spectral resolution
Spectral resolution is another important factor that affects the determinations of stellar parameters, especially [Fe/H]. As described in Section 2.1, we degrade the resolving power of the template spectra to match the average value of spectra from the 4000 fibers of LAM-OST. Fiber to fiber variations of the spectral resolving power are thus ignored, although such variations have been observed among the LAMOST fibers. Fig. 28 plots the distributions of FWHMs of an arc line at 5460 Å for 250 fibers from each of the 16 spectrographs of LAMOST, as measured on a specific arc plate. It shows that fibers of the individual spectrographs have quite different distributions of spectral resolution, with mean values ranging from 2.4 (Spectrograph #7) to 3.5 Å (Spectrograph #4), although the majority of spectrographs have a mean FWHM between 2.8 and 3.0 Å. For a given spectrograph, the resolution of the individual fibers varies by as much as 0.2 Å.
To examine how the LSP3 results are affected by the spectral by some specific spectrographs, the errors can even reach 0.2 dex as a consequence. In the next release of LSP3, we plan to incorporate day to day, fiber to fiber variations of the spectral resolution to further improve the accuracy of our parameter determinations.
Estimates of the spectral flux density uncertainties
Robust estimates of the spectral flux density errors for LAMOST spectra are difficult given the complexity of the data collection system and the process of data reduction. The LAMOST has an unprecedented large FoV of 20 sq. deg., and employs 4000 fibers to relay the light to 16 spectrographs. Accurate flat fielding and background (sky, scatter light) subtraction are therefore quite difficult as the process can be easily affected by the potential inhomogeneity in either the background or the instrument sensitivity. As a consequence, proper and robust propagation of errors are not easy tasks in the implementation of data reduction pipeline. Fig. 30 shows the distribution of minimum values of reduced χ 2 for spectra collected in a specific plate as a function of the spectral SNR and T eff . One expects that the minimum values peak at unity in the ideal case where the flux density errors have been properly propagated and accurately modeled, and that the best-matching model (template) is a good approximation of the observation. In addition, the minimum values of reduced χ 2 should be independent of the SNR, a natural consequence of the definition of reduced χ 2 . However, Fig. 30 clearly shows that the minimum values of reduced χ 2 peak at about 0.7 instead of unity at low SNRs. This is likely caused by the overestimated flux density errors by the current pipeline. This is one of the reasons why weights are assigned to the matching templates based on the relative values of χ 2 (Section 3.4), rather than the absolute ones, i.e. based on the probability of occurrence of that particular value of χ 2 given the correct model (template). By such a choice, the potential effects caused by the underestimation of χ 2 has been much reduced. Efforts to obtain more robust estimates of the flux density errors are in progress. Fig. 30 shows that the minimum values of reduced χ 2 increases with increasing SNR. It is likely that at high SNRs, the differences between the observed spectrum and the template dominate the value of χ 2 , whereas at low SNRs, the observational uncertainties dominate. The χ 2 show little trend with T eff .
Extinction and flux calibration
As described in Section 3.3, given that both the interstellar extinction and uncertainties in the spectral flux calibration could affect the actual shape of the observed SEDs, the LSP3 has used a thirdorder polynomial to scale the SEDs of template spectra to match that of the target spectrum when calculating χ 2 . The practice assumes that the effects of interstellar extinction and the distortions of SED caused by uncertainties in the flux calibration can be modeled with a third-order polynomial. Since the current implementation of LSP3 makes use of spectra in a limited wavelength range of 4320 -5500 Å only, a third-order polynomial is indeed found to be sufficient for the purpose. As a check, we use a third-order polynomial to fit the extinction curve of Fitzpatrick (1999) , which is thought to be a good description of the Galactic interstellar extinction by the diffuse medium (Yuan et al. 2013 ), assuming RV = 3.1 and E(B − V ) = 0.5 mag. For the wavelength range of interest, the residuals of the fit amount to only 0.1 per cent. Even for an expanded wavelength range of 3900 -5500 Å, a third-order polynomial seems to be adequate. However, if one uses 3900 -5500 Å, there are always some spectra for which a third-order polynomial may be insufficient to model the deviations of their SEDs from those of template spectra.
SUMMARY
In this work, we describe the algorithms and implementation of LSP3 -the LAMOST Stellar Parameter Pipeline at Peking University, a pipeline developed to determine the stellar parameters (radial velocity Vr, effective temperature T eff , surface gravity log g and metallicity [Fe/H]) from LAMOST spectra based on a template matching technique.
The LSP3 determines radial velocities by cross-correlating the target spectrum with templates provided by the ELODIE library. For the determinations of stellar atmospheric parameters, T eff , log g and [Fe/H], templates from the MILES library, obtained with a spectral resolving power similar to that of LAMOST spectra and accurately flux-calibrated, are used instead. The atmospheric parameters are estimated via two approaches, the weighted mean and χ 2 minimization. In the current released version, only results deduced with the former approach are adopted, those from the latter method are provided for comparison only. The LSP3 provides robust estimates of parameters of stars in a large parameter space (−1000 -1000 km s −1 for Vr, 3500 -9000 K for T eff , 0.5 -5 dex for log g and −2.5 -0.5 dex for [Fe/H] ). In the current work, we have focused on the performance of LSP3 for FGK stars.
Extensive studies have been carried out to check the performance of LSP3. The pipeline has been applied to spectral templates from the ELODIE and MILES libraries themselves, to multiepoch LAMOST spectra of duplicate targets, to LAMOST and SDSS spectra of candidate member stars of open and globular clusters. Stellar parameters derived with the LSP3 are compared with independent measurements available from a number of external databases, including the PASTEL archive, the APOGEE, SDSS and RAVE surveys as well as the LAMOST DR1. The studies are used to characterize and quantify uncertainties of the LSP3 parameters as a function of the spectral SNR, and of the stellar parameters.
The accuracy of radial velocity is found to mainly depend on the SNR and spectral type, and varies from ∼ 5, 5 -10 and 10 -20 km s −1 for G/K-, F-and A-type stars, respectively, for a SNR per pixel (∼ 1.07 Å) at 4650 Å better than 10. Typical accuracies of stellar atmospheric parameters for FGK dwarfs and most G/K giants are better than 150 K, 0.25 dex, 0.15 dex for T eff , log g and [Fe/H], respectively. For stars of effective temperatures cooler than 4000 K or hotter than 7000 K, the LSP3 provides reasonable T eff estimates, with an accuracy of about 100 -200 K for the cool (3500 < T eff < 4000 K) stars, and 200 -400 K for the hot (7000 < T eff < 8500 K) ones. The LSP3 also provides robust log g for stars of T eff < 4000 K. For some subgiants, the LSP3 values of log g may have been overestimated by 0.4 dex due to boundary effects of the weighted mean algorithm. Similarly, [Fe/H] values of some stars of super-solar metallicity are probably underestimated by 0.05 -0.1 dex. Stars suffering from obvious boundary effects can be identified using the LSP3 flags.
More calibration sources with accurate parameters are needed to improve the parameter space coverage as well as the accuracy of parameters deduced with the LSP3. A project to expand the MILES spectral library, both in the parameter space coverage as well as in the spectral wavelength range, is well under way. Inclusion of the new templates, together with better calibrated parameters of the templates are expected to significantly improve the accuracy of LSP3 results. We also plan to provide estimates of [α/Fe] and [C/Fe] in the next release of LSP3.
The current version of LSP3 has been applied to over a million LAMOST spectra collected hitherto, mostly for sources targeted by the LSS-GAC. Stellar parameters deduced with the LSP3, together with estimates of E(B − V ) and distances to individual stars, deduced by making use of the LSP3 parameters (Paper III), as well as those deduced from multi-band photometry (Chen et al. 2014) , are presented in the form of value-added products of LAMOST data release. Following the data policy of LAMOST surveys, the data as well as the LSP3 pipeline will be public released as value-added products of the first data release of LAMOST (LAMOST DR1; Bai et al. 2014) , currently scheduled in December, 2014, and can be accessed via http://162.105.156.249/site/LSS-GAC-dr1/, along with a description file. 
