



ПРОБЛЕМИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ 
ПРОГНОЗУВАННЯ ДОХІДНОСТІ БАНКІВСЬКИХ  
ПРОДУКТІВ З ВИКОРИСТАННЯМ  
СКОРИНГОВОГО ПІДХОДУ 
УДК 519.226; 336.717.06 
БІДЮК Петро Іванович 
д.т.н., професор, професор Інституту прикладного системного аналізу НТУУ «КПІ», м. Київ.  
Наукові інтереси: аналіз нестаціонарних часових рядів, імовірнісне прогнозування,  
ідентифікація, математичне моделювання і прогнозування фінансових ризиків. 
е-mail: pbidyuke@gmail.com 
 
ДЕМКІВСЬКИЙ Євген Олександрович 
к.т.н., доцент, доцент кафедри інформаційних систем факультету комп’ютерних наук та кібернетики  
Київського національного університету імені Тараса Шевченка 
е-mail: demkivsky@gmail.com 
Наукові інтереси: моделювання та прогнозування динамічних систем, побудова оптимальних  
систем підтримки прийняття рішень на основі математичних моделей та сучасних методів управління. 
 
ПУДЛО Ілля Віталійович 
магістр Інституту прикладного системного аналізу НТУУ «КПІ», м. Київ.  
Наукові інтереси: ідентифікація, математичне моделювання і прогнозування фінансових ризиків. 
е-mail: IlliaPudlo@gmail.com 
 
ДЕМКІВСЬКА Тетяна Іванівна 
к.т.н., доцент, доцент кафедри Інформаційних технологій проектування Київського національного університету технологій та дизайну. 
Наукові інтереси: моделювання та прогнозування процесів на основі комп’ютерного моделювання часових рядів, побудова  




В ефективному функціонуванні банківських установ 
в умовах ринкової економіки та в умовах кризових 
явищ важливе місце повинна зайняти стратегія управ-
ління ризиком. Стратегія управління ризиком повинна 
поєднувати внутрішньобанківську діяльність із механі-
змами з боку Національного банку України та інших 
державних структур [ 1 ]. 
Кредитування є найбільш прибутковим і одночасно 
ризикованим видом банківської діяльності. Висока 
частка проблемного кредитного портфелю може спри-
чинити банкрутство банку, а через його положення в 
економіці, до цілого ряду банкрутств, пов'язаних з ним 
суб’єктів господарювання. Тому управління кредитним 
ризиком є необхідною частиною стратегії і тактики 
розвитку будь-якого банку. 
Із збільшенням об'ємів кредитування актуалізують-
ся і задачі управління кредитним ризиком банку. В 
зв'язку з цим розробка методів оцінки і механізму 
регулювання кредитних ризиків забезпечує зміцнення 
фінансового положення банку. 
Кредитний ризик є одним із найбільш вивчених ви-
дів ризику, для оцінки характеристик якого розроблено 
багато методів (cеред існуючих методів оцінки кредит-
ного ризику є скоринг, методика Монте-Карло, методи-
ка НБУ, методика Базельського комітету тощо). 
Базовим та одним із найбільш поширеним елемен-
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Скоринг є математичною або статистичною модел-
лю, за допомогою якої на основі кредитної історії «ми-
нулих» клієнтів банк намагається визначити, наскільки 
велика вірогідність, що конкретний потенційний пози-
чальник поверне кредит в строк [2, 3, 4]. 
Його суть полягає в тому, що кожному параметру, 
що характеризує позичальника, надається реальна 
оцінка в балах. Таким чином, у спрощеному вигляді, 
скорингову модель можна представити як зважену 
суму визначених характеристик позичальника: вік, 
сімейний стан, місце роботи, дохід та багато інших 
факторів. Така методика є знеособленою і може засто-
совуватися як для фізичних, так і для юридичних осіб. 
Скоринг є класифікаційною задачею, де виходячи з 
наявної інформації необхідно одержати функцію, що 
найточніше розділятиме вибірку клієнтів на «поганих» і 
«хороших». Скорингові моделі є первинним індикато-
ром кредитоспроможності потенційного позичальника. 
На їх основі експерт ухвалює остаточне рішення про 
видачу кредиту [5, 6, 7]. 
Можна виділити два основні типи кредитного ско-
рингу, незалежно від того яка саме цільова змінна 
прогнозується – це: 
– аплікаційний скоринг – оцінка клієнта без викори-
стання інформації про його попередню поведінку в 
компанії (базуючись на соціо-демографічних характе-
ристиках клієнта). Найчастіше модель будується на 
прогнозуванні ймовірності дефолту (недотримання 
зобов’язань) клієнта в перші n  місяці життя кредиту. 
Основне завдання відділити на портфельному рівні 
групи клієнтів з високою ймовірністю дефолту та запо-
бігти видачі кредиту таким клієнтам. 
– поведінковий скоринг – оцінка клієнта з викорис-
танням інформації про його попередню поведінку в 
компанії. Найчастіше використовуються для застосу-
вання тих чи інших дій до клієнта вже в процесі обслу-
говування ним боргу. Діапазон прогнозування набагато 
ширший ніж в аплікаційному скоринзі: ймовірність 
дефолту, прогнозування повернення після дефолту, 
ймовірність відтоку клієнта з банку (закриття догово-
ру), ймовірність переплати по кредиту, ймовірність 
додзвону тощо. 
Статистичне прогнозування в кредитному скорингу 
базується не на багаторазовому повторенні експериме-
нту для одного клієнта (що технічно є неможливим), а в 
групуванні клієнтів в подібні групи по демографічних, 
бізнесових, поведінкових характеристиках та в знахо-
дженні взаємозв’язку між характеристиками, що ви-
значають ці групи, та цільовою змінною. 
Прогнозоване значення цільової змінної розбива-
ється для зручності на сегменти, – рейтингові класи, і 
стратегії всіх подальші дій з клієнтом та його кредитами 
приймаються на рівні рейтингу [8, 9]. 
Основний статистичний метод, який в останнім ча-
сом асоціюється в банках з кредитним скорингом – це 
логістична регресія [10, 11]. Поряд з іншими більш 
витонченими та складнішими моделями вона має дві 
суттєві переваги: 
– простота інтерпретації; 
– стабільність. 
Вагові коефіцієнти отримані в результаті розрахун-
ків легко переводяться в скорингові бали та карти, які в 
свою чергу інтерпретуються просто: «краща група кліє-
нтів – більший бал». Ризик-менеджмент більшості 
європейських банків не сприймає моделі на кшталт 
«чорний ящик», в яких логіка виведення рішення по 
конкретному запису(клієнту) настільки складна, що не 
може бути доволі просто, а то і взагалі відображена 
аналітично, тобто формулами на листку паперу. Прик-
ладами таких моделей є моделі нейронних мереж, SVM, 
метод k-найближчих сусідів, Random forests тощо. По-
ряд з іншими статистичними методами, які можуть 
давати несуттєвий приріст до предикативної сили мо-
делі, логістична регресія є однією з найбільш стабіль-
них, тобто такою що зберігає свою силу протягом довго-
го періоду часу і не потребує частої перебудови. Крім 
того наявність класичної скоркарти дозволяє якісно 
«моніторити» модель та давати відповіді на питання, 
які характерстики моделі (фактично її складові частин-
ки) дають збої в предикативності та зсуви в популяції. 
ПОСТАНОВКА ЗАДАЧІ 
Починаючи з 2006 року банки в Україні почали при-
діляти значно більшу увагу кредитним ризикам. З того 
часу були розвинуті знання у цій сфері та побудовано 
безліч моделей для мінімізації та контролю кредитного 




ПРОБЛЕМИ ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ 
сти банку не менші збитки від кредитного. Він пов'яза-
ний із клієнтами які користуються продуктами із грей-
совим (пільговим) періодом або достроково закрива-
ють кредит. 
Даний вид ризику полягає у тому, що банк, залучи-
вши ресурси під певний відсоток (за певну ціну), не 
отримує прибутку від подальшої видачі цих ресурсів 
клієнту і цим самим несе збиток. Запропонована мо-
дель дозволить провести сегментацію клієнтів і запобі-
гти втратам, що можуть призвести до значного зни-
ження кінцевого фінансового результату. Таким чином, 
залежно від кредитної політики, яку проводить банків-
ська установа, можна здійснювати більш якісний конт-
роль дохідності від даного типу продукту. 
Задача даної роботи полягає у розробці моделі для 
револьверних карток із грейсовим (пільго-
вим) періодом, яка дозволить контролювати дохідність 
даного продукту. Револьверний кредит (англ. revolving 
credit) – автоматично поновлюваний (від лат. revolve –
 обертатись) кредит, який широко використовується у 
світовій практиці на ринку позичкового капіталу [12]. 
Грейсовий період (англ. grace period) – пільговий 
період сплати відсотків за кредитом. За використання 
пільгового періоду відсотки за користування грошови-
ми засобами не нараховуються взагалі або їх величина 
є значно нижчою за базову ставку. 
ПОБУДОВА МОДЕЛІ 
Аплікаційна карта розрахована на прогноз дефолту 
по кредиту протягом певного фіксованого часу після 
його видачі (найчастіше 12 місяців). Дана модель оці-
нює популяцію, що заходить в банк (як видані так і 
відмовлені кредити) та визначає ймовірність дефолту 
кожного із таких кредитів, на основі  чого зокрема і 
приймається рішення про видачу/невидачу кредиту. 
Відповідно і вибірка, історія дефолтів по якій вже відо-
ма, формується в такий же спосіб. 
 
 
Рис.1 Формування вибірки 
Беруться всі кредити видані за певний період в ми-
нулому, найближчі до поточної дати, так, щоб в креди-
тів був час стати «добрими» чи «поганими». Цей фіксо-
ваний час ( k ) називається Outcome періодом. Сама 
вибірка виданих кредитів (за n місяців) називається 
Sample Window. 
Найчастіше розмір Sample Window сягає від 6 до 12 
місяців (в нашому випадку – 6 місяців). Вибір розміру 
такого вікна повинен враховувати сезонності при вида-
чах кредитів та досягнення мінімального обсягу вибір-
ки для побудови. 
У випадку якщо найбільш остання історія не є най-
кращим представником для найближчого майбутнього 
(наприклад історія кризового періоду для побудови 
моделі в антикризовий період) можна брати «старіше» 
Sample window. Основним мотивом в такому випадку є 
максимальне наближення популяції, на якій будується 
модель до популяції, на якій вона буде застосовуватись. 
Таким чином для побудови було обрано період 
01.07.2012 – 31.12.2012. Саме цей період можна при-
йняти як до кризовий в банківській системі України. 
Outcome період k  найчастіше вибирається як 6-12 
місяців (в нашому випадку 6 місяців). 
Як для кредитів виданих k  місяців тому так і для креди-
тів виданих 1k , 2k ,… місяці тому дається однаково 
час k  для того щоб кредит попав у дефолт. Іншими словами, 
якщо кредит не стає дефолтом протягом перших k  міся-
ців – він визначається як «хороший». 
Цільова змінна Bad визначається як 1 або 0 якщо кредит 
став, або відповідно не став дефолтним протягом періоду k . 
Дефолтом вважається досягнення протягом періоду k  хоча 
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В нашому випадку модель відрізняється від «кла-
сичної». Її задача полягає в побудові скорингової карти 
з неперервною прогнозованою змінною. Результуючою 
змінною є частка неповернених відсотків по револьве-
рній карті з грейсовим періодом протягом деякого 
фіксованого «outcome» періоду (6 місяців). Кожен запис 
по кредиту дублюється 100 разів. Таким чином, якщо 
рівень повернення відсотків по кредиту складає 73% то 
73 записи будуть  з «0», а 27 з «1». 
НАВЧАЛЬНА ТА ТЕСТОВА ВИБІРКИ 
З метою уникнення так званого «перенавчання» 
моделі (Overfitting), коли побудована модель показує 
високі показники предикативності на вибірці, на якій 
вона будувалася, проте на новій популяції ці показники 
екстремально падають, робиться розбиття базової 
вибірки (Sample Window) на: 
– навчальну вибірку (70-80%) – використовується 
для побудови моделі; 
– тестову вибірку (20-30%) – використовується для 
перевірки предикативної здатності моделі. 
Записи було розбито на дві групи випадковим чином 
(генерація випадкового числа від 0 до 1 і розділення вибірки 
по значенню 0.3); можна проводити розбивання більш 
витонченим методом таким як стратифікація. 
Стратифікація полягає у розбитті вибірки на однорі-
дні сегменти по вибраних змінних (стратах). Такими 
змінними найчастіше виступають: сама результуюча 
змінна, вік, тип продукту, сума кредиту тощо. В середи-
ні кожної групи випадковим чином вибирається 70% 
вибірки з ознакою «train sample», решта 30% отриму-
ють ознаку «test sample». В такий спосіб після розбиття 
на тестову та навчальну вибірку зберігаються розподіли 
кожної із страт. 
ПРЕДИКАТИВНА СИЛА 
Предикативна сила характеристики визначається з 












де k  – кількість атрибутів відповідної характерис-
тики, igood%  та ibad%  – відповідно відсотки добрих 
та поганих клієнтів, які попали в атрибут « i ». 
В залежності від значення IV можна зробити висно-
вок про предикативну здатність характеристики: 
– менша ніж 0,02 – непредикативна (тобто розподіля-
ється однаково по різних сегментах результуючої змінної); 
– від 0,02 до 0,1 – слабка предикативна здатність; 
– від 0,1 до 0,3 – середня предикативна здатність; 
– 0,3 – висока предикативна здатність. 
Варто звернути увагу на те, що при екстремально 
високих значеннях IV (більше 1 для аплікаційних харак-
теристик та більше 3-4 для поведінкових) включення 
такої характеристики в модель може призвести до 
overfitting’у (англ. перенавчання) скорингової моделі. 
Часто при побудові аплікаційних карт у випадку 
слабої предикативної здатності аплікаційних змінних 
варто будувати так звані крос-змінні, які позволяють 
знаходити нестандартні зв’язки між змінними та поси-
лювати нелінійність моделі. 
Для прикладу, при побудові змінна «Стать» та «Осві-
та» показали слабку предикативну здатність. Проте при 
побудові крос-змінної вдалося провести значно кращу 
сегментацію і включити її у модель: 
Таблиця 1. 
 Крос-змінна «Стать» та «Освіта» 
Vars Categ Good Bad WOE Badrate, % IV
APPSEX_APPBIRTHDATE APPSEX = 0 & APPBIRTHDATE <= 25 25 737 8 712 -0,16819 25,3 0,0012
APPSEX_APPBIRTHDATE APPSEX = 0 & APPBIRTHDATE <= 40 152 759 40 579 0,07420 21 0,0013
APPSEX_APPBIRTHDATE APPSEX = 0 & APPBIRTHDATE <= 50 93 184 21 178 0,23021 18,5 0,0069
APPSEX_APPBIRTHDATE APPSEX = 0 & APPBIRTHDATE > 50 87 462 17 426 0,36182 16,6 0,0149
APPSEX_APPBIRTHDATE APPSEX = 1 & APPBIRTHDATE <= 47 218 943 75 975 -0,19300 25,8 0,0140
APPSEX_APPBIRTHDATE APPSEX = 1 & APPBIRTHDATE <= 52 30 259 9 706 -0,11436 24,3 0,0007
APPSEX_APPBIRTHDATE APPSEX = 1 & APPBIRTHDATE > 52 35 396 10 599 -0,04558 23 0,0001
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Крім того показник IV (informative value) для цієї змінної 
набагато більший ніж сума показників IV кожної із змінних. 
Такий ефект називається синергетичним ефектом. 
СЕГМЕНТАЦІЯ ХАРАКТЕРИСТИК 
Сегментація (розбиття на атрибути) характеристик, 
що входитимуть в скорингову модель, відіграє важливу 
роль для побудови стабільної та предикативної скорин-
гової моделі. Правильна сегментація сприяє збільшен-
ню предикативної сили та стабільності характеристики, 
а отже і скорингової моделі. 
Сегментація проводиться як для неперервних хара-
ктеристик при розбитті їх на категоріальні так і для 
категоріальних при наявності атрибутів з малою част-
кою в вибірці та атрибутів подібних між собою. 
Показник WOE (weight of evidence) для кожного ат-
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де igood%  та ibad%  – відповідно відсотки добрих та 
поганих клієнтів, які попали в атрибут « i ». 
Класична таблиця після розбиття характеристики на 
атрибути має наступний вигляд: 
Таблиця 2.  
Розбиття характеристики на атрибути 
Vars Categ Good Bad %, good %, bad WOE Badrate, % IV
APPBIRTHDATE <= 25 45 930 16 020 7% 9% -0,19812 25,9 0,0031
APPBIRTHDATE (25;30] 114 782 36 349 18% 20% -0,10154 24,1 0,0019
APPBIRTHDATE (30;45] 272 153 80 166 42% 44% -0,02914 22,8 0,0004
APPBIRTHDATE (45;50] 76 978 20 350 12% 11% 0,07903 20,9 0,0007
APPBIRTHDATE > 50 133 897 31 290 21% 17% 0,20236 18,9 0,0077
 
Від’ємні показники WOE вказують на те, що атрибут 
«поганий» (чим менше – тим гірший), тобто гірший ніж 
середній показник в портфелі, додатні – що «хороший». 
Основні принципи, яких потрібно дотримуватись 
при сегментації характеристик: 
– проводити сегментацію в такий спосіб, щоб IV кожної 
характеристики було максимальним (максимізація статис-
тики Хі-квадрат) та зберігалась логічність такої сегментації. 
Логічність в даному випадку передбачає; 
– монотонність для неперервних характеристик; 
– бізнес-логіку – відповідність очікуваним резуль-
татам (пр. ми очікували що старші клієнти кращі); 
– групування в одні атрибути сегментів з близьким 
значенням WOE. 
Наприклад, якщо сегмент «вдівець/вдова» має бли-
зьке значення WOE до сегменту «неодружений/на», то 
їх варто об’єднувати в один сегмент, якщо сумарний 
показник IV характеристики при цьому зменшується 
несуттєво: 
– намагатись уникати створення малих сегментів 
(<5% популяції); 
– об’єднувати дуже дрібні сегменти з сегментом, 
значення WOE якого найближче до нуля; 
– об’єднувати сегмент порожніх значень з сегмен-
том, значення WOE якого найближче до нуля;  
– у випадку якщо такий сегмент значний (> 2-3%) і 
його значення WOE суттєво відрізняється від нуля – це 
означає що порожні значення утворюються не випад-
ково. Якщо сегмент таких відмінних порожніх значень 
можна пояснити і надалі очікується утворення таких 
порожніх значень, – лише тоді можна виділяти сегмент 
порожніх значень як окремий атрибут. 
В результаті сегментації для побудови моделі було 
обрано такі характеристики: 
– APPBIRTHDATE - вік клієнта у заявці; 
– APPFAMILYSTATUS - сімейний стан; 
– APPPOSTCATEG - займана позиція; 
– APPSEX_APPBIRTHDATE - схрещений параметр ста-
ті та віку; 
– APPSEX_APPEDUCATION - схрещений параметр 
статі та освіти; 
– DEP_NUMACT_DEP_SUM - схрещений параметр 
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– APPWPERIODG - робочий стаж; 
– CHAR10 - кількість місяців до планованої дати за-
криття; 
– COMPPO - форма влаштування; 
– CHR4 - кількість активних депозитів за 2 роки; 
– FLAT - наявність житла. 
КОРЕЛЯЦІЯ ТА БІЗНЕС-ЛОГІКА 
Включення/не включення змінних, що корелюють між 
собою є доволі суперечливим питанням серед спеціалістів по 
скорингу та статистиці, хоча більшість все-таки схиляється до 
того, щоб забороняти входження в одну модель змінних, 
кореляція між якими висока (> 0.7). 
З одного боку включення змінних що корелюють між со-
бою в одну модель не впливає негативно на її предикативну 
здатність (при різних видах моделювання: логіт-регресія, 
класифікаційне дерево, нейронна мережа, тощо), проте 
поява високої мультиколінеарності між змінними в моделі 
може призводити до нелогічного (з точки зору бізнес-
логіки) розрахунку вагових коефіцієнтів. Приклад: для гірших 
атрибутів змінної (по bad rate) проставляються вищі бали 
скоринговою картою ніж для кращих атрибутів. 
При побудові моделей логіт-регресії, рекомендовано ви-
ключати слабшу по IV з двох характеристик, кореляція між 
якими перевищує 70%. При дуже великих наборах змінних 
(більше 100) ще до розрахунку кореляції можна відкидати 
змінні з меншим IV з груп однотипних змінних.  
РЕЗУЛЬТАТИ 
У результатi подальшого присвоєння скорингового 
балу для кожного значення параметра та подальшої 
оцінки її якості було визначено, що побудована мате-
матична модель з iндексом GINI 24%. Динамiка iндексу 
GINI коливається в межах допустимого рiвня протягом 
всього розглянутого перiоду, що свідчить про стабіль-
ність обраних параметрів. 
 
 
Рис. 2 Динаміка індексу  GINI 
Згідно зi створеною моделлю, граничнi значення 
скорингового балу можуть коливатися вiд -92 до 205 
(рис. 3). Концентрацiя популяцiї у скоринговому балi 
(розподiл з кроком 20) наведена також на рис. 3. 
Дану сегментацію можна практично застосовувати 
починаючи із етапу розробки продукту, закінчуючи 
прогнозуванням дохідності револьверної карти. Також, 
коригуючи пункти відтину, можна здійснювати конт-
роль видачі тому чи іншому сегменту популяції і тим 
самим запобігти втратам, що можуть призвести до 
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Рис. 3 Концентрація популяції у скоринговому балі 
ВИСНОВКИ 
В даній роботі було розглянуто проблему кредитно-
го ризику, визначені причини його виникнення та під-
ходи до оцінки. Проаналізовано супутні ризики в проце-
сі кредитування на прикладі револьверних карток з 
грейсовим (пільговим) періодом. Було розглянуто 
основні етапи побудови скорингової моделі: формуван-
ня вибірки, сегментації характеристик тощо. 
Результатом роботи стала побудована аплікаційна ско-
рингова модель яка, на основі  визначених параметрів, 
дозволяє провести сегментацію клієнтів таким чином, щоб 
банк не зазнав збитків від недоотримання прибутку. Для 
побудованої моделi iндекс GINI мав значення 24%. Динамiка 
iндексу GINI коливається в межах допустимого рiвня протя-
гом всього розглянутого перiоду, що свiдчить про високу 
стiйкiсть побудованої моделi до змiн у даних. 
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