Does increased predicted warm-season rainfall indicate enhanced likelihood of rain occurrence? by Gallus, William A., Jr. & Segal, Moti
Geological and Atmospheric Sciences Publications Geological and Atmospheric Sciences
12-2004
Does increased predicted warm-season rainfall
indicate enhanced likelihood of rain occurrence?
William A. Gallus Jr.
Iowa State University, wgallus@iastate.edu
Moti Segal
Iowa State University, segal@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/ge_at_pubs
Part of the Atmospheric Sciences Commons, and the Geology Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
ge_at_pubs/42. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Geological and Atmospheric Sciences at Iowa State University Digital Repository. It has
been accepted for inclusion in Geological and Atmospheric Sciences Publications by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Does increased predicted warm-season rainfall indicate enhanced
likelihood of rain occurrence?
Abstract
The likelihood of simulated rainfall above a specified threshold being observed is evaluated as a function of the
amounts predicted by two mesoscale models. Evaluations are performed for 20 warm-season mesoscale
convective system events over the upper Midwest of the United States. Simulations were performed using
10-km versions of the National Centers for Environmental Prediction Eta Model and the Weather Research
and Forecasting (WRF) model, with two different convective parameterizations tested in both models. It was
found that, despite large differences in the biases of these different models and configurations, a robust
relationship was present whereby a substantial increase in the likelihood of observed rainfall exceeding a
specified threshold occurred in areas where the model runs forecast higher rainfall amounts. Rainfall was
found to be less likely to occur in those areas where the models indicated no rainfall than it was elsewhere in
the domain; it was more likely to occur in those regions where rainfall was predicted, especially where the
predicted rainfall amounts were largest. The probability of rainfall relative-operating-characteristic and
relative-operating-level curves showed that probabilistic forecasts determined from quantitative precipitation
forecast values had skill comparable to the skill obtained using more traditional methods in which
probabilities are based on the fraction of ensemble members experiencing rainfall. When the entire sample of
cases was broken into training and test sets, the probability forecasts of the test sets evidenced good reliability.
The relationship noted should provide some additional guidelines to operational forecasters. The results imply
that the tested models are better able to indicate the regions where atmospheric processes are most favorable
for convective rainfall (where the models generate enhanced amounts) than they are able to predict accurately
the rainfall amounts that will be observed.
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ABSTRACT
The likelihood of simulated rainfall above a specified threshold being observed is evaluated as a function of
the amounts predicted by two mesoscale models. Evaluations are performed for 20 warm-season mesoscale
convective system events over the upper Midwest of the United States. Simulations were performed using 10-
km versions of the National Centers for Environmental Prediction Eta Model and the Weather Research and
Forecasting (WRF) model, with two different convective parameterizations tested in both models. It was found
that, despite large differences in the biases of these different models and configurations, a robust relationship
was present whereby a substantial increase in the likelihood of observed rainfall exceeding a specified threshold
occurred in areas where the model runs forecast higher rainfall amounts. Rainfall was found to be less likely
to occur in those areas where the models indicated no rainfall than it was elsewhere in the domain; it was more
likely to occur in those regions where rainfall was predicted, especially where the predicted rainfall amounts
were largest. The probability of rainfall relative-operating-characteristic and relative-operating-level curves
showed that probabilistic forecasts determined from quantitative precipitation forecast values had skill comparable
to the skill obtained using more traditional methods in which probabilities are based on the fraction of ensemble
members experiencing rainfall. When the entire sample of cases was broken into training and test sets, the
probability forecasts of the test sets evidenced good reliability. The relationship noted should provide some
additional guidelines to operational forecasters. The results imply that the tested models are better able to indicate
the regions where atmospheric processes are most favorable for convective rainfall (where the models generate
enhanced amounts) than they are able to predict accurately the rainfall amounts that will be observed.
1. Introduction
An intriguing quantitative precipitation forecasting
(QPF) question asks, Given predicted precipitation un-
certainty, can forecasts of rainfall be improved in se-
lective subdomains of the predicted precipitation do-
main? It has been shown (e.g., Hamill and Colucci 1997)
that for ensemble simulations of precipitation, an in-
crease in forecast probability is generally associated
with an increase in the probability of occurrence of pre-
cipitation. Conceptually, one may attribute the improve-
ment in rainfall forecast quality at grid points within the
subdomain generated by the intersection of ensemble
members to the fact that the variability in initialization/
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physical formulation among members has not affected
the prediction of precipitation occurrence there. In this
note, an additional independent situation is evaluated
focusing on subdomains with enhanced predicted pre-
cipitation as elaborated in the hypothesis below.
We will examine the hypothesis that in subdomains
consisting of model grid points at which large amounts
of precipitation are predicted, the probability of experi-
encing a lighter rain amount is higher than that valid for
the entire simulation domain. In addition, skillful prob-
abilistic forecasts over the entire domain can be issued
based on QPF amount. The hypothesis can be viewed as
a specific fundamental issue in QPF that has not been
addressed for fine-resolution simulations of warm-season
convective rainfall (it was partially examined for winter
precipitation in coarser-grid European Centre for Medi-
um-Range Weather Forecasts simulations; Atger 2001).
Also, if confirmed positively, it may provide some ad-
vantage in the operational forecasting of precipitation.
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FIG. 1. Model domain used for all simulations.
The regional forecast skill of summer convective rain-
fall is relatively low as compared with that of the larger-
scale organized precipitation systems that dominate the
cooler seasons of the year (e.g., Schneider et al. 1996).
Examining the hypothesis for summer mesoscale con-
vective systems should therefore provide the most rig-
orous test. Stensrud et al. (2000) suggest that, for me-
soscale convective systems, varying model physics is a
potentially more powerful method in creating an en-
semble than is perturbing initial conditions. Wandishin
et al. (2001) also demonstrate the advantages of an en-
semble using mixed models or mixed physics. Based on
their conclusions, the present study will concentrate on
variants produced from two different models, the Na-
tional Centers for Environmental Prediction (NCEP) Eta
Model (Mesinger et al. 1988; Janjic´ 1994) and the
Weather Research and Forecasting (WRF) model (Ska-
marock et al. 2001), with two different cumulus param-
eterization (CP) schemes used in each: the Betts–Miller–
Janjic´ (Betts and Miller 1986; Janjic´ 1994; hereinafter
BMJ) and Kain–Fritsch (1993; hereinafter KF). Briefly,
the BMJ is an adjustment-type scheme that forces
soundings at each point toward a reference profile of
temperature and specific humidity. The scheme’s struc-
ture favors activation in cases with substantial amounts
of moisture in low and midlevels and positive convec-
tive available potential energy (CAPE). The KF scheme
removes CAPE (calculated using the traditional, undi-
luted parcel-ascent method) through vertical reorgani-
zation of mass. The scheme consists of a convective
trigger function (based on grid-resolved vertical veloc-
ity), a mass flux formulation, and closure assumptions.
The BMJ and KF schemes are known to differ in
some features of their predicted rainfall, and in the re-
sponse to atmospheric background conditions. Gallus
and Segal (2001, hereinafter GS01), for instance, found
large differences in the BMJ and KF bias scores (bias
5 f /o, where f is the number of points forecast to have
rainfall above a specified threshold and o is the number
of points observed to exceed that threshold) as a func-
tion of rainfall amount. In addition, spread ratios (Wan-
dishin et al. 2001), or equivalently the inverse of cor-
respondence ratios (Stensrud and Wandishin 2000), de-
fined as the union of all grid points at which rainfall in
N ensemble members exceeds a specified threshold di-
vided by the intersection of points where the same is
true, were found to be large when runs with these two
schemes (N 5 2) were compared. As such, simulations
with the BMJ and KF runs are considered to be, to a
reasonable extent, independent and thus attractive for a
simplified yet comprehensive test of our hypotheses. In
addition, the above models and convective schemes
have been used widely, thus furthermore providing merit
to their adoption in the present study.
2. Data and method
Simulations of 20 warm-season convective events in
the upper Midwest have been performed using 10-km
versions of the Eta and WRF models. Events were cho-
sen if mesoscale boundaries, usually convectively in-
duced, were present at 0000 or 1200 UTC, and signif-
icant mesoscale convective system (MCS) rainfall fol-
lowed within the next 12–18 h over the upper Midwest.
Simulations were run for 24 h over a fixed mesoscale
domain covering roughly 1000 km 3 1000 km (Fig. 1).
It should be noted that Warner et al. (1997) have found
that errors from lateral boundary conditions in limited
domains can be more serious than initial condition er-
rors. Most of the significant rainfall in our simulated
events, however, occurs in the 6–18-h forecast period.
The short-range nature of the forecasts in the present
study, along with the slower steering flow in the warm
season, likely reduces the boundary condition problems
somewhat. Note that, during the first 6 h of integration,
model spinup of precipitation may also result in less
skillful forecasts. GS01 noted that such spinup problems
in the cases to be discussed in the present study seemed
to affect the Eta-KF runs more than the Eta-BMJ runs,
likely a result of NCEP’s use of the BMJ scheme during
data assimilation for the Eta. Standard initial and bound-
ary condition data were provided by operational NCEP
Eta output interpolated to a 40-km grid.
Rainfall forecast skill was evaluated by comparing
the model predictions for 6-h periods (within the full
24-h integration period) during which active organized
convection was observed within the simulation domain
using the 4-km-horizontal-resolution NCEP stage-IV
(Baldwin and Mitchell 1997) precipitation observations.
The observations were areally averaged onto the Eta
Model’s 10-km grid (using procedures similar to those
used at NCEP; M. Baldwin 2000, personal communi-
cation). The WRF model grid boxes closely matched
those of the Eta Model, but some bilinear interpolation
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TABLE 1. Bias scores for the Eta and WRF models running with both the BMJ and KF convective schemes for the given rainfall
thresholds (in.).
Model run
Predicted rainfall threshold (in.)
0.01 0.05 0.10 0.15 0.25 0.35 0.50 1.0
Eta-BMJ
Eta-KF
WRF-BMJ
WRF-KF
1.231
0.835
1.179
1.124
1.404
0.890
1.280
1.201
1.480
0.906
1.318
1.278
1.487
0.911
1.296
1.329
1.445
0.925
1.196
1.388
1.465
0.972
1.112
1.480
1.289
1.066
0.927
1.528
0.558
1.521
0.381
1.937
was needed to create an exact match to allow straight-
forward computation and comparison of objective skill
measures. When available, the multisensor (includes
both radar and gauge observations) data were used; oth-
erwise, the stage-IV gauge measurements were used.
For the cases simulated in the present study, these pre-
cipitation data (multisensor and gauge) did not differ
substantially. However, Schwartz and Benjamin (2000)
have noted that the multisensor data may be wetter for
rainfall amounts under 0.50 in. (1.27 cm) in 24 h than
the gauge-only data and drier for heavier amounts. In
the present study, the stage-IV data were also compared
with radar and surface reports to disregard small-scale
spurious features that occasionally occurred directly
over radar sites (manifested as isolated heavy rainfall
amounts that were not part of a larger region of pre-
cipitation). A total of 51 cases of accumulated rainfall
in 6-h periods were extracted from the 20 simulated
events and were analyzed.
The 10-km version of the Eta Model used was similar
to that used operationally at NCEP in early 2000 (except
with reduced horizontal diffusion to better retain me-
soscale features), and included the same physical pa-
rameterizations present in the operational model [see
Janjic´ (1994) and Rogers et al. (1998) for more details].
In addition to the BMJ convective scheme used oper-
ationally, simulations were repeated using a version of
the KF scheme adapted for use in the Eta Model (J.
Kain 2000, personal communication). The Eta Model
was run with 33 vertical levels. The WRF simulations
used version 1.2.1 of the WRF model (details were
available at the time of writing online at http://www.
wrf-model.org), with 35 vertical levels, and both the
BMJ and KF convective schemes were again used in
the WRF. Note that these two convective schemes are
tuned slightly differently in the Eta model than in the
WRF model.
3. Results
Gallus (1999) and Stensrud et al. (2000), among oth-
ers, have shown that warm-season rainfall forecasts are
strongly sensitive to the convective schemes used. Giv-
en this finding, our analysis of observed rainfall like-
lihood within regions of predicted rainfall uses output
from Eta and WRF simulations using both the BMJ and
KF schemes. GS201 showed in their study of 14 Eta
Model variants that the spread ratio for rainfall when
these two variants (runs using the BMJ and KF schemes)
were compared was larger than that associated with the
comparison of any two initialization adjustments.
Spread ratios between the Eta and WRF runs themselves
(not shown) suggest that the impacts from the use of
these two different convective schemes are comparable
to, if not greater than, the impacts from switching mod-
els.
Note also that the bias behavior in both the Eta and
WRF runs using the BMJ convective scheme is dis-
tinctly different than that in both models using the KF
scheme (Table 1). GS01 showed, using the Eta Model,
that the tendency for the KF runs to have a low bias at
light amounts and a strong tendency toward higher bi-
ases at heavier amounts resembles the trends seen when
no convective scheme is used in the Eta Model with 10-
km grid spacing. On the other hand, that study found
that when the BMJ scheme is used, biases are generally
higher than 1.0 except for the heaviest amounts, for
which the BMJ scheme results in sharply lower biases
with large negative bias errors at the heaviest rain
amounts. If the hypothesis of greater light-rain fre-
quency being associated with areas of predicted heavier
rainfall is true for each of the four model configurations
to be evaluated (which have distinctly different bias
behavior), the findings are likely to be robust and to
apply to most model forecasts of warm-season MCSs,
at least in the upper Midwest.
a. Analysis approach
To determine if likelihood of rainfall occurrence
varies directly with the amount of rainfall simulated,
we compute the hit rate (HR), also called the correct-
alarm ratio, for the prediction of rainfall exceeding a
specified threshold in subdomains defined by the ag-
gregate of grid points at which rainfall within a specified
range of amounts (QPF bin) was simulated. Bins were
chosen to match standard QPF thresholds used for op-
erational verification, including ,0.01 (no rain), 0.01–
0.05, 0.05–0.10, 0.10–0.15, 0.15–0.25, 0.25–0.50,
0.50–1.0, and .1.0 in. (0.01 in. 5 0.254 mm). The HR
is given by h/ f, where f is the total number of grid
points in the given subdomain (i.e., the set of grid points
at which rainfall is forecast to fall within the range of
amounts) and h represents the number of ‘‘hits’’—those
grid points at which the observed rainfall also exceeded
specified thresholds. The HRs are used as probability
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TABLE 2. Probability (in %) of observed rainfall exceeding thresholds of 0.01, 0.10, and 0.25 in. for simulated rainfall amounts in the
specified ranges. The probability of observed rain in the entire domain is shown in parentheses for each threshold. Results are presented for
the Eta and WRF models running with the BMJ and KF convective schemes.
Rainfall
threshold
(in.)
Predicted rainfall amount (in.)
,0.01 0.01–0.05 0.05–0.10 0.10–0.15 0.15–0.25 0.25–0.50 0.50–1.0 .1.0
Eta-BMJ
0.01 (27.4)
0.10 (15.0)
0.25 (8.8)
17.4
8.2
4.5
38.0
21.7
12.8
43.3
25.3
14.8
48.6
28.2
16.3
54.5
32.3
19.9
58.6
35.2
22.1
59.1
36.8
22.7
63.2
43.6
28.5
Eta-KF
0.01 (27.4)
0.10 (15.0)
0.25 (8.8)
20.8
10.6
6.1
46.5
27.4
16.2
52.0
31.2
18.2
53.1
33.3
18.9
57.4
35.1
22.1
61.2
38.7
23.8
61.9
38.8
23.9
64.2
49.4
35.9
WRF-BMJ
0.01 (27.4)
0.10 (15.0)
0.25 (8.8)
17.6
8.3
4.5
42.6
24.2
14.6
47.8
27.2
16.2
51.6
30.8
18.8
54.8
33.7
20.1
58.9
37.6
22.8
64.1
42.1
27.0
67.0
50.4
30.0
WRF-KF
0.01 (27.4)
0.10 (15.0)
0.25 (8.8)
18.3
8.8
4.9
39.8
21.9
12.2
46.8
26.8
15.8
50.9
30.0
17.7
53.5
32.8
18.8
59.0
37.1
23.0
60.5
39.6
24.4
67.0
41.9
28.9
forecasts for 6-hourly rainfall, and these are determined
for observed rainfall exceeding three threshold amounts:
0.01, 0.10, and 0.25 in.
In addition to HR, other quantities were computed
from the traditional 2 3 2 contingency table for di-
chotomous forecasts. Probability of detection (POD) is
given by h/o, where o is the total number of grid points
in the entire model domain at which observed rainfall
exceeded specified thresholds. Probability of false de-
tection (POFD) indicates the subset of all points at
which rainfall was not observed to exceed a threshold
that were forecast to exceed it, and it can be expressed
as ( f 2 h)/(t 2 o), where t is the total number of grid
points in the model domain. Miss ratio (MR) identifies
the subset of points not forecast to exceed a threshold
that were observed to exceed it, and it can be expressed
as (o 2 h)/(t 2 f ). Using the probability of rainfall
values corresponding to the QPF bins, relative operating
characteristic (ROC) curves were computed for which
POD is plotted as a function of POFD for yes/no fore-
casts made based on probability thresholds. ROC
curves, sometimes referred to as receiver operating char-
acteristic curves, indicate the ability of a forecast to
distinguish between events and nonevents, based on var-
ious decision thresholds. In addition, based on an as-
sumption of what probability value would cause a fore-
caster to issue a warning, relative-operating-level (ROL)
curves (Mason and Graham 1999) were computed show-
ing HR as a function of MR for rainfall observed to
exceed specified thresholds. The skillfulness of each
probabilistic forecast was evaluated by computing the
areas under the ROC and ROL curves.
It is important to note that this study seeks to explore
only one issue: Is rainfall probability of occurrence a
function of forecast intensity? A detailed study of pa-
rameters more traditionally used to evaluate a deter-
ministic forecast, such as bias and equitable threat score
[ETS 5 (h 2 c)/( f 1 o 2 h 2 c), where c is a measure
of the number of grid points at which a correct forecast
would occur by chance, c 5 of /t], was already per-
formed by GS01 for the Eta runs examined in this note.
The examination of likelihood of rainfall occurrence in
subdomains defined by the predicted rainfall amount
provides insight that supplements that usually supplied
by traditional objective skill measures such as threat
scores.
b. Analysis results
Wilks (1990) determined that heavier rainfall amounts
were more likely to occur when subjective probability-
of-precipitation forecasts were high than when the prob-
ability forecasts were low. Our analysis is designed to
address the reverse question: Is predicted heavy rainfall
in a deterministic forecast indicative of greater proba-
bility of measurable rainfall being observed than is ligh-
ter predicted rainfall?
Hit rates (which can be thought of as probabilities)
for observed rainfall amounts exceeding the thresholds
0.01, 0.10, and 0.25 in., evaluated over the subdomains
where the Eta and WRF model simulations predicted
rainfall amounts within specified bins, are shown in Ta-
ble 2. In all cases, HRs rise as the subdomain is restricted
to those grid points at which increasingly heavy amounts
have been forecast. In all four models, the probability
of any rainfall being observed when the forecast is for
none (less than 0.01 in.) is roughly 20%. The probability
for greater than 0.25 in. is around 5%. The probabilities
rise rapidly as the forecast amounts increase to between
0.01 and 0.05 in. For heavier forecast amounts, the
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FIG. 2. ROC curve (POD vs POFD) for Eta-BMJ prediction of
rainfall exceeding (a) 0.01 and (b) 0.25 in. For area size under the
curve, see Table 3. Diagonal line indicates no skill. Probability values
corresponding to QPF of 0.01–0.05, 0.10–0.15, and 0.25–0.50 in. are
shown in boldface.
changes in probability are more gradual, but for the
thresholds being verified in the table, they do contin-
uously increase. For QPF amounts exceeding 1.0 in.,
the probability of any measurable rainfall ranges from
63% in the Eta-BMJ run to 67% in both WRF runs. The
probability of greater than 0.25 in. ranges from 29% in
the Eta-BMJ and WRF-KF runs to 36% in the Eta-KF
run.
Table 2 also shows (in parentheses) the probability
of rainfall above the three specified thresholds for the
entire domain, regardless of the forecast. For all model
configurations and all thresholds, these values (observed
frequency of rainfall) lie between those valid when the
QPF amount is none and when the QPF amount is 0.01
inch or more. Thus, rainfall is less likely to occur in
those areas where the models indicate no rainfall than
it is elsewhere in the domain; it is more likely to occur
in those regions where rainfall is predicted, especially
where the predicted rainfall amounts are largest.
Although not shown in the table, analysis in this study
suggests that the probability values become even larger
when the intersection of grid points experiencing sim-
ulated rainfall above a specified threshold in two dif-
ferent model versions is used. Questions exist about how
to construct a QPF–probability relationship for a com-
bination of models, since the requirement that all models
show a rainfall amount within the specified bins results
in the neglect of many points for which a range of bins
are indicated by different models. Only examining those
points for which both Eta configurations show no rain
or show rainfall exceeding 1.0 in., the intersection re-
gions have probability values for measurable observed
rainfall of 15% and 83%, respectively. For the WRF,
the intersection of the BMJ and KF runs yields prob-
ability values of 14% and 68% for the same rainfall
categories. If the intersections of the Eta and WRF runs
are compared, the probabilities of rainfall are 15% and
88%, and 17% and 77%, for the BMJ and KF schemes,
respectively. Thus, with the exception of the two WRF
runs, there is a much greater increase in probability of
rainfall (in comparison with that present in either run
by itself ) when both runs show greater than 1.0 in. of
rainfall at any grid point. These values suggest that more
elaborate QPF–probability relationships (e.g., based on
ensembles) could be created, yielding a wider range of
probabilities that could be forecast.
Probabilistic forecasts generated from ensembles are
typically evaluated using ROC diagrams. Figure 2
shows ROC diagrams for verifying thresholds of 0.01
(Fig. 2a) and 0.25 in. (Fig. 2b) for the Eta-BMJ runs
using the probability values shown in Table 2 (values
for 0.01–0.05, 0.10–0.15, and 0.25–0.50 in. are shown
in boldface in Fig. 2). One unusual aspect of the ap-
proach is that the probability of rainfall for a forecast
of no rain was not zero, but was instead roughly 17%.
Thus, no lower probability value could be forecast, and
the point in the diagram in Fig. 2a at the upper-right
corner would be 17% and not 0. It is possible that, were
more complex criteria (such as determining the HR for
those grid points for which no rain was predicted at the
grid point and all neighboring points) to be used, lower
probability values might be obtained.
It can be seen in the diagram that both curves lie
above the diagonal no-skill line (along which false
alarms are as likely as hits). Thus, in both cases, the
area under the ROC curve, calculated using the trape-
zoidal method, exceeds 0.5, implying the potential for
a skillful forecast. In all four model configurations, the
curves look similar (not shown), and the areas under all
of the curves are shown in Table 3. In general, the areas
are all near 0.7, implying a useful forecast (Buizza et
al. 1999) for both rainfall amounts of 0.01 and 0.25 in.,
with slightly larger values for 0.25 in.
Table 3 also contains information for other probabi-
listic forecasts made in a more traditional manner from
ensembles of various model members. In these ensem-
bles, equal weighting is assigned to each member. The
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TABLE 3. Areas under the ROC curves (computed using the trap-
ezoidal method) created by the probability forecasts shown in Table
2 for each model configuration, verified for thresholds of 0.01 and
0.25 in. The asterisk indicates ensemble probability forecasts using
common method of equal weighting of ensemble members. Eta/WRF
is the four-member ensemble using all four configurations discussed
in this paper. Eta-KF/BMJ and WRF-KF/BMJ are two-member en-
sembles in which the convective scheme has been varied within the
Eta and WRF models, respectively. BMJ-ETA/WRF and KF-ETA/
WRF are two-member ensembles in which the model has been varied
but the convective scheme is the same. GS01-14 member refers to
an ensemble using all 14 model variants discussed in GS01.
Model and CP scheme
Rainfall threshold (in.)
0.01 0.25
Eta-BMJ
Eta-KF
WRF-BMJ
WRF-KF
Eta/WRF*
Eta-KF/BMJ*
WRF-KF/BMJ*
BMJ-Eta/WRF*
KF-Eta/WRF*
GS01-14 member*
0.6848
0.6387
0.6883
0.6759
0.7361
0.7029
0.7162
0.7026
0.6889
0.7352
0.6997
0.6442
0.7004
0.6940
0.6565
0.6140
0.6321
0.6081
0.6131
0.6670
FIG. 3. ROL curve (correct-alarm ratio vs MR) for WRF-BMJ
prediction when warnings are issued for rainfall exceeding (a) 0.01
and (b) 1.0 in. For area size under the curve, see Table 4. Diagonal
line indicates no skill.
‘‘Eta/WRF’’ ensemble uses the four model configura-
tions discussed in this study. That ensemble has a higher
area under the curve for the 0.01-in. threshold, but the
area is lower for the 0.25-in. threshold. Other ensembles
shown include several consisting of two members, rep-
resenting both Eta configurations, both WRF configu-
rations, both of the BMJ runs, and both KF runs. The
areas for these two-member ensembles are not much
higher than the QPF–probability technique for the 0.01-
in. threshold and are all lower for the 0.25-in. threshold.
Even when all 14 model variants discussed in GS01 are
used as an ensemble, the area under the ROC curve for
the 0.25-in. threshold is less than that of three of the
four QPF–probability curves representing model con-
figurations used in the current study. The trend toward
increasing skill (areas under the ROC curve) at higher
thresholds occurring with the proposed approach is op-
posite to what universally happens with the ensemble-
based probabilistic forecasts shown. The trend toward
less skill for heavier thresholds is also present for most
ensemble systems evaluated for warm-season precipi-
tation by Mullen and Buizza (2001) and Wandishin et
al. (2001). The increase in skill for heavier thresholds
with the QPF–probability relationship suggests that the
technique may be of most value in assisting forecasters
with prediction of heavier rainfall amounts.
Another method of evaluating a probability forecast
is to use an ROL curve. A detailed description of the
differences between ROC and ROL curves can be found
in Mason and Graham (1999). As they discuss, these
curves not only show different measures (correct-alarm
ratio and miss ratio in an ROL curve, POD and POFD
in an ROC curve) but, to allow an evaluation similar
to that performed on ROC curves, are constructed in a
different way. The definition of a warning is held fixed,
and the curve is thus able to provide an indication of
the estimated probabilities of different outcomes given
the forecast criteria. In Fig. 3, the ROL curves are shown
for the WRF-BMJ run (again all four configurations are
similar) assuming a forecaster issues a warning (a fore-
cast of measurable rainfall) based on a rainfall predic-
tion of at least 0.01 in. (the probability forecast for the
0.01–0.05-in. bin was 43%; Fig. 3a) or at least 1.0 in.
(probability of 67%; Fig. 3b). The correct-alarm and
miss ratios are then plotted for observed rainfall ex-
ceeding amounts of 0.01, 0.10, 0.25, and 0.50 in. (the
1.0-in. amount was located very near the lower-left cor-
ner). Both curves again lie above the no-skill line. One
can see that, when both of these warning criteria are
used, the correct-alarm ratios are relatively high for ob-
served rainfall exceeding 0.01 in., with miss ratios that
are less than one-half of the correct-alarm ratios. For
rainfall exceeding 0.50 in., these warning criteria result
in low correct-alarm ratios but even lower miss ratios.
Computed areas under the ROL curves are given for
the four model configurations in Table 4. As was implied
in Fig. 3, the areas are larger when 1.0 in. is used as
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TABLE 4. Areas under the ROL curves (computed using the trap-
ezoidal method) created by plotting correct-alarm ratios and MRs for
various QPF amounts. Warning criteria of $0.01 and $1.0 in. were
used.
Model and CP
scheme
Rainfall threshold (in.)
0.01 1.0
Eta-BMJ
Eta-KF
WRF-BMJ
WRF-KF
0.6693
0.6759
0.6800
0.6823
0.6953
0.7120
0.7175
0.7110
FIG. 4. Reliability diagrams for Eta runs using the (a) BMJ and
(b) KF convective schemes for rainfall greater than or exceeding 0.01
in. Forecast probabilities were determined from a 41-event training
set. Observed frequency of rainfall is plotted with a solid line for
one 10-event test set. Additional points are plotted for four different
training and test sets of 41 and 10 events, respectively. Histograms
showing relative frequency of forecast probabilities for the eight QPF
amount bins shown in Table 2 are inset for the training/test set used
to plot the solid line.
the threshold for the warning criteria. The areas again
are approximately 0.7, similar to the areas under the
ROC curves.
As a last evaluation of the performance of the QPF-
derived probabilistic forecasts, the reliability of the fore-
casts was examined. Because the rainfall probabilities
assigned to a given QPF bin are based on the observed
frequency of rainfall for the cases evaluated, it would
be meaningless to examine reliability for the full 51-
case sample. Instead, the full sample was divided into
41-case training sets and 10-member test sets, for which
the 10 members were chosen randomly and should be
generally independent from the training-set cases. Prob-
abilities for rainfall as a function of QPF amount (HRs)
were recomputed using the 41 cases, and then the ob-
served frequency from the 10-member test set was com-
pared with the forecast probabilities for observed rain-
fall amounts exceeding 0.01 in. in the Eta-BMJ (Fig.
4a) and Eta-KF (Fig. 4b) runs. Figure 4 shows the re-
liability diagram for one of the random tests, with dots
showing the scatter present among four other training/
test sets also using 41 and 10 cases. For both model
configurations, the reliability is good and looks better
than that found in some other studies that use ensemble
systems to predict warm-season rainfall (e.g., Mullen
and Buizza 2001). Although some scatter is present
among the five different training and test sets used, the
observed frequency is almost always within 10% of the
forecast probability.
For heavier verifying thresholds (not shown), the re-
liability curves are similar, but the range of forecast
probabilities is much smaller (see Table 2) and thus the
curve itself is smaller. As mentioned earlier, additional
calibration might be desired to expand the range of prob-
abilities that could be forecast. Without any calibration,
the QPF-derived probabilities for observed rainfall ex-
ceeding 0.01 in. are never much less than about 20%
or much greater than 70%. Inset into Fig. 4 are histo-
grams showing the frequency with which the forecast
probabilities are issued for the test case whose reliability
is plotted with the solid line (histograms among all five
of the training sets did not differ appreciably). The low-
est probability (no model QPF) is overwhelmingly fore-
cast. The frequency for all other bins is much smaller
and uniform. This implies that the technique does not
demonstrate much sharpness, particularly on the higher-
probability end. Nonetheless, a wide range of verifi-
cation parameters suggests that the QPF–probability re-
lationship may be a useful forecast tool, especially if
combined with other forms of model guidance.
Finally, the relationship shown in this study could be
used by forecasters in their standard issuance of sub-
jectively determined probabilistic precipitation fore-
casts. It is important to note, however, that nonzero miss
ratios indicate a forecaster should not assume that no
rain will occur in those areas of the domain in which
simulated rainfall does not occur or is light in intensity.
ETSs (GS01) for the Eta runs examined in this note
were generally low, with no real skill for amounts of
0.50 in. or more and no particular model configuration
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consistently earning significantly higher ETSs over a
range of thresholds. For the WRF runs, ETSs (not
shown) were comparable to those in the Eta runs, with
the two convective schemes resulting in simulations
with very similar values. Thus, these model forecasts
of warm-season precipitation do have substantial errors
throughout the domain.
4. Conclusions
It was determined that for mesoscale convective sys-
tems in the upper Midwest of the United States the
likelihood of rainfall exceeding a specified threshold
increases substantially in those subdomains where the
Eta and the WRF model predict increasingly heavier
rainfall amounts. In other words, HRs increase for in-
creasingly heavy QPF bins. The result appears to be
robust, holding true for both the commonly used Eta
and WRF models with two different convective
schemes, despite the tendency for bias scores to differ
substantially among the different model configurations.
It therefore appears that forecasters can be more con-
fident of at least light amounts of convective system
rainfall occurring if either of these commonly used mod-
el runs produces heavy rainfall at a point. The proba-
bility of observed rainfall above a specified threshold
for the entire domain was found to lie between the val-
ues valid when the model QPF amount is none and when
the QPF amount is 0.01 in. or more. Thus, rainfall is
less likely to occur in those areas where the models
indicate no rainfall than it is elsewhere in the domain;
it is more likely to occur in those regions where rainfall
is predicted, especially where the predicted rainfall
amounts are largest.
The improved HRs, along with some skill shown in
ROC and ROL diagrams, imply that the Eta and WRF
models are better able to indicate the regions in which
atmospheric processes are most favorable for convective
rainfall (where the models generate enhanced amounts)
than they are able to predict accurately the rainfall
amounts that will be observed. The QPF–probability
relationship evaluated in this note can be used by fore-
casters as guidance for issuing probabilistic forecasts
from a single deterministic forecast. In addition, fore-
casters might be able to adjust ensemble-derived prob-
ability forecasts using a similar relationship.
The similar trends in HRs and in ROC and ROL
curves with very different model configuration bias be-
haviors implies that the results can likely be generalized
for all model forecasts for warm-season convective sys-
tem rainfall, at least in the upper Midwest. It should be
noted, however, that unusually bad bias errors could
damage the relationship. GS01 found that in Eta runs
not using a convective scheme, biases increased mark-
edly as heavier rainfall thresholds were evaluated, vary-
ing from less than 0.5 at 0.01 in., to 1.249 at 0.50 in.,
and nearly tripling to 3.222 at 1.0 in. Such rapid in-
creases in bias error at heavier thresholds indicate a
serious problem in such a model configuration, evi-
denced by much worse ETSs than in other configura-
tions. As might be expected with that bias behavior, it
was found that improved HRs with increasing QPF
amount hold true to a point in an evaluation of those
Eta runs, but a slight worsening then occurs when the
subdomains are defined using the heaviest QPF bins (not
shown). It is unlikely, however, that a model with such
large bias errors would be used heavily in an operational
setting.
Although the discussion in this note emphasized the
QPF–probability relationship within single determinis-
tic runs, additional testing showed that even higher HRs
(and thus probability-of-rainfall forecasts) can be ob-
tained if a forecaster examines the subdomain in two or
more models where heavy rainfall forecasts are inter-
secting. The probability of rainfall, for instance, at any
point for which both the Eta and WRF models forecast
over 1.0 in. reaches 87%. This region, however, gen-
erally contains very few grid points, and so the fre-
quency of this forecast would be small.
Future work will include expansion of the study to a
much longer time frame that includes both cold-season
and warm-season events over the entire United States
using the coarser grid resolution present in the opera-
tional Eta Model in the late 1990s and early 2000s.
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