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Abstract
Generalized linear mixed models (GLMM) are used for inference and pre-
diction in a wide range of different applications providing a powerful scien-
tific tool. An increasing number of sources of data are becoming available,
introducing a variety of candidate explanatory variables for these models.
Selection of an optimal combination of variables is thus becoming crucial.
In a Bayesian setting, the posterior distribution of the models, based on
the observed data, can be viewed as a relevant measure for the model evi-
dence. The number of possible models increases exponentially in the number
of candidate variables. Moreover, the space of models has numerous local
extrema in terms of posterior model probabilities. To resolve these issues
a novel MCMC algorithm for the search through the model space via effi-
cient mode jumping for GLMMs is introduced. The algorithm is based on
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that marginal likelihoods can be efficiently calculated within each model. It
is recommended that either exact expressions or precise approximations of
marginal likelihoods are applied. The suggested algorithm is applied to sim-
ulated data, the famous U.S. crime data, protein activity data and epigenetic
data and is compared to several existing approaches.
Keywords: Bayesian variable selection; Bayesian model averaging;
Generalized linear mixed models; Auxiliary variables MCMC;
Combinatorial optimization; High performance computations.
1. Introduction
In this paper we study variable selection in generalized linear mixed mod-
els (GLMM) addressed in a Bayesian setting. Being one of the most powerful
modeling tools in modern statistical science (Stroup, 2013) these models have
proven to be efficient in numerous applications including simple banking scor-
ing problems (Grossi and Bellini, 2006), insurance claims modeling (David,
2015), studies on the course of illness in schizophrenia, linking diet with
heart diseases (Skrondal and Rabe-Hesketh, 2003), analyzing sophisticated
astrophysical data (de Souza et al., 2015), and inferring on genomics data
(Lobraux and Melodelima, 2015). In many of these applications, the number
of candidate explanatory variables (covariates) is large, making variable se-
lection a difficult problem, both conceptually and numerically. In this paper
we will focus on efficient Markov chain Monte Carlo (MCMC) algorithms for
such variable selection problems. Our focus will be on posterior model prob-
abilities although other model selection criteria can also easily be adopted
within the algorithm.
Algorithms for variable selection in the Bayesian settings have been previ-
ously addressed, but primarily in the combined space of models and parame-
ters. George and McCulloch (1997) describe and compare various hierarchical
mixture prior formulations for Bayesian variable selection in normal linear re-
gression models. They outline computational methods including Gray Code
sequencing and standard MCMC for posterior evaluation and exploration of
the space of models. They also comment on the infeasibility of exhaustive
exploration of the space of models for moderately large problems as well as
the inability of standard MCMC techniques to escape from local optima ef-
ficiently. Al-Awadhi et al. (2004) consider using several MCMC steps within
a new model to obtain good proposals within the combined parameter and
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model domain while Yeh et al. (2012) propose local annealing approaches.
Ghosh (2015) also addresses MCMC algorithms to estimate the posterior dis-
tribution over models. She observes that estimates of posterior probabilities
of individual models based on MCMC output are often not reliable because
the number of MCMC samples is typically considerably smaller than the size
of the model space. As a consequence she considers the median probability
model of Barbieri et al. (2004) instead and shows that this algorithm can, un-
der some conditions, outperform standard MCMC. Yet another approach for
Bayesian model selection is addressed by Bottolo et al. (2011), who propose
the moves of MCMC between local optima through a permutation based ge-
netic algorithm that has a pool of solutions in a current generation suggested
by parallel tempered chains. A similar idea is considered by Frommlet et al.
(2012). Multiple try MCMC methods with local optimization have been de-
scribed by Liu et al. (2000). Song and Liang (2015) address the case when
there is by far more explanatory variables than observations. They suggest
a split and merge Bayesian model selection algorithm that first splits the
set of covariates into a number of subsets, then finds relevant variables from
these subsets and in the second stage merges these relevant variables and
performs a new selection from the merged set. This algorithm in general
cannot guarantee convergence to a global optimum or find the true posterior
distribution of the models, however under some strict regularity conditions
it does so asymptotically.
For an increasing number of model classes, marginal likelihoods for spe-
cific models can be efficiently calculated, either exactly or approximately.
This makes the exploration of models much easier. Bove´ and Held (2011)
consider an MCMC algorithm within the model space, but only allow local
moves. This might be a severe limitation in cases where multiple sparsely
located modes are present in the model space. Bivand et al. (2014) combine
approximations of marginal likelihood with Bayesian model averaging within
spatial models. Clyde et al. (2011) suggest a Bayesian adaptive sampling
(BAS) algorithm as an alternative to MCMC allowing for perfect sampling
without replacement.
In the general MCMC literature, various algorithms for exploration of
model spaces with multiple sparse modes have been suggested. These ap-
proaches can be divided into two groups: methods based on exploration
of the tempered target distributions (allowing to flatten or increase multi-
modality for different temperatures) and methods based on utilization of lo-
cal gradients. The first group of algorithms was initialized with the parallel
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tempering approach (Geyer, 1991), which further had numerous modifica-
tions (Liang, 2010; Miasojedow et al., 2013; Salakhutdinov, 2009). One of
the most prominent extensions is the equi-energy sampling approach (Kou
et al., 2006), which utilizes the physical duality between temperature and
energy. This approach targets directly the former to flatten or tighten the
parameter spaces. Another extension is the multi domain sampling approach
(Zhou, 2011), which first uses the target distribution tempering idea to find
the set of local modes and then uses local MCMC to explore the regions
around them for further global inference. The second group of algorithms
uses auxiliary variables combined with gradients of the extended distribu-
tion to explore the state space accurately (Neal et al., 2011; Chen et al.,
2014; Sengupta et al., 2016, and many others). Both groups of algorithms
are mainly developed for exploration of continuous parameter spaces. All of
these algorithms can in principle be adapted to discrete space problems. The
approach in this article will be to adapt the mode jumping MCMC idea of
Tjelmeland and Hegstad (1999) to the variable selection problem, utilizing
the existence of marginal likelihoods for models of interest.
Different approaches can be applied for calculation of marginal likeli-
hoods. For linear models with conjugate priors, analytic expressions are
available (Clyde et al., 2011). In more general settings, MCMC algorithms
combined with e.g. Chib’s method (Chib, 1995) can be applied, giving how-
ever computationally expensive procedures. See also Friel and Wyse (2012)
for alternative MCMC based methods. For Gaussian latent variables, the
computational task can be efficiently solved through the integrated nested
Laplace approximation (INLA) approach (Rue et al., 2009). Hubin and
Storvik (2016) compare INLA with MCMC based methods, showing that
INLA based approximations are extremely accurate and require much less
computational effort than the MCMC approaches for within-model calcula-
tions.
In this paper we introduce a novel MCMC algorithm for search through
the model space, the mode jumping MCMC (MJMCMC). The focus will
be on Gaussian latent variable models, for which efficient approximations
to marginal likelihoods are available. The algorithm is based on the idea
of mode jumping within MCMC - resulting in an MCMC algorithm which
manages to efficiently explore the model space by means of mode jumping,
applicable through large jumps combined with local optimization. Mode
jumping MCMC methods within a continuous space setting were first sug-
gested by Tjelmeland and Hegstad (1999). We modify the algorithm to the
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discrete space of possible models, requiring both new ways of making large
jumps and of performing local optimization. We include mixtures of proposal
distributions and parallelization to further improve the performance of the
algorithm. A valid acceptance probability within the Metropolis-Hastings
setting is constructed based on the use of backward kernels.
2. The generalized linear mixed model
We consider the following generalized linear mixed model:
Yi|µi ∼f(y|µi), µi = g−1 (ηi) , (1)
ηi =β0 +
p∑
j=1
γjβjxij + δi (2)
and
δ =(δ1, ..., δn) ∼ Nn (0,Σb) . (3)
Here Yi is the response variable while xij, j = 1, ..., p are the covariates.
We assume f(y|µ) is a density/distribution from the exponential family with
corresponding link function g(·). The latent indicators γj ∈ {0, 1}, j = 1, ..., p
define if covariate xij is to be included into the model (γj = 1) or not (γj =
0) while βj ∈ R, j = 0, ..., p are the corresponding regression coefficients.
We are also addressing the unexplained variability of the responses and the
correlation structure between them through random effects δi with a specified
parametric covariance matrix structure defined through Σb = Σb (ψ) ∈ Rn×n,
where ψ are parameters describing the correlation structure.
In order to put the model into a Bayesian framework, we assume
γj|q ∼Binom(1, q), j = 1, ..., p (4)
and
q ∼Beta(aq, bq), (5)
where q is the prior probability of including a covariate into the model. For
(β,ψ) different priors are possible, see the applications in section 4.
Let γ = (γ1, ...γp), which uniquely defines a specific model. Assuming
the constant term β0 is always included, there are L = 2
p different models to
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consider. We want to find a set of the best models with respect to posterior
model probabilities p(γ|y), where y = (y1, ..., yn). We assume that marginal
likelihoods p(y|γ) are available for a given γ, and then use MCMC to explore
p(γ|y). By Bayes formula
p(γ|y) = p(y|γ)p(γ)∑
γ′∈Ω p(y|γ ′)p(γ ′)
. (6)
In order to calculate p(γ|y) we have to iterate through the whole model
space Ω, which becomes computationally infeasible for large p. The ordinary
MCMC based estimate is based on a number of MCMC samples γ(i), i =
1, ...,W :
p˜(γ|y) =
∑W
i=1 1(γ
(i) = γ)
W
d−−−−→
W→∞
p(γ|y), (7)
where 1(·) is the indicator function. An alternative, named the renormalized
model (RM) estimates by Clyde et al. (2011), is
p̂(γ|y) = p(y|γ)p(γ)∑
γ′∈V p(y|γ ′)p(γ ′)
1(γ ∈ V), (8)
where now V is the set of visited models during the MCMC run. Although
both (8) and (7) are asymptotically consistent, (8) will often be the preferable
estimator since convergences of the MCMC based approximation (7) is much
slower, see Clyde et al. (2011).
We aim at approximating p(γ|y) by means of searching for some subspace
V of Ω making the approximation (8) as precise as possible. Models with
high values of p(y|γ) are important to be addressed. This means that modes
and near modal values of marginal likelihoods are particularly important
for construction of reasonable V ⊂ Ω and missing them can dramatically
influence our estimates. Note that these are aspects just as important if the
standard MCMC estimate (7) is to be used. A main difference is that while
for using (7) the number of times a specific model is visited is important,
for (8) it is enough that a model is visited at least once. In this context the
denominator of (8), which we would like to be as high as possible, becomes
an extremely relevant measure for the quality of the search in terms of being
able to capture whether the algorithm visits all of the modes, whilst the size
of V should be low in order to save computational time.
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The posterior marginal inclusion probability p(γj = 1|y) can be approxi-
mated by
p̂(γj = 1|y) =
∑
γ′∈V
1(γ′j = 1)p̂(γ
′|y), (9)
giving a measure for assessing importance of the covariates. Other parame-
ters can be estimated similarly.
Algorithms for estimating V are described in section 3. In practice p(y|γ)
may not be available analytically. We then rely on some precise approxima-
tions p̂(y|γ). Such approximations introduce additional errors in (8) and (9),
but we assume them to be small enough to be ignored. This is further dis-
cussed in section 3.4.
3. Mode jumping Markov chain Monte Carlo
MCMC algorithms (Robert and Casella, 2005) have been extremely pop-
ular for the exploration of model spaces for model selection, being capable
of providing samples from the posterior distribution of the models. In our
setting, the most important aspect becomes building a method to explore
the model space in a way to efficiently switch between potentially sparsely
located modes, whilst avoiding visiting models with a low p(y|γ) too often.
3.1. Standard Metropolis-Hastings
Metropolis-Hastings algorithms (Robert and Casella, 2005) are a class of
MCMC methods for drawing from a complicated target distribution living
on some space Ω, which in our setting will be pi(γ) = p(γ|y). Given some
proposal distribution q(γ∗|γ), the Metropolis-Hastings algorithm accepts the
proposed γ∗ with probability
rmh(γ,γ
∗) = min
{
1,
pi(γ∗)q(γ|γ∗)
pi(γ)q(γ∗|γ)
}
, (10)
and otherwise remains in the old state γ. This will generate a Markov chain
which, given the chain is irreducible and aperiodic, will have pi as stationary
distribution. Theoretical results related to convergence of MCMC based
estimates can be found in e.g. Tierney (1996). Note that the discrete finite
space of models make these results easily applicable in our case.
Given that the γj’s are binary, changes correspond to swaps between the
values 0 and 1. One can address various options for generating proposals. A
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Type Proposal Label
1
∏
j∈{j1,...,jS} ρj
(pS)(η−ζ+1)
Random change with random size of the neighborhood
2
∏
j∈{j1,...,iS} ρj
(pS)
Random change with fixed size of the neighborhood
3 1
(pS)(η−ζ+1)
Swap with random size of the neighborhood
4
(
p
S
)−1
Swap with fixed size of the neighborhood
5
1−1(∑pj γj=p)
p−∑pj γj+1(∑pj γj=p) Uniform addition of a covariate
6
1−1(∑pj γj=0)∑p
j γj+1(
∑p
j γj=0)
Uniform deletion of a covariate
Table 1: Types of proposals suggested for moves between models during an MCMC procedure. Here S is
either a deterministic or random (S ∼ Unif{ζ, ..., η}) size of the neighborhood; ρj is the probability of a
change on variable γj .
simple proposal is to first select the number of components to change, e.g.
S ∼ Unif{ζ, ..., η}, followed by a sample of size S without replacement from
{1, ..., p}. This implies that in (10) the proposal probability for switching
from γ to γ∗ becomes symmetric, simplifying calculation of the acceptance
probability. Other possibilities for proposals are summarized in Table 1,
allowing, among others, different probabilities of swapping for the different
components. Such probabilities can for instance be associated with marginal
inclusion probabilities from a preliminary MCMC run.
3.2. MJMCMC - the mode jumping MCMC
The main problem with the standard Metropolis-Hastings algorithms
is the trade-off between possibilities of large jumps (by which we under-
stand proposals with a large neighborhood) and high acceptance probabil-
ities. Large jumps will typically result in proposals with low probabilities.
In a continuous setting, Tjelmeland and Hegstad (1999) solved this by in-
troducing local optimization after large jumps, which results in proposals
with higher acceptance probabilities. We adapt this approach to the discrete
model selection setting by the following algorithm:
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Algorithm 1 Mode jumping MCMC
1: Generate a large jump χ∗0 according to a proposal distribution ql(χ
∗
0|γ).
2: Perform a local optimization, defined through χ∗k ∼ qo(χ∗k|χ∗0).
3: Perform a small randomization to generate the proposal γ∗ ∼ qr(γ∗|χ∗k).
4: Generate backwards auxiliary variables χ0 ∼ ql(χ0|γ∗), χk ∼ qo(χk|χ0).
5: Put
γ ′ =
{
γ∗ with probability rmh(γ,γ∗;χk,χ∗k);
γ otherwise,
where
r∗mh(γ,γ
∗;χk,χ∗k) = min
{
1,
pi(γ∗)qr(γ|χk)
pi(γ)qr(γ∗|χ∗k)
}
. (11)
Here a large jump corresponds to changing a large number of γj’s while
the local optimization will be some iterative procedure based on, at each iter-
ation, changing a small number of components until a local mode is reached.
The procedure is illustrated in Figure 1 where the backward sequence
γ∗ → χ0 → χk → γ, needed for calculating the acceptance probability,
is included. For this algorithm, three proposals need to be specified; ql(·|·)
specifying the first large jump, qo(·|·) specifying the local optimizer, and
qr(·|·) specifying the last randomization, all to be described in more details
below.
pi-invariance of the MJMCMC procedures is given by the following theo-
rem (based on similar arguments as in Storvik, 2011; Chopin et al., 2013):
Theorem 1. Assume γ ∼ pi(·) and γ ′ is generated according to Algorithm 1.
Then γ ′ ∼ pi(·).
Proof. Since γ ∼ pi(·) and (χ∗0,χ∗k) ∼ ql(χ∗0|γ)qo(χ∗k|χ∗0) we have that
(γ,χ∗0,χ
∗
k) ∼ pi(γ)ql(χ∗0|γ)qo(χ∗k|χ∗0) ≡ p¯i(γ,χ∗0,χ∗k).
We may now consider (γ∗,χ0,χk) as a proposal in the extended space, gener-
ated according to the distribution qr(γ
∗|χ∗k)ql(χ0|γ∗)qo(χk|χ0). An ordinary
Metropolis-Hastings iteration with respect to p¯i(γ,χ∗0,χ
∗
k) is then to accept
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Figure 1: Graphical illustration of a MJMCMC step with a large jump followed by a locally optimized
proposal. The red arrows correspond to the large jumps, the blue arrows correspond to local optimization,
the green arrows correspond the randomization steps.
(γ∗,χ0,χk) with probability r∗mh = min{1, α∗mh} where
α∗mh =
p¯i(γ∗,χ0,χk)qr(γ|χk)ql(χ∗0|γ)qo(χ∗k|χ∗0)
p¯i(γ,χ∗0,χ
∗
k)qr(γ
∗|χ∗k)ql(χ0|γ∗)qo(χk|χ0)
=
pi(γ∗)ql(χ0|γ∗)qo(χk|χ0)qr(γ|χk)ql(χ∗0|γ)qo(χ∗k|χ∗0)
pi(γ)ql(χ∗0|γ)qo(χ∗k|χ∗0)qr(γ∗|χ∗k)ql(χ0|γ∗)qo(χk|χ0)
=
pi(γ∗)qr(γ|χk)
pi(γ)qr(γ∗|χ∗k)
,
proving the algorithm has p¯i(·) as invariant distribution. Since this distribu-
tion has pi(·) as marginal distribution it follows that γ ′ ∼ pi(·).
Note that neither the large jump distribution ql(·) nor the optimization
distribution qo(·) (which can be both deterministic and stochastic) are in-
volved in the acceptance probability. This gives great flexibility in the choice
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Forward Backward
Model log(p(y|γ)) Model log(p(y|γ))
Initial mode γ =1010110111 1606.21 γ∗ =1101100001 1612.27
Large jump χ∗0 =1001110001 1541.51 χ0 =1110100111 1608.55
Optimize χ∗k =1101100000 1616.16 χk =1010100110 1612.00
Randomize γ∗ =1101100001 1612.27 γ =1010110111 1606.21
Acceptance probability: min {1, 541.11}, accept γ ′ = γ∗ =1101100001
Table 2: Illustration of a MJMCMC step with a large jump followed by a locally optimized proposal. The
red components correspond to components swapped in the large jumps, the blue components to the ones
changed in the optimizer, the green components of γ to the randomization step.
of these distributions.
Large jumps are not performed at each iteration, but rather through
a composition of standard Metropolis-Hastings steps with local moves and
large jumps. As a rule of thumb, based on suggestions of Tjelmeland and
Hegstad (1999) and our own experience, we recommend that in not more
than 5% of the iterations large jumps are performed. This is believed to
provide a global Markov chain with both good mixing between the modes
and accurate exploration of the regions around the modes. This in turn
induces good performance of the algorithm in terms of the captured posterior
mass for a given number of iterations. However, some tuning might well be
required for the particular practical applications.
The mode jumping MCMC steps can be modified to include a mixture
of different proposal kernels ql, qo, and qr and parallelized using the multiple
try MCMC idea. Technical details are given in Appendix A.
An illustrative example. Assume 10 covariates x1, ..., x10 and thus 1024 possi-
ble models. We generated Y ∼ N(1+10x1+0.89x8+1.43x5, 1) with correlated
binary covariates (see supplementary code for details) and 1000 observations.
We used a Gaussian linear regression with a Zellner’s g-prior (Zellner, 1986)
with g = 1000. This model has tractable marginal likelihoods described in
detail in section 4. We consider an MJMCMC step with a large jump swap-
ping randomly 4 components of γ and a local greedy search, changing only
one component at a time, as optimization routine. The last randomization
changes each component of γ independently with probability equal to 0.1.
A typical MJMCMC step with locally optimized proposals is illustrated in
Table 2.
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Large jumps. A change is defined by the components that are to be swapped.
A simple choice is to give all components an equal probability ρ to be swapped
and independence between components, in which case
ql(χ
∗
0|γ) =
p∏
j=1
ρIj(1− ρ)1−Ij = ρS(1− ρ)p−S,
where Ij is a binary variable equal to 1 if component γj is to be swapped and
S =
∑p
j=1 Ij is the number of components to be swapped. An alternative is to
first draw the number of components, S, to swap according to a distribution
qS(·) and thereafter choose (uniformly) among the possible changes of size
S. Table 1 describes different ways of making large jumps where tuning
parameters should be chosen such that the probability of a high value of S
is large.
Optimization. In order to increase the quality of proposals and consequently
both improve the acceptance ratio and increase the probability of escap-
ing from local optima, the large jump is followed by a local optimization
step. Typically, qo(·) contains many iterations, generating intermediate states
χ∗0 → χ∗1 → · · · → χ∗k but none of these intermediate states are needed for
the final evaluation. Different local learning and optimization routines can
be applied for the generation of χ∗k, both deterministic and stochastic ones,
see Appendix A.2 for further details. We will consider several feasible com-
putationally options: local greedy optimization, local simulated annealing
(SA) optimization, and local MCMC methods.
Randomization. A last randomization step defined through qr(·) is needed in
order to make the move back from γ∗ to γ feasible. We typically use random-
izing kernels with a high mass on a small neighborhood around the mode but
with a positive probability for any change. The two possible appropriate ker-
nels from Table 1 are the random change of either random S ∼ Unif{1, ..., p}
or deterministic S = p number of components with reasonably small but posi-
tive probabilities 0 < ρi  1. This guarantees that the MJMCMC procedure
is irreducible in Ω.
Symmetric large jumps. In order for the acceptance probability to be high,
it is crucial that the auxiliary variables in the reverse sequence χ = (χ0,χk)
make γ plausible (qr(γ|χk) should be large in (11)). This may be difficult
to achieve because the backwards large jump has no guarantee to be close
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to the current state. One way to achieve this is to choose ql(χ
∗
0|γ) to be
symmetric, increasing the probability of returning close to the initial mode
in the reverse large jump. The symmetry is achieved by swapping the same
set of γj’s in the large jumps in the forward simulation as in the backwards
simulation. We record the components I that have been swapped. In our
current implementation we require that only the components that do not
correspond to I can be changed in optimization transition kernels. The
following algorithm is a modification of Algorithm 1 taking a symmetric
large jump into account.
Algorithm 2 Mode jumping MCMC with symmetric backwards jump
1: Generate a large jump χ∗0 by first generating a set I ⊂ {1, ..., p} ∼ qI(·)
defining the components to be swapped.
2: Perform a local optimization, defined through χ∗k ∼ qo(χ∗k|χ∗0).
3: Perform a small randomization to generate the proposal γ∗ ∼ qr(γ∗|χ∗k).
4: Define the backwards large jump χ0 through swapping the components
I in γ∗.
5: Generate χk ∼ qo(χk|χ0).
6: Put
γ ′ =
{
γ∗ with probability rm(γ,γ∗;χk,χ∗k);
γ otherwise,
where
r∗mh(γ,γ
∗;χk,χ∗k) = min
{
1,
pi(γ∗)qr(γ|χk)
pi(γ)qr(γ∗|χ∗k)
}
. (12)
The following theorem shows that also this algorithm also is pi-invariant.
Theorem 2. Assume γ ∼ pi(·) and γ ′ is generated according to Algorithm 2.
Then γ ′ ∼ pi(·).
Proof. The stochastic auxiliary components are now I,χ∗k and χk where χ
∗
0
and χ0 are deterministic functions of (γ, I) and (γ
∗, I), respectively. We
have
(γ, I,χ∗k) ∼ pi(γ)qI(I)qo(χ∗k|χ∗0) ≡ p¯i(γ, I,χ∗k).
We may now consider (γ∗, I,χk) as a proposal in the extended space, gener-
ated according to the distribution qr(γ
∗|χ∗k)qo(χk|χ0). An ordinary Metropolis-
Hastings iteration with respect to p¯i(γ, I,χ∗k) is then to accept (γ
∗, I,χk) with
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probability r∗mh = min{1, α∗mh} where
α∗mh =
p¯i(γ∗, I,χk)qr(γ|χk)qo(χ∗k|χ∗0)
p¯i(γ, I,χ∗k)qr(γ∗|χ∗k)qo(χk|χ0)
=
pi(γ∗)qI(I)qo(χk|χ0)qr(γ|χk)qo(χ∗k|χ∗0)
pi(γ)qI(I)qo(χ∗k|χ∗0)qr(γ∗|χ∗k)qo(χk|χ0)
=
pi(γ∗)qr(γ|χk)
pi(γ)qr(γ∗|χ∗k)
,
proving the algorithm has p¯i(·) as invariant distribution. Since this distribu-
tion has pi(·) as marginal distribution it follows that γ ′ ∼ pi(·).
3.3. Delayed acceptance
The most computationally demanding parts of the MJMCMC algorithms
are the forward and backward optimizations. In many cases, the proposal
generated through the forward optimization may lead to a very small value
of pi(γ∗) resulting in a low acceptance probability regardless of the way the
backwards auxiliary variables are generated. In such cases, one would like to
reject directly without the need for performing the backward optimization.
Such a scheme can be constructed by the use of the delayed acceptance
procedure (Christen and Fox, 2005; Banterle et al., 2015). We then have:
Theorem 3. Assume γ ∼ pi(·) and assume γ∗ is generated according to
either Algorithm 1 or Algorithm 2. Accept γ∗ if both
1. γ∗ is preliminary accepted with a probability min{1, pi(γ∗)
pi(γ)
}
2. and is finally accepted with a probability min{1, qr(γ|χk)
qr(γ∗|χ∗k)
}.
Then also γ∗ ∼ pi(·).
Proof. We have that
α∗mh(γ,γ
∗;χk,χ∗k) =α
1
mh(γ,γ
∗;χk,χ∗k)× α2mh(γ,γ∗;χk,χ∗k)
where
α1mh(γ,γ
∗;χk,χ∗k) =
pi(γ∗)
pi(γ)
, α2mh(γ,γ
∗;χk,χ∗k) =
qr(γ|χk)
qr(γ∗|χ∗k)
.
Since αjmh(γ,γ
∗;χk,χ∗k) = [α
j
mh(γ
∗,γ;χ∗k,χk)]
−1 for j = 1, 2, it follows by
the general results in Banterle et al. (2015) that we obtain an invariant kernel
with respect to p¯i.
14
In general the total acceptance rate will be smaller than without de-
layed acceptance (Banterle et al., 2015, remark 1), but the gain by avoiding
a backwards optimization step if not accepted in the preliminary step can
compensate on this.
3.4. Calculation of marginal densities
In practice exact calculation of the marginal density can only be per-
formed in simple models such as linear Gaussian ones, so alternatives need
to be considered. One approach is to use estimators that are accurate enough
to neglect the approximation errors involved. Such approximative approaches
have been used in various settings of Bayesian variable selection and Bayesian
model averaging. Laplace’s method (Tierney and Kadane, 1986) has been
widely used, but is based on rather strong assumptions. The harmonic mean
estimator (Newton and Raftery, 1994) is an easy to implement MCMC based
method but can give high variability in the estimates. Chib’s method (Chib,
1995), and its extension (Chib and Jeliazkov, 2001), have gained increasing
popularity and can be very accurate provided enough MCMC iterations are
performed. Approximate Bayesian Computation (Marin et al., 2012) has
also been considered in this context, being much faster than MCMC alterna-
tives, but also giving cruder approximations. Variational methods (Jordan
et al., 1999) provide lower bounds for the marginal likelihoods and have been
used for model selection in e.g. mixture models (McGrory and Titterington,
2007). Integrated nested Laplace approximation (INLA, Rue et al., 2009)
provides accurate estimates of marginal likelihoods within the class of la-
tent Gaussian models. In the context of generalized linear models, BIC type
approximations can be used.
An alternative is to insert unbiased estimates of pi(γ) into the Metropolis-
Hastings acceptance probabilities. Andrieu and Roberts (2009) name this
the pseudo-marginal approach and show that this leads to exact algorithms
(in the sense of converging to the right distribution). Importance sampling
(Beaumont, 2003) and particle filter (Andrieu et al., 2010) are two approaches
that can be used within this setting. In general, the convergence rate will
depend on the amount of Monte Carlo effort that is applied. Doucet et al.
(2015) provide some guidelines.
Our implementation of the MJMCMC algorithm allows for all of the avail-
able possibilities for calculation of marginal likelihoods and assumes that the
approximation error can be neglected. For the experiments in section 4 we
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have applied exact evaluations in the case of linear Gaussian models, approxi-
mations based on the assumed informative priors in case of generalized linear
models (Clyde et al., 2011), and INLA (Rue et al., 2009) in the case of latent
Gaussian models. Bivand et al. (2015) also apply INLA within an MCMC
setting, but then concentrating on hyperparameters that (currently) can not
be estimated within the INLA framework. Friel and Wyse (2012) performed
comparison of some of the mentioned approaches for calculation of marginal
likelihoods, including Laplace’s approximations, harmonic mean approxima-
tions, Chib’s method and others. Hubin and Storvik (2016) reported some
comparisons of INLA and other methods for approximating marginal like-
lihood. There it is demonstrated that INLA provides extremely accurate
approximations on marginal likelihoods in a fraction of time compared to
Monte Carlo based methods. Hubin and Storvik (2016) also demonstrated
that by means of adjusting tuning parameters within the algorithm (the grid
size and threshold values within the numerical integration procedure, Rue
et al., 2009) one can often make the difference between INLA and unbiased
methods of estimating of the marginal likelihood arbitrary small.
3.5. Parallelization and tuning parameters of the search
With large number of potential explanatory variables it is important to
be able to utilize multiple cores and GPUs of either local machines or clusters
in parallel. General principles of utilizing multiple cores in local optimization
are provided in Eksioglu et al. (2002). At every step of the local optimiza-
tion within the large jump steps we allow to simultaneously draw several
proposals with respect to a certain transition kernel during the optimiza-
tion procedure and then sequentially calculate the transition probabilities as
the proposed models are evaluated by the corresponding CPUs, GPUs or
clusters in the order they are returned. In those iterations where no large
jumps are performed, we are utilizing multiple cores by means of addressing
multiple try MCMC to explore the solutions around the current mode. The
parallelization strategies are described in detail in Appendix A.
In practice, tuning parameters of the local optimization routines such as
the choice of the neighborhood, generation of proposals within it, the cooling
schedule for simulated annealing (Michiels et al., 2010) or number of steps
in greedy optimization also become crucially important and it yet remains
unclear whether we can optimally tune them before or during the search.
Mixing of proposals from Table 1 and of optimizers is also possible. Tuning
the probabilities of addressing these different options can be beneficial. Such
16
tuning is a sophisticated mathematical problem, which we are not trying to
resolve optimally within this paper, however we suggest a simple practical
idea for obtaining reasonable solutions. Within the BAS algorithm, an im-
portant feature was to utilize the marginal inclusion probabilities of different
covariates. We have introduced this in our algorithms as well by allowing
insertion of estimates of the ρi’s in proposals given in Table 1 based on some
burn-in period. They then correspond to the marginal inclusion probabilities
after burn-in shifted with some small  from 0 and 1 if necessary in order
to guarantee irreducibility. Additional literature review on search parameter
tuning can be found in Luo (2016).
4. Experiments
In this section we are going to apply the MJMCMC algorithm to differ-
ent data sets and analyze the results in relation to other algorithms. Linear
regression is addressed through the U.S. Crime Data (Raftery et al., 1997)
and a protein activity data (Clyde et al., 1998). Logistic regression is consid-
ered in a simulated example based on a data set and through an Arabidopsis
epigenetic data set. The Arabidopsis example also includes random effects.
We compare the performance of our approach to competing MCMC meth-
ods such as the MCMC model composition algorithm (MC3, Madigan et al.,
1995; Raftery et al., 1997) and the random-swap (RS) algorithm (Clyde et al.,
2011) as well as the BAS algorithm (Clyde et al., 2011). Both MC3 and RS
are simple MCMC procedures based on the standard Metropolis-Hastings al-
gorithm with proposals chosen correspondingly as an inversion or a random
change of one coordinate in γ at a time (Clyde et al., 2011). BAS carries
out sampling without repetition from the space of models with respect to the
adaptively updated marginal inclusion probabilities. For one of the exam-
ples, also a comparison with the ESS++ software (evolutionary stochastic
search, Bottolo et al., 2011) is made. For the cases when full enumeration
of the model space is possible we additionally compare all of the aforemen-
tioned approaches to the benchmark TOP method that consists of the best
quantile of models in terms of the posterior probability for the corresponding
number of addressed models ‖V‖ and can not by any chance be outperformed
in terms of the posterior mass captured.
The different algorithms that are compared are implemented in different
programming languages, making it difficult to compare CPU time fairly.
We have therefore focused on both the total number of visited models and
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the number of unique models visited, since this is the main computational
burden (marginal likelihood values of visited models can be stored). The
number of models visited for MJMCMC includes all of the models visited
during global and local moves as well as local combinatorial optimization,
hence the comparison on the same number of totally visited and uniquely
visited models is fair.
Following Clyde et al. (2011), approximations for model probabilities (8)
and marginal inclusion probabilities (9) based on a subspace of models are
further referred to as RM (renormalized) approximations, whilst the corre-
sponding MCMC based approximations (7) are referred to as MC approxi-
mations. The validation criteria addressed include root mean squared errors
and bias of parameters of interest based on multiple replications of each al-
gorithm, similar to Clyde et al. (2011). In addition to marginal inclusion
probabilities, we also include a global measure
C(γ) =
∑
γ′∈V p(y|γ ′)p(γ ′)∑
γ′∈Ω p(y|γ ′)p(γ ′)
, (13)
describing the fraction of probability mass contained in the subspace V. This
measure allows us to address how well the search works in terms of capturing
posterior mass within a given model space. By formula (8) maximization of
C(γ) automatically induces minimization of the bias in terms of posterior
marginal model probabilities, which vanishes gradually when C(γ)→ 1.
Mixtures of different proposals from Table 1 and local optimizers men-
tioned in section 3.2 were used in the studied examples in the MJMCMC
algorithm. A validation of the gain in using such mixtures is given in ex-
ample 4.1, where we address both MJMCMC with mixtures and a simpler
version where only one choice of proposal distributions is used (the details are
given in the example). The details on the choices and frequencies of different
proposals for the other examples are given in Tables B.1-B.5 in Appendix B.
The choices are based on some tuning on a simulated data example, reported
in section Appendix C.1. Further small adaptations were made in some of
the examples. Generally speaking, we can not claim that the choices of the
tuning parameters are optimal. It is rather some subjectively rational choice.
4.1. Example 1
Here we address the U.S. Crime data set, first introduced by Vandaele
(1978) and stated to be a test bed for evaluation of methods for model se-
lection (Raftery et al., 1997). The data set consists of n = 47 observations
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on 15 covariates and the responses, which are the corresponding crime rates.
We will compare performance of the algorithms based on a linear Bayesian
regression model using a Zellner’s g-prior (Zellner, 1986) with g = 47. This
implies that the marginal likelihood is of the following form:
p(y|γ) ∝ (1 + g)(n−p−1)/2(1 + g[1−R2γ ])−(n−1)/2, (14)
where R2γ is the usual coefficient of determination of a linear regression model.
With this scaling, the marginal likelihood of the null model (the model con-
taining no covariates) is 1.0.
This is a sophisticated example with a total of 215 = 32768 potential
models and with several local modes. As a result, all simple MCMC meth-
ods easily get stuck and have extremely poor performances in terms of the
captured mass and precision of both the marginal posterior inclusion prob-
abilities and the posterior model probabilities. Table 3 shows the RMSE
(scaled by 102) for the model parameters over 100 repeated runs for each al-
gorithm. The True column contains the true marginal inclusion probabilities
(obtained from full enumeration) while the TOP column shows the RMSE
results based on the 3276 models with highest posterior probabilities (about
10% of the total number of models). The MJMCMC columns show the re-
sults based on using mixtures of proposals and optimizers (see Tables B.1
and B.2 for details) while the MJMCMC∗ results are based on one specific
choice of proposals with swaps of 4 components at a time for the large jumps
(Type 4 in Table 1) and a local greedy optimizer changing two components
at a time with a last randomization of type 2 (Table 1). For the standard
MCMC steps, a type 4 with two changing components was used.
For this example, both the MC3 and the RS methods got stuck in some
local modes and for the 3276 models only 829/1071 unique models where vis-
ited. These algorithms did not reach 3276 unique models within a reasonable
time for this example (most likely the algorithm could not escape from local
extrema), hence such a scenario is not reported. For this example MJM-
CMC gives a much better performance than the other MCMC methods in
terms of both MC and RM based estimations with respect to the posterior
mass captured, C(γ). With a total of 3276 visited, BAS slightly outper-
forms MJMCMC. However, when running MJMCMC so that the number
of unique models visited (‖V‖) are comparable with BAS, MJMCMC gives
better results (columns marked with MJMCMC2 in Table 3). The compari-
son is performed in terms of posterior mass captured, biases and root mean
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Figure 2: Correlation structure of the covariates in example 3.
squared errors for both posterior model probabilities and marginal inclusion
probabilities (Table 3).
BAS has the property of always visiting new unique models, whilst all
MCMC based procedures tend to do revisiting with respect to the cor-
responding posterior probabilities. When generating a proposal is much
cheaper than estimating marginal likelihoods of the model (which is usu-
ally the case, also in this example) and we are storing the results for the
already visited models, having generated a bit more models by MJMCMC
does not seem to be a serious issue. Those unique models that are visited
have a higher posterior mass than those suggested by BAS (for the same
number of models visited). Furthermore MJMCMC (like BAS) can escape
from local modes.
Also the results based on no mixture of proposals (MJMCMC* in the
table) are much better than standard MCMC methods, however the results
obtained by the MJMCMC algorithm with a mixture of proposals were even
better. We have tested this on some other examples too and the use of
mixtures was always beneficial and thus recommended. For this reason only
the cases with mixtures of proposals are addressed in other experiments.
4.2. Example 2
In this example we are considering a new simulated data set for logistic
regression. We generated p = 20 covariates as a mixture of binary and
continuous variables. The correlation structure is shown in Figure 2 while
the full details of how the data was generated is given in Appendix B.1.
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Par True TOP MJMCMC MJMCMC2 BAS MC3 RS MJMCMC*
∆ pij - RM MC RM MC RM MC RM MC RM RM MC
γ8 0.16 3.51 6.57 10.68 5.11 10.29 5.21 6.49 3.49 5.87 3.31 6.23 9.06
γ13 0.16 3.34 7.46 10.54 5.60 10.19 6.26 8.62 3.39 8.83 3.05 6.38 10.54
γ14 0.19 3.24 8.30 12.43 6.30 12.33 6.20 6.58 2.55 6.22 2.46 7.15 10.91
γ12 0.22 3.27 6.87 13.61 5.57 13.64 3.10 5.81 6.23 4.93 5.27 5.29 10.93
γ5 0.23 2.56 6.30 13.45 4.59 13.65 1.84 6.07 13.05 5.13 12.77 5.39 10.90
γ9 0.23 3.27 9.49 16.21 7.40 16.21 9.27 5.99 2.99 5.70 2.60 7.68 11.06
γ7 0.29 2.31 4.37 13.63 3.45 12.73 2.28 4.74 9.61 3.46 9.70 3.91 10.10
γ4 0.30 1.57 6.18 19.22 3.79 17.31 0.99 13.24 21.84 13.53 21.48 4.63 13.22
γ6 0.33 1.92 8.61 19.71 6.14 19.49 3.11 10.19 7.47 10.99 7.12 5.87 15.43
γ1 0.34 2.51 11.32 22.68 7.29 20.50 8.43 22.89 25.19 23.63 24.71 7.58 12.97
γ3 0.39 0.43 3.95 11.13 2.38 6.99 5.02 21.48 30.24 21.39 29.94 2.99 12.66
γ2 0.57 1.58 5.92 13.21 3.82 9.03 13.78 30.81 37.57 29.27 37.15 5.11 14.04
γ11 0.59 0.58 3.57 13.49 2.37 15.94 4.04 11.88 21.79 11.16 21.31 2.77 12.77
γ10 0.77 3.25 7.62 7.28 5.97 4.78 15.45 21.83 19.18 20.53 19.65 6.41 14.27
γ15 0.82 3.48 9.23 4.45 6.89 5.85 14.50 69.68 76.81 69.19 76.30 6.75 14.76
C(γ) 1.00 0.86 0.58 0.58 0.71 0.71 0.66 0.10 0.10 0.10 0.10 0.60 0.60
Eff 215 3276 1909 1909 3237 3237 3276 829 829 1071 1071 3264 3264
Tot 215 3276 3276 3276 5936 5936 3276 3276 3276 3276 3276 4295 4295
Table 3: Average root mean squared error (RMSE) over the 100 repeated runs of every algorithm on
the Crime data [example 1); the values reported in the table are RMSE ×102 for p(γj = 1|y). C(γ) is
defined in (13). Tot is the total number of visited models, while Eff is the number of unique models visited
during the iterations of the algorithms (for the TOP column all 215 models were visited but the RMSE
are based on the best 3276 models). RM corresponds to using the renormalization procedure (8) while
MC corresponds to using the MC procedure (7). MJMCMC2 differ from MJMCMC in the number of
unique models visited (Eff) while MJMCMC∗ corresponds to a run with no mixtures of proposals. The
corresponding biases are reported in Appendix C in Table C.1.
A total of 220 = 1048576 potential models need to be considered in this
case. Additionally, in this example n = 2000, which makes estimation of
a single model significantly slower than in the previous example. For γ we
use the binomial prior (4) with q = 0.057. We are in this case using the
BIC-approximation for the marginal likelihood,
log p̂(y|γ) = log pˆ(y|βˆγ)− n
2
log(|βˆγ |), (15)
where βˆγ is the maximum likelihood (or MAP) estimate for the βj’s involved
and |βˆγ | is the number of parameters. This choice was made in order to
compare the results with implementations of BAS, RS and MC3 available
in the supplementary to Clyde et al. (2011), where this approximation is
considered. In that way, the model search procedures are compared based
on the same selection criterion.
Some of the covariates involved have large correlations. This induces both
multimodality within the space of models and sparsity of the locations of the
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Par True TOP MJMCMC MJMCMC2 BAS BAS-RS RS
∆ pij - RM MC RM MC RM RM RM MC
γ6 0.29 0.00 7.38 15.54 4.54 16.62 6.47 3.67 6.01 2.11
γ8 0.31 0.00 6.23 15.50 3.96 16.94 5.58 3.02 5.37 2.55
γ12 0.35 0.00 4.86 14.62 2.78 13.66 4.22 2.12 3.91 2.37
γ15 0.35 0.00 4.55 15.24 2.56 15.45 4.66 1.64 3.40 2.56
γ2 0.36 0.00 4.90 16.52 2.92 17.39 5.42 2.45 3.65 2.61
γ20 0.37 0.00 4.82 14.35 2.66 14.08 3.32 1.80 4.15 2.18
γ3 0.40 0.00 9.25 20.93 5.65 22.18 9.75 4.82 6.76 2.83
γ14 0.44 0.00 3.14 17.54 1.58 16.24 3.73 1.30 1.33 2.93
γ10 0.44 0.00 4.60 18.73 2.29 17.90 4.87 1.30 1.51 2.42
γ5 0.46 0.00 3.10 17.17 1.53 16.97 4.06 1.51 1.09 2.85
γ9 0.61 0.00 3.68 16.29 1.63 13.66 3.89 1.39 2.19 2.35
γ4 0.88 0.00 5.66 6.70 3.74 6.26 6.60 5.57 7.61 2.15
γ11 0.91 0.00 5.46 6.81 3.95 6.90 4.66 3.14 4.32 1.57
γ1 0.97 0.00 1.90 1.74 1.35 1.34 2.43 1.96 2.30 1.1
γ13 1.00 0.00 0.00 0.43 0.00 0.32 0.00 0.00 0.00 0.37
γ7 1.00 0.00 0.00 0.57 0.00 0.41 0.00 0.00 0.00 0.33
γ16 1.00 0.00 0.00 0.41 0.00 0.33 0.00 0.00 0.00 0.23
γ17 1.00 0.00 0.00 0.43 0.00 0.39 0.00 0.00 0.00 0.23
γ18 1.00 0.00 0.00 0.47 0.00 0.35 0.00 0.00 0.00 0.24
γ19 1.00 0.00 0.00 0.52 0.00 0.36 0.00 0.00 0.00 0.41
C(γ) 1.00 1.00 0.72 0.72 0.85 0.85 0.74 0.85 0.68 0.68
Eff 220 10000 5148 5148 9988 9988 10000 10000 1889 1889
Tot 220 10000 9998 9998 19849 19849 10000 10000 10000 10000
Table 4: Average root mean squared error (RMSE) from the 100 repeated runs of every algorithm on
the simulated logistic regression data (example 2); the values reported in the table are RMSE ×102 for
p(γj = 1|y). See the caption of Table 3 for further details. The corresponding biases are reported in the
appendix Appendix C in Table C.2.
modes and creates an interesting example for comparison of different search
strategies. As one can see in Table 4, MJMCMC outperformed pure BAS
by far both in terms of posterior mass captured and in terms of root mean
square errors of marginal inclusion probabilities when based on the same
number of unique models. MJMCMC outperformed RS as well. The latter
got stuck in some local modes and could only reach 1889 unique models for
the 10000 models visited. We could not reach 10000 unique models for the RS
algorithm within a reasonable time for this example either (again most likely
the algorithm could not escape from local extrema), hence such a scenario
is not reported. Even for almost two times less originally visited models in
V, comparing to BAS, MJMCMC gives almost the same results in terms of
22
Figure 3: Comparisons in the protein data of the log posterior probabilities of the top 100000 models (left)
and box-plots of the posterior mass captured (right) obtained by MJMCMC, BAS-eplogp, BAS-uniform,
thinned version of Random Swap (RST), BAS with Monte Carlo estimates of inclusion probabilities from
the RST samples (BAS-RST-MC), BAS re-normalized estimates of inclusion probabilities (BAS-RST-RM)
from the RST samples, and ESS++ (ESS).
the posterior mass captured and errors. MJMCMC, for the given number
of unique models visited, did not outperform a combination of MCMC and
BAS (BAS-RS), which is recommended by Clyde et al. (2011) for larger
model spaces; both of them gave approximately identical results.
4.3. Example 3
This experiment is based on a much larger model space in comparison to
all of the other examples. We address the protein activity data (Clyde et al.,
1998) and consider all main effects together with the two-way interactions
and quadratic terms of the continuous covariates resulting in 88 covariates
in total. This corresponds to a model space of cardinality 288, a number
far to high to perform full search through all models. This model space
is additionally multimodal, which is the result of having high correlations
between numerous of the addressed covariates (17 pairs of covariates have
correlations above 0.95). We analyzed the data set using Bayesian linear
regression with the binomial prior (4) with q = 0.5 for γ and a Zellner’s
g-prior with g = 96 for β (the data has n = 96 observations). We then
compared the performance of MJMCMC, BAS and RS. For this example we
have also addressed the ESS++ algorithm (Bottolo et al., 2011).
The reported RS results are based on the RS algorithm run for 88× 220
iterations and a thinning rate of 1
88
(named RST in Clyde et al. (2011)).
BAS was run with several choices of initial sampling probabilities such as
uniformly distributed within the model space one, eplogp adjusted (Clyde
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Figure 4: Comparisons of RM (left) and MC (right) estimates of marginal posterior inclusion probabilities
obtained by the best run of MJMCMC with 8.56e + 20 posterior mass captured.
et al., 2011), and those based on RM and MC approximations obtained by
the RST algorithm. For the first two initial sampling probabilities BAS was
run for 220 iterations. For the two latter (the BAS-RST-RM and BAS-RST-
MC) algorithms) first RS was run for 88×219 iterations providing 219 models
for estimating initial sampling probabilities and then BAS was run for the
other 219 iterations based on RM or MC estimates of the marginal inclusion
probabilities. MJMCMC was run until 220 unique models were obtained.
ESS++ was run with default search settings until 220 unique models were
visited. All of the algorithms were replicated 10 times.
In Figure 3 box-plots of the best 100000 models captured by the corre-
sponding replications of the algorithms as well as posterior masses captured
by them are displayed. BAS with both uniform and eplogp initial sam-
pling probabilities performed rather poorly in comparison to other methods,
whilst BAS combined with RM approximations from RST did slightly better.
ESS++ as well as MJMCMC show the most promising results. BAS with
RM initial sampling probabilities usually managed to find models with the
highest posterior probabilities, however MJMCMC in general captured by far
higher posterior mass within the same amount of unique models addressed.
Marginal inclusion probabilities obtained by the best run of MJMCMC with
respect to mass (denominator of (8) with value 8.56× 1020 in Figure 3) are
reported in Figure 4, whilst those obtained by other methods can be found
in Clyde et al. (2011). Since MJMCMC obtained the highest posterior mass,
we expect that the corresponding RM estimates of the marginal inclusion
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probabilities are the least biased, moreover they perfectly agree with the MC
approximations. Although MJMCMC in all of the obtained replications out-
performed most of the competitors in terms of the posterior mass captured,
it itself exhibited significant variation between the runs (right panel of Fig-
ure 3). The latter issue can be explained by that we are only allowing visiting
3.39× 10−19% of the total model space in the addressed replications, which
might be not enough to always converge to the same posterior mass captured.
Note however that the variability in the results obtained from different runs
of MJMCMC clearly indicates that more iterations are needed, while the
other methods may indicate (wrongly) that sufficient iterations have been
performed.
4.4. Example 4
In this example we illustrate how MJMCMC works for GLMM models.
As illustration, we address genomic and epigenomic data on Arabadopsis.
Arabadopsis is a plant model organism with a lot of genomic/epigenomic
data easily available (Becker et al., 2011). At each position on the genome, a
number of reads are allocated. At locations with a nucleotide of type cytosine
(C), reads are either methylated or not. Our focus will be on modeling the
amount of methylated reads through different covariates including (local)
genomic structures, gene classes and expression levels. The studied data was
obtained from the NCBI GEO archive (Barrett et al., 2013).
We model the number of methylated reads Yi ∈ {1, ..., Ri} per loci i =
1, ..., n, where Ri ∈ N is the number of reads, through (1)-(3) by a Poisson
distribution for the response and n = 1502. Since in general the ratio of
methylated bases is low, we have preferred the Poisson distribution of the
responses to the binomial. The mean ηi is modeled via the log link to the
chosen covariates, including an offset defined by Ri per location, and a spa-
tially correlated random effect δi which is modeled via an AR(1) process
with parameter ρ ∈ R , namely δi = ρδi−1 + i ∈ R with i ∼ N(0, σ2 ),
i = 1, ..., n. Thus, we take into account spatial dependence structures of
methylation rates along the genome as well as the variance of the observa-
tions not explained by the covariates. We use the binomial prior (4) with
q = 0.5 for γ and the Gaussian prior for the regression coefficients:
β|γ ∼ Npγ (µβγ ,Σβγ ).
For the parameters within the random effects, we first reparametrize to ψ1 =
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Figure 5: Correlation structure of the covariates in example 4.
log 1
σ2,t
(1− ρ2), ψ2 = log 1+ρ1−ρ and assume
ψ1 ∼logGamma(1, 5× 10−5) (16)
and
ψ2 ∼N(0, 0.15−1). (17)
Marginal likelihoods were for this example calculated through the INLA pack-
age (www.r-inla.org).
We have addressed p = 13 different covariates in addition to the intercept.
We have considered a factor with 3 levels corresponding to whether a location
belongs to a CGH, CHH or CHG genetic region, where H is either A, C or
T and thus generating two covariates X1 and X2 corresponding to whether
a location is CGH or CHH. A second factor indicates whether a distance to
the previous cytosine nucleobase (C) in DNA is 1, 2, 3, 4, 5, from 6 to 20
or greater than 20 inducing the binary covariates X3 − X8. A third factor
corresponds to whether a location belongs to a gene from a particular group
of genes of biological interest, these groups are indicated as Mα, Mγ, Mδ or
M0 inducing 3 additional covariatesX9−X11. Finally, we have considered two
binary covariatesX12 andX13 represented by expression levels exceeding 3000
and 10000, respectively. The cardinality of our search space Ω is 213 = 8192
for this example. The correlation structure between these 13 covariates is
represented in Figure 5.
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Par True TOP MJMCMC RS MCMC
∆ pij RM RM MC RM MC
γ4 0.0035 0.0005 0.0022 2.0416 0.0198 1.9768
γ6 0.0048 0.0006 0.0051 2.0899 0.0257 1.9352
γ7 0.0065 0.0006 0.0056 2.3459 0.0353 0.6887
γ3 0.0076 0.0007 0.0017 3.3660 0.0353 1.2374
γ8 0.0076 0.0007 0.0079 2.3279 0.0344 1.6163
γ5 0.0096 0.0007 0.0075 2.3342 0.0455 1.7170
γ11 0.0813 0.0007 0.0200 3.6851 0.1679 2.8022
γ12 0.0851 0.0006 0.0134 2.7179 0.0766 1.9136
γ9 0.1185 0.0008 0.0184 3.3149 0.1773 3.0463
γ10 0.3042 0.0006 0.0071 9.4926 0.1106 3.7344
γ13 0.9827 0.0002 0.0063 2.5350 0.0638 1.5681
γ1 1.0000 0.0007 0.0000 4.7091 0.0000 1.2258
γ2 1.0000 0.0000 0.0000 2.7343 0.0000 0.9971
C(γ) 1.0000 1.0000 0.9998 0.9998 0.9977 0.9977
Eff 8192 385 1758 1758 155 155
Tot 8192 385 3160 3160 10000 10000
Table 5: Average root mean squared error (RMSE) from the 100 simulated runs of MJMCMC on the
epigenetic data (example 4); the values reported in the table are RMSE ×102 for p(γj = 1|y).
As seen from Table 5 (TOP column), within just the 385 best unique
models (2.35% of the total model space) we were able to capture almost full
posterior mass for this problem. The model space, as shown in Figure 6,
has very few sparsely located modes in a quite large model space. In this
example we compared MJMCMC and a simple MCMC algorithm, the latter
was allowed to only swap one component per iteration (similar to the RS
algorithm within the BAS package). This example contains most of the
mass in just two closely located models as can be seen in Figure 6. This
is why a simple RS MCMC can capture essentially most of the mass after
10000 iterations. At the same time there are a few small modes that lie a bit
further from the region of the high concentration of mass, which the simple
RS MCMC algorithm did not capture. Essentially, RS MCMC stayed within
a few modes for most of the time, never being able to travel to the more
remote parts of the model space and generated very few (155 on average)
unique models. This number is here very low compared to the total number
of models visited (10000). If there were more sparsely located remote modes,
the simple RS MCMC algorithm would run into the problems similar to
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Figure 6: Left: Multidimensional scale plot (Rohde, 2002) of the best 1024 models in terms of posterior
model probability in the space of models (black dots are centers of the models, red circles are proportional
to the posterior probabilities of models, green stars - models visited by MJMCMC, purple stars - models
visited by MCMC). Right: A plot of posterior probabilities with respect to distance from the global mode
(red circles correspond to all the models, the green circles - models visited by MJMCMC, the purple circles
- by simple MCMC).
those discussed in the previous examples and miss a significant amount of
mass. For MJMCMC, we ran the algorithm until 3160 models where visited,
resulting in 1758 unique models. MJMCMC was able to capture the mass
also from the remote small modes, adding a bit to the captured mass, slightly
outperforming the simple RS MCMC algorithm. As can be seen in Table 5,
MJMCMC outperformed the simple RS MCMC algorithm in terms of the
errors of marginal model probabilities. Marginal inclusion probabilities in
terms of RM are also more precise when MJMCMC is used. MC based
approximations are also in this case worse than the RM versions, in this case
with MJMCMC slightly worse.
According to marginal inclusion probabilities (pij column in Table 5, ob-
tained from full enumeration), factors of whether the location is CGH or
CHH (γ1 and γ2) are both extremely significant, as well as the higher cut
off for the level of expression (γ13). Additionally, factors for Mα and Mδ
groups of genes (γ9 ad γ10) have non-zero marginal inclusion probabilities
and reasonably high significance. In future it would be of interest to obtain
additional covariates such as whether a nucleobase belongs to a particular
part of the gene like the promoter or a coding region. Furthermore, it is
of interest to address factors whether a base is located within a CpG is-
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land (regions with a high frequency of C bases) or whether it belongs to a
transposone. Moreover, interactions of these covariates may be interesting.
Alternative choices of the response distributions (e.g. binomial or negative
binomial) and/or other types of random effects (AR(k), ARMA(l, k)) might
also be of an interest.
5. Summary and discussion
In this paper we have introduced the mode jumping MCMC (MJM-
CMC) approach for calculating posterior model probabilities and perform-
ing Bayesian model averaging and selection. The algorithm incorporates
the ideas of MCMC with the possibility of large jumps combined with lo-
cal optimizers to generate proposals in the discrete space of models. Unlike
standard MCMC methods applied to variable selection, the developed pro-
cedure avoids getting stuck in local modes and manages to iterate through
all of the important models much faster. In many cases it also outperforms
Bayesian Adaptive Sampling (BAS), having the tendency to capture a higher
posterior mass within the same amount of unique models visited. This can
be explained by that for problems with numerous covariates BAS requires
good initial marginal inclusion probabilities to perform well. Clyde et al.
(2011) demonstrated that estimates of marginal inclusion probabilities ob-
tained from preliminary MCMC runs could largely improve BAS. A combi-
nation of MJMCMC with BAS could possibly improve both algorithms even
further.
The EMJMCMC R-package is developed and currently available from
the Git Hub repository: http://aliaksah.github.io/EMJMCMC2016/. The
methodology depends on the possibility of calculating marginal likelihoods
within models accurately. The developed package gives a user high flexibility
in the choice of methods to obtain marginal likelihoods. Whilst the default
choice for marginal likelihood calculations is based on INLA (Rue et al.,
2009), we also have adopted efficient C based implementations for exact
calculations in Bayesian linear regression and approximate calculations in
Bayesian logistic and Poisson regressions in combination with g-priors as
well as other priors. Several model selection criteria for the class of methods
are also addressed. Extensive parallel computing for both MCMC moves
and local optimizers is available within the developed package. Within a
standard call, a user specifies how many threads are addressed within the in-
build mclapply function or snow based parallelization. An advanced user can
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specify his own function to parallelize computations on both the MCMC and
local optimization levels, using, for instance, modern graphical processing
units - GPUs, which in turn allows additional efficiency and flexibility.
Whilst the renormalized model estimators (8) are Fisher consistent (Clyde
et al., 2011), they remain generally speaking biased; although their bias
reduces to zero asymptotically (with respect to the number of iterations).
Standard MCMC based estimators such as (7), which are both consistent and
unbiased, are also available through our procedure; these estimators however
tend to have a much higher variance than the aforementioned ones. As one
of the further developments it would be of interest to combine knowledge
available from both groups of estimators to adjust for bias and variance,
which is vital for higher dimensional problems.
Another aspect that requires being discussed is the model selection cri-
terion. Different criteria can sometimes disagree about the results of model
selection. In order to avoid confusion, the researcher should be clear about
the stated goals. If the goal is prediction rather than inference one should
adjust for that and use AIC, WAIC (Watanabe, 2009) or DIC (Spiegelhal-
ter et al., 2002) rather than BIC or posterior model probability as selection
criterion in MJMCMC. These choices are possible within the EMJMCMC
package as well.
Based on several experiments, we claim MJMCMC to be a rather com-
petitive algorithm that is addressing the wide class of Generalized Linear
Mixed Models (GLMM). In particular, for this class of models one can incor-
porate a random effect, which both can model the variability unexplained by
the covariates and can introduce dependence between observations, creating
additional modeling flexibility. Estimation of parameters for such models
becomes significantly harder in comparison to simple GLM. This creates
the necessity to address parallel computing extensively. We have enabled
the latter within our package by means of combining methods for calculating
marginal likelihoods, such as the INLA methodology, and parallel MJMCMC
algorithm.
Currently, we only consider choice of covariates to be included into the
model. However, the mode jumping procedure can easily be extended to more
general cases. In the future it would be of interest to extend the procedure to
model selection and model averaging jointly across covariates, link functions,
random effect structures and response distributions. Such extensions will
require even more accurate tuning of control parameters of the algorithm,
introducing another important direction for further research.
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Appendix A. Details of the MJMCMC algorithm
Appendix A.1. Multiple try MCMC algorithm
In addition to ordinary MCMC steps and mode jump MCMC, also multiple-try Metro-
polis (Liu et al., 2000) is considered. Multiple-try Metropolis is a sampling method that
is a modified form of the Metropolis-Hastings method, designed to be able to properly
parallelize the original Metropolis-Hastings algorithm. The idea of the method is to al-
low generating S trial proposals χ∗1, ...χ
∗
S in parallel from a proposal distribution q(·|γ).
Then, γ∗ ∈ {χ∗1, ...,χ∗S} is selected with probabilities proportional to some importance
weights w(γ,χ∗i ) = pi(γ)q(χ
∗
i |γ)λ(χ∗i ,γ) where λ(χ∗i ,γ) = λ(γ,χ∗i ). In the reversed
move χ1, ...χS−1 are generated from the proposal q(χ|γ∗) while χS = γ. Finally, the
move is accepted with probability
rm(γ,γ
∗) = min
{
1,
w(χ∗1,γ) + . . .+ w(χ
∗
S ,γ)
w(χ1,γ∗) + . . .+ w(χS ,γ∗)
}
. (A.1)
In the implementation of the algorithm, ordinary MCMC is considered as a special case
of multiple try MCMC with S = 1. We recommend ordinary or multiple try MCMC steps
are used in at least 95% of the iterations with proposals of large jumps for the remaining
5%.
Appendix A.2. Choice of proposal distributions
The implementation of MJMCMC allows for great flexibility in the choices of proposal
distributions for the large jumps, the local optimization and the last randomization.
• Table 1 lists the current possibilities for drawing indexes to swap in the first large
jump. One should choose distributions where a large number of components are
swapped.
• An important ingredient of the MJMCMC algorithm is the choice of local opti-
mizer. In the current implementation of the algorithm, several choices are possible;
simulated annealing, greedy optimizers based on best neighbor optimization or first
improving neighbor (Blum and Roli, 2003) which is another variant of greedy local
search accepting the first randomly selected solution better than the current. For
each alternative the neighbors are defined through swapping a few of the γj ’s in the
current model.
• For the last randomization, again Table 1 lists the possibilities, but in this case a
small number of swaps will be preferable.
Different possibilities to combine the optimizers and proposals in a hybrid setting are also
possible. Then, at each iteration, which proposal distributions and which optimizers to
use are randomly drawn from the set of possibilities, see Robert and Casella (2005, sec
10.3) for the validity of such procedures.
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Appendix A.3. Parallel computing in local optimizers
General principles of utilizing multiple cores in local optimization are provided in Ek-
sioglu et al. (2002). Given a current state χ∗ in the optimization routine, one can si-
multaneously draw several proposals χ1, ...,χK with respect to a certain transition kernel
so(·|γ) and, if necessary, calculate the transition probabilities as the proposed models are
evaluated. This step can be performed by parallel CPUs, GPUs or clusters. Consider an
optimizer with the acceptance probability function rto(χj ;χ
∗), j ∈ 1, ...,K, which either
changes over the time (iterations) t or remains unchanged. For the greedy local search
rto(χ;χ
∗) = 1 {pi(χ) ≥ pi(χ∗)} , t ∈ 1, 2, .... For the implemented version of the simulated
annealing algorithm we consider rto(χ;χ
∗) = min
{
1, exp
(
log pi(χ)−log pi(χ∗)
Tt
)}
, i ∈ 1, ..., N ,
where Tt is the SA temperature (Blum and Roli, 2003) parameter at iteration t. The pro-
posed parallelization strategy is given in detail in Algorithm 3.
Algorithm 3 Parallel optimization
1: procedure Optimize(N)
2: χ∗ ← χ∗0
3: for i = 1, ..., N do
4: χi,1, ...,χi,K ∼ so(·|χ∗) . make K proposals in parallel
5: . and calculate marginal likelihoods
6: for j = 1, ..., K do
7: r ← rio(χi,j;χ∗) . calculate acceptance probability
8: if Unif[0; 1] ≤ r then
9: χ∗ ← χi,j . accept the transition
10: end if
11: end for
12: χ∗i ← χ∗
13: end for
14: return χ∗N
15: end procedure
Appendix A.4. Parallel MJMCMC with a mixture of proposals
Here we described the full version of our algorithm based on a combination of Algo-
rithm 2 and the multiple try idea. The suggested MJMCMC approach allows to both jump
between local modes efficiently and to explore the solutions around the modes simultane-
ously whilst keeping the desired ergodicity of the MJMCMC procedure. This implemen-
tation allows for mixtures of both local optimizers and proposals to be addressed within
MJMCMC. Both the local optimization and the multiple try steps utilize multiple CPUs
and GPUs of a single machine or a cluster of nodes. The pseudo-code of the algorithm is
given in Algorithm 4 below. In this pseudo-code we consider the following notation:
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• % - the probability for a large jump;
• Po(·) - the distribution for the choice of the local optimizers, a discrete distribution
over a finite number of possibilities;
• Pl(·) - the distribution for the choice of large jump transition kernel, a discrete dis-
tribution over the possibilities in Table 1 with high probabilities on a large number
of swaps;
• Pr(·) - the distribution for the choice of the randomizing kernel, a discrete distri-
bution over a finite number of possibilities, also from Table 1, but with a small
number of changes;
• Pg(·) - the distribution for the choice of proposals within the multiple try MCMC,
a discrete distribution over the possibilities in Table 1 with a high probability on a
small number of swaps.
The essential ingredients of the parallel version of the MJMCMC with a mixture of pro-
posals (Algorithm 4) are as follows:
• Multiple try MCMC steps are performed for the steps with no mode jumps;
• At the iterations with mode jumps the large jump proposals ql ∼ Pl(ζ), the opti-
mization proposals qo ∼ Po(ζ), and the randomizing kernels qr ∼ Pr(ζ) are chosen
randomly;
• At the iterations with no mode jumps the proposal is chosen randomly as qg ∼
Pg(ζ);
• The optimization steps are parallelized as described in Appendix A.3.
• The multiple-try steps are parallelized.
Appendix B. Supplementary materials for the experiments
Table B.1 describes some of the tuning parameters used for the different examples.
Here, MTMCMC refers to the multiple try MCMC steps. The remaining tuning parame-
ters, describing the mixture distributions P0, Pl and Pr are specified in tables B.2 (example
1), B.3 (example 2), B.4 (example 3) and B.5 (example 4).
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Algorithm 4 Mode jumping MCMC
1: procedure MJMCMC(Numit)
2: γ ← γ0 . define the initial state
3: for t = 1, ..., Numit do
4: if Unif[0; 1] ≤ % then . large jump with local optimization
5: ql ∼ Pl(·) . choose large jump kernel
6: qo ∼ Po(·) . choose local optimizer
7: qr ∼ Pr(·) . choose randomization kernel
8: I ∼ ql(·|γ) . Indices for large jump
9: χ∗0 ← SWAP(γ, I) . large jump
10: χ∗k ∼ qo(·|χ∗0) . local optimization
11: γ∗ ∼ qr(·|χ∗k) . randomization around the mode
12: χ0 ← SWAP(γ∗, I) . reverse large jump
13: χk ∼ qo(·|χ0) . local optimization
14: r ← rm(χ,γ;χ∗,γ∗) . from (12)
15: else . ordinary proposal
16: qg ∼ Pg(·) . choose multiple try proposal kernel
17: γ∗ ∼ qg(·|γ) . proposed solution
18: r ← rm(γ,γ∗) . from (A.1)
19: end if
20: if Unif[0; 1] ≤ r then
21: γ ← γ∗ . accept the move
22: end if
23: end for
24: end procedure
Example CPU SA Greedy MT
No Num St ∆t t0 tf S LS FI Size Steps
1 4 4 3 10 14×10−5 15 F T 4 15
2 2 5 3 10 14×10−5 20 F T 2 20
3 10 18 3 10 14×10−5 88 F T 10 88
4 1 3 3 10 14×10−5 13 F T 2 13
S.1 4 4 3 10 14×10−5 15 F T 4 15
Table B.1: Tuning parameters for local optimization within MJMCMC in the examples (Example No);
CPU (Num) - the number of CPUs utilized within the examples; St - number of iterations per temperature
in SA algorithm; ∆t - cooling factor of the cooling schedule of SA algorithm; t0 - initial temperature of
SA algorithm; tf - final temperature of SA algorithm; S - number of iterations in Greedy algorithm (per
run); LS - if local stop is allowed in Greedy algorithm; FI - if the first improving neighbor strategy is
applied in Greedy algorithm; Size - number of proposals per step in the multiple try steps; Steps - number
of multiple try iterations within the local optimizer.
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Proposal Optimizer Frequency Type 1 Type 4 Type 3 Type 5 Type 6 Type 2
qg - % = 0.9836 0.1176 0.3348 0.2772 0.0199 0.2453 0.0042
S - - {2, 2} 2 {2, 2} 1 1 15
ρj - - p̂(γj |y) - - - - p̂(γj |y)
ql - 0.0164 0 1 0 0 0 0
S - - - 4 − − − −
ρi - - - - - - - -
qo SA 0.5553 0.0788 0.3942 0.1908 0.1928 0.1385 0.0040
qo GREEDY 0.2404 0.0190 0.3661 0.2111 0.2935 0.1046 0.0044
qo MTMCMC 0.2043 0.2866 0.1305 0.2329 0.1369 0.2087 0.0040
S - - {2, 2} 2 {2, 2} 1 1 15
ρj - - p̂(γj |y) - - - - p̂(γj |y)
qr - - 0 0 0 0 0 1
S - - - - − − − 15
ρj - - - - - - - 0.0010
Table B.2: Other tuning parameters of MJMCMC for all proposal types (qg , gl, qo, and qr) in example
1; Optimizer - to which optimizer the proposal belongs (if not relevant ”-”); Frequency - the frequency
at which the proposal is addressed (% for qg and 1 − % for ql) and the frequency within the set of local
optimizers (Po for local optimizers); Type X - the frequency of proposal of type X Table 1; S - maximal
allowed size of the neighborhood for the corresponding proposal; ρi - probability of change of component i
of the current solution (if applicable to the proposal), where p̂(γj |y) = p̂(γj = 1|y) are the approximations
of marginal inclusion probabilities. Notice that for MJMCMC* reported in the example only proposals of
type 4 are used.
Proposal Optimizer Frequency Type 1 Type 4 Type 3 Type 5 Type 6 Type 2
qg - % = 0.9820 0.1179 0.3357 0.2779 0.0200 0.2459 0.0021
S - - {1, 1} 1 {1, 1} 1 1 20
ρj - - p̂(γj |y) - - - - p̂(γj |y)
ql - 0.0180 0 1 0 0 0 0
S - - - 5 − − − −
ρi - - - - - - - -
qo SA 0.5042 0.0636 0.3249 0.1571 0.2288 0.2246 0.0009
qo GREEDY 0.2183 0.0160 0.3085 0.1779 0.2474 0.2493 0.0007
qo MTMCMC 0.2774 0.2879 0.3016 0.1582 0.1107 0.1401 0.0013
S - - {1, 1} 1 {1, 1} 1 1 20
ρj - - p̂(γj |y) - - - - p̂(γj |y)
qr - - 0 0 0 0 0 1
S - - - - − − − 20
ρj - - - - - - - 0.0010
Table B.3: Other tuning parameters of MJMCMC for all proposal types (qg , gl, qo, and qr) in example 2;
see Tables 1 and B.2 for details.
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Proposal Optimizer Frequency Type 1 Type 4 Type 3 Type 5 Type 6 Type 2
qg - % = 0.9816 0.0932 0.2654 0.2197 0.0158 0.1944 0.2116
S - - {1, 3} 3 {1, 3} 1 1 88
ρj - - p̂(γj |y) - - - - p̂(γj |y)
ql - 0.0164 0 1 0 0 0 0
S - - - 20 − − − −
ρi - - - - - - - -
qo SA 0.5553 0.0633 0.3165 0.1532 0.1548 0.1112 0.2011
qo GREEDY 0.2404 0.0149 0.2871 0.1656 0.2302 0.0820 0.2201
qo MTMCMC 0.2043 0.2310 0.1052 0.1877 0.1103 0.1682 0.1980
S - - {1, 3} 3 {1, 3} 1 1 88
ρj - - p̂(γj |y) - - - - p̂(γj |y)
qr - - 0 0 0 0 0 1
S - - - - − − − 88
ρj - - - - - - - 0.0010
Table B.4: Other tuning parameters of MJMCMC for all proposal types (qg , gl, qo, and qr) in example 3;
see Table 1 and B.2 for details.
Proposal Optimizer Frequency Type 1 Type 4 Type 3 Type 5 Type 6 Type 2
qg - % = 0.9615 0.1662 0.3323 0.1662 0.1662 0.1662 0.0029
S - - {1, 1} 1 {1, 1} 1 1 13
ρj - - p̂(γj |y) - - - - p̂(γj |y)
ql - 0.0385 0 1 0 0 0 0
S - - - 4 − − − −
ρi - - - - - - - -
qo SA 0.5000 0.0657 0.3281 0.1588 0.2247 0.2209 0.0019
qo GREEDY 0.2500 0.0160 0.3083 0.1778 0.2472 0.2491 0.0014
qo MTMCMC 0.2500 0.2875 0.3012 0.1580 0.1105 0.1398 0.0026
S - - {1, 1} 1 {1, 1} 1 1 13
ρj - - p̂(γj |y) - - - - p̂(γj |y)
qr - - 0 0 0 0 0 1
S - - - - − − − 13
ρj - - - - - - - 0.0010
Table B.5: Other tuning parameters of MTMCMC for all proposal types (qg , gl, qo, and qr) in example 4;
see Table B.2 and 1 for details.
Appendix B.1. Details on example 2
In the addressed data set the true regression parameters were chosen to be β0 = 99
for the intercept, and for the slope coefficients
β = (−4, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1.2, 0, 37.1, 0, 0, 50,−0.00005, 10, 3, 0).
What concerns the covariates, X1 and X3 are factors from a group with 3 levels, X4
and X6 are from another group with 3 levels but additionally correlated with X1 and
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X3, X7 and X8 are two exponentially distributed variables with rate 0.3 jointly made
dependent through copulas, X9, X10 and X11 are all uniformly distributed with range
from -1 to 10 and also jointly dependent through copulas, X12, X13, X14 and X15 are
multivariate normal with a zero mean, standard deviation of 0.2 and some covariance
structure, X16 represents some seasonality incorporated by the sinus transformation of
the radiant representation of some angle equal to the corresponding ordering numbers of
observations, X17 is the quadratic trend associated to the squared value of positions of
observations, X19 = (−4 + 5X1 + 6X3)X15 and X20 = (−4 + 5X1 + 6X3)X11, finally to
avoid over specification 2 layers from the mentioned above groups of factors were replaced
with some auxiliary covariates X2 = (X10 +X14)×X9 and X5 = (X11 +X15)×X12. The
linear predictor is drawn as η ∼ N(β′X, 0.5), whilst the observations Y are independent
Bernoulli variables with the probability of success modeled by a logit transformation of
the linear predictor, namely Y ∼ Bernoulli
(
p = exp(η)1+exp(η)
)
.
Appendix C. Further results
In tables C.1 (example 1), C.2 (example 2) and C.3 (example 4) the estimated biases,
corresponding to the RMSE estimates given in tables 3, 4 and 5, are reported. In addition,
an extra simulation experiment on linear regression based on simulated data is reported
in Appendix C.1.
Par True TOP MJMCMC MJMCMC2 BAS MC3 RS MJMCMC*
∆ pij - RM MC RM MC RM MC RM MC RM RM MC
γ8 0.16 -3.51 -6.54 -10.28 -5.09 -9.64 -5.19 5.37 -3.20 4.96 -3.06 6.23 9.06
γ13 0.16 -3.34 -7.44 -10.12 -5.57 -9.94 -6.25 7.46 2.86 8.06 2.65 6.38 10.54
γ14 0.19 -3.24 -8.27 -11.69 -6.28 -11.93 -6.19 5.27 -1.86 5.37 -2.03 7.15 10.91
γ12 0.22 -3.27 -6.82 -12.91 -5.54 -13.15 -3.08 3.00 -5.82 3.76 -5.06 5.29 10.93
γ5 0.23 -2.56 -6.21 -12.71 -4.55 -13.35 -1.80 -4.79 -12.98 -4.28 -12.72 5.39 10.90
γ9 0.23 -3.27 -9.45 -15.67 -7.35 -16.11 -9.26 4.53 -2.45 4.33 -2.10 7.68 11.06
γ7 0.29 -2.31 -4.15 -12.04 -3.41 -12.36 -2.24 -0.47 -9.41 -1.00 -9.56 3.91 10.10
γ4 0.30 -1.57 -5.82 -18.74 -3.67 -17.10 0.85 -12.67 -21.79 -13.24 -21.45 4.63 13.22
γ6 0.33 -1.92 -8.49 -19.07 -6.09 -18.84 -3.06 8.99 7.16 10.09 6.81 5.87 15.43
γ1 0.34 -2.51 -11.25 -21.94 -7.25 -20.29 -8.42 22.36 25.10 23.32 24.63 7.58 12.97
γ3 0.39 -0.43 3.51 -7.20 2.09 -4.43 4.98 -21.11 -30.20 -21.13 -29.92 2.99 12.66
γ2 0.57 1.58 5.66 -8.73 3.71 -7.51 13.73 -30.41 -37.52 -29.05 -37.12 5.11 14.04
γ11 0.59 0.58 2.86 11.75 2.13 15.32 -3.95 10.67 21.68 10.29 21.23 2.77 12.77
γ10 0.77 3.25 7.50 -2.57 5.91 2.33 15.42 -21.22 -19.06 -20.01 -19.55 6.41 14.27
γ15 0.82 3.48 9.17 0.22 6.85 3.65 14.50 -69.61 -76.81 -69.14 -76.30 6.75 14.76
C(γ) 1.00 0.86 0.58 0.58 0.71 0.71 0.66 0.10 0.10 0.10 0.10 0.60 0.60
Eff 215 3276 1909 1909 3237 3237 3276 829 829 1071 1071 3264 3264
Tot 215 3276 3276 3276 5936 5936 3276 3276 3276 3276 3276 4295 4295
Table C.1: Bias for the 100 simulated runs of every algorithm on the Crime data (example 1); the values
reported in the table are Bias ×102 for p(γj = 1|y). See the caption of Table 3 for further details.
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Par True TOP MJMCMC BAS BAS-RS RS
∆ pij - RM MC RM MC RM RM RM MC
γ6 0.29 0.00 -7.23 -14.89 -4.48 -16.40 -6.46 -3.59 -5.96 0.23
γ8 0.31 0.00 -5.97 -13.94 -3.89 -16.57 -5.57 -2.85 -5.28 -0.35
γ12 0.35 0.00 -4.07 -8.12 -2.56 -11.65 -4.20 -1.82 -3.80 0.06
γ15 0.35 0.00 -3.66 -8.85 -2.21 -12.04 -4.58 -1.35 -3.25 -0.28
γ2 0.36 0.00 -4.60 -14.71 -2.81 -16.80 -5.39 -2.19 -3.51 0.04
γ20 0.37 0.00 -4.16 -8.38 -2.46 -12.03 -3.30 -1.75 -4.07 -0.12
γ3 0.40 0.00 -8.99 -19.22 -5.58 -21.72 -9.73 -4.63 -6.69 0.23
γ14 0.44 0.00 1.08 7.12 0.51 7.63 3.68 -0.62 -0.99 0.22
γ10 0.44 0.00 -2.68 -7.62 -1.68 -11.89 -4.79 -0.29 -1.19 0.13
γ5 0.46 0.00 -1.74 -10.78 -0.88 -12.29 -3.93 0.57 0.55 -0.23
γ9 0.61 0.00 0.32 -2.29 0.00 -1.24 3.78 0.22 1.99 -0.11
γ4 0.88 0.00 5.61 6.20 3.71 6.13 6.60 5.54 7.58 -0.45
γ11 0.91 0.00 5.36 6.47 3.87 6.84 4.64 3.01 4.29 -0.28
γ1 0.97 0.00 1.86 0.98 1.32 1.17 2.43 1.94 2.28 -0.31
γ13 1.00 0.00 0.00 -0.33 0.00 -0.29 0.00 0.00 0.00 -0.3
γ7 1.00 0.00 0.00 -0.41 0.00 -0.36 0.00 0.00 0.00 -0.27
γ16 1.00 0.00 0.00 -0.33 0.00 -0.31 0.00 0.00 0.00 -0.17
γ17 1.00 0.00 0.00 -0.38 0.00 -0.35 0.00 0.00 0.00 -0.17
γ18 1.00 0.00 0.00 -0.37 0.00 -0.32 0.00 0.00 0.00 -0.19
γ19 1.00 0.00 0.00 -0.40 0.00 -0.32 0.00 0.00 0.00 -0.34
C(γ) 1.00 1.00 0.72 0.72 0.85 0.85 0.74 0.85 0.68 0.68
Eff 220 10000 5148 5148 9988 9988 10000 10000 1889 1889
Tot 220 10000 9998 9998 19849 19849 10000 10000 10000 10000
Table C.2: Bias for the 100 simulated runs of every algorithm on the simulated data of experiment 2; the
values reported in the table are Bias ×102 for p(γj = 1|y).
See the caption of Table 3 for further details.
Appendix C.1. Example S.1
In this experiment we compared MJMCMC to BAS and competing MCMC methods
(MC3, RS) using simulated data following the same linear Gaussian regression model
as Clyde et al. (2011) with p = 15 and n = 100. All columns of the design matrix except
for the ninth were generated from independent standard normal random variables and
then centered. The ninth column was constructed so that its correlation with the second
column was approximately 0.99. The regression parameters were chosen as β0 = 2, β =
(−0.48, 8.72,−1.76,−1.87, 0, 0, 0, 0, 4, 0, 0, 0, 0, 0, 0) while the variance used was σ2 = 1.
When performing inference, Zellner’s g-prior with g = T was used for the regression
parameters within each model. The marginal likelihood of a model could then be calculated
through (14). To complete the prior specification, we used (4) with q = 0.5. This lead
to a rather simple example with two main modes in the model space. Simple approaches
were expected to work well in this case. The exact posterior model probabilities could
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Par True TOP MJMCMC RS
∆ pij RM RM MC RM MC
γ4 0.0035 -0.0005 -0.0019 1.7361 -0.0189 1.6397
γ6 0.0048 -0.0006 -0.0041 1.8155 -0.0241 1.5437
γ7 0.0065 -0.0006 -0.0045 1.9763 -0.0338 0.2191
γ3 0.0076 -0.0007 -0.0014 2.9714 -0.0339 0.5167
γ8 0.0076 -0.0007 -0.0066 1.8370 -0.0326 1.1101
γ5 0.0096 -0.0007 -0.0055 1.5439 -0.0430 1.1780
γ11 0.0813 -0.0007 -0.0131 -0.7623 -0.1060 1.0394
γ12 0.0851 -0.0006 -0.0042 -0.4290 -0.0637 0.3118
γ9 0.1185 -0.0008 -0.0121 -1.3414 -0.1277 -0.4439
γ10 0.3042 -0.0006 -0.0036 -8.4912 -0.0501 2.6866
γ13 0.9827 -0.0002 0.0051 -1.6177 0.0607 -1.0082
γ1 1.0000 0.0007 0.0000 -4.4528 0.0000 -1.0018
γ2 1.0000 0.0000 0.0000 -2.3865 0.0000 -0.7782
C(γ) 1.0000 1.0000 0.9998 0.9998 0.9977 0.9977
Eff 8192 385 1758 1758 155 155
Tot 8192 385 3160 3160 10000 10000
Table C.3: Bias of the mean squared error (BIAS) from the 100 simulated runs of MJMCMC on the
epigenetic data (example 4); the values reported in the table are BIAS ×102 for p(γj = 1|y). See the
caption of Table 3 for further details.
be obtained by enumeration of the model space in this case, making comparison with the
truth possible.
In the BAS algorithm 3276 models unique were visited (about 10% of the total number
of models). When running the MCMC algorithms approximately the same number of
iterations were used. For the MJMCMC algorithm, calculation of marginal likelihoods of
models were stored making it unnecessary to recompute these when a model was revisited.
Therefore, for MJMCMC also a number of iterations giving the number of unique models
visited comparable with BAS was included. For each algorithm 100 replications were
performed.
Table C.4, showing the root mean squared errors for different quantities, demonstrate
that MJMCMC is outperforming simpler MCMC methods in terms of RM approximations
of marginal posterior inclusion probabilities and the total captured mass. However, the
MC approximations seem to be slightly poorer for this example. Whenever both MC and
RM approximations are available one should address the latter since they always have
less noise. Comparing MJMCMC results to RM approximations provided by BAS (MC
are not available for this method, MJMCMC performed slightly worse when we had 3276
proposals (but 1906 unique models visited). However MJMCMC became equivalent to
BAS when we considered 6046 proposals with 3212 unique models visited in MJMCMC
(corresponding to similar computational time as BAS). In this example we were not facing
a really multiple mode issue having just two modes. All MCMC based methods tended to
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Par True TOP MJMCMC MJMCMC2 BAS MC3 RS
∆ pij - RM MC RM MC RM MC RM MC RM
γ12 0.09 0.29 2.11 5.31 1.19 5.73 1.23 2.77 4.27 2.14 3.83
γ14 0.10 0.28 2.13 6.99 1.13 6.25 1.14 2.92 4.31 2.59 3.95
γ10 0.11 0.28 2.31 7.41 1.31 7.74 1.15 3.06 4.31 2.40 4.07
γ8 0.12 0.27 1.97 6.44 1.09 7.80 0.97 2.77 4.01 2.23 3.87
γ6 0.13 0.25 2.25 8.87 1.27 8.46 1.05 3.12 4.74 2.72 4.31
γ7 0.14 0.25 2.06 7.75 1.29 8.51 1.05 3.45 4.52 2.50 4.17
γ13 0.15 0.24 2.42 9.98 1.36 8.79 1.15 3.50 4.87 2.44 4.38
γ11 0.16 0.24 2.36 9.38 1.22 8.31 1.13 3.64 4.71 3.01 4.52
γ15 0.17 0.23 1.96 9.38 1.08 9.73 0.78 3.92 4.27 3.32 3.84
γ5 0.48 0.00 1.22 15.66 0.50 12.90 0.27 3.69 1.41 4.35 1.59
γ9 0.51 0.10 1.15 16.35 0.38 12.92 0.37 16.70 5.62 6.93 2.08
γ2 0.54 0.07 1.46 20.69 0.58 15.38 0.39 16.56 5.25 6.91 1.46
γ1 0.74 0.18 2.15 6.43 1.06 5.97 1.20 4.10 3.55 4.51 3.90
γ3 0.91 0.25 1.61 3.03 0.92 3.33 1.57 2.96 3.66 3.42 4.10
γ4 1.00 0.01 0.00 6.08 0.00 2.66 0.00 0.01 0.01 0.17 0.01
C(γ) 1.00 0.99 0.89 0.89 0.95 0.95 0.95 0.72 0.72 0.74 0.74
Eff 215 3276 1906 1906 3212 3212 3276 400 400 416 416
Tot 215 3276 3276 3276 6046 6046 3276 3276 3276 3276 3276
Table C.4: Average root mean squared error (RMSE) from the 100 repeated runs of every algorithm on
the simulated data (example S.1); the values reported in the table are RMSE ×102 for p(γj = 1|y). See
the caption of Table 3 for further details. The corresponding biases are reported in the appendix Appendix
C in Table C.2. The corresponding biases are reported in Table C.6.
revisit the same states from time to time and for such a simple example one can hardly ever
beat BAS, which never revisits the same solutions and simultaneously draws the models
to be estimated in a clever adaptive way with respect to the current marginal posterior
inclusion probabilities of individual covariates.
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Proposal Optimizer Frequency Type 1 Type 4 Type 3 Type 5 Type 6 Type 2
qg - % = 0.9836 0.1176 0.3348 0.2772 0.0199 0.2453 0.0042
S - - {2, 2} 2 {2, 2} 1 1 15
ρj - - p̂(γj |y) - - - - p̂(γj |y)
ql - 0.0164 0 1 0 0 0 0
S - - - 4 − − − −
ρi - - - - - - - -
qo SA 0.5553 0.0788 0.3942 0.1908 0.1928 0.1385 0.0040
qo GREEDY 0.2404 0.0190 0.3661 0.2111 0.2935 0.1046 0.0044
qo MTMCMC 0.2043 0.2866 0.1305 0.2329 0.1369 0.2087 0.0040
S - - {2, 2} 2 {2, 2} 1 1 15
ρj - - p̂(γj |y) - - - - p̂(γj |y)
qr - - 0 0 0 0 0 1
S - - - - − − − 15
ρj - - - - - - - 0.0010
Table C.5: Other tuning parameters of MJMCMC for all proposal types (qg , gl, qo, and qr) in example
S.1; see Tables 1 and B.2 for details.
Par True TOP MJMCMC BAS MC3 RS
∆ pij - RM MC RM MC RM MC RM MC RM
γ12 0.09 -0.29 -2.11 -4.95 -1.19 -5.47 -1.23 -0.14 -4.21 0.35 -3.80
γ14 0.10 -0.28 -2.12 -6.58 -1.12 -6.07 -1.14 -0.23 -4.23 0.05 -3.89
γ10 0.11 -0.28 -2.30 -6.89 -1.30 -7.64 -1.14 -0.10 -4.23 0.11 -4.02
γ8 0.12 -0.27 -1.96 -6.16 -1.08 -7.69 -0.97 0.36 -3.94 -0.51 -3.81
γ6 0.13 -0.25 -2.24 -8.03 -1.26 -8.33 -1.05 -0.65 -4.64 0.06 -4.24
γ7 0.14 -0.25 -2.05 -7.45 -1.28 -8.37 -1.04 -0.13 -4.41 0.08 -4.12
γ13 0.15 -0.24 -2.39 -9.62 -1.35 -8.62 -1.15 -0.49 -4.76 0.28 -4.32
γ11 0.16 -0.24 -2.33 -8.69 -1.21 -7.95 -1.13 -0.38 -4.59 -0.10 -4.44
γ15 0.17 -0.23 -1.93 -7.64 -1.06 -9.59 -0.78 -0.58 -4.15 -0.19 -3.74
γ5 0.48 0.00 -1.15 -14.18 -0.47 -11.97 -0.25 -0.29 -0.94 0.46 -1.17
γ9 0.51 -0.10 0.78 13.11 0.23 11.96 -0.32 -1.79 -2.20 -0.22 -1.53
γ2 0.54 -0.07 -1.21 -18.43 -0.50 -14.64 0.34 1.73 0.29 0.35 -0.25
γ1 0.74 0.18 2.12 4.88 1.04 3.99 1.19 -0.23 3.39 0.41 3.69
γ3 0.91 0.25 1.60 -1.79 0.91 0.03 1.56 -0.40 3.59 -0.14 4.00
γ4 1.00 0.01 0.00 -5.94 0.00 -2.49 0.00 0.01 0.01 -0.02 0.01
C(γ) 1.00 0.99 0.89 0.89 0.95 0.95 0.95 0.72 0.72 0.74 0.74
Eff 215 3276 1906 1906 3212 3212 3276 400 400 416 416
Tot 215 3276 3276 3276 6046 6046 3276 3276 3276 3276 3276
Table C.6: Bias for the 100 simulated runs of every algorithm on the simulated data of experiment S.1;
the values reported in the table are Bias ×102 for p(γj = 1|y). See the caption of Table 3 for further
details.
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