The finite mixture model is cast as a regression model with a latent Bernoulli predictor. A latent regression model is proposed based on replacing the discrete Bernoulli predictor by a continuous latent predictor with a beta distribution. Motivation for the latent regression model arises from applications where distinct latent classes do not exist, but instead individuals vary according to a continuous latent variable. Examples and a simulation are provided to illustrate the latent regression model. In particular, the latent regression model is used to model placebo response among drug treated subjects in a depression study.
Introduction
Consider a continuous variable used to characterize a homogeneous population, for instance, a variable measuring the size or shape of an organism of a particular species.
Because the population is homogeneous, the distribution of the measure characterizing it may be expected to be symmetric and unimodal or even approximately normal after controlling for factors such as age and sex. If an evolutionary force acts on the population, then a likely result will be the skewing of the distribution. If ultimately the population evolves into two distinct populations (e.g. two distinct species), then the distribution of the variable would be characterized by a finite mixture with two components. Thus, the evolutionary force would continuously transform the distribution from homogeneous symmetric and unimodal distribution to skewed and then to a finite mixture. Analogously, consider a measured outcome in a clinical trial used to test an active drug treatment. At baseline, before any drug is received, the distribution of the measured outcome could reasonably be expected to be homogeneous. As the trial progresses, if the treatment is effective, a skewing effect towards improvement can be expected. If the population consists of two latent populations (those who do and do not respond to the drug treatment), then the distribution of the measured response will eventually segregate itself into two distinct components (e.g. responders and non-responders). On the other hand, immediate improvements, present before the drug has a chance to take effect, can be attributed to a placebo effect. The placebo effect will tend to skew the distribution in the direction of improvement. If the population consists of subjects that do and do not exhibit a placebo response, then the distribution of the outcome would also evolve in the direction of a two-component mixture. These scenarios require a model that can continuously metamorphose from a symmetric unimodal distribution, to a skewed distribution, to a mixture distribution. This paper presents such a model.
A fundamental problem in many scientific endeavors is to describe subgroups in populations when membership in the various subgroups is unobserved or latent.
Statistical methods developed to solve these problems include cluster analysis (e.g. kmeans clustering (e.g. Hartigan and Wong, 1979; MacQueen, 1967) ) and finite mixture models (e.g. Day, 1969) for continuous data or latent class analysis models (e.g. Goodman, 1974) for categorical data. These models assume the existence of distinct subpopulations. One goal is to estimate parameters that define these sub-populations.
However, in many applications, another fundamental question needs to be addressed: do distinct sub-populations even exist? If distinct sub-populations do not exist, then these statistical models may not be appropriate or may give misleading results.
The problem of determining the nature of a latent classification is especially important in medical studies. For instance, in the treatment of particular types of cancer, two distinct and well-defined sub-populations exist depending on whether or not a patient has or does not have a tumor. In the psychiatric field, however, for illnesses such as depression, distinct well-defined sub-populations may not exist but instead disease symptoms may vary over a continuum. As another example, consider the problem of making a hypertension diagnosis according to blood pressure readings. Blood pressure is an easily obtained continuous measurement. If well-defined and distinct sub-populations based on blood pressure do not exist (e.g. normal and hypertensive) then fitting a finite mixture model to estimate the means, standard deviations, and population proportions for the two conceptualized groups would not be appropriate. Nonetheless, a cut-off blood pressure value can be chosen to partition the population into groups labelled normal and hypertensive. Now consider a situation where patients are treated with a pill for a psychiatric illness and it is unknown how effective the pill will be for individual patients. A continuous measure of outcome can be obtained from the patients (via a observation or self-report), but the degree to which the medication helps the patient is not directly observable. A natural question that arises in this type of scenario is the following: do two distinct latent classes exist (drug responders and non-responders) or does the degree of response to the drug among patients vary continuously? In other words, is the latent drug effect binary or continuous? If there are two distinct latent classes, then a finite mixture model is an appropriate way to model the data. This paper proposes a model to handle the case when there are no distinct latent classes but instead the latent response varies continuously.
The motivation for this paper came from studying placebo response in the treatment for depression. Even if ill patients are treated with a pill that either has no effect (a sham pill) or the pill that takes several weeks to produce an effect (until the chemical builds up in the body), patients may nonetheless experience differing degrees of improvement initially due to a placebo effect. Let y denotes a measured outcome and let x denotes the strength of a placebo effect. Then we could model the outcome y as a simple linear regression on x: y = β 0 + β 1 x + . The problem is that x is unobserved or latent. If there exist two distinct classes of patients (those who experience a placebo effect and those who do not) then x can be expressed as a 0 − 1 binary indicator regressor and the simple linear regression model becomes the well-known finite mixture model (see Section 2). On the other hand, if all patients experience some degree of a placebo effect over a continuum, then x is continuous resulting in a latent regression model. The latent regression model is defined in Section 2 and maximum likelihood estimation of the parameters is described in Section 3. A simulation experiment is reported in Section 4 to illustrate the latent regression model and contrast it with the finite mixture model. Examples are provided in Section 5 including the placebo response example that motivated this development. Finally, the paper is concluded in Section 6.
Latent Regression Model
Consider a simple linear regression model
where is an error independent of the predictor x. When the predictor x is unobserved or latent in (1) If the population consists of two distinct but latent sub-populations, then the predictor x in (1) has a Bernoulli distribution. Let p = P (x = 1) and assume has a N (0, σ 2 ) distribution. Then the marginal density f (y) of y is the well-known finite mixture model:
where µ 1 = β 0 , µ 2 = β 0 + β 1 , and N (y; µ, σ 2 ) denotes a normal density function with mean µ and variance σ 2 .
The Bernoulli distribution has all its probability mass at 0 and 1. A natural way to generalize the finite mixture model is to replace the 0 − 1 Bernoulli predictor by a continuous distribution on the interval (0, 1) that admits "U"-shaped densities. A natural choice for the distribution of x is the beta distribution with density g (x; a, b) defined in terms of parameters a and b:
The family of beta distributions produces a wide variety of density shapes including "U"-shaped densities which provide a continuous generalization of the discrete Bernoulli distribution. Note that for a given Bernoulli probability p, the beta distribution with parameters a and b = a(1 − p)/p has mean p and variance ab/[(a
As a goes to zero, the mean remains equal to p, the variance converges to the Bernoulli variance p(1 − p) and the beta distribution degenerates into a Bernoulli distribution with success probability p.
We shall assume the error in (1) is independent of x and initially we will also assume that it has a normal distribution N (0, σ 2 ). In Section 5 we will consider a skew-normal distribution (e.g. Azzalini and Capitanio, 1999) for as well in order to provide greater flexibility. The outcome y in (1) is therefore a convolution of a beta random variable with a normal random variable. The joint density for x and y in (1) is
where g(x; a, b) is the beta distribution given in (3). The marginal density of the outcome is
which is an example of an infinite mixture where the mixing density is a beta.
Identifiability of the latent regression model follows from Bruni and Koch (1985) under certain regularity conditions (see appendix) with the following exceptions: (i) in degenerate cases, β 1 = 0 or when the latent beta distribution concentrates all its probability mass either at zero or one, 
Estimation
In this section we describe an EM algorithm and the Newton-Raphson algorithm for finding maximum likelihood estimates for the parameters of the latent regression model.
An EM-Algorithm
Given the complete data (
Because x is latent, the EM algorithm (Dempster et al., 1977) proceeds by maximizing the conditional expectation of the log-likelihood given the vector of observed outcomes y:
At each iteration of the EM algorithm, this conditional expectation is computed using the current parameter estimates. For the normal finite mixture model, closed form expressions exist for the EM algorithm (e.g. McLachlan and Krishnan, 1997, page 68).
However, for the latent regression model with a beta predictor, the E-step of the EM algorithm requires numerical integration. In particular, the conditional expectations 
Newton-Raphson Algorithm
Instead of applying the EM algorithm to the joint likelihood of (x, y), the NewtonRaphson algorithm can be applied directly to the likelihood based on the marginal density of y given in (5). There does not exist a closed form expression for the marginal density of y and therefore the log-likelihood was computed by numerical integration.
The gradient vector and the Hessian matrix derivatives were estimated numerically for the Newton-Raphson iteration steps. A grid search over the parameter space was used to find initial values for the parameters.
If the true underlying distribution is a two-component mixture, the latent beta parameters will go to zero as the EM and Newton-Raphson algorithms iterate causing the algorithms to eventually crash when trying to evaluate the integrals. Like the EM algorithm for finite mixtures, the EM algorithm for the latent regression model can sometimes be slow to converge when the likelihood surface is flat. Also, it is well known that singularities occur in the likelihood function for finite mixture models . In particular, the likelihood for a finite mixture becomes unbounded by setting a mixture component mean equal to the value of one of the data points and letting the variance for that component go to zero. A similar problem can occur with the latent regression model, if for a given outcome value y i , we set β 1 = 0, β 0 = y i and let σ → 0 and the beta regressor parameter a → 0 as well. However, it is easy to show that the marginal density for the outcome is bounded above by 1/ √ 2πσ 2 .
A Simulation Experiment
The EM algorithm described in Section 3.1 was tested on simulated data sets using a variety of parameter settings for the latent regression model. For each parameter setting, fifty data sets were simulated, each with a sample size of n = 100. If the latent regressor x has a "U"-shaped distribution, then a histogram of the outcome y will look very similar to a two-component mixture density. Therefore, for each simulated data set, a two-component finite mixture was also fit to the data for the sake of comparison.
For illustration, this section reports the results from one of the simulations. In this simulation, the latent regressor x had a beta distribution with parameters a = 0.5 and b = 0.3 which produces the "U"-shaped density in Figure 1 . The error had a normal distribution with mean zero and standard deviation σ = 0.5. The regression parameters were set at β 0 = 1 and β 1 = 6. For each simulated data set, the EM algorithm was allowed to iterate 100 times. curve in Figure 2 is the estimated latent regression density from one of the simulated data sets and the dotted curve represents the estimated two-component finite mixture density from the same data set. The fitted latent regression density curve provides a good fit to the true density, whereas the finite mixture density does a poor job. but will also give the mistaken impression that the population consists of two welldefined sub-populations. On the other hand, if the underlying distribution is indeed a mixture, then the latent beta parameters a and b will go to zero.
Examples
This section illustrates the latent regression model with two examples. The first example provided the motivation for developing the latent regression model.
Evolution of a Placebo Response
Substantial placebo effect has been observed in the treatment of many psychiatric illnesses such as depression. A subject treated with an active drug may improve in part due to a placebo effect (e.g. Walsh et al., 2002; Khan and Brown, 2001; Brown et al., 1992; Thase, 1999; Mulrow et al., 1999) To assess how the latent placebo effect evolves over time, a latent regression model was also fit to the changes: (Baseline) − (Week 2) HAM-D. The fit of the latent regression model with a normal error was somewhat poor in the right tail of the distribution due to skewness in the positive direction shown in Figure 6 . To add greater flexibility to the latent regression model, a skew-normal distribution (e.g. Azzalini and Capitanio, 1999; Johnson et al., 1988) was proposed for the error with density 2φ(z)Φ(zσ/α)/σ, where α is the skewness parameter and φ is the density and Φ is the cumulative distribution function of the standard normal random variable. The degree of skewness increases with α and α > 0 causes the distribution to be skewed to the right. The latent regression model was fit using the Newton-Raphson algorithm described in Section 3.2. The fitted model was found to beŷ = −2.226 + 9.359x with beta parametersâ = 0.206 andb = 0.285. The error standard deviation was estimated to beσ = 7.495 and the skewness parameter was estimated to beα = 3.248. Figure 6 shows a histogram of the change in severity data along with a nonparametric density curve (solid curve). The estimated density of the outcome from the fitted latent regression model with skew-normal distribution of the error is plotted using the dashed curve. As Figure 6 shows, the latent regression model appears to fit the data very well. There is a hint of bimodality in the histogram in Figure 6 and correspondingly, the estimated beta distribution for the latent placebo response shown in the bottom panel of Figure 6 has a very distinct "U"-shape.
Thus, initially (at week 1) placebo responses vary continuously, ranging from very weak to quite strong resulting in a placebo response distribution skewed in the direction of improvement. At week 2 the placebo responses still vary continuously, but we begin to see a segmentation into two groups where one group has little to no placebo response and the other group has much stronger and distinct placebo responses. If Prozac does not begin to have an effect before two weeks, as is generally believed, then it makes sense to attribute most of the observed outcome in Figure 5 and Figure 6 to a placebo effect. However, a skew-normal error was needed in the model to account for the right tail skewness evident in the histogram in Figure 6 . Perhaps this skewness is evidence of the beginning chemical effect of Prozac. Alternatively, a positive placebo effect might pull the distribution of the error in the direction of improvement which would cause a skewing to the right. Because the latent beta distribution in the week 2 changes is "U"-shaped and not skew right (as it was in the week 1 changes), the skewness added to the error may simply be accounting for the skewing effect of 
Ultra-Marathon Race
A histogram of the finishing times in the Skyline 50 kilometer Ultra-Marathon run on August 4, 2002 in Castro Valley, California is shown in top panel of Figure 7 . The histogram appears bimodal and one can postulate that perhaps the bimodality is due to a mixture of male and female runners. However, the bottom panel of Figure 7 shows separate nonparametric density estimates for males (solid curve) and females (dashed curve) each of which are bimodal. A natural latent regressor variable x in this example is the degree of training the runners underwent in preparing for the race.
If the latent regressor x represents the degree of training, then it may be reasonable to model x as a continuous variable representing the number of hours in training or the number of miles that were run to prepare for the race. On the other hand, a Bernoulli x may correspond to race participants belonging to two separate classes: elite competitive athletes and recreational athletes, for instance.
The ultra-marathon data set also has the age of the runners. After controlling for age and sex, the question remains whether there are two distinct classes of runners or if there is a continuous latent variable underlying performance in the ultra-marathon. A latent regression model and a finite mixture model (using the EM algorithm) were fit to the residuals. The EM-algorithm for the latent regression model using a beta distribution for the predictor was very sensitive to starting values in this case. During successive iterations of the EM algorithm, the beta parameters in the latent regression model were approaching zero. Therefore as the algorithm iterated, the beta
Ultra−Marathon Finishing Times
Time ( As can be seen, the latent regression density curve closely resembles the finite mixture density curve which visually appears to be a good fit to the residual distribution. In this example, the latent regression modeling of the data indicates the existence of two well-defined mixture components. We hypothesize that these two groups correspond to elite/serious runners and recreational runners.
Discussion
We have introduced a simple linear regression model with a beta-distributed latent It would be interesting to generalize the k-component finite mixture with a multiple latent regression model as well. For instance, in the placebo response example, once the drug Prozac begins to have an effect (after the first few weeks), it may be reasonable to introduce another latent regressor, x 2 say, in addition to a placebo effect regressor (x 1 ) into the model representing the effect of the drug. A related model for categorical data is the grade of membership (GOM) model where distinct latent classes do exist, but each unit in the population can be described as having a mixed membership in each of the classes (e.g. Woodbury et al., 1978; Potthoff et al., 2000; Erosheva, 2003) . A similar model is the latent Dirichlet allocation (Blei et al., 2003) . In the Dirichlet modelling of Grade of Membership models (Potthoff et al., 2000; Erosheva, 2003) , the latent predictors have a Dirichlet distribution subject to the constraint that x 1 + x 2 = 1 indicating that an individual's outcome is made up of mutually exclusive components that sum to 100%. However, in most regression settings, it usually does not make sense to have such a constraint. For instance, in the placebo-drug response example there does not seem to be any compelling reason to require that a subject's response due to drug to be perfectly (negatively) correlated with the person's placebo response. Perhaps the latent drug and placebo responses will be negatively correlated, but on the other hand, there could be a synergistic effect resulting in a positive correlation between drug and placebo response. Then again, perhaps the degree of a drug effect and a placebo effect are independent (i.e. x 1 and x 2 are independent). Thus, a more reasonable model for the joint distribution of x 1 and x 2 may be a bivariate beta distribution (Gupta and Wong, 1985; Olkin and Liu, 2003) which does not constrain x 1 and x 2 to sum to one.
Another extension of the latent regression model would be to accommodate multivariate and longitudinal outcomes. For instance, in the Prozac example, outcomes are measured weekly for 12 weeks. Current attempts to model a longitudinal outcome curve as a linear combination of a latent drug response and a placebo response curve have been unsuccessful due to the numerical complexity of the algorithms (e.g. high dimensional numerical integration).
Appendix
In this section we show that the non-degenerate latent regression model is identifiable based on the results of Bruni and Koch (1985) . The main result of Bruni and Koch (1985) does not directly apply to the latent regression model, but identifiability does follow from the lemma (p 1344) of Bruni and Koch (1985) as outlined below. We shall assume the latent regression parameters β 0 , β 1 , and σ > 0 are bounded. A continuous mixture of a normal with a distribution with density g can be expressed as 
for h = 0, 1, . . . , k and k = 0, 1, . . ..
Taking h = 0 and k = 1 for the latent regression model, it follows from (7) that λ 2 (x) = σ 2 1 = λ * 2 (x) = σ 2 2 . Now suppose, two latent regression random variables y 1 = β 0 + β 1 x 1 + 1 and y 2 = α 0 +α 1 x 2 + 2 have the same distribution, where x 1 and x 2 have beta distributions with parameters (a 1 , b 1 ), and (a 2 , b 2 ) respectively, and 1 and 2 have the same distribution.
Therefore, the characteristic functions of y 1 and y 2 , are equal. Because the errors 1 and 2 are independent of the beta random variables x 1 and x 2 respectively, the characteristic function can be factored and it follows that β 0 + β 1 x 1 and α 0 + α 1 x 2 have the same distribution. Therefore they have the same support which implies that either (i) β 0 = α 0 and β 1 = α 1 or (ii) β 0 = α 0 +α 1 and α 0 = β 0 +β 1 . In the former case x 1 and x 2 must have the same distribution. The latter case represents the equivalent representation of β 0 + β 1 x 1 by (β 0 + β 1 ) − β 1 (1 − x 1 ) mentioned in Section 2.
