The existing commercial programs for simulation of hydraulic fracturing (aka fracking, or frac) of gas (or oil) shale predict parallel vertical cracks to spread in vertical parallel planes, with no lateral branching. These cracks emanate from the perforation clusters on the horizontal wellbore casing, typically spaced 10 m apart or more. For such a large spacing, the rate of gas production observed at the wellhead can be explained only upon making the hypothesis that the large-scale (or regional) permeability of shale is (even at 3 km depth) about 10,000 times higher than the gas permeability of shale measured in the lab on drilled (nondried) shale cores under confining pressures corresponding to shale at the depth of about 3 km. This hypothesis has recently been rendered doubtful by a new three-phase medium theory that takes into account the body forces due to pressure gradients of pore water diffusing into the pores. This theory predicts the fracking to produce a dense system of branched vertical hydraulic cracks with the spacing of about 0.1 m. This value matches the crack spacing deduced from the gas production rate at wellhead based on the actual lab-measured permeability. It is calculated that, to boost the permeability 10,000 times, the width of the pre-existing open (unfilled) natural cracks or joints (whose ages are distributed from one to several hundred million years) would have to be about 2.8 lm (not counting possible calcite deposits in the cracks). But this width is improbably high because, over the geologic time span, the shale must exhibit significant primary and secondary creep or flow. It is shown that the creep must close all the cracks tightly (except for residual openings of the order of 10 nm) even if the cracks are propped open by surface asperities. The inevitability of secondary creep (or steady-state flow) is explained theoretically by activation of new creep sites at stress concentrations caused by prior creep deformation. The time of transition from primary to secondary creep is taken equal to the Maxwell time estimate from geology. The overall conclusion is that the 10,000-fold increase of large-scale permeability is most likely not pre-existing but fracinduced. Although this conclusion will make little difference for long-term forecasts, it would make a major difference for the understanding and control of the frac process.
Introduction
Extraction of gas (or oil) from deep shale strata is made possible by hydraulic fracturing (aka fracking). The steel casing of a horizontal section of the wellbore, at the depth of about 3 km, is perforated by clusters of shaped explosive charges. The perforations provide inlets for pressurized frac water. According to computer simulations, this causes one hydraulic fracture (or frac, crack) to grow vertically from each perforation cluster. Comparisons of gas production rates for various frac spacings along the horizontal wellbore ( Fig. 1 ) [1] indicated that the optimal spacing of these clusters (and fracs) is about 10 m (or up to 20 m).
Fracture mechanics studies show that the hydraulic cracks cannot branch. However, the 10 m spacing of the hydraulic fractures is so large that, according to the permeability values observed on slices of drilled shale cores tested in the laboratory, the gas extraction from shale would take about 100,000 years, as shown in Ref. [2] . Yet, in reality, it takes less than about 10 years.
To explain this perplexing discrepancy, it has generally been assumed that, despite the large tectonic stress in the shale stratum, there is a huge difference between the large-scale (or regional) permeability of shale and the small-scale (or local) permeability measured in the laboratory. To match the gas production rates observed at the wellhead, the large-scale permeability of shale must be assumed to be (even at a typical 3 km depth) about 10,000 times higher than the (properly measured) laboratory value (sometimes the permeability increase is said to be "only" 1000-fold or 100-fold, but this must be due to permeability testing on surface outcrops or in unrealistic conditions, e.g., without the correct triaxial confining pressures). The 10,000-fold discrepancy has been vaguely explained by pre-existing natural cracks and joints, whose typical spacing is roughly 0.1 m, and can be up to 1 m.
Here, it is argued that this explanation is dubious. The opening width of these natural cracks at the typical depth of 3 km must be zero or below 100 nm, which cannot contribute appreciably to the large-scale permeability. Rather, the explanation lies in the frac process itself, which is opening new as well as pre-existing cracks of approximately 0.1 m spacing. This process has been theoretically justified and predicted by the recently advanced three-phase medium theory [3, 4] .
Problematic Current Consensus
The question is whether or not large primary cracks can branch laterally, to produce hydraulic cracks of much smaller spacing. According to fracture mechanics, cracks can branch at the tip only if they propagate at a speed greater than about 40% of the Rayleigh wave speed [5, 6] . But the frac process is static, as it takes one to several hours. So, crack tip branching is impossible. Indeed, all the published calculations, as well as software, based on linear or cohesive fracture mechanics or the discrete element model (DEM), predict the propagation of parallel hydraulic cracks, a single crack per perforation cluster, and no branching (Fig. 1 ).
What is needed is an initiation and propagation of lateral vertical secondary cracks emanating from the walls of the primary vertical cracks, and of subsequent tertiary cracks emanating from the walls of the secondary cracks. However, according to linear elastic fracture mechanics (LEFM), no cracks can initiate from a smooth surface of the primary crack wall. Rocks, though, are quasibrittle materials, characterized by a large fracture process zone. So, one must use the cohesive (or quasibrittle) fracture mechanics, in which cracks are initiated when the material tensile strength gets exhausted. Lateral cracks in vertical planes normal to the primary vertical cracks will thus initiate if the normal stress parallel to the wall of the primary crack equals the tensile strength.
However, fluid pressure in a crack produces no tensile stresses along the crack walls (see, for example, Ref. [7] ). Consequently, commercial software (marketed, e.g., by Schlumberger or NSI technologies [8, 9] ) predict no lateral branching of the vertical primary cracks (often simulated as narrow crack bands if the software uses the discrete element model (DEM)). Thus, in accord with the existing commercial software, the consensus has been that no secondary cracks can form, and that the only cracks created by hydraulic fracturing are those emanating from the perforation clusters on the horizontal wellbore casing, which are 10 m apart or more.
This consensus has, however, led to a dilemma: Diffusion analysis based on the values of gas permeability of shale measured in the laboratory (typically on the order of 10 À21 m 2 ) [10] would predict the halftime of the history of gas production to be about 100,000 years, while the halftime of the gas production observed at the wellhead is just a few years [11] . Based on this evidence, it has been hypothesized that the large-scale permeability of shale mass ought to have a value about 10,000 times larger than the properly measured laboratory value (sometimes the increase is thought to be only 1000-fold or 100-fold, but this is likely due to oversimplified permeability testing).
As an explanation, the 10,000-fold increase of permeability has generally been attributed to the pre-existing system of natural cracks and joints. For a long time, no other explanation has been known, even though it has never been explained how at the depth of several kilometers, the natural cracks and joints in shale, tens to a few hundred million years old, could have kept their opening widths wide enough to cause such a huge permeability boost.
This general consensus has been challenged in 2016 by a new "three-phase medium" theory for hydraulic fracturing [3] , which takes into account the body forces caused by gradients of the pressure of water diffusing into the pores of shale in the vicinity of primary crack walls. Some previous studies of hydraulic cracks took into account the water leak-off into the shale, but not the loading of shale by the body forces due to pore pressure gradients generated by the leak-off. It was demonstrated that a loading by these body forces (modeled in finite element analysis as applied nodal forces) can indeed create tensile stresses along the crack faces, and that these stresses can more than offset the compressive tectonic stress. This initiates lateral cohesive cracks leading eventually to a dense branched system of vertical hydraulic cracks.
The fracture evolution of the branched system, calculated according to Ref. [3] , is displayed in Fig. 2 . It is remarkable that the rate of opening of new cracks with a finite fracture energy and strength (on the left) is slower by much less than an order of magnitude in comparison to the rate of opening of pre-existing, initially perfectly closed, natural cracks with zero fracture energy and zero strength. Obviously, overcoming the confining tectonic stress at 3 km depth is far more difficult than overcoming the material strength.
The concept essential for crack branching is the three-phase medium, in which the first phase is the solid, the second phase is the fluid in the propagating hydraulic cracks (with progressive damage at the crack front), and the third phase is the fluid in the pores of shale. The limit cases of this medium are the Biot twophase medium when the damage is nil, and the Terzaghi effective stress concept when the damage is complete.
Choice of Two Hypotheses
So, to explain the gas production rate at the wellhead, we must now make a choice between two hypotheses:
(1) Hypothesis I. There is no hydraulic crack branching (as predicted by current commercial software), but the preexisting natural cracks and joints have, prior to fracking, a sufficient opening width to boost the large-scale permeability of shale mass by about four orders of magnitude. (2) Hypothesis II. The pre-existing natural cracks or joints are either perfectly closed or too narrow to boost the largescale permeability, but the frac process opens the preexisting closed cracks and possibly also creates new hydraulic cracks in intact shale. This produces a dense system of branched cracks (Fig. 2 ) whose spacing and opening width suffice to boost the large-scale permeability by about four orders of magnitude.
Here it will be argued that the latter is far more likely. It will make a big difference for the understanding and control of the frac process, though little difference for the long-term forecasts of gas production.
Gas Permeability of Shale and Errors in Its Testing
This key property varies significantly from one shale to another. For one and the same shale, the measured permeability can vary Fig. 1 Parallel hydraulic cracks as predicted in current practice (a single crack per perforation cluster, with no branching), pictured before localization [2] even by orders of magnitude, depending on the method of measurement. Since attaining a steady state of gas flow takes a very long time, transient methods of gas permeability measurement are preferred. The pressure-decay profile method and the pulse-decay method both use a slice of a drilled core, and the third, the pressure-decay method, uses crushed rock. Regarding the first two methods, the following points should be noted:
(1) The shale is anisotropic. The gas escapes into the hydraulic cracks predominantly along the bedding planes, which are the planes of prevailing orientation of the nanoplatelets of clay minerals. The permeability in transverse direction, which is an order of magnitude lower, is, therefore, virtually irrelevant. (2) The permeability must be measured on drilled cores extracted from the shale stratum, typically at 3 km depth (the permeability of the surface outcrops can be orders of magnitude higher). (3) The microcracks in gas reservoirs must be closed (as argued later) because the shale has been, for tens of millions of years, under high overburden and tectonic pressures (and at temperatures around 80 C). The test specimens should be kept at that same temperature. They must also be subjected to the same confining pressure (about 40 and 80 MPa, at the depth of about 3 km) [13] , because pressure decrease is known to increase the gas permeability significantly [14] [15] [16] [17] [18] (by an order of magnitude for the data in Fig. 3(a) ). (4) Creep due to confining stress decreases the gas permeability [19] because it tends to close any flow nanochannels that may exist. Therefore, the confining stress should be applied for a long enough time (perhaps for 1 month) [17, 19] (see, e.g., the data in Fig. 3(b) ). (5) The permeability must be measured at an unaltered moisture state, i.e., at no drying, not only because the nanopore water content greatly hinders the gas flow but also because a pore water loss causes an increase of the effective compressive stress in the solid phase, and thus a decrease of pore widths [20, 21] . (6) The analysis of gas flow must take into account the slip flow, or Klinkenberg effect [22] [23] [24] [25] , in the nanopores that are not much wider than the gas adsorption layers on pore surfaces (this leads to a modified gas transport equation).
To make the tests easier, these conditions have often been disobeyed. Then the permeability of shale stratum may be overestimated by several orders of magnitude. Such simplified tests could be useful only if the ratio of conversion to the actual permeability value in the deep shale stratum were established a priori.
The measurements on crushed shale do not satisfy most of these conditions. Nevertheless, the permeability overestimation may be milder than with the other methods. The reason is that the shale gets fragmented along surfaces that pass through the largest pores, thereby eliminating these pores. Opening Width of Pre-Existing Natural Joints or Cracks Required by Hypothesis I A glaring question: To boost large-scale permeability 10,000 times, what should be the opening width of the pre-existing cracks or joints? (in the case of a crack filled by calcite deposit, one must consider a crack within the calcite or a crack between the calcite and the shale wall).
To answer it, imagine an array of pre-existing planar cracks of width h and regular spacing s, parallel to the bedding planes. These cracks connect two adjacent vertical primary hydraulic cracks at distance L ¼ 10 m (Fig. 4) . As confirmed by the present calculations, the required crack width is expected to be big enough to make the nanoscale slip flow (or Klinkenberg effect) negligible. Then, assuming a viscous (or Poiseuille) flow of gas, we can calculate the effective permeability of the crack system, per unit cross section area of shale, as follows:
Here, k t (<1, assumed to be 0.5) is the tortuosity factor. It accounts for the fact the crack surface is rough and that the gas flow is obstructed by asperities or fragments bridging the crack faces.
Consider now that the permeability of intact shale, measured properly in the laboratory, is
). Then, assuming k t ¼ 0.5, the ratio j h =j 1 ¼ 10,000 is obtained for the crack width
These opening widths are 24 or 240 times bigger, respectively, than the average width of the nanopores filled by kerogen with gas. How come that natural cracks of opening 2.89 lm or bigger are not evident in the lab, under the microscope? Doubtless it is because, during the extraction of the deep drilled core and its transfer to the surface, the cracks opened more. One of the reasons surely is the loss of confining pressure.
Can Gas Permeability be Inferred From Tests of Water Permeability in Deep Strata?
The "large-scale" water permeability measured in deep shale strata has been shown to be 2-4 orders of magnitude higher than the "local" water permeability measured on drilled cores in the laboratory [26] [27] [28] . The discrepancy is attributed to natural faults [29, 30] and is often claimed to explain the observed 10,000-fold boost in gas permeability. However, several differences between water and gas permeability negate this claim.
(1) By contrast to small slices of intact shale in the lab, the gas in deep shale mass moves as part of a two-phase transport of gas and water. Studies of such transport in shale, as well as coal [31] [32] [33] [34] [35] , show strong effects of viscosity, wettability, and surface slippage factor. Especially, they reveal an enormous gas permeability increase with a decreasing saturation degree (which is a behavior opposite to nanoscale water permeability). In the lab, usually the shale specimen is partially or fully dried. At depth, by contrast, the shale pores (excluding those occupied by compressed gas and organic matter, typically representing 5-20% of shale volume) are almost completely saturated by water. Its pressure equals the hydrostatic pressure for the particular depth, typically about 30 MPa (note that, as generally agreed, the pore water pressure in rock equals the hydrostatic pressure, up to the depth of at least 10 km). (2) The drying exposure in the lab can cause the gas permeability to increase by two orders of magnitude. (3) Transport of gas through water-filled pores is extremely slow, with effective permeability only about 10 À25 m 2 [36] [37] [38] . While for soluble gases, the transport through water occurs by molecular diffusion, the shale gas, mostly methane, tends to form nanobubbles because it is insoluble in water. This makes the gas permeability even lower. (4) The gas transport is further inhibited by the water blocking narrow throats on the flow passages through shale mass. The throats probably have the same width as the gas-filled pores in intact shale, which is 0.5-20 nm. Because the shale minerals are hydrophilic, part or all of the width of such throats must be filled and blocked by adsorbed water layers. How thick? Four layers on each of the opposite throat surfaces (each having one H 2 O molecule thickness, 0.263 nm) is a minimal estimate (because in cement hydrates, which are more hydrophilic, the adsorbed water forms five layers at saturation) (see, for example, Ref. [39] ). Thus, all the throats <2.1 nm wide are completely filled by adsorbed water, and even in throats <20 nm wide the adsorbed water plays a role. Now the point is that for gas nanobubbles, it must be next to impossible to move through the throats filled by adsorbed water layers, by displacing adsorbed water molecules which are far less mobile than free water molecules (as their lingering times attain about 10 5 periods of atomic thermal vibration). (5) The confining pressure, too, suppresses the gas phase permeability, and does so by several orders of magnitude [35] (although the absolute permeability suppression is several times less, due to the high compressibility of gas). To compare the permeabilities j rl and j rg of the liquid and gas phases, it is found [40] that, approximately, j rl / S n and j rg / ð1 À SÞ n where S ¼ saturation degree. (6) One more effect complicating the permeability measurements is the swelling of shale (and pores) caused by water imbibition [41] . This phenomenon may increase water permeability.
To conclude, the answer to the question posed in the heading must be no. 
Age of Pre-Existing Natural Fractures
To decide whether the natural cracks or joints, after being formed in some tectonic upheavals, could have remained open up to now, we must consider their age. The age of various deep shale strata varies between 100 and 300 million years. The natural fractures seen in the shale surely did not form during the last century. They must have been opened (or reopened) by various seismic or tectonic upheavals occurring at a roughly uniform frequency over the entire age of the shale formation.
Therefore, the average age of the natural cracks and joints must be at least 50 million years. Over such a time span, the creep and flow of shale cannot be neglected.
The past tectonic upheavals doubtless produced mostly shear cracks. Due to their roughness, the slip on the cracks is accompanied by dilatancy. The dilatancy leads to interrupted openings of the shear cracks or slip planes, propped by asperities in contact with the opposite faces. The question is whether these openings can be sustained, and for how long.
Creep and Flow of Shale on the Geologic Time Scale
Although some materials, such as perfect crystals or polycrystalline metals at low enough temperatures and not too high stress, do not creep, most others do, sedimentary, metamorphic, and polycrystalline rocks included. Creep of all materials under constant stress may generally be subdivided into three phases ( Fig. 5(a) ):
(1) The primary, or transient, creep, in which the creep rate is decaying; (2) the secondary, or steady-state, creep, also called the flow, in which the strain rate remains constant; and (3) the tertiary creep, in which the creep accelerates and leads to failure. The tertiary creep is not a strict materials property but is intertwined with a structural failure process dependent on geometry, and is irrelevant to our problem (since the shale stratum is not about to collapse).
Considering the geologic time span, we can generally describe the total creep (transient plus flow) of the lithosphere rocks under constant stress r by the equation
in which the last term expands the equation used in Ref. [42] ; ¼ total strain, g ¼ flow viscosity; and E, r, b, c, n, n, m, s 1 ,s 2 and s M ¼ material constants to be determined from laboratory tests and geologic observations (they all depend on temperature); E is the instantaneous elastic modulus (for the sake of simplicity, the shale is considered as isotropic, with E characterizing the stiffness in the vertical direction).
The first two terms, of exponents n and m, represent the primary (or transient) creep, and the last term the secondary, steady-state, creep (or flow). The linear dependence of ðtÞ on r in primary creep is a simplification, but probably an acceptable one (especially for the initial creep), and Boltzmann's superposition principle is approximately applicable, as widely accepted in geology for the rocks in the lithosphere [43, 44] .
The term with exponent n, and s 1 % 1 day, gives the shortterm, rapidly decaying, part of transient creep (in which the number of initially activated creep sites is getting exhausted fast). According to the published creep measurements on Haynesville and Eagle Ford shales, most of which lasted only a few hours [45, 46] and others only several weeks [47] , the exponent, n, of the initial transient creep of shale appears to lie between 0.05 and 0.20. For n ¼ 0.05, which is the value observed in Refs. [45] [46] [47] , the initial creep is very close to the logarithmic creep, which was previously considered for the lithosphere rocks in general [42] .
the fastest creep rate decay, this value is used here, to get a conservative, minimalist, estimate of crack closure.
Geologic evidence [42, 43] , based mainly on postglaciation rebound of the Earth mantle, suggests that exponent m of the second primary creep term is much higher, between 1/3 and 1/2, the former corresponding to what is known as the Andrade creep law [42, 43] . Since the effective viscosity decreases with depth, the value of 1/3 seems more realistic for the upper lithosphere, and is used in the present calculations for the minimalist assessment of crack closure.
As sketched in Fig. 5(a) , the transient (or primary) creep eventually transits to the secondary, steady-state, creep, or viscous flow, which is given by the last term in Eq. (3) having the time exponent of 1. According to the geologic literature [48] [49] [50] , the stress exponent, r, in steady-state creep is between 2 and 3.
Based on geologic studies (see, for example, Ref. [44] ), the transition from primary to secondary creep is doubtless gradual and is centered at a time characterized approximately by the Maxwell time, s M ¼ g=E, which represents the time at which the flow strain becomes equal to the elastic strain, r=E. On the other hand, some laboratory studies suggest that the transition to steady-state creep may be centered at a certain fixed strain (approximately 0.01) rather than at a fixed time, s M , regardless of the applied constant stress [43] . Accordingly, the higher the sustained stress, the shorter would be the transient creep stage. This issue, however, is unimportant for the present conclusions. 
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The higher limit is a conservative choice for estimating the maximum possible time to crack closure. The foregoing broad range of s M is here considered to compensate for various uncertainties. For example, it is hard to determine how much of the viscous resistance of the mantle is contributed by the lithosphere (i.e., the Earth crust plus asthenosphere, or the upper mantle). For processes of shorter durations, the lithosphere is in geology considered as elastic (or viscoelastic), and subject to brittle fracture, but for stresses of long enough durations, it surely exhibits flow.
Along the lithosphere (consisting of the crust and upper mantle), the segments of (not too hot) crystalline (igneous) rocks would probably exhibit little creep or flow, even over a 100 million years span. Since the series coupling of various segments along the mantle implies summation of their inverse viscosities [43] , the viscosity of the shale segments is doubtless much lower than the average. This means that the estimate of s M in Eq. (4) is probably very much on the high side.
Further, note that the temperature increase with increasing depth in the lithosphere reduces the viscosity of solid rock by about an order of magnitude. Hence, the tectonic force must be concentrated approximately in the upper layer of the lithosphere, of about 10 km in thickness. Since the viscosities are additive in parallel coupling, this again implies that the viscosity of the layer should be much higher than its average over the whole thickness of the lithosphere.
In the logarithmic plot of Fig. 5(c) , the initial primary (or viscoelastic) strain growth (i.e., the primary creep) is shown as the initial straight line of slope n ¼ 0.05. This slope transits to slope m ¼ 0.3 of the second part of primary creep. Then, centered at s M , the primary creep gradually transits to viscous flow, or secondary creep, which finally approaches a straight line of slope 1. To cover all possibilities, we consider in calculations three orders of magnitude of Maxwell times s M ¼ 10 3 ; 10 4 ; 10 5 years
As for s 2 , a reasonable value should be close neither to s M nor to s 1 . It should be somewhere in the middle between s M and s 1 in the log t scale. So, we will use
; 10 2 ; 10 5=2 years (6) with 1000 years as the mean guess (in Fig. 5 , neither the different values of s 2 nor the two terms of primary creep are distinguished, to keep the trends uncluttered; distinguishing them would make a negligible difference).
Proposed Mechanism of Shale Creep and Its Transition From Primary to Secondary Creep
The transition of primary creep to steady-state flow of shale and of other lithosphere rocks at temperatures far below melting has never been experimentally observed, and never will. So, the transition must be explained theoretically. Proposed here is a nanoscale mechanism justifying this transition.
For polycrystalline metals, specific simple examples of the atomistic creep mechanism are the Nabaro-Herring theory [51] of bulk vacancy diffusion within the crystal grains, the Coble theory of vacancy diffusion along grain boundaries, and the Harper-Dorn theory of vacancy controlled dislocation climb [52] . In shale (like in hydrated cement), the atomistic mechanism of creep is more complicated. It probably consists mainly of progressive nanoscale slips between adjacent nanoplatelets of clay minerals.
In general, the increments of creep deformation are caused by breakages and restorations of interatomic bonds at sites of high stress concentration, which may be called the creep sites (they are marked by x-points in Fig. 6, where (a) and (b) give the view normal to bedding planes, (c) the view across the bedding planes, with the short lines showing the clay nanoplatelets). After each slip, bond restorations must occur, or else the unloading stiffness would decrease (which would be the case of material damage rather than viscoelasticity). The breakages relax the stress concentration in the nanostructure. By transferring the applied load to nearby locations, the slips due to bond breakages must be assumed to create new creep sites of high stress concentration (Figs. 6(a) and 6(b) on the right).
In primary creep, the creep rate decays as the number, 1 , of initially activated creep sites per unit volume of material and per unit time is gradually getting exhausted (Fig. 6) . If no new creep sites with high stress concentrations were created, no creep sites would soon be left and the creep would eventually stop. This is unlikely, though.
During a creep deformation increment, the stress concentrations under constant load are getting transferred to new locations, which creates new creep sites (Figs. 6(a) and 6(b) on the right). So (Fig. 6) . Thus, the secondary creep appears to be inevitable. The only question, yet the most difficult one, is when this transition occurs.
Closure of Open Cracks Propped by Asperities Over Geologic Times
The shale is typically intersected by systems of approximately parallel and equidistant natural cracks or joints. In surface outcrops, these cracks or joints look to be open. So, they do on the deep drilled cores brought to the surface, as the confining pressure is reduced to zero. But they were doubtless tightly closed before being cored from the deep stratum.
The spacing of natural cracks or joints varies, among different sites, from about 0.1 m to 1 m or more [53] . Let us now examine whether a pre-existing natural crack or joint could have a wide enough opening and keep it for a long enough time.
Estimate of Closing of Elliptical Channel. To this end, consider an infinite two-dimensional space in plane strain, containing an elongated elliptical hole of length 2a and maximum width h ¼ 2b. The hole is imagined to represent the cross section of a pre-existing flow channel (Fig. 7) . For simplicity of calculations, consider the shale as isotropic, with elastic modulus E ¼ 16.7 GPa and Poisson ratio ¼ 0.3. Imposed at infinity are the horizontal principal tectonic stresses, r h ¼ 30 MPa and r H ¼ 40 MPa. The major axis of the ellipse is normal to the smaller tectonic stress, r h .
The initial elliptical hole (Fig. 7) , considered to have been created tens of millions of years ago, could not have had proportions that would make it collapse immediately. We assume that a > b where a and b are the major and minor axes of the ellipse (in the x and y directions, Fig. 7 ). Stress r yy at the sharper apex must exhaust neither the compression strength, f c , nor the tensile strength, f t , and the same applies to the flatter apex. According to Inglis' solution [54, 55] , the conditions for the stresses at the apices are
where both f t and f c are positive, while stresses r xx and r yy are positive for tension and negative for compression. We expect the decisive inequality to be r yy > f c at the sharper apex (which is checked later). Thus, we have for the aspect ratio a/b the limitation
Consider the shale to have the short-time uniaxial compression and tensile strengths f (11) yields the following maximum possible aspect ratio of the initial elliptical hole (or fluid flow conduit):
Checking with this ratio a/b, the remaining three inequalities in Eqs. (9) and (10), one finds them satisfied. Note that the strength limits restrict only the initial shape of the elliptical hole but not its size.
Although the initial small deflections due to elasticity and initial primary creep could be obtained analytically, we are interested in the complete closing of the hole, for which finite strains must be considered. The finite element software ABAQUS, having the facility to simulate the contact of opposite faces of the collapsing hole, has been used for this purpose.
Since, in view of all the other crude approximations, high accuracy is not needed, it suffices to treat the creep and flow deformations as the elastic deformation for effective modulus E ef ðtÞ ¼ 1=JðtÞ and a constant Poisson ratio, where JðtÞ ¼ ðtÞ=r ¼ compliance function of shale. For the sake of simplicity, we consider the creep to be linearly viscoelastic, defined by the compliance function based on Eq. (3) for r ¼ r h , i.e., 
These time estimates represent upper bounds. In reality, the times to close the hole would be much shorter because we neglected the increased flow due to stress concentrations near the ellipse surface, especially near the sharper apex (where r yy ¼ 123 MPa ¼ 4:11r h ). These concentrations would make the nonlinear flow term much greater, and thus the times to closing much shorter (according to the assumed creep law). However, an accurate calculation of creep closing times is not important because even the upper bounds in Eq. (14) represent small fractions of the average age of natural cracks in the shale stratum (>50 million years).
Estimate of Closing of Propped Flat Crack. Another case that can be easily calculated is a flat open crack of a large extent propped by surface asperities, formed during its creation by some seismic event in the distant past. To allow simple calculation, consider the two-dimensional plane-strain problem of an infinite initial crack of width h c in an infinite plane, propped at intervals L g by pillar walls of width L p ; see Fig. 8 . The shale properties are the same as before.
The pillar walls are subjected to the average compression stress r p much higher than r h . Therefore, a compliance function with a greater flow term is considered for the pillar walls
while J(t) according to Eq. (13) is considered for all the rest, i.e., the increased flow due to the stress concentrations near the corners is neglected, which causes the closing times estimate to be an upper bound. The maximum possible ratio L g =L p is such that the pillar wall is at the limit of crushing, i.e., the stress in the pillar walls would not exceed the compression strength f c . This condition yields L g =L p ¼ 4.
The ABAQUS finite element program with finite strain and a contact algorithm was used to calculate the progressive closing of the cracks; see Again, it is found that the pillar walls, simulating crack surface asperities, cannot prevent crack closure over a time period that would matter. In summary, although the existence of a steady-state flow of shale over a 100 million year time span is, and will remain, unproven by direct observations, it must logically be expected-based on analysis of various geological observations, on analogies with many other materials, and on micromechanical considerations. It would be farfetched to assume the pre-existing natural cracks and joints in shale to have, at 3 km depth, a width sufficient to enhance the large-scale gas permeability appreciably.
Minimum Pore or Crack Width at Nanoscale
It should be pointed out, though, that there exists a certain maximum nanoscale opening width of natural cracks that can be sustained even over tens of millions of years. This is demonstrated by the fact that the pores and channels filled by kerogen and gas have a finite width, distributed between 0.5 nm and about 20 nm, with 7 nm as the average. Why do they not close?-Because the closure is resisted by development of high pressure in the entrapped kerogen and gas, equal to the tectonic stress (to realize the magnitudes, note that, according to the ideal gas equation, the pressure in a spherical gas-filled pore of diameter 100 nm increases from the atmospheric pressure of 0.1 MPa to 40 MPa if the diameter is reduced to 13.6 nm).
The gas-filled nanopores or nanochannels, representing 5-20% of volume in various types of gas shale, are the source of the local permeability of shale. This permeability suffices to explain the observed gas output when the hydraulic cracks are considered to be roughly 0.1 m apart [2] . But such nanochannels can make virtually no contribution to the gas output when the hydraulic cracks are assumed to be 10 m apart.
Sealing of Pre-Existing Natural Cracks by Calcite
Independently of the foregoing creep analysis, one other phenomenon, which alone suffices to render Hypothesis I dubious, is the tight filling of open cracks by calcite [53, 56, 57] . When the drilled cores are brought to the surface, the natural cracks or joints might seem not be filled by calcite tightly. But, under the confining pressures in deep shale strata, they probably are, and thus cannot increase the large-scale gas permeability.
In geologic history, the filling by calcite must have been completed before the cracks, freshly created by some tectonic event, could have been closed by creep. It follows that the time needed for the tight filling of natural cracks by calcite is negligible compared to the average age of natural cracks.
Note: Before closing, we may digress to granite. Aside from instability of parallel crack systems, the lack of sufficient porosity and pore connectivity now appears to be another reason why a branched hydraulic crack system could not be produced in hot granite, as a means to harness geothermal energy for generating electricity [58] [59] [60] . But it should work if the hot rock is sufficiently porous.
Conclusions
(1) Hypothesis I, which posits that pre-existing natural cracks and joints boost the large-scale permeability of shale by about 4 orders of magnitude compared to the permeability measured on deep drilled cores, is not the only way to explain the observed gas production history from wells in which the spacing of perforation clusters is about 10 m. (2) Recently, an alternative explanation, Hypothesis II, emerged. It is based on the recent development of a threephase medium theory for hydraulic fracturing. This theory, which takes into account the body forces due to pressure gradients of pore water diffusing (or leaking) from the primary hydraulic cracks into the shale, predicts the development of a branched system of vertical hydraulic cracks with the spacing of about 0.1 m. With such a crack spacing, the observed gas production rate can be explained without postulating any huge large-scale permeability enhancement. (3) Hypothesis I is predicated on assuming the pre-existing natural cracks or joints to be empty and have an opening width of at least 2.8 lm. A much bigger width would be necessary if these cracks or joints were perfectly saturated by water. (4) Opening widths > 2.8 nm are highly improbable because, over the span of 100 million years or more, the shale most likely exhibits secondary creep or flow. This flow would have had to close the cracks tightly (except the cracks less than about 100 nm wide which, however, cannot have an appreciable effect on the rate of gas production from primary hydraulic cracks spaced about 10 m apart). (5) Because of primary and secondary creep, a flow channel in shale, with a cross section approximated as an ellipse, must get closed in much less than within mere 210,000 years for the expected Maxwell time and within 9,390,000 years for the extreme estimate of Maxwell time. For a flat crack propped by rectangular pillar walls, the corresponding closure times are 5500 years 256,000 years, respectively (due to simplifications of analysis, all these times are mathematically upper bounds, in view of the assumptions made).
(6) The existence of secondary creep in shale or other rocks over geologic time span appears necessary if one realizes that every increment of creep deformation must not only deactivate some creep sites but also activate new ones. Denying it would be tantamount to a denial of activation of new creep sites. 
Appendix: The Question of Pre-Existing Natural Cracks Permanently Filled by Water or Organic Fluids
One cannot rule out the possibility that the tectonic upheaval in distant past might have created a crack or hole that got completely filled by pressurized water before the tectonic stress could close it. If the water pressure equaled the tectonic stress, creep closing of the crack would be prevented. However, one may note two objections: (1) Could such a water-filled pressurized crack avoid getting filled by calcite? and (2) could it provide effective transport of shale gas from the nanopores to the primary hydraulic cracks spaced 10 m apart or more? Both seem very improbable, for two reasons.
First, deposition of calcite in open cracks seems to be a general feature, and incomplete filling probably exists only after the drilled core has been brought to surface. As recent scanning electron microscope (SEM) observations on fractured Barnett shale [53, 56] illustrate, nearly all natural cracks are very narrow and filled by calcite completely. Those which are wider than 10 mm are rare, highly tortuous and spaced about 100 m apart, and thus could not convey much gas to primary cracks > 10 m apart.
Second, geologists know that, down to at least 10 km in depth, all cracks are saturated and, in the case of shale, contain a mixture of water and organic matter (kerogen and gas, for the most part methane). However, Hildebrand et al. [36, 37] surmised that the gas permeability of such completely saturated pores (which is not the case of fresh hydraulically produced cracks) is extremely low, apparently as low as 10 À25 m 2 (or about 10 À10 mD). In that case, the contribution to the gas production rate would be negligible. It would be hard to explain the relatively fast transport of gas through the new hydraulic cracks toward the well casing.
