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R´ esum´ e
On propose une analyse de la robustesse des ´ equilibres de Nash dans le
cadre d’un m´ ecanisme Bay´ esien incitatif. On met en valeur une contrainte de
robustesse comme ´ el´ ement de r´ eponse au probl` eme de rationalit´ e individuelle
(interm´ ediaire) selon 1/ une approche conceptuelle des propri´ et´ es de la solu-
tion d’´ equilibre et 2/ une approche algorithmique du protocole et des ´ etapes
calculatoires.
1 Introduction
Dans ce travail, on pr´ esente une impl´ ementation algorithmique et une approche
conceptuelle en th´ eorie des jeux ` a partir de la th´ eorie des m´ ecanismes. Alors que
la th´ eorie des jeux concentre la majeure partie des travaux de recherche sur les
conceptsrelatifsaux ´ equilibresdejeuxnoncoop´ eratifs,lessolutionsdesjeuxcoop´ eratifs,
lath´ eoriedesm´ ecanismesetles ´ equilibrescomp´ etitifs,Cozic(2004)montrequeces
avanc´ eessontrelativementind´ ependantesdesalgorithmespermettantded´ eterminer,
effectivement, un ´ equilibre ou une solution sp´ eciﬁque. Il prend l’exemple de la
d´ etermination de l’existence d’un ´ equilibre de Nash (1951) ` a n joueurs dont la
d´ emonstration est essentiellement ax´ ee sur le th´ eor` eme des points ﬁxes de Kaku-
tani (Glicksberg (1952)). Il en est de mˆ eme pour la th´ eorie de l’´ equilibre g´ en´ eral de
Arrow-Debreu (1954) dont la d´ emonstration du th´ eor` eme d’existence est ´ elabor´ ee
` a partir du th´ eor` eme de Brouwer lequel est un cas particulier du th´ eor` eme de Kaku-
tani.Cozic(2004)expose,donc,diff´ erentesapprochesalgorithmiquesdelad´ etermination
d’un ´ equilibre de Nash1. Une approche algorithmique en th´ eorie des jeux n´ ecessite
Ce travail est une partie de ma th` ese sous la direction du Professeur Christian Montet. Je remer-
cie mon directeur de th` ese, Mabel Tidball, Charles Figui` eres et Rapha¨ ele Pr´ eget pour le temps pass´ e
sur ce travail.
1On peut citer l’algorithme de Lemke-Howson (1964) en exemple pour la d´ etermination d’un
´ equilibre de Nash ` a 2 joueurs.
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un point de r´ ef´ erence. Cette r´ ef´ erence peut ˆ etre : 1/ le mod´ elisateur qui ﬁxe les
r` egles du jeu et calcule les solutions envisageables en termes d’´ equilibres 2/ le
joueur qui agit selon son comportement , ses pr´ ef´ erences, ses croyances et les al-
ternatives dont il dispose 3/ le r´ egulateur du jeu qui ﬁxe les objectifs et ´ elabore les
r` eglesdujeu ` al’aidedecontraintesincitativestenantcomptedeschoixpossiblesdes
joueurs. On adopte une approche d´ ecisionnelle permettant l’impl´ ementation d’un
m´ ecanisme incitatif (Myerson (1979), (1991) et Jackson (2000)) ` a la mani` ere d’un
r´ egulateur. On traite plus particuli` erement de la th´ eorie des m´ ecanismes Bay´ esiens
en tentant de mˆ eler les probl` emes de d´ etermination d’une solution Pareto efﬁciente
avec la complexit´ e d’impl´ ementation d’un m´ ecanisme de maintien de la rationna-
lit´ e et de la robustesse (du point de vue des jeux ` a somme nulle) de l’´ equilibre.
L’objectif est de d´ eterminer un ´ equilibre de Nash comme une valeur de maxmin
qui converge vers une solution efﬁciente sur l’enveloppe convexe2 de l’ensemble
des r´ ealisables incitatifs en conservant ses propri´ et´ es. Pour cela, on utilise une ap-
proche par l’impl´ ementation volontaire (Ma, Moore and Turnbull (1988), Maskin
andMoore(1999)etJacksonandPalfrey(2001)).L’impl´ ementationvolontairepose
le probl` eme de g´ en´ erer une solution qui n’est pas n´ ecessairement Pareto efﬁciente
au sens de Myerson (1979) mˆ eme si elle est robuste. De plus, rien ne garantie que
le protocole de communication issu du m´ ecanisme soit robuste ` a toute manipula-
tion strat´ egique de l’information priv´ ee (free riding). On s’interroge, donc, sur la
r´ ealisation d’un tel m´ ecanisme en comparant la matrice des signaux avec l’infor-
mation issue du syst` eme de corr´ elation. Le probl` eme pos´ e est : dans quelle me-
sure la robustesse du protocole d’un m´ ecanisme Bay´ esien d’impl´ ementation vo-
lontaire peut imiter la structure d’information d’un syst` eme de corr´ elation? A la
suite d’un survol des diff´ erentes propri´ et´ es conceptuelles de jeux non coop´ eratifs,
des algorithmes relatifs aux m´ ecanismes et syst` emes de corr´ elation, on illustre les
probl` emes d’efﬁciences, de rationnalit´ e Bay´ esienne et de robustesse de la structure
d’information. Ces probl` emes sont ` a la base du probl` eme d’impl´ ementation d’un
tel m´ ecanisme. On en d´ eduit que le r´ egulateur doit permettre l’impl´ ementation vo-
lontaire d’une solution au probl` eme de maintien de la rationnalit´ e Bay´ esienne qui
converge vers l’enveloppe convexe de l’ensemble des r´ ealisables incitatifs. La struc-
tured’information(Gossner(2000))issuedel’impl´ ementationvolontaireBay´ esienne
doit simuler un processus de corr´ elation au sens de Gossner (1996, 1997, 1998,
1999) et Lehrer and Sorin (1997).
2 Approche conceptuelle
Dans l’approche conceptuelle des ´ equilibres de Nash des jeux non coop´ eratifs,
on peut diff´ erencier les jeux non coop´ eratifs en deux grandes familles de jeux : les
jeux ”coordonn´ es” et les jeux ”antagonistes” (Beaud (1999 et 2002)).
2Not´ ee Conv (:) cf. annexe. Pour plus de d´ etail sur l’analyse convexe, des ´ el´ ements de Topologie
et le th´ eor` eme des points ﬁxes de Kakutani se r´ ef´ erer ` a Glicksberg (1952), Rockafellar (1970) et
Montet and Serra (2003) pour une Appendix r´ esumant les concepts topologiques de base relatifs ` a
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2.1 Notations
N = f1;2g est l’ensemble des joueurs. On d´ esigne par Si l’ensemble des
strat´ egies du joueur i. ui est la fonction de gain du joueur i de sorte que : ui :
S = Si  Sj ! R, 8i;j 2 N, pour i 6= j.
2.2 Jeux ` a deux joueurs ` a somme nulle
La premi` ere classe de jeux ` a deux joueurs est celle des jeux ` a somme nulle.
Un jeu ` a deux joueurs ` a somme nulle se repr´ esente par les paiements des joueurs
u1;u2 2 R2 tels que : u1 + u2 = 0. Dans cette repr´ esentation, u1 et u2 sont
diam´ etralement oppos´ es. Th´ eoriquement le joueur 2 c` ede u(a) au joueur 1 lorsque
l’on r´ esume les paiements des deux joueurs ` a u et leurs actions ` a a 2 A.
2.2.1 D´ eﬁnitions
Comme le pr´ ecise Beaud (1999 and 2002), l’issue d’un jeu de ce type r´ eside
dans le comportement des joueurs rivalisant pour l’appropriation d’un gain le plus
´ elev´ e possible : les joueurs cherchent ` a maximiser leurs gains. De ce point de vue,
lorsque le joueur 2 c` ede un certain montant de gains au joueur 1, alors le joueur 1










au joueur 1. On parle de strat´ egies de s´ ecurit´ e respectivement de maxmin et minmax
du jeu ` a deux joueurs ` a somme nulle.
D´ eﬁnition[Jeux ` adeuxjoueurs ` asommenulle]:(inMontetandSerra(2003)).Un
jeu ` a deux joueurs ` a somme nulle sous forme strat´ egique peut ˆ etre d´ ecrit par le tri-
plet (A1;A2;u) avec u la fonction de paiement que le joueur 1 tente de maximiser
et que le joueur 2 tente de minimiser lorsque leurs pr´ ef´ erences sont diam´ etralement
oppos´ ees.
Cette premi` ere d´ eﬁnition entraˆ ıne le r´ esultat selon lequel le maxmin et le min-









u(a1;a2). Il n’existe pas n´ ecessairement
une valeur commune pour tous les jeux ` a deux joueurs ` a somme nulle. Les jeux
disposant d’une valeur commune sont dits ”inessentiels”. Le r´ esultat du jeu est,
alors, caract´ eris´ e par un couple de strat´ egies de s´ ecurit´ e optimale not´ e (a
1;a
2) so-







bilit´ e3 de d´ eterminer une valeur unique commune pour les jeux ` a deux joueurs ` a
somme nulle, lorsque l’on ´ evolue avec des strat´ egies pures, implique l’introduction
d’actions mixtes caract´ eris´ ees par une distribution de probabilit´ e assign´ ee de fac ¸on
al´ eatoire aux actions des joueurs. Consid´ erant Si comme l’ensemble des actions






s1 (a1)s2 (a2)u(a1;a2), 8s1 2 S1 et 8s2 2 S2. Le r´ esultat,
3Lorsquelejeun’apasdevaleur,ilestditnonconvergeantentermed’esp´ erancespourlesjoueurs
etlesstrat´ egiesdes´ ecurit´ enesontplusoptimales.Lejoueur1etlejoueur2peuventinteragirdesorte
que les gains respectifs se proﬁlent de la fac ¸on suivante : max
a12A1
u(a1;a




v2 et ne convergent jamais (Moulin (1975 et 1986)).2 APPROCHE CONCEPTUELLE 4
alors, historique du th´ eor` eme du minmax de von Neumann (1928) s’exprime en ces
termes :
Th´ eor` eme [unicit´ e de l’´ equilibre] : Un jeu ` a deux joueurs ` a somme nulle
dispose d’un unique ´ equilibre si et seulement si il dispose d’une valeur unique.
L’´ equilibre (a
1;a
2) est calcul´ e en tant que point selle de la fonction de gain :




1;a2). (in Montet and
Serra (2003)).
Th´ eor` eme [von Neumann (1928)] : Pour g un jeu ﬁni ` a deux joueurs ` a somme
nulle, on a un jeu G poss´ edant au moins une valeur d’´ equilibre en strat´ egies mixtes
repr´ esentant la paire des strat´ egies optimales de s´ ecurit´ e par des points selles de




















D´ eﬁnition : Une strat´ egie optimale pour i lui assure un gain au moins aussi
important que le maxmin du jeu ` a deux joueurs ` a somme nulle G, 8i;j 2 N, et
8i 6= j.
2.2.2 Propri´ et´ es
L’ensemble des ´ equilibres de Nash du jeu est not´ e N (G) et l’ensemble des
gains d’´ equilibre est not´ e NP (G). Partant de ce principe, Beaud (1999) ´ etablit les
propri´ et´ es suivantes :




un jeu ` a deux
joueurs ` a somme nulle, alors :
i- NP (G) = fvg
ii-N (G)estconvexelorsqueS1 et S2 sontconvexesetpourchaque(s1;s2) 2
S1  S2 ; de ce fait, u est quasi-concave en s1 et quasi-convexe en s2
iii- Les ´ equilibres sont interchangeables en ce sens que, lorsque (s1;s2) et
(s0
1;s0
2) sont des ´ equilibres, alors, (s1;s0
2) et (s0
1;s2) sont, ´ egalement, des ´ equilibres
2.2.3 Exemples
Soient le jeu du pile ou face (a) (Matching pennies game) et le jeu Pierre, Papier,
Ciseaux (b) (Rock, Paper, Scisor). Cette classe illustre souvent un probl` eme d’in-
existence des ´ equilibres de Nash en strat´ egies pures. Cependant, il est possible de

































En ce qui concerne les jeux ` a somme constante : u1 + u2 =constante, il est
souvent admis que ce type de jeu poss` ede par extension certaines propri´ et´ es des
jeux ` a deux joueurs ` a somme nulle ( Friedman (1989), Owen (1995), Beaud (1999
et 2002) et Montet and Serra (2003)), mais cela ne constitue pas une r` egle. En effet,2 APPROCHE CONCEPTUELLE 5
si certains jeux ` a deux joueurs ` a somme non nulle poss` edent ces propri´ et´ es, il en
existe, ´ egalement, qui ne poss` edent pas de telles propri´ et´ es : les jeux coordonn´ es.
2.3 Jeux coordonn´ es
Parmi les jeux ”coordonn´ es”, on peut citer le jeu de la bataille des sexes (c)
(Battle of the sex) qui traduit une forme de coordination entre les joueurs avec une
diff´ erenciation possible du type4. Il existe deux ´ equilibres de Nash du jeu (a1;a2)
et (A1;A2). L’issue de d´ esaccord qui est une valeur de s´ ecurit´ e est l’issue (a1;A2).
Le jeu de l’assurance (d) (Assurance game) dispose de deux ´ equilibres de Nash
(a1;a2) et (A1;A2) 5. Ces deux issues sont deux ´ equilibres de Nash mais seule
l’issue (A1;A2) est une valeur de s´ ecurit´ e. De plus, l’incitation ` a la d´ eviation uni-
lat´ erale est trop faible pour constituer une menace. Enﬁn, le jeu de la poule mouill´ ee
(e) (Chicken game) qui est une variante du jeu colombe-faucon (Hawke-dove game)
est, ´ egalement, un jeu coordonn´ e6. Les deux ´ equilibres de Nash du jeu sont (A1;a2)
et (a1;A2) alors que l’issue de s´ ecurit´ e est (A1;A2).
























Cesexemplesdejeuxcoordonn´ esmontrentquelacorrespondanceentre ´ equilibre
de Nash et valeur de s´ ecurit´ e n’est pas syst´ ematique et mˆ eme lorsque cette corres-
pondanceexiste,l’incitation ` alad´ eviationesttropfaiblepourquel’issuedes´ ecurit´ e
soit un unique ´ equilibre de Nash (1951). Quelles sont les classes de jeux v´ eriﬁant
les propri´ et´ es affaiblies des jeux ` a somme nulle?
2.4 Jeux antagonistes
2.4.1 Classes de jeux
On parlera de jeux de type A pour les jeux strictement comp´ etitifs, de type
B pour les jeux unilat´ eralement comp´ etitifs et de type C pour les jeux faiblement
unilat´ eralement comp´ etitifs en r´ ef´ erence ` a Beaud (2002). La classe des jeux de type
A est la premi` ere classe de jeux ` a deux joueurs ` a somme non nulle introduite par
Friedman (1983) pour g´ en´ eraliser les jeux ` a deux joueurs ` a somme nulle. Cette
classe ´ etait d´ ej` a connue, comme le pr´ ecise Beaud (1999 et 2002), notamment dans
les travaux de Moulin (1976).




est un jeu strictement
comp´ etitif si 8s;s0 2 S, on a :
u1 (s)  u1 (s
0) () u2 (s)  u2 (s
0)
4Ce jeu peut reﬂ´ eter une situation de coop´ eration sur des salaires ou sur le d´ eveloppement de
technologies entre deux ﬁrmes.
5Ce jeu peut illustrer une course ` a l’armement entre deux pays sachant que ces deux pays
pr´ ef` erent ne pas s’engager dans la course (a1;a2) mais, n´ eanmoins, ont une faible incitation ` a s’en-
gager s’ils supposent que le rival en fait autant (A1;A2).
6Pouvant illustrer des situations de coop´ eration bas´ ees sur des concessions entre les joueurs.2 APPROCHE CONCEPTUELLE 6
Ce jeu implique que lorsque le joueur 1 pr´ ef` ere le couple de strat´ egies s au
couple s0 alors le joueur 2 pr´ ef` ere le couple de strat´ egies s0 au couple s. De cette
premi` ere d´ eﬁnition, on d´ eduit qu’un jeu ` a deux joueurs ` a somme nulle est de type
A, mais la r´ eciproque n’est pas v´ eriﬁ´ ee. Kats and Thisse (1992) ont g´ en´ eralis´ e la
notion de jeux strictement comp´ etitifs par les classes de jeux de type B et C, en ne
consid´ erant que les changements unilat´ eraux de strat´ egies. La classe de jeux de type
C traduit, en plus, un relˆ achement des conditions en ce sens que si un changement
unilat´ eral de strat´ egies entraine un gain stricte pour le joueur i, alors ce changement






comp´ etitif si 8i 6= j et 8si;s0
i;sj 2 S, on a :
ui (si;sj)  ui (s
0
i;sj) () uj (si;sj)  uj (s
0
i;sj)




est un jeu faiblement
unilat´ eralement comp´ etitif si 8i 6= j et 8si;s0
i;sj 2 S, on a :
ui (si;sj) > ui (s
0




ui (si;sj) = ui (s
0
i;sj) =) uj (si;sj) = uj (s
0
i;sj)
Par d´ eﬁnition tout jeu de type A est un jeu de type B et tout jeu de type B est un
jeu de type C mais la r´ eciproque n’est pas v´ eriﬁ´ ee. Il existe d’autres d´ eclinaisons
des jeux antagonistes pr´ esent´ ees dans Aumann (1961), De Wolf (1999) et Beaud
(1999 et 2002) comme les jeux presque strictement comp´ etitifs (type I), les jeux
presque faiblement strictement comp´ etitifs (type II), les jeux de type III et les
jeux de type IV . Les jeux antagonistes d´ evelopp´ es par Friedman (1983) et Kats and
Thisse (1992) se caract´ erisent par un affaiblissement du conﬂit d’int´ erˆ ets entre les
joueurs observable directement ` a partir des couples de gains dans les matrices de
jeux. Les classes de jeux propos´ ees par Aumann (1961) caract´ erisent l’affaiblisse-
ment du conﬂit d’int´ erˆ ets entre les joueurs ` a partir du concept d’´ equilibre crois´ e. Un





ou jeu crois´ e propose au joueur i le mˆ eme ensemble





D´ eﬁnition : [Aumann (1961)] s 2 S est un ´ equilibre crois´ e du jeu G =  
N;(Si)i2N ;u1;u2










l’ensemble de ces points selles et SP (G) l’ensemble des gains de ces points selles,
alors ce point selle v´ eriﬁe 8s1;s2 2 S1  S2, u1 (s1;e s2)  u1 (e s1;e s2)  u1 (e s1;s2)
et u2 (s1;e s2)  u2 (e s1;e s2)  u2 (e s1;s2).
Le gain du joueur i dans G est l’oppos´ e de celui du joueur j dans G. On note
T (G) l’ensemble des ´ equilibres crois´ es du jeu G et TP (G) l’ensemble des gains
d’´ equilibres crois´ es du jeu G.




est un jeu de type I si,
8s1;s2 2 S1  S2, la solution remplit les conditions suivantes :








, mais la d´ eﬁnition est la mˆ eme.2 APPROCHE CONCEPTUELLE 7
1- N (G) \ T (G) 6= ;
2- NP (G) = TP (G)
LaclassedesjeuxdetypeII est, ´ egalement,ax´ eesurlanotiond’´ equilibrecrois´ e
et repr´ esente une classe de jeux illustrant un relˆ achement de la condition 2 dans les
jeux de type I. La classe des jeux de type III est issue des deux classes de jeux
pr´ ec´ edentes et plus particuli` erement se caract´ erise par l’abandon de la condition
20. La classe des jeux de type IV est, ´ egalement, issue des deux classes de jeux
pr´ ec´ edentes que sont les jeux de type I et les jeux de type II. Elle se caract´ erise par
un abandon de la condition 1.




est un jeu de type II
si, 8s1;s2 2 S1  S2, la solution remplit les conditions suivantes :
1- N (G) \ T (G) 6= ;
20- NP (G)  TP (G)




est un jeu de type
III si, 8s1;s2 2 S1  S2, la solution remplit la condition 1 suivante :
1- N (G) \ T (G) 6= ;




est un jeu de type IV
si, 8s1;s2 2 S1  S2, la solution remplit la condition 20 suivante :
20- NP (G)  TP (G)
Tout jeu de type I est un jeu de type II, tout jeu de type II est un jeu de type
III et de type IV mais la r´ eciproque n’est pas v´ eriﬁ´ ee. On peut remarquer que
les conditions 1 et 20 sont ind´ ependantes et l’aspect conﬂictuel antagoniste de ce
type de jeux peut ˆ etre v´ eriﬁ´ e en prenant les actions ind´ ependamment les unes des
autres. Par contre, pour les jeux induits par Friedman (1983) et Kats and Thisse
(1992), l’ensemble des proﬁls d’action sont compar´ es. Les jeux de type I sont ` a
l’origine non coop´ eratifs, n´ eanmoins, ce type de jeux permet quelques applications
aux mod` eles de jeux coop´ eratifs ` a deux joueurs.
2.4.2 Propri´ et´ es
Lapr´ esentationdesdiff´ erentesclassesdejeuxantagonistespr´ ec´ edentesestissue
de Beaud (1999 et 2002)) et permet de pr´ esenter les r´ esultats portant sur l’ensemble
des propri´ et´ es de ces jeux.
Propri´ et´ es : Pour tout jeu G on a :
i- S (G) = N (G) \ T (G)
ii- Pour NP (G) \ TP (G) 6= ;, alors NP (G) \ TP (G) = fvg =









pour i 2 N et j 2 N, 8i 6= j.
Par cons´ equent, on peut dire que S (G) 6= ;.
8Dans l’´ eventualit´ e o` u les ensembles de strat´ egies pures ne sont pas ﬁnis, on consid` ere plutˆ ot les
suprema (sup) ou bornes sup´ erieures et inﬁma (inf) ou bornes inf´ erieures que les maxima (max)
et minima (min). Le supremum d’un ensemble est son plus petit majorant. L’intervalle ouvert ]0;1[,
n’admet pas de maximum (lequel devrait ˆ etre 1 s’il ´ etait ferm´ e) mais des majorants tels que 2 car tous
les ´ el´ ements de cet ensemble sont inf´ erieur ` a 2. Par cons´ equent, le plus petit majorant ou supremum
est 1.2 APPROCHE CONCEPTUELLE 8
D´ eﬁnition [Robustesse] : Le couple de strat´ egies s = (si;sj) est dit robuste et
appartient ` a l’ensemble des strat´ egies robustes R(G) au sein du jeu G;8i;j 2 N,
pour i 6= j lorsqu’il existe w 2 R2 tel que lorsque le joueur i joue si, alors quoique
joue le joueur j, il rec ¸oit au moins wi et le joueur j rec ¸oit au plus wj.
Decetted´ eﬁnition,ond´ eterminelespropri´ et´ essuivantesdontlesd´ emonstrations
sont propos´ ees dans Beaud (1999 et 2002).
Propri´ et´ e : Pour tout jeu G on a :
iii- S (G) = R(G) : chaque couple de strat´ egies robustes est un point selle
et r´ eciproquement chaque point selle est robuste.
iv- Les points selles sont interchangeables.
Prenant en compte la condition 20 ainsi que la condition ii, on peut ´ etablir les
propri´ et´ es suivantes dont les d´ emonstrations sont pr´ esent´ es dans Beaud (1999 et
2002).
Propri´ et´ e : Pour tout jeu G de type IV , il existe un unique ´ equilibre de Nash
´ egal ` a fvig8i2N tel que : NP (G) = fvg = fvig8i2N.
Cette propri´ et´ e ne se v´ eriﬁe pas pour les jeux de type III. Les propri´ et´ es sui-
vantes montrent que chaque jeu de type C dispose d’un ensemble d’´ equilibres de
Nash correspondant ` a l’ensemble des points selles du jeu G.
Propri´ et´ e : Pour tout jeu G de type C, on a :
v- S (G) = N (G)
vi- Les ´ equilibres de Nash sont interchangeables.
vii- Tout jeu de type C est un jeu de type II.
Beaud (1999 et 2002) montre, ´ egalement, que la r´ eciproque n’est pas v´ eriﬁ´ ee
pour le vii de cette propri´ et´ e. Les propri´ et´ es suivantes permettent de d´ eterminer la
convexit´ e de l’ensemble des ´ equilibres de Nash compte tenu du fait que l’ensemble
des points selles est convexe.
Propri´ et´ e : Pour tout jeu G, lorsque Si est convexe, ui est quasi-concave en si
et quasi-convexe en sj, alors S (G) est convexe.
De cette propri´ et´ e et de la condition v, Beaud (1999 et 2002) conclut ` a la
convexit´ e de N (G) pour un jeu de type C.
Propri´ et´ e : Pour tout jeu G de type C, lorsque Si est convexe, ui est quasi-
concave en si et quasi-convexe en sj, alors N (G) est convexe.
Beaud (1999 et 2002) montre que tout jeu de type B est de type I et tout jeu de
type C est de type II. La r´ eciproque n’est pas v´ eriﬁ´ ee. Par cons´ equent, si un jeu de
type IV disposent d’un unique ´ equilibre de Nash du jeu G, chaque jeu de type C
poss` ede un unique ´ equilibre de Nash.2 APPROCHE CONCEPTUELLE 9
2.4.3 Exemples
Onpropose,danscequisuit,uncertainnombred’exemplesdejeuxdesdiff´ erentes
classes pr´ esent´ ees pr´ ec´ edemment.
 jeux de type A : Le jeu (f), ci-dessous, est de type A et poss` ede un ´ equilibre









On voit bien que lorsque le joueur 1 pr´ ef` ere jouer a, alors le joueur 2 pr´ ef` ere A.
 jeux de type B : Le jeu (g), ci-dessous, est de type B et poss` ede un ´ equilibre











Le dilemme du prisonnier est un cas de jeu de type B avec un ´ equilibre de Nash
(A1;A2) dans la mesure o` u les joueurs ont une incitation pure ` a d´ evier. Les joueurs
pr´ ef` erent toucher (a1;a2) ` a (A1;A2), malheureusement, le joueur 1 est plus incit´ e ` a
jouer (A1;a2) que (a1;a2) et le joueur 2 ` a jouer (a1;A2) que (a1;a2).
 jeux de type C : Le jeu (h), ci-dessous, est de type C et poss` ede un ´ equilibre













On voit clairement que lorsque le joueur 1 a une pr´ ef´ erence dans l’obtention du
couple(a1;A2)parrapport ` a(A1;A2)alorslejoueur2resteindiff´ erent:u1 (a1;A2) >
u1 (A1;A2) et u2 (a1;A2) = u2 (A1;A2).
 jeux de type I : Le jeu (i), ci-dessous, est de type I et poss` ede un ´ equilibre
de Nash not´ e : (a1;a2).














Le jeu crois´ e (j) du jeu (i) ci-dessus poss` ede, ´ egalement, un ´ equilibre de Nash
not´ e : (a1;a2). On a, donc, le gain d’´ equilibre de Nash du jeu de type I (NP (G))
qui correspond au gain d’´ equilibre crois´ e du mˆ eme jeu (TP (G)). Les conditions
1 et 2 sont remplies. De plus, l’´ equilibre de Nash du jeu est un ´ equilibre en point
selle.
Remarque : Le dilemme du prisonnier est un jeu de type B, mais est, ´ egalement,
un jeu de type I.













Dilemme du prisonnier Matrice Crois´ ee
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(1;1) est l’unique ´ equilibre de Nash (A1;A2) du jeu et de sa matrice crois´ ee.
C’est, ´ egalement, un point selle. Cet ´ equilibre est, en fait, un ´ equilibre en strat´ egie
dominante, ce qui constitue un crit` ere encore plus fort que celui des ´ equilibres de
Nash car quoique fasse le joueur 2, le joueur 1 jouera sa strat´ egie de s´ ecurit´ e.
 jeux de type II : Soit un jeu de type C avec un ´ equilibre de Nash (a1;a2) :














Tout jeu de type C est un jeu de type II. Par cons´ equent, le jeu (k) est un
exemple de jeu de type II. La matrice de jeu crois´ e (l) expose quatre ´ equilibres de
Nash du jeu crois´ e, donc la condition 20 est bien remplie.
 jeux de type III : La matrice de jeu de type III ci-dessous en (m) poss` ede
deux ´ equilibres de Nash : (a1;a2) et (A1;A2). La matrice de jeu crois´ e (n) corres-
pondante expose deux ´ equilibres de Nash du jeu crois´ e : (A1;a2) et (a1;A2).














Ainsi, lorsque l’on compare les ensembles d’´ equilibres de Nash N (G) avec les
ensembles d’´ equilibres T (G), on a l’ensemble des points selles S (G) qui v´ eriﬁent
la condition 1 telle que : S (G) = N (G) \ T (G) 6= ;. En effet, le jeu (m) poss` ede
quatre points selles issus de l’intersection de la condition 1. La condition 20, par
contre, n’est pas v´ eriﬁ´ ee : NP (G) * TP (G).
 jeux de type IV : Il n’existe pas d’´ equilibre de Nash en strat´ egies pures dans
la matrice de jeu de type IV , (o), ci- dessous. Par contre, cette matrice poss` ede deux












. En effet, le joueur 1
peut esp´ erer un gain de : 2
3 (1 + 0) lorsqu’il joue a1 et 1
3 (0 + 2) lorsqu’il joue A1.
Le joueur 2 peut esp´ erer un gain de : 1
2 (0 + 2) lorsqu’il joue a2 et 1
2 (2 + 0) lorsqu’il
joue A2.














Maintenant consid´ erant la matrice crois´ ee de type IV (p) on a deux ´ equilibres












. En effet, le joueur 1 peut esp´ erer un
gain de : 1
2 (0   2) lorsqu’il joue a1 et 1
2 ( 2 + 0) lorsqu’il joue A1. Le joueur 2
peut esp´ erer un gain de : 2
3 ( 1 + 0) lorsqu’il joue a2 et 1
3 (0   2) lorsqu’il joue A2.
Par l’interm´ ediaire des strat´ egies mixtes, l’ensemble des ´ equilibres de Nash N (G)






= NP (G) = TP (G) de sorte que NP (G)  TP (G). Par contre, la
condition 1 n’est pas v´ eriﬁ´ ee : S (G) = N (G) \ T (G) = ;. N3 M´ ECANISMES ET PROTOCOLES ALGORITHMIQUES 11
3 M´ ecanismes et protocoles algorithmiques
On peut, par une simple communication indirecte ainsi que des contraintes inci-
tatives,tenantcomptedesr´ ealit´ escomportementalesrationnelles,am´ eliorercons´ equement
le r´ esultat de l’´ equilibre de Nash (1951). Dans cette section, on met en avant les
contrainte incitatives dans un m´ ecanisme ´ elargissant l’ensemble des r´ ealisables in-
citatifs dans un protocole algorithmique.
3.1 Notations
(i)i2N est l’ensemble ﬁni des types du joueur i avec  = 1  2. g est la
probabilit´ e contingente ` a l’ensemble des types . S = Si  Sj;8i;j 2 N pour
i 6= j est l’ensemble des strat´ egies telles que si : i ! Ai est une strat´ egie du
joueur i param´ etr´ ee par son type i. ui est la fonction de gain du joueur i tel que





jeu dans lequel un type  2  est choisi comme ´ etant le v´ eritable vecteur de type
avec une probabilit´ e g () puis le joueur i choisit une strat´ egie si 2 S et obtient





, avec mi le message envoy´ e par le joueur i, la contrainte d’inci-
tation ` a la compatibilit´ e implique i = Mi. De ce point de vue, les joueurs com-
muniquent par l’interm´ ediaire du m´ ecanisme. Sachant le message, le m´ ecanisme
s´ electionne un signal c avec une probabilit´ e  (c j m). Soit un espace probabilis´ e
  = (
;A;P) et i une fonction mesurable de (
;A;P). 
 est l’ensemble des
´ etats du monde avec ! 2 
 un ´ etat particulier de 
. A est l’ensemble des actions
associ´ ees ` a 
 et P l’ensemble des probabilit´ es issues de ces ´ ev` enements. i est is-






”syst` eme de corr´ elation” avec  2  .
3.2 Jeux Bay´ esiens
On pr´ esente l’approche Bay´ esienne ax´ ee sur les croyances subjectives que les
joueurs ont concernant les pr´ ef´ erences de leurs rivaux. Comment se d´ eﬁnit un jeu
Bay´ esien (Harsanyi (1967-68))? On peut ´ etablir les d´ eﬁnitions suivantes dans un
premier temps selon Mertens and Zamir (1985), Fudenberg and Tirole (1991), Mon-
tet and Serra (2003) et Zamir (2008). pour un jeu Bay´ esien.
D´ eﬁnition :
[Jeu Bay´ esien sous forme normale] : La repr´ esentation sous forme normale
d’unjeuBay´ esiensp´ eciﬁelesactions desjoueursAi,leurstypes i,leurscroyances
gi et leurs fonctions de paiements ui (s;i).
[Equilibre Bay´ esien] : Dans un jeu Bay´ esien, le r´ esultat s est un ´ equilibre
Bay´ esien si aucun joueur n’a d’incitation ` a d´ evier de sa strat´ egie s
i sachant son
type i si le joueur rival ne d´ evie pas de sa strat´ egie s
j. C’est ` a dire : si s = (s
1;s
2)
est un ´ equilibre Bay´ esien 8i 2 N et 8i 2 i, alors s
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3.3 Th´ eorie des m´ ecanismes Bay´ esiens
Myerson (1979) impl´ emente un m´ ecanisme Bay´ esien d’incitation ` a la compati-
bilit´ e (CIC) et ` a l’efﬁcience (CIE) permettant de d´ eterminer une solution Pareto
efﬁciente ` a partir du produit g´ en´ eralis´ e de Nash (1950) revisit´ e par Harsanyi and
Selten (1972). Il montre que le r´ esultat v´ eriﬁe le principe de r´ ev´ elation. Le nouveau
jeu Bay´ esien auquel on a assimil´ e un m´ ecanisme  se note G. Le m´ ecanisme est
public.
3.3.1 D´ eﬁnition
On ´ etablit les d´ eﬁnitions suivantes selon Forges and Minelli (1997 et 1998) et
Beaud (2002). Une strat´ egie pure du joueur i se d´ ecompose en deux ´ etapes. La
premi` ere consiste ` a choisir son message en fonction de son type et la seconde
consiste ` a choisir sa strat´ egie selon son type et compte tenu du message envoy´ e
au m´ ecanisme ainsi que du signal rec ¸u. Le m´ ecanisme est dit auto-r´ ealisateur lors-
qu’il ne transmet aucune information non pertinente aux joueurs.
D´ eﬁnition : Un m´ ecanisme est une fonction de transition  de  dans l’en-
semble des probabilit´ es de C.
D´ eﬁnition : Un m´ ecanisme est dit auto-r´ ealisateur si les strat´ egies suivantes
constituent un ´ equilibre deNash dujeu G : lereport deson vrai typeau m´ ecanisme
dans un premier temps puis le choix de la strat´ egie correspondante au signal rec ¸u
dans un second temps (si si le signal est c 2 C ).
3.3.2 Proc´ edure algorithmique
On pr´ esente l’algorithme d’un m´ ecanisme Bay´ esien9 :
Algorithme d’un m´ ecanisme Bay´ esien
i/  2  est choisi avec une probabilit´ e g ().
ii/ Le joueur i envoie un message mi 2 i au m´ ecanisme.
iii/ Le m´ ecanisme s´ electionne un signal c avec une probabilit´ e  (c j m).
Le signal c devient connaissance commune.
iv/ Compte tenu du m´ ecanisme , les joueurs choisissent c sachant un ensemble
de strat´ egies s() 2 S (avec s() = m) et obtiennent un gain ui (;i j i).
Algorithme 1 : M´ ecanisme Bay´ esien
3.4 Syst` emes de Corr´ elation et Equilibres corr´ el´ es
Aumann (1974 et 1987) traite du probl` eme d’inefﬁcience des ´ equilibres de Nash
par l’impl´ ementation de syst` emes de corr´ elation entre les joueurs. Ces syst` emes de
corr´ elation sont mis en place ` a partir de l’observation conjointe des joueurs d’un
´ ev` enement al´ eatoire auto-contrˆ ol´ e lorsque cela est possible. Les ´ equilibres corr´ el´ es
sont immunis´ es contre les d´ eviations unilat´ erales mais ne conservent pas les pro-
pri´ et´ es mˆ eme affaiblies des jeux ` a somme nulle. Lorsque l’on applique le syst` eme
9ui (s;) est le gain obtenu dans le jeu Bay´ esien en l’absence de m´ ecanisme. Par contre,
ui (;i j i) est le gain obtenu par le joueur i une fois l’annonce publique faite par le m´ ecanisme.3 M´ ECANISMES ET PROTOCOLES ALGORITHMIQUES 13
 ` a G, on obtient le jeu G =
 
N;P;( i)i2N ;(i)i2N ;(i ())i2N

avec i l’en-
semble des strat´ egies i de i et i () le gain du joueur i, 8i 2 N. Si  Sj est le
produit cart´ esien de l’ensemble des extensions mixtes du jeu G.
3.4.1 D´ eﬁnitions
Ond´ eﬁnit,pr´ ealablement,quelquesconceptsetd´ eﬁnitionsrelatifsaux ´ equilibres
corr´ el´ es. La litt´ erature relative ` a ces concepts est, entre autres, prise dans Aumann
(1974), Aumann (1976), Aumann (1987), Sorin (1997) et Beaud (2002).
D´ eﬁnitions [Aumann (1974)] : Un ´ equilibre de Nash du jeu G est un ´ equilibre
corr´ el´ e du jeu G.
D´ eﬁnitions [Aumann (1987)] : Un ´ equilibre corr´ el´ e de G est une strat´ egie
corr´ el´ ee i pour i tel que : i ()  i (0
i;j).
D´ eﬁnitions[Aumann(1987)]:UnedistributionQestunedistributiond’´ equilibres
corr´ el´ es si et seulement si
P
sj2Sj
Q(sj j si)ui (si;sj) 
P
sj2Sj
Q(sj j si)ui (s0
i;sj)
avec Q 2 Si  Sj;8i 2 N et 8si;s0
i 2 Si.
D´ eﬁnitions [Syst` eme de corr´ elation canonique] : i/ Un syst` eme de corr´ elation
canonique est un syst` eme de corr´ elation tel que : 
 = Si  Sj;i (!) = si.
ii/ Un ´ equilibre corr´ el´ e canonique est un ´ equilibre corr´ el´ e tel que le syst` eme de
corr´ elationestcanoniqueettelquelastrat´ egied’´ equilibredechaquejoueurconsiste
` a jouer le signal qu’il rec ¸oit.
D´ eﬁnitions [CPA (Aumann (1976))] : Tous les ant´ ec´ edents hi sont les mˆ emes;
c’est ` a dire qu’il existe une probabilit´ e h sur 
 telle que : hi = hj = h.
D´ eﬁnitions[Rationnalit´ eBay´ esienne(Aumann(1987))]:DansG,toutjoueur
i, 8i 2 N, est rationnellement Bay´ esien tel que : i (s(!))  i (s0
i (!);sj (!)).
D´ eﬁnitions [(Aumann (1987))] : La distribution des strat´ egies s(!) ` a chaque
´ etat ! est une distribution d’´ equilibres corr´ el´ es.
Th´ eor` emes :
1/ L’ensemble des distributions d’´ equilibres corr´ el´ es co¨ ıncide avec l’ensemble
des distributions d’´ equilibres corr´ el´ es canoniques.
2/SichaquejoueurestrationnellementBay´ esien ` achaque ´ etatdumonde! 2 
,
alors la distribution du vecteur de strat´ egies s(!) est une distribution d’´ equilibres
corr´ el´ es.
Equilibrescorr´ el´ es L’ensembledesgainsd’´ equilibrescorr´ el´ esdujeuGestCP (G).
Cesgainssontobtenuslorsquevarielem´ ecanisme telque:CP (G) = [NP (G).
On d´ eﬁnit (!) (s) = i (!)(si)j (!)(sj) comme la probabilit´ e li´ ee au couple
s = (si;sj) lorsque  (!) = (i (!);j (!)) est jou´ ee et on d´ eﬁnit une distribu-
tion Q (s) =
R

 (!) (s)P (d!) selon Beaud (2002). L’ensemble des distributions
d’´ equilibres corr´ el´ es du jeu G est not´ e CD(G). C’est l’ensemble des distributions
Q induites par l’´ equilibre du jeu G. La notion d’´ equilibres corr´ el´ es canoniques
d´ eﬁnit le fait que 
 = S, l’ensemble des strat´ egies disponibles pour les joueurs i
et j, sont identiques aux ´ ev` enements pouvant survenir de fac ¸on al´ eatoire. De fait, la
fonction d’annonce i (!) du joueur i relative ` a l’´ ev` enement observable ! par les
deux joueurs traduit directement la strat´ egie que doit entreprendre chacun d’entre
eux. Lorsque le joueur i rec ¸oit le signal i (!) = si, alors la distribution Q peut ˆ etre
induite par un ´ equilibre canonique.3 M´ ECANISMES ET PROTOCOLES ALGORITHMIQUES 14
Rationnalit´ eBay´ esienne Aumann(1987)d´ eﬁnitcertainespropri´ et´ esdes ´ equilibres
corr´ el´ esrelatives ` alarationnalit´ eBay´ esiennedesjoueurs.Lesconceptsetth´ eor` emes
retenus sont issus de Aumann (1974), Aumann (1976) et Aumann (1987). Le pre-
mierconceptestl’hypoth` esed’ant´ ec´ edentscommunsouaprioricommun(Common
Prior Assumption). On d´ eﬁnit hi comme une mesure de probabilit´ e du joueur i
sur l’´ etat 
. hi peut ˆ etre vu comme une probabilit´ e marginale a priori traduisant
les croyances que les autres joueurs j ont sur i. Cette hypoth` ese n’exprime pas le
fait que les joueurs aient la mˆ eme probabilit´ e subjective, elle exprime le fait que
les diff´ erences dans l’estimation des probabilit´ es d’individus distincts doivent ˆ etre
exprim´ ees par des diff´ erences dans l’information et l’exp´ erience. En fait, toutes
les croyances que formulent les individus ` a propos d’un autre sont identiques. Si
l’esp´ erance de gain du joueur i se note i (s(!)) = E (ui (s(!)) j P) alors, tout
joueur i est rationnellement Bay´ esien si i (s(!))  i (s0
i (!);sj (!)); c’est ` a dire
s’il n’a aucune incitation ` a d´ evier pour une strat´ egie s0
i (!) sachant l’information P
mise ` a sa disposition.
3.4.2 Proc´ edure algorithmique
L’algorithme d’un syst` eme de corr´ elation est le suivant :
Algorithme d’un syst` eme de corr´ elation
i/ En premi` ere ´ etape de jeu, ! 2 
 est choisi selon une probabilit´ e P
ii/ En cons´ equence, i (!) est annonc´ e au joueur i.




 ui ( (!))P (d!) = E (ui ( (!))).
Algorithme 2 : Syst` eme de Corr´ elation
Il existe une unique distribution d’´ equilibres corr´ el´ es issue de cet algorithme
´ equivalente ` a l’extension mixte de type C du jeu (De Wolf (1997) et Beaud (2002)).
Leprobl` emeestquel’utilisationd’unsyst` emedecorr´ elationnepermetpasdemain-
tenir les propri´ et´ es affaiblies des jeux ` a somme nulle (Aumann (1974)).
3.5 Application : m´ ecanismes d’ench` eres
On propose une application du probl` eme incitatif pos´ e pr´ ec´ edemment par l’in-
term´ ediaire d’une famille d’ench` eres ` a valeurs priv´ ees ind´ ependantes10 E ou E
v´ eriﬁant le principe de r´ ev´ elation (Myerson (1979), Myerson (1981) et Myerson
andSatterthwaite(1983)).Lesjoueurscommuniquentparl’interm´ ediaired’unm´ ecanisme
direct r´ ev´ elateur E et proposent des offres leur permettant d’obtenir l’objet ` a un ni-
veau optimal. La th´ eorie des m´ ecanismes d’ench` eres s’interroge sur les probl` emes
d’allocation auxquels fait face un r´ egulateur. Pour cela, le r´ egulateur ne peut s’ap-
puyer que sur certaines informations que les agents peuvent lui transmettre sans
pour autant, a priori, ˆ etre capable de juger de leur v´ eracit´ e.
3.5.1 D´ eﬁnitions
Le r´ egulateur d´ esire maximiser les valorisations que les joueurs accordent au
bien et d´ eﬁnit une r` egle d’allocation (celui qui a la plus grande valorisation ac-
10Vickrey (1961), Riley and Samuelson (1981) et Mc Afee and Mc Millan (1987) entre autres.3 M´ ECANISMES ET PROTOCOLES ALGORITHMIQUES 15
quiert l’objet). L’objectif du r´ egulateur est appel´ e : fonction de choix social. Il utilise
une r` egle de tariﬁcation pour ´ elaborer cette fonction. Si on consid` ere un ensemble
d’issues C regroupant les paiements et les types des agents, sachant la rationna-
lit´ e de ces agents (ils veulent maximiser leur utilit´ e), alors le r´ egulateur doit en
tenir compte pour d´ eterminer la fonction de choix social. Il ´ etablit, par cons´ equent,
un m´ ecanisme r´ ealisable incitatif aﬁn que les agents agissent dans leurs propres
int´ erˆ ets, certes, mais que ces int´ erˆ ets servent l’objectif du r´ egulateur.
D´ eﬁnitions :
- [Fonction de choix social] : Une fonction de choix social F:   C associe
une issue ` a chaque type.
-[Fonctionder´ esultat]:Unefonctionder´ esultat(oudecons´ equence)d´ etermine
les liens entre l’ensemble d’actions Si et les issues C telle que k : S ! C.
- [M´ ecanisme direct r´ ev´ elateur] : Un m´ ecanisme est direct r´ ev´ elateur lorsque,
8i 2 N; Si = i.
Dansunm´ ecanismeE(V;(q(s());p(s()))),ler´ egulateurmaximiselasomme
des transferts des joueurs (ou des offres de transfert s())11. Dans le cas d’un
m´ ecanisme r´ ealisable direct r´ ev´ elateur E v´ eriﬁant CIC, la fonction de cons´ equence
estconfondueaveclafonctiondechoixsocialdum´ ediateurdansununiversBay´ esien.
Le gain de l’individu i est donc du type ui (pi ();i) =
(Si=i)
ui (pi (s());i). Une
hypoth` ese souvent retenue dans les m´ ecanismes d’ench` eres est la quasi-lin´ earit´ e
des esp´ erances de gains des joueurs avec : ui (pi (v);i) = F
n 1
i (q (v);i)vi (i) 
pi (vi (i)) pour qi (v) la probabilit´ e que i obtienne l’objet sachant le vecteur des
valorisations v = , E (q (v);p(v)) un m´ ecanisme de choix direct r´ ev´ elateur et
pi (vi (i)) le paiement du joueur i. On prend f (:) la densit´ e de probabilit´ e et F (:)
la fonction de r´ epartition (ou densit´ e marginale) associ´ ee12.
3.5.2 Algorithme d’ench` eres
Le m´ ecanisme induit par le r´ egulateur sp´ eciﬁe principalement une offre d’ac-
tions et d’issues li´ ees par une fonction de cons´ equence (q(:);p(:)) tel que
Algorithme d’un m´ ecanisme d’ench` ere
i/ L’individu i dispose d’un type i = vi.
ii/ Le r´ egulateur demande ` a chaque participant
d’annoncer son b(vi);8i 2 N.
iii/ Le bien est attribu´ e selon p(:) par le m´ ecanisme
E(V;(q(s());p(s()))) (ou p(v) par E (q (v);p(v)) direct r´ ev´ elateur).
iv/ L’individu i propose le transfert pi (si ()) pour le bien.
L’esp´ erance de gain de i est : ui (pi (s());i) (ou ui (pi (v);i)).
Algorithme 3 : M´ ecanisme d’ench` ere
Compte tenu du principe de r´ ev´ elation, le th´ eor` eme d’´ equivalence revenu (Riley
and Samuelson (1981) et Mc Afee and Mc Millan (1987)) est v´ eriﬁ´ e.
11Dans une ench` ere au second prix, c’est la seconde meilleure offre qui constitue la r` egle en
mati` ere de tariﬁcation.
12F
n 1
i (q (v);i) est la densit´ e marginale conditionnelle au fait que vi >
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4 Rationnalit´ e Bay´ esienne
On s’int´ erresse particuli` erement au dilemme du prisonnier pour sa capacit´ e ` a
mettre en valeur le probl` eme d’inefﬁcience des ´ equilibres de Nash (1951).
4.1 Probl` eme Incitatif et Rationnalit´ e Bay´ esienne
Le dilemme du prisonnier est un exemple d’application tr´ es int´ eressant car il
contient en sa structure l’´ equilibre de Nash (A1;A2) comme valeur de s´ ecurit´ e mais
´ egalement l’issue Pareto efﬁciente (a1;a2) r´ esultant d’une possible coop´ eration.
N´ eanmoins, l’observation de la structure du jeu montre que les comportements de
d´ eviation des joueurs ne peuvent pas permettre naturellement une coop´ eration ni
aboutir ` a cette issue coop´ erative par une simple communication ou entente (sauf si
les joueurs s’engage dans un accord obligatoire, ferme et d´ eﬁnitif). De fait, on pro-
pose d’explorer la notion de s´ ecurit´ e comme moyen d’incitation ` a la participation.
On propose de mettre en avant le probl` eme de robustesse traduisant le sentiment
d’injustice auquels les joueurs font face dans le m´ ecanisme de Myerson (1979).
4.2 Illustration (Myerson)
Supposons un m´ ecanisme de partage de coˆ ut entre les joueurs pour investir dans
un projet public. On suppose qu’il existe une ´ equivalence formelle entre le partage
de coˆ ut pr´ econis´ e par la m´ ediation et une distribution de probabilit´ e. On pose C =
fc0;c1;c2g, jij = 2 et jjj = 1. Les croyances du m´ ecanisme  et du joueur j
sur les probabilit´ es marginales a priori du joueur i lorsque le joueur i est de type
i (resp. 0
i) sont traduites par h(i) (resp. h(0
i)), 8i 2 N, 8j 2 N pour i 6= j.
On prend h1 (1) = 0:9, h1 (0
1) = 0:1 et h2 (2) = 1. De fait, on a g (1;2) =
h1 (1)h2 (2) = 0:9 et g (0
1;2) = 0:1. Dans un univers de jeux ` a information
incompl` ete, on pose la matrice des gains des joueurs en fonctions de leurs types. Le




















Les valeurs (:;:) sont facultatives pour la suite de l’exemple et totalement arbi-
traire. On suppose que le joueur 1 dispose des types 1 = 1:0 et 0
1 = 1:1 et le joueur
2 du type 2 = 2. On abr` ege le m´ ecanisme  (c2 j m = 1:0;2) de la fac ¸on suivante :
0






























0 = 1, 1
2+1
1+1
0 = 1 et pour tout 
0;
A;a  0. La premi` ere (resp.
seconde) in´ egalit´ e de cette contrainte pr´ ecise que le joueur 1 ne revendique pas ˆ etre
de type 0
1 (resp. 1) s’il est, effectivement de type 1 (resp. 0
1). L’ensemble des5 IMPLEMENTATION VOLONTAIRE BAY´ ESIENNE 17
r´ ealisables Conv (N (G)) repr´ esentant l’enveloppe convexe de l’ensemble N (G)
est d´ etermin´ e ` a partir des vecteurs estim´ es par le m´ ecanisme  :




































avec v´ eriﬁantlescontraintesCIC.Onalesvecteurs(b u1 (1);b u1 (0
1);b u2 (2)) =
(0;0;0) pour13 0
0 = 1
0 = 1, ( 10; 70;90) pour 0
1 = 1
1 = 1, (90;30; 10) pour
0
2 = 1
2 = 1.Cesyst` emepermetd’impl´ ementerlesvaleurs(b u1 (1);b u1 (0
1);b u2 (2)) 2




0:9 (b u1 (0
1))
0:1 (b u2 (2))
s=t (b u1 (1);b u1 (0








2 (2)) = (39:5;13:2;36)
pour les param` etres 0
1 = 0:505, 0
2 = 0:495, 1
0 = 0:561 et 1
2 = 0:439. Le
probl` eme mis en avant par Myerson dans le r´ esultat de la m´ ediation est que mˆ eme
si celle-ci est optimale et efﬁciente, le joueur 2 risque de payer la totalit´ e du projet
s’il est entrepris lorsque son rival est de type 0
1. Le joueur 2 peut donc l´ egitimement
se sentir lais´ e dans l’investissement au projet, mais le fait d’avoir pass´ e un accord
ex ante ne lui laisse pas le choix de d´ evier des recommandations. Il existe donc
un probl` eme de maintien de la rationnalit´ e Bay´ esienne une fois que les joueurs
connaissent leur type.
5 Implementation volontaire Bay´ esienne
5.1 Reversion et Probl` eme d’efﬁcience
DansununiversBay´ esiendanslequellespr´ ef´ erencesdesjoueurssecaract´ erisent
par des types, on propose de traiter le probl` eme pos´ e du point de vue de la th´ eorie de
l’impl´ ementation volontaire (Ma, Moore and Turnbull (1988), Maskin and Moore
(1999) et Jackson and Palfrey (2001)). On explore la notion de robustesse des
´ equilibresdeNashcomme ´ el´ ementder´ eponseauprobl` emedemaintiendelaration-
nalit´ e Bay´ esienne (interm´ ediaire)14 (Jackson (2000)). Par ailleurs, l’impl´ ementation
volontaire pose le probl` eme de g´ en´ erer un gain d’´ equilibre qui ne se situe pas
n´ ecessairement sur l’enveloppe convexe des r´ ealisables incitatifs (sauf si elle est
lin´ eaire). Ces r´ esultats sont donc potentiellement inefﬁcients15.
13Signal int´ egralement orient´ e vers le statu quo.
14La rationnalit´ e interm´ ediaire (IRI) : signiﬁe qu’aucun joueur n’est incit´ e ` a s’extraire du
m´ ecanisme au moins au niveau du point o` u il connaˆ ıt son propre type. Il n’a que des esp´ erances
sur les types et strat´ egies des rivaux.
15On consid` ere que Maskin and Moore (1999) fournissent une r´ eponse aux probl` emes de
cr´ edibilit´ e des menaces et de ”preference reversal”.6 PROTOCOLES ROBUSTES 18
5.2 Exemple (Maskin and Moore)
Les probl` emes relatifs ` a la R´ eversion implique que lorsque les joueurs ont les
pr´ ef´ erences d´ ecrites dans le tableau ci-dessous, alors la fonction de r´ eversibilit´ e (ou
ren´ egociation) ne permet pas d’impl´ ementer F(:). Le joueur 1 dispose des mˆ emes
pr´ ef´ erences en  et 0. Les pr´ ef´ erences s’expriment : c1 pr´ ef´ er´ e ` a c2 qui est pr´ ef´ er´ e ` a
c0, 8;0 2  pour 1.
Pr´ ef´ erences de J1 Pr´ ef´ erences de J2
 0  0
c1 c1 c2 c0
c2 c2 c1 c1
c0 c0 c0 c2
Si le m´ ediateur impl´ emente F() = c1, alors si 2 choisi c0 en  et si 2 ren´ egocie
pourc1,iln’yapasdeprobl` emequelquesoitlechoixde2.Parcontre,si2ren´ egocie
pour c2, il n’existe aucun m´ ecanisme susceptible d’impl´ ementer F(:).
6 Protocoles Robustes
Lorsque le probl` eme de maintien de la rationnalit´ e Bay´ esienne est r´ esolu, il est
n´ ecessaire de mesurer le niveau de convergence du gain d’´ equilibre vers la solution
situ´ ee sur l’enveloppe convexe de l’ensemble des r´ ealisables incitatifs. Les proto-
coles de communication robustes (Gossner (1996)) et de ”Mediated-talk” (Lehrer
(1996) et Lehrer and Sorin (1997)) permettent de r´ epondre ` a ce probl` eme en garan-
tissant la non manipulabilit´ e des informations ´ echang´ ees avec ou sans m´ ecanisme16.
Ces protocoles permettent de simuler une distribution d’´ equilibre corr´ el´ e g´ en´ erant
de fait une esp´ erance de gain ` a l’´ equilibre au moins ` a hauteur d’un gain d’´ equilibre
corr´ el´ e. Le probl` eme est que les m´ ecanismes de ”Mediated-talk” ne disposent pas
des propri´ et´ es mˆ eme affaiblies des jeux ` a somme nulle malgr´ e le fait qu’ils soient
immunis´ e contre les d´ eviations. Les exemples et contre-exemples sont pris dans
Gossner (1997).
6.1 Exemple : Cheap-talk ` a deux joueurs
Soit un jeu coordonn´ e comme en (c). Si on observe un ´ ev` enement al´ eatoire
exog` ene auto-contrˆ ol´ e conjointement par les joueurs tel qu’une pi` ece de monnaie.
Les joueurs peuvent se coordonner pour s´ electionner un ´ equilibre parmi les deux
´ equilibres de Nash ((a1;a2) et (A1;A2)) en choisissant (a1;a2) si c’est ”pile” qui
sort et (A1;A2) sinon. Le jet de la pi` ece de monnaie peut faire apparaˆ ıtre ”pile ou
face” avec une equiprobabilit´ e 1
2. La pi` ece constitue une structure d’information (un
syst` eme de corr´ elation) et les joueurs rec ¸oivent une annonce public : ”pile ou face”.
Lorsque les joueurs ne peuvent pas se coordonner via un syst` eme, une m´ ediation par
l’interm´ ediaire d’un m´ ecanisme peut leur permettre de simuler cette coordination.
Supposons qu’ils disposent de signaux binaires (ou messages) ` a ´ echanger (resp.
16Urbano and Vila (1997, 1998 et 1999) proposent des protocoles bas´ es sur la cryptographie
moderne ` a un univers de jeu dans lequel les individus peuvent communiquer en l’absence d’un
m´ ediateur (”Cheap-talk” Rabin (1981), Farrell and Rabin (1996), Amitai (1996) et Aumann and
Hart (2003) entre autres). Gossner (1997, 1998, 1999) propose un protocole de communication bas´ e
sur la cryptographie moderne avec m´ ediation (”M´ ecanismes” Forges(1990), Barany (1992) entre
autres).6 PROTOCOLES ROBUSTES 19
envoyer) simultan´ ement entre eux (resp. au m´ ecanisme) et de types 0 ou 1 avec une
´ equiprobabilit´ e 1
2. Alors le d´ ecodage par les joueurs du r´ esultat (resp. de l’annonce
du m´ ecanisme) selon une r` egle (pile est d´ ecod´ e si la somme des signaux est paire,
face sinon) implique la simulation de la structure d’information de la pi` ece (du
syst` eme). Aucun des joueurs n’est incit´ e ` a d´ evier car ils ne peuvent pas changer
la probabilit´ e d’apparition de ”pile ou face”. Le protocole (resp. le m´ ecanisme) est
robuste (i.e non manipulable) selon Gossner (1997).
6.2 Contre-exemple
Par contre, dans le cas du m´ ecanisme, lorsque le joueur 1 ne peut envoyer de
message, alors il est optimal pour le joueur 2 de toujours envoyer le mˆ eme type :
1 si c’est ”face” qu’il pr´ ef` ere. Ce m´ ecanisme simule la distribution d’une pi` ece de
monnaie mais ce n’est pas un ´ equilibre de Nash car le joueur 2 a une forte incitation
` a d´ evier du protocole (en jouant toujours ”face”).
6.3 Simulation (Gossner)
Un exemple plus complexe : Les ensembles de messages sont f1;2;3g pour les














Les messages mixtes sont 1
3 pour chaque proﬁl de message. C = fc0;c1;c2g est
l’annonce publique et s1































La structure d’information issue de la distribution d’´ equilibre corr´ el´ e Q et si-













La propri´ et´ e de permutation circulaire entend justiﬁer l’ind´ ependance des si-
gnaux respectifs des joueurs sur l’information dont ils disposent lors du d´ ecodage.
Donc, ni la probabilit´ e des signaux traduits de 2, ni l’information dont dispose 1
sur la probabilit´ e des signaux traduits de 2 ne d´ ependent du message de 1 (Gossner
(1997)). Le mˆ eme raisonnement s’applique ` a 2. Le m´ ecanisme est robuste.8 ANNEXE 1 : EL´ EMENTS DE CONVEXIT´ E : FIGURES 20
7 Remarques ﬁnales
En se plac ¸ant du point de vue d’une approche non coop´ erative, de futurs tra-
vaux auront, donc, pour objectif de v´ eriﬁer que les propri´ et´ es de l’ensemble des
r´ ealisables issus du m´ ecanisme Bay´ esien avec contraintes CIC et CIE permettent
la convergence vers une issue Pareto efﬁciente au sens de Myerson (1979). Donc,
mˆ emesil’impl´ ementationrestealgorithmique,lesd´ emonstrationsrel` eventduconcep-
tuel dans l’approche pr´ econis´ ee. De plus, lorsque l’on relˆ ache la contrainte CIC, on
sesituedansl’universd’analysed’unm´ ecanismedeMediated-talk publicausensde
Lehrer and Sorin (1997). A ce titre, ce m´ ecanisme peut directement simuler une dis-
tribution d’´ equilibres corr´ el´ es. On va,donc, au-del` a dela capacit´ e desjoueurs ` a sim-
plement se coordonner ` a l’aide d’un syst` eme de corr´ elation rajout´ e au m´ ecanisme.
On montre que si l’impl´ ementation du m´ ecanisme avec relˆ achement des contraintes
CIC et CIE permet d’´ eviter toute coordination ou coop´ eration entre les joueurs,
ellepeutoffrirunr´ esultataumoins ´ equivalent ` acequepermetd’obtenirun ´ equilibre
corr´ el´ e. Cette derni` ere observation fournit un ´ el´ ement de r´ eponse au probl` eme de
maintien de la Rationnalit´ e Bay´ esienne tout en am´ eliorant l’ensemble des gains
esp´ er´ es des joueurs. La mat´ erialisation du m´ ecanisme Bay´ esien incitatif par une
proc´ edure d’ench` eres permet une impl´ ementation empirique du probl` eme.
8 Annexe 1 : El´ ements de convexit´ e : ﬁgures
La notion d’ensemble convexe exige quelques pr´ ecisions :
8.1 Sur les combinaisons convexes :
Supposant deux scalaires a et b et deux vecteurs x et y avec (a;b) 2 R et
(x;y) 2 R2. Une combinaison lin´ eaire z est d´ eﬁnie ainsi : ax + by = z. Lorsque
a + b = 1, la combinaison lin´ eaire z est dite afﬁne (la droite passant par x et y
en (1)) avec ax + (1   a)y = z et lorsque a + b = 1 pour a;b  0, alors la
combinaison afﬁne z est dite convexe (le segment de droite joignant x et y en (2)).
Toute combinaison convexe est afﬁne et toute combinaison afﬁne est lin´ eaire, la
r´ eciproque n’est pas v´ eriﬁ´ ee. Consid´ erant un vecteur   ! v = x y de norme kvk, (3)
p p p p p p p p p
z x y x z y x z y
(1) (2) (3)




FIG. 1 – Centre de Gravit´ e
montre le centre de gravit´ e z situ´ e ` a une distance de bkvk de x et akvk de y.
8.2 Sur les ensembles convexes :
Tout ensemble C est dit convexe si toute combinaison convexe de deux points
contenu dans C est, ´ egalement, comprise dans C. En d’autres termes, C est un en-






















FIG. 2 – Enveloppes Convexes
respectivement un exemple d’ensemble convexe C et non convexe NC. Le seg-
ment de droite repr´ esent´ e sur chacune des ﬁgures contient l’ensemble des com-
binaisons convexes entre les extrˆ emes du segment. L’enveloppe convexe de l’en-
semble convexe C est not´ ee conv (C). Par ailleurs, (4) et (5) montrent respecti-
vement conv (C) et conv (NC). L’enveloppe convexe est le plus petit ensemble
convexe contenant C en (4) et NC en (5). Elle est le r´ esultat de l’ensemble de
toutes les combinaisons convexes des ensembles convexes C et non convexes NC.
8.3 Droites support :
Une droite d qui s´ epare le plan R2 en semi-espaces en (6) peut ˆ etre consid´ er´ ee
comme une droite support de l’ensemble convexe C d´ es lors qu’elle passe par un









FIG. 3 – Droites support
espace.
9 Annexe 2 : Mod` ele probabiliste (
;A;P)
Quelques ´ el´ ements de pr´ esentation heuristique du mod` ele probabiliste ` a partir
de la simulation du jet ”au hasard” d’un d´ e cubique num´ erot´ e de 1 ` a 6.
9.1 Espaces fondamentaux 

Le premier ´ el´ ement descriptif du mod` ele al´ eatoire est l’ensemble des ´ etats du
monde pouvant survenir dans cette simulation. On parle de r´ ealisations d´ ecritesR´ EF´ ERENCES 22
par l’ensemble 
 = f1;2;:::;6g : l’espace (l’ensemble) fondamental (univers,
r´ ef´ erentiel, ...). Un ´ el´ ement de 
 est appel´ e une ´ eventualit´ e (un possible, ...).
9.2 Ev` enements et Tribus A
On peut s’int´ eresser ` a l’´ ev` enement (susceptible de se produire) ”tirer un chiffre
paire” (resp. ”tirer un chiffre  2”) ce qui donne le sous-ensemble suivant A =
f2;4;6g (resp. B = f2;3;4;5;6g) dans 
. De fait, on peut repr´ esenter l’ensemble
des ´ ev` enements de 
 par une famille A. A est une tribu des parties de 
. La
r´ ealisation de A implique B ´ equivaut ` a A  B.
D´ eﬁnition A1 : Soit 
 un ensemble non vide. Une famille A de parties de 
 est
appel´ ee tribu de parties de 
 si elle v´ eriﬁe les propri´ et´ es :
i/ 
 appartient ` a A.
ii/ A est stable pour la compl´ ementation
A 2 A ) A 2 A avec A = f! 2 
;! = 2 Ag compl´ ementaire de A.
iii/ A est stable pour l’union d´ enombrable




iv/ A est stable pour l’intersection d´ enombrable





;A) est dit espace probabilisable.
9.3 Probabilit´ es P
La quantiﬁcation de ”quelle chance a-t-on d’obtenir A?” est envisageable en
attribuant une masse P (A) la probabilit´ e de r´ ealisation de A. La fonction r´ eelle
P (:) est d´ eﬁnie sur A
D´ eﬁnition A2 : Soit un espace probabilisable (
;A), on appelle probabilit´ e sur
(
;A) toute application P (:) de A dans R+ telle que :
i/ P (;) = 0 et P (
) = 1
ii/ P (:) est    additive










;A;P) est dit espace probabilis´ e.
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