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Abstract
We prove two asymptotic expansions of the generalized scattering phases. These phases are
generalizations of the Birman-Krein spectral shift function associated to pairs of perturbations
of the Laplacians of asymptotically hyperbolic manifolds. The first expansion, of ‘heat type’,
holds for all ‘long range’ metric perturbations of the Laplacian, whereas the second one is
shown under a non trapping condition.
1 Introduction and results
1.1 Introduction
In this paper, we define and study some properties of the generalized scattering phases associated
to a pair of self-adjoint elliptic differential operators (P0, P1) on an asymptotically hyperbolic
manifold X of dimension n. The manifolds and operators that we consider are of the same type
as those considered in [35, 18] or in many other related papers, especially [30]. Typically, P0 can
be the Laplacian of the quotient of the hyperbolic space Hn by some discrete group of isometries,
with infinite volume, and P1 a non compactly supported perturbation of P0. The precise definition
of the operators is given in subsection 1.2. Let us first explain the terminology.
The generalized scattering phase of order q ∈ N is the distribution ξq defined by
∫
R
f(λ) dξq(λ) = tr
f(P1)− q−1∑
j=0
1
j!
dj
dǫj
f(Pǫ)|ǫ=0
 , f ∈ C∞0 (R) (1.1)
provided, of course, that the right hand side makes sense. Here Pǫ = P0 + ǫ(P1 − P0) and the
left hand side stands for 〈ξ′q, f〉 if 〈., .〉 is the duality between test functions and distributions.
This equality actually defines the derivative of ξq and we choose for ξq the unique primitive of ξ
′
q
vanishing near −∞, which is possible if P0 and P1 are semi-bounded from below.
The distribution ξ1 is well known: it is the spectral shift function introduced by Birman
and Kre˘ın [2, 53]. We recall that ξ1 is, in general, a measurable function which is defined if
(P1+ i)
−N − (P0+ i)−N ∈ S1 for some N large enough. Here S1 is the set of trace class operators.
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The point of considering ξq for q ≥ 2 is that we can relax this trace class condition and
consider operators such that (P1 + i)
−N − (P0 + i)−N ∈ Sq, the Schatten class of order q (for
instance the Hilbert-Schmidt class if q = 2). We furthermore emphasize that, if q ≥ 2, ξq is a
priori a distribution and showing that it is a (smooth or continuous or even measurable) function
on the continuous spectrum is not trivial. The distributions ξq have been introduced by Koplienko
[32] for bounded or 1-dimensional Schro¨dinger operators and studied in the higher dimensional
case by the author (see [6, 7] for more details). We also quote a similar approach considered in
[28]. In [6, 7], ξq was called spectral distribution by analogy with spectral function, however the
name scattering phase is natural as well since we have shown that
ξ′q(λ) = lim
δ↓0
d
dλ
arg detq
(
(P1 − λ− iδ)(P0 − λ− iδ)
−1
)
. (1.2)
The precise meaning of formula (1.2), which is well known for q = 1 if (P1 − P0)(P0 − z)−1 is
trace class [2, 53], is explained in [7]. We just specify that detq coincides in many cases with the
standard Fredholm determinant Detq defined for perturbations of identity by elements of Sq (see
[23, 53]) and that we need such an extension of Detq since (P1 − P0)(P0 − z)
−1 is not necessarily
compact in general. We also refer to the recent paper [5] where similar determinants with q = 1
are studied for hyperbolic surfaces.
We now recall the definition of an asymptotically hyperbolic manifold. A complete non compact
Riemannian manifold (X,G), without boundary, is asymptotically hyperbolic if it is isometric,
outside a compact set, to (
(R,+∞)× Y, dr2 + e2rg(e−r)
)
. (1.3)
Here Y is a connected compact manifold without boundary, and g(x) is a family of metrics on
Y depending smoothly on x ∈ [0, e−R). More precisely, if S2T ∗Y is the vector bundle of bilinear
symmetric forms on Y and Γ(S2T ∗Y ) is the space of its smooth sections, we assume that g ∈
C∞([0, e−R),Γ(S2T ∗Y )) and of course that g(x)|TpY×TpY is positive definite for each p ∈ Y and
x ∈ [0, e−R). We furthermore equip Y with the metric g(0). We could actually consider manifolds
with finitely many such ends, i.e. with (X,G) isometric, outside a compact set, to a finite union of
manifolds like (1.3) but we restrict our attention to the one end case for notational convenience.
As explained in [30, 36], such a manifold (X,G) can be obtained from a compact manifold with
boundary (Z, G˜), with a boundary defining function x such that ∂Z = Y = {x = 0}, by setting
X = {x > 0}, the interior of Z, equipped with the metric G˜/x2. These manifolds are also called
conformally compact manifolds and the most basic example is the hyperbolic space Hn.
The results of this paper are two asymptotic formulas for ξq which are similar to the heat
expansion and Weyl formula for the eigenvalues counting function on a compact manifold. More
precisely, these asymptotics are of the same type as those obtained in Euclidean scattering by
[41, 34, 46, 47, 10, 52, 33] for q = 1 and [6, 7] for q ≥ 2. See also [10, 11, 9, 19] and [26] in more
geometric frameworks. The scattering phases are natural and basic tools of scattering theory in
view of their relation with time delay [47], relative scattering determinants [6, 7, 43] or resonances.
More specifically, their asymptotic behavior is of interest for several reasons such as relative index
theory [4], trace formulas [12, 25, 6, 1] or Breit-Wigner formula [22, 42, 8].
The most popular scattering phase is Birman-Kre˘ın’s function ξ1 but its use leads to restrictions
on the pairs of operators as already mentionned. For instance in [5], the authors are able to define
the determinant det1 for a pair of operators which are, up to a unitary transform, the Laplacians
associated with two metrics G0 and G1 as above for which g1(x) − g0(x) = O(x2). This last
condition implies that (P0+ i)
−N − (P1+ i)−N is of trace class since they work in dimension 2, but
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in higher dimension, the difference (P0+ i)
−N − (P1+ i)−N is not trace class, in general, under the
sole condition g1(x) − g0(x) = O(x2). Our theorem 1.1 combined with the method of [7] proves
directly the existence of detq((P1 − z)(P0 − z)
−1) for q ≥ n for any n under the weaker condition
that g1(x)− g0(x) = O(x).
For the proof of theorem 1.2, we adapt the method that we used in [7], namely a refined
analysis of Isozaki-Kitada’s construction [29]. We recall the principle of this method, which has
only been used in the Euclidean context so far, in subsection 2.3. We devote section 3 to the
relevant estimates on geodesics in the hyperbolic framework and the explicit construction is given
in subsection 5.1.
1.2 Notations
For any Cq function Tǫ of the real variable ǫ ∈ [0, 1], scalar or vector valued, we set
[Tǫ]q = T1 −
q−1∑
j=0
1
j!
dj
dǫj
Tǫ|ǫ=0 =
1
(q − 1)!
∫ 1
0
(1 − ǫ)q−1
dq
dǫq
Tǫ dǫ. (1.4)
We will also use the notation
{Tǫ}q =
1
(q − 1)!
∫ 1
0
(1 − ǫ)q−1
dq−1
dǫq−1
Tǫ dǫ.
Note that, if Tǫ is a primitive of Tǫ, we have [Tǫ]q = {Tǫ}q.
We will have to consider distributions smooth with respect to a parameter. We shall say that a
family of distributions uτ ∈ S ′(R) is Cj with respect to τ ∈ J , an interval of R, if for all f ∈ S(R)
the function 〈uτ , f〉 is Cj on J . In particular, ∂jτuτ and
∫
J uτdτ are defined by
〈∂jτuτ , f〉 = ∂
j
τ 〈uτ , f〉,
〈∫
J
uτ dτ, f
〉
=
∫
J
〈uτ , f〉 dτ.
Another useful distributional notation is the following. If H is a self-adjoint operator on a separable
Hilbert space H and if T is an operator acting on (some subspace) of H such that the map
f 7→ tr (f(H)T ), with f ∈ S(R), defines a distribution, that is if the trace is well defined and
depends continuously on f ∈ S(R), then we shall write this distribution
tr
(
∂E
∂µ
T
)
if E(µ) = E(−∞, µ) is the spectral projection of H on (−∞, µ).
We will also use extensively Schatten classes Sq of real order q ≥ 1. We simply recall that,
by definition, a bounded operator A on a separable Hilbert space H belongs to Sq = Sq(H) if
|A|q = (A∗A)q/2 is trace class and that the norm ||.||q on Sq is defined by ||A||qq = tr(|A|
q). We
will need the following Ho¨lder type estimates
||AB||q ≤ ||A||q1 ||B||q2 , q
−1 = q−11 + q
−1
2 (1.5)
for all A ∈ Sq1 and B ∈ Sq2 . This estimate still holds if A (resp. B) is bounded with q1 = ∞
(resp. q2 = ∞), which is consistent with the notation ||.||∞ for the operator norm on H. For a
more general presentation of Schatten classes, we refer to [23] and [53].
On the manifold X , we will mainly work near infinity. If y = (y1, · · · , yn−1) are coordinates on
Y defined on Un−1 ⊂ Y , such that y : Un−1 → Ω ⊂ Rn−1 is a diffeomorphism, then r, y1, · · · , yn−1
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are coordinates on an subset Un ⊂ X diffeomorphic to (R,∞) × Ω. We call (R,∞) × Ω a chart
at infinity. We can write Y as the finite union of open sets Un−1 and thus we get an atlas of a
neighborhood of infinity on X given by a finite number of charts at infinity. If necessary, we can
choose each Ω to be convex, since we fix the coordinates once for all in each chart. We assume
that, in each chart at infinity, the volume density giving the L2 structure on X can be written
dvol = a(r, y)|dr ∧ dy1 ∧ · · · ∧ dyn−1| (1.6)
with a smooth and bounded on (R,∞)× Ω. In particular, this implies that the pullback on X of
any function u ∈ L2((R,∞)× Ω, drdy), supported in the chart, belongs to L2(X) = L2(X, dvol).
We now describe the operators P0 and P1. Let us start with an example. The expression of
the Laplace Beltrami operator associated to (1.3) in a chart at infinity is
∆G = −∂2r − e
−2r∆g(e
−r) −
(
n− 1− e−r
∂xdetg(x)
2detg(x)
|x=e−r
)
∂r
where ∆g(x) is the expression of the (negative) Laplacian of Y associated to the metric g(x).
Furthermore dvol(G) = e(n−1)r
√
det g(e−r, y)|dr ∧ dy1 ∧ · · · ∧ dyn−1| is the volume form induced
by G, hence
e(n−1)r/2∆Ge−(n−1)r/2 = −∂2r − e
−2r∆g(e
−r) + c2n + e
−r ∂xdetg(x)
2detg(x)
|x=e−r (∂r − cn), (1.7)
with cn = (n− 1)/2, is selfadjoint w.r.t the density
√
det g(e−r, y)|dr ∧ dy1 ∧ · · · ∧ dyn−1| which is
of the form (1.6). Guided by (1.7), we shall consider operators P0, P1 which are both second order
elliptic differential operators, symmetric w.r.t to dvol, whose expressions in each chart at infinity
are
Pj = −∂
2
r − gj(e
−r, y, e−r∂y) + e
−r
∑
|α|+l≤1
vα,lj (e
−r, y)(e−r∂y)
α∂lr, j = 0, 1. (1.8)
Here gj(x, y, η) is the principal symbol of ∆
gj(x), j = 0, 1, that is the expression of the metric gj on
the fibers of T ∗Y with coordinates η1, · · · , ηn−1 dual of y1, · · · , yn−1, and the functions v
α,l
j (x, y)
are smooth and bounded on [0, e−R)× Ω. The fact that P1 is a perturbation of P0 is reflected by
the assumption that
g1|x=0 = g0|x=0. (1.9)
We will use extensively the principal symbol of P0+ ǫ(P1−P0), denoted by pǫ, which has the form
pǫ(r, y, ρ, η) = ρ
2 + e−2rgǫ(r, y, η)
where gǫ(r, y, η) = g0(e
−r, y, η) + ǫ(g1 − g0)(e−r, y, η) and ρ is dual variable of r. Note that
g1(x, y, η)− g0(x, y, η) = O(x)|η|2 by (1.9).
1.3 Results
In the next two theorems, P0 and P1 are two operators as described above such that (1.9) holds.
We recall that Pǫ = P0 + ǫ(P1 − P0).
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Theorem 1.1. i) For all q ≥ n and f ∈ S(R), [f(Pǫ)]q is trace class and there exists a unique
ξq ∈ S ′(R) which vanishes below inf(σ(P0) ∪ σ(P1)) such that∫
R
f(λ) dξq(λ) = tr [f(Pǫ)]q .
ii) The Laplace transform of ξ′q has a complete asymptotic expansion as t ↓ 0+, namely
tr
[
e−tPǫ
]
q
∼ t−n/2
∑
k≥0
akt
k, with a0 = Γ
(n
2
+ 1
)
(2π)−nωn
∫
X
[dvolǫ]q. (1.10)
Here dvolǫ is volume density obtained naturally from pǫ, that is in local coordinates
dvolǫ = e
(n−1)rdet
(
∂2ηgǫ(r, y, η)/2
)−1/2
|dr ∧ dy1 ∧ · · · ∧ dyn−1|.
The other coefficients a1, a2, · · · can be expressed as integrals of functions of the symbols of Pǫ.
Example. If (X,G0) and (X,G1) are of the form (1.3), outside a compact set, associated respec-
tively to g0 and g1 satisfying (1.9), then the operators P0 = e
(n−1)r/2∆G0e−(n−1)r/2 − c2n and
P1 = U
1/2e(n−1)r/2∆G1e−(n−1)r/2U−1/2 − c2n, with U = dvol(G1)/dvol(G0), satisfy the assump-
tions of the theorem.
The leading term of (1.10) involves the regularized volume term a0. Other kinds of regular-
ization have been considered for similar purposes, for instance the 0−volume used in [26] or those
used in [10, 24].
If we knew that ξq was a monotone function, this result would yield immediately an equivalent
for ξq(λ) as λ ↑ ∞ by Karamata’s Tauberian theorem. Unfortunately we don’t know that it is
a function neither that it is monotone (it is not the case in general). Nevertheless, we have the
following result.
Theorem 1.2. i) ξq is a continuous function on (0,∞).
ii) Assume that G is of the form (1.3) with g = g1. Assume furthermore that G is non trapping
(see below) and that the principal symbols of P0 and P1 coincide outside the region {r > r0}, for
some r0 large enough, then we have the complete asymptotic expansion
ξq(λ) ∼ λ
n/2
∑
k≥0
bkλ
−k, λ ↑ +∞. (1.11)
The coefficients bk can be deduced from (1.10) and in particular b0 = (2π)
−nωn
∫
X
[dvolǫ]q.
Note that the condition on the principal symbol means that the terms of order 2 of P1−P0 are
supported near infinity. For instance P1 can be a perturbation of P0 with P0 = −∂2r − e
−2r∆g0(0)
near infinity (the ‘product case’) or with P0 associated to a metric with constant curvature near
infinity. The latter can be of special interest in view of the recent results of [13].
We recall that G is a non trapping metric, if for any compact subset K of T ∗X \ 0 there exists
TK ≥ 0 such that φ
t(K) ∩ K is empty for all |t| ≥ TK , if φ
t is the geodesic flow on T ∗X . The
results already obtained on Rn let us hope that the non trapping condition in theorem 1.2 can be
relaxed to get a Weyl formula, i.e. an equivalent for ξq. However this is an open question.
We shall use methods of semi-classical analysis to prove these theorems and we will consider
Hǫ = h
2Pǫ = H0 + ǫV, h ∈ (0, 1]. (1.12)
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We will use the notations Eǫ(µ) for the spectral projection of Hǫ on (−∞, µ) and
Rǫ(z) = (Hǫ − z)
−1, Uǫ(t) = e
−itHǫ/h.
In theorem 1.1, we will choose h = t1/2 and in theorem 1.2, we shall set h = λ−1/2 and consider
the rescaled scattering phases ξq(µ, h) associated to H0, H1, near the energy µ = 1, since one has
clearly ξq(µh
−2) = ξq(µ, h).
The non trapping condition will be used to show that∫
R
∣∣∣∣〈r〉−Mf(Hǫ)Uǫ(t)〈r〉−M ∣∣∣∣∞ dt ≤ CM,f,h0,w (1.13)
for some M > 0, all f ∈ C∞0 supported close to 1 and uniformly w.r.t. h ∈ (0, h0] and ǫ ∈ [0, 1].
Such estimates are essentially well known under the non trapping condition. They have been
proved in the Euclidean case by Robert-Tamura [48] and simplified by Ge´rard-Martinez [20] (see
also [45]), using the theory of Mourre [37] with a conjugate operator (see appendix B) defined as a
suitable perturbation of generator of dilations r.hDr + hDr.r. As explained by Hislop and Froese
in [18], the generator of dilations does not fit the hyperbolic framework and they built explicitly
another conjugate operator which makes Mourre theory applicable. In appendix B, we sketch the
proof leading to (1.13) by combination of the ideas of [20, 45] and [18], which is necessary since
(1.13) is only known for fixed h in the asymptotically hyperbolic case [18, 14].
Note finally that if (1.13) can be improved so that tp〈r〉−Mf(Hǫ)Uǫ(t)〈r〉−M has a polynomial
bound in h−1, then our method would show that ξ
(p)
q has a complete expansion, obtained by
differentiating (1.11).
Acknowledgments: I want to thank Peter Hislop for helpful discussions as well as Gilles Carron
and Didier Robert for their interest and useful remarks.
2 The basic tools of the proof
The purpose of this section, which is of pedagogic nature, is to describe the main tools of the proof
of theorem 1.2. The formulas that we are going to display hold for a much wider class of operators
than those defined on asymptotically hyperbolic manifolds and we want to separate the general
ideas, sketched in this section, from the specific analysis of the hyperbolic context given in sections
3 and 4.
2.1 Representation formula of ξq
Let us first assume that V , defined by (1.12), is compactly supported so that the Birman-Krein
spectral shift function ξ1,ǫ(µ, h) is well defined for the pair H0, Hǫ (this is essentially standard
but is anyway a consequence of lemma 4.10). Then we can use the well known Birman-Solomyak
formula [3]
tr (f(Hǫ)− f(H0)) =
∫ 1
0
tr (f ′(Hsǫ)ǫV ) ds. (2.1)
The left hand side of (2.1) is −〈ξ1,ǫ, f
′〉 so, with the notations of subsection 1.2, we get directly
ξ1,ǫ(µ, h) = −
∫ 1
0
tr
(
∂Esǫ
∂µ
ǫV
)
ds = −
∫ ǫ
0
tr
(
∂Es
∂µ
V
)
ds, (2.2)
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since both sides of (2.2) have the same derivative (in the distributions sense w.r.t. µ) and vanish
for µ≪ 0. For the general case, i.e. V non compactly supported, we consider the family
V (κ) = θ(κr)V θ(κr), κ ∈]0, 1] (2.3)
with θ ∈ C∞0 , θ = 1 near 0, and thus we can define the associated family of spectral shift functions
ξ
(κ)
1,ǫ . We obtain the following representation formula for ξq :
Lemma 2.1. In the distributions sense on Rµ, we have
ξq(µ, h) = − lim
κ↓0
{
tr
(
∂E
(κ)
ǫ
∂µ
V (κ)
)}
q
(2.4)
Here E
(κ)
ǫ is the spectral resolution associated with H
(κ)
ǫ = H0 + ǫV
(κ).
The proof of this lemma (given in section 4) is not very hard and formally obvious from (2.2)
and the definition of ξq. Formula (2.4) leads obviously to the study of distributions of the form
tr
(
∂E
(κ)
ǫ
∂µ
f(H(κ)ǫ )V
(κ)
)
(2.5)
with f ∈ C∞0 , f ≡ 1 close to 1. Note that such a function f can be added for free since we only
consider µ close to 1. In order to simplify our notations, we drop the index κ in the sequel but the
reader must keep in mind that we work with a perturbation of the form (2.3).
As usual, we consider the (semi-classical) Fourier transform of (2.5) which is tr (Uǫ(t)f(Hǫ)V ).
It is thus natural to consider distributions of the more general form
tr (Uǫ(t)f(Hǫ)Kǫ) (2.6)
with Kǫ trace class, for instance Kǫ = f˜(Hǫ)V with f˜ ∈ C∞0 , f˜ f = f . Recall that we consider
perturbations of the form (2.3), so that
˜
f(H
(κ)
ǫ )V (κ) is trace class for each κ > 0, but for κ = 0 we
only have Kǫ ∈ Sq in which case the trace makes sense only once {.}q has been taken.
We will have to consider the ǫ derivatives of f(Hǫ)Uǫ(t), that is why we quote quote the formula
∂ǫUǫ(t) =
i
h
∫ t
0
Uǫ(t− s)V Uǫ(s) ds (2.7)
which holds, for instance, in the strong sense on the domain of the operators Hǫ (which is indepen-
dent of ǫ, see proposition 4.9). Since we want to use (1.13), it is important to keep a spectral cutoff
in front of each Uǫ(t). To that end, we use a very simple trick. Let us introduce the notations
Ufǫ (t) = f(Hǫ)Uǫ(t), S
f
ǫ = f(Hǫ). (2.8)
Then for any small neighborhood I˜ of supp f , we can choose f˜ smooth, supported in I˜, such that
f˜f = f and we obtain
∂ǫU
f
ǫ (t) = ∂ǫ
(
Sfǫ Uǫ(t)S
f˜
ǫ
)
=
(
∂ǫS
f
ǫ
)
Uǫ(t)S
f˜
ǫ + S
f
ǫ (∂ǫUǫ(t))S
f˜
ǫ + S
f
ǫ Uǫ(t)
(
∂ǫS
f˜
ǫ
)
.
and using (2.7), we get the formula
∂ǫU
f
ǫ (t) = ∂ǫS
f
ǫ U
f˜
ǫ (t) +
i
h
∫ t
0
Ufǫ (t− s)V U
f˜
ǫ (s) ds+ U
f
ǫ (t)∂ǫS
f˜
ǫ . (2.9)
This can be obviously iterated and proves the following more general result
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Lemma 2.2. For all k ≥ 1, ∂kǫ U
f
ǫ (t) is a linear combination with universal coefficients of
h−j
∫
F jt
∂l0ǫ S
f˜0
ǫ U
f0
ǫ (t0)∂
l1
ǫ S
f˜1
ǫ V · · ·V ∂
lj−1
ǫ S
f˜j−1
ǫ U
fj
ǫ (tj)∂
lj
ǫ S
f˜j
ǫ d
j(t0, · · · , tj), (2.10)
with 1 ≤ j ≤ k, l0 + · · ·+ lj+1 = k − j, f0, · · · , fj , f˜0, · · · , f˜j+1 ∈ C
∞
0 (I˜)
and of ∂lǫS
f˜
ǫ U
f
ǫ (t)∂
k−l
ǫ S
f˜
ǫ , for 0 ≤ l ≤ k. In (2.10), we have used the notations
F jt = {(t0, · · · , tj) ∈ [0, t]
j+1 | t0 + · · ·+ tj = t}
and dj(t0, · · · , tj) for the (j-dimensional) Lebesgue measure on the hyperplane t0 + · · ·+ tj = t.
In the applications, we will get estimates on (2.10) using (1.13) combined with the following
easy estimate∫
R
∣∣∣∣∣
∫
F jt
ψ0(t0)ψ1(t1) · · ·ψj(tj) d
j(t0, · · · , tj)
∣∣∣∣∣ dt ≤
∫
R
|ψ0| ∗ |ψ1| ∗ · · · ∗ |ψj | (t) dt (2.11)
valid for all integrable functions ψ0, · · · , ψj .
2.2 Two microlocal tools
The operators Kǫ in (2.6) will essentially be pseudo-differential operators. Sometimes we will need
to shift the support of their symbols by the classical Hamilton flow φtǫ. To that end, we will use
the fact that for any t0 we have
tr (Uǫ(t)f(Hǫ)Kǫ) = tr (Uǫ(t)f(Hǫ)Uǫ(t0)KǫUǫ(−t0)) . (2.12)
This remark was used by Robert in [46] and follows trivially by centrality of the trace. In general,
we cannot obtain an explicit formula for Uǫ(s)KǫUǫ(−s) and rather get an approximation. This
implies that we have to study an error term and this is why we display the following explicit
formulas. If Ksǫ is C
1 w.r.t. s, satisfying K0ǫ = Kǫ, we have
Uǫ(t0)KǫUǫ(−t0) = K
t0
ǫ +
i
h
∫ t0
0
Uǫ(t0 − s)
(
hi
∂
∂s
Ksǫ − [Hǫ,K
s
ǫ ]
)
Uǫ(s− t0) ds (2.13)
and this leads to the following exact formula
tr (Uǫ(t)f(Hǫ)Kǫ) = tr
(
Uǫ(t)f(Hǫ)K
t0
ǫ
)
+ tr
(
Uǫ(t)f(Hǫ)
i
h
∫ t0
0
hi∂sK
s
ǫ − [Hǫ,K
s
ǫ ] ds
)
(2.14)
since the terms Uǫ(t0− s) and Uǫ(s− t0) cancel out by centrality. Thus, if we are able to find such
a Ksǫ with hi∂sK
s
ǫ − [Hǫ,K
s
ǫ ] small in a certain sense, we see that the study of tr (Uǫ(t)f(Hǫ)Kǫ)
reduces to the one of tr (Uǫ(t)f(Hǫ)K
t0
ǫ ), up to a remainder which is given explicitly by (2.14).
The method leading to the calculation of Ksǫ is the usual one given by the Egorov theorem. We
refer to [45] for a proof of this theorem. The main point is that the symbol (in each chart) of Ksǫ
has an explicit expression in term of the symbol of Kǫ and of the Hamiltonian flow of pǫ.
If Kǫ is a pseudo-differential operator with a symbol supported in a suitable region of T
∗X
(and this can be achieved by replacing Kǫ by K
t0
ǫ thanks to the above trick), we shall see that it
can be factorized as
Kǫ = AǫB
∗
ǫ , with Aǫ, Bǫ : L
2(Rn)→ L2(X). (2.15)
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In practice such a factorization will only be obtained approximately, i.e. Kǫ − AǫB∗ǫ negligible
(in a sense defined rigorously in section 4). The operator Aǫ will be used to intertwin Uǫ(t) with
a free dynamic given by U(t) = exp(−itP/h), i.e. make Uǫ(t)Aǫ − AǫU(t) small, in some sense,
with P = p(hD) differential operator with constant coefficients on Rn. The explicit formula for
Uǫ(t)Aǫ −AǫU(t) is easily seen to be
Uǫ(t)Aǫ −AǫU(t) =
1
ih
∫ t
0
Uǫ(t− s) (HǫAǫ −AǫP )U(s) ds (2.16)
and this shows that, if (2.15) holds, then we have
tr (Uǫ(t)f(Hǫ)Kǫ)− tr (f(Hǫ)AǫU(t)B
∗
ǫ ) =
1
ih
∫ t
0
tr (f(Hǫ)Uǫ(t− s) (HǫAǫ −AǫP )U(s)B
∗
ǫ ) ds. (2.17)
Thus if we are able to show that (HǫAǫ −AǫP )U(s)B∗ǫ is small (see lemma 5.4), we see that we are
left with the study of tr (f(Hǫ)AǫU(t)B
∗
ǫ ). This trace is easy to study since we shall have explicit
expressions for the operators Aǫ, B
∗
ǫ and U(t). The construction of the operators Aǫ and Bǫ will
follow the scheme of Isozaki-Kitada’s method explained in the next subsection.
2.3 The method of Isozaki-Kitada
In this part, we recall the principle of the construction of the operators Aǫ, Bǫ by the method of
Isozaki-Kitada introduced in [29]. This method has only been used on Rn for Euclidean scattering
[21, 46, 47, 15, 6, 7] but it turns out that it can be used in our framework as well, with some
changes on which we shall put emphasize in section 5.
We first recall the algebraic formulas which enters into the game for a general differential
operator of order 2 (on a general manifold X), which we still denote Hǫ = h
2Pǫ(x,Dx) with
Pǫ(x,Dx) = pǫ(x,Dx) + p
(1)
ǫ (x,Dx) + p
(2)
ǫ (x)
in coordinates x = (x1, · · · , xn). Here pǫ(x, ξ) is the principal symbol, i.e. homogeneous of degree
2 w.r.t. to the dual coordinates ξ = (ξ1, · · · , ξ1), and p
(j)
ǫ are homogeneous of degree 2 − j for
j = 1, 2. We look for Aǫ, Bǫ defined as operators of the form J(ϕǫ, aǫ) and J(ϕǫ, bǫ) where
J(ϕǫ, aǫ)u(x) = (2πh)
−n
∫ ∫
e
i
h
(ϕǫ(x,ξ)−x
′.ξ)aǫ(x, ξ, h)u(x
′) dx′ dξ. (2.18)
Note that (2.18) defines actually an operator from L2(Rn) into itself (under suitable conditions on
ϕǫ and aǫ); however, in the applications, aǫ (and bǫ) will be supported into a region of R
n
x × R
n
ξ
whose projection onto Rnx is included into a coordinate chart of X . Thus, up to an invertible
operator, we can consider (2.18) as an operator from L2(Rn) to L2(X).
Following (2.16), we see that we have to study HǫJ(ϕǫ, aǫ) − J(ϕǫ, aǫ)P . Since P = p(hD) is a
Fourier multiplier, we have obviously J(ϕǫ, aǫ)P = J(ϕǫ, aǫp). On the other hand, we see easily
that
Hǫ
(
e
i
h
ϕǫaǫ
)
= e
i
h
ϕǫ
(
pǫ(x, ∂xϕǫ)aǫ + hi
−1Lǫ(x, ∂x)aǫ + h
2Pǫ(x,Dx)aǫ
)
. (2.19)
Here, Lǫ(x, ∂x) is a differential operator of order 1 defined as
Lǫ(x, ∂x) = wǫ(x, ξ).∂x + cǫ(x, ξ)
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where we have set
wǫ(x, ξ) = (∂ξpǫ)(x, ∂xϕǫ), cǫ(x, ξ) = pǫ(x, ∂x)ϕǫ + ip
(1)
ǫ (x, ∂xϕǫ).
All this shows that if we look for aǫ = a
(0)
ǫ + ha
(1)
ǫ + · · ·+ hNa
(N)
ǫ , then
HǫJ(ϕǫ, aǫ)− J(ϕǫ, aǫ)P = J(ϕǫ, a˜ǫ) (2.20)
with a˜ǫ = a˜
(0)
ǫ + ha˜
(1)
ǫ + · · ·+ h(N+2)a˜
(N+2)
ǫ . For 0 ≤ j ≤ N + 2, the functions a˜
(j)
ǫ are given by
a˜(j)ǫ = (pǫ(x, ∂xϕǫ)− p(ξ)) a
(j)
ǫ − iLǫ(x, ∂x)a
(j−1)
ǫ + Pǫ(x,Dx)a
(j−2)
ǫ , (2.21)
where we use the convention that a
(k)
ǫ = 0 for k < 0 or k > N .
Since we want to make (2.20) small, we look for ϕǫ(x, ξ) such that
pǫ(x, ∂xϕǫ) = p(ξ) (2.22)
which is usually called the Hamilton-Jacobi equation. We also need to find a
(k)
ǫ such that
Lǫ(x, ∂x)a
(0)
ǫ = 0, (2.23)
Lǫ(x, ∂x)a
(k)
ǫ = −iPǫ(x,Dx)a
(k−1)
ǫ , k ≥ 1, (2.24)
which are the transport equations. The resolution of (2.22), (2.23) and (2.24) rely upon estimates on
classical trajectories. The technical part leading to such estimates in the asymptotically hyperbolic
case is the purpose of section 3. Here we recall the general method. Assume that we can find
Sǫ(t, x, ξ) defined on [0,∞)× Γ, for some open set Γ ⊂ R2n, such that
∂tSǫ = pǫ(x, ∂xSǫ), Sǫ(0, x, ξ) = x.ξ.
The existence of Sǫ will follow from suitable estimates on φ
t
ǫ, the Hamilton flow of pǫ. In practice,
Γ is such that
∂ξSǫ(t, x, ξ)→∞, as t ↑ ∞. (2.25)
Now, using the fact that Sǫ is a generating function of the flow, i.e.
φtǫ(x, ∂xSǫ) = (∂ξSǫ, ξ), (2.26)
the invariance of pǫ by the flow and (2.25) imply that
lim
t↑∞
pǫ(x, ∂xSǫ) = p(ξ) (2.27)
provided
p(ξ) = lim
x→∞
pǫ(x, ξ).
This shows that we have to built ϕǫ such that ∂xϕǫ = limt↑∞ ∂xSǫ, or equivalently such that
∂xϕǫ(x, ξ) = ξ +
∫ ∞
0
∂t∂xSǫ(t, x, ξ) dt.
Of course, if such a function ϕǫ exists it is not unique. A possible construction is the following
ϕǫ(x, ξ) = x.ξ +
∫ ∞
0
∂t
(
Sǫ(t, x, ξ) − S˜ǫ(t, ξ)
)
dt (2.28)
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with S˜ǫ(t, ξ) independent of x and such that the integral of the right hand side converges. In
practice, S˜ǫ will be easy to find. In that case, by construction, (2.27) holds and we get (2.22).
Note that, for Euclidean scattering on Rn, we have p(ξ) = |ξ|2. In the asymptotically hyperbolic
situation, with the coordinates x = (r, y) and ξ = (ρ, η) we will consider p(ξ) = ρ2.
For the resolution of the transport equations (2.23), (2.24) we study the solution xˇtǫ(x, ξ) of
dxˇtǫ
dt
= wǫ(xˇ
t
ǫ, ξ), xˇ
0
ǫ (x, ξ) = x.
Indeed, any solution a(x, ξ) of Lǫ(x, ∂x)a = 0 satisfies
a(xˇtǫ, ξ) = a(x, ξ) exp
(
−
∫ t
0
cǫ(xˇ
s
ǫ , ξ) ds
)
.
In the applications, we shall prove that xˇtǫ is defined on [0,∞) × Γ and satisfies (in a sense to be
made precise)
xˇtǫ ∼ x+ t∂ξp(ξ), t ↑ ∞. (2.29)
This is actually well known in the Euclidean case (see for instance [29, 21, 47, 15]). Hence, if we
look for a
(0)
ǫ such that a
(0)
ǫ (x, ξ)→ 1 as (x, ξ)→∞ in Γ, we obtain
a(0)ǫ (x, ξ) = exp
(∫ ∞
0
cǫ(xˇ
t
ǫ, ξ) dt
)
. (2.30)
Similarly, by the method of variation of constants, we see that any solution of Lǫa = ι satisfies
a(xˇtǫ, ξ) =
(
a(x, ξ) +
∫ t
0
ι(xˇsǫ , ξ) exp
(∫ s
0
cǫ(xˇ
u
ǫ , ξ) du
)
ds
)
exp
(
−
∫ t
0
cǫ(xˇ
s
ǫ , ξ) ds
)
.
Thus if we look for a solution a
(k)
ǫ of (2.24) such that a
(k)
ǫ (x, ξ)→ 0 as (x, ξ)→∞ in Γ, we get
a(k)ǫ (x, ξ) = −
∫ ∞
0
iPǫ(x,Dx)a
(k−1)
ǫ (xˇ
t
ǫ, ξ) exp
(∫ t
0
cǫ(xˇ
s
ǫ , ξ) ds
)
dt. (2.31)
Here again, the convergence of the integrals is justified by the appropriate estimates on the functions
cǫ and Pǫ(x,Dx)a
(k−1)
ǫ which need to be shown. Such estimates are well known in the Euclidean
case and will follow from section 3 for the hyperbolic one.
The formulas (2.30) and (2.31) define a
(k)
ǫ , for k ≥ 0, in Γ. In section 5, we will explain how to
define them globally, i.e. how to cut them off outside a suitable area.
Recall that we want to consider a factorization of the form J(ϕǫ, aǫ)J(ϕǫ, bǫ)
∗ whose Schwartz
kernel is
Kǫ(x, x
′) = (2πh)−n
∫
e
i
h
(ϕǫ(x,ξ)−ϕǫ(x
′,ξ))aǫ(x, ξ, h)bǫ(x′, ξ, h) dξ.
This kernel is the one of a pseudo-differential operator since Kuranishi’s trick, namely
ϕǫ(x, ξ) − ϕǫ(x
′, ξ) = (x− x′).θǫ(x, x
′, ξ)
which is of course obtained by Taylor’s formula, allows to write
Kǫ(x, x
′) = (2πh)−n
∫
e
i
h
(x−x′).θϑǫ(x, x
′, θ, h) dθ
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provided the following map is a diffeomorphism for each x, x′ belonging to the projections of the
supports of aǫ and bǫ:
ξ 7→ θǫ(x, x
′, ξ) =
∫ 1
0
∂xϕǫ(x
′ + t(x− x′), ξ) dt.
Note that, in view of (2.28), we see that if ∂x∂tSǫ(t, x, ξ) is small (which will indeed be the case),
then the map ξ 7→ θǫ is close to the identity and easily seen to be a diffeomorphism. In this case
we have
ϑǫ(x, x
′, θ, h) = aǫ(x, θ
−1
ǫ (x, x
′, θ), h)bǫ(x′, θ
−1
ǫ (x, x′, θ), h)
∣∣det ∂θθ−1ǫ (x, x′, θ)∣∣ .
Using a general elementary property of pseudo-differential operators, we have
Kǫ(x, x
′) ∼ (2πh)−n
∑
j≥0
hj
∫
e
i
h
(x−x′).θ
∑
|α|=j
1
α!
∂αx′D
α
θ ϑǫ(x, x
′, θ, h)|x′=xdθ.
By identification of the powers of h, this allows to find bǫ = b
(0)
ǫ + · · ·+ hNb
(N)
ǫ such that, modulo
hN , the right hand side is the expansion of the Schwartz kernel of Kǫ, with the notation of (2.15).
For instance, if the principal symbol of Kǫ is σ(x, θ), we must have
a(0)ǫ (x, θ
−1
ǫ (x, x, θ))b
(0)
ǫ (x, θ
−1
ǫ (x, x, θ))
∣∣det ∂θθ−1ǫ (x, x, θ)∣∣ = σ(x, θ)
which implies that
b
(0)
ǫ (x, ξ) = σ(x, θǫ(x, x, ξ))a
(0)(x, ξ)−1 |det ∂ξθǫ(x, x, ξ)| . (2.32)
More generally, one can get explicit expressions for b
(1)
ǫ , · · · , b
(N)
ǫ and the important remark is
that they are linear combinations of products of (derivatives of) a
(0)
ǫ (x, ξ)−1, a
(k)
ǫ (x, ξ) for k ≥ 1,
θǫ(x, x
′, ξ) (evaluated at x′ = x) and the symbols of Kǫ evaluated at (x, θǫ(x, x, ξ)). In practice,
θǫ(x, x, ξ) − ξ will be small in the region that we will consider and Γ will be a neighborhood of
suppσ, so that b
(0)
ǫ , b
(1)
ǫ , · · · will only depend on σ and on the values of a
(0)
ǫ , a
(1)
ǫ , · · · and ϕǫ in Γ.
In particular (2.30) will ensure that a
(0)
ǫ doesn’t vanish.
3 Some estimates on the geodesics
In this technical section, we prove long time estimates on classical trajectories, in suitable areas of
T ∗X , needed to justify Isozaki-Kitada’s method in the asymptotically hyperbolic case.
3.1 Results of this section
We consider the function defined for r ∈ R, ρ ∈ R and y, η ∈ Rn−1 by
pǫ(r, y, ρ, η) = ρ
2 + e−2rgǫ(r, y, η)
where the function gǫ(r, y, η) defines a metric on R
n−1, i.e. gǫ is a smooth function which is an
homogeneous polynomial of degree 2 w.r.t. η and such that for some C0 > 0
C−10 |η|
2 ≤ gǫ(r, y, η) ≤ C0|η|
2, (3.1)
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for all r ∈ R, y, η ∈ Rn−1 and ǫ ∈ [0, 1]. We assume furthermore that gǫ is of the following form
gǫ(r, y, η) = g(y, η) + ǫe
−rg˜
(
e−r, y, η
)
(3.2)
where g and g˜ satisfy the following estimates
|∂kx∂
α
y ∂
β
η g˜(x, y, η)|+ |∂
α
y ∂
β
η g(y, η)| ≤ Ck,α,β |η|
2−|β|, x ∈ [0, 1], y, η ∈ Rn−1. (3.3)
Note that in particular, we have gǫ(r, y, η)− g(y, η) = O(e−r)|η|2. All these estimates are satisfied
by the principal symbol of Pǫ in any chart at infinity (R,∞) × Ω. Thus we can assume that this
principal symbol is the restriction of some function pǫ satisfying the above estimates. We are
going to prove estimates on trajectories of some vector fields and these trajectories will turn out
to lye inside (R,∞)×Ω×Rn. This means that the results of the present section can be obviously
considered as local results in T ∗X .
Our first goal is the study of the Hamiltonian flow φtǫ of the function pǫ, that is the solution of
φ˙tǫ = Hǫ
(
φtǫ
)
where the notation ˙ stands for d/dt throughout the section and Hǫ = Hǫ(r, y, ρ, η) is the Hamilto-
nian vector field of pǫ, that is
Hǫ =

∂ρpǫ
∂ηpǫ
−∂rpǫ
−∂ypǫ
 =

2ρ
e−2r∂ηgǫ(r, y, η)
e−2r (2gǫ(r, y, η)− ∂rgǫ(r, y, η))
−e−2r∂ygǫ(r, y, η)
 . (3.4)
We denote the components of the flow by (rtǫ, y
t
ǫ, ρ
t
ǫ, η
t
ǫ). They are functions of the initial condition
(r, y, ρ, η). We remark that φtǫ is defined for t ∈ R for if this was wrong, then |φ
t
ǫ| should blow up
in finite time. This cannot happen since the conservation of energy, pǫ = pǫ ◦ φtǫ, implies easily
that φ˙tǫ is bounded, hence φ
t
ǫ − φ
0
ǫ = O(t) can not blow up in finite time.
Let us introduce some notations. We consider energy intervals of width 2w defined by
I(w) = (1− w, 1 + w).
In the end, w will be chosen small enough but for the time being we only assume that 0 < w < 1/2.
We also introduce the outgoing (resp. incoming) parameters σ+ > 0 and δ+ > 0 (resp. σ− > 0
and δ− > 0) defined by
σ± = (1∓ w)
1/2 − δ±.
Of course, this makes sense provided 0 < δ± < (1∓ w)
1/2. The last two parameters we shall need
are a positive real number R > 0 and an arbitrary open subset Ω ⊂ Rn−1. We can now define the
outgoing area Υ+(R, σ+, w,Ω) and the incoming area Υ
−(R, σ−, w,Ω) by
Υ±(R, σ±, w,Ω) :=
{
(r, y, ρ, η) ∈ R2n | p0(r, y, ρ, η) ∈ I(w), ±ρ > −σ±, r > R, y ∈ Ω
}
. (3.5)
The point of considering such areas is that we have a splitting
Υ+(R, σ+, w,Ω) ∪Υ
−(R, σ−, w,Ω) = {(r, y, ρ, η) | p0(r, y, ρ, η) ∈ I(w), r > R, y ∈ Ω} . (3.6)
The first result is the following.
13
Proposition 3.1. Let 0 < w < 1/2, σ± > 0 and Ω as above. There exists R large enough and
C > 0, depending only on C0 and a finite number of constants Ck,α,β in (3.3), such that the
following estimates hold
rtǫ ≥ r ± t− C, (3.7)
ρ˙tǫ ≥ 0 (3.8)
|ytǫ − y| ≤ Ce
−r (3.9)
for all ǫ ∈ [0, 1], (r, y, ρ, η) ∈ Υ±(R, σ±, w,Ω) and ±t ≥ 0.
The meaning of these statements is that the properties are true on Υ+ (resp. Υ−) for t ≥ 0
(resp. t ≤ 0). This result says that the geodesics starting in outgoing (resp. incoming) areas stay
in the neighborhood of infinity in X for t ≥ 0 (resp. t ≤ 0). More precise estimates on the flow
will be given in the theorem below. Note moreover that (3.9) shows that ytǫ lye in any arbitrary
small neighborhood of Ω. It explains why our results can be localized in charts at infinity on X .
Remark 1. This proposition, or rather its proof, shows in particular that the flow of pǫ in
Υ±(R, σ±, w,Ω) depends only on the values of pǫ in the region {r ≥ R − C}. This implies that
if we replace g˜ by g˜(κ) depending on a parameter κ ∈ [0, 1], in (3.2), such that the constants C0
and Ck,α,β can be chosen uniformly w.r.t. κ for r large enough, then the above proposition is true
uniformly w.r.t. κ. In particular, this holds if one considers the principal symbol of (2.3) which
involves
g˜(κ)(e−r, y, η) = θ(κr)2 g˜(e−r, y, η). (3.10)
Using this remark, we now claim that all the results listed in this subsection hold true uniformly
w.r.t. κ ∈ [0, 1] if one considers (3.10).
Theorem 3.2. Let w, σ± and Ω be as in proposition 3.1. There exists R large enough such that
for all γ defined by ∂γ = ∂kr ∂
α
y ∂
l
ρ∂
β
η ∂
j
ǫ , one can find Cγ ≥ 0 satisfying∣∣∂γ (rtǫ − r − 2tρ)∣∣ ≤ Cγ〈t〉e−(j+1)r|η| (3.11)∣∣∂γ (ytǫ − y)∣∣ ≤ Cγe−(j+1)r|η| (3.12)∣∣∂γ (ρtǫ − ρ)∣∣ ≤ Cγe−(j+1)r|η| (3.13)∣∣∂γ (ηtǫ − η)∣∣ ≤ Cγe−(j+1)r|η| (3.14)
for all ǫ ∈ [0, 1] provided the following condition holds
± t ≥ 0 and (r, y, ρ, η) ∈ Υ±(R, σ±, w,Ω). (3.15)
Corollary 3.3. For R large enough and for all (r, y, ρ, η) ∈ Υ±(R, σ±, w,Ω) the following limits
exist for all ǫ ∈ [0, 1]
y±ǫ = limt→±∞
ytǫ, η
±
ǫ = limt→±∞
ηtǫ limt→±∞
ρtǫ = ±p
1/2
ǫ
where pǫ = pǫ(r, y, ρ, η).
This corollary follows very easily from the motion equations, proposition 3.1 and theorem 3.2
since, in particular, y˙tǫ, ρ˙
t
ǫ and η˙
t
ǫ are O(e
−2t).
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Another important consequence of the theorem is the following. Since ∇ρ,η (ρtǫ, η
t
ǫ) is close to
the identity matrix if e−rη is small enough, we can hope that (ρ, η) 7→ (ρtǫ, η
t
ǫ) is a diffeomorphism
under suitable conditions. This is why we introduce
Γ±(R, ε, w,Ω) = {(r, y, ρ, η) | p0(r, y, ρ, η) ∈ I(w), r > R,±ρ > 0, y ∈ Ω, e
−2rg(y, η) < ε}.
Before studying the above diffeomorphism, let us note that any area Γ± can be reached in finite
time from Υ±. Precisely we have
Lemma 3.4. Let 0 < w < w′ < 1/2 and σ± > 0. Assume that Ω is bounded and that Ω ⋐ Ω
′.
Then, there exists R > 0 large enough such that for any ε > 0 and R′ > R, there exists T > 0 such
that
φtǫ
(
Υ±(R, σ±, w,Ω)
)
⊂ Γ±(R′, ε, w′,Ω′), ∀ ± t ≥ T, ǫ ∈ [0, 1].
This lemma follows easily from the previous results, the main tool being the fact that e−r
t
ǫηtǫ → 0
as ±t→ +∞. Now let us consider the map
Φtǫ : (r, y, ρ, η) 7→ (r, y, ρ
t
ǫ, η
t
ǫ).
Then we have the following result.
Proposition 3.5. Let Ω0,Ω1 be bounded, connected and such that Ω1 ⋐ Ω0. There exists R0, R1 >
0 large enough and w0, w1, ε0, ε1 > 0 small enough such that for all ±t ≥ 0
Γ±(R1, ε1, w1,Ω1) ⊂ Φ
t
ǫ
(
Γ+(R0, ε0, w0,Ω0)
)
. (3.16)
Furthermore, Φtǫ is a diffeomorphism from Γ
±(R0, ε0, w0,Ω0) onto its range for all ±t ≥ 0. If we
denote the inverse map by (r, y, ρ, η) 7→ (r, y, ρ˜tǫ, η˜
t
ǫ) we have∣∣∂γ(ρ˜tǫ − ρ)∣∣+ ∣∣∂γ(η˜tǫ − η)∣∣ ≤ Cγe−(j+1)r|η|, if ∂γ = ∂kr ∂αy ∂lρ∂βη ∂jǫ (3.17)
with Cγ independent of ǫ ∈ [0, 1], ±t ≥ 0 and (r, y, ρ, η) ∈ Γ±(R1, ε1, w1,Ω1).
The main application of this proposition is the resolution of the following eikonal equation
∂tS
±
ǫ = pǫ
(
r, y, ∂rS
±
ǫ , ∂yS
±
ǫ
)
, S±ǫ (0, r, y, ρ, η) = rρ+ y.η (3.18)
with S±ǫ = S
±
ǫ (t, r, y, ρ, η, ǫ) defined on Γ
±(R1, ε1, w1,Ω1) for any ±t ≥ 0. We can solve (3.18)
since any S which satisfy
S(t, r, y, ρtǫ, η
t
ǫ, ǫ) = rρ+ y.η + tpǫ −
∫ t
0
(r∂rpǫ + y.∂ypǫ) ◦ φ
s
ǫ ds (3.19)
solves (3.18). Thus the composition of the right hand side of (3.19) with the inverse of Φtǫ is a
solution to (3.18). We shall show the following
Proposition 3.6. We have a solution S±ǫ of (3.18) on Γ
±(R1, ε1, w1,Ω1) for ±t ≥ 0. Furthermore,
if R1 is large enough and ε1 small enough, we have∣∣∂γ (S±ǫ − rρ− y.η ∓ tρ2)∣∣ ≤ Cγe−(j+1)r|η|, ∂γ = ∂kr ∂αy ∂lρ∂βη ∂jǫ (3.20)
for ǫ ∈ [0, 1], ±t ≥ 0 and (r, y, ρ, η) ∈ Γ±(R1, ε1, w1,Ω1).
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Remark 2. We add this short remark in order to explain in what sense these constructions are
continuous w.r.t. κ, if we consider (3.10). Let us recall again that all the coming proofs in the next
subsections work uniformly w.r.t. the parameter κ ∈ [0, 1] since they rely on the estimates (3.1)
and (3.3) which are uniform w.r.t. κ, when working with (3.10). We will omit this parameter not
to burden the notations but we hope that the proofs are explicit enough to make this uniformity
clear. Then the continuity w.r.t. κ ∈ [0, 1], and actually the smoothness, is obvious since in the
case of the flow (theorem 3.2) it follows from the standard result of smoothness of O.D.E. with
respect to parameters and in the case of the diffeomorphism (propositions 3.5 and 3.6) it is due to
the implicit functions theorem.
We now give the proofs of these results. We shall only consider the outgoing situation since
the incoming one can be treated similarly.
3.2 Proof of proposition 3.1 and theorem 3.2
Most of the results that we are going to prove rely on the fact that
− ∂rpǫ = 2(pǫ − ρ
2) +O(e−r)(pǫ − ρ
2). (3.21)
The first step is the following.
Lemma 3.7. One can choose R¯ large enough so that for all (r, y, ρ, η) ∈ Υ+(R¯, σ+, w,Ω) and all
ǫ ∈ [0, 1] the following condition holds:
rt1ǫ ≥ R¯ and ρ
t1
ǫ > 0 for some t1 ≥ 0⇒ r
t
ǫ ≥ R¯ and ρ
t
ǫ ≥ ρ
t1
ǫ , ∀t ≥ t1.
Proof. First we remark that there exists R¯ > 0 and c > 0 such that
− ∂rpǫ ≥ cg(y, e
−rη), r ≥ R¯, y, η ∈ Rn−1, ǫ ∈ [0, 1]. (3.22)
This follows easily from (3.1) and (3.3). It is the first example of application of (3.21). Then we
consider the set
T =
{
t ≥ t1 | ρ
s
ǫ ≥ ρ
t1
ǫ and r
s
ǫ ≥ R¯, ∀s ∈ [t1, t]
}
.
It is clear that t1 ∈ T thus T is a non empty interval. We shall prove that T := sup T is +∞. We
argue by contradiction and assume that T is finite. By continuity, it is clear that T ∈ T , and that
there exists T ′ > T such that ρsǫ > ρ
t1
ǫ /2 for all s ∈ [t1, T
′]. Now using the fact r˙tǫ = 2ρ
t
ǫ we get
rsǫ ≥ r
t1
ǫ + (s− t1)ρ
t1
ǫ ≥ R¯, t1 ≤ s ≤ T
′.
By (3.22), this implies that ρ˙ǫs ≥ 0 on [t1, T
′]. In particular ρǫs ≥ ρ
ǫ
t1 for s in a larger interval than
[t1, T ] which is a contradiction. 
In the next lemma, we show that ρtǫ reaches a positive value at some time t1. More precisely
we show that ρt1ǫ ≥ 1/2 for some positive time t1 which is uniform with respect to the initial
conditions in the outgoing area.
Lemma 3.8. There exists R˜(w, δ+) > 0 and t1(w, δ+) > 0 such that for all initial condition
(r, y, ρ, η) ∈ Υ+(R˜, σ+, w,Ω) and all ǫ ∈ [0, 1]
rt1ǫ ≥ R¯ and ρ
t1
ǫ ≥
1
2
.
16
Proof. We first note that the result is clear if r ≥ R¯ and ρ ≥ 1/2 by the previous lemma. Thus we
assume that δ+ − (1 − w)1/2 < ρ < 1/2. We also choose w < w˜ < 1/2 such that w˜ − w < δ+. By
possibly increasing R¯ we may assume that (3.22) holds and that
p0(r, y, ρ, η) ∈ I(w) and r ≥ R¯⇒ pǫ(r, y, ρ, η) ∈ I(w˜) ∀ ǫ ∈ [0, 1] (3.23)
since p0 − pǫ = O(e−r) on p
−1
0 (I(w)). We may assume moreover that R¯ is large enough so that∣∣∣∣e−2r ∂∂r e−rg˜ (e−r, y, η)
∣∣∣∣ ≤ δ+2 if r ≥ R¯ and pǫ(r, y, ρ, η) ∈ I(w˜) for all ǫ ∈ [0, 1]. (3.24)
Now we choose R˜ such that
R˜ > R¯+ 4
σ+
c+δ+
, with c+ = 2
1/2 − 1−
1
2
.
We start by proving that for any (r, y, ρ, η) ∈ Υ+(R˜, σ+, w,Ω) we have
rtǫ ≥ R¯ and ρ
t
ǫ ≥ ρ for all t ≥ 0, ǫ ∈ [0, 1]. (3.25)
To that end, we proceed as in the previous lemma. We consider the set
T = {t ≥ 0 | rǫs ≥ R¯ and ρ
ǫ
s ≥ ρ, ∀ s ∈ [0, t]}
which is non empty interval since 0 ∈ T and we show that T := sup T is +∞. Assume that this
is wrong, then T belongs to T . Note that we may assume that ρtǫ ≤ 0 on [0, T ] since otherwise we
can find t1 ∈ [0, T ] such that ρt1ǫ > 0 and we get a contradiction using lemma 3.7. Then (3.24) and
the conservation of energy yields
ρ˙ǫs ≥ 2p
1/2
ǫ (p
1/2
ǫ + ρ
ǫ
s)−
δ+
2
≥ c+δ+ (3.26)
where the second inequality follows from the fact that p
1/2
ǫ > (1/2)1/2 and
p1/2ǫ + ρ ≥ (1− w˜)
1/2 − (1− w)1/2 + δ+ ≥ (1− 1/2
1/2)δ+.
As a consequence we get ρTǫ − ρ ≥ Tc+δ+ and this implies easily that
T <
σ+
c+δ+
since ρTǫ ≤ 0 and ρ > δ+ − (1− w)
1/2. On the other hand, the first equation of motion yields
rTǫ ≥ r − 2TE+(w)
1/2 > R˜− 4T > R¯.
Thus ρTǫ > ρ and r
T
ǫ > R¯. This shows that there exists T
′ > T such that ρǫs ≥ ρ0 and r
ǫ
s ≥ R¯ on
[0, T ′] which is a contradiction and completes the proof of (3.25).
We shall now prove the existence of t1 in the same spirit. Recall that we can assume that
ρ < 1/2. Then there exists t0 depending on ǫ and the initial conditions such that ρ
t0
ǫ = 1/2
otherwise ρtǫ < 1/2 for all t ≥ 0 and
ρ˙tǫ ≥ 2(p
1/2
ǫ + ρ
t
ǫ)(p
1/2
ǫ − ρ
t
ǫ)−
δ+
2
≥ 2(21/2 − 1/2)(1− 2−1/2)δ+ −
δ+
2
>
δ+
2
(3.27)
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since we can use (3.24) thanks to (3.25). This implies that ρtǫ ≥ ρ+ tδ+/2→ +∞ as t→∞ which
is forbidden by the energy conservation. This is a contradiction thus ρtǫ reaches the value 1/2 at
some positive time. Moreover (3.27) holds as long as ρtǫ is lower than 1/2, thus if t0 is the smallest
positive time for which ρt0ǫ = 1/2 we have 1/2− ρ ≥ t0δ+/2. This yields
t0 <
2
δ+
(σ+ + 1/2).
Using lemma (3.7) it is clear that ρtǫ ≥ 1/2 for t ≥ (2σ+ + 1)/δ+ and this completes the proof. 
Proof of proposition 3.1. We choose R > R˜ with R˜ as in lemma (3.8). Then for t ≥ t1, with t1 as
in lemma 3.8, we have
rtǫ ≥ (t− t1) + r
t1
ǫ . (3.28)
On the other hand, for t ∈ [0, t1] we have
rtǫ − r ≥ −2c1t
for any c1 > pǫ(r, y, ρ, η) (note that such a c1 can be chosen uniformly with respect to ǫ and the
initial conditions in Υ+(R, σ+, w,Ω)). These two estimates yields (3.7). The proof of (3.8) follows
directly from (3.21) since one knows that e−r
t
ǫ is small uniformly for t ≥ 0. Finally, the conservation
of energy implies that e−r
t
ǫηtǫ is bounded and thus y˙
t
ǫ = O(e
−r−t), by (3.7). This implies (3.9) and
completes the proof. 
The rest of this subsection is now devoted to the proof of theorem 3.2. We start with the
following lemma
Lemma 3.9. If R is large enough, there exists C > 0 such that
|ηtǫ − η| ≤ Ce
−r|η|
for all (r, y, ρ, η) ∈ Υ+(R, σ+, w,Ω), ǫ ∈ [0, 1] and t ≥ 0.
Proof. Choosing R large enough and using proposition 3.1 shows the existence of c > 0 such that
|(∂ygǫ)(r
t
ǫ, y
t
ǫ, η
t
ǫ)| ≤ cgǫ(r
t
ǫ, y
t
ǫ, η
t
ǫ)
since rtǫ is large. The last motion equation and the conservation of energy then show that η˙
t
ǫ is
bounded and thus ηtǫ − η = O(t). Putting this new estimate into the last motion equation and
using the fact that e−2r
t
ǫ = O(e−2r−2t) show that ηtǫ − η is bounded. Since e
−rη is bounded on
Υ+, the lemma is proved provided e−rη is away from any neighborhood of 0. Thus we assume now
that e−rη is small enough so that ρ ≥ 0. Since ρ˙tǫ ≥ 0 and ρ ≥ 0 we have
ρ2 ≤ (ρtǫ)
2 ≤ pǫ
and then, using the fact that e−2r
t
ǫgǫ(r
t
ǫ, y
t
ǫ, η
t
ǫ) = pǫ − (ρ
t
ǫ)
2 we obtain
|η˙tǫ| ≤ c
(
pǫ − ρ
2
)
≤ cC0(e
−r|η|)2.
This shows that ηtǫ − η = O(te
−r|η|) and putting this estimate into the motion equation of ηtǫ as
before we obtain ηtǫ − η = O(e
−r|η|) thanks to the exponential decay in time of e−r
t
ǫ . 
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We explain the strategy of the proof of theorem 3.2 with the case ∂γ = ∂ǫ. By standard results
on ordinary differential equations we know that φtǫ is smooth with respect to ǫ. In particular, if we
consider the matrix
Mǫ(r, y, ρ, η) =

∂2rρpǫ ∂
2
yρpǫ ∂
2
ρρpǫ ∂
2
ηρpǫ
∂2rηpǫ ∂
2
yηpǫ ∂
2
ρηpǫ ∂
2
ηηpǫ
−∂2rrpǫ −∂
2
yrpǫ −∂
2
ρrpǫ −∂
2
ηrpǫ
−∂2rypǫ −∂
2
yypǫ −∂
2
ρypǫ −∂
2
ηypǫ
 (3.29)
applying ∂ǫ to the motion equations yields
X˙tǫ = Mǫ(t)X
t
ǫ + Y
t
ǫ
with the notations Xtǫ = ∂ǫφ
t
ǫ, Mǫ(t) =Mǫ(φ
ǫ
t) and Y
t
ǫ = (∂ǫHǫ) (φ
ǫ
t). By (3.1) and (3.3), we have
Mǫ(t) = M +O
(
exp(−2rtǫ)gǫ
(
rtǫ, y
t
ǫ, η
t
ǫ
))
, (3.30)
Y tǫ = O
(
exp(−3rtǫ)gǫ
(
rtǫ, y
t
ǫ, η
t
ǫ
))
(3.31)
where the matrix M is given by
M =

0 0 2 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
In particular, it is very easy to check that M2 = 0 and this implies that
exp(tM) = 1 + tM, t ∈ R.
We do a change of unknown function by considering X˜tǫ = exp(−tM)X
t
ǫ . It satisfies the equation
˙˜
Xtǫ = M˜ǫ(t)X˜
t
ǫ + Y˜
t
ǫ (3.32)
where the matrix M˜ǫ(t) and the vector Y˜
t
ǫ are given by
M˜ǫ(t) = exp(−tM)(Mǫ(t)−M) exp(tM)
Y˜ tǫ = exp(−tM)Y
t
ǫ .
Lemma 3.9 and proposition 3.1 imply easily the following key estimates
M˜ǫ(t) = O
(
〈t〉2e−2t−r|η|
)
, (3.33)
Y˜ tǫ = O (〈t〉 exp(−2t− 2r)|η|) . (3.34)
We shall deduce the estimates on X˜tǫ from (3.32), (3.33),(3.34) and the well known Gronwall’s
lemma which we quote under the following form.
Lemma 3.10 (Gronwall’s lemma). Let u(t) ≥ 0 be a continuous function on [t0,+∞) for some
t0 ≥ 0. Assume that
u(t) ≤ a
∫ t
t0
u(s) ds+ b, t ≥ t0
for some a ≥ 0 and b ≥ 0. Then we have
u(t) ≤ bea(t−t0), t ≥ t0.
19
Since X˜0ǫ = X
0
ǫ = 0, we can turn (3.32) into the following integral equation
X˜tǫ =
∫ t
0
M˜ǫ(s)X˜
s
ǫ ds+
∫ t
0
Y˜ sǫ ds.
Then Gronwall’s lemma combined with the estimates (3.34) shows that for any T ≥ 0, there exists
CT independent of the initial conditions in Υ
+(R, σ+, w,Ω) and of ǫ such that
|X˜tǫ | ≤ CT e
−2r|η|, 0 ≤ t ≤ T. (3.35)
We can also write (3.32) as follows
X˜tǫ =
∫ t
T
A˜ǫ(s)X˜
s
ǫ ds+
∫ t
0
Y˜ ǫ(s) ds+ X˜Tǫ , t ≥ T.
In particular, by choosing T large enough we can show easily that
|X˜tǫ | ≤
∫ t
T
|X˜ǫ(s)| ds+ C′T e
−2r|η|, t ≥ T
for some C′T > 0. This is a simple consequence of the fact that M˜ǫ(t) → 0 as t → +∞. Thus
another application of Gronwall’s lemma shows that for some C′T ≥ 0
|X˜tǫ | ≤ C
′
T e
−2r|η|e(t−T ), t ≥ T. (3.36)
Putting (3.35) and (3.36) into (3.32) and using (3.33), one gets
˙˜
Xtǫ = O
(
〈t〉2e−te−2r|η|
)
, t ≥ 0.
We can now come back to Xtǫ since one checks easily that X˙
t
ǫ = MX
t
ǫ + exp(tM)
˙˜
Xtǫ which implies
Xtǫ = exp(tM)
∫ t
0
˙˜
Xsǫ ds.
Using the explicit form of exp(tM) we conclude that
∂ǫrtǫ = O
(
〈t〉e−2r|η|
)
, (3.37)
|∂ǫytǫ|+ |∂
ǫρtǫ|+ |∂
ǫηtǫ| = O
(
e−2r|η|
)
. (3.38)
This completes the proof of theorem 3.2 if ∂γ = ∂ǫ. The other estimates for |γ| = 0 can be proved
easily using lemma 3.4 and the motion equations. For |γ| 6= 0, we proceed by induction by applying
∂γ to the motion equations. 
Remark. Using the results of theorem 3.2, we can improve the estimates on ytǫ. Since
ytǫ = y +
∫ t
0
e−2r
s
ǫ∂ηgǫ(r
s
ǫ , y
s
ǫ , η
s
ǫ ) ds
where e−r
s
ǫ∂ηgǫ(r
s
ǫ , y
s
ǫ , η
s
ǫ ) is bounded, we obtain easily
|∂γ(ytǫ − y)| ≤ Cγe
−(j++1)r|η|, j+ = max(j, 1). (3.39)
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3.3 Proofs propositions 3.5 and 3.6
We start with a technical lemma.
Lemma 3.11. Assume that Ω is connected. Then Γ+(R, ε, w,Ω) is connected.
Proof. Consider (r0, y0, ρ0, η0) and (r1, y1, ρ1, η1) in Γ
+(R, ε, w,Ω). We prove the result under the
conditions η0 6= 0 and η1 6= 0 (the other cases are simpler). We first connect (r0, y0, ρ0, η0) to
(r1, y1, ρ0, τη0) for some τ > 0 by considering
((1− s)r0 + sr1, y(s), ρ0, τ(s)η0), s ∈ [0, 1]
with y(s) a path joining y0 to y1 in Ω and τ(s) the unique positive continuous function such that
exp (−2((1− s)r0 + sr1)) g(y(s), τ(s)η0) = exp (−2r0) g(y0, η0).
Then we connect (r1, y1, ρ0, τη0) to (r1, y1, ρ1, η1) using a path (ρ(s), η(s)) such that
η(0) = τη0, η(1) = η1, Q(ρ(s), η(s)) ∈ [E0, E1], Ej = p0(rj , yj , ρj , ηj), j = 1, 2,
where Q is the quadratic form on Rn defined by Q(ρ, η) = ρ2+e−2r1g(y1, η). This is possible since
the fact that n ≥ 2 implies that the region defined by Q(ρ, η) ∈ [E0, E1] and ρ > 0 is connected in
Rn. 
We split the proof of proposition 3.5 into three lemmas.
Lemma 3.12. Let 0 < w < 1/2 and Ω ⊂ Rn−1 be an open subset. There exists ε > 0 small
enough and R large enough such that Φtǫ is diffeomorphism from Γ
+(R, ε, w,Ω) onto its range, for
all ǫ ∈ [0, 1] and t ≥ 0.
Proof. The estimates (3.13) and (3.14) show that ∇Φtǫ is as close to the identity as we want by
choosing ε small enough. Under such a condition, Φtǫ is a local diffeomorphism onto its range, thus
it is global iff it is injective. If Φtǫ(r, y, ρ, η) = Φ
t
ǫ(r
′, y′, ρ′, η′) then r = r′ and y = y′. Moreover
(3.13) and (3.14) implies that(
ρtǫ, η
t
ǫ
)
(r, y, ρ, η)−
(
ρtǫ, η
t
ǫ
)
(r, y, ρ′, η′) = (ρ− ρ′, η − η′) +O(ε) (3.40)
thus if the left hand side vanishes we have ρ− ρ′ = O(ε) and η − η′ = O(ε). On the other hand,
Taylor’s formula to the second order combined with (3.13) and (3.14) show that(
ρtǫ, η
t
ǫ
)
(r, y, ρ, η)−
(
ρtǫ, η
t
ǫ
)
(r, y, ρ′, η′) = (1−O(ε))(ρ − ρ′, η − η′) +O(ε)|(ρ− ρ′, η − η′)|2
This implies that
|
(
ρtǫ, η
t
ǫ
)
(r, y, ρ, η)−
(
ρtǫ, η
t
ǫ
)
(r, y, ρ′, η′)| = (1−O(ε))|(ρ − ρ′, η − η′)|
if the left hand side of (3.40) vanishes and shows that ρ = ρ′ and η = η′, if ε is small enough. 
Lemma 3.13. Let Ω1,Ω2 be connected open subsets of R
n−1 such that Ω1 ⋐ Ω2. Then for all ε2
small enough and R2 large enough there exists exists w1, w2, ε1 > 0 small enough and R1 > 0 large
enough so that (3.16) holds for all t ≥ 0 and all ǫ ∈ [0, 1].
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Proof. The proof follows a rather standard scheme (see [45]) . It is enough to find parameters such
that
Γ+(R1, ε1, w1,Ω1) ∩ Φ
t
ǫ
(
∂Γ+(R2, ε2, w2,Ω2)
)
= ∅ (3.41)
Γ+(R1, ε1, w1,Ω1) ∩ Φ
t
ǫ
(
Γ+(R2, ε2, w2,Ω2)
)
6= ∅. (3.42)
Actually (3.42) is always satisfied since any element of the form (r, y, 1, 0), with r large, is invariant
by Φtǫ. Thus we look for conditions on the parameters Rj , εj , wj ,Ωj ensuring the fact that (3.41)
holds for all t ≥ 0 and ǫ ∈ [0, 1]. Any element in the intersection of (3.41) can be written
(r, y, ρ, η) = (r, y, ρtǫ(r, y, ρ0, η0), η
t
ǫ(r, y, ρ0, η0))
with (r, y, ρ0, η0) ∈ ∂Γ+(R2, ε2, w2,Ω2). Since Ω1 ⋐ Ω2, choosing R1 > R2 implies that one of the
following two conditions is satisfied
ρ20 + e
−2rg(y, η0) = 1± w2, (3.43)
e−2rg(y, η0) = ε2. (3.44)
Using (3.13) and (3.14) we see that
ρ2 + e−2rg(y, η) = ρ20 + e
−2rg(y, η0) +O
(
ε
1/2
2
)
= 1± w2
(
1 +O
(
ε
1/2
2 /w2
))
.
Thus (3.43) can certainly not happen if the following conditions are satisfied simultaneously
w1 ≪ w2, ε2 ≪ w
2
2 , (3.45)
since ρ2 + e−2rg(y, η) = 1 +O (w1). Similarly, we deduce easily from theorem 3.2 that
e−2rg(y, η) = e−2rg(y, η0) +O
(
e−r
)
= ε2
(
1 +O
(
e−R1/ε2
))
.
Thus the conditions e−2rg(y, η) < ε1 and (3.44) cannot hold simultaneously if
ε1 ≪ ε2 and e
−R1 ≪ ε2. (3.46)
The existence of parameters satisfying (3.45) and (3.46) is clear. We choose can choose for instance
w1 = w
2
2 , ε2 = w
3
2 ε1 = w
4
2 , e
−R1 = w42 , R1 > R2.
Thus (3.41) and (3.42) hold. Since Γ+(R1, ε1, w1,Ω1) is connected and Φ
t
ǫ is an homeomorphism
on a neighborhood of Γ+(R2, ε2, w2,Ω2) onto its range (by possibly decreasing w2, ε2,Ω2 and
increasing R2), this implies (3.16) . 
Lemma 3.14. If ε1 > 0 is small enough, the estimates (3.17) hold on Γ
+(R1, ε1, w1,Ω1) for t ≥ 0
and ǫ ∈ [0, 1].
Proof. By (3.16) we know that (r, y, ρ˜tǫ, η˜
t
ǫ) ∈ Γ
+(R2, ε2, w2,Ω2) if (r, y, ρ, η) ∈ Γ+(R1, ε1, w1,Ω1).
Moreover if w2 is small enough, then Γ
+(R2, ε2, w2,Ω2) ⊂ Υ+(R2,−1/2, w2,Ω2). Thus we can
use the estimates (3.13) and (3.14) with the initial conditions (r, y, ρ˜tǫ(r, y, ρ, η), η˜
t
ǫ(r, y, ρ, η)). This
shows that
|η˜tǫ − η| ≤ Ce
−r|η˜tǫ|
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and by choosing r large enough so that Ce−r < 1/2 we get
|η˜tǫ − η| ≤ 2Ce
−r|η|.
Using this estimate and theorem 3.2, we obtain similarly
|ρ˜tǫ − ρ| ≤ Ce
−r|η˜tǫ| ≤ C˜e
−r|η|.
This shows that (3.17) holds with γ = 0. For |γ| ≥ 1 we proceed by induction, by differentiating
the equality Φtǫ ◦ (Φ
t
ǫ)
−1
= id. For instance, if ∂γ = ∂ǫ, we have
(∇Φtǫ)|(Φtǫ)−1 .∂ǫ
(
Φtǫ
)−1
= −(∂ǫΦ
t
ǫ)|(Φtǫ)−1
where the right hand side is O(e−r) and, on the left hand side, (∇Φtǫ)− 1 is small enough hence
∂ǫ
(
Φtǫ
)−1
= −(∇Φtǫ)
−1.∂ǫ
(
Φtǫ
)−1
= O(e−r).
We don’t go any further into details. 
This lemma completes the proof of proposition 3.5.
Proof of proposition 3.6. The fact that S+ǫ , defined as the composition of the right hand side of
(3.19) with the inverse of Φtǫ, solves (3.18) is a standard result. See for instance [15] or [45]. Thus
we focus on the proof of (3.20). We first remark that (3.19) can be rewritten as follows
rtǫρ
t
ǫ + y
t
ǫ.η
t
ǫ − 2
∫ t
0
(ρsǫ)
2 ds+ tpǫ −
∫ t
0
e−r
s
ǫ∂ηgǫ(r
s
ǫ , y
s
ǫ , η
s
ǫ ).e
−rsǫηsǫ ds. (3.47)
This is easily obtained by integration by part using the motion equations. Furthermore∫ t
0
(ρsǫ)
2 ds = tpǫ −
∫ t
0
e−2r
s
ǫ gǫ(r
s
ǫ , y
s
ǫ , η
s
ǫ ) ds
and this implies that
(3.19) = rtǫρ
t
ǫ + y
t
ǫ.η
t
ǫ − tpǫ −
∫ t
0
e−r
s
ǫ∂ηgǫ(r
s
ǫ , y
s
ǫ , η
s
ǫ ).e
−rsǫηsǫ − 2e
−2rsǫgǫ(r
s
ǫ , y
s
ǫ , η
s
ǫ )ds. (3.48)
where one must notice that the integral is convergent and O(e−r|η|). We rewrite (3.48) using the
fact that pǫ = pǫ◦φtǫ. In particular, if we note r˜
s
ǫ = r
s
ǫ (r, y, ρ˜
t
ǫ, η˜
t
ǫ) and y˜
s
ǫ = y
s
ǫ (r, y, ρ˜
t
ǫ, η˜
t
ǫ) we obtain
S+(t, r, y, ρ, η, ǫ) = r˜
t
ǫρ+ y˜
t
ǫ.η − t
(
ρ2 + e−2r˜
t
ǫgǫ(r˜
t
ǫ, y˜
t
ǫ, η)
)
+O
(
e−r|η|
)
= r˜tǫρ+ y.η − tρ
2 +O
(
e−r|η|
)
using (3.39) to estimate y˜tǫ − y and the exponential decay w.r.t. t of e
−2r˜tǫgǫ(r˜
t
ǫ, y˜
t
ǫ, η). In order to
estimate r˜tǫ, we use the motion equations to write
r˜tǫ = r + 2
∫ t
0
ρsǫ
(
r, y, ρ˜tǫ, η˜
t
ǫ
)
ds, ρsǫ
(
r, y, ρ˜tǫ, η˜
t
ǫ
)
= ρ+
∫ t
s
(∂rpǫ)
(
r˜uǫ , y˜
u
ǫ , η
u
ǫ (r, y, ρ˜
t
ǫ, η˜
t
ǫ)
)
du.
By (3.7) and theorem 3.2, we see that the second integral is O(e−se−r|η|) and this implies that
r˜tǫ = r + 2tρ+O(e
−r|η|).
and finally we obtain
S+ǫ (t, r, y, ρ, η, ǫ) = rρ+ y.η + tρ
2 +O(e−r|η|).
Note that the remainder O(e−r|η|) is explicit and theorem 3.2 combined with proposition 3.5 show
that (3.20) holds. This completes the proof of proposition 3.6. 
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4 Pseudo-differential operators
4.1 Local theory
In this part, we consider pseudo-differential operators on Rn. We apply the results to operators
on X in the next subsection.
Definition 4.1. For any m,m′ ∈ R, the class Sm,m
′
is the set of smooth functions a such that,
for all R > 0, Ω ⋐ Rn−1 and k, l, α, β there exists C such that∣∣∂kr ∂lρ∂αy ∂βη a(r, y, ρ, η)∣∣ ≤ C〈ρ〉m〈e−rη〉m′ ,
for all r ≥ R, y ∈ Ω, ρ ∈ R, η ∈ Rn−1. We set S−∞ = ∩m,m′Sm,m
′
.
As usual, the best constants C are semi-norms which define the topology of Sm,m
′
. We also
mention that we shall mainly consider cases where m,m′ ∈ R−.
We give two examples of special interest for us. If b belongs to Sm,m
′
0,1 , that is if∣∣∂kr ∂lρ∂αy ∂βη b(r, y, ρ, η)∣∣ ≤ C〈ρ〉m〈η〉m′−|β|
for r > 0, y ∈ Ω, ρ ∈ R and η ∈ Rn−1, then one checks easily that the function a defined by
a(r, y, ρ, η) = b
(
r, y, ρ, e−rη
)
(4.1)
is an element of Sm,m
′
. In particular, if f ∈ S then f
(
ρ2 + e−2rg(y, η)
)
∈ S−∞. The second
example is the following. If Ω0 ⋐ Ω and w
′ > w, there exists C > 0 such that for all R large
enough and all a ∈ S−∞ suppported in Υ+(R, σ+, w,Ω0) (see (3.5)) we have
a ◦ φ−tǫ ∈ S
−∞ and supp a ◦ φ−tǫ ⊂ Υ
+(R+ t− C, σ+, w
′,Ω), (4.2)
for all t ≥ 0 and ǫ ∈ [0, 1]. This follows from proposition 3.1 and theorem 3.2.
The pseudo-differential operators that we will use are of the form Oph(a), with
Oph(a)u(r, y) = (2π)
−n
∫ ∫
eirρ+iy.ηa(r, y, hρ, hη)û(ρ, η) dρdη, h ∈ (0, 1], (4.3)
where uˆ(ρ, η) =
∫∫
e−irρ−iy.ηu(r, ρ) drdy is the Fourier transform of u ∈ S . They depend on the
parameter h ∈ (0, 1] and it is natural to consider symbols depending on h as well. Following the
standard definitions of [45], we say that a = a(h) is an admissible symbol in Sm,m
′
and note
a ∼ a0 + ha1 + h
2a2 + · · · .
to mean that for all N , a = a0 + ha1 + · · ·+ hN−1aN−1 + hNrN (h) with aj ∈ Sm,m
′
, independent
of h, and rN (h) bounded family of S
m,m′ .
We now give estimates on Oph(a) in Schatten classes.
Proposition 4.2. Let χ be a bounded function supported in R+ × Ω, with Ω ⋐ Rn−1 and ν > 0,
q ≥ 1 be positive real numbers such that ν > (n− 1)/q. Then for any a ∈ S−ε−1/q,−ε−(n−1)/q, with
ε > 0, the operator e−νrχOph(a) belongs to Sq and∣∣∣∣e−νrχOph(a)∣∣∣∣q ≤ Ch−n/q, h ∈ (0, 1], (4.4)
where C depends on finitely many semi-norms of a. In particular, if ν > (n−1), then e−νrχOph(a)
is trace class and
tr
(
e−νrχOph(a)
)
= (2πh)−n
∫∫∫∫
e−νrχ(r, y)a(r, y, ρ, η)dρdηdrdy. (4.5)
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Proof. With no loss of generality we can assume that ε is a small as we want and in particular that
ν > 2ε+
n− 1
q
. (4.6)
We can also assume that χ(r, y) = φ(r)ψ(y) with ψ ∈ C∞0 (Ω) and φ ≡ 1 near infinity. The estimate
(4.4) will follow from the fact that we can write e−νrχOph(a) = AhBh with
||Ah||q ≤ Ch
−n/q, ||Bh||∞ ≤ C, h ∈ (0, 1]. (4.7)
In order to construct Ah, we pick ψ˜ ∈ C∞0 such that ψ˜ψ = ψ, and we set Ah = A
1
h ⊗A
2
h with
A1h = e
−εrφ(r)〈hDr〉
−ε−1/q, A2h = ψ˜(y)〈hDy〉
−ε−(n−1)/q.
By standard estimates, we know that A1h = O(h
−1/q) in Sq(L
2(R, dr)) and that A2h = O(h
−(n−1)/q)
in Sq(L
2(Rn−1, dy)), thus the first estimate of (4.7) holds. We now have to consider Bh which we
define, using φ˜ such that φ˜φ = φ, by
Bh = 〈hDr〉
ε+1/q〈hDy〉
ε+(n−1)qe−(ν−ε)rφ˜(r)ψ(y)Oph(a).
In order to show the second estimate of (4.7), it is enough to show that Bh = Oph(b) with b = b(h)
bounded in S0,0. We first consider 〈hDy〉ε+(n−1)qe−(ν−ε)rφ˜(r)ψ(y)Oph(a) = Oph(b1) with
b1(r, y, hρ, hη, h) = e
−(ν−ε)rφ˜(r)(2π)1−n
∫
eiy.ξ〈hη + hξ〉ε+(n−1)/q âψ(r, ξ, hρ, hη)dξ (4.8)
where âψ is the Fourier transform of ψ(y)a(r, y, ρ, η) with respect to y. By Peetre’s inequality we
have 〈hη + hξ〉ε+(n−1)/q ≤ C〈hη〉ε+(n−1)/q〈hξ〉ε+(n−1)/q and the integrand of (4.8) is dominated,
for any M , by
C〈ξ〉−Me−(ν−ε)r〈hη〉ε+(n−1)/q〈hρ〉−ε−1/q〈he−rη〉−ε−(n−1)/q ≤ C˜〈ξ〉−M 〈hρ〉−ε−1/q,
where we used (4.6). The same holds for the derivatives of b1 and shows this b1 ∈ S−ε−1/q,0.
Furthermore it depends continuously on b. Thus 〈hDr〉
ε+1/qOph(b1) = Oph(b) with b bounded and
the second estimate of (4.7) holds. The proof of (4.5) is well known. 
This proposition is the key of theorem 1.1 . For theorem 1.2 we shall need the slightly stronger
estimate (4.10) below, in order to use (1.13). By standard results on pseudo-differential calculus
we know that, for any M ∈ R and b ∈ S0,0
〈r〉MOph(b)〈r〉
−M = Oph (˜b), b˜ ∈ S
0,0. (4.9)
Furthermore, for all M , 〈r〉M e−εrφ(r)〈hDr〉−ε−1/q〈r〉M still belongs to Sq with norm O(h−n/q).
Using this remark and the proof of proposition 4.2, we see easily that∣∣∣∣e−νr〈r〉MχOph(a)〈r〉M ∣∣∣∣q ≤ Ch−n/q, h ∈ (0, 1], (4.10)
for any M ∈ R, a ∈ S−ε−1/q,−ε−(n−1)/q and ν > (n − 1)/q. Furthermore, if a(κ) is a family of
symbols which is bounded in S−ε−1/q,−ε−(n−1)/q such that a(κ) → a(0) in C∞(R2n) (or D′(R2n)),
as κ ↓ 0 and such that ρ2 + e−2r|η|2 is bounded, independently of κ, on their support then
e−νr〈r〉MχOph(a
(κ))〈r〉M → e−νr〈r〉MχOph(a
(0))〈r〉M in Sq, κ ↓ 0. (4.11)
This follows simply from the fact that e−δra(κ) → e−δra(0) in S−ε−1/q,−ε−(n−1)/q for any δ > 0,
and from the fact that we can choose δ small enough such that ν − δ > (n− 1)/q.
Now we are going to study symbols and operator depending smoothly on ǫ ∈ [0, 1].
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Definition 4.3. The class Sν,m,m
′
ǫ is the set of functions aǫ(r, y, ρ, η) which are smooth w.r.t.
r, y, ρ, η and ǫ such that for all R > 0, Ω ⋐ Rn−1 and j, k, l, α, β there exists C satisfying∣∣∂jǫ∂kr ∂lρ∂αy ∂βη aǫ(r, y, ρ, η)∣∣ ≤ Ce−(j+ν)r〈ρ〉m〈e−rη〉m′ ,
for all r ≥ R, y ∈ Ω, ρ ∈ R, η ∈ Rn−1. We set Sν,−∞ǫ = ∩m,m′S
ν,m,m′
ǫ .
The typical example of such symbols is given by aǫ(r, y, ρ, η) = f(ρ
2 + e−2rgǫ(r, y, η)), which
belongs to aǫ ∈ S
0,−∞
ǫ if f ∈ S. If we replace a by aǫ ∈ S
0,−∞
ǫ then (4.2) holds with S
0,−∞
ǫ instead
of S−∞. This class is particularly natural and convenient since proposition 4.2 shows that for all
aǫ ∈ S
0,−ε−j/q,−ε−(n−1)j/q
ǫ ∣∣∣∣∂jǫχOph(aǫ)∣∣∣∣q/j ≤ Ch−nj/q, provided q > n− 1, q ≥ j ≥ 1. (4.12)
The main drawback of these classes is the following. If aǫ ∈ S
ν,m,m′
ǫ then we don’t have in
general Oph(aǫ)
∗ = Oph(a˜ǫ) with a˜ǫ ∈ Sν,m,m
′
ǫ , which is due to the fact that pseudo-differential
operators do not preserve exponential decay. This problem can be overcome by considering properly
supported operators. This is the purpose of what follows.
Recall that the Schwartz kernel of Oph(aǫ) is given by the following oscillatory integral
Kh,ǫ(r, r
′, y, y′) = (2πh)−n
∫∫
ei(r−r
′)ρ/h+i(y−y′).η/haǫ(r, y, ρ, η) dρ dη
which we can write, using θ ∈ C∞0 (R) and θ ≡ 1 on (−δ, δ), as Kh,ǫ = K
diag
h,ǫ +K
off
h,ǫ with
Kdiagh,ǫ (r, r
′, y, y′) = Kh,ǫ(r, r
′, y, y′)θ(r − r′)θ(|y − y′|). (4.13)
Definition 4.4. If aǫ ∈ Sν,m,m
′
ǫ , we define Op
pr
h (aǫ) as the operator with Schwartz kernel K
diag
h,ǫ .
The following proposition explains in which sense Opprh (aǫ)−Oph(aǫ) is small.
Proposition 4.5. Assume that ν ≥ 0, m ≤ 0 and m′ ≤ 0. Let χ be a bounded function supported
in R+ × Ω, with Ω ⋐ Rn−1. Let Kh,ǫ the operator with kernel χ(r, y)K
off
h,ǫ(r, r
′, y, y′). Then for all
s ∈ R, j ≥ 0 and N ≥ 0, there exists C > 0 such that∣∣∣∣∣∣∣∣e(j+ν)r〈r〉−s djdǫjKh,ǫ〈r〉s
∣∣∣∣∣∣∣∣
∞
≤ ChN , h ∈ (0, 1], ǫ ∈ [0, 1]. (4.14)
Proof. It is standard. On the support of Koffh,ǫ , we have either |r − r
′| ≥ 1 or |y − y′| ≥ 1 and we
can do as many integrations by parts as we want with |r′− r|−1h∂ρ or |y′− y|−2h2∆η. This shows
that ∂jǫK
off
h,ǫ(r, r
′, y, y′) is a linear combination of
hN (2πh)−ne−jr
∫∫
ei(r−r
′)ρ/h+i(y−y′).η/hbN,ǫ(r, r
′, y, y′, hρ, hη) dρdη (4.15)
with bN,ǫ a product of derivatives of ∂
j
ǫaǫ, χ and |r − r
′|−1, |y − y′|. The result follows from (A.1)
and (A.2). 
Note that the adjoint K∗h,ǫ satisfies (4.14) with e
(j+ν)r on the right. This leads to the following
definition.
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Definition 4.6. A family of bounded operators Aǫ,h is said h
N negligible if for all j ≥ 0 and
M ∈ R, we can write ∂jǫAǫ,h = A
0
ǫ,h +A
1
ǫ,h + · · ·+A
j
ǫ,h where, for 0 ≤ k ≤ j,∣∣∣∣eνj−kr〈r〉−MAkǫ,heνkr〈r〉M ∣∣∣∣∞ ≤ CN,M,jhN , h ∈ (0, 1], ǫ ∈ [0, 1],
for some pair νk, νj−k ≥ 0 such that νj + νj−k = ν + j. It is called negligible if it is hN negligible
for all N .
Proposition (4.5) shows that χOpprh (aǫ)−χOph(aǫ) is negligible, provided m ≤ 0 and m
′ ≤ 0. If
Aǫ,h is negligible, then A
∗
ǫ,h is clearly negligible as well, hence all this shows that, by using standard
methods for the calculus of the adjoint of a pseudo-differential, we obtain easily the following result.
Proposition 4.7. Let aǫ ∈ Sν,m,m
′
ǫ be supported in (0,∞) × Ω with Ω bounded and m,m
′ ≤ 0.
Then Oph(aǫ)
∗ is the sum of Oph(a˜ǫ) and of a negligible operator, with a˜ǫ ∈ Sν,m,m
′
ǫ such that
a˜ǫ,j ∼
∑
j
hj
∑
|α|+k=j
1
k!
1
α!
∂krD
k
ρ∂
α
yD
α
η aǫ.
We end this subsection with a simple remark. In practice, we will use the negligibility as follows:
if Aǫ,h is h
N negligible, we can write for all j ≥ 1, M ≥ 0 and ε > 0 as
∂jǫAǫ,h = h
N
j∑
k=0
e−νkr〈r〉−MBkǫ,h〈r〉
−M e−νj−k (4.16)
where the operators Bkǫ,h are bounded in operator norm and νk+νj−k = ν+j−ε, with νk, νj−k ≥ 0
for all k.
4.2 Global theory and functional calculus
The pseudo-differential operators that we are going to consider on X will be of the form
A =
∑
k∈I
χ˜kOph(a
k)χk, I finite (4.17)
For each k, χk and χ˜k are supported in the same chart which is either relatively compact or a chart
at infinity, and ak is a symbol expressed in the coordinates associated to the chart. If we work in
a chart at infinity, we will always use the radial variable r and variables y1, · · · , yn−1 associated to
the manifold at infinity Y .
Let us recall some (standard) abuse of notations which are convenient. We use the same notation
for χ˜kOph(ak)χk as an operator acting on L
2(Rn) or on L2(X). Furthermore if, for each k ∈ I,
χ˜kOph(a
k)χk is bounded on L
2(Rn) with the Lebesgue measure associated to the corresponding
coordinates, then A is bounded on L2(X) and its norm can be estimated by the sum of norms of
χ˜kOph(a
k)χk on L
2(Rn). This is due to our choice of the density dvol. The same remark holds for
estimates in Sq(L
2(X)) and we will therefore use the notations ||.||∞ and ||.||q, initially used on
L2(Rn), for the respective norms of bounded operators and Schatten classes relative to L2(X).
We now apply the results of the previous subsection to the analysis of functions of Hǫ. We will
only consider Schwartz functions f and use the Helffer-Sjo¨strand formula,
f(Hǫ) =
1
2π
∫∫
R2
∂z¯ f˜(s+ it)Rǫ(s+ it) ds dt (4.18)
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where ∂z¯ = ∂s+ i∂t and a f˜ is a quasi-analytic extension of f . i.e. a C
∞ function on C, supported
in the strip |t| ≤ 1 and such that
f˜|R = f,
∣∣∣∂z¯ f˜(s+ it)∣∣∣ ≤ CM |t|M 〈s〉−M
for all s, t ∈ R and M ≥ 0. We do not insist on the construction of f˜ which can be chosen
depending continuously on f and refer for instance to [16] for the details.
The formula (4.18) shows that we only have to study the pseudo-differential expansion of Rǫ(z).
We recall that the pseudo-differential analysis of the resolvent is well known for operators on
compact manifolds (or for elliptic operators on Rn) and thus we will only focus on the calculations
in charts at infinity. We look for a parametrix Qǫ(z) of Rǫ(z) of the form (4.17) and more precisely
Qǫ(z) =
∑
k∈I
χ˜kOph(q
k
ǫ (z))χk
where
∑
k∈I χk = 1 is an admissible partition of unit, χ˜k = 1 near the support of χk, and q
k
ǫ (z) is
an admissible symbol for each k. We explain the construction of these symbols in a single chart at
infinity and drop the index k for convenience. Since we want to get (Hǫ − z)Qǫ(z) = 1 +O(h∞),
we seek qǫ(z) ∼
∑
j h
jqj,ǫ(z) satisfying, in the chart that we consider,∑
j,l,m
hj+l+m
(
pzl,ǫ#qj,ǫ(z)
)
m
∼ 1. (4.19)
Here pzl,ǫ are the symbols of Hǫ − z, i.e. p
z
0,ǫ = pǫ − z and pl,ǫ = p
(l)
ǫ for l = 1, 2, and the notation
(a#b)m stands for the m-th symbol of the (finite) expansion of the product Oph(a)Oph(b) if Oph(a)
is a differential operator. The condition (4.19) yields
q0,ǫ(z) = (ρ
2 + gǫ(r, y, e
−rη)− z)−1 (4.20)
qj,ǫ(z) = −q0,ǫ
∑
j0+j1+j2=j, j1<j
(
p(j0)ǫ #qj1,ǫ
)
j2
, j ≥ 1. (4.21)
This procedure is the standard one used by Seeley [50] and Helffer-Robert [27] but the point that
we want to make here is the following: since the symbols of Hǫ are of the form (4.1), it follows
clearly that qj,ǫ(z) defined as above is of the form (4.1) as well. By an easy induction, we get, for
j ≥ 1,
qj,ǫ =
2j−1∑
l
dl,j,ǫ(pǫ − z)
−1−l, (4.22)
where dl,k,ǫ is polynomial w.r.t. the variables ρ and e
−rη which is independent of z and a linear
combination of elements of S0,m,m
′
ǫ with m+m
′ ≤ 2l−j. In particular we can write qj,ǫ(r, y, ρ, η) =
q˜j,ǫ(r, y, ρ, e
−rη) for some q˜j,ǫ ∈ S
−1−j/2,−1−j/2
0,1 and we have
qj,ǫ ∈ S
0,m,m′
ǫ , for all m,m
′ ≤ 0 such that m+m′ = −2− j, .
These remarks, combined with the fact that |p(p− z)−1| ≤ C〈Re z〉/|Im z|, for p ∈ R and z /∈ R
show that the semi-norms of qj,ǫ in S
0,m,m′
ǫ (m+m
′ = −2− j) are dominated by
C
〈Re z〉M
|Im z|M
, (4.23)
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for some C,M depending on the semi-norm.
We can now construct the global parametrix. We fix N ≥ 0 and define it as
QN,ǫ(z) =
∑
k∈I
χ˜k
∑
j≤N
hjOph(q
k
j,ǫ(z))
χk,
with the qkj,ǫ(z) defined in each chart by the preceeding procedure. Then we have
(Hǫ − z)QN,ǫ(z) =
∑
k∈I
χ˜k(Hǫ − z)
∑
j≤N
hjOph(q
k
j,ǫ(z))
χk
+
∑
k∈I
[Hǫ, χ˜k]
∑
j≤N
hjOph(q
k
j,ǫ(z))
χk. (4.24)
Lemma 4.8. For each k and j, the Schwartz kernel of [Hǫ, χ˜k]Oph(q
k
j,ǫ(z))χk is O(h
∞) in the
Schwartz space S(R2n). More precisely, if we note it K(r, r′, y, y′, ǫ, z, h) then we have∣∣∣∂γr,r′,y,y′,ǫK(r, r′, y, y′, ǫ, z, h)∣∣∣ ≤ ChMe−Mr〈r′〉−M 〈y〉−M 〈y′〉−M 〈Re z〉M|Im z|M
for all multiindex γ, M ≥ 0, r, r′ ≥ 0, y, y′ ∈ Rn−1, ǫ ∈ [0, 1], h ∈ [0, 1] and z /∈ R.
Proof. It follows easily by integrations by parts similar to those of lemma 4.5. The exponential
decay is due to the following fact. We can choose χ˜k = φ˜k(r)ψ˜k(y), with φ˜k ≡ 1 near infinity.
Then [Hǫ, χ˜k] is either compactly supported w.r.t. r, or |y − y′| 6= 0 in which case we integrate by
part using ∆η and get as many powers of e
−r as we want. We omit the other details. 
This lemma shows in particular that that the second term of the right hand side of (4.24) is
negligible, in the sense of definition 4.6. On the other hand, by construction, the first sum of the
right hand side of (4.24) is∑
k∈I
χ˜k
(
1 + hNOph(̺
k
N,ǫ(z))
)
χk = 1 + h
N
∑
k∈I
χ˜kOph(̺
k
N,ǫ(z))χk
where ̺kN,ǫ(z) =
∑
j+l+m≥N h
j+l+m(pzl,ǫ#q
k
j,ǫ)m. It is not hard to check that it belongs to
S
0,−N/2,−N/2
ǫ (for instance) using the form of qkj,ǫ. We can summarize our result as follows.
Proposition 4.9. The operators Hǫ are essentially self-adjoint from C
∞
0 (X) and the domain of
their self-adjoint realizations is independent on ǫ ∈ [0, 1]. We have for all N
Rǫ(z) = QN,ǫ(z) + h
NRǫ(z)RN,ǫ(z). (4.25)
Here hNRN,ǫ(z) is the sum of
∑
k∈I h
N χ˜kOph(̺
k
N,ǫ(z))χk and of the operators with kernel studied
in lemma 4.8.
Proof. By the standard trick (see [45]), we see that (Hǫ ± i)∗ is injective for h small enough since
(Hǫ± i)QN,ǫ(±i) = 1+O(hN ) in operator norm on L2(X). This implies the existence of a unique
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self-adjoint realization. Hence the resolvent Rǫ(z) is well defined and we can apply it to the left of
(4.24) which yields (4.25). In particular, for h small enough and fixed z we have
Rǫ(z) = QN,ǫ(z)
(
1− hNRN,ǫ(z)
)−1
and since Hǫ1QN,ǫ2(z) is bounded for all ǫ1, ǫ2, the same holds for Hǫ1Rǫ2(z). This proves the
independence of the domain w.r.t. ǫ. 
Let us give a first application of this proposition.
Lemma 4.10. Let A be a differential operator on X of order m of the following form in any chart
at infinity
A =
∑
l+|α|≤m
al,α(r, y)(e
−rDy)
αDlr
with al,α bounded. Then for all ν, q, k such that ν > (n − 1)/q and 2k −m > n/q , there exists C
such that ∣∣∣∣e−νrhmARǫ(i)1+k∣∣∣∣q ≤ Ch−n/q, h ∈ (0, 1], ǫ ∈ [0, 1].
If ν = 0, by convention the above norm is the operator norm ||.||∞ and hn/q = 1.
Note that this lemma implies the following estimate, for Im z 6= 0,
∣∣∣∣e−νrhmARǫ(z)1+k∣∣∣∣q ≤ Ch−n/q 〈Re z〉1+k|Im z|1+k , h ∈ (0, 1], ǫ ∈ [0, 1].
Proof. We use the fact that k!Rǫ(z)
k+1 = ∂kzRǫ(z) and Leibnitz rule into (4.25) to obtain
Rǫ(i)
k+1 =
1
k!
(
∂kzQN,ǫ
)
(i)
1− hN ∑
µ≤k+1
(Hǫ − i)
µ∂µzRN,ǫ(i)
1
µ!(k − µ)!
−1 (4.26)
for h ≤ h0 small enough. Note that (Hǫ − i)µ∂µzRN,ǫ(i) is bounded for all µ. Using the form
of the symbols of QN,ǫ given by (4.22) and by proposition 4.2 applied to e
−νrhmA∂kzQN,ǫ(i), we
obtain the result for h ≤ h0. Note that we use the fact that k!∂kz q0,ǫ(z) = q0,ǫ(z)
k+1 belongs to
S
0,−j−ε−1/q,−|α|−ε−(n−1)/q
ǫ for all j, |α| such that j + |α| = m and ε > 0 small enough. The result
for h ≤ 1 follows by writing Rǫ(i) = (h¯2Pǫ + i)−1(h¯2Pǫ + i)Rǫ(i) with h¯ = min(h0, h). 
This proposition will be used in order to estimate ∂jǫ (Rǫ(z)RN,ǫ(z)) in Schatten classes. We
shall also need estimates similar to (4.10). To that end, we first recall that for any 0 ≤M0 ≤ 1[
〈r〉M0 , Rǫ(z)
]
= −Rǫ(z)
[
〈r〉M0 , Hǫ
]
Rǫ(z)
where
[
〈r〉M0 , Hǫ
]
is a differential operator of order 1 which is Hǫ bounded since [∂r, 〈r〉M0 ] is
bounded. This implies in particular that
〈r〉M0Rǫ(z)〈r〉
−M0 = Rǫ(z)−Rǫ(z)
[
〈r〉M0 , Hǫ
]
Rǫ(z)〈r〉
−M0 .
Since any M ≥ 0 can be written lM0 with l ∈ N, this formula can be iterated to show that
∣∣∣∣(Hǫ + i)〈r〉MRǫ(z)〈r〉−M ∣∣∣∣∞ ≤ C 〈Re z〉M ′|Im z|M ′ ,
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for some M ′ ≥ 0, uniformly w.r.t. h ∈ (0, 1] and ǫ ∈ [0, 1]. More generally, we can obtain rather
easily for any k ∈ N and M ≥ 0
∣∣∣∣(Hǫ + i)1+k〈r〉MRǫ(z)1+k〈r〉−M ∣∣∣∣∞ ≤ C 〈Re z〉M ′|Im z|M ′ . (4.27)
for some C andM ′ independent of ǫ and h. On the other hand, ∂jǫRǫ(z) = (−1)
jj! Rǫ(z)(V Rǫ(z))
j
can be written for any M ∈ R as
∂jǫRǫ(z) = (−1)
jj! 〈r〉−M
(
〈r〉MRǫ(z)〈r〉
−M
) (
V˜ 〈r〉−MRǫ(z)〈r〉
M
)j
〈r〉−M
where the differential operator V˜ = 〈r〉MV 〈r〉M is of the form e−νrh2A for any ν < 1 with the
notations of lemma 4.10. Using these remarks combined with lemma 4.10, we will obtain
Lemma 4.11. For any q > n− 1, M ≥ 0 real and j ≥ 1 integer, there exists C,M ′ such that
∣∣∣∣〈r〉M (∂jǫRǫ(z))Rǫ(i)j−1〈r〉M ∣∣∣∣q/j ≤ Ch−nj/q 〈Re z〉M ′|Im z|M ′
for all h ∈ (0, 1] and ǫ ∈ [0, 1].
Proof. We proceed by induction on j. If j = 1, we write
〈r〉M∂ǫRǫ(z)〈r〉
M =
(
〈r〉MRǫ(z)〈r〉
−M e−νr
) (
h2A〈r〉−MRǫ(z)〈r〉
M
)
with (n − 1)/q < ν < 1 and e−νrh2A = 〈r〉MV 〈r〉M . The first factor belongs to Sq whereas the
second one is bounded, by lemma 4.10. If j ≥ 2, we have ∂jǫRǫ(z) = −j(∂
j−1
ǫ Rǫ(z))V Rǫ(z) and
then the operator that we want to estimate can be written
−j
(
〈r〉M
(
∂j−1ǫ Rǫ(z)
)
Rǫ(i)
j−2〈r〉M
) (
〈r〉−M (Hǫ + i)
j−2V Rǫ(z)Rǫ(i)〈r〉
M
)
.
We use the the induction assumption for the first factor, which belongs to Sq/(j−1). We estimate
the second factor using lemma 4.10 and (4.27) and conclude using (1.5). 
The main consequence of this lemma is the following.
Proposition 4.12. For each N ≥ N0 large enough and M ≥ 0, q > n − 1 as above and j ≥ 1
there exists C and M ′ such that∣∣∣∣〈r〉M∂jǫ (Rǫ(z)−QN,ǫ(z)) 〈r〉M ∣∣∣∣q/j ≤ ChN−nj/q 〈Re z〉M ′|Im z|M ′ (4.28)
for all ǫ ∈ [0, 1] and h ∈ (0, 1].
Proof. Since hN∂jǫ (Rǫ(z)RN,ǫ(z)) which is a linear combination of h
N∂j1ǫ Rǫ(z)∂
j2
ǫ RN,ǫ(z) with
j1 + j2 = j, we have to estimates operators of the form
hN
(
〈r〉M (∂j1ǫ Rǫ(z))Rǫ(i)
j1−1〈r〉M
) (
〈r〉−M (Hǫ + i)
j1−1∂j2ǫ RN,ǫ(z)〈r〉
M
)
.
The first factor can be estimated by proposition 4.11 and the second one by (4.10) and lemma 4.8.

Using formula (4.18), we get directly the following result.
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Theorem 4.13. Let q > n− 1, f ∈ S(R) and N ≥ 1. There exists a pseudo-differential operator
QfN,ǫ =
∑
l<N h
lAl with Al of the form (4.17), with symbols in S
0,−∞
ǫ such that for all M ≥ 0∣∣∣∣∣∣∂jǫ 〈r〉M (f(Hǫ)−QfN,ǫ) 〈r〉M ∣∣∣∣∣∣
q/j
≤ ChN−nj/q , h ∈ (0, 1], ǫ ∈ [0, 1].
Here C depends on a finite number of semi-norms of f . In each chart, the symbols of Al are linear
combinations of dl′,l,ǫf
(l)(pǫ) and in particular the principal symbol is f(pǫ).
4.3 Proofs of theorem 1.1 and lemma 2.1
Theorem 1.1 is a direct consequence of theorem 4.13. We obtain (1.10) by considering h = t1/2
and f ∈ S(R) such that f(λ) = e−λ near the spectra of the operators. A priori, (1.10) involves all
powers of the form t(k−n)/2, but a standard argument shows that the coefficients corresponding to
odd k vanish, since they correspond to integrals of odd functions on the sphere. 
For the proof of lemma 2.1, we have to show that tr{f(H
(κ)
ǫ )V (κ)}q → tr{f(Hǫ)V }q as κ ↓ 0,
for all f ∈ S(R). Using the explicit expressions of the symbols of Q
(κ),f
N,ǫ associated to H
(κ)
ǫ (with
the notation of theorem 4.13), it is easy to check that{
V (κ)Q
(κ),f
N,ǫ
}
q
→
{
V QfN,ǫ
}
q
in the trace class
with a trace norm uniformly bounded by C〈Re z〉M/|Im z|M for some M and C. Thus we are left
to the study of the remainder which, via Helffer-Sjo¨strand formula, reduces to the study of the
remainder given by (4.25). By the resolvent identity, we have
R(κ)ǫ (z)−Rǫ(z) = −R
(κ)
ǫ (z)
(
V (κ) − V
)
Rǫ(z), R
(κ)
ǫ (z) = (H
(κ)
ǫ − z)
−1
with (V (κ) − V )Rǫ(z)→ 0 in operator norm. This shows that R
(κ)
ǫ (z)→ Rǫ(z) in operator norm.
Using (4.26) with k = 0 for H
(κ)
ǫ it is easy to check that HǫR
(κ)
ǫ (i) is bounded in operator norm
uniformly w.r.t. κ. The resolvent idendity then shows that HǫR
(κ)
ǫ (i) → HǫRǫ(i) in operator
norm and thus HǫR
(κ)
ǫ (z) converges as well. By induction Hk+1ǫ R
(κ)
ǫ (z)k+1 → Hk+1ǫ Rǫ(z)
k+1 in
operator norm with a uniform bound of the form C〈Re z〉M/|Im z|M (apply ∂kz to the resolvent
identity for instance). Then, we see that (∂jǫR
(κ)
ǫ (z))R
(κ)
ǫ (z)j−1 converges in Sq/j with the same
kind of bound as in lemma 4.11 and we can repeat the proof of proposition 4.12. The expected
convergence follows from Helffer-Sjo¨strand formula and dominated convergence. 
5 The proof of theorem 1.2
This section is entirely devoted to the proof of theorem 1.2 and more particularly to the proof
of the asymptotic expansion. The continuity of ξq on the absolutely continuous spectrum is a
consequence of the method. More precisely, we shall explicitely show that ξq(µ, h) is continuous in
a neighborhood of µ = 1. The proof of the continuity of ξq(λ), which we omit, would follow from
the same method using (1.13) for fixed h.
5.1 Isozaki-Kitada’s method in the asymptotically hyperbolic case
Let us consider a covering of Y by a finite number of open sets Un−1, each one of them being
a relatively compact susbet of a coordinate patch U˜n−1 and consider their respective images on
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Rn−1, i.e. Ω and Ω˜, under the coordinates maps. For each such Ω, we choose Ωk for k = 1, · · · , 5
such that
Ω = Ω5 ⋐ Ω4 ⋐ Ω3 ⋐ Ω2 ⋐ Ω1 ⋐ Ω˜.
Furthermore we can assume that Ωk is open and convex (this will be usefull only for proposition
5.5) for all k. Then we consider, the outgoing areas Γ+1 ⊃ Γ
+
2 ⊃ · · · ⊃ Γ
+
5 defined by
Γ+k = Γ
+(Rk, εk, wk,Ωk), k = 1, · · · , 5.
We assume that R > 1 and ε, w ∈ (0, 1) thus it is clear that Γ+k ⊂ Γ
+
k−1 for k = 2, · · · , 5. More
precisely one can always find a cutoff function supported in Γ+k−1 which is ≡ 1 on Γ
+
k . We can
choose for instance
χRk(r)χΩk (y)χ+(ρ)χεk(e
−2rg(y, η))χwk(ρ
2 + e−2rg(y, η)) (5.1)
with smooth functions χRk , χΩk , χεk and χwk such that
supp χRk ⊂ (R
k−1,∞) and χRk ≡ 1 on (R
k,∞),
supp χΩk ⊂ Ωk−1 and χΩk ≡ 1 on Ωk
supp χεk ⊂ (−∞, ε
k−1) and χεk ≡ 1 on (−∞, ε
k),
supp χwk ⊂ (1− w
k−1, 1 + wk−1) and χwk ≡ 1 on (1− w
k, 1 + wk).
Since we will choose w and ε small, it is enough to consider χ+ supported into (0,∞) and such
that χ+ ≡ 1 on (1/2,∞). Note that on Γ
+
k , we always have(
1− wk − εk
)1/2
≤ ρ ≤
(
1 + wk
)1/2
. (5.2)
We are now ready to construct the functions needed for Isozaki-Kitada’s method in the hyperbolic
case. We start with the following proposition.
Proposition 5.1. For R large enough, and ε, w small enough, there exists a smooth function
ϕ+ǫ (r, y, ρ, η) defined, for any ǫ ∈ [0, 1], on Γ
+
1 such that
(∂rϕ
+
ǫ )
2 + e−2rgǫ(r, y, ∂yϕ
+
ǫ ) = ρ
2.
This function satisfies the following estimates for ǫ ∈ [0, 1] and (r, y, ρ, η) ∈ Γ+1∣∣∂jǫ∂kr ∂lρ∂αy ∂βη (ϕ+ǫ − rρ− y.η)∣∣ ≤ Cj,k,l,α,βe−(j+1)r|η|. (5.3)
This proposition solves the equation (2.22) in the case pǫ(x, ξ) = ρ
2+e−2rgǫ(r, y, η) and explains
how differentiation w.r.t. ǫ provides exponential decay.
Proof. We follow the principle explained in subsection 2.3, using the function S+ǫ (t, r, y, ρ, η) given
by proposition 3.6. Since S+ǫ solves (3.18) and is a generating function of the flow (see (2.26)) we
have
∂tS
+
ǫ = pǫ(r, y, ∂rS
+
ǫ , ∂yS
+
ǫ ) = pǫ(∂ρS
+
ǫ , ∂ηS
+
ǫ , ρ, η)
= ρ2 + e−2∂ρS
+
ǫ gǫ
(
∂ρS
+
ǫ , ∂ηS
+
ǫ , η
)
where one remark that the last term of the second line is O(e−r−2tρ) by (3.20) hence is integrable.
Thus we can use formula 2.28 with S˜+ǫ (t, ρ, η) = tρ
2 to define ϕ+ǫ , and then (5.3) is a direct
consequence of proposition 3.6. 
The next lemma is a preparation lemma for the resolution of the transport equations. We do
not prove it since it can be obtained very similarly to the estimates on the geodesics of section 3.
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Lemma 5.2. There exist R large enough and w, ε small enough, the following result holds: for all
(r, y, ρ, η) ∈ Γ+2 and ǫ ∈ [0, 1], the solution (rˇ
t
ǫ, yˇ
t
ǫ)(r, y, ρ, η) of
d
dt
(
rˇtǫ
yˇtǫ
)
=
(
2∂rϕ
+
ǫ (rˇ
t
ǫ, yˇ
t
ǫ, ρ, η)
e−2rˇ
t
ǫ(∂ηgǫ)(rˇ
t
ǫ, yˇ
t
ǫ, ∂yϕ
+
ǫ (rˇ
t
ǫ, yˇ
t
ǫ, ρ, η))
)
,
(
rˇ0ǫ
yˇ0ǫ
)
=
(
r
y
)
is defined for all t ≥ 0 and satisfies (rˇtǫ, yˇ
t
ǫ, ρ, η) ∈ Γ
+
1 . Furthermore, we have the estimates∣∣∂jǫ∂kr ∂lρ∂αy ∂βη (rˇtǫ − r − 2ρt)∣∣+ ∣∣∂jǫ∂kr ∂lρ∂αy ∂βη (yˇtǫ − y)∣∣ ≤ Cj,k,l,α,βe−(j+1)r|η| (5.4)
for all ǫ ∈ [0, 1] and (r, y, ρ, η) ∈ Γ+2 .
This lemma, which gives in particular a precise sense to (2.29) in the current context, allows
to define functions a
(0)
ǫ , · · · , a
(N)
ǫ of r, y, ρ, η ∈ Γ
+
2 according to the formulas (2.30), (2.31) where
one has of course to replace xˇtǫ by rˇ
t
ǫ, yˇ
t
ǫ and use the following explicit expression
cǫ = ∂
2
rϕ
+
ǫ + e
−2rgǫ(r, y, ∂y)ϕ
+
ǫ + e
−r
∑
l+|α|=1
v˜l,αǫ (e
−r, y)(e−r∂y)
α∂lrϕ
+
ǫ ,
where v˜l,αǫ = v
l,α
0 + ǫ(v
l,α
1 − v
l,α
0 ), with the notations of (1.8). By (5.3) we see easily that
cǫ(r, y, ρ, η) = O(e−r〈η〉) (note the factor 〈η〉 instead of |η| which is caused by the term ∂lrϕ
+
ǫ
with l = 1 in the expression of cǫ). This implies that the integral in (2.30) is convergent since (5.2)
and (5.4) show that, for some c > 0,
cǫ(rˇ
t
ǫ, yˇ
t
ǫ, ρ, η) = O(e
−ct−r〈η〉), t ≥ 0.
Thus a
(0)
ǫ is well defined on Γ
+
2 . By induction, one checks that, for m ≥ 1, we have
Pǫ(r, y,Dr, Dy)a
(m−1)
ǫ (rˇ
t
ǫ, yˇ
t
ǫ, ρ, η) = O(e
−ct−r〈η〉), t ≥ 0,
on Γ+2 , for all ǫ ∈ [0, 1] and thus a
(m)
ǫ is well defined on Γ
+
2 for all m. More generally, by mean of
proposition 5.1, lemma 5.2 and (5.2), we obtain easily the following result.
Proposition 5.3. The functions a
(0)
ǫ , · · · , a
(N)
ǫ defined in Γ
+
2 by (2.30) and (2.31) satisfy∣∣∣∂jǫ∂kr ∂lρ∂αy ∂βη (a(0)ǫ (r, y, ρ, η)− 1)∣∣∣ ≤ Cj,k,l,α,βe−(j+1)r〈η〉,∣∣∣∂jǫ∂kr ∂lρ∂αy ∂βη a(m)ǫ (r, y, ρ, η)∣∣∣ ≤ Cj,k,l,α,βe−(j+1)r〈η〉, 1 ≤ m ≤ N
for all ǫ ∈ [0, 1] and (r, y, ρ, η) ∈ Γ+2 .
The details of the proof are left to the reader. They follow from the explicit expressions of the
functions a
(m)
ǫ .
In order to consider functions defined on R2n, we choose a cutoff χ2,3(r, y, ρ, η) of the form (5.1)
which is supported in Γ+2 and ≡ 1 on Γ
+
3 . Then we multiply the functions a
(0)
ǫ , · · · , a
(N)
ǫ by χ2,3
and define
aǫ = χ2,3
(
a(0)ǫ + ha
(1)
ǫ + · · ·+ h
Na(N)ǫ
)
.
Then, following Isozaki-Kitada’s method as explained in subsection 2.3, we consider
HǫJ(ϕ
+
ǫ , aǫ)− J(ϕ
+
ǫ , aǫ)P, with P = h
2D2r .
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Of course, the choice of P follows from (2.27) since limr→∞ pǫ(r, y, ρ, η) = ρ
2 =: p(ρ). The operator
HǫJ(ϕ
+
ǫ , aǫ)− J(ϕ
+
ǫ , aǫ)P has the following expression
J
(
ϕ+ǫ , a
′
ǫ
)
+ hN+2J
(
ϕ+ǫ , χ2,3Pǫ(r, y,Dr, Dy)a
(N)
ǫ
)
(5.5)
where a′ǫ is a linear combination of products of derivatives (of order ≥ 1) of χ2,3 and of derivatives
of a
(0)
ǫ , · · · , a
(N)
ǫ . The first term of (5.5) is produced by all the derivatives due to Hǫ which may
fall on χ2,3. The amplitude of the second term is nothing but χ2,3(a˜
(0)
ǫ + · · ·+ hN+2a˜
(N+2)
ǫ ) with
the notations of subsection 2.3. This follows from the construction of ϕ+ǫ and a
(0)
ǫ , · · · , a
(N)
ǫ which
satisfy respectively Hamilton-Jacobi’s equation and the transport equations on the support of χ2,3.
The negligibility of (5.5), or more precisely of (2.17), will be a consequence of the next lemma.
Lemma 5.4. For R large enough, and ε, w small enough we have the following property: for any
symbol b(r, y, ρ, η) supported in Γ+4 and such that, for all M ,∣∣∂kr ∂lρ∂αy ∂βη b(r, y, ρ, η)∣∣ ≤ Ck,l,α,β,M 〈r〉−M
we have the following estimates for s ≥ 0∣∣∣∣〈r〉MJ (ϕ+ǫ , a′ǫ)U(s)J(ϕ+ǫ , b)∗〈r〉M ∣∣∣∣∞ ≤ CMhM 〈s〉−M , (5.6)∣∣∣∣∣∣〈r〉MJ (ϕ+ǫ , χ2,3Pǫ(r, y,Dr, Dy)a(N)ǫ )U(s)J(ϕ+ǫ , b)∗〈r〉M ∣∣∣∣∣∣
∞
≤ CMh
−n0〈s〉−M (5.7)
for all M and some universal constant n0. Here U(s) = e
−i s
h
P is the propagator of P .
Note that the power h−n0 on the right hand side of (5.7) is harmless since we have a power
hN+2 in (5.5), with N arbitrarily large. The proof of this lemma is not very hard and follows from
suitable integrations by parts on the Schwartz kernels of the operators which are explicitly given
by oscillatory integrals. However its proof is a bit long and we have postponed it to appendix A.
The last step of the construction is the factorization of pseudo-differential operators. This is
the purpose of the following proposition.
Proposition 5.5. There exists R large enough and ε, w small enough such that the following
property holds: for any symbol cǫ ∈ S, supported in Γ
+
5 , one can find symbols b
(0)
ǫ , · · · , b
(N)
ǫ ∈ S
supported in Γ+4 such that
J(ϕ+ǫ , aǫ)J(ϕ
+
ǫ , bǫ)
∗ −Oph(cǫ) is h
N negligible
with bǫ = b
(0)
ǫ + hb
(1)
ǫ + · · ·+ hNb
(N)
ǫ .
Proof. As explained in subsection 2.3, we need to study the map
(ρ, η) 7→ Φ+ǫ (r, y, r
′, y′, ρ, η) =
∫ 1
0
∂r,yϕ
+
ǫ (r
′ + t(r − r′), y′ + t(y − y′), ρ, η) dt (5.8)
It is then clear that if (r, y, ρ, η) and (r′, y′, ρ, η) belong to Γ+(R, ε, w,Ω) with Ω convex, then
(r′ + t(r − r′), y′ + t(y − y′), ρ, η) ∈ Γ+(R,C0ε, w
′,Ω) for all t ∈ [0, 1], and any w′ > w which can
be chosen as close to w as we want by decreasing ε. Here C0 is given by (3.1). In particular,∣∣∂γ (Φ+ǫ − (ρ, η))∣∣ ≤ Cγe−(j+1)min(r,r′)|η|
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with ∂γ = ∂jǫ∂
k
r ∂
k′
r′ ∂
l
ρ∂
α
y ∂
α′
y′ ∂
β
η , for all (r, y, ρ, η) and (r
′, y′, ρ, η) in Γ+(R, ε, w,Ω). Using the formula
(2.32) (with θǫ = Φ
+
ǫ ), we can define b
(0)
ǫ and by iterations b
(1)
ǫ , · · · , from cǫ. In particular, if cǫ is
supported in Γ+5 , b
(0)
ǫ , b
(1)
ǫ , · · · will be clearly supported in Γ
+
4 if R is large enough and ε, w small
enough. In order to check that the difference J(ϕ+ǫ , aǫ)J(ϕ
+
ǫ , bǫ)
∗ − Oph(cǫ) is hN negligible, we
look at its Schwartz kernel which we split into three terms using the partition of unit
1 = θ0(r − r
′) + θ+(r − r
′) + θ+(r
′ − r)
with θ0 = 1 close to 0 and θ+ supported in [1,∞). The term corresponding to θ0 behaves nicely by
construction. The off diagonal part is O(h∞) and is the sum of two oscillatory integrals which are
either O(e−(j+ν)r) or O(e−(j+ν)r
′
) after application ∂jǫ , according to the sign of r − r
′. We don’t
go any further into details. 
5.2 The dependence on κ and the remainders
Our next task is explain how to deal with ‘remainders’. In subsection 2.1 or in section 4, we
have seen why and how a lot of expansions of operators, in powers of h, could be obtained. It is
now necessary to show why the contributions of the remainders of such expansions can indeed be
neglected in the expected expansion. We introduce the notation ≡n1N , which we will use extensively
in the next subsection. Its meaning is the following.
Definition 5.6. We write
tr
(
T (κ)ǫ (t, h)
)
≡n1N 0
if T
(κ)
ǫ (t, h) is a family of trace class operators for κ ∈ (0, 1], whose trace is Cq−1 with respect to
ǫ ∈ [0, 1], measurable with respect to t ∈ R, and if there exists CN,n1 , independent of h, such that
lim
κ↓0
{
tr
(
T (κ)ǫ (t, h)
)}
q
exists in S ′(Rt) and belongs to L
1(R, dt), (5.9)∫ +∞
−∞
∣∣∣∣limκ↓0 {tr(T (κ)ǫ (t, h))}q
∣∣∣∣ dt ≤ CN,n1hN−n1 . (5.10)
If the same result holds when integrating on [0,+∞), then we will write ≡n1N,+ instead of ≡
n1
N .
If S
(κ)
ǫ (t, h) is another family of trace class operators for κ ∈ (0, 1], then
tr
(
T (κ)ǫ (t, h)
)
≡n1N tr
(
S(κ)ǫ (t, h)
)
⇐⇒ tr
(
T (κ)ǫ (t, h)− S
(κ)
ǫ (t, h)
)
≡n1N 0,
and similarly for ≡n1N,+.
Operators (or rather traces) satisfying (5.9) and (5.10) are of interest since
lim
κ↓0
F−1h
{
tr
(
T (κ)ǫ (t, h)
)}
q
= F−1h limκ↓0
{
tr
(
T (κ)ǫ (t, h)
)}
q
= O(hN−n1−1) in C0(R). (5.11)
In practice, it is enough to show, for instance, that limκ→0{T
(κ)
ǫ (t, h)}q =: {T
(0)
ǫ (t, h)}q exists,
in the weak topology of bounded operator and that∣∣∣∣∣∣{T (0)ǫ (t, h)}q∣∣∣∣∣∣
1
≤ CNh
N−n1ψ(t), t ∈ R, h ∈ (0, 1], (5.12)
lim
κ→0
tr{T (κ)ǫ (t, h)}q = tr{T
(0)
ǫ (t, h)}q t ∈ R, h ∈ (0, 1], (5.13)∣∣∣∣∣∣{T (κ)ǫ (t, h)}q∣∣∣∣∣∣
1
≤ Ch−n2〈t〉n2 , t ∈ R, h ∈ (0, 1], κ ∈ [0, 1] (5.14)
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for some L1 function ψ in (5.12), and some n2 ≥ 0 in (5.14). This last condition could be weakened
since we could clearly allow C to depend arbitrarily on h. Usually, (5.13) and (5.14) are easy to
check and the non trivial part of the job is to show (5.12).
Before giving explicit examples, let us explain how we will use definition 5.6. Recall that we
are studying (2.5) which is nothing but
1
2πh
∫ +∞
−∞
e
i
h
µt tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)V
(κ)f˜(H(κ)ǫ )
)
dt (5.15)
with f˜f = f which we choose to be supported close to 1. The method is the following: if for any
N large enough, we can find T
(κ)
ǫ,N(t, h) such that
tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)V
(κ)f˜(H(κ)ǫ )
)
≡n1N tr
(
T
(κ)
ǫ,N(t, h)
)
for some n1 independent of N , and moreover such that {tr(T
(κ)
ǫ,N(t, h))}q converges in S
′(Rt) as
κ ↓ 0 with a limit in L1(R, dt) satisfying
1
2πh
∫ +∞
−∞
e
i
h
µt lim
κ↓0
{
tr
(
T
(κ)
ǫ,N(t, h)
)}
q
dt = h−n
N∑
k=0
hkαk(µ) +O(h
N−n)
with αk ∈ C0(I) and O(hN−n) understood in the topology of C0(I), then we get the existence of
the expansion (1.11). This is due to (5.11) since it implies that
ξq(µ, h)−
1
2πh
∫ +∞
−∞
e
i
h
µt lim
κ↓0
{
tr
(
T
(κ)
ǫ,N(t, h)
)}
q
dt = O(hN−n1−1) inC0
with N − n1 − 1 arbitrarily large if N is large.
We shall now give explicit and useful examples of operators satisfying (5.9) and (5.10). To that
end, we will use extensively the fact that for all f ∈ C∞0 (R), in the strong sense,
U (κ)ǫ (t)f(H
(κ)
ǫ )→ Uǫ(t)f(Hǫ), κ ↓ 0
with a norm bounded by sup |f |. We omit the proof of this easy fact since it follows by section
4 or more directly, by Helffer-Sjo¨strand formula for instance. We will also use the following well
known lemma, which is valid if B(κ) is a family of bounded operators and T (κ) a family of Sq.
Lemma 5.7. If B(κ) → B(0) strongly and T (κ) → T (0) in Sq then B
(κ)T (κ) → B(0)T (0) in Sq.
Let R
(κ)
ǫ,N(h) = V
(κ)
(
f˜(Hκǫ )−Q
f˜ ,(κ)
N,ǫ
)
, with the notations of theorem 4.13 where we include
the depence on κ.
Proposition 5.8. Let I be an intervalle such that (1.13) holds. Then all f, f˜ ∈ C∞0 (I), with
f f˜ = f , we have
tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)R
(κ)
N,ǫ(h)
)
≡n1N 0, n1 = n+ q.
Proof. We only show (5.12). We first rewrite the trace as
tr
(
〈r〉−Mf(H(κ)ǫ )U
(κ)
ǫ (t)〈r〉
−M 〈r〉MR
(κ)
ǫ,N (h)〈r〉
M
)
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and then apply ∂q−1ǫ . By Leibnitz rule and lemma 2.2 we obtain an explicit expression of this
derivative. We note that, for any 0 ≤ k ≤ q − 1,
〈r〉M∂q−1−kǫ R
(κ)
ǫ,N (h)〈r〉
M = O(hN−(q−k)n/q) in Sq/(q−k) (5.16)
and that this estimate holds for κ ≥ 0, continuously w.r.t κ and ǫ, which will allow to let κ ↓ 0.
This can been seen with the same argument as the one used for the proof of lemma 2.1 in subsection
4.3. On the other hand, using the notations of lemma 2.2 in which we now take κ into account,
we can write 〈r〉−M (2.10)〈r〉−M as the integral over F jt of
h−j
(
V (κ)〈r〉−M∂l0ǫ S
(κ),f˜0
ǫ 〈r〉
M
)(
〈r〉−MU (κ),f0ǫ (t0)〈r〉
−M
)(
〈r〉MV (κ)∂l1ǫ S
(κ),f˜1
ǫ 〈r〉
M
)
· · ·
· · ·
(
〈r〉−MU (κ),fjǫ (t)〈r〉
−M
)(
〈r〉M∂lj+1ǫ S
(κ),f˜j+1,(κ)
ǫ 〈r〉
−M
)
. (5.17)
Note that we used the notation 2.8. Then, as before, it is not hard to check that
〈r〉M (V (κ))j∂lǫS
(κ),f˜
ǫ 〈r〉
M → 〈r〉MV τ∂lǫS
(0),f˜
ǫ 〈r〉
M ∈ Sq/(q−l−τ)
for τ = 0 or 1. By lemma 5.7 we can let κ ↓ 0 in (5.17), and using (1.5) we get for κ = 0,
∣∣∣∣∣∣(5.17)〈r〉M∂q−1−kǫ R(0)ǫ,N (h)〈r〉M ∣∣∣∣∣∣
1
≤ ChN−n−j
j∏
l=0
∣∣∣∣〈r〉−MUflǫ (tl)〈r〉−M ∣∣∣∣∞
Then the result follows from (2.11). 
The same method can be applied to other kind of operators. We only explain which mod-
ifications to do. For instance, if ∂jǫR
(κ)
ǫ,N(h) can be written in any chart as (4.16) × e
−r then
everything works almost as well. This typically waht happens when one considers remainders of
the pseudo-differential expansion of the adjoint of v(κ)f˜(H
(κ)
ǫ ) or with negligible operator involved
in proposition 5.5. Actually, in this case we don’t have (5.16) anymore, but the exponential weights
in (4.16) can be put on both sides of (5.17) which then becomes trace class and we can conclude
similarly. This situation is also of interest when one has to consider the remainder involved in
(2.14). For the latter, the exponential weights are provided by the differentiation w.r.t. ǫ in view
of the explicit form of the symbols in term of the flow and theorem 3.2.
We can also study the contribution of the right hand side of (2.17) using lemma 5.4. Here there
is one more integral over s but we clearly have L1 estimates by lemma 5.4 and the convolution
trick works again. Note finally that in this case we will choose n1 = n+ q + n0.
5.3 The core of the proof
Below, we will use extensively the notation ≡n1N of the previous subsection with n1 = n+ q + n0,
which is independent of N .
We start from the semi-classical Fourier transform of (2.5) with f supported in [1− w5/4, 1 +
w5/4] and f = 1 close to 1. We furthermore assume that the coefficients of V (hence of V (κ)) are
all supported in {r > R}. We shall indicate how to modify the proof in the general case, however
recall that it is the case for the principal symbol.
Using theorem 4.13, we get a pseudo-differential expansion of V (κ)f(H
(κ)
ǫ ) whose symbols can
be splited in two parts using a partition of unit associated to (3.6) so that get, for any N ,
tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)V
(κ)f˜(H(κ)ǫ )
)
≡n1N
∑
k≤N, Ω
hktr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ
(κ)
ǫ,k )
)
(5.18)
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where γ
(κ)
ǫ,k ∈ S
1,−∞
ǫ and either suppγ
(κ)
ǫ,k ⊂ Υ
+(R,w5/2, σ+,Ω) or suppγ
(κ)
ǫ,k ∈ Υ
−(R,w5/2, σ−,Ω)
for some Ω as described in the beginning of subsection 5.1, some σ± > 0 and R large enough. Let
us consider only one term of the right hand side of (5.18) corresponding to a symbol supported in
Υ+(R,w5/2, σ+,Ω) (the case − is similar). Then, using the trick (2.12), lemma 3.4 and Egorov’s
theorem we see that
tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ
(κ)
ǫ,k )
)
≡n1N
∑
l≤N
hltr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ˜
(κ)
ǫ,l )
)
(5.19)
with γ˜
(κ)
ǫ,l ∈ S
1,−∞
ǫ supported in Γ
+
5 . Here again, we study only one term of the right hand side of
(5.19). We split the integral corresponding to the inverse Fourier transform (5.15) into two parts
and consider first
1
2πh
∫ +∞
0
e
i
h
µt tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ˜
(κ)
ǫ,l )
)
dt. (5.20)
The interest of considering positive times and a symbol supported in Γ+5 is that we can use (2.17)
with the results of subsection 5.1. Using the notations of this subsection, we have
tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ˜
(κ)
ǫ,l )
)
≡n1N,+ tr
(
f(H(κ)ǫ )J(ϕ
+,(κ)
ǫ , a
(κ)
ǫ )U(t)J(ϕ
+,(κ)
ǫ , b
(κ)
ǫ )
∗
)
(5.21)
and, by centrality, we can rewrite the right hand side as
tr
(
J(ϕ+,(κ)ǫ , b
(κ)
ǫ )
∗f(H(κ)ǫ )J(ϕ
+,(κ)
ǫ , a
(κ)
ǫ )U(t)
)
≡n1N
∑
m≤N
hmtr
(
Oph(c
(κ)
ǫ,m)U(t)
)
(5.22)
with c
(κ)
ǫ,m ∈ S1,∞ǫ . Now the contribution of each term of the right hand side of (5.22) to the
expected asymptotic is easy to obtain since
lim
κ↓0
1
2πh
∫ +∞
0
e
i
h
µt
{
tr
(
Oph(c
(κ)
ǫ,m)U(t)
)}
q
dt =
1
2πh
∫ +∞
0
∫∫∫∫
cm(r, y, ρ, η)e
i
h
(µ−ρ2)tdrdydρdη dt
thanks to the easy and crucial remark that
cm = lim
κ→0
{
c(κ)ǫ,m
}
q
∈ Sq,−∞ǫ . (5.23)
The stationary phase theorem (in the variables t, ρ) yields easily the asymptotic of the last integral
in integer powers of h with coefficients which are smooth functions of µ in the neighborhood of 1.
Note that we use the fact that ρ is close to 1 on the support of cm (see for instance (5.2)) thus the
Hessian of the phase (µ− ρ2)t is non degenerate w.r.t. t, ρ at the stationary point t = 0, ρ = µ1/2.
We still have to explain how to deal with the contribution of negative times. Here we use the
following trick due to Robert
1
2πh
∫ 0
−∞
e
i
h
µt tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ˜
(κ)
ǫ,l )
)
dt =
1
2πh
∫ +∞
0
e−
i
h
µt tr
(
f¯(H
(κ)
ǫ )U
(κ)
ǫ (t)Oph(γ˜
(κ)
ǫ,l )
∗
)
dt
which is a simple consequence of the fact that tr(A∗) = tr(A) combined with the centrality of the
trace. Then we can use the same method since
tr
(
f¯(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γ˜
(κ)
ǫ,l )
∗
)
≡n1N
∑
m≤N
hmtr
(
f¯(H(κ)ǫ )U
(κ)
ǫ (t)Oph(γˇ
(κ)
ǫ,m)
)
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where the symbols γˇ
(κ)
ǫ,m are derivatives of the complex conjugate of γ˜
(κ)
ǫ,l . Since they are supported
in Γ+5 as well, we can repeat the same method and the conclusion follows.
This completes the proof under the condition that the coefficients of V vanish outside {r > R}.
Otherwise, we proceed as follows. We write V = V0 + V∞ with V∞ supported in {r > R} and
V0 compactly supported outside {r > R+ 1}. The contribution of V∞ (or more precisely V
(κ)
∞ ) is
treated as before and thus we only have to consider
tr
(
f(H(κ)ǫ )U
(κ)
ǫ (t)V0f˜(H
(κ)
ǫ )
)
.
Let K be the compact subset of T ∗X defined by the conditions r ≤ R + 1 and |pǫ − 1| ≤ w5/4.
By the non trapping condition, there exists T > 0 and R′ such that ΠXφ
±T
1 (K) ⊂ {R < r < R
′},
if ΠX is the projection onto the base. Then we choose r0 such that ΠXφ
t
1(K) is disjoint from
{r > r0} for |t| ≤ T and this ensure the fact that φtǫ = φ
t
1 for |t| ≤ T . Thus we can use the trick
(2.12) with Kǫ = V0f˜(H
(κ)
ǫ ) combined with Egorov’s theorem, and then repeat the same method.

A Proof of lemma 5.4
Let us first recall that for any smooth and bounded function a(x, x′, ξ) defined on R3n the operator
Ah, with Schwartz kernel Ah(x, x
′) defined as
Ah(x, x
′) = (2πh)−n
∫
e
i
h
(x−x′).ξa(x, x′, ξ) dξ
is bounded on L2(Rn) and we have the following bound
||Ah||∞ ≤ C max
|α+α′+β|≤n0
sup
R3n
∣∣∣∂αx ∂α′x′ ∂βξ a(x, x′, ξ)∣∣∣ , h ∈ (0, 1] (A.1)
for some constants C and n0 independent of a and h. This is the usual Calderon-Vaillancourt’s
theorem. This kind of operators preserve polynomial decay in the sense that, for any M ∈ R we
have ∣∣∣∣〈x〉MAh〈x〉−M ∣∣∣∣∞ ≤ CM max|α+α′+β|≤nM supR3n
∣∣∣∂αx ∂α′x′ ∂βξ a(x, x′, ξ)∣∣∣ , h ∈ (0, 1] (A.2)
for some CM and nM depending only on M . This is an easy consequence of (A.1).
Below, we shall use (A.1) as follows. Assume that we have an operator Ksh, with Schwartz
kernel Ksh of the form
Ksh(r, y, r
′, y′) = (2πh)−n
∫ ∫
e
i
h
(r−r′)ρ+ i
h
(y−y′).ηe
i
h
ψs(r,y,r′,r,ρ,η)ash(r, y, r
′, y′, ρ, η) dρdη
with a smooth function ψs real valued and such that, on the support of ash,
|∂γψs(r, y, r′, y′, ρ, η)| ≤ Cγ〈s〉,
for all γ. If we know moreover that for some N ≥ 0 and M ≥ 0, we have
|∂γash(r, y, r
′, y′, ρ, η)| ≤ Cγh
N 〈s〉−M 〈r〉−M 〈r′〉−M
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then we obtain the estimate∣∣∣∣〈r〉MKsh〈r〉M ∣∣∣∣∞ ≤ ChN−n0〈s〉−M+n0 . (A.3)
This follows simply from (A.1) by considering a = eiψ
s/hash.
For any a(r, y, ρ, η), the kernel of J(ϕ+ǫ , a)U(s)J(ϕ
+
ǫ , b)
∗ is
(2πh)−n
∫ ∫
e
i
h
Φsǫ(r,y,r
′,y′,ρ,η)a(r, y, ρ, η)b(r′, y′, ρ, η) dρdη (A.4)
where the phase function Φsǫ is real valued and given by
Φsǫ(r, y, r
′, y′, ρ, η) = ϕ+ǫ (r, y, ρ, η)− sρ
2 − ϕ+ǫ (r
′, y′, ρ, η).
We shall use extensively the fact that for any γ, ∂γ (ϕǫ(r, y, ρ, η)− rρ − y.η) = O(εk) on Γ
+
k . This
is a direct consequence of (5.3) and show that, if supp a ⊂ Γ+2 , supp b ⊂ Γ
+
4 , then
∂ρΦ
s
ǫ(r, y, r
′, y′, ρ, η) = r − r′ − 2sρ+O(ε2) (A.5)
∂ηΦ
s
ǫ(r, y, r
′, y′, ρ, η) = y − y′ +O(ε2) (A.6)
Recall moreover that, in view of (5.2), there exists C1, c1 > 0 such that
c1 < ρ < C1, (A.7)
on the support of a(r, y, ρ, η)b(r′, y′, ρ, η), if supp a ⊂ Γ+2 and supp b ⊂ Γ
+
4 .
Let us start the proof of (5.6). Here we shall use the fact that a′ǫ in Γ
+
2 \ Γ
+
3 . More precisely,
we need to study symbols a(r, y, ρ, η) of the form(
∂krχ2,3(r, y, ρ, η)
)
∂γaǫ(r, y, ρ, η),
(
e−|α|r∂αy χ2,3(r, y, ρ, η)
)
∂γaǫ(r, y, ρ, η)
with k ≥ 1, |α| ≥ 1. We first consider the symbols a involving ∂krχ2,3.
1− If ∂r falls on χR3 .
In this case, we have R2 ≤ r ≤ R3, hence we get the fast decay w.r.t. to r. Furthermore
r′ ≥ R4 on the support of b, thus we have r − r′ ≤ −R4 +R3 ≪ 0 for R large, and we obtain
∂ρΦ
s
ǫ(r, y, r
′, y′, ρ, η) ≤ −1− 2ρs ≤ −1− 2c1s. (A.8)
Thus we can integrate by part with h (∂ρΦ
s
ǫ)
−1Dρ in (A.4), and we get as many powers of h〈s〉−1
as we want.
2− If ∂r falls on χε3 .
Then, we have ε3 ≤ e−2rg(y, η) ≤ ε2, thus we get
e−2r
′
g(y′, η) ≤ ε4 ≪ ε3 ≤ e−2rg(y, η).
Since e−2r
′
|η|2 ≤ C0e−2r
′
g(y′, η) and e−2rg(y, η) ≤ C0e−2r|η|2, this implies easily that
e2r−2r
′
≤ C20ε.
Thus r − r′ = O(log ε) ≪ 0. In particular r ≤ r′ and since we have as much powers of 〈r′〉−1 as
we want, we use the simple fact that 〈r〉〈r′〉−1 is bounded to get as many powers of 〈r〉−1 as we
want. Furthermore, (A.8) still holds, for ε small enough, thus we can integrate by part as before
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and get as many powers of h〈s〉−1 as we wish.
3− If ∂r falls on χw3 .
Here we have |ρ2 + e−2rg(y, η)− 1| ≥ w3. On the other hand we also have
ρ2 + e−2rg(y, η) = ρ2 + e−2r
′
g(y′, η) +
(
e−2rg(y, η)− e−2r
′
g(y′, η)
)
= ρ2 + e−2r
′
g(y′, η) +O(ε2) (A.9)
with |ρ2 + e−2r
′
g(y′, η)− 1| ≤ w4. Thus, on the support of a(r, y, ρ, η)b(r′, y′, ρ, η), we obtain
|ρ2 + e−2rg(y, η)− 1| ≥ w3 and |ρ2 + e−2rg(y, η)− 1| ≤ w4 +O(ε2). (A.10)
If we choose ε ≤ w2 small enough, then (A.10) can not hold and then a(r, y, ρ, η)b(r′, y′, ρ, η) ≡ 0.
We continue our analysis by considering symbols involving e−|α|r∂αy χ2,3.
4− If e−r∂y falls on χΩ3 .
Then y ∈ Ω2 \ Ω3 and y′ ∈ Ω4 ⋐ Ω3, thus |y − y′| ≥ c > 0. Using (A.6), with ε small enough,
we have |∂ηΦsǫ | ≥ c/2 and we can integrate by part using h
2|∂ηΦsǫ |
−2∆η. This provides as many
powers of h as we want. Furthermore the factor e−r yields the fast decay w.r.t. r. We still need
to explain how to get fast decay w.r.t. s. To that end, we introduce the following partition of unit
1 = θ−
(
r − r′
1 + s
)
+ θ0
(
r − r′
1 + s
)
+ θ+
(
r − r′
1 + s
)
(A.11)
Here θ− is supported in (−∞, c1), θ+ in (3C1,+∞) and we can assume that, on the support of θ0,
we have
c1/2 ≤
r − r′
1 + s
≤ 4C1.
On this support, we can write 1 = 〈r − r′〉M 〈r − r′〉−M = 〈r − r′〉MO(〈s〉−M ) , for any M . Since
we already have fast decay w.r.t. r and r′, the fast decay w.r.t. s follows. On the support of
θ−((r − r′)/(1 + s)) (resp. θ+), using (A.5) and (A.7) , we see that,
∂ρΦ
s
ǫ(r, y, r
′, y′, ρ, η) ≤ −c1s+ c1 +O(ε
2) (resp. ≥ C1s+ 3C1 +O(ε
2)) (A.12)
thus, for s large enough, we can integrate by part as in 1− and get as many powers of 〈s〉−1 as we
want.
5− If e−r∂y falls on χε3 . We proceed as in 2−
6− If e−r∂y falls on χw3 . We proceed as in 3−
This completes the proof of (5.6) using (A.3).
We now turn to the proof of (5.7). Here we just need to get as many powers of 〈r〉−1〈s〉−1 as
we want. The estimates will rely upon the fact that∣∣∣∂kr ∂lρ∂αy ∂βηPǫ(r, y,Dr, Dy)a(N)ǫ ∣∣∣ ≤ Ck,l,α,βe−r〈η〉 (A.13)
on Γ+2 , for all k, l, α, β, by proposition 5.3. We proceed as follows. We introduce the partition of
unit (A.11) and consider first what happens on the support of θ0((r− r′)/(1+s)). Here we remark
that
e−r〈η〉 ≤ e−c1s/2−r
′
〈η〉
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where e−r
′
|η| is bounded on the support of b. This yields an exponential decay in s. Furthermore,
we have r ≤ r′ + 4C1s, thus we can write for any M
1 = 〈r〉−M 〈r〉M = 〈r〉−MO
(
(〈r′〉+ 〈s〉)M
)
. (A.14)
The positive powers of 〈r′〉 and 〈s〉 are respectively controlled by the fast decay w.r.t. r′ of b and
the exponential decay w.r.t. s, we obtain thus the expected decay.
On the support of θ−((r − r′)/(1 + s)), we have similarly r − r′ ≤ c1(1 + s) and we can use
(A.14) again. This yields 〈r〉−M for any M but we have to control 〈s〉M . By the same method as
in 4−, using the upper bound given by (A.12), we get as many negative powers of 〈s〉 as we want.
The last step is to study what happens on the support of θ+((r − r′)/(1 + s)). We have
r ≥ r′ + 3C1(s+ 1) and we get exponential decay in time, since
e−r〈η〉 ≤ e−3C1s−r
′
〈η〉.
Furthermore, by choosing ε small enough, the lower bound in (A.12) shows that
∂ρΦ
s
ǫ(r, y, r
′, y′, ρ, η) ≥ C1s+ 2C1 > 0.
Thus we can integrate by part and get as many negative powers of ∂ρΦ
s
ǫ as we wish. Then we note
that
|∂ρΦ
s
ǫ(r, y, r
′, y′, ρ, η)|
−M
≤ C〈r − r′〉−M 〈s〉M ≤ C′〈r〉−M 〈r′〉M 〈s〉M
and the fast decay with respect to r follows as before. This completes the proof. 
B Propagation estimates
In this appendix, we give sufficient conditions leading to (1.13).
Proposition B.1. Assume that there are positive numbers w, h0,M,C such that
sup
δ>0
∣∣∣∣〈r〉−MRǫ(µ± iδ)〈r〉−M ∣∣∣∣∞ ≤ Ch−1, (B.1)
for all µ ∈ I, h ∈ (0, h0] and ǫ ∈ [0, 1]. Then (1.13) holds.
Proposition B.2. Assume that the manifold (X,G) is non trapping, and that the principal symbols
of P0 and P1 coincide outside {r > r0}. Let I be a neighborhood of 1. Then there exists r0 large
enough, h0 small enough and C > 0 such that (B.1) holds with M = 1.
The first proposition follows from Kato’s theory of smooth perturbations. We recall its simple
proof for the sake of completeness and to emphasize the uniformity with respect to the parameters.
The proof of the second one uses Mourre theory [37] and more particularly a combination of the
ideas of [18] and [20, 45].
Proof of proposition B.1. Since we can always write f = f1f2 with f1, f2 ∈ C∞0 (I) and
||〈r〉−Mf(Hǫ)Uǫ(t)〈r〉
−M ||∞ ≤ ||〈r〉
−Mf1(Hǫ)Uǫ(t)||∞ ||(〈r〉
−M f2(Hǫ)Uǫ(−t))
∗||∞
it is enough to estimate the norm of ||〈r〉−Mf(Hǫ)Uǫ(t)||∞ in L
2(R, dt). Let Aǫ = 〈r〉
−Mf(Hǫ),
then by Parseval’s identity (see [31, 44]), we have, for all u ∈ L2(X),
2πh−1
∫
R
e−2δt/h||AǫUǫ(t)u||
2 dt =
∫
R
||Aǫ(Rǫ(µ− iδ)−Rǫ(µ+ iδ))u||
2 dµ. (B.2)
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On the other hand, (i/2)(Rǫ(z)− Rǫ(z¯)) = (Im z) Rǫ(z)Rǫ(z¯) defines a nonnegative operator for
Im z > 0 and we denote its positive square root by Kǫ(z). We have trivially ||Kǫ(z)A∗ǫu||
2 =
(2iπ)−1 (A∗ǫu, (Rǫ(z)−Rǫ(z¯))A
∗
ǫu) and this yields
4
∫
R
||AKǫ(µ+ iδ)
2u||2 dµ ≤ C˜h−1
∫
R
||Kǫ(µ+ iδ)u||
2 dµ = C˜h−1π||u||2 (B.3)
since ||AǫKǫ(µ+ iδ)2u|| ≤ ||Kǫ(µ+ iδ)A∗ǫ ||||Kǫ(µ+ iδ)u||. Here C˜ depends only on C in (B.1) and
f , and is uniform w.r.t. ǫ, h and δ. The left hand side of (B.3) is nothing but the right hand side
of (B.2) and the result follows easily. 
Proof of proposition B.2. The estimate (B.1) follows directly from the method of [37] provided the
following Mourre estimate holds, with Eǫ(I) the spectral projector of Hǫ on I,
Eǫ(I)i [Hǫ, Ah]Eǫ(I) ≥ chEǫ(I) (B.4)
for some constant c > 0 independent of h ∈ (0, h0] and ǫ ∈ [0, 1]. If (B.4) holds then, the theory of
Mourre shows that || |Ah + i|
−1Rǫ(µ+ iδ)|Ah + i|
−1 ||∞ = O((ch)
−1) thus (B.1) holds, provided
||〈r〉−1Ah||∞ ≤ C1, h ∈ (0, h0]. (B.5)
This reduces the proof to the construction of Ah. We now sketch its construction and refer to
[18, 20, 45] for the details. The idea is to construct Ah = A
0
h + A
∞
h with A
∞
h supported near
infinity and A0h compactly supported. Following [18], we define A
∞
h as
A∞h =
1
2
f˜(H1)
(
θ2ω2SuhDr + hDrθ
2ω2Su
)
f˜(H1) (B.6)
with f˜ ∈ C∞0 , f˜ = 1 close to 1, and θ = θ(r/R) smooth, bounded and supported near infinity, say
in r ≥ R/2. We also have
ωS = ω
(
2r − log(h2∆Y + 1)
S
)
, u = 2r + S − log(h2∆Y + 1), S > 0,
where the function ω ∈ C∞(R) is supported in [−1,∞) and such that ω ≡ 1 on [−1/2,∞). Then
using the calculations of [18] and pseudo-differential calculus, we see that
f(Hǫ)i[Hǫ, A
∞
h ]f(Hǫ) ≥ hθωSf
2(Hǫ)ωSθ + ι(R,S)O(h) +O(h
2) (B.7)
if f is supported where f˜ = 1. Here ι(R,S) ↓ 0 as R,S → ∞ and the notation O(hk) holds in
operator norm, uniformly w.r.t ǫ. Note that the spectral cutoff f˜(H1) in (B.6) doesn’t commute
with Hǫ and we use the fact, among other ones, that (f˜(H1)− f˜(Hǫ))θhDr = O(R−∞).
If there was no term ωS in the right hand side of (B.7) , we would have done half of our program.
How to neglect θ(1 − ωS)f(Hǫ)? We can give a pseudo-differential expansion of ωS similar to the
one given in section 4 and thus, up to an operator which is O(h), we can replace 1−ωS by a pseudo-
differential operator with principal symbol 1−ω((2r− log(g(y, η)+1))/S). On its support, we have
e−2rg(y, η) + e−2r ≥ eS/2. On the other hand, on the support of the principal symbol of f(Hǫ)
we have e−2rgǫ(r, y, η) < 3/2 (if f is supported close to 1) and thus e
−2rg(y, η) < 3/2 + O(e−r).
All this shows that the principal symbol of θ(1 − ωS)f(Hǫ) is identically 0 for all R and S large
enough, which implies that
θ(1 − ωS)f˜(h
2Pǫ) = O(h) (B.8)
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where one should notice that O depends on R and S. Then we get
f(Hǫ)i[Hǫ, A
∞
h ]f(Hǫ) ≥ hθf
2(Hǫ)θ + ι(R,S)O(h) +O(h
2) (B.9)
where O(h2) depends on R,S, but not O(h).
We will now construct A0h by the method of [20, 45], such that
f(Hǫ)i[Hǫ, A
0
h]f(Hǫ) = hθ˜f(Hǫ)θ˜ + ι˜(R,K)O(h) +O(h
2), (B.10)
with θ˜ ∈ C∞0 such that θ
2 + θ˜2 = 1, and ι˜(R,K) ↓ 0 as R,K ↑ ∞. Here K is another large
parameter introduced below. If this holds, we easily get (B.4) by summing (B.9) and (B.10),
choosing first R, K and S large enough, then h small enough and then by multiplying both side
by Eǫ(I). Note that we also use the fact that [f(Hǫ), θ] = O(h).
The idea is to define A0h as a (bounded) pseudo-differential operator whose principal symbol is
the following function a, which is invariantly defined on T ∗X
a = χ˜
∫ ∞
0
θ˜2 ◦ φt1 dt f˜ ◦ p1
where p1 and φ
t
1 are the principal symbol of H1 and the associated flow, and χ˜ = χ˜(r/K) is a
C∞0 function such that χ˜θ˜
2 = θ˜2. Note that the integral is convergent thanks to the non trapping
condition. Then the crucial remark is that the Poisson bracket is
{pǫ, a} = f˜(p1)θ˜
2 +O(K−1) +O(R−∞)
with O(K−1) uniform w.r.t ǫ (but not w.r.t R) in the topology of smooth and bounded functions.
This follows first from the fact that
{p1, θ˜
2 ◦ φt1} = {p1, θ˜
2} ◦ φt1 =
d
dt
(
θ˜2 ◦ φt1
)
and from the fact that pǫ = p1 for r ≤ r0 with r0 which we can choose ≥ R. Then (B.10) follows
from semi-classical pseudodifferential calculus. (see [46]). 
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