Abstract. In this paper we study a multiprogramming system consisting of an input-output unit (10 unit) and a central processor (CP). This system can be represented by a continuous time Marlmv process with states (m. n). where m and n denote the number of jobs at the CP and the 10 unit respectively. The computation of the equilibrium distribution {Pm,n} of this Markov process is the purpose of the analysis in this paper. The analysis consists of two parts. In the first Part. we use a compensation procedure to show that the equilibrium distribution {Pm,n} in those states (m. n) for which m+n is not too small. can be expressed as an infinite linear combination of product forms. Explicit formulae are given for the product forms and the coefficients of this infinite linear combination. In the second part of the analysis. we pay attention to some numerical aspects of the computation of the equilibrium distribution. For the computation of the equilibrium probabilities that can be expressed as infinite linear combinations of product forms. we derive bounds for the errors caused by cutting off these infinite linear combinations, and after that we present numerically stable formulae to compute one by one the remaining equilibrium probabilities.
introduction
In this paper we consider a multiprogramming system where jobs enter the system. subsequently make a number of visits to an input-output unit (10 unit) and a central processor (CP). and finally leave the system. This system can be represented by a continuous time Markov process with states (m. n). where m and n denote the number of jobs at the CP and the 10 unit respectively. The problem considered in this paper is the computation of the equilibrium distribution (Pm,n) of this Markov process. In this paper we call this problem the multiprogramming queues problem (MPQP).
Hofri [6] studied this problem by exploiting techniques developed by Kingman [7] (see also Flatto and McKean [4] ) for the symmetric shortest queue problem (SSQP) . For this SSQP Kingman proved, by using a generating function analysis, that the equilibrium distribution of the lengths of the two queues can be expressed as an infinite linear combination of product forms. Unfortunately, explicit formulae are only given for the equilibrium probabilities at the boundaries of the state space. Moreover, these formulae are rather cumbersome. By using the same kind of analysis for the MPQP, Hofri derived similar results for the equilibrium distribution {pm,n} of the lengths of the queues at the CP and the 10 unit. But, for the MPQP these results are restricted to those states (m,n) for which m +n is not too small. However, the extension of the analysis for the SSQP to the MPQP is far from trivial. For the complete analysis along this line, the reader is referred to a recent paper [2] in which the results of Hofti are amanded.
Recently, an elementary method, called the compensation procedure, has been developed to compute the equilibrium distribution of the SSQP (cf. [1] ). In short this compensation procedure works as follows. First, the method constitutes an initial solution consisting of one product form, which approximately describes the equilibrium distribution far away from the origin of the state space. After that, in all next steps product form terms are added to the solution to correct errors on one of the boundaries of the state space. It can be shown that this procedure yields the solution of the equilibrium equations up to a normalizing constant. The analysis in [1] directly leads to the result that the equilibrium distribution of the lengths of the two queues can be expressed as an infinite linear combination of product forms; moreover, explicit and simple formulae are given for the product forms and the coefficients of this linear combination. By these last results, the equilibrium distribution is easily computed.
Noting the extension by Hofti [6] of the analysis of Kingman [7] for the SSQP to the MPQP, it seems natural to investigate whether the analysis in [1] for the SSQP applies to the MPQP as well. Such an extension appears to be possible, but is indeed far from trivial. Nevertheless, it is much simpler than Hofti's analysis and, as in the SSQP case, the results are much more explicit.
Let us state the main results to be derived in this paper. It will be shown that the equilibrium distribution {Pm,n} of the lengths of the queues at the CP and the 10 unit in those states (m, n) for which m+n is not too small, can be expressed as an infinite linear combination of product forms, while moreover explicit and simple formulae can be given for the product forms and the coefficients of this linear combination. Since, in general, the set of states where this infinite linear combination does not hold, is rather small, the computation of the remaining part of the equilibrium distribution boils down to solving a small set of linear equations. These results enable us to compute the whole equilibrium distribution {Pm,n} in an easy way.
We end this section with an outline of the contents of this paper. In section 2 we present the model of the multiprogramming system, as described in Hofri [6] , and we formulate the MPQP. Next, we describe the compensation procedure in section 3. Subsequently, the main result of this paper is proved in sections 4 and 5. Next, some numerical aspects of the computation of the equilibrium distribution {pm,n} are discussed in sections 6 and 7. Finally, section 8 is devoted to the computation of interesting quantities, such as the mean value of the number of jobs at the 10 unit, while some concluding remarks are made in section 9.
Model and problem formulation
In this section we describe the multiprogramming system as studied by Hofri [6] and we present the equilibrium equations for the equilibrium probabilities of the relevant continuous time Markov process.
Consider the multiprogramming system as shown in figure 1 , consisting of an input-output unit (10 unit) and a central processor (CP). Queue III represents an infinite source of jobs (Le. queue III is never empty). Mter entering the system, an incoming job starts at the 10 unit. After being served by the 10 unit, the job leaves the system at point C with probability p, O<p<l, and joins queue II to be served by the CP with probability I-p. After a visit to the CP a job is recycled to the 10 unit and joins queue I. Jobs in queue I have nonpreemptive priority with respect to the jobs in queue III. Hence, a job from queue III may start a service at the 10 unit, if and only if the 10 unit becomes idle and queue I is empty..
It is assumed that the 10 unit and the CP have an FCFS service discipline, and that service times at the 10 unit and the CP are exponentially distributed with parameter Jl', Jl'>O, and Jl, Jl>O, respectively. Since the 10 unit always has jobs available, it generates a stream of jobs according to a Poisson process with intensity Jl'. The stream of jobs leaving the system at point C therefore is a Poisson stream with intensity ,,=PJl ' , and the stream of jobs joining queue II is a Poisson stream with intensity A=(l-p )Il' .
As a consequence, the CP process can be modelled as an M 1M 11 queueing system. The multiprogramming system may be represented by a continuous time Markov process with states (m, n), m = 0, 1, ... and n =1,2, ... , where m and n represent the lengths of the queues II and I, including the jobs being served. This process constitutes a denumerable, irreducible, aperiodic Markov chain. The transition rates of the process are illustrated in figure 2. Since the Markov process is certainly not ergodic if A~Il (in that case the Markov process which describes the length of the queue at the CP is not ergodic), we assume A<Il. In section 5 we will see that this condition is also sufficient to prove the ergodicity of the Markov process.
Let {Pm,n} be the equilibrium distribution of the Markov process. Then {Pm.n} satisfies the equilibrium equations
K := Il+A+Tl . The problem of determining the equilibrium distribution {Pm,n} will be the objective of this paper. In this paper we call this problem the multiprogramming queues problem (MPQP) . For a more extensive description of the problem we refer to Hofri [6] .
Remark 1. (service discipline)
For clarity, we have assumed that the 10 unit and the CP have service discipline FCPS. However, as long as the equilibrium equations remain the same, assuming another service discipline (for example processor sharing) makes no difference for the results in this paper.
Remark 2. (relation to the SSQP)
Comparing the transitions for the MPQP (see figure 2) with the ones for the SSQP (see for example [1] , figure Ib), we see that the structure of the transitions is nearly the same for both problems. Therefore, the MPQP is closely related to the SSQP and it is reasonable to investigate whether a method which is succesful for the SSQP, can also be applied to the MPQP.
The compensation procedure
In [1] a compensation procedure has been developed for the SSQP. This compensation procedure constitutes in a direct way a solution to the equilibrium equations, which equals the equilibrium distribution up to a nonnalizing constant. We will now investigate whether this compensation procedure can be modified such that it yields the equilibrium distribution {Pm,n}. In this section we will describe the compensation procedure for the MPQP, while in the next two sections it is investigated to what extent this method yields the equilibrium distribution. We will see that the latter question raises difficulties not encountered when answering the same question for the SSQP.
Using the compensation procedure we want to show that the equilibrium distribution can be written as a linear combination of product fonns:
The first step of the compensation procedure consists of chosing an initial product fonn a~133 which asymptotically describes the equilibrium distribution, i.e. far away from the origin of the state space. If we require that a~133 describes the equilibrium distribution {Pm,n} for large m, i.e. for large m, where C is a constant, then the knowledge about the behavior of the CP yields the choice for ao. Since the CP behaves like an M 1M 11 queueing system with arrival intensity A. and service rate~, we know the marginal equilibrium distribution {Pm,. } of the number of jobs at the CP:
On the other hand Pm,. equals 00 Pm,. = LPm,n, m~O.
n=l (7)
Now. substitution of (5) for large m. Equalization of this expression to (6) shows that we have to choose no=JJJ,1.
The choice for the parameter~o now follows by the fact that requirement (5) implies that a~~3 has to satisfy equilibrium equation (1) . Substituting a~~8 in (1) and dividing both sides by a~-l~8-1 yields a quadratic equation for~o. This last result is stated more generally in the following lemma.
Lemma 1.
The form am~n is a solution of equation (1) if and only if a and~satisfy
By lemma 1, we find that~o has to be taken equal to 1 or JJ(J,1+T'\). We choosẽ o= JJ(J,1+T'\), because taking~o equal to 1 would imply that for large m the equilibrium probability Pm,n is independent of n. which is very unlikely. Besides. it does not lead to convergence of the sum of all equilibrium probabilities.
Besides equation (1) the product form a~~8 also satisfies equation (2) on the boundary n=1. Because a~~8 violates equation (3) on the boundary m=O. the next step of the compensation procedure consists of adding a correction term CI am~n to a~~8. such that a~~B + C I am~n satisfies equation (3) as well as equation (1) . Since (3) has to be satisfied for all n. it follows immediatly by substituting a~~B +C I am~n in equation (3) that we have to take~=~o. Next. lemma 1 yields the choice for a in the following way.
Because of the linearity of equation (1), the linear combination a~~B +C I am~3 is a solution of this equation if am~B is a solution of this equation. By lemma 1, the product form am~B is a solution of equation (1) if a equals no or al> where no is the already known root of the quadratic equation (8) for fixed~=~o and al is the second root, al =(JJ(J,1+T' \))2. Because we need a correction term, we take a=al' Finally, by again
In a more general formulation this argument gives the following lemma. Lemma 2. Proof.
We only prove part (i). Part (ii) can be proved along the same lines. By lemma 1, k I xT~n+k2X~~n is a solution of equation (1) for all k I and k 2, because xT~n and x~~n are solutions of the quadratic equation (8). Now, by substituting kIXT~n+k2XT~n in equation (3), we get
Substituting in this expression the equation for the sum x I +X 2 of the roots of the quadratic equation (8) o By adding a correction term to our initial solution we have corrected the error on the boundary m=O, but at the same time we introduced a new error on the boundary n=l. In the same way as above, one can prove that this new error can be corrected by adding a correction term cldlaT~1, where~I is defined as the smallest root of the quadratic equation (8) for fixed a= aI, and d I is determined by lemma 2(ii).
It is obvious that the above process is continued by correcting the violation of alternately equation (3) on the boundary m=O and equation (2) on the boundary n=l. In this way the compensation procedure yields an infinite linear combination of product forms
from which we hope to obtain the equilibrium distribution. First, we define the parameters ai and~i and the coefficients Ci and di. 
tJ tJi+l
In this way, the compensation procedure has constituted the series xm.n' Now, two questions arise. Are the series xm.n convergent? And, if so, to what extent are these series x m • n related to the equilibrium distribution? The answer to these two questions unfortunately appears to be considerably more complex than for the related SSQP (see [1] , section 4).
Remark 3. (explicit formulae for CIt and~i)
It is possible to derive explicit formulae for CIi and~i' Combining (13) and the formula for the sum (3i+~i+l of the roots of the quadratic equation (8) 
Next, adding this relation for i-I and i, and eliminating CIi and CIi+l by using (12) and the formula for the sum ai+ai+1 of the roots of the quadratic equation (8) (ii) L IXm,n I < co. Before we can prove theorem 1, we need some information about the behavior of the sequences {ai}, {~i}, {Ci} and {di}' This information is easily derived by studying the behavior of the sequences {Ui} and {Vi}' where Ui and Vi for all i~0 are defined by
By first considering the sequences {Uj} and {Vi}, and next the sequences {aj}, {~j}, {Cj} and {dj }, we get the following results. (ii) 0 <~-A+" < R < K, to prove these two equalities, one needs (12), (13) and also the formula for the sum j+J3i+1 of the roots of the quadratic equation (8) for fixed a=ai), we get for {Uj} and {Vi} the iteration schemes
with initial values uo=(~+,,)/1l and vo=AI(~+,,). By these iteration schemes, Uj increases to A 2 and Vi decreases to A 1. where A I and A 2 are the fixed points of the iteration schemes, that is, the roots of A = lI~.(K-AlA).
(ii) (19) follows from the definition of R and the fact that r-4AIl can be rewritten to (iii) The first three limits in (21) can be derived from the limits of the sequences {ud and {Vi} after having rewritten ai+l/ai,~i+l/~i and Ci+l/ci to:
For the last limit in (21), one needs (15) and the fact that~i~O as i~oo, which follows from the limit behavior of~i+l/~i and (20).
(iv) The inequalities for ai and~i follow from the fact that ui>1 and vi<1 for all i~O, while the inequalities for Ci and di+l/di are shown by using the formulae (14) and (15) Definition.
Let N, Ne IN, be the smallest index/or which
I-A 1 [ AI] N-l - < 1.
A2-1 A2
(23)
Because A l1A2<1 (see (20», N is well-defined, and the index N has been defined such that for m+n":?N the limit in (23) is smaller than unity. As a consequence, we may conclude that for m+n":?N the series For the states in this divergent region, the limit in (23) is greater than or equal to unity. It is easy to see that xm,n diverges in those states (m,n) in the divergent region for which the limit in (23) is greater than unity. For those states for which the limit in (23) equals unity, this is more difficult to prove. At the end of this section, remark 4 shows that in general the divergent region is rather small.
The second part of theorem 1, needed to define a normalizing constant, is proved with the help of lemma 3(iv) and theorem l(i). Due to lemma 3(iv), the series in (16) is bounded as follows:
n=l m=N-n i=O 00 00 00
-no tJO i=O
Since the series in this last expression converge by theorem l(i), we may conclude that the series in (16) converges as well.
The existence of the divergent region pinpoints the error made by Hofri [6] in his analysis of the MPQP. Hofri derived that all equilibrium probabilities could be written as infinite sums of powers, which correspond to our infinite linear combinations of product forms, and he gave explicit formulae for the equilibrium probabilities on the boundaries. However, he overlooked the possibility of divergence of these infinite sums (see [2] ). The existence of the divergent region is the essential point which makes the MPQP far more complicated than the SSQP.
Remark 4. (value of N)
By considering the definitions of AI, A 2 and N (see (18) and (24», one can see that the value of N completely depends on (A+l1)/1l and p. In general this value of N is rather small, which is illustrated in figure 3 , where the value of N is given as function of (A+l1)11l and p. The boundaries in this figure are derived by writing (l-Al)/(A2-1).(At/A2)i for i=O,I,2 as a function of (A+l1)/1l andp. We see that the divergent region is empty (i.e. N=I), if and only if the 10 unit works faster than the CPo By looking at the limiting behavior of (l-A1)/(A2-1) and A t /A2, one can prove that N -+ 00 as 0<(A+l1)/ll< 1 and p J. O. S. The main theorem.
In this section we will show that {xm,n} restricted to the convergent region is a solution of the equilibrium equations of the Markov process embedded in this convergent region. Therefore, up to a constant this {xm,n} equals the equilibrium distribution of this embedded Markov process, which in turn equals the equilibrium distribution {Pm,n} of the original Markov process up to another constant. As a consequence, our main result states that in the convergent region {xm,n} equals {Pm,n} up to a normalizing constant. The embedded Markov approach also has been used earlier for the asymmetric shortest queue problem (ASQP), where a divergent region occurs as well (see [3] ).
Theorem 2. (main theorem)
For all m~O, n~l, m+n~N,
where the normalizing constant C satisfies
Considering a time interval of infinite length and the visits of the original Markov process to the states during this interval, the embedded process is obtained by skipping the time intervals during which the process is in the divergent region. This embedded process is defined on fJl<N) = {(m,n)lm~O, n~l, m+n~N} , and its equilibrium distribution will be denoted by {p~~}.
For the embedded Markov process, also called the process restricted to t0 N ) or just restricted process, all transition rates are equal to the corresponding transition rates for the unrestricted process, except the transition rates from the states (m,N-m), (N-l,I ). These latter transition rates correspond with visits to the divergent region in the unrestricted process. Because these visits always end with a transition to state (N -1,1) (see figure 2) , the transition rate of the restricted process from Now, it is easy to verify that all equilibrium equations of the restricted process are equal to the corresponding equilibrium equations of the unrestricted process up to the equation in (N -1,1 ). Because our constructed solution {xm,n} satisfies the equilibrium equations in the states fJ/<N)\ { (N -1, I )} for the unrestricted process, {xm,n} also satisfies the same equations for the restricted process. But, for this restricted process, {xm,n} then also satisfies the equilibrium equation in the state (N -1,1) , since inserting {xm,n} into the other equations of the restricted process and then summing over these equations and changing summations (which is allowed in virtue of the absolute convergence of {xm,n}, see (16» exactly yields the desired equation.
05:m<N-2, to state
Apart from the fact that {xm,n} is a solution of the equilibrium equations of the restricted process, we also need the fact that {xm,n} is a nonnull solution (Le. not identical to the zero solution). This last fact is proved by showing that for m~N -1 the sum of xm,n over n~1 is nonnull. For m~N-1, we get (use expression (15) 
Since this expression is greater than null, {xm,n} is a nonnull solution. Remark that the form of expression (27) corresponds to the fact that the CP behaves like an M IM 11 queueing system. Because {xm,n} is a nonnull solution of the equilibrium equations of the restricted process, and because the sum of all Ixm,n I is finite according to theorem 1(ii), by a result of Foster [5] (see theorem 1 of that paper) the restricted process is ergodic and the solution {xm,n} can be normalized to produce the equilibrium distribution {p~~} of this restricted process: ,n' (m,n) e fJ}<N) .
Since the number of states in the divergent region is finite, the ergodicity of the restricted process implies the ergodicity of the unrestricted process. As a consequence, in the convergent region the equilibrium distribution {Pm,n} of the unrestricted process is proportional to the equilibrium distribution {p~~} of the restricted process,
where JP('0 N » represents the probability that the unrestricted process is in the convergent region. Substitution of (28) in this last expression proves that there exists a constant C such that equation (25) is satisfied. The explicit formula (26) for the normalizing constant C is derived by using the fact that the CP behaves like an M 1M 11 queueing system. Substituting subsequently the equations (25) and (27) in formula (7) shows that
for m~N-l. Equating this expression to expression (6) for m~N-l gives the desired formula (26) for C. This completes the proof of the main theorem.
6. Bounds needed for the computation of the xm,n 's By the main theorem, we are able to compute the equilibrium distribution {Pm,n}, at least in principle. We now will pay attention to some numerical aspects. This numerical part of the analysis of the MPQP is described in the next two sections. In the present section we will derive bounds for the errors caused by cutting off the series xm,n' whereas we treat the computation of the remaining equilibrium probabilities in the divergent region in the next section. Note that, contrary to for instance the SSQP, the terms of the series xm,n are not strictly decreasing in absolute value, hence the first term of the part left away by a partial sum cannot serve as a bound.
The computation of the terms of the series xm,n needs no more attention, since the coefficients aj,~j, Cj and dj can be computed recursively by the formulae (12) till (15). What does need more attention is the approximation of the series xm,n by partial sums. For the derivation of the bound for the absolute error in x~n a preliminary result is given in lemma 4.
Lemma 4.
Let m~O, n~l, m+n~Nand k~O. Thenfor all i~k,
where R (m, n, k) is defined by
and in the same way
Idi+l ICi+2a~2I3f+l
Idi ICi+la~ll3f from which (30) follows immediatly.
By lemma 4 the terms of the series
are decreasing in absolute value if R (m, n, k) < I. Since the terms of this series are also alternating, in this case the absolute value of xm.n-x~n is bounded by the absolute value of the first term of the above series. This immediately yields lemma 5.
LemmaS. 
We remark that the bound in lemma 5 for k-4 co and fixed m and n decreases slowly if m+n==N, and fastly if m+n>N, since the function R (m,n,k) satisfies the following properties: 
Remark S. (relative error)
In this section we have derived a bound for the absolute error in x~n' But from this we can also get a bound for the relative error in x~n' Namely, if IXm•n -x~n 1~£k, and Ix~n I > £b then the relative error in x~n is bounded by
Computation of the equilibrium probabilities in the divergent region
In this section we discuss the computation of the equilibrium probabilities in the divergent region. Of course these probabilities can be obtained by solving the system consisting of the equilibrium equations in the divergent region. However, we will derive numerically stable formulae to compute these probabilities one by one.
With levell, I~I, we denote the states in which there are I jobs in the system, i.e. the states (m,n), m~O, n~l, m+n=l. We now show that the equilibrium probabilities at level I, I~I, can be computed out of the equilibrium probabilities at level 1+1. First, the probability PI-l,l is obtained by balancing the stream out of the set of states (m,n), m~0, n~I, m+nS /, and the stream into this set of states: 
However, this system of /-1 equations can be reduced to 1-1 equations from which the equilibrium probabilities Pi,l-i, OSi</-2, can be computed one by one. Before we formulate this result in lemma 6, we define the sequence {Xi) by the homogeneous second order linear recurrence relation
with initial values X0=1 and Xl =(A+Tl). For this sequence an explicit formula is given in remark 6 below, from which one easily derives thatxi>O for all i~O.
Lemma 6.
For i =/-2,1-3, ... ,0:
Proof. In the formulae (33) and (37) for computing PI-l,bPI-2,2, ... ,PO,1 subsequently all terms at the right hand side are positive. This means that, if the equilibrium probabilities at level/+1 have been computed with relative accuracy E, then the equilibrium probabilties at level 1are computed with the same relative accuracy E by these formulae. So, the formulae (33) and (37) are numerically stable.
As a result, the equilibrium probabilties in the divergent region can be computed out of the equilibrium probabilities at level N by computing the equilibrium probabilities at the levels N -1 ,N-2 
.
By using (19) we can derive that O<tl «A.+11)<'t2, from which we obtain Xi>O for all i~O.
Remark 7. (reduction of computing time)
As is indicated in table 2, the computation of the equilibrium probabilities at level N with the help of the series xm,n needs large numbers of iterations, while these equilibrium probabilities can be computed with evidently less effort out of the equilibrium probabilities at level N +1 with the help of the formulae (33) and (37). So, it may be useful to compute all desired equilibrium probabilities at only the levels M and higher, M>N, with the help of the series xm,n, and the equilibrium probabilities at the levels M -1 and lower with the help of the formulae (33) and (37).
Computation of interesting quantities
In the same way as we can compute the equilibrium distribution {Pm,n}, we can compute. by similar formulae:
-the distribution and the moments of the number of jobs at the 10 unit, -the distribution and the moments of the total number of jobs in the system, i.e. the number of jobs at the CP and at the 10 unit together (and therefore by the formula of Little also the mean value of the system response time, i.e. the time between the moment that a job passes point B for the first time and the moment that a job leaves the system at point C, since we know that the intensity with which jobs leave the system equals 11),
-the coefficient of correlation between the number of jobs at the CP and the number of jobs at the 10 unit. 
Conclusions
We developed a compensation procedure to derive explicit expressions for the equilibrium probabilities of the multiprogramming queues problem (MPQP). In the convergent region (consisting of the states which are not too close to the origin of the state space) the equilibrium distribution of the lengths of the queues at the CP and the 10 unit can be expressed as an infinite linear combination of product forms. Explicit formulae have been given for the product forms and the coefficients of this linear combination. The reason that this result is restricted to the convergent region is the fact that this infinite linear combination can be divergent near the origin. This latter fact was the essential point which made the analysis for the MPQP much more difficult than for the SSQP. Apart from the above result, we derived numerical procedures for the computation of the equilibrium distribution. In particular, we determined bounds for the errors in the partial sums which approximate the infinite linear combination, and we derived numerically stable formulae to compute one by one the equilibrium probabilities in a bounded region near the origin. By these results it has been possible to obtain an efficient numerical algorithm for the computation of the equilibrium distribution.
Comparing the results of this paper to the results derived by Hofri [6] , we can say the following. Hofri also derived that the equilibrium distribution can be expressed as an infinite linear combination of product forms. However, he only gave explicit formulae for the equilibrium probabilities on the boundaries, and he overlooked the fact that the infinite linear combination can be divergent near the origin, by which the result is restricted to the convergent area (compare [2] for a more complete treatment). Moreover, the analysis in the present paper is based directly on the set of equilibrium equations.
