In this paper ordered neural networks for the Nbit parity function containing log (N + ) threshold elements are constructed. The minimality of this network is proved. The connection between minimum perceptrons of Gamb for the N-bit parity function and one combinatorial problems is established.
Introduction
In this article, developing [1] , the well known XOR/parity problem is considered. The N-bit parity function is a mapping de ned on N distinct Boolean vectors that indicates whether the sum of the N components of a Boolean vector is odd or even. In [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] many solutions of this problem are suggested by various neural networks. Some of these solutions apply complicated activation functions for using neurons. We think, that a choice of di erent activation functions for solving this problem is non constructive, because there exists the network with only one output neuron with the non monotone activation function
where N is the number of incoming bits to the output neuron.
The complexity of realizing a Boolean function by some neural network is estimated by the number of neurons. As the threshold element [3] has the most simple structure, the complexity of realizing a Boolean function can be estimated by the number of the threshold elements necessary for its realization.
The threshold element with n incoming bits x , x , ...xn, n weights w , w , ..., wn, and the threshold T is de ned as follows [3] : its output is equal to 1 if n i= w i x i ≥ T and 0 otherwise. By using the function
the output of the threshold element can be written as θ(
The XOR problem was solved by threshold neural networks in [4, 5, 8] . In [8] the XOR problem is solved by perceptrons of Gamb, i.e. two-layer neural networks with one output threshold neuron in the second layer, and m threshold neurons in the rst layer (see Fig. 1 ). The thresholds of neurons are in their top part and an input vector x = (x , x ..., x N ) is presented by one circle. 
In [8] the perceptron of Gamb having N neurons in an intermediate layer for the N-bit parity function is presented. Moreover, in [8] In [4, 5] neural networks which generalize perceptrons of Gamb are considered. In these networks an input vector can be directed into an output neuron ( Fig. 2 ) 
In [4, 5] We consider solving the XOR problem by the ordered neural network [6] . In the ordered neural network neurons Analytical formulas are
where m is the number of neurons in the network and the last neuron is an output of the network. In [6] solving the XOR problem is o ered for the N-bit input by the ordered neural network with N threshold neurons. In Section 2 the ordered neural network with log (N + ) threshold neurons is o ered, that is less, than in [4] [5] [6] . It is also shown that there are no ordered neural networks for the N-bit parity function with smaller number of threshold neurons. In Section 3 some remarks about the minimality problem for the perceptron of Gamb and its connection with one combinatorial problem are given.
Ordered neural networks for solving the XOR problem
The construction of the ordered neural network for solving the XOR problem is founded on representing the sum of all inputs in the binary notation. It is easy to see, that the value of the N-bit parity function is equal to the latest digit. The structure of such a neural network for N = , containing 4 threshold elements, is in Fig. 4 , where the neuron's threshold is in the top part of the neuron and for convenience all 15 bits are presented by the Boolean vector x = (x , ..., x ). 
It is easy to see, that b b b is the binary notation of i= x i . The simple generalization of this example gives the following neural network, which calculates the parity function of N input bits x = (x , x , ..., x N ), and contains k = log (N + ) threshold elements: 
where 
It is easy to see, that on the following facet of the dimen-
the function b(·) is equal to 1. If, on the other hand, Proof. We prove the theorem by induction. For m = the theorem asserts the well known fact of threshold logic [3, 8] that the function of "exclusive-or" x ⊕ x and its negation x ⊕ x ⊕ are not threshold functions. Let the theorem be valid for m = k. On the other hand, let for m = k + and N = k+ the N-bit parity function be presented by the ordered neural network with k + threshold neurons, in the analytical form
(19) The contradiction turns out as follows. Consider the rst neuron of the given ordered neural network. Its output b depends only on N input bits, i.e. it is the boolean threshold function b (x) of the boolean vector x = (x , x ..., x N ). According to Lemma 1 there exists the facet of the dimension N/ = k on which the given function is constant. By the permutation of variables one can achieve that this facet is de ned by xing the variables x k + , x k + , ..., x k+ or this facet is de ned by equations
If to x variables x k + , x k + , ..., x k+ in such a way, the given ordered neural network can be considered as the realization of the boolean function of N/ variables x , x , ..., x k . Clearly, an output of this network is the boolean function k i= x i ⊕ α, where α = k i= α i . Thus if α = we have ordered neural network for the parity function of x , x ..., x k , or if α = for its negation. It is easy to see, that we can reorganize this network by omitting the rst neuron as it is constant and decreasing the thresholds T , T , ..., T k+ of other neurons by multiplying this constant by appropriate weights. So, we receive the network with k threshold neurons which calculates, contrary to the assumption of the induction, k -bit parity function or its negation by the formulas:
in which the rst neuron has an index 2 etc. This contradiction proves the theorem for the N-bit parity function. Analogously the theorem is proved for the negation of the N-bit parity function.
From the proved theorem the minimality on number of threshold neurons of the designed ordered neural network (10)- (11) 
Some notes about minimum perceptrons of Gamb
Let's consider the problem of the perceptron of Gamb
for the N-bit parity function with minimum number of intermediate threshold neurons, which we denote by m(N). The upper estimation in (4) is obtained by a construction of the concrete perceptron of Gamb. An example is the fol-lowing perceptron:
The lower estimation in (4) [4, 5] .
However, as it is mentioned in [8] , these problems have not simple solution.
Conclusions
We have o ered a simple ordered neural network for the Nbit parity function, which contains log (N + ) threshold elements. For a comparison, the ordered neural network in [6] contains N threshold gates, and in [4, 5] N/ + threshold gates. The problems of proving the minimality (on number of threshold neurons) for various architecture of neural networks are still di cult. We have proved the minimality of the o ered construction for the N-bit parity function in the class of ordered neural networks. Some considerations of analogous problem for perceptron of Gamb are undertaken and open problems are formulated.
