Abstract. We give a sufficient condition for a set of block subspaces in an infinite-dimensional Banach space to be weakly Ramsey. Using this condition we prove that in the Levy-collapse of a Mahlo cardinal, every projective set is weakly Ramsey. This, together with a construction of W. H. Woodin, is used to show that the Axiom of Projective Determinacy implies that every projective set is weakly Ramsey. In the case of c 0 we prove similar results for a stronger Ramsey property. And for hereditarily indecomposable spaces we show that the Axiom of Determinacy plus the Axiom of Dependent Choices imply that every set is weakly Ramsey. These results are the generalizations to the class of projective sets of some theorems from W. T. Gowers, and our paper "Weakly Ramsey sets in Banach spaces."
Introduction
In this paper we continue the study we started in [2] of the new Ramsey-style property for Banach spaces introduced by W. T. Gowers in [6] , [8] , the weakly Ramsey property (see Definition 1 below). This new combinatorial notion is extremely powerful for the analysis of the infinite-dimensional closed subspaces of a given (infinite-dimensional and separable) Banach space. This is exemplified by Gowers' famous dichotomy for Banach spaces ( [7] ), which is a direct consequence of the fact that certain simple sets (intersections of open sets) are weakly Ramsey. The weakly Ramsey property is a property of sets of block subspaces, and the set of all block subspaces of a Banach space, with the natural topology, is a Polish space, which makes it suitable for a set-theoretic treatment. Indeed, in [2] we gave a proof, using ideas from set theory, of a theorem first announced in [6] (see also [8] ), namely, that every analytic set is weakly Ramsey. For the proof, we used the Suslin decomposition of analytic sets and introduced a family of partial orderings, which can be thought of as sets of approximations to a particular block subspace. Dense subsets of these partial orderings are used to guarantee that any filter that meets the dense sets will produce the required block subspace. Assuming some reasonable combinatorial principles (e.g., a form of Martin's Axiom), we also showed in [2] that for a more complex class of sets of block subspaces, the class of all continuous images of co-analytic sets, all sets in the class are weakly Ramsey. For the proof we introduced again a new family of partial orderings and used the canonical decomposition of such sets into ℵ 1 Borel sets.
Definitions and basic facts
We are interested in infinite-dimensional and separable Banach spaces. So, in this paper, a Banach space will always be infinite-dimensional and separable. Also, subspaces of a given Banach space will always be assumed to be closed.
Let X (= (X , · )) be a Banach space over K ∈ {C, R}. A sequence (x n ) n ∈ X ω is a Schauder basis if for every x ∈ X there exists a unique (λ n ) n ∈ K ω such that x = n≥1 λ n x n . It is well known that every Banach space has a basic sequence (see [14] ). Note that a Banach space having a Schauder basis is always separable.
We say that (x n ) n is a basic sequence iff (x n ) n is a Schauder basis in the closed linear span of (x n ) n , i.e., the closure of the subspace generated by {x n | n ≥ 1}.
Given a Schauder basis (e n ) n of X (we may assume that e n = 1), and x ∈ X , x = ∞ n=1 λ n e n , the support of x is supp x := {n ∈ ω | λ n = 0}. Suppose that x, y have finite support. We write x < y if max supp x < min supp y. (y n ) n is a block basic sequence (with respect to (e n ) n ) iff every y n has finite support and for every n ≥ 1, y n < y n+1 . For conciseness, we usually refer to block basic sequences simply as block sequences, or block bases. A block vector is a normalized vector with finite support. In most cases, and without ambiguity, we will confuse X with the basic sequence (e n ) n . Let B 1 = B 1 (X ) be the set of normalized block basic sequences of X . For notational efficiency, we sometimes identify a block basic sequence with the closed subspace it generates. Thus, we use upper-case letters X, Y, Z, ... to refer to normalized block basic sequences as well as the corresponding subspaces. We reserve the lower-case letters s, t, u, .. for finite segments of normalized block basic sequences and the corresponding subspaces (we refer to those as finite block basic sequences). Also, for a finite sequence s, we will write |s| for the cardinality of s. y ∈ a always means that y is not only a vector in a but that it is also normalized and has finite support.
For a = (x n ) n and b = (y n ) n such that |a| = |b| (i.e., either both a and b are infinite block basic sequences or they are both finite and of the same cardinality) and ∆ = (δ n ) n , define d(a, b) ≤ ∆ iff for every n, x n − y n ≤ δ n .
Let ∆ = (δ n ) n > 0, and σ ⊆ B 1 . Then we define
Let Y = (y n ) n andỸ = (ỹ n ) n be block sequences, and let
where λ = m k=1 λ kỹk , i.e., ifZ = T (Z), where T : Y →Ỹ is the isomorphism defined by T (y n ) =ỹ n . Fact 1.1 (see [2] ). Given ∆ = (δ n ) n > 0, there is 0 < Γ < ∆/2 decreasing which satisfies the following: 1 , x (1) 2 ] or 0, and so on. It is also required that if y n and y m are vectors played by II and n < m, then y n < y m . Thus, the game looks like this:
n2 ], and y 1 < y 2 , etc. II wins the game if she produces a sequence (y n ) n ∈ σ. Otherwise (i.e., if II does not produce an infinite sequence, or if (y n ) n / ∈ σ) I wins. A strategy for I or II is a function from the set of finite runs of the game to block vectors, or 0, such that the value of the function on a finite run is a legal move. A strategy S for I (II) is a winning strategy if whenever I (II) plays according to S, then he (she) wins the game.
Given a strategy for I in X, S, we say that a finite block sequence (y 1 , ..., y n ) is coherent with S iff (y 1 , ..., y n ) is the sequence of vectors played by II in a finite run of the game in which I plays according to S. An infinite block sequence (y n ) n is coherent with S iff for every n, (y 1 , ..., y n ) is. For a sequence Y coherent with S, let S * Y be the sequence of vectors played by I following the strategy S against Y . For a strategy S for II in X, the definition of being coherent with S is analogous, replacing I for II.
Given s, a finite block sequence, and b, either a finite or infinite block sequence, s < b has the obvious meaning. For s < t and s < A, let s t and s A be the concatenation of s with t and of s with A, respectively. Finally we define, for s ∈ [X ] <ω , the game
It is a game played in Y \ s, and if II produces Z, then she wins iff s Z ∈ σ.
We can consider a natural topology on B 1 , the N-topology: The topology inherited from X ω , where X has the norm topology and X ω the product topology. Note that X ω is a Polish space. It is easy to show that B 1 is an N-closed subset of X ω (see [2] ), and hence it is also a Polish space.
The main notion is that of a weakly Ramsey set ( [6] , see also [2] ).
or II has a winning strategy for the game σ∆ [Y ] . σ is weakly Ramsey iff it is ∆-weakly Ramsey for every ∆ > 0.
(Notice that without loss of generality we can always assume that ∆ is decreasing and ∆ < 1.) Note that saying that σ is ∆-weakly Ramsey is equivalent to saying that if σ is large (in X ), then there is some X such that II has a winning strategy for the game σ∆ [X] .
We defined in [2] two classes of partial orderings, which will also play a key role in this paper. The first is the following: For Y ∈ B 1 , P = P(Y ) is the partial ordering whose elements are pairs (s, A), where s and A are block sequences of Y , s finite and A infinite, and such that s < A.
The ordering is given by: (s, A) ≤ (t, B) iff t is a subsequence of s, A B and s \ t ∈ [B]. (Note that this implies t is an initial segment of s.)
To define the second class of partial orderings we need the notion of ∆-cover: Given s and ∆ = (δ n ) n > 0, we say that a set {t 1 
, 0}, and
Let V be the set of vectors
Now, it is easy to show that if v 1 , v 2 ∈ X are such that v 2 = 1, and
Note that our definition guarantees the following fact: Suppose that s = (x 1 , ..., x n ), t = (x 1 , ..., x m ) and m ≥ n. Then the δ-cover constructed above is exactly the set of vectors x ∈ s that are in the δ-cover of t.
Given ∆ > 0 and Y = (y n ) n ∈ B 1 , we define the partial order P(∆, Y ) as follows: First, choose for every finite subset of positive integers a and every m,
(s, A) ≤ (t, B) iff:
A B, and 3. for every |t| < i ≤ |s|, there exists u ∈ B such that supp u = supp
Given A and ∆ > 0, we define
where if B = (b n ) n andB = (b n ) n , then supp B = suppB means that for every n supp b n = suppb n . We can also define A <ω ∆ and s ∆ in the obvious way. Then, we can re-state condition 3 as:
Subsets of Polish spaces can be classified according to their topological complexity, which yields the projective (or Lusin) hierarchy of classes (see [11] ). We use the following (standard) notation: Σ Using the notions defined above, in particular, the partial orderings P(Y ), we gave in [2] a proof of the following (see also [8] ): Theorem 1.1. Every analytic set of block sequences is weakly Ramsey.
To prove that every Σ ∼ 1 2 set of block sequences is weakly Ramsey, we used in [2] the partial orderings P(∆, Y ). We will call the partial orderings of the form P(∆, Y ) relevant.
A fundamental fact from [2] is that every P(∆, Y ) satisfies Baumgartner's Axiom A. Let MA ω1 (P) be the Martin's Axiom for the class P of the partial orderings P(∆, Y ).
We quote the following result from [2] :
We also showed in [2] that some additional axiom of set theory is needed to prove that every Σ ∼ 1 2 subset of B 1 is weakly Ramsey. The aim of this paper is to extend these results to all projective sets. For this, we give in the next section a sufficient condition for a set to be weakly Ramsey, namely, to have a good decomposition.
Good decompositions
We assume the reader is familiar with the basic notions of the forcing technique (see, for example, [9] or [12] ).
We start with a bit of set-theoretic study of B 1 .
Proposition 2.1. The relation over block sequences of X is a closed subset of
Y iff X ⊆ Y as subspaces, i.e., X Y iff for every n, x n ∈ Y . Define for each n,
If we prove that every A n is a closed subset of B 1 2 , then we are done since = n A n . So, suppose that (X m , Y m ) m is any sequence of pairs of block sequences, each one in A n , and suppose that (X m , Y m ) m has limit (X, Y ). Suppose that for every m, 
where C is the basic constant associated to (e n ) n . For j = 1, ..., l (and passing to a subsequence if necessary), the sequences (λ
We need to code elements of B 1 . So, let g : N → F in be any primitive recursive coding of F in, the set of all finite subsets of N. For every block vector
It is not difficult to show that C is a perfect subset of K ω × N (i.e., closed and without isolated points), and that the map c :
is the inverse of c. So, c is a homeomorphism. It is well-known that there is a canonical Borel isomorphism between any nonempty perfect subset of K ω × N and the Baire space N (see [11] ). For now, fix some (canonical) Borel isomophism b : X → N .
We recall the following definitions from model theory and descriptive set theory (see, for example, [9] ): Definition 2. Let M ⊆ N be transitive classes and let ϕ(x 1 , ..., x n ) be a formula of the language of set theory. We say that ϕ is absolute for M, N if for every
Definition 3. A formula is Σ
1 n if it is of the form:
where y 1 , ..., y m are variables ranging over subsets of ω and all the quantifiers in ψ range over ω.
A formula is Π It is well-known that every well-founded model of set theory is Σ 1 1 -absolute (see, [9] ).
The following well-known fact relates projective formulas and projective subsets of N :
Proof. See, for example, [11] or [12] .
In particular, for analytic sets σ, 
Then,
Proof. 1 holds because the map T s :
The following definition provides a sufficient condition for a set to be weakly Ramsey. We will use it to prove the main results of this paper.
Definition 5. σ = i∈J σ i is a good decomposition iff for every ∆ > 0 the following hold:
1 Proof. Consider the following subsets of P(X ): 
hence II also has a winning strategy for the game (σ 2∆/3 ) s [B] . By our assumption over Y (Lemma 2.1 for B A Y ), II also has a winning strategy for the game
. But Z Y , and hence II has a winning strategy for the game
We check that this is a winning strategy in Z for II. For suppose that X is a coherent sequence with this strategy. Then, let s be an initial segment of X such that (
s , i.e., X = s (X \ s) ∈ σ ∆ , and we are done.
We will now prove that in a Σ set is weakly Ramsey.
Lemma 2.3. Suppose that for every t there is some
Proof.
Claim 2.3.1. For every (t, B) there isB B such that for every
Proof of Claim. Fix (t, B) , and let {t 1 , ..., t k } be a ∆/2-cover of t. Then, find
and we are done. 
, and so we are done. 
Lemma 2.4. Suppose that G is P(∆, Y )-generic over V, and let
Proof of Claim. P does not collapse ω 1 , so, we can suppose thatα =α, where α < ω 1 . Fix (t, B) . We may assume that |t| ≥ m. Let C be such that for every
1 set, and by Proposition 2.2, Let us remark that this is a stronger result than Theorem 1.2. Indeed, in [1] it is shown that for any class of partial orderings P, MA(P) implies Σ We shall prove the following:
Theorem 3.1. Suppose κ is a Mahlo cardinal, and A ∈ V κ . Then in L[A] Coll(ω,<κ) , for every infinite-dimensional separable Banach space X , every projective set of normalized block bases of X is weakly Ramsey.
We recall some well-known properties of the Levy-collapse: [9] ). Hence, every formula with parameters in the ground model has Boolean value 0 or 1.
(Factor Lemma) For every countable set of ordinals
X of V [G] there is a V [X]-generic filter H of Coll(ω, < κ) such that V [X][H] = V [G].
The Levy-collapse is homogeneous (see
Proof. See [9] .
First, we give a characterization of Solovay models due to Woodin (see [3] ): 
. We define the forcing G as follows:
By (1), for every g ∈ G, ω 1 is an inaccessible cardinal in V [g] and, hence, for every α < ω 1 there are only countably-many antichains of
Since every g ∈ G is a countable set in L (R), given any real x ∈ R, we can code x and g into a single real y. By (2), V [y] is a generic extension by some countable partial ordering in V (by Proposition 3.1). Hence, we can find α < ω 1 and a generic filter
The following lemma gives the property of the Levy-collapse of a Mahlo cardinal that we will need:
Lemma 3.2. If κ is a Mahlo cardinal, then there exists a stationary set S ⊆ κ of inaccessible cardinals such that for every α ∈ S,
, that is, for every n ∈ ω and every Σ 1 n formula ϕ with parameters in
Proof. Let I denote the stationary set of inaccessible cardinals below κ. First we prove that for every Σ 
then there exists a club C ⊆ κ such that for every λ ∈ C ∩ I,
The proof is by induction on the complexity of the formula: For restricted formulas this is clear, since every real in V Coll(ω,<κ) belongs to some V Coll(ω,<α) , α < κ, and restricted formulas are absolute for transitive models. For notational convenience, let us denote the restricted formulas by Σ Thus, for every α < κ, ψ(ḃ 1 , ...,ḃ k ,ṙ α ) holds in V Coll(ω,<κ) . By inductive hypothesis, let C α ⊆ κ be a club such that for every λ ∈ C α ∩ I,
To prove the lemma, let A = a α : α < κ be an enumeration of all the pairs (ϕ(x 1 , ..., x k ),ḃ 1 , ...,ḃ k ), where ϕ(x 1 , . .., x k ) is a Σ 1 n formula, some n ∈ ω, anḋ b 1 , ...,ḃ k is a sequence from ṙ α : α < κ . We may require that if λ < κ is inaccessible, then a α : α < λ enumerates all pairs (φ(x 1 , ..., x k ),ḃ 1 , ...,ḃ k ) such thaṫ  b 1 , . ..,ḃ k are from ṙ α : α < λ . For each α < κ, let C α be a club such that if
Then, S := I ∩ C is as required.
Recall that a partial ordering P is proper ( [18] ) if for some large-enough regular cardinal λ (e.g., λ > 2 2 |P| ), for every countable elementary substructure N of H(λ) with P ∈ N , and for every p ∈ P ∩ N , there is q ≤ p, (N, P)-generic, i.e., whenever A ⊆ P is a maximal antichain, A ∈ N , then {a ∈ A | a is compatible with q} ⊆ N . P = (P, < P ) is absolute iff the relations p ∈ P, p < P q and p ⊥ P q (the incompatibility relation) are absolute for transitive models of ZF.
Lemma 3.3. If P is a proper, definable and absolute partial ordering whose elements are reals, then every P-extension of a Solovay model over V is a Solovay model over
We need to show that in V [G] P :
1. ω 1 is inaccessible to reals. 2. Every real is generic over V for a countable partial ordering.
Working in V [G]
, supposeṙ is a simple P-term, and suppose p ∈ P forces thaṫ r : ω → ω. Assume, towards a contradiction, that p also forces that ω
, where λ is a big-enough regular cardinal, N countable, anḋ r, p, P ∈ N . Since P is proper, we can find q ≤ p, (N, P)-generic. Letṡ =ṙ ∩ N . Then,
here we are using that P is absolute.) We may also require that p and q are in
Let N H(λ), λ a large-enough regular cardinal, N countable, with q,ṡ, P, D n : n < ω ∈ N . Let q ≤ q be (N , P)-generic. Then, for every P-generic F over
And thus,
This shows 1 But it also shows 2, since we have found, given any realṙ in
are Solovay models over V with R ⊆ R * , and
that is the identity on the reals and ordinals.
Proof. Since ω
. In order to prove that the identity map on reals and ordinals yields an elementary embedding of L(R) into L(R * ), we only need to show that for every formula ϕ (y, z), every ordinal α, and every real a ∈ R,
By the Factor Lemma for the Levy-collapse (see Proposition 3.1), we may assume that a belongs to the ground model. But by homogeneity of the Levy-collapse, we have
Coll ω,<ω
We are ready now to prove Theorem 3. (x, a 1 , ..., a m ) where a 1 , . .., a m are reals and b is the fixed Borel isomorphism between B 1 and N . For simplicity of notation, suppose that m = 1 and write a for a 1 . Let a be a real that codes both A and a. So, by the Factor Lemma, let
So, by Lemma 3.2, let S ⊆ ω 1 be the stationary set of inaccessible cardinals in L [a] such that for every α ∈ S,
Coll (ω,<κ) .
Note that S is definable in the parameters a and κ. For each α ∈ S define a set of reals A α as follows:
Thus, A α is definable with α and a as parameters.
) and
Notice that for a real g and a countable ordinal α,
in the codes for α and a. We claim that
We will show that σ = α∈S σ α is a good decomposition, where σ α = b −1 (A α ). Let P be one of the relevant partial orderings. We claim that if
But this follows from Lemmas 3.3 and 3.4, for since P preserves ω 1 , we have
and S is definable in the parameters a and κ. Every (σ α ) ∆ is an analytic subset of B 1 , hence is weakly Ramsey. Now, proceed as in the proof of Theorem 2.2 to show that σ is weakly Ramsey in
Projective determinacy
We will show that the Axiom of Projective Determinacy implies that every projective set is weakly Ramsey.
We recall the notion of integer game: Fix A ⊆ N ω . G N (A) denotes the following game: There are two players, I and II. I initially chooses an α(1) ∈ N; then II chooses some α(2) ∈ N; then I again chooses an α(3) ∈ N, to which II replies with α(4) ∈ N, and so on. II wins the game if α = (α(n)) n is in A. Otherwise, I wins. A is determined if G N (A) is, i.e., either I or II has a winning strategy.
Definition 6. The Axiom of Determinacy (AD) is the assertion that every set
A ⊆ N ω is determined. The Axiom of Projective Determinacy (PD) asserts that every projective subset of N ω is determined.
Let us explain how to convert the property of being weakly Ramsey in B 1 into a property on N . Let V be the set of normalized block vectors. There is a natural inclusion map V → c 00 (c 00 is the subspace of c 0 consisting of the sequences that are eventually 0). Let Q be the subset of V consisting of the block vectors with rational coordinates. V is the closed closure of Q in c 00 (the reason being that for every finite set of integers a, the projection p a is continuous). Now, fix any enumeration Q = {q n | n ≥ 1}. Let B 1 ⊆ N be the set of infinite sequences of integers α = (α n ) n such that q αn < q αn+1 (i.e., max supp q αn < min supp q αn+1 ). B 1 is a closed subset of N . Define f X : B 1 → B 1 by f X (α) = (q αn ) n . f X is injective and continuous.
Next, we define the relation N and the game in B 1 .
be the integer game associated to fX (σ) [f X (X)], when both players always choose elements of Q.
Then, we have the natural notions of being large in X and being weakly Ramsey. Let us remark that these notions are absolute between transitive models of set theory. 
, for every n, x n has rational coefficients over (e n ) n ).
If I has a winning strategy for the game
, for some ∆ > 0, then I has a winning strategy for the game N f
If II has a winning strategy for the game
Proof. Use that every block vector can be approximated by rational block vectors to pass from one game to the other.
is large in B 1 : For suppose that (x n ) n ∈ B 1 , and choose a rational block sequence (y n ) n close enough to (x n ) n (for example, let Γ be as in Fact 1.1 for ∆ 1 , and choose
As σ ∆1 is large and ∆ 2 -weakly Ramsey, there is some X such that II has a winning strategy for the game σ∆ 1 +∆ 2 [X] . Let Y ∈ f X (B 1 ) be close enough to X. This implies that II also has a winning strategy for the game σ 
n -absolute for every (set) partial ordering P.
Woodin [23] shows that under certain assumptions, which hold under PD, one can build for every n ≥ 1 a countable transitive model of ZF such that all its (set) forcing extensions are Σ Consistency-wise 1 is a rather weak assumption, since it holds in L, and, in fact, in any model with a projective well-ordering of the reals. However, for 1 and 2 to hold simultaneously large cardinals are needed, and they both hold under PD (see [17] ).
Choose a Π all reals a 1 , ..., a i , f ϕ (a 1 , ..., a i (a 1 , ..., a i ), a 1 , ..., a i ) .
Given A ∈ HC, we can code A by a real x (for example, x can code the countable structure (T C(A), ∈) ). So, Suppose Q is a (atomless and separative) partial ordering, Q ∈ HC. Let τ 1 , ..., τ i be Q-terms for reals. Then, we may assume both Q and τ 1 , ..., τ i are coded by reals so that, for every q ∈ Q, and every Σ
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Now suppose ϕ(x, x 1 , ..., x i ) is a Π 1 n formula. Let g be Q-generic and suppose
Let τ be the canonical term for f ϕ (τ 1 [g], ..., τ i [g] ). Define F ϕ (Q, τ 1 , . .., τ i ) = τ , i.e., 
Q are terms for reals and
We can now prove the following. We may assume that F is actually a function from P(ω) to P(ω). In M , let R F be the following relation:
Let α = sup(ORD ∩ M ), and let a be a real that codes ∆ and the parameters of Since large cardinals exist in V (a consequence of assumptions 1 and 2, see [23] 
And again, by Proposition 4.2, in V σ is ∆-weakly Ramsey.
It can be observed that the countable axiom of choice is enough to define the partial orderings P(∆, X). Further, PD (in fact, determinacy for analytic sets) plus the Axiom of dependent choices is enough to show Σ 
Hereditarily indecomposable spaces and determinacy
Assume that X is a hereditarily indecomposable space. We will give a proof that the Axiom of Determinacy plus the Principle of Dependent Choices implies that every subset of B 1 = B 1 (X ) is weakly Ramsey.
Definition 9.
The Axiom of Dependent Choices (DC) (P. Bernays, see [10] ):
For every set X and every relation R ⊆ X × X, if for every x ∈ X there is some y ∈ X such that (x, y) ∈ R, then there is a map f : N → X such that for every n ∈ N, (f (n), f(n + 1)) ∈ R.
Recall the notion of hereditarily indecomposable space: 
Generalizations in c 0
It is shown in [8] and [15] that if σ is a large analytic subset of B 1 (c 0 ), then for every ∆, σ ∆ contains a cube. For this section, assume that X = c 0 .
We recall from [8] and [15] that a set σ ⊆ B 1 is almost-Ramsey iff either there is some X such that [X] ∩ σ = ∅ or for every ∆, there is some X such that [X] ⊆ σ ∆ . We will use very good decompositions (see definition below) to prove that large cardinals and determinacy hypotheses imply that many sets are almost-Ramsey, for which we need a bit more than good decompositions. Definition 11. σ = i∈I σ i is a very good decomposition iff for every ∆ > 0 the following holds: 
