This work is concern with testing the low-dimensional parameters of interest with divergent dimensional data and variable selection for the rest under the sparse case. A consistent test via the partial penalized likelihood approach, called the partial penalized likelihood ratio test statistic is derived, and its asymptotic distributions under the null hypothesis and the local alternatives of order n −1/2 are obtained under some regularity conditions. Meanwhile, the oracle property of the partial penalized likelihood estimator also holds. The proposed partial penalized likelihood ratio test statistic outperforms the full penalized likelihood ratio test statistic in term of size and power, and performs as well as the classical likelihood ratio test statistic. Moreover, the proposed method obtains the variable selection results as well as the p-values of testing. Numerical simulations and an analysis of Prostate Cancer data confirm our theoretical findings and demonstrate the promising performance of the proposed partial penalized likelihood in hypothesis testing and variable selection.
Introduction
Over the past few years there has been a great deal of attention on the problem of estimating a sparse parameter β ∈ R p associated with the collected data V 1 , . . . , V n being independent and identically distributed (iid) random variables with the probability density function (pdf) f (V, β). There has been a considerable amount of recent work dedicated to the estimation problem under the sparsity scenario, both in terms of computation and theory. A comprehensive summary of the literature Specifically, consider a canonical instance of a inference problem under the sparse case, namely that performing hypothesis testing for a sub-vector of parameter β 0 ∈ R p based on iid observations V 1 , . . . , V n with pdf f (V, β 0 ). The null hypothesis of interest is formulated as H 0 : β 01 = 0 vs.
Here the true sparse parameter vector β 0 = (β T 01 , β T 02 ) T , where β 01 ∈ R d is the parameter of interest with fixed and known d ≪ p, and its complement β 02 ∈ R p−d is sparse. Without loss of generality, let the sparse parameter β 02 = (β T 021 , β T 022 ) T with the first s components of β 02 , denoted by β 021 , do not vanish and the remaining p − d − s coefficients, denoted by β 022 , are 0. Rewritten β 0 = (β DT 0 , β IT 0 ) T , where we refer to β D 0 = (β T 01 , β T 021 ) T ∈ R d+s as an active parameter vector and its complement β I 0 = β 022 = 0 ∈ R p−d−s as an inactive parameter vector. For hypothesis problem (1), the classical likelihood ratio (OLR) test proposed by ?? is a primary one, and has been proved to have desirable properties in the literature. For example, ? showed that the OLR test has a limiting central chi-square distribution with d degrees of freedom (χ 2 d ) under H 0 , and subsequently ? proved that the OLR test converges uniformly in distribution to the noncentral chi-square distribution under the local alternatives of order n −1/2 , i.e., H 1 : β 01 = θ + δn −1/2 with δ is a known d × 1 vector, facilitating the power calculation. However, for the sparse parameter β 02 , none of the estimated parameters is exactly zero in the estimation scheme of the classical likelihood (OL) method, leaving all covariates in the final model. Consequently the OL method is incapable of selecting important variables, leading to bad predictability and estimation accuracy. And this drawback becomes worse as the sparsity level increases. To achieve variable selection for β 02 , ? studied the oracle properties of nonconcave penalized likelihood estimators in the finite-dimensional setting. Their results were extended later by ? to the setting of p = o(n 1/5 ) or o(n 1/3 ). Yet, their penalized likelihood (PL) method may not distinguish nonzero component when it is near zero, i.e., δn −1/2 for fix δ = 0, since their proposed method is based on the condition that the nonzero component deviates from zero at a greater rate than O(n −1/2 ) for p fixed and O((n/p) −1/2 ) for p divergent, respectively. Moreover, ? also proposed the penalized likelihood ratio (PLR) test for the linear hypothesis testing concerning the nonzero components, and investigated its asymptotic null distribution. However, their proposed PLR test only applies to the hypothesis testing for the remarkable nonzero components, and may not perform inference for the zero components, i.e., the hypothesis (1). More specifically, if we apply the PLR test for the hypothesis (1), the estimatê β 1 will shrink to zero when the true value β 01 is near zero, owing to the estimation scheme of the full penalization, consequently leading to a conservative test. This will inevitably increase the type II error (accept H 0 under the alternative hypothesis H 1 ) of PLR test. Fortunately, imposing no penalization on β 1 will protect it against shrinking to zero, and obtain a consistent test. This motivates us to consider the partial penalization, and see the toy example in Section 2.2 to gain more insights about the motivation for the partial penalization.
Thus, in this article we take a different way, namely by adopting the partial penalization instead of the full penalization, we consider both problems of variable selection and hypothesis testing for (1), in the hope that the proposed method will possess the advantages of both OL and PL methods.
Specifically, we propose the partial penalized likelihood (PPL) method to perform variable selection for sparse parameter β 2 , establishing its oracle property; meanwhile, for the hypothesis (1), we derive a consistent test, called the partial penalized likelihood ratio (PPLR) test, and under some regularity conditions we establish that the PPLR test converges in distribution to χ 2 d under H 0 (Theorem 1) and χ 2 d (γ) with the noncentral parameter γ depending on δ under the local alternatives of order n −1/2 (Theorem 2), respectively. In this sense, our proposed a consistent test performs as well as the OLR, and the PPL method is also capable of selecting important variables as PL method, achieving better predictability and estimation accuracy. Overall, the main contribution of this paper is to propose the idea of partial penalization as well as a consistent test for (1), demonstrating its promising advantage in variable selection and hypothesis testing.
The rest of the paper is organized as follows. In Section 2, we first briefly review the penalized likelihood method and the penalized likelihood ratio test statistic proposed in ?, and then illustrate our motivation via a toy example. For hypothesis (1), we propose the partial penalized likelihood ratio test statistics in the framework with p diverging with n in Section 3.1, together with its asymptotic properties. In Section 3.2, we describe the algorithm and discuss selection of tuning parameters. Numerical comparisons and simulation studies are conducted in Section 4. An application to the Prostate Cancer data is given in Section 5. Some discussion is given in Section 6. Technical proofs are relegated to the Appendix.
Full Penalized likelihood and a toy example
In Section 2.1, we first briefly review existing results for nonconcave penalized likelihood approach, and more details can be found in the work of ? and ?. The more familiar reader may skip Section 2.1. Then in Section 2.2, we simply show a toy example for the possible problems existing in the full penalized likelihood method, as well as the better illustration of the idea of the partial penalization.
Full penalized likelihood and its tests
Recall that log f (V, β) is the underlying likelihood for random vector V , and V 1 , · · · , V n , are iid samples with pdf f (V, β 0 ). Let L n (β) = n i=1 log f (V i , β) be the log-likelihood function, and let p λ (|β j |) be a nonconcave penalized function with a tuning parameter λ ≥ 0. As discussed in ?, the penalized likelihood estimatorβ then maximizes the penalized likelihood
For penalty function p λ (·), many variable selection-capable penalty functions have been proposed. A well known example is the Lasso penalty (??). Among many others are the SCAD penalty (?), elastic-net penalty (?), adaptive L 1 (?), and minimax concave penalty (?). In particular, ?
studied the choice of penalty functions in depth. They proposed a unified approach via nonconcave penalized likelihood to automatically select important variables and simultaneously estimate the coefficients of covariates. In this paper, we will use the SCAD penalty for our method whenever necessary, although other penalties can also be used. Specifically, the first derivative of SCAD penalty satisfies
and (s) + = s for s > 0 and 0 otherwise. Following Fan and Li ?, we set a = 3.7 in our work.
The SCAD penalty is non-convex, leading to nonconvex optimization. For the non-convex SCAD penalized optimization, ? proposed the local quadratic approximation; ? proposed the local linear approximation; ? presented the difference convex algorithm; ? investigated the application of coordinate descent algorithms to SCAD and MCP regression models. In this work, whenever necessary we use the idea of coordinate descent algorithm to solve the SCAD penalized optimization.
With a slight abuse of notation, only in this section let β 0 = (β T 01 , β T 02 ) T with the first s components of β 0 , denoted by β 01 , do not vanish and the remaining p − s coefficients, denoted by β 02 , are 0. For the nonconcave penalized likelihood estimatorβ, under some regularity conditions, ? and ? established its oracle properties in the framework with dimension p fixed and p divergent, respectively. And ? also investigated the linear hypothesis H 0 : Aβ 01 = 0 versus H 1 : Aβ 01 = 0, where A is a q × s matrix and AA T = I q with a fixed q ≤ s, and formulated the penalized likelihood ratio test statistic as T n = 2{sup Ω Q n (β|V ) − sup Ω,Aβ 1 =0 Q n (β|V )}, where denote by Ω the parameter space for β. Under H 0 , with some additional conditions on the penalty function p λ (·) as in ?, they obtained that T n → χ 2 q in distribution as n → ∞.
For the zero components β 02 , their oracle property only shows thatβ 2 = 0 with probability tending to 1, as n → ∞. However, someone may suspect the assertion β 2 = 0, or want to know with how much probability that one of components of β 2 equals to zero for a given sample size, these questions actually involve the aspects of statistical hypotheses testing. The full penalized likelihood ratio test statistic T n only involves the linear hypotheses for nonzero components β 01 , and the conclusion for T n under H 0 may not hold for some special A. For example, when A = I s , it follows that β 0 = 0 under H 0 , then T n = o p (1), sinceβ = 0 with probability tending to 1 (oracle property). Or A = e j , where e j is a s × 1 vector with the jth component is 1 and 0 otherwise, then under H 0 , T n may be not asymptotically χ 2 distributed. We will demonstrate this phenomena in the simulation studies.
A toy example
Before we present the main approach, here we simply show a toy example for the better illustration of the partial penalization. As in ?, consider the linear regression model Y = Xβ + ε, where assume
It is well known that the classical maximum likelihood estimate of β corresponds to the least square estimatorβ LS = n −1 X T Y , and the maximum penalized likelihood estimate of β defined in (2) corresponds to the penalized least square estimator, denoted byβ, and under the assumption (3), it holds that
For given λ, Figure 1 shows the plots of the penalized least square estimatorβ versus the least square estimatorβ LS in Eq. (4) for the Lasso (a), SCAD (b) and MCP (c) penalties, respectively.
When the true parameter β 0 is near zero, i.e., β 0 = δ/ √ n, then β 0 fall in the interval (−λ, λ) with high probability tending to 1 from Figure 1 , thus these three variable selection procedures all result inβ = 0 owing to its penalization scheme. Consequently, when perform the hypothesis H 0 : β 0 = 0, the estimateβ will shrink to zero when the true value β 0 is near zero, leading to a conservative test. This will inevitably increase the type II error (accept H 0 under the alternative hypothesis
To obtain a consistent test, we consider the partial penalization in Section 3. 
Lasso Solution
β LS − λ 0 λ 0 β = β LS − λ β = β LS + λ β = 0 β0 = δ n β LS β (a) SCAD Solution β LS − aλ − λ 0 λ aλ 0 β = 0 β = β LS β = β LS β0 = δ n β LS β (b) MCP Solution β LS − aλ − λ 0 λ aλ 0 β = 0 β = β LS β = β LS β = a a − 1 (β LS − λ) β = a a − 1 (β LS + λ) β0 = δ n β LS β (c)
Partial penalized likelihood and its test
For the sparse parameter, variable selection through regularization has proven to be effective, and possesses desirable oracle properties under some regularized conditions. However, as discussed in Section 1 as well as that at the end of Section 2, it is necessary to develop a new approach to deal with the hypothesis test concerning variable selection results. For hypothesis (1), we derive a consistent test procedure in the framework with p divergent in Section 3.1. And the implementation of the test procedure and choice of tuning parameter is described in Section 3.2. Throughout this paper, it is important to note that the quantities p and λ can depend on the sample size n, and we have suppressed this dependency for natational simplicity.
Partial penalized likelihood ratio test
Recall that V 1 , · · · , V n , are iid random variables with pdf f (V, β 0 ), and the parameter β 0 is the same as that in Section 1. For the hypothesis problem (1), we define a partial penalized likelihood ratio test statistic as
where
is the partial penalized likelihood function, withβ = argmax β P Q n (β) being the partial penalized likelihood estimator.
Remark 1
Here in (6), instead of full penalized, we propose partial penalized with β 1 nonpenalized. This will protect β 1 against shrinking to zero when the true value β 01 is zero or near zero, and to make further statistical inference. In fact, β 01 is the parameter of interested and β 02 is sparse, with partial penalized in (6), we can not only protect β 1 , but also perform variable selection for β 2 .
Remark 2 
). And the corresponding partial penalized likelihood ratio test statistic T n can also be constructed.
, which can be seen as the penalized likelihood function with a special penalty functionp λ (·) in (2). Therefore, it follows that the oracle property ofβ as in Theorems 1 and 2 of ?'s paper also hold. See Lemmas 1 and 2 in the Appendix.
Based on the oracle property ofβ, we investigate the asymptotic properties of T n in (5) under H 0 in (1) as well as the local alternatives H 1 : β 01 = δn −1/2 , where δ is a known d × 1 vector. The following theorems drive the asymptotic null distribution and the local alternative distribution of T n , facilitating hypothesis testing and the power calculation. It shows that the classical likelihood theory continues to hold in the partial penalized likelihood context.
Theorem 1
When regularized conditions (A)-(H), and (E ′ ) and (F ′ ) in the Appendix are sat-
Theorem 2
When regularized conditions (A)-(H), and (E ′ ) and (F ′ ) in the Appendix are satisfied, if H 1 : β 01 = δn −1/2 is true, where δ is a d×1 vector, it holds that T n → χ 2 d (γ) with the noncentral parameter γ = δ T C 11.2 δ, provided that p 5 /n → 0 as n → ∞. Where C 11.2 = C 11 − C 12 C −1 
Remark 3
The condition p 4 /n → 0 in Theorem 1 or p 5 /n → 0 in Theorem 2 as n → ∞ seems somewhat strong, where the rate on p should not be taken as restrictive because our proposed method is studied in a broad framework based on the log-likelihood function. Since no particular structural information is available on the log-likelihood function, establishing the theoretical result is very challenging, so the strong regularity conditions are needed and the bound in the stochastic analysis are conservative. This is also the case in ?. By refining the structure of the log-likelihood function, the restriction on dimensionality p can be relaxed. Another reason is the stronger conditions on the likelihood function, which facilitate the technical proofs, yet may bring stringent assumption on p. Since our focus in this section is to demonstrate our proposed method may be applicable in the framework with p growing with n. Yet, the question that how sharpest the dimension p may be growing with n isn't addressed in this paper, which we will consider in the future work. Thus, keep in mind that the framework presented in this paper is applicable only where the sample size is larger that the dimension of the parameter. When that is violated, preliminary methods such as sure independence screening ? may be used to reduce the dimensionality, and then adopt our proposed method.
Tuning and Implementation
In this Section, we describe an efficient coordinate descent algorithm for the implementation of the proposed method, and discuss the selection of tuning parameters.
The idea of coordinate optimization for penalized problems was proposed by ?, and was demonstrated by ? and ? to be efficient for large-scale sparse problems. Recently, various authors, including ?, ?, and ? generalized this idea to regularized regression with various penalties and showed that it was an attractive alternative to earlier proposals such as the local quadratic approximation (?) and the local linear approximation (?).
To maximize objective function P Q n (β|V ) in (6), the coordinate descent method maximizes the objective function in one coordinate at a time and cycles through all coordinates until convergence.
For fixed λ, cyclically for j = 1, . . . , p, update the jth componentβ j (λ) ofβ(λ) by the univariate maximizer of P Q n (β(λ)|V ) with respect toβ j (λ) until convergence. Then this produces a solution pathβ(λ) over a grid of points λ, then the optimal regularization parameter λ can be chosen by minimizing the following BIC type criteria motivated by ?,
whereβ(λ) is the partial penalized likelihood estimate of β with regularization parameter λ; df λ is the number of nonzero coefficients inβ(λ); C n is a scaling factor diverging to infinity at a slow rate ? for p → ∞, and they suggested that C n = max{log log p, 1} seemed to be a good choice.
However, a rigorous proof of the consistency of this BIC for partial penalized likelihood merits further investigation. Fortunately, the BIC type criterion defined in (7) usually selects the tuning parameter satisfactorily and identifies the true model consistently in our simulation studies.
Finally, it is important to keep in mind that the optimal regularization parameter λ should be the same for maximizing P Q n (β|V ) within the full parameter space and the subspace specified by the null hypothesis in (1), when we calculate test statistics T n in (5). In fact, we adopt the aforementioned BIC to choose the optimal regularization parameter λ when maximize P Q n (β|V )
within the full parameter space, and then for the chosen λ we maximize P Q n (β|V ) within the subspace specified by the null hypothesis in (1).
Numerical comparisons
We present simulation results to illustrate the usefulness of the partial penalized likelihood ratio (PPLR) test, and to compare the finite-sample performance with the penalized likelihood ratio (PLR) test and the classical likelihood ratio (LR) test in terms of model selection accuracy and power. That is, we first assess the performance of the partial penalized likelihood (PPL), the penalized likelihood (PL) and the ordinary likelihood (OL) in terms of estimation accuracy and model selection consistency. Then we evaluate empirical size and power of these three test methods.
Here we set d = 1, and the BIC type criterion defined in (7) is used to estimate the optimal tuning parameter λ in the smoothly clipped absolute deviation (SCAD). And we simulate 1000 samples of size n = 100, 200, 400 and 800 with p = 11, 20, 30 and 41 from the following two examples:
where we set σ = 1, ε follows a standard normal distribution, X ∼ N (0, I p ), and the true value β 0 = (β 01 , 3, 1.5, 2, 1, 0, · · · , 0) T ∈ R p with β 01 is the parameter of interest, and will be specified as different true values whenever necessary in the following simulations. All covariates are standardized. We consider the null hypothesis H 0 : β 01 = 0 and the local alternatives H 1 :
and the covariates X and β are the same as those in Example 4.1. All covariates are standardized. Table 1.) From Table 1 , we can show that the PPL method outperforms the PL method when δ = 0, since the average number of incorrectly estimated zero coefficients is always greater than 0 for the PL method. That is, the PL method may not identify the nonzero component β 01 = δn −1/2 with fixed δ = 0; while the proposed PPL method still works. In this way, we conjecture that the PL method can not distinguish the nonzero component of order n −1/2 , and show that the PPL method outperforms the PL method especially when some of nonzero component is near zero in term of model selection. For the estimation accuracy, the PPL method performs best among the three methods. Therefore, if we know some components is near zero and the rest are sparse in advance, our proposed method performs best among the three methods, with a performance very close to that of the oracle estimator and better estimation performance.
Next, to verify performance of the PPLR test in Theorems 1 and 2, consider the null hypothesis H 0 : β 01 = 0, and calculate power under the local alternatives H 1 : β 01 = δn −1/2 for different δ and sample size n, respectively. Using a nominal level α = 0.05, we documents the empirical size and the power results in Table 2. From Table 2 , for hypothesis H 0 , the PLR test does not work any more, while the remaining two methods still work, which confirms Theorems 1 and 2. From the view of this point, we can conjecture that the PPLR test performs as well as the LR method and outperforms the PLR test when the null parameter is zero in terms of size and power. All of these results demonstrates the promising performance of the PPLR test in hypothesis testing.
Meanwhile, from Table 2 , we conjecture that under the null hypothesis H 0 : β 01 = 0, the PLR test may be not asymptotically chi-squared distributed with one degree of freedom (χ 2 1 ), while the conclusion for the PPLR test still hold. We demonstrates these results in Figure 2 Tables   3 and 4 , and from which we can obtain the same conclusions as those for Example 4.1. with different δ and the sample size n in Example 4.1. The nominal level is 5%.
(n, p) Test δ = 0.0 δ = 0.5 δ = 1.0 δ = 1.5 δ = 2.0 δ = 2.5 δ = 3.0 δ = 3.5 δ = 4.0 lpsa = β 1 lcavol + β 2 lweight + β 3 age + β 4 lbph + β 5 svi + β 6 lcp + β 7 gleason + β 8 pgg45 + ε. (8) We are interested in the significance of each predictor, which leads to the null hypothesis H 0,j : β j = 0 for the individual jth predictor, where j = 1, 2, · · · , 8.
We applied the ordinary least-squares fit (LS), the penalized likelihood method (SCAD-PL) and the partial penalized likelihood method (SCAD-PPL), and the estimated coefficients and their multiple R 2 are summarized in the Table 5 with β 5 non-penalized in the SCAD-PPL method, from which we can see that over 60% of the lpsa variation can be explained by the variables that we use, and the results are consistent with the analysis of Examples 3.2.1 and 3.3.4 of ?.
For the null hypothesis H 0,j , Table 6 summarizes p-values of testing results, using unpenalized, full penalized and partial penalized versions of the likelihood ratio test. At a nominal significance level 0.05, the test results of PPLR method shows that three predictors lcavol, lweight and svi are significant, which is consistent with variable selection results in Table 5 . However, the test results of PLR for the predictor svi contracts (svi is insignificant). Again, this phenomena shows that full with different δ and the sample size n in Example 4.2. The nominal level is 5%.
(n, p) Test δ = 0.0 δ = 0.5 δ = 1.0 δ = 1.5 δ = 2.0 δ = 2.5 δ = 3.0 δ = 3.5 δ = 4.0 (100 penalized likelihood ratio test can not distinguish the nonzero component that is near zero.
Conclusion and discussion
Based on the idea of partial penalization, this paper propose a consistent test, called the partial penalized likelihood ratio test for the hypothesis problem (1) in the framework that p diverging with n, establishing that the proposed test converges in distribution to χ 2 d under H 0 (See Theorem 1) and χ 2 d (γ) with the noncentral parameter γ depending on δ under the local alternatives of order n −1/2 (See Theorem 2), respectively. Meanwhile, the proposed partial penalized likelihood method It is noted in the simulation that our proposed test performs as well as the classical likelihood ratio test in term of size and power. Yet, the benefit of our proposed method compared with the classical likelihood method is to conduct variable selection for the rest sparse parameter, obtaining better estimation accuracy. This is, our proposed method can perform hypothesis testing and variable selection simultaneously.
In the present paper is assumed that the position of d parameters of interest is known, that is the proposed partial penalized likelihood method only applies to the proposed null hypothesis of the form (1). This is partly motivated by some prior knowledge or else that the parameter of interest is pre-specified. However, when the position of d parameters of interest is unknown, the proposed method may be not applicable. For example, the null hypothesis is all components of p-dimensional parameter is zero while the alternative hypothesis is the number of nonzero components is d at most, where d is known and d ≪ p. How to test it via the proposed partial penalized likelihood method? These question deserves our further study, and has been in progress, but is beyond the scope of the current paper.
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Appendix-Proofs of theorems
To establish Theorems 1 and 2, we present the following lemmas as well as the regularity conditions similar as ? here. The conditions that imposed on the likelihood function are:
(A) For every n observations {V i } n i=1 are independent and identically distributed with the probability density f (V 1 , β 0 ), which has a common support, and the model is identifiable. Furthermore, the first and second derivatives of the likelihood function satisfy equations
(C) There is a large enough open subset ω of Ω ⊂ R p which contains the true parameter point β 0 , such that for almost all V i the density admits all third derivatives ∂f (V 1 , β)/∂β j β k β l for all β ∈ ω.
Furthermore, there are functions M jkl such that |
and E β {M 2 jkl (V 1 )} < C 5 < ∞ for all p, n and j, k, l. The aforementioned conditions are similar as in ?, under conditions (A) and (C), the second and fourth moments of the likelihood function are imposed. The information matrix of the likelihood functions is assumed to be positive definite, and its eigenvalues are uniformly bounded, which is a common assumption in the high-dimensional setting. These conditions are stronger that those of the usual asymptotic likelihood theory, but they facilitate the technical derivations.
Let a n = max (d+1)≤j≤p {p ′ λ (|β j0 |), β j0 = 0} and b n = max (d+1)≤j≤p {p ′′ λ (|β j0 |), β j0 = 0}. Then we need to place the following conditions on the penalty functions:
(G) there are constants C and D such that, when
Condition (H) can be viewed as "beta-min" condition, and it states that the weakest signal should dominate the penalty parameter λ, which is routinely made to ensure the recovery of signals, and is reasonable because otherwise the noise is too strong. And this also in line with condition imposed in ?. Given condition (H), all of conditions (D)-(G) are satisfied by the SCAD penalty, as a n = 0 and b n = 0 when n is large enough. (ii) Asymptotic normality:
Lemma 2. (Oracle property) Under conditions (A)-(H), if
, the Fisher information knowing β I = 0, and A n is a q × (d + s) matrix such that A n A T n → G, and G is a q × q nonnegative symmetric matrix.
Proof. With the working penalty functionp λ (·), the proof of Lemmas 1 and 2 follows the arguments in ?'s paper, we omit it here. Thus under H 0 , the partial penalized likelihood estimatorβ = g(ν) is also the local maximizerν of the problem P Q n (g(ν)|V ) = max ν P Q n (g(ν)|V ). Note that the first order partial derivatives of function g as C = [ 
Proof. We need only prove the second equation. The first equation can be show in the same manner. Following the steps of the proof of Lemma 2, it follows that under H 0 ,
is the information matrix for the ν-formulation of model.
By the conditions a n = o(1/ √ np), and s ≤ p, we have 
Proof. A Taylor's expansion of P Q n (β D |V ) − P Q n (β D |V ) at the pointβ D yields
where P λ (β) = n 
Again by condition b n = o p (1/ √ p), we have
. By condition (B), it is easy to see that
Proof of Theorem 1. n is an idempotent matrix with rank d, we can rewritten it as the product form A T n A n , where A n is a d × (d + s) matrix that satisfies A n A T n = I d . As in the proof of Lemma 2, we can show that √ nA n Θ −1/2 n Φ n → N (0, I d ). Thus,
Proof of Theorem 2. 
where γ =δΘ 1/2 n A T n A n Θ 1/2 nδ = δ T C 11.2 δ, with C 11.2 is defined in Theorem 2.
