We present a quantum algorithm for approximating the real time evolution e −iHt of an arbitrary d-sparse Hamiltonian to error , given black-box access to the positions and b-bit values of its non-zero matrix entries. The complexity of our algorithm is
Introduction
Simulating the dynamics of quantum systems is a major potential application of quantum computers, and is the original motivation for quantum computation [Fey82] . Moreover, the existence of efficient classical algorithms for this problem is unlikely as it is BQP-complete [Osb12] . The first explicit quantum simulation algorithm by Lloyd [Llo96] considered Hamiltonians described by a sum of non-trivial local interaction terms, which is relevant to many realistic systems. This was later extended by Aharonov and Ta-Shma [ATS03] to sparse Hamiltonians, which generalizes local Hamiltonians and is a natural model for designing other quantum algorithms [CCD + 03, HHL09] .
This paper considers the problem of simulating a d-sparse Hamiltonian H ∈ C N ×N with at most d nonzero entries in any row. That is, given a description of H, an evolution time t > 0, and a precision > 0, the Hamiltonian simulation problem is concerned with approximating the time-evolution operator e −iHt with an error at most . In the standard setting following [BC12] , a d-sparse H is described by black-box unitary oracles that compute the positions and values of its nonzero matrix entries. These are more precisely defined as follows.
Definition 1 (Sparse matrix oracles). A d-sparse matrix H ∈ C N ×N has a black-box description if there exists the following two black-box unitary quantum oracles.
• O H is queried by row index i ∈ [N ], column index k ∈ [N ], and z ∈ {0, 1} b and returns H ik = i|H|k represented as a b-bit number:
O H |i |k |z = |i |k |z ⊕ H ik .
(1)
• O F 1 is queried by row index i ∈ [N ] and an index l ∈ [d], and returns, in-place, the column index f (i, l) of the l th non-zero matrix entry in the i th row:
The complexity of d-sparse Hamiltonian simulation in terms of these black-box queries has been studied extensively. Early approaches [BACS07, CK11, CW12] based on Lie product formulas achieved scaling like O(poly(t, d, H , 1/ )). Steady improvements based on alternate techniques such as quantum walks [Chi10] , fractional queries [BCC + 14], linear-combination-of-unitaries [BCK15, BN16] , and quantum signal processing [LYC16] , have recently culminated in an algorithm [LC17b] with optimal scaling O(td H max + log (1/ )) 2 with respect to all parameters. Nevertheless, the possibility of further improvement is highlighted by [LC17a] which uses uniform spectral amplification to obtain a more general result scaling likeÕ(t d H max H 1 log (1/ )), and [LW18] which uses the interaction picture to obtain logarithmic scaling with respect to the diagonal component of H.
Depending on the application, it is more natural to express complexity in terms one choice of parameters over another. To illustrate, Hamiltonians with unit spectral norm H = 1 are simulated as a subroutine in quantum algorithms that solve systems of linear equations [CKS17] . In particular, the algorithm that is optimal in only t, d, and max-norm H max = max ik |H ik | is unable to exploit this prior information. Though the spectral norm is a natural parameter in many problems of interest, [CK10] have ruled out sparse simulation algorithms scaling like O(poly( H )t). To date, the best simulation algorithm that exploits knowledge of H has query 1 In the dense or non-sparse case, the oracle OF is replaced by identity, which implements an N -sparse matrix H. 2 For readability, we use this instead of the precise complexity Θ(td H max + log (1/ ) log (e+log (1/ )/(td H max))
) [GSLW18] . complexityÕ((t H ) 4/3 d 2/3 / 1/3 ) [BC12] , but the best lower bound, based on quantum search, is Ω( √ d).
While some recent developments [WW18, CGJ18] achieve better scaling likeÕ(t √ N H ) for non-sparse Hamiltonians, this is in terms of queries to a very strong quantum-RAM [GLM08] oracle. This model is incomparable to standard black-box queries as it enables the ability to prepare arbitrary quantum states with O(log (N )) queries, which is at odds with the standard Ω( √ N ) quantum search query lower bound. Thus identifying the optimal trade-off between t, d, H in the black-box setting remains a fundamental open problem with useful applications.
We present an algorithm for simulating sparse Hamiltonians with a complexity trade-off between time, sparsity, and spectral norm, that is optimal up to subpolynomial factors. The query complexity of our algorithm is as follows.
Theorem 2 (Sparse Hamiltonian simulation with dependence on H 1 2 ). Let H ∈ C N ×N be a d-sparse Hamiltonian satisfying all the following:
• There exist oracles of Definition 1 for the positions of nonzero matrix entries, and their values to b bits of precision.
• An upper bound on the subordinate norm Λ 1 2 ≥ H 1 2 = max k i |H ik | 2 is known.
Let τ = t √ dΛ 1 2 . Then the time-evolution operator e −iHt may be approximated to error for any t > 0 with query complexity C queries [H, t, ] and C gates [H, t, ] additional arbitrary two-qubit gates where
The scaling of our algorithm with the subordinate norm H 1 2 rather than the spectral norm H is in fact a stronger result than expected. In the worst-case, H 1 2 ≤ H , and in the bestcase,
. Indeed, any algorithm scaling like O(t √ d H / polylog (td H )) would violate a quantum search lower bound [BC12] . Up to subpolynomial factors, Theorem 2 provides a strict improvement over all prior sparse Hamiltonian simulation algorithms [LC17b, LC17a] , as seen by substituting the inequalities
The linear scaling of gate complexity O(b) with respect to the bits of H, where b is independent of τ / , is notable. Previous approaches scale with O(b 5/2 ) [BCK15] in addition to requiring scaling b = O(log (τ / )).
We also prove optimality through a lower bound. This lower bound is based on finding a Hamiltonian with a known query complexity, that also allows for the independent variation of these parameters as follows.
Theorem 3 (Lower bound on sparse Hamiltonian simulation.). For real numbers d > 1, s > 1, t > 0, there exists a d-sparse Hamiltonian H with H 1 2 ≤ s such that the query complexity of simulating time-evolution e −iHt with bounded error is
This simulation algorithm solves an open problem on the query complexity of black-box unitary implementation [JW09, BC12] . Whereas Hamiltonian simulation is concerned with approximating a unitary e −iHt where given a description of H, the black-box unitary problem is concerned with approximating a unitary U where U itself is directly described by black-box oracles. Similar to the simulation problem, the decision variant of black-box unitary implementation is BQP-complete.
Though the query complexity of previous algorithms for this problem isÕ(d 2/3 / 1/3 ), it was conjectured by [BC12] that the optimal scaling is closer to O( √ d). This is motivated by an Ω( √ d) lower bound for the case where U solves a search problem. Using a simple reduction by [JW09] to the Hamiltonian simulation problem, we show that this lower bound is tight up to subpolynomial factors as follows.
Corollary 4 (Query complexity of black-box unitary implementation). Let U ∈ C N ×N be a dsparse unitary satisfying all the following:
• There exist oracles of Definition 1 for the positions and values of non-zero matrix elements.
Then the U may be approximated to error with query complexity
Solving systems of linear equations is another application of this algorithm. The original blackbox formulation of this problem [HHL09] , which also has BQP-complete decision variant, specifies a d-sparse matrix A ∈ C N ×N with condition number κ to be described by black-box oracles, and a state |b ∈ C N . The goal then is to approximate the state A −1 |b / A −1 |b to error . Though previous algorithms achieve this using O(κd polylog (κd/ )) queries [CKS17] , this falls short of the lower bound Ω(κ √ d log (1/ )) [HK18] . By invoking quantum linear system solvers based on the block-encoding framework [CGJ18] , we match this lower bound up to subpolynomial factors.
Corollary 5 (Query complexity of solving sparse systems of linear equations). Let A ∈ C N ×N be a d-sparse matrix satisfying all the following:
• The spectral norm A = 1 and the condition number A −1 ≤ κ.
Let |b ∈ C N be prepared by a unitary oracle O b |0 = |b . Then the query complexity to all oracles for preparing a state |ψ satisfying |ψ −
A key result in obtaining Theorem 2 is a general-purpose simulation algorithm for Hamiltonians H = m j=1 H j described by a sum of Hermitian terms, and is of independent interest. Roughly speaking, let α j ≥ H j bound the spectral norm of each term, and let C j be the cost of simulating each term H j alone for constant time tα j = O(1). Then previous algorithms [BCC + 15, LC16] for simulating the full H have cost scaling like O t α 1 C 1 , which combines the worst-cases of α j and C j . In contrast, we describe in Theorem 7 a simulation algorithm that scales like O(t α, C e O(m) ), but picks up an exponential prefactor. This algorithm, which extends work by [LW18] , is advantageous when m held constant, and the cost of each term scales like C j = O(1/α j ). Though this condition appears artificial, it is situationally useful.
At the highest-level, our main simulation result Theorem 2 involves three steps. The first step, similar to [BC12] , splits a sparse Hamiltonian into a sum of m terms H j , where the j th term contains all matrix entries of H with absolute value thresholded between (Λ
max ]. The second step uses a modification of the uniform spectral amplification technique by [LC17a] and an upper bound on the spectral norm
max to simulate each term with cost
max /α j ) 1/2 ) -a different bound α 1 is used for the j = 1 term. Finally, we recombine these terms using the general-purpose simulation algorithm of Theorem 7. The stated result is obtained by a judicious choice of these thresholds Λ (j) max and optimizing for m as a function of d. In Section 2 we provide a more detailed overview of our algorithms. Section 3 derives the general-purpose simulation algorithm Theorem 7, which is obtained from a recursive application of Hamiltonian simulation in the interaction picture by [LW18] , outlined in Appendix A. Section 4 derives the sparse Hamiltonian simulation algorithm Theorem 2, which applies uniform spectral amplification by [LC17a] , outlined in Appendix B, and modified in Appendix B.1 to obtain an improved precision scaling. Section 5 proves the lower bound Theorem 3 on sparse Hamiltonian simulation. The example applications are found in Section 6, which derives the result on black-box unitary implementation Corollary 4, and Section 7, for the result on solving sparse systems of linear equations Corollary 5. We conclude in Section 8.
Overview of algorithms
Recent simulation algorithms [LC17a, LW18] have focused on simulating Hamiltonians described by so-called 'standard-form' oracles [LC16] (more descriptively called 'block-encoding' in [CGJ18] ). There, it is assumed that H, in some basis, is embedded in the top-left block of a unitary oracle as follows.
Definition 6 (Block-encoding framework). A matrix H ∈ C Ns×Ns that acts on register s is block encoded by any unitary U where the top-left block of U , in a known computational basis state |0 a ∈ C Na on register a, is equal to H/α for some normalizing constant α ≥ H :
Now given a Hamiltonian expressed as a sum of m Hermitian terms
where each term H j is assumed to be block-encoded by a unitary oracle U j , the cost C total [H, t, ] of Hamiltonian simulation to error then expressed in terms of α j and number of times each U j is applied, and any additional arbitrary two-qubit quantum gates. As each U j might differ in complexity, we assign them a cost C j , and also assume that the cost of a controlled-U j operator is O(C j ). Depending on context, which should be clear, C j could refer to a query or gate complexity. We also find it useful to distinguish between two types of costs as follows.
• C queries [H, t, ] = j=1 M j C j , where M j is the number of queries made to U j .
• C gates [H, t, ] is the number of any additional arbitrary two-qubit quantum gates required.
In other words, if C j is a measure of gate complexity, then the total cost of simulation is
In general, these queries are expensive, and so cost is dominated by C queries [H, t, ]. In other cases, particularly in sparse Hamiltonian simulation, C j is the number of queries made to the more fundamental oracles described in Definition 1. Error is commonly defined as follows [BCC + 15, CMN + 17]. Any quantum circuit U ∈ C NsNa×NsNa that approximates a unitary operator A ∈ C Ns×Ns , say time-evolution A = e −iHt , to error is a block-encoding of A such that ( 0| a ⊗I s )U (|0 a ⊗I s )−A ≤ . The error of approximating a product of A 1 , · · · , A m where each is approximated by a unitary 
Our results are insensitive to either definition of error as both cases scale linearly with m, and all factors of 1/ later on occur in subpolynomial factors.
With existing algorithms [BCC + 15, LC16], the cost of simulation is
which combines the worst-cases of α j and C j separately. The cost of our algorithm Theorem 7 instead scales with the sum m j=1 α j C j , but picks up an exponential prefactor e O(m) as follows. Theorem 7 (Hamiltonian simulation by recursion in the interaction picture). For any Hamiltonian H ∈ C N ×N , let us assume that
H j is a sum of m Hermitian terms.
• Block-encoding H j /α j with ancilla dimension N a has cost C j .
• The normalizing constants are sorted like
Then the time-evolution operator e −iHt may be approximated to error for any t > 0 with cost
This is achieved by repeatedly applying the interaction picture Hamiltonian simulation algorithm of [LW18] , which we briefly outline. For simplicity, let us ignore error contributions, as they occur in polylogarithmic factors. Given a Hamiltonian H = A + B with two terms, let us assume that B/α B is block-encoded with cost C B , and that e −iAt may be simulated with costÕ(tα A C A ) for some costC A and α A ≥ A . [LW18] then simulates e −i(A+B)t with costÕ(t(α B C B + α A C A )). Given a Hamiltonian described by a sum of m block-encoded terms H j , the proof of Theorem 7 then follows by induction. For k = 1, one simulates e −iH 1 t using, say, an algorithm with the complexity of Eq. (10). For k > 1, one simulates e −i(H 1 +···+H k )t by combining e −i(H 1 +···+H k−1 )t with the block-encoding of H k . One repeats until k = m, and each step contributes a multiplicative factor.
Given a d-sparse Hamiltonian described by the black-box oracles of Definition 1, we split it into m terms H j where the j th term only contains entries of H with absolute value between (Λ
max ]. Subsequently, we block-encode each term in the format of Definition 6. This blockencoding requires some number C j of queries, and achieves some normalizing constant α j . The total cost of simulation given by Eq. (11) depends crucially on the quality of this encoding -clearly, we would like to minimize C j and α j such that for any fixed m, all products α j C j scale identically with respect to d.
Block-encoding a sparse Hamiltonian is related to the Szegedy quantum walk defined for any Hamiltonian [Chi10] . In the m = 1 case, one defines a set of quantum states |χ k and |χ i , such that they have O(d) nonzero amplitudes at known positions and their mutual overlap is an amplitude χ i |χ k = H ik /α that reproduces matrix values of H, up to a normalizing constant. By doubling the Hilbert space of H so that N a = N and using two additional qubits, all states within each set {|χ k }, and {|χ i } can be made mutually orthogonal. Block-encoding then reduces to controlledarbitary quantum state preparation where on an input state |k s , one prepares a quantum state |χ k , then unprepares with a similar procedure for |χ i .
A key step in controlled-state preparation applied in [BC12, BCK15, LC17a] , is converting a b-bit binary representation of a matrix element H ik in quantum state |H ik |0 a to an amplitude
Λmax |0 a + · · · |1 a . Previous approaches require coherently computing a binary representation of
. This is performed with quantum arithmetic and is extremely costly, both in the asymptotic limit and in constant prefactors. Moreover, the function can only be approximated, leading to the number of bits b scaling with error. Using recent insight on arithmetic-free black-box quantum state preparation [SLSB18] , this subroutine may be replaced with an easier problem of preparing the desired amplitude with a garbage state |u
This suffices to implement the walk, and as shown in the proof of Theorem 10, can be performed exactly with O(1) reversible integer adders, hence the linear O(b) gate complexity scaling.
As shown by [BC12] , one may then block-encode H j with α j = dΛ
max using C j = O(1). By enhancing quantum state preparation with a linearized high-precision variant of amplitude amplification, [LC17a] encodes H to error with α j = Θ(Λ
max , the overall cost of simulation by Eq. (11) scales with the sum of α j C j =Õ((dΛ 
Hamiltonian simulation by recursion
In this section, we prove Theorem 7 for simulating time-evolution by Hamiltonians H expressed as a sum of m Hermitian terms
Typically, time-evolution e −iH j t by each term alone is easy to implement -the challenge is combining these parts to approximate time-evolution e −iHt by the whole. In our algorithm, each Hamiltonian H j is assumed to be block-encoded by a unitary oracle in the format of Definition 6.
Proof of Theorem 7. We combine two other simulation algorithms by [BCC + 15, LC16, LW18] in an m step recursive procedure. At the k = 1 step, the first algorithm Lemma 8 approximates e −iH 1 t to error for time t > 0 using the block-encoding of H 1 . At the k > 1 step, the second algorithm Lemma 9 approximates e −i(H 1 +···+H k )t by combining e −i(H 1 +···+H k−1 )t with the blockencoding of H k . By repeating this step for k = 2, · · · , m, we obtain the time-evolution operator e −iHt . We now state these simulation algorithms. As Lemma 9 modifies the original presentation of the same result in [LW18] , we provide a proof sketch Appendix A.
Lemma 8 (Hamiltonian simulation of a single term [BCC + 15, LC16]).
For any Hamiltonian A ∈ C N ×N , let us assume that
• Block-encoding A/α with ancilla dimension N a has cost C A .
Lemma 9 (Hamiltonian simulation in the interaction picture; adapted from [LW18] ). For any Hamiltonian A + B ∈ C N ×N , where A and B are Hermitian, let us assume that
• Block-encoding B/α B with ancilla dimension N a has cost C B .
• There exists some α A ≥ α B , γ > 0, such that approximating e −iAt to error for any time t > 0 has cost
Note the factor O(tα + 1), which provides the correct dominant scaling in the nonasymptotic limit where tα = O(1). Let us apply Lemma 9 recursively with A = H <k = k−1 j=1 H j and B = H k for k > 1. The cost of the k th iteration depends on the cost of the k − 1 th iteration as follows:
. . .
The gate complexity follows by an identical recursion:
Note that we use
. Setting k = m completes the proof.
Sparse Hamiltonian simulation with t √ d H 1→2 scaling
We now simulate sparse Hamiltonians by applying the algorithm of Section 3. In the standard definition, a Hamiltonian is d-sparse if it has at most d-nonzero entries in any row. Moreover, it is assumed that there exists black-box oracles to compute the positions and b-bit values of these entries. The cost of simulation is the number of queries made to these oracles, which are more precisely defined by Definition 1. The query complexity of block-encoding a sparse Hamiltonian H is given by the following result, which was mostly proven by [LC17a] . Our contribution is improving the gate complexity scaling from O(b 5/2 ) to O(b).
Theorem 10 (Block encoding of sparse Hamiltonians by amplitude multiplication; modified from [LC17a] ). Let H ∈ C N ×N be a d-sparse Hamiltonian satisfying all the following:
• There exist oracles O F and O H of Definition 1 that compute the positions and values of non-zero matrix elements to b bits of precision.
• An upper bound on the max-norm Λ max ≥ H max = max ik |H ik | is known.
• An upper bound on the spectral-norm
H·v v is known.
• An upper bound on the induced one-norm
Then there exists a HamiltonianH ∈ C N ×N that approximates H with error H − H = O(Λδ), and can be block-encoded with normalizing constant α = Θ(Λ 1 ) using
• Quantum gates:
Proof. Proof outline in Appendix B.
Our algorithm for simulating sparse Hamiltonians splits H = m j=1 H j into m Hermitian terms, where matrix entries of the j th term are
Each term is block-encoded with normalization constant α j by a procedure making C j queries to O H and O F . We may then simulate time-evolution e −iHt by recombining these terms using Theorem 7. The query complexity of this procedure then depends strongly on the scaling of α j C j . A judicious choice of cut-offs Λ
max combined with the block-encoding procedure Theorem 10 allows us to prove our main result of Theorem 2 on sparse Hamiltonian simulation.
Proof of Theorem 2. The Hamiltonian H j in the decomposition H = m j=1 H j has matrix elements Λ
max , and may be block encoded using the procedure of Theorem 10. The only difference is replacing the oracle O H with an oracle 
Using the upper bound Λ (j) ≤ Λ . Thus the query complexity of block-encoding
Using these values C j , and relabeling the α j so that they are sorted like α 1 ≥ α 2 ≥ · · · ≥ α m , the query complexity of simulation by Theorem 7 is
In the last line, we simplify log
We use the following upper bounds on the induced one-norm of H j :
1 .
In the first line, e j is a unit vector with an entry 1 in row j, and we apply the fact that v 1 ≤ √ d v for all vectors v with d non-zero entries. In the second line, we apply the facts |(H j ) ik |/Λ (j−1) max ≥ 1 and |H ik | ≥ |(H j ) ik |. By substituting into Eq. (21), we obtain
We now present an appropriate sequence of cut-offs Λ 
Substituting this choice into Eq. (23), the cost of simulation is
In the first line, we simplify using m log
In the third line, we minimize cost with respect to d by choosing m = O log (d) . In the last line, the query complexity in Theorem 2 is proven by noting that the factor e O(
has subpolynomial scaling with respect to t, d, Λ 1 2 and . The gate complexity is proven simply by multiplying the query complexity by the block-encoding overhead of O(log (N ) + b k ) gates per query.
Simple modifications allow for minor improvements in query complexity. For instance, we used an upper bound Λ max = Λ 1 2 in Eq. (24). This enabled expressing complexity in terms of just the matrix norm Λ 1 2 . However, repeating our proof with both Λ max and Λ 1 2 free parameters leads to
. This implies polylogarithmic, instead of subpolynomial, scaling with error in the special case √ dΛ max = O(Λ 1 2 ).
Sparse Hamiltonian simulation lower bound
We now prove a lower bound demonstrating that the scaling of our simulation algorithm with t √ d H 1 2 is optimal up to sub-polynomial factors. The argument is identical to the lower bound by [LC17a] . The only difference is that we quantify cost with the subordinate norm H 1 2 instead of the induced one-norm H 1 . This leads to a lower bound of Ω t √ d H 1 2 , which is a more general result.
Proof. We construct sparse Hamiltonians whose dynamics compute suitable Boolean functions with known quantum query lower bounds. The first Hamiltonian H PARITY computes the parity of n bits, and the second Hamiltonian H OR computes the disjunction of m bits. By composing these Hamiltonians, one may obtain a third Hamiltonian H PARITY • OR that computes the parity of n bits, where each bit is the disjunction of m bits, as depicted in Fig. 1 . The stated lower bound is then obtained by combining the known quantum query complexity of Ω(n √ m) [Rei09] for computing PARITY • OR on n × m bits , with parameters that describe H PARITY • OR .
The Hamiltonian H PARITY by [BCK15] is constructed from a simpler (n + 1) × (n + 1) Hamiltonian H spin that acts on basis states {|j s : j ∈ {0, · · · , n}} with non-zero matrix elements j − 1| s H spin |j s = j| s H spin |j − 1 s = j(n − j + 1)/n for j ∈ {1, · · · , N }. Thus
The transitions generated by Hamiltonian may be represented by the graph in Fig. 2a , where basis states are nodes, and non-matrix elements are edges between nodes. with the useful property that time-evolution by H spin for time nπ 2 transfers the state |0 s to |n s = e −iH spin nπ/2 |0 s , after passing through all intermediate nodes.
We now modify H spin based on a bit-string x ∈ {0, 1} n . For each bit x j , consider the 2 × 2 Hamiltonian H NOT,j that acts on basis states {|k out : k ∈ {0, 1}, with matrix elements defined by
Observe that H NOT,j |k out = |k⊕x j out . Composing H spin with H NOT,j defines the (2n+2)×(2n+2) H PARITY in the following manner
Figure 2: a) Graph representation of non-zero matrix elements of the Hamiltonian H spin with n = 9. Evolution under H spin for time nπ/2 transfers state |0 s to |9 s . b) Graph representation of non-zero matrix elements of the Hamiltonian H PARITY with n = 9, obtained by composing H spin element-wise with H NOT,j , which depends on the j th value of the bit-sting x ∈ {0, 1} n . Evolution under H PARITY for time nπ/2 transfers state |0 s |z out to |9 s |z ⊕ j x j out .
This Hamiltonian is represented by the graph in Fig. 2b . Note the two disjoint paths connecting states |0 s and |n s . As the path taken by an initial state |0 s |0 out depends on the parity of x, time-evolution by H PARITY for time nπ 2 transfers the state |0 s |0 out to |n s | j x j out . This computes the parity of x, and the answer is obtained by measuring the 'out' register. The 2m × 2m Hamiltonian H OR by [LC17a] computes the OR of a bit-string x ∈ {0, 1} m , assuming that at most one bit is non-zero. In the basis {|k out |l o : k ∈ {0, 1}, l ∈ {1, · · · , m}}, its matrix elements are defined by
It is easy to verify that if at most one bit in x is non-zero,
,··· ,m} |l o is a uniform superposition state. As the function PARITY • OR we consider acts on n × m bits, let H OR, j be the Hamiltonians H OR of Eq. (29), except that the input bit-string x is replaced by the j th set of m bits x j = (x j,1 , · · · , x j,m ) ∈ {0, 1} m . By replacing each H NOT,j with H OR, j , we obtain the m(n+1)×m(n+1) Hamiltonian
Time-evolution by H PARITY•OR for time nπ 2 transforms the state
thus measuring the 'out' register returns the parity of n bits, where each bit is the disjunction of m bits. As the desired lower bound requires us to independently vary over three parameters, we introduce one final modification. Let H complete be a s × s Hamiltonian where all matrix elements are 1 in the basis {|i c : i ∈ {1, · · · , s}}. We now take the tensor product of H PARITY•OR with H complete , the resulting sm(n + 1) × sm(n + 1) Hamiltonian
As the uniform superposition |u c = . By varying the problem size through the number of bits m, n, and the dimension s, we may express the query lower bound Ω(n √ m) in terms of the evolution time t, and sparsity d of H, and the subordinate norm H 1 2 . We note the following facts:
• The evolution time t = Θ n s .
• The sparsity of H is d = Θ (ms).
• The subordinate norm of H is
Substituting these parameters into the lower bound, we obtain the stated quantum query complexity for sparse Hamiltonian simulation of
6 Application to black-box unitaries
Following [JW09, BC12] , the black-box unitary problem reduces to an instance of Hamiltonian simulation, which we implement using the algorithm of Theorem 2. The reduction is straightforward.
Proof of Corollary 4. For any N × N unitary U operator that acts on basis states {|j u : j ∈ {0, · · · , N − 1}}, let us define a 2N × 2N Hamiltonian H that acts on basis states {|k h |j u : k ∈ {0, 1} : j ∈ {0, · · · , N − 1}}:
Using the fact H 2 = I, the time-evolution operator generated by H has a simple form:
Thus we may apply U to an arbitrary state |ψ u , up to a global phase, by applying
The −i|0 h state may be converted to |1 h by a single Pauli Y gate. Thus the cost of applying U reduces to the cost of simulating the Hamiltonian H for constant time t = π/2.
Given that matrix positions and values of a d-sparse U are described by the sparse matrix oracles of Definition 1, O(1) queries suffice to synthesize black-box oracles that describe the dsparse Hamiltonian H of Eq. (34). As U is unitary, this Hamiltonian has max-norm H max = U max ≤ Λ max = 1, and subordinate norm H 1 2 = U 1 2 ≤ U ≤ Λ 1 2 = 1. By substituting these parameters into Theorem 2, we immediately obtain the query complexity of
for approximating black-box unitaries.
Application to sparse systems of linear equations
Following [CKS17, CGJ18] , the cost of solving systems of linear equations depends primarily on the cost of Hamiltonian simulation, which we once again implement using the algorithm of Theorem 2. As details of the reduction are quite involved, we only sketch the proof, and obtain Corollary 5 by invoking results in prior art. A system of linear equations is described by a matrix A ∈ C N ×N typically characterized by spectral norm A = 1 and condition number A −1 ≤ κ, and an input vector |b ∈ C N . This is solved by preparing a state proportional to A −1 |b . Without loss of generality, we may assume that A is Hermitian [HHL09] . Further assuming that A/α is block-encoded by a unitary U A , as in Definition 6, one may use linear-combination-of-unitaries [CKS17] or quantum signal processing [Haa18] to block-encode A −1 /κ in a unitary U A −1 . Generally, U A −1 may be approximated to error , meaning that
In the basic approach, applying U A −1 |0 |b ≈ |0
A −1 κ |b +· · · approximates the desired state, but with a worst-case success probability of O(κ −2 ). Thus O(κ) rounds of amplitude amplification are required to obtain the desired state with O(1) success probability. By multiplying these factors, this leads to an overall query complexity of O(ακ 2 polylog (ακ/ )) to U A and the unitary oracle O b |0 = |b that prepares the input state |b . However, this may be improved to O(ακ polylog (ακ/ )) using a more sophisticated approach based on variable-time amplitude amplification as follows.
Lemma 11 (Variable-time quantum linear systems algorithm; adapted from Lemma 27 of [CGJ18] ). Let |b ∈ C N , κ = Ω(1), and A ∈ C N ×N be a Hermitian matrix such that A = 1 and A −1 ≤ κ. Suppose that A/α is block-encoded by a unitary U A with error o( / poly(κ, log (1/ ))), and that |b is prepared by a unitary oracle O b |0 = |b . Then there exists a quantum algorithm that outputs a state |ψ such that |ψ − 
Proof of Corollary 5. Now assuming that A is d-sparse and described by the black-box oracles of Definition 1, our simulation algorithm Theorem 2 allows us to approximate the time-evolution operator e −iA/2 with error δ using O(
) queries. Note that we have used the fact that A = 1 to bound the subordinate norm input Λ 1 2 = 1 required by the algorithm. By taking a matrix logarithm of this operator using Theorem 9 of [LC17a] , A/α may be block-encoded with α = Θ(1) in a unitary U A without affecting the query complexity. Thus by invoking Lemma 11 which requires δ = o( / poly(κ, log (1/ ))), an -approximation of the state A −1 |b A −1 |b may be prepared. The query complexity is obtained by multiplication, and is
Conclusion
Our algorithm for sparse Hamiltonian simulation combines ideas from simulation in the interaction picture with uniform spectral amplification. In applications such solving linear systems of equations or implementing black-box unitaries, one often simulates a sparse Hamiltonian where parameters for the time t, sparsity d, and subordinate norm H 1 2 , naturally describe the problem. Given these, our algorithm scales like
, which is optimal up to subpolynomial factors. Moreover, one is allowed to substitute these parameters for any weaker set of constraints, such as from a well-known sequence of tight norm inequalities for sparse Hamiltonians [CK10] ,
Thus our algorithm generalizes, and in some cases strictly improves, prior art scaling with param-
This greatly narrows the interval containing ultimate bounds on the complexity of sparse Hamiltonian simulation in the black-box setting. Known lower bounds forbid algorithms scaling like
, so it would be interesting to pin this down, or improve the subpolynomial factors in our upper bound. Another useful direction would be to consider the simulation of structured Hamiltonians. For instance, some algorithms are highly successful at exploiting the geometric locality [HHKL18] of certain Hamiltonians, or Hamiltonians with a large separation of energy scales [LW18] . Within the black-box setting, the main challenge would to identify parameters that are sufficiently structured so as to enable a speedup, yet sufficiently general so as to describe problems of interest. • An upper bound on the spectral norm α ≥ max s H(s) is known.
• An upper bound on the average time derivative α ≥ 1 τ τ 0 dH(s) ds ds is known.
• There exists a unitary U that block-encodes a block-diagonal Hamiltonian H ∈ C N M ×N M with normalizing constant α, where M = O τ 2 α α + 1 , and the j th block is H(jτ /M ). Thus
Then for all τ ≤ 1 2α , the time-ordered evolution operator T e −i t 1 t 0 H I (s)ds may be approximated to error using
log log (1/ ) .
• Qubits: O(log (N s ) + log (N a ) + log (M )).
Applying Lemma 12 to the time-dependent Hamiltonian H I (t) leads to Lemma 9. For completeness, we restate this result and sketch the proof.
Proof. Let us approximate the time-evolution operator e −iHτ = e −iAτ T (τ, 0) for a short time-
is generated by the time-dependent interaction-picture Hamiltonian H I (s) = e iAs Be −iAs , we apply the time-dependent simulation algorithm Lemma 12 to approximate T (τ, 0) to error .
The inputs required by Lemma 12 are: 1) the spectral norm is max s H I (s) ≤ α B = α; 2) the time-derivative spectral norm is One possible implementation of U is
which uses one query to the block-encoding U B of B, and two applications each of controllede iA2 k τ /M for positive integers k ≤ log 2 (M ) . Thus the cost C[U ] of approximating U to error is
where we have simplified the error dependence by applying the fact O(log (x log (x))) = O(log (x)) to log (τ α A log 2 (M )
Combining these inputs with the stated cost of time-dependent simulation in Lemma 12 gives the cost C[B, A, τ, ] of approximating the time-evolution operator e −iHτ to error = 1 + log (1/ 1 ) log log (1/ 1 ) 2 + 3 , where 1 is the error contribution from the time-dependent simulation algorithm, 2 is the error contribution from R, and 3 is the error contribution from e −iAτ . The overall error is controlled by
as log 1 log (1/ ) log log (1/ ) = O(log (1/ )). Thus the query complexity is
log (1/ ) log log (1/ ) (44)
, and the gate complexity follows from a very similar derivation as follows.
.
Evolution for longer times t is achieved by L = O(t/τ ) applications of e −iHτ = e −iAτ T (τ, 0), each with error → τ /t. As Eq. (44) holds for all τ = O(α −1 B ), the simulation algorithm Lemma 12 is always applied at least once. Thus the cost of time-evolution for all tα B > 0 has query complexity
where α A ≥ α B is used in the last line. Similarly, the gate complexity is
B Sparse matrix block-encoding by amplitude multiplication
The cost of block-encoding a sparse Hamiltonian, given oracles O F and O H in Definition 1 that compute its non-zero matrix positions and values to b bits of precision, is given by Theorem 10. This is very similar to a procedure by [LC17a] that requires the coherent computation of inverse trigonometric functions and scales with O(poly(b)). For completeness, we provide a proof outline of the original procedure with complexity given by Lemma 13. Subsequently, in Appendix B.1, we prove Theorem 10 which has linear scaling in O(b) by replacing computing trigonometric functions with just a quantum circuit for reversible addition.
• O F 3 is queried by row index i ∈ [N ] and an index l ∈ [d], and returns, in-place, the column index f (i, l) of the l th non-zero matrix entry in the i th row:
Lemma 13 (Block encoding of sparse Hamiltonians by amplitude multiplication and quantum trigonometry [LC17a] ). Let H ∈ C N ×N be a d-sparse Hamiltonian satisfying all the following:
• An upper bound on the spectral-norm Λ ≥ H = max v =0
In the dense or non-sparse case, the oracle OF is replaced by identity, which implements an N -sparse matrix H.
Thus the terms in round brackets are normalized quantum states. As the induced one-norm satisfies H 1 = max k σ k ≤ d H max ≤ dΛ max , the amplitude σ k dΛmax of |0 a 2 is in general less than 1. Thus any procedure that multiplies these amplitudes by some constant C ≤ dΛmax Λ 1 for all j, k would block encode H with normalization constant
dΛmax . This is accomplished by amplitude multiplication [LC17a] , which is a high-precision variant of amplitude amplification. Let us briefly compare the two approaches. Amplitude amplification uses O(C) queries to U col and O(C log (N )) quantum gates for implementing reflections about the |0 a state to transform the amplitudes a k = σ k dΛmax nonlinearly like a k → sin C sin −1 (a k ) for odd integers C. When |Ca k | 1, this is approximately linear in the input a k . In contrast, amplitude multiplication requires any upper bound A ≥ |a k | and uses O(C log (1/δ)) queries to U col and O(C log (1/δ) log (N )) quantum gates to multiply any unknown a k by any choice of real number C = O(1/A) with some bounded real multiplicative error |δ k | ≤ δ that is a function of a k . In other words,
which can be made arbitrarily linear with respect to the initial amplitude, at logarithmic cost.
), we make O( log (1/δ)) gives the stated query and gate complexities.
B.1 Quantum addition instead of inverse trigonometric functions
The proof Theorem 10 requires us to specify the format in which matrix entries |H ik are returned by the oracle O H of Definition 1. We use the following definition.
Definition 14 (Qubit encoding of complex fixed-point numbers). Let z = re i2πφ be a complex number, where φ ∈ [0, 1) is represented by p fractional bits φ ∈ {0, 1} p and r ∈ [0, 2 m ] is represented by m + 1 integer bits and n fractional bits r ∈ {0, 1} m+n+1 as follows. 
Then |z p,m,n is the p + m + n + 1 qubit state |z p,m,n = |φ 1 · · · |φ p |r 0 · · · |r m+n = |φ p |r2 n mn . 
where the bits of precision b = p + m + n + 1. This is a valid starting assumption -any binary representation of |H ik is polynomial-time reducible to |(H ik ) p,m,n . Given any complex number H ik in this format and an upper bound Λ max ≥ H max , the goal is to coherently apply
Λmax as an amplitude. Unlike the proof of Lemma 13 which required the costly coherent computation of inverse trigonometric functions, this may be performed using only simple quantum arithmetic as follows from [SLSB18] . The second line creates a uniform superposition over 2 n+m states using n+m Hadamard gates. The third line compares two integer registers |r2 n mn and |j a . If r2 n < j, a X gate is applied to create the state |r2 m < j b = |1 b . Otherwise the state |0 b is unchanged. This uses a subtractor circuit (the conjugate of modular addition) and costs O(n + m) arbitrary two-qubit gates [CDKM04] . The fourth line collects coefficients of |0 b , which is expressed in the fifth line as a normalized quantum state
The sixth line applies p single-qubit phase rotations on register b, where the j th rotation e iZπφ j 2 −j is controlled by the state |φ j . The seventh line applies a single-qubit Y Pauli rotation. The last line collects coefficients of the |00 bc state. All other components are in |Φ abc , which has no support on |00 bc .
We now prove Theorem 10, restated for convenience.
