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Notre travail s’inscrit dans le courant consacré à la prévision de la dé-
faillance bancaire. Il se propose de tester la validité de la typologie de type
CAMEL dans le cadre de la modélisation de la prévision du défaut bancaire
dans les pays émergents. Son originalité réside dans l’application aux pays
émergents. En appliquant un modèle logit à une base de données de banques
défaillantes dans les pays émergents, nous retrouvons les principaux résul-
tats des modèles de prévision de la défaillance bancaire qui suivent la typo-
logie CAMEL. Les variables proxies de la solvabilité bancaire, de la qualité
des actifs, plus particulièrement la politique de provisionnement des cré-
dits, de la qualité de gestion, de la rentabilité et de la liquidité des actifs
et du taux d’intermédiation ont un impact signiﬁcativement négatif sur la
probabilité de défaillance à un an.
Mots-clés : faillite bancaire, modèlisation de la prévision de défaillance
bancaire, pays émergents, rating CAMEL, modèle logit.
Classiﬁcation JEL : G21, C35
1 Introduction
Ces 20 dernières années ont été marquées par de nombreuses faillites bancaires
à travers le monde, particulièrement dans les pays émergents (Bell et Pain [2000]).
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1L’intérêt porté à la défaillance bancaire vient des coûts substantiels des faillites.
En eﬀet, les conséquences d’une faillite bancaire sont généralement très coûteuses :
pertes ﬁnancières pour les apporteurs de fonds (actionnaires, déposants, assu-
reur), perte de compétitivité de l’industrie bancaire, ainsi qu’une déstabilisation
du système ﬁnancier dans son ensemble, si plusieurs défaillances individuelles dé-
génèrent en crise bancaire, par le biais des mécanismes de contagion. La résolution
de ce type de défaillance entraîne un gaspillage de ressources, particulièrement
rares dans les économies émergentes (Honohan [1997])1.
L’identiﬁcation des déterminants de la défaillance est la première condition
de prévention des diﬃcultés dans l’industrie bancaire. Le régulateur dispose de
modèles d’alertes précoces basées principalement sur des ratios comptables ﬁnan-
ciers et économiques, qui permettent de condenser de nombreuses informations
en une seule statistique de synthèse - la note issue du modèle.
L’excès de risque représente la cause majeure de défaillance bancaire (Panta-
lone et Platt [1987], O.C.C. [1988], et Llewellyn [2002]). Cet excès de risque est la
conséquence d’une gestion et d’un contrôle ineﬃcaces de l’activité d’octroi de cré-
dits par la banque. Une première interrogation porte sur l’existence de diﬀérences
entre les pays émergents au niveau des causes de la défaillance bancaire.
Notre travail s’inscrit dans la littérature consacrée à la prévision de la dé-
faillance bancaire. Cette littérature s’est développée dès les années 70 et porte
principalement sur les banques américaines. Elle a pour objet de développer des
modèles d’alerte précoce, ou Early Warning Systems (EWS). Ceux-ci se basent
sur la typologie CAMEL. Une dernière interrogation porte sur la validité de cette
approche dans le cadre de la modélisatio nde la prévision du défaut bancaire dans
les pays émergents.
Cet article est organisé de la manière suivante. Dans la section 2 nous présen-
tons une revue de la littérature sur les causes et la modélisation de la prévision de
la défaillance bancaire. La section 3 propose une brève description de l’industrie
bancaire et de la défaillance des banques dans les pays émergents. Les données et
la méthodologie sont abordées dans la section 4. Nous présentons nos résultats
dans la section 5. La section 6 conclue notre travail.
2 L’explication et la prévision de la défaillance
bancaire
2.1 Les causes de la défaillance bancaire
Plusieurs facteurs de défaillance bancaire peuvent être relevés dans la littéra-
ture existante (Llewellyn [2002]). L’impact des facteurs institutionnels (réglemen-
1Par exemple, les crises bancaires en Indonésie (1997) et en Thaïlande (1997-98), ont généré
des coûts de restructuration en terme de contribution ﬁscale s’élevant respectivement à 50%-
55% et 42.3% du PIB (Hoggarth et al. [2002]).
2tation, état de droit, etc.) sur des déterminants internes de défaut fondamentaux,
comme l’excès de risque de crédit, reste cependant négligé.
Un excès de risque de crédit et une mauvaise gouvernance d’entreprise dans
la banque sont les principaux facteurs de défaut internes.
L’étude de l’O.C.C. [1988] rapporte les caractéristiques des banques améri-
caines défaillantes dans les années 80. La cause principale de défaillance a été la
mauvaise qualité des actifs bancaires. Or cette qualité incombe à la responsabi-
lité des dirigeants et des managers de l’établissement. C’est donc une mauvaise
gestion des risques qui est à l’origine de la défaillance bancaire. Les quatres prin-
cipaux facteurs présents dans les banques défaillantes ont été :
1. une politique de crédit inexistante ou inadéquate,
2. un système de contrôle et de surveillance inadéquat,
3. un système d’identiﬁcation des crédits douteux inadéquat,
4. une concentration excessive des pouvoirs de décision.
Une récente revue des principaux facteurs de crise bancaire par Llewellyn
[2002] relève cinq caractéristiques communes à la majorité des problèmes ban-
caires dans le monde :
– des processus d’analyse, de gestion et de contrôle du risque ineﬃcaces,
– une surveillance insuﬃsante,
– une structure incitative faible ou perverse,
– une transmission de l’information insuﬃsante,
– une gouvernance inadéquate.
Une mauvaise gestion et un mauvais contrôle du risque de crédit engendre un
excès de risque au niveau de la banque. Celui-ci est le résultat d’une décision de
crédit qui génère un risque de défaut de l’établissement trop élevé par rapport aux
objectifs des actionnaires et autres partenaires de la banque. La cause essentielle
de ce phénomène est que les agents qui sont à l’origine de la décision de crédit ne
supportent pas la totalité des coûts du risque induits par leurs décisions.
Diﬀérents symptômes de l’excès de risque de crédit peuvent être relevés dans
la littérature (Keeton et Morris [1987], Clair [1992], et Honohan [1997]) :
– une qualité du portefeuille de crédits médiocre (part des crédits non per-
formants importante),
– une concentration des crédits dans le portefeuille (par maturité, par em-
prunteur, par secteur, par géographie, par type d’instrument),
– une évaluation trop optimiste ou une sous-évaluation de la qualité du crédit,
– une tariﬁcation insuﬃsante du crédit par rapport à son risque de défaut,
– des corrélations importantes entre les crédits du portefeuille (entre diﬀé-
rents type de crédits, entre les crédits non performants de diﬀérents type et
catégorie d’instrument, entre les périodes),
– une croissance du volume des crédits excessive,
3– une absorption du risque supérieure à la capacité technique de la banque.
Concernant la relation entre le contrôle de l’agent et sa prise de risque, Gor-
ton et Rosen [1995] proposent une explication de la défaillance bancaire aux
Etats-Unis basée sur des mécanismes de gouvernance d’entreprise ineﬃcaces ou
inadéquats qui inciteraient à l’excès de risque.
La politique de rémunération est un des mécanismes de gouvernance interne
censé répondre aux problèmes de coûts d’agence dans les banques2(Jensen [1993]).
Il s’agit d’indexer le salaire de l’agent (le manager responsable de la décision
d’octroi de crédit et donc de prise de risque) sur ses performances et le faire
participer au capital de la banque (attribution de stocks-options)3.
D’après Gorton et Rosen [1995], les incitations à l’excès de risque dépendent
du niveau de participations au capital de la banque. En eﬀet, dans une industrie en
déclin, où les opportunités d’investissement de qualité diminuent4, un manager-
insider médiocre (qui ne peut ou ne sait pas repérer des projets rentables de
bonne qualité) peut conserver sont poste et augmenter ses revenus en octroyant
des crédits à des emprunteurs risqués. Cette relation entre la prise de risque et le
niveau de participations managériales est non linéaire et concave. Au déla d’un
niveau de participations majoritaire, le mécanisme est eﬃcace car disciplinant
(en cas d’excès de risque et donc de défaut, le manager perd son investissement
en capital humain et ses participations au capital de la banque), réduisant ainsi
les incitations à l’excès de risque même dans une industrie bancaire en déclin. Par
contre pour des niveaux de participations minoritaires, le manager conserve sa
capacité de résister au contrôle de l’actionnaire, tout en bénéﬁciant des revenus de
ses stocks-options, grâce à un excès de risque, que le principal ne peut observer.
L’explication de l’excès de risque avancée par Gorton et Rosen [1995] est
particulièrment pertinente dans le cadre des banques des pays émergents, où les
2L’industrie bancaire présente des spéciﬁcités au niveau de la gouvernance, qui ont été mises
en évidence par Caprio et Levine [2002] et Ciancanelli et Reyes Gonzalez [2000] (ainsi que
Prowse [1995]). Les deux principales spéciﬁcitées sont :
– l’opacité des actifs bancaires, la banque étant la seule à connaître leurs vraies valeurs. Cela
accroit l’asymétrie d’informations insiders / outsiders et les coûts d’agence,
– la régulation de l’activité bancaire biaise la discipline de marché au proﬁt d’une discipline
réglementaire pas toujours eﬃcace.
3Houston et James [1995] trouvent une relation positive entre l’octroi de participations au
capital de la banque et sa valeur de franchise, ce qui limite l’excès de risque. Ang et al. [2001]
et John et al. [2001] trouvent également que ce type de politique de rémunération réduit les
incitations à l’excès de risque.
4Dans un contexte d’industrie bancaire traditionnelle en déclin, conséquence d’une innova-
tion ﬁnancière croissante et d’une dérégulation des marchés (Kaufman et More [1994], Edwards
et Mishkin [1995], Schmidt et al. [1999]), les banques perdent leur avantage d’intermédiation
ﬁnancière traditionnelle ("decline of banking"). Pour conserver un certain niveau de rentabilité,
les banques se sont soit tournés vers des activités nouvelles (hors-bilan, produits dérivés), soit
vers le ﬁnancement de projets plus risqués, augmentant ainsi leur prise de risque (Santomero
et Trester [1998]).
4participations au capital des managers et de l’équipe dirigeante sont courantes.
Les résultats de travaux empiriques s’intéressant également à l’impact de la
structure de propriété sur la prise de risque dans la banque sont plus mitigés.
Saunders et al. [1990] trouvent que les banques contrôlées majoritairement par des
actionnaires-outsiders apparaissent comme plus risquées. Par contre, les études de
Knopf et Teall [1996] et Anderson et Fraser [2000] conﬁrement l’existence d’une
prise de risque plus importante dans les banques contrôlées majoritairement par
des managers-insiders. Demsetz et al. [1997] trouvent que ce type de relation est
particulièrement signiﬁcative dans des banques à valeur de franchise faible5.
En matière de facteurs de défaillance que l’on peut qualiﬁer d’externes, nous
pouvons relever dans la littérature des facteurs macroéconomiques et de structure
de marché. Existent également des facteurs de type réglementaires et institution-
nels.
Les principaux facteurs macroéconomiques de défaillance sont généralement
aussi ceux qui sont à l’origine des crises bancaires, particulièrement dans les pays
émergents (l’inﬂation, les ﬂuctuations des taux d’intérêts, la volatilité des ﬂux de
capitaux étrangers, le régime de taux de change, un budget public non maitrisé,
etc)6.
Dans des pays émergents et/ou en transition, les changements structurels et
réglementaires en cours accroissent la propension à l’émergence de ces facteurs
macroéconomiques. Dans ce contexte, les banques ne peuvent appréhender correc-
tement le risque de crédit de leurs contreparties, compte tenu d’un environnement
économique en évolution. Un phénomène d’ampliﬁcation du cycle de crédit (boom
& bust) peut apparaître, avec une volatilité accrue de la croissance du volume
des crédits7.
Une concurrence intense sur le marché de crédit peut inciter la banque à
accepter de mauvais risques en proposant des conditions du contrat de dette
qui ne correspondent pas au proﬁl risque de l’emprunteur (ou alternativement
à la politique de crédit de l’établissement), particulièrment une tariﬁcation non
ajustée au risque, qui génère une marge qui ne rémunère pas le coût du risque.
L’étude de Keeley [1990] se focalise sur la relation entre la prise de risque et
la valeur de franchise (VF) de la banque. Cette VF est d’autant plus importante
que la banque dispose de pouvoir important sur le marché de crédit. La menace
de la perte de cette VF discipline le comportement de la banque. Suite à la
déreglementation des activités bancaires des années 80 aux USA, le pouvoir de
5Actif non tangible correspondant aux proﬁts futurs espérés qu’engendre l’activité bancaire.
6Voir les contributions de Caprio et Klingebiel [1996], Goldstein et Turner [1996], Gonzalez-
Hermosillo [1999], et Demirgüç-Kunt et Detragiarche [2000].
7La banque sous estime le risque de crédit à court-terme, et dès le retournement du cycle
économique, la probabilité de défaut de la banque augmente, compte tenu de l’accroissement
du risque de crédit dans l’économie.
5monopole des banques s’est estompé, de même que leur VF. L’intensiﬁcation de
la concurrence a réduit la VF des banques, ce qui a réduit l’eﬀet disciplinant de
celle-ci, alors que la concurrence a exigé des banques des eﬀorts supplémentaires
pour rester rentables, ce qui a également généré un excès de risque. Saunders et
Wilson [2001] étendent l’analyse de Keeley en étudiant la sensibilité de la relation
prise de risque et VF aux cycles des aﬀaires. Il en résulte une procyclicité de la
VF, qui accroît en période d’expansion, et diminue en phase de récession. Ainsi,
le mecanisme disciplinant de la VF s’amenuise si l’environnement économique se
déteriore.
Il existe également des modèles théoriques qui s’intéressent à cette relation
entre l’excès de risque et le niveau de concurrence. Hellmann et al. [2000] mettent
en évidence la possibilité d’un comportement de prise de risque excessif dans un
marché fortement concurrentiel. La régulation bancaire peut contenir cet impact
négatif, mais génère elle-même des incitations adverses. Repullo [2002] parvient
à des conclusions similaires. D’autres modèles parviennent à des résultats sem-
blables (Covitz et Heitﬁeld [1999] et Cordella et Levy Yeyati [2002]).
Les incitations à l’excès de risque peuvent prendre leur source dans les carac-
téristiques de la réglementation de l’activité bancaire, comme le système d’assu-
rance des dépôts à prime ﬁxe, et le comportement du régulateur.
L’existence d’un fond de garantie des dépôts réduit les incitations des dépo-
sants à exercer une discipline de marché sur la banque. Ensuite, la ﬁxité de la
prime d’assurance incite les banques à utiliser les dépôts pour ﬁnancer des crédits
risqués et les conduit à un excès de risque.
Le comportement du régulateur exerce une forme de discipline réglementaire
sur le comportement de la banque8. Cette discipline est imparfaite à cause des
problèmes spéciﬁques de TBTF (”too big to fail”) et de laxisme (forbearance)
(Kane [1989]).
Le laxisme plus ou moins passager du régulateur consiste en une non in-
tervention dans le cas de diﬃcultés d’une banque insolvable. Ce comportement
peut conduire à une défaillance de la banque plus grave et des coûts supplémen-
taires pour le régulateur par rapport à une décision de fermeture plus précoce.
Ce comportement peut génèrer des incitations adverses au niveau du compor-
tement des autres banques de la place. Le problème du TBTF relève du conﬂit
d’intérêts entre la banque et le régulateur, et est une conséquence du laxisme.
Des établissements de grande taille, dont la mise en faillite impliquerait des coûts
économiques importants (pertes pour les apporteurs de fonds, particulièrement
le fond de garantie, déstabilisation du système ﬁnancier, etc.)9 anticipent une
non intervention du régulateur. Elles peuvent alors s’engager dans des activités
excessivement risquées.
8La régulation de l’industrie bancaire est principalement motivée par les eﬀets négatifs des
externalités éventuelles des défaillances des banques (Berger et al. [1995], Santos [2001]).
9National Bank of San Diego ou Franklin National Bank of New York aux USA.
6L’aspect intertemporel de la régulation du capital bancaire (Koehn et San-
tomero [1980], Kim et Santomero [1988], et Blum [1999]) peut paradoxalement
inciter à l’excès de risque . L’obligation réglementaire de détenir un certain niveau
de capital en période t + 1 exige de la banque de dégager des revenus en période
t. La régulation étant coûteuse, réduisant donc les proﬁts espérés de l’établisse-
ment et par conséquence la valeur de franchise, la banque peut être alors incitée
à dégager ces revenus en augmentant sa prise de risque.
Des facteurs institutionnels et juridiques peuvent également être à l’origine
de l’excès de risque.
Les travaux de La Porta et al. [1997, 1998, 2000] (LLSV) ont mis en évi-
dence l’impact de la qualité de l’environnement juridique et insitutionnelle sur la
protection des apporteurs de fonds (protection des investisseurs contre l’expro-
priation par les insiders particulièrement) et ainsi sur la nature et l’eﬃcience des
marchés de capitaux, de même que sur les performances des systèmes ﬁnanciers
dans leur ensemble. Les droits qui régissent les relations entre les apporteurs de
fonds (principal) et managers (agent) dépendent de l’environnement juridique et
institutionnel d’un pays. Cet environnement peut être un déterminant important
de l’eﬃcacité des mécanismes de gouvernance régissant les relations principal-
agent. Il peut donc exister une relation entre cet environnement et les méca-
nismes de gouvernance, pouvant être positive (il existe de bons mécanismes dans
un bon environnement), négative (il existe de mauvais mécanismes dans un bon
environnement), ou opposée (il existe une compensation entre un bon/mauvais
environnement et de bons/mauvais mécanismes). En outre, cet environnement
peut favoriser l’excès de risque ou réduire l’eﬃcacite de son contrôle par d’autres
institutions et mécanismes prévus à cet eﬀet.
Klapper et Love [2002] étudient les relations entre l’environnement juridique
et le système de gouvernance individuelle dans 14 pays émergents. Ils utilisent
en outre des indicateurs de gouvernance du CLSA10, Leurs résultats conﬁrment
l’existence de gouvernance faible dans des environnements réglementaires et insi-
tutionnels faibles. Cette relation entre les mécanismes de gouvernance et l’en-
vironnement juridique aﬀecte négativement les performances des ﬁrmes dans
les pays étudiés. Mitton [2002] trouve que des mécanismes de gouvernance dé-
faillants11 ont contribué à vulnérabiliser et par la suite à ampliﬁer la Crise Asia-
tique de 1997-1998. Hussain et Wihlborg [1999] trouvent également que les fac-
teurs institutionnels ont contribuer à la profondeur de la crise, tandis que les
procédures d’insolvabilité expliqueraient la durée de la crise.
Barth et al. [2001] étudient la relation entre la régulation et la surveillance
10Crédit Lyonnais Securities Asia. Ces indicateurs portent sur la discipline, la transparence,
l’indépendance, la comptabilité et la responsabilité. Ils sont le résultat d’enquêtes auprès de
banquiers.
11Dans cette étude il s’agit des moyens de protection des actionnaires minoritaires contre
l’expropriation par les managers-insiders et les actionnaires majoritaires.
7des banques et leurs performance. Leur résultats mettent en évidence l’impor-
tance de la discipline de marché comme élément crucial dans les stratégies de
régulation et de surveillance eﬃcaces. Cette forme de discipline semble être la
plus eﬃcace dans le contrôle des banques. Barth et al. [2000] se focalisent sur la
relation entre les diﬀérents systèmes de régulation et de structure de propriété et
les performances et la stabilité des banques. Il en résulte également que l’impo-
sition de restrictions sur les activités bancaires aﬀecte négativement les banques.
Plus le marché est contestable, plus la discipline de marché est eﬀective, et peut
agir sur le comportement des banques. Calomiris et Powell [2000] arrivent à des
conclusions similaires, après avoir analyser l’évolution de la réglementation en
Argentine dans les années 90. Celle-ci s’est appuyé principalement sur la disci-
pline de marché et a permis d’inciter les banques à une gestion plus saine de leurs
risques, chose diﬃcile dans une période post libéralisation ﬁnancière. Barth et
al. [2002] étendent cette analyse en comparant l’impact de diﬀérents systèmes de
surveillance sur la rentabilité des banques. Dans l’ensemble, l’impact de la struc-
ture de la surveillance est faible. Un surveillant unique accroît la performance des
banques.
2.2 La modélisation de la prévision du défaut bancaire
Les modèles de prévision de défaillance bancaire ont pour objectifs princi-
paux :
– l’évaluation des banques dans un cadre formel,
– l’identiﬁcation des banques "à problèmes",
– l’établissement de priorités dans les contrôles sur sites dans banques,
– l’initiation d’actions correctives par le régulateur.
A partir des années 90, ces modèles se focalisent de plus en plus sur le proﬁl-
risque de la banque, et sa capacités de gestion des risques bancaires.
Sahajwala et Van der Bergh [2000] classe les modèles utilisés par les régula-
teurs des principaux pays du G10 en 4 catégories, dont l’une est la classe des
modèles statistiques, ou EWS12.
Les modèles EWS ont pour objectif la "traduction" de diﬀérents indicateurs
de performance et de solvabilité bancaire en une estimation du risque de défaut de
l’établissement13. A l’aide de cette estimation, le régulateur peut alors eﬀectuer
une ségregation des banques en établissements risqués et non-risqués.
La majorité des modèles d’explication et de prévision du défaut bancaire s’ins-
crivent dans la typologie de type CAMEL. Cette typologie recense cinq catégories
d’éléments à prendre en compte qui composent ensuite une note ou rating de l’état
de la banque. Les modèles statistiques EWS ont pour objectif de déterminer les
12Les 3 autres classes de modèles sont : les systèmes de rating des banques, la peer analysis
de ratios ﬁnanciers, les systèmes d’évaluation compréhensive des risques bancaires.
13Les modèles "de réference" sont originaires des USA (modèles SEER, SCOR).
8meilleures proxies de ces 5 composantes14.
Sinkey [1975] a été un des premiers à étudier les banques à problèmes, en
appliquant une analyse discriminante multivariée (ADM) à un échantillon de 220
petites banques commerciales américaines, dont 110 défaillantes, sur la période
1969-1972. A partir d’un ensemble de 100 ratios, il choisit 10 variables dont 6 sont
signiﬁcatives. La qualité des actifs de la banque est la variable la plus signiﬁca-
tive. Les autres variables les plus discriminantes sont la composition des actifs,
les caractéristiques de crédits, l’adéquation du capital, les sources et l’utilisation
des revenus, et l’eﬃcience et la rentabilité. Des proxies de la qualité de manage-
ment et de l’honnêteté fournissent des variables de l’eﬃcacité opérationnelle de
l’établissement.
Altman et al. [1977] appliquent également une ADM à un échantillon de 212
banques américaines de dépôts sur la période 1966-1973. Altman et al. divisent
cette population en 3 sous-échantillons : les banques à problèmes (56), les banques
fragiles (ayant des diﬃcultés temporaires)(49) et les banques saines (107). Sur les
32 ratios testés, 7 sont signiﬁcatifs. La variable discriminante la plus signiﬁcative
est le résultat d’exploitation ainsi que son évolution.
Martin [1977] a été le premier à utiliser une approche logistique en se focalisant
sur le type d’insolvabilité bancaire. Il étudie un échantillon de 5642 banques
saines et 58 banques en faillites sur la période 1970-1976. Il teste 25 ratios dont
4 s’avèrent signiﬁcatifs, principalement les proxies du ratio de capital sur actifs
risqués, et la composition du portefeuille de crédits par rapport au total bilan.
Avery et Hanweck [1984], Barth et al. [1985] et Benston [1985] ont également
contribué à ces études en appliquant des modèles logit sur des échantillons re-
lativement importants (respectivement 1290 dont 100 défaillantes, 906 dont 318
défaillantes, et 890 dont 178 défaillantes) sur des périodes de quelques années au
début des années 80, exclusivement aux USA. Au plus 7 des ratios testés s’avèrent
signiﬁcatifs, souvent des proxies de la composition et de la qualité du portefeuille
de crédits, le ratio de capital (sous diﬀérentes formes), et les sources de revenus.
Pantalone et Platt [1987] ont construit et testé un modèle d’alerte précoce
utilisant une régression logistique. Leur modèle inclu un ensemble de ratios qui
représentent les 5 éléments constitutifs du rating CAMEL : la rentabilité, l’eﬃca-
cité du management, le levier, la diversiﬁcation et l’environnement économique.
Ils ont utilisé un échantillon de 113 banques défaillantes et 226 non défaillantes
sur la période du début des années 80.
Les résultats de ces études empiriques conﬁrment que la cause principale de
la défaillance bancaire est un management mauvais ou médiocre (le M du rating
CAMEL), qui implique une prise de risque excessive et/ou un contrôle de la
prise de risque manquant. L’adéquation du capital (C), la capacité à générer des
revenus (E) et la liquidité des actifs (L) ont également un impact considérable.
14Depuis le 1er janvier 1997, il existe une 6e composante - S : sensibilité au risque de marché.
Les 5 éléments du rating CAMEL sont présentés dans la ﬁgure 1 en annexes.
9La diﬃculté liée à l’analyse du rôle du management dans ce contexte concerne
la mesure de sa qualité et de sa pertinence. En eﬀet, le management est a priori
une activité subjective. Une méthodologie nouvelle et alternative a été appliquée
par un ensemble d’auteurs pour tenter de quantiﬁer et d’analyser le facteur ma-
nagement dans l’industrie banacaire. Il s’agit de la méthodologie des frontières
d’eﬃcience15.
Barr et Siems [1994] proposent deux nouveaux modèles de détection pré-
coce de diﬃcultés de la banque, permettant de détecter des problèmes deux ans
avant l’insolvabilité. Ce type de modèle inclu des variables qui représentent les
éléments constitutifs du rating CAMEL, en incorporant des scores d’eﬃcience
comme proxy de la qualité du management, ainsi qu’un variable proxy des condi-
tions économiques en vigueur. En eﬀet, en se réferant à Barr et al. [1993], les
scores d’eﬃcience (proxy de la qualité du management) varient jusqu’à trois ans
avant la défaillance de la banque. Cette sensibilité précoce des scores d’eﬃcience
est alors très utile dans le cadre de modèles de prévision de défaillance. Les
banques eﬃcientes contrôlent mieux leurs dépenses, gèrent mieux leurs risques
et anticipent mieux les évolutions de l’environnement économique, aﬁn d’adapter
leurs stratégies futures en conséquence.
Barr et Siems appliquent un modèle probit en intégrant un score d’eﬃcience
issu de la méthodologie non paramétrique DEA16 (approche intermédiation17)
comme proxy de la qualité du management, en plus des quatres autres variables
CAMEL et une variable économique. Le modèle est estimé un an et deux ans
avant la défaillance. Le modèle ainsi obtenu est robuste et plus précis que les
modèles de Martin [1977] et Pantalone et Platt [1987].
3 L’industrie et la défaillance bancaire dans les
pays émergents
De même que l’ensemble de l’industrie bancaire à travers le monde, les banques
dans les pays émergents sont soumises à des vagues de changements, principale-
ment technologiques, de deréglementation, et les modiﬁcations du métier même
15Les méthodes d’évaluation de l’eﬃcience à partir des fonctions de production permettent
de calculer des scores d’eﬃcience. Ces scores correspondent à la mesure de la distance qui
sépare chaque observations de la frontière d’eﬃcience. Les observations se situant sur celle-ci
sont considérées comme eﬃcientes (Färe et al. [1994], Coelli et al. [1999]). Une des principales
activité de la banque est l’octroi de crédits, qui implique une gestion du risque de crédit. La
performance de la banque dans ce domaine d’activité peut être évaluée au moyen des méthodes
de frontière d’eﬃcience.
16Data Envelopment Analysis.
17La banque est perçu comme un transformateur de ressources (inputs) tels que les dépôts
en produits (outputs) tels que les crédits. L’approche alternative est appelée production (on
étudie alors l’eﬃcacité productive de l’établissement, en considérant comme outputs les dépôts
et les crédits).
10de banquier. Les crises bancaires et le processus de privatisations sont par contre
des éléments spéciﬁques aux banques des pays émergents.
Table 1: Evolutions des systèmes bancaires dans les pays émergents (chiﬀres 1999)
Asiea Amérique Latineb PECOc
Intermédiaires ﬁnanciersd 11761 1741 1154
dont banques 1059 302 929
Indice de concentratione 43 59 55
Emploi (en milliers) 344f 773 252
Total des actifs (en milliards USD) 1917 766 188
RoAg -1.6 0.5 1.8
Ratio de capital 11.7 12.6 13.9
source : Hawkins et Mihaljek [2001], BIS.
aCorée du Sud, Malaisie, Philippines, Thaïlande.
bBrézil, Chile, Colombie, Mexique, Pérou.
cRépublique Tchèque, Hongrie, Pologne.
dHors assurances et fonds de pension et mutuels.
ePourcentage détenue par les 5 plus grands établissements.
fHors Philippines.
gReturn on Assets
L’industrie bancaire dans les pays émergents a été traditionnellement un sec-
teur fortement protégé, aﬃchant des rendements confortables grâçe à une régula-
tion des taux (créditeurs et débiteurs), et des restrictions de l’entrée sur le marché
bancaire. Avec les bouleversements et changements des années 90, cette industrie
a ﬁni par être dérégulée et ouverte à la concurrence nationale puis étrangère. Ceci
a conduit à l’établissement de nouvelles banques, l’entrée de banques étrangères
sur le marché, la privatisation des banques publiques, et des vagues de fusions
et acquisitions. Le développement des technologies bancaires ont surtout eu un
impact sur la production d’informations. Le recours à l’utilisation de produits
dérivés se développe également, de même que celui des moyens de paiement éléc-
troniques. Ces bouleversements technologiques aﬀectent la structure et la perfor-
mance des banques, à travers leur impact sur les coûts et les économies d’échelle
essentiellement. Le processus de désintermédiation et de "débancarisation" suit
son cours également dans les pays émergents.
A la ﬁn des années 80 et au début des années 90, plus de la moitié des banques
dans ces pays étaient aux mains de l’Etat. Une décennie plus tard, la part moyenne
des actifs des banques publiques est passé à 20% dans les PECO et à 15% en Amé-
rique Latine. Le secteur bancaire russe demeure fortement nationalisée, avec 68%
des actifs bancaires aux mains de l’Etat en 2000. Par contre, dans de nombreux
pays asiatiques (Corée du Sud, Indonésie, Thaïlande) on observe un mouvement
11Table 2: Indicateurs de performance des secteurs bancaires dans les pays émer-
gents (part du total bilan, chiﬀres 1999)
Asiea Amérique Latineb PECOc
Revenus des taux d’intérêts 2.2 5.4 2.5
Autres produits 0.8 1.8 2.0
Charges d’exploitation 2.3 5.7 3.1
Pertes sur crédits 1.8 1.7 0.4
Revenus avant imposition -0.7 2.4 1.0
source : Hawkins et Mihaljek [2001], BIS.
aCorée du Sud, Malaisie, Philippines, Thaïlande.
bArgentine, Brézil, Chile, Colombie, Mexique, Pérou.
cRépublique Tchèque, Hongrie, Pologne.
contraire, une partie des banques en diﬃcultés ont été temporairement nationa-
lisées, suite à la Crise Asiatique.
Les pays émergents ont été marqués par des épisodes de crises tout au long
des années 90. Le tableau 3 résume les principales périodes pour quelques pays
sélectionnés (voir Caprio et Klingebiel [1996] et Gonzalez-Hermosillo [1999] pour
une revue plus détaillée des causes et des conséquences des diﬀérentes crises).
Notons que la transmission des diﬃcultés des banques s’opèrent plus faci-
lement compte tenu de l’intégration croissante des marchés ﬁnanciers, particu-
lièrement de ceux des pays émergents, les plus exposés également au risque de
crise bancaire (Goldstein et Turner [1996]). En eﬀet, l’architecture des systèmes
ﬁnanciers des pays émergents est nettement moins hétèrogènes que celle des pays
industrialisés, exposant d’avantage ce type de pays au risque systémique (Allen et
Gale [2000]). En eﬀet, ces marchés émergents sont dotés de diﬀérentes spéciﬁcités,
telles que :
– des dettes de maturité plus courte au passif,
– des opportunités de diversiﬁcation et de partage des risques moins impor-
tantes,
– un accès moins important à diﬀérentes sources de ﬁnancement (notamment
à cause d’un sous-développement des marchés de titres),
– un environnement réglementaire et de surveillance moins développé.
Ces spéciﬁcités impliquent une exposition au risque de défaillance plus im-
portante dans ces pays, et les crises bancaires qui peuvent en résulter mettent en
danger les systèmes bancaires et ﬁnanciers des autres pays industrialisés.
12Table 3: Crises bancaires dans les pays émergents durant les années 90
Période Taux de PNPa Coût
(% du total bilan) (% PIB)
ASIE
Corée du Sud 1997- 30-40 20*
Indonésie 1997- 65-75 50-55*
Malaisie 1997- 25-35 21*
Phillipines 1998- 20 7*
Taïwan 1997-98 15 11.5*
Thaïlande 1997- 46 42*
AMERIQUE LATINE
Argentine 1995 n.d. 2 (1997)
Brésil 1994- 15 1-2**
Mexique 1995- n.d. 15**
Paraguay 1995- n.d. 5**
Venezuela 1994- n.d. 18**
EUROPE DE L’EST
Bulgarie 90s 75 13 (1996)
Hongrie 1991-95 25 10 (1993)
Lettonie 1995- n.d. 3 (1998)
Pologne 90s n.d. 2 (1993)
Roumanie 1990- 25-30 0.6 (1998)
Russie 1998-99 n.d. 5-7 (1999)
Slovaquie 1991- 31 n.d.
∗ : 1998
∗∗ : 1997
n.d. : non disponible
source : Caprio et Kliengebiel [1996], World Bank et Hawkins et Mihaljek [2001], BIS.
aPrêts Non Performants
134 Données et méthodologie
4.1 Données
Nous avons constituer une base de banques défaillantes dans un ensemble de
pays émergents des 3 zones d’Asie, d’Amérique Latine et des PECO. A cet eﬀet,
nous avons contacté les institutions de régulation locales18. Nous avons également
pu bénéﬁcier d’un accès à la base en ligne de Banker’s Almanac19 pour compléter
notre base de données sur les banques défaillantes. Celle-ci permet d’identiﬁer les
établissements défaillants ainsi que la date du défaut20.
Nous déﬁnissons le défaut de la manière la plus large possible. Nous considé-
rons comme défaillante une banque qui ne peut plus fonctionner de façon auto-
nome sans intervention externe, ou qui est déja engagée dans une procédure qui
mène à sa sortie du marché. Ainsi, une banque est jugée défaillante lorsqu’elle
fait l’objet des procédures suivantes :
– sous administration (soutient d’une institution de régulation inclu21, no-
tamment d’agence de restructuration),
– licence bancaire suspendue ou révoquée,
– en liquidation,
– en faillite.
Selon cette typologie, nous disposons de 297 banques défaillantes22 sur la
période 1990 à 2002, pour 34 pays. Les défauts pour les années 1990-96 étant
résiduels (1 à 2 établissements par année) nous excluons ces années de notre
base. En ne conservant que les banques commerciales, coopératives, de dépôts et
d’investissement (dans un souci d’homogénéité du type de banque étudié), nous
obtenons ﬁnalement un échantillon de 270 banques défaillantes pour lesquelles
nous disposons de données de bilan dans BankScope23.
Notre échantillon global comporte donc 1853 banques commerciales, coopéra-
tives, de dépôts et d’investissement, dont 270 défaillantes. Nous avons respective-
ment 24 défauts en 1997, 80 en 1998, 75 en 1999, 37 en 2000, 36 en 2001, et 18 en
2002. La majorité des défaillantes sont des banques commerciales (206), viennent
ensuite les banques d’investissement (52), le reste étant composé de banques co-
opératives et de dépôts (respectivement 11 et 2) Au niveau de notre échantillon
18Banques Centrales, commissions de régulation et de surveillance prudentielle, assureur des
dépôts bancaires, association et fédération de banques, associations de commissions de régula-
tion prudentielle, et agences de restructurations dans les pays ayant connus des crises.
19www.bankersalmanac.com
20Des informations plus détaillées sur les origines et le contexte de la défaillance, le type de
procédure de résolution employée et son coût sont également disponibles, mais pour un nombre
restreint de banques.
21Rachat de crédits douteux, recapitalisation, etc.
22Après nettoyage des comptes consolidés
23La répartition des banques défaillantes et des banques disponibles présentée dans le tableau
15 en annexes.
14global, nous avons 1588 banques commerciales, 226 banques d’investissement, 41
banques coopératives, et 28 banques de dépôts.
Ayant connaissance des établissements défaillants, nous avons ensuite com-
pléter notre base avec des données de bilan (informations comptables) issues de
BankScope. Les données comptables portent sur les détails des postes à l’actif et
au passif des bilans bancaires, ainsi que sur le compte de résultat. Ces données
sont annuelles, les exercices comptables étant clos au 31.12 de chaque année. Tous
ces postes de bilan sont dénominés en milliers de USD. Ces informations nous
permettent de construire une batterie de ratios proxies des 5 éléments constitutifs
du rating CAMEL.
4.2 Méthodologie
Nous étudions les déterminants de la défaillance bancaire à l’horizon d’un an.
Nous nous limitons pour l’instant à cet horizon, fréquemment retenu dans la litté-
rature empirique. Dans cette perspective, nous avons empiler nos données année
par année24, avec un décalage d’un an entre les défaillantes et les non-défaillantes.
Nous avons exclu l’année 2002 de notre analyse, le nombre de défauts (18) étant
relativement peu élevé. Il nous reste donc 5 années. Nous retenons des établisse-
ments de proﬁl relativement homogène (Banques commerciales, coopérative, de
dépôt et d’investissement).
Après empilage, nous obtenons une base de 8162 observations. Les nettoyages
consécutifs nous ont ramenés à une base de 2727 observations, dont 120 défauts,
sur 5 ans.
Aﬁn d’arriver à un modèle de prévision de la défaillance bancaire des pays
émergents, nous avons procéder en 3 étapes :
1. étude des corrélations entre ces diﬀérents ratios et la variable de défaut,
2. analyse discriminante stepwise, aﬁn d’isoler les variables les plus discrimi-
nantes,
3. régressions logit et logit stepwise, en nous appuyant sur les informations
résultants des 2 premières étapes.
Nous avons répertorié les principales variables utilisées dans la littérature em-
pirique sur la prévision de défaillance bancaire, et compte tenu de la disponibilité
de nos propres données25, nous avons créer un ensemble de ratios représentatifs
des éléments composant un rating de type CAMEL. L’ensemble des ratios crées
24L’empilage des observations est fréquent dans la littérature sur la prévision de défaillance
bancaire lorsque le nombre de défaut pas année est faible (Thomson [1991]).
25L’intégration de nouvelles variables nécessite d’avantage de nettoyage de la base, ce qui
réduit la quantité d’informations disponible. Nous avions du donc trancher cet "arbitrage" au
proﬁt de l’information disponible par rapport à l’aﬃnage des variables explicatives.
15est présenté dans le tableau 16 en annexes, de même que le signe attendu de
l’eﬀet des diﬀérents ratios sur la variable dépendante de défaut26.
Nous avons codé l’occurrence du défaut par une variable binaire qui prend
la valeur 1 en cas de défaut, et 0 sinon, que nous expliquons par un vecteur de
variables retardées d’un an. Pour calculer la probabilité de défaut p et estimer les
paramètres du modèle, il est nécessaire de spéciﬁer une distribution statistique
pour le terme d’erreur ε. Les 2 distributions statistiques les plus couramment
utilisées sont la loi logistique et la loi normale, qui diﬀérencient les modèles quali-
tatifs binaires Logit et Probit. Compte tenu des proportions inégales des défauts
et des non-défauts dans notre échantillon, nous adoptons une spéciﬁcation logit27.
Nous estimons l’équation 128 :
DEFAUTt = α + β
0Xt−1 (1)
avec Xt−1 = proxies CAMEL,
après avoir sélectionné les variables explicatives d’intérêt, suite à l’étude des corré-




Les statistiques univariées de bases portant sur les principales variables en fonction
de l’état de la banque (défaillante / non-défaillante) sont répertoriées dans le tableau 4.
Nous avons ensuite crée 4 catégories de taille des banques dans notre échantillon
(il s’agit des quartiles de la distribution de la variable TA, qui sont respectivement
91.753, 319.000 et 1.347.737 milliers de USD), aﬁn de pouvoir comparer les valeurs des
moyennes des diﬀérentes variables selon l’état de l’établissement : défaillant vs. non-
défaillant. Tous les volumes sont en milliers de USD et les ratios en %. Les résultas sont
présentés dans le tableau 5.
Nous avons également des statistiques sur un sous-échantillon plus réduit car d’avan-
tage nettoyé, qui illustre la répartition des valeurs moyennes des variables proxies de
la qualité du portefeuille des crédits (prêts non performants - PNP), et surtout leur
provisionnement (cf. tableau 6).
En moyenne, les banques défaillantes font des pertes (NI <0), sauf les petites, pour
lesquelles mêmes les non-défaillantes n’enregistrent pas de bénéﬁce. Il en est de même
pour la rentabilité des actifs (ROA), qui est négative. Les marges dégagées (NIM) plus
faibles pour les défaillantes, et diminuent avec la taille de l’établissement.
26Nous nous sommes basées (entre autres) sur les travaux de Sinkey [1975], Altman [1977],
Hanweck [1977], Martin [1977], Barth et al. [1985], Lane et al. [1986], Pantalone et Platt [1987],
Gajewski [1988], Espahbodi [1991], Thomson [1991], Barr et Siems [1994], Wheelock et Wilson
[1995], Gonzalez-Hermosillo [1999], et Molina [2002].
27Argument mis en avant par Thomson [1991].
28Voir Thomas [2000], Verbeek [2000] et So [1995] pour une discussion des modèles logit.
16Table 4: Statistiques descriptives
Défaillantes
Variables N moy. std. dev. min. max. kurt. skew.
TA 120 3426342.38 6623808.18 7874 35254670 8.35 2.93
NI 120 -110696.50 390393.51 -3203078 164659 35.69 -5.41
ROA 120 -5.93 17.93 -112.21 39.50 15.54 -3.51
NIM 120 2.46 7.95 -53 21.10 21.97 -3.52
NLTA 120 56.67 18.55 1.38 90.79 0.76 -0.58
EQTA 120 5.30 19.39 -120.92 49.09 17.41 -3.21
LIQATA 120 20.15 12.95 2.50 70.93 1.83 1.25
TDTA 120 77.37 17.61 17.19 127.98 1.74 -0.85
PXTOX 120 25.07 13.76 1.12 60.03 -0.66 0.10
Non défaillantes
Variables N moy. std. dev. min. max. kurt. skew.
TA 2607 2146861.56 6197359.44 2593 104362327 63.79 6.61
NI 2607 2921.84 212871.46 -7240523 2197374 545.31 -17.16
ROA 2607 0.29 9.31 -150.34 98.59 89.49 -5.89
NIM 2607 8.05 9.99 -94.06 88.35 16.43 2.01
NLTA 2607 48.03 20.95 0.11 99.70 -0.61 -0.18
EQTA 2607 15.34 16.60 -267.63 98.99 71.63 -3.30
LIQATA 2607 32.36 20.49 0.08 97.43 -0.17 0.73
TDTA 2607 64.49 24.74 0.12 319.05 7.15 0.03
PXTOX 2607 34.97 24.37 0.13 537.23 159.81 9.11
L’activité de crédit (NLTA) est plus important dans les banques défaillantes, et sy-
métriquement les autres activités (TOEATA) sont plus importantes. Ces banques sont
également moins liquides (LIQATA), et ont plus recours aux dépôts. Elles ont des provi-
sions pour pertes sur crédit (LLRTA) plus importantes, sauf pour les petites banques qui
aﬃchent le même ratio quelque soit leur état. Malgré ces provisions plus importantes,
qui indiqueraient un portefeuille de crédits de moins bonne qualité, celles-ci ne couvrent
pas les PNP au bilan, comme nous le voyons dans le tableau 6. Le ratio de capital des
défaillantes est plus faible, particulièrement dans les grandes banques. Les dépenses de
personnel (PXTOX) sont également moins importantes dans les défaillantes.
Nous remarquons immédiatement que les banques défaillantes ont une part plus
importante des prêts non performants dans leur portefeuille de crédits, quelque soit la
taille de l’établissement. Le provisionnement de ces prêts est insuﬃsant dans les banques
défaillantes, leurs ratios LLRNPL étant largement inférieur à 100%, contrairement aux
banques saines. Enﬁn, la part des PNP dans les actifs bancaires (NPLTA) est nettement
plus importante, sauf dans les petites banques.
17Table 5: Moyennes par classe de taille des variables sélectionnées
Variable Défaillante Non Défaillante








































18Table 6: Moyennes par classe de taille des variables proxies de la qualité du
portefeuille
Variable Défaillante Non Défaillante












Au vue de ces statistiques, aﬁn de ne pas biaiser notre étude empirique, nous omet-
tons par la suite les petites banques (Taille 1) de notre échantillon, puisque ces établis-
sements aﬃchent des statistiques qui leurs sont propres, et de surcroît similaires quelque
soit leur état (Défaillante / Non Défaillante). Ceci nous ramène à un échantillon de 1729
banques, dont 105 défaillantes.
Nous avons également regroupé les pays de notre échantillon en 3 zones, aﬁn de
pouvoir comparer les moyennes des variables entre ces diﬀérentes zones géographiques
(AMLAT pour l’Amérique Latine, ASIA pour Asie, et PECO pour les pays de l’Europe
de l’Est). Les tableaux 7 et 8 résument nos résultats.
En moyenne, les plus petites banques se trouvent dans la zone PECO alors que
les plus grandes dans la zone ASIA. Les défaillantes sont plus petites que les banques
saines, sauf pour ASIA. Compte tenu du fait que nous avons intégré des banques en
détresse suite à la Crise Asiatique, qui ont bénéﬁcié d’une assistance externe, ce fait
pourrait éventuellement indiquer la présence d’un phénomène de type Too Big To Fail.
Les établissement importants pourraient bénéﬁcier d’une assistance aﬁn d’éviter une
ampliﬁcation des diﬃcultés au niveau du secteur bancaire et ﬁnancier, et en conséquent
au niveau de l’économie toute entière. Une explication parallèle réside dans le fait que
l’industrie bancaire demeure moins développé dans les PECO, particulièrement moins
consolidé. La situation est diﬀérente dans les pays asiatique, surtout dans ceux présents
dans notre échantillon (par exemple au Singapour).
Les défaillantes sont en moyenne moins rentables, avec des pertes dans les zones AM-
LAT et ASIA, avec une particularité pour celle-ci, puisque même les établissements sains
font des pertes. Il pourrait s’agir des conséquences de la Crise Asiatique, sans que cette
crise ne précipite la totalité des établissements dans la défaillance, les banques "plus
solides" ayant survécu sans pour autant dégager de bénéﬁces. Les défaillantes dégagent
19Table 7: Moyennes par zone géographique des variables sélectionnées
Variables Zone Défaillantes Non-Défaillantes
TA AMLAT 666781.28 2032409.05
ASIA 5265171.95 3940715.71
PECO 99882.88 605684.54
NI AMLAT -14949.79 12117.07
ASIA -174017.55 -35249.38
PECO 342.88 12208.38
NIM AMLAT 5.62 9.31
ASIA 0.45 3.84
PECO 5.30 8.20
ROA AMLAT -4.99 0.59
ASIA -7.21 -1.20
PECO 1.26 0.84
NLTA AMLAT 50.32 47.00
ASIA 63.10 58.43
PECO 28.98 40.36
TOEATA AMLAT 24.64 33.93
ASIA 27.57 34.37
PECO 51.70 39.02
EQTA AMLAT 10.88 16.25
ASIA 1.22 10.75
PECO 15.38 17.16
LIQATA AMLAT 18.13 30.56
ASIA 19.31 30.14
PECO 37.63 41.04
LLRTA AMLAT 6.81 3.88
ASIA 6.90 6.71
PECO 2.02 4.03
TDTA AMLAT 69.94 59.01
ASIA 81.40 75.62
PECO 76.74 71.50
PXTOX AMLAT 28.54 36.93
ASIA 22.15 30.73
PECO 34.79 32.75
20Table 8: Moyennes par zone géographique des variables proxies de la qualité du
portefeuille
Variable Zone Défaillante Non Défaillante
NPLGL AMLAT 13.71 8.97
ASIA 18.85 23.26
PECO 16.27 10.57
LLRNPL AMLAT 80.26 118.42
ASIA 39.33 74.77
PECO 87.64 174.22
NPLTA AMLAT 8.73 5.44
ASIA 14.36 15.71
PECO 5.89 4.56
également moins de marge. Leur rentabilité des actifs est négative, sauf pour la zone
PECO, qui aﬃche un ROA positif, et de surcroît supérieur pour les défaillantes. A priori,
l’explication de cette spéciﬁcité réside peut être dans les autres activités (TOEATA), qui
sont supérieurs dans les défaillantes de cette zone, contrairement à AMLAT et ASIA.
La part des crédits par contre est plus importante dans ces deux zones, mais inférieure
pour les PECO. Ce ROA important dans les établissements défaillants de cette zone
pourrait être généré par ces autres activités. Le provisionnement des pertes sur crédit
est quasi identique dans la zone ASIA, alors qu’il est inférieur dans les défaillantes des
PECO. Soit il peut s’agir d’un problème au niveau de la politique de provisionnement,
soit du fait que les diﬃcultés de ces établissements ne proviennent pas forcèment de
l’activité de crédit, ce qui nous suggère d’ailleurs les ratios NLTA et TOEATA.
En règle générale, les défaillantes ont un ratio de capital plus faible, avec des dispa-
rités très importantes pour ASIA. Les établissements défaillants sont également monis
liquides, et ont une part plus importante de dépôts. Enﬁn, les dépenses de personnel
sont plus faibles dans les défauts, hormis dans la zone PECO.
Au niveau des informations concernant les PNP, les défaillantes aﬃchent une part
plus importante de ce type de prêts dans leur portefeuille de crédits, sauf pour ASIA.
Nous pouvons rapporter un argument similaire à celui concernant la rentabilité, à savoir
que des établissements fragilisées par la Crise ont pu survivre malgrè un portefeuille cri-
blé de PNP. Le provisionnement de ce type de prêt est insuﬃsant dans les défaillantes,
avec un ratio inférieur à 100% même dans les non-défaillantes en ASIA. La part des PNP
dans le total bilan est plus importante chez les défaillantes, toutefois ces valeurs sont
proches dans les zones ASIA et PECO. Ceci rejoint notre argumentation concernant
la survie de certains établissements asiatiques malgrè des portefeuille douteux considé-
rables, et une source diﬀérente des diﬃcultés dans les PECO que les activités de crédit
et les PNP en résultant.
Aﬁn de nous concentrer sur des banques dont l’activité principale et donc la prin-
cipale source de risque est l’octroi de crédit. Pour cela nous bornons notre échantillon
21en utilisant les variables NLTA (élimination du premier p10, équivalent à 20% du total
bilan) et TDTA (élimination du premier p5, équivalent à 16.5%). Nous nous retrouvons
avec une base nettoyée ﬁnale de 1355 banques dont 95 défaillantes, soit un taux de
défaillance de l’échantillon de 7%29
La tableau 9 répertorie les pays présents dans notre base par zone géographique
(Amérique Latine, Asie et PECO) ainsi que le nombre et les fréquences des banques
défaillantes et non-défaillantes.
Table 9: Répartitions des pays et des banques
Code Pays Banques Fréquence Banques Fréquence Part
pays défaillantes défaillantes non-déf. non-déf. défaillantes
BO Bolivie 7 7.37% 15 1.19% 31.82%
BR Brésil 4 4.21% 289 22.94% 1.37%
CO Colombie 5 5.26% 138 10.95% 3.5%
EC Equateur 2 2.11% 63 5% 3.08%
MX Mexique 2 2.11% 120 9.52% 1.64%
PE Pérou 4 4.21% 79 6.27% 4.82%
VE Venezuela 1 1.1% 102 8.1% 0.01%
AMLAT 25 26.32% 806 63.97% 3.01%
ID Indonésie 5 5.26% 128 10.16% 3.76%
KR Corée du Sud 19 20% 34 2.7% 35.85%
MY Malaisie 29 30.53% 87 6.91% 25%
SG Singapoure 1 1.1% 70 5.56% 1.41%
TH Thaïlande 14 14.74% 92 7.3% 13.21%
ASIA 68 71.58% 411 32.62% 14.2%
EE Estonie 1 1.1% 21 1.67% 4.55%
RO Roumanie 1 1.1% 22 1.75% 4.35%
PECO 2 2.2% 43 3.41% 4.44%
95 100% 1260 100% 7.01%
En ce qui concerne la répartition par type d’établissement, nous avons 1180 banques
commerciales, dont 72 défaillantes (soit 6.1%), 4 banques coopératives, dont 1 défaillante
(soit 25%), et 152 banques d’investissement, dont 22 défaillantes (soit 14.47%)30. En ce
qui concerne la répartition temporelle des défauts, nous avons respectivement 14 défauts
en 1997, 35 en 1998, 29 en 1999, 7 en 2000 et 10 en 2001.
29Nous avons également calculés destaux de défaillance réels, dans la mesure de la disponibilité
des données, et nous obtenons des ordres de grandeur compris entre 14% et 35%.
30Nous avons également 19 banques de dépôts, sans défaillantes disponibles.
225.2 Etude des corrélations et du pouvoir discriminatif des
variables
Nous avons procéder à une analyse des coéﬃcents de corrélation entre les diﬀérentes
variables explicatives potentielles et la variables expliquée de défaut. Nous ne présentons
dans le tableau 10 que les variables dont les coéﬃcients de corrélation ρ sont supérieurs
à 5%31 et signiﬁcatifs à 1% et 5%.


















∗∗∗ : signiﬁcatif à 1%
∗∗ : signiﬁcatif à 5%
La plupart des coéﬃcients de corrélation ont les signes attendues.
Nous avons également eﬀectuer une analyse discriminante stepwise aﬁn de déter-
miner les variables dont le pouvoir discriminant est le plus important. Cette AD est
eﬀectuée sur la batterie des ratios les plus corrélées avec la variable dépendante32. Les
résultats de l’AD graduelle sont présentés dans le tableau 11 (F indiquant la valeur de
la statistique de Fischer et R2
P le coéﬃcient de corrélation partielle.).
En nous appuyant sur les résultats de ces 2 analyses, nous avons enﬁn eﬀectuer une
régression logit et une régression logit stepwise pour déterminer une fonction de défaut
à un an.
31Coéﬃcientes de corrélation de Pearson.
32Elle s’appuie sur 2 critères : un test de signiﬁcativité de Fischer, et une analyse des coéﬃ-
cients de corrélation partielle.












∗∗∗ : signiﬁcatif à 1%
∗∗ : signiﬁcatif à 5%
∗ : signiﬁcatif à 10%
Rappellons que dans le souci de conserver un maximum d’informations, nous avons
privilégier le nombre d’observations dans notre échantillon empilé. Nous avons eﬀec-
tuer ces 3 étapes sur diﬀérents sous-échantillon, sachant que l’inclusion d’un plus grand
nombre de variables réduisait la taille des bases. Tout particulièrement, l’intégration
des variables NPLTA, NPLGL, et LLRNPL réduisait considérablement la taille de
l’échantillon, sans pour autant contribuer à améliorer le modèle. Ces 3 variables n’ap-
paraissaient ni dans l’analyse des corrélations, ni dans l’analyse discriminante, ni enﬁn
dans les régressions logistiques.
5.3 Résultats des régressions logit
En nous appuyant sur les résultats de la sous-section précédente, nous avons eﬀectuer
plusieurs régressions logistiques33 :
1. une régression logit intégrant toutes les variables du tableau 10,
2. une régression logit intégrant toutes les variables des tableaux 11,
3. 2 régressions logit stepwise intégrant toutes les variables des tableaux 10 et 11
respectivement.
Les 2 premières régressions nous ont permis d’identiﬁer les variables non signiﬁca-
tives34. Nous avons ainsi pu isoler une batterie de ratios signiﬁcatifs. Les 2 régressions
stepwise nous ont permis de conforter les résultats des régressions logistiques simples.
33L’estimation du modèle logit s’eﬀectue par la méthode du maximum de vraisemblance, au
moyen de l’algorithme du scoring de Fisher.
34En eﬀet, ce type de régression conserve toutes les variables dans l’analyse, alors que la
régression graduelle élimine au fur et à mesure des itérations les variables les moins signiﬁcatives.
24Le tableau 12 synthètise nos résultats et nous fournit notre modèle de prévision de
la défaillance à un an de base (2). Les colonnes (a) et (b) correspondent aux résultats
des 2 premières régressions logistiques simples. La colonne (c) correspond aux résultats
de la régression logistique stepwise35.
En nous basant sur ces informations, nous construisons un modèle homogène, com-
portant tous les éléments consitutifs d’un rating de type CAMEL. Nous obtenons un
modèle logit de la probabilité de défaillance à un an dans les pays émergents, qui com-
porte les 5 éléments constitutifs d’un rating de type CAMEL. L’équation (2) résume
ces éléments :
DEFAUTt = f(EQTL,LLRTA,PXTOX,NIM,LIQATA,TLTD)t−1 (2)
Toutes les variables sont signiﬁcatives au seuil de 1% (sauf LLRTA), avec de bonnes
statistiques de signiﬁcativité globale du modèle (Chi-2 signiﬁcatif à 1%), ainsi qu’un test
de Hosmer & Lemeshow signiﬁcatif, indiquant un bon niveau d’ajustement. Nous obte-
nons également un bon taux de reclassement des défauts de 83.2% pour un pourcentage
de défauts équivalents à celui de notre échantillon (7% pour mémoire).
Les ratios suivant ont un impact négatif sur la probabilité de défaut à l’horizon d’un
an :
EQTL : ce ratio est une forme plus développée du ratio de capital classique. Il repré-
sente la couverture des crédits, et donc du risque qu’ils peuvent générer, par le
capital détenu par la banque. Ce capital correspond à un tampon pour absorber
des pertes potentielles - plus il est important, plus la probabilité de survie est
importante en cas de diﬃcultés. Comme nous travaillons sur des banques dont
l’activité principale est l’octroi de crédits, et donc la source principale de défaut
est le risque de crédit, il n’est pas surprenant de retrouver ce ratio dans notre
modèle.
LLRTA : part des provisions pour pertes sur crédits dans le total bilan. Ces provisions
constatent une dégradation de la qualité du portefeuille et elles sont constituées
en perspective de diﬃcultés potentielles - plus elles sont importantes, plus la
banque a de chance de survivre en cas de pertes sur crédits. Notons que ces
provisions grèvent en contrepartie le résultat, puisque elles accroissent les charges
d’exploitation. Elles correspondent également a des actifs improductifs.
PXTOX : part des dépenses de personnel dans les dépenses totales d’exploitation
(proxy de la qualité du management). Plus une banque alloue de dépenses en
personnel, plus ce dernier peut gérer les activités bancaires, particulièrement la
gestion du risque de crédit (dans notre cas), et ainsi réduire la probabilité de
défaut de l’établissement.
NIM : marge d’intermédiation qui rémunère la prise de risque de la banque, et constitue
la principale source de revenus de l’activité de crédits. Plus la marge dégagée est
importante, plus le risque de faillite est réduit, puisque l’activité d’octroi de crédit
35Les 2 regressions stepwise ont fournit les mêmes résultats.
25Table 12: Résultats des régressions logit
Variables (a) (b) (c) (2)
INTERCEPT 0.275 −0.474 −1.938∗ 2.195∗∗∗
(0.01) (0.16) (3.36) (9.2)




NLTA 0.01 −0.023∗∗ −0.021∗∗
(0.12) (6) (5.62)












NIM −0.105∗∗∗ −0.106∗∗∗ −0.12∗∗∗ −0.114∗∗∗
(14) (14.96) (21) (17.82)
LIQATA −0.056∗∗∗ −0.052∗∗∗ −0.053∗∗∗ −0.039∗∗∗











N def. 95 95 95 95
N ndef. 1260 1260 1260 1260
Chi-2 135.05∗∗∗ 126.26∗∗∗ 109.44∗∗∗ 116.49∗∗∗
-2 Log V 553.08 561.88 578.7 571.65
H & L 18.79∗∗ 15.98∗∗ 13.39∗ 15.57∗∗
Reclas. def. 75.8% 76.8% 80% 83.2%
Reclas. global 82.7% 82.4% 80.7% 81.7%
∗∗∗ : signiﬁcatif à 1%
∗∗ : signiﬁcatif à 5%
∗ : signiﬁcatif à 10%
26Table 13: Corrélations entre les variables explicatives
Variables EQTL LLRTA PXTOX NIM LIQATA TLTD
EQTL 1
LLRTA −0.395∗∗∗ 1
PXTOX 0.208∗∗∗ −0.357∗∗∗ 1
NIM 0.233∗∗∗ −0.087∗∗∗ 0.011 1
LIQATA 0.344∗∗∗ −0.042 0.133∗∗∗ −0.075∗∗∗ 1
TLTD −0.028 −0.002 −0.07∗∗∗ 0.007 −0.162∗∗∗ 1
∗∗∗ correspondent à des coéﬃcients signiﬁcatifs à 1%
génère des revenus qui contribue aux performances de l’établissement36.
LIQATA : part des actifs liquides dans le total bilan. Plus une banque a d’actifs
liquides, plus elle a de chance de survivre en cas de diﬃcultés en liquidant certains
de ses actifs, de préférence les plus liquides,
TLTD : ce ratio correspond à un taux d’intermédiation de la banque, c’est à dire au
taux de transformation des dépôts (input principal constituant les ressources de
l’établissement) en crédits (output). Le signe négatif signiﬁe que plus la banque
produit de crédits en utilisant moins de dépôts, plus son risque de défaut est
moins important. En eﬀet, un moindre recours à la source de ﬁnancement qu’est
la masse des dépôts implique d’une part une réduction de l’exposition de la banque
au risque de liquidité / d’insolvabilité (en cas de retrait massif des dépôts, voire de
bank run) et d’autre part un problème d’aléa moral moins important, conséquence
de l’assurance des dépôts qui peut inciter l’établissement à un excès de risque
(Merton [1977]).
En intégrant des dummies réprésentatives des zones géographiques et économiques
présentes dans notre échantillon, nous obtenons les résultats suivants (cf. tableau 14).
Nous avons respectivement 61.33% de banques d’Amérique Latine (AMLAT), 35.35%
de banques asiatiques (ASIA) et 3.32% de banques de l’Europe de l’Est (PECO).
Nous eﬀectuons 3 régressions distinctes par zone (les dummies AMLAT et ASIA
sont corrélées). D’après les résultats du tableau 14, l’appartenance à la zone ASIA a un
impact positif sur la probabilité de défaut, ce qui peut s’expliquer par le nombre impor-
tant de défaillance dans notre échantillon pour cette zone, conséquence de l’occurence
de la Crise Asiatique sans doute (la période retenu inclue les années 1997 et 1998)37.
36Si la tariﬁcation du risque est eﬃcace, la marge rémunère eﬀectivement le risque, car elle est
ajustée à celui-ci. Sinon, une forte marge peut indiquer des engagements dans des crédits (trop)
risqués, qui peuvent conduire à une défaillance de la banque. La présence de la variable LLRTA
contrôle en partie cet eﬀet, à condition que les provisions soient elles aussi proportionnelles au
risque des crédits.
37Nous avons également intégré dans note modèle une variables dummy égale à 1 si l’année
de défaut est 1997 ou 1998. Cette variable s’avère non signiﬁcative.
27Table 14: Résultats de la régression logit avec intégration de dummies géogra-
phiques
Variables (2.1) (2.2) (2.3)
INTERCEPT 2.5∗∗∗ 1.47∗ 2.2∗∗∗
(10.83) (3.68) (9.23)
EQTL −0.028∗∗∗ −0.026∗∗∗ −0.032∗∗∗
(10.53) (10.17) (13.67)
LLRTA −0.051∗ −0.052∗ −0.069∗∗
(3.58) (3.66) (6.28)
PXTOX −0.022∗∗ −0.021∗∗ −0.028∗∗∗
(5) (4.96 (8.28)
NIM −0.077∗∗∗ −0.074∗∗∗ −0.114∗∗∗
(7.14) (6.79) (17.78)
LIQATA −0.045∗∗∗ −0.045∗∗∗ −0.039∗∗∗
(16.07) (15.81) (13.38)








N def. 95 95 95
N ndef. 1260 1260 1260
Chi-2 131.62∗∗∗ 132.06∗∗∗ 116.51∗∗∗
-2 Log V 556.51 556.08 571.62
H & L 4.48 9.81 16.84∗∗
Reclas. def. 81.1% 81.1% 83.2%
Reclas. global 82.3% 82.6% 81.7%
∗∗∗ : signiﬁcatif à 1%
∗∗ : signiﬁcatif à 5%
∗ : signiﬁcatif à 10%
28L’appartenance aux 2 autres zones a un impact négatif, uniquement signiﬁcatif pour
l’Amérique Latine (la proportion des banques défaillantes des PECO étant très faible).
6 Conclusion et perspectives
L’objectif premier de cet article était de tester la validité de l’application d’une
typologie CAMEL à la construction d’un modèle de prévision de la défaillance bancaire
dans les pays émergents.
D’après nos résultats, l’application d’une méthodologie basée sur le rating CAMEL
fournit des résultats satisfaisants, avec l’utilisation d’un vecteur de proxies des 5 élé-
ments constitutifs du CAMEL, qui nous permet de reclasser plus de 83% des défauts.
Dans la suite de notre travail, nous voulons distinguer l’impact de cet environnement
sur l’excès de risque de crédit, qui demeure le facteur interne de défaillance principal,
de la relation entre ce facteur et le risque de faillite de la banque. A cet eﬀet, nous
souhaitons adopter un modèle logit en 2 étapes.
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ANNEXES
L’examen on site consiste en une visite du régulateur auprès de la banque aﬁn
d’évaluer sa solidité ﬁnancière, son fonctionnement en accord avec la réglementation, et
la qualité de sa gestion et du système de contrôle interne. Sur la base de cet examen, le
régulateur assigne une note à la banque - le rating CAMEL.
31Figure 1: Les éléments constitutifs du rating CAMEL
C Capital Adequacy mesure l’adéquation capitalistique ou le ca-
pital tampon contre les pertes non anticipées futures,
A Asset Quality mesure la qualité des actifs de la banque, parti-
culièrement de ses crédits. L’analyse se focalise sur l’emprunteur et
sa capacité de remboursement, ainsi que la concentration au sein
du portefeuille,
M Management Quality mesure la qualité de la gestion de la
banque, en se basant sur la performance de l’établissement,
E Earnings mesure la performance récente et la stabilité historique
du résultat de la banque, ainsi que sa composition,
L Liquidity mesure l’exposition de la banque au risque de liquidité,
en se focalisant sur les ressources disponibles et les degrés de liqui-
dité des actifs de la banque.
Les composantes du rating CAMEL (chacune notée de 1 à 5) sont pondérées de
manière plus ou moins subjectives par le régulateur, aﬁn d’obtenir une seule note - le
rating de la banque examinée - qui synthétise l’information vehiculée par les éléments
constitutifs. Généralement l’échelle de notation va de 1 à 4 ou 5, un rating de 4 ou 5
correspondant à un établissement jugé en diﬃculté. Ce type de banque est surveillé et
examiné plus fréquemment et plus en profondeur. C’est grâce au rating CAMEL que le
régulateur peut déterminer la priorité, la fréquence et la profondeur des examens sur
place des banques jugées "à problèmes".
32Les pourcentages de défaut par pays sont à prendre avec précaution, puisqu’il s’agit
de cumuls sur les 6 années sélectionnées. Rappelons que sur ces 270 défauts, nous avons
123 défaillances qui sont des procédures d’assistance extérieur et de mise sous admi-
nistration par les institutions de régulation locales. C’est pourquoi ces pourcentages
semblent si important, commme par exemple pour la Corée du Sud (60%), la Malaisie
(49.23%), la Thaïlande (42.5%), ou l’Indonésie (36.56%). En eﬀet, de nombreux éta-
blissements asiatiques ont fait défaut suite à l’Asian Flu. Ils ont bénéﬁcié alors d’une
assistance de la part d’agence de restructuration (sous l’égide des institutions de régu-
lation locales), qui s’est matérialisée par la prise en charge des actifs non performants
(via des rachats ou leur gestion par exemple) et/ou une recapitalisation. Ainsi, nous
avons par exemple 18 assistances en Indonésie (52.9% des défauts), 21 en Corée du
Sud (63.6% des défauts), 32 en Malaisie, et 17 en Thaïlande (100% des défauts pour
ces 2 pays). C’est pourquoi, pour la plupart des pays ces proportions sont relativement
représentatives des défauts bancaires. Néanmoins, la disponibilité des données sur les
banques de la place étant limitée, compte tenu du fait que nous travaillons sur des mar-
chés émergents, le biais peut provenir également de la représentativité de l’échantillon
par rapport aux banques présentes dans certains pays. En somme, il est possible que
des banques non défaillantes opérant sur place ne soient pas présentes dans notre base.
33Table 15: Répartition des banques défaillantes et des disponibles par pays émer-
gents
Pays Code Nombre de Nombre de Part des
pays banques disponibles banques défaillantes défaillantes
Argentine AR 135 28 20.74%
Bosnie-Hérzegovine BA 22 1 4.55%
Bulgarie BG 28 2 7.14%
Bolivie BO 16 7 43.75%
Brésil BR 188 19 10.11%
Colombie CO 56 9 16.07%
Costa Rica CR 35 3 8.57%
République Tchèque CZ 32 2 6.25%
Equateur EC 43 2 4.65%
Estonie EE 12 4 33.33%
Hong Kong HK 105 1 0.95%
Croatie HR 48 8 16.67%
Indonésie ID 93 34 36.56%
Corée du Sud KR 55 33 60.00%
Lithuanie LT 13 2 15.38%
Lettonie LV 28 4 14.29%
Mexique MX 46 4 8.70%
Malaisie MY 65 32 49.23%
Nicaragua NI 12 6 50.00%
Panama PA 86 8 9.30%
Pérou PE 34 5 14.71%
Pologne PL 58 1 1.72%
Paraguay PY 45 3 6.67%
Roumanie RO 36 2 5.56%
Russie RU 166 6 3.61%
Singapore SG 59 7 11.86%
Slovénie SI 27 1 3.70%
Slovaquie SK 27 4 14.81%
Thaïlande TH 40 17 42.50%
Taïwan TW 48 3 6.25%
Ukraine UA 44 2 4.55%
Uruguay UY 57 6 10.53%
Vénézuela VE 71 1 1.41%
Yugoslavie YU 23 4 17.39%
Les nombres de défauts sont cumulés sur les 6 années retenues.
34Table 16: Liste des variables explicatives de type CAMEL
Variables Déﬁnition Catégorie Signe
CAMEL attendu
EQTA Equity / Total Assets C -
EQTL Equity / Total Loans C -
NPLTA Non Performing Loans / A +
Total Assets
NPLGL Non Performing Loans / A +
Gross Loans
NLTA Net Loans / Total Assets A +
TLTOEA Total Loans / A +
Total Other Earning Assets
TOEATA Total Other Earning Assets / A +
Total Assets
LLRTA Loan Losses Reserves / A +/-
Total Assets
LLRGL Loan Losses Reserves / A +/-
Gross Loans
LLRNPL Loan Losses Reserves / A -
Non Performing Loans
TLEQ Total Loans / Equity A +
PXTOX Personal Expenses / M -
Total Operating Expenses
OVTA Overheads / Total Assets M +
TOITA Total Operating Income / M -
Total Assets
TOXTOI Total Operating Expenses / M +
Total Operating Income
NI Net Income E -
NIM Net Interest Margin E -
ROE Net Income / Equity E +/-
ROA Net Income / Total Assets E +/-
IITOI Interest Income / E +/-
Total Operating Income
LIQATA Liquid Assets / Total Assets L -
TDTA Total Deposits / Total Assets L +
TDTLIAB Total Deposits / Total Liabilities L +
TLTD Total Loans / Total Deposits L +
TLTBF Total Loans / Total Borrowed Funds L +
TBFTA Total Borrowed Funds / Total Assets L +
TLCSTF Total Loans / Customer and Short L +
Term Funding
CSTFTLIAB Customer and Short Term Funding / L +
Total Liabilities
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