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Introduction
 If quantum mechanics hasn't profoundly shocked you,
you haven't understood it yet. 
Niels Bohr
 I think I can safely say that nobody understands quantum mechanics. 
Richard Feynman
Bref historique
L'évolution des technologies est au c÷ur de la société actuelle. La recherche fondamen-
tale a montré de part le passé qu'elle contribue activement au changement technologique.
En 1905, Albert Einstein publie quatre articles qui contribueront de manière signiﬁcative
à établir les fondements de la physique moderne. Le premier article de cette année miracu-
leuse propose une explication de l'eﬀet photoélectrique basée sur l'utilisation du quantum
d'énergie introduit par Max Planck en 1900 pour expliquer le rayonnement du corps noir,
déﬁnit par l'énergie  = hν où h est la constante de Planck et ν est la fréquence de la
lumière. C'est la naissance du photon. Einstein vient de quantiﬁer la lumière jusqu'alors
considérée comme ondulatoire par les équations de Maxwell. Bien que totalement vision-
naire pour l'époque, cette découverte majeure mettra plusieurs années avant d'être admise
par la communauté scientiﬁque. En 1913, Niels Bohr apportera une seconde pierre à l'édi-
ﬁce en proposant un modèle quantiﬁé de l'atome de Rutherford, en se basant également sur
le quantum d'énergie de Planck. Un an plus tard, l'expérience de Franck et Hertz viendra
conﬁrmer les prédictions de Bohr. La révolution quantique est en marche et plus rien ne
l'arrêtera.
Depuis plus d'un siècle, des expériences scientiﬁques menées à travers le monde n'ont
fait que conﬁrmer les lois de la mécanique quantique, à tel point qu'aucune expérience,
à l'heure actuelle, n'a pu contredire une seule de ces prédictions. Force est de constater
que cette théorie, excentrique et visionnaire, décrit parfaitement le monde de l'inﬁniment
petit auquel l'être humain n'est en aucun point familier. Aujourd'hui, l'impact techno-
logique de la révolution quantique est considérable. Citons par exemple la découverte de
l'émission stimulée par Einstein en 1917 qui donnera naissance au premier M.A.S.E.R
(Microwave Ampliﬁcation by Stimulated Emission) en 1953, puis au fameux L.A.S.E.R
(Light Ampliﬁcation by Stimulated Emission) en 1960. Aujourd'hui, les lasers font partie
intégrante de notre vie. L'évolution technologique dans ce domaine continue de repousser
les limites de la physique, en proposant des lasers de plus en plus rapides, atteignant à
l'heure actuelle des largeurs d'impulsions proche du cycle optique, de l'ordre de 150 attose-
condes (1 attoseconde = 10−15 secondes) pour les lasers XUV (extrême ultraviolet). D'autre
part, la technologie des semiconducteurs vers l'inﬁniment petit n'a cessé de progresser. Le
transistor en est le parfait exemple. Inventé en 1947 par des chercheurs des laboratoires
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Bell, il est rapidement devenu le composant de base de l'électronique moderne, si bien
qu'en 1971, la société Intel intégrera 2300 transistors dans ce qui sera considéré comme le
premier microprocesseur de l'histoire. Dès lors, boosté par le marché grandissant de l'infor-
matique, le nombre de transistors par microprocesseur va littéralement exploser, jusqu'à
suivre une croissance exponentielle, connue sous le nom de loi de Moore. Initialement de
la taille d'une grosse ampoule, la taille du transistor actuel ne fait plus que quelques nano-
mètres (1 nanomètre = 10−9 mètre), aﬁn de permettre aux industriels d'intégrer plusieurs
milliards de transistors par microprocesseurs et de concevoir des ordinateurs toujours plus
puissants. Mais cette course à l'inﬁniment petit atteint progressivement ses limites, et se
heurte désormais à un problème de taille : celle de l'atome ! En 2012, le premier transistor
atomique voit le jour [1], dont l'industrialisation est prévue à l'horizon 2020 par la célèbre
loi de Moore. A cette échelle, les eﬀets quantiques perturberont le bon fonctionnement des
composants électroniques. On assiste donc à un changement de paradigme, engrainé par
des enjeux économiques planétaires qui poussent l'industrie à ouvrir la porte du monde
quantique, c'est la naissance de l'informatique quantique.
L'émergence de l'informatique quantique
En informatique classique, un bit d'information représente la mémoire élémentaire d'un
ordinateur classique. Un tel bit stocke son information dans deux états, 0 ou 1. L'informa-
tique actuelle est basée sur la manipulation de c-registres formés d'un très grand nombre de
bits (0, 1, 1, 0, 1, 0, ..), et connectés par des opérations logiques simples et séquentielles. Le
nombre d'opérations dépend donc du nombre de bits disponibles, autrement dit du nombre
de transistors. A l'heure actuelle, la vitesse d'un ordinateur est limitée technologiquement
par la taille des transistors, pour intégrer le maximum de bits sur un processeur classique.
En informatique quantique, l'information est stockée dans un bit quantique d'infor-
mation, appelé qubit 1. Contrairement à la mécanique classique, les règles de la mécanique
quantique autorisent un système quantique à se retrouver dans une superposition cohérente
d'états quantiques. Autrement dit, un qubit a une probabilité non nulle d'être au même
moment dans l'état 0 et dans l'état 1. La fonction d'onde |ψ〉 = α|0〉+β|1〉 décrit l'état du
qubit à un instant donné, où α et β représentent les amplitudes de probabilité de trouver le
qubit dans les états |0〉 et |1〉. Le nombre de possibilités est encore plus grand lorsque l'on
considère les q-registres formés de n qubits. Les opérations quantiques sont alors basées
sur des combinaisons linéaires de type |Ψ〉 = ∑αi|0, 1, 1, 0, 1, 0, ..〉, où la somme s'étend
sur tous les nombres binaires (011010...) variant entre 0 et 2n. Ainsi, au lieu de réaliser
des opérations successives de manière classique, les opérations quantiques logiques sont
réalisées sur des états quantiques du type |Ψ〉, qui contiennent toutes les valeurs possibles
des c-registres à la fois. Cela représente un grand intérêt dans les problèmes de choix, où
il faut eﬀectuer un grand nombre d'essais au hasard pour trouver la solution, comme par
exemple lors de la factorisation d'un très grand nombre.
Cependant, la réalisation pratique d'un grand nombre de qubits se heurte à un problème
majeur : la décohérence. Celle-ci entraîne le brouillage des q-registres vers des superpositions
statistiques de c-registres. Or, plus le nombre de qubits augmente, plus la décohérence est
importante. A l'heure actuelle, aucun système physique n'a encore résolu ce problème. Pour
plus d'informations sur le sujet, le lecteur pourra se référer aux ouvrages suivant [2, 3].
1. Contraction anglophone de quantum bit, le qubit est l'état quantique qui représente la plus petite
unité de stockage d'information quantique, c'est l'analogue quantique du bit.
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L'importance de la décohérence
Le temps de décohérence caractérise les dynamiques d'un système quantique, tel qu'un
qubit, en contact avec son environnement. D'un point de vue simpliﬁé, ce temps correspond
au temps caractéristique que met un état purement quantique |ψ〉 = α|0〉 + β|1〉 pour se
transformer en une mixture ρ = |α|2|0〉〈0| + |β|2|1〉〈1|. La décohérence est le principal
mécanisme de l'émergence d'un comportement classique lors d'une opération quantique.
Une particule quantique peut avoir plusieurs temps de décohérence plus ou moins longs
selon le degré de liberté considéré. Comme par exemple les états vibrationnels d'un atome,
le spin d'un électron ou la polarisation d'un photon. Ces temps de décohérence sont à
comparer au temps pour réaliser une opération quantique sur le qubit, comme la rotation
du spin de l'électron par exemple. Plus le temps de décohérence est grand devant celui
de l'opération, plus le qubit est eﬃcace pour réaliser des calculs quantiques. Cependant,
l'augmentation du nombre de qubits diminue systématiquement le temps de décohérence
de chaque qubit, et limite le nombre d'opérations quantiques réalisables. La solution à ce
problème réside dans l'utilisation de codes de correction d'erreur de systèmes quantiques [4,
5]. Pour que ces codes correcteurs fonctionnent avec succès, le temps de décohérence du
qubit doit être quatre à cinq ordres de grandeurs plus long que l'opération quantique. Cette
condition très restrictive élimine en réalité un grand nombre de candidats dans la course à
l'ordinateur quantique. Pour l'instant, seuls quelques systèmes quantiques ont passé cette
diﬃculté pour atteindre la quatrième des sept étapes nécessaires pour réaliser un ordinateur
quantique tolérant aux fautes (cf ﬁgure 1). Les premiers à avoir franchi cette étape sont
les atomes froids avec les ions piégés [6] et les atomes de Rydberg [7]. Dans les solides,
où l'interaction avec l'environnement est omniprésente, seuls les circuits supraconducteurs
ont atteint ce niveau de complexité [8]. D'un point de vue applicatif, les systèmes solides
sont facilement intégrables dans des circuits imprimés et réalisables à grande échelle. Ils
représentent de sérieux candidats dans la course à l'ordinateur quantique, même si les
temps de décohérences dans les solides sont plus faibles que ceux des atomes froids. Bien
que tous ces systèmes soient aujourd'hui très avancés, la route vers la conception d'un
ordinateur quantique est encore très longue.
Figure 1  Les sept étapes à valider pour réaliser un ordinateur quantique tolérant aux
fautes. La ﬂèche verte représente le niveau de complexité atteint par les meilleurs qubits à
l'heure actuelle (M. H. Devoret, R. J. Schoelkopf [9]).
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Objectifs de la thèse
L'objectif de ma thèse est d'étudier la cohérence optique dans les solides. Plus particuliè-
rement, je me suis intéressé aux boîtes quantiques (BQs) semiconductrices. Ces nano-objets
permettent de conﬁner le déplacement des électrons dans un espace réduit de quelques na-
nomètres, jusqu'à quantiﬁer leurs positions pour créer des niveaux d'énergie discrets. Par
analogie aux niveaux d'énergie d'un atome, les BQs sont souvent comparées à des atomes
artiﬁciels. Elles présentent l'intérêt d'être optiquement actives et d'émettre des photons à
des fréquences allant de l'ultra-violet à l'infrarouge, rendant possible les mesures de spectro-
scopie optique. Durant ma thèse, j'ai développé une technique de spectroscopie non-linéaire
ultra-rapide pour étudier les propriétés optiques des BQs, et plus particulièrement pour
comprendre les mécanismes de décohérence et de couplage cohérent à l'échelle d'une BQ
unique. Cette technique est basée sur l'utilisation de lasers ultra-courts, permettant d'ac-
céder à des dynamiques temporelles sub-picoseconde (1 picoseconde = 10−12 seconde), en
mesurant la polarisation non-linéaire du matériau. Pour réaliser ces expériences, j'ai eu
recours à diﬀérents types de nanostructures photoniques (microcavités optiques, ﬁls pho-
toniques) pour augmenter l'interaction des BQs avec la lumière. Dans un soucis de clarté,
seuls les résultats obtenus avec les microcavités optiques sont décrit dans ce manuscrit.
Les résultats obtenus avec les ﬁls photoniques sont présentés en annexe 5.5. Les diﬀérents
chapitres du manuscrit sont organisés de la manière suivante.
Le chapitre 1 introduit les notions de base d'optique quantique nécessaires à la bonne
compréhension des phénomènes physiques décrits dans ce manuscrit. Une partie théorique
explique l'origine du signal de mélange à quatre ondes (FWM) d'un système à deux niveaux
lors d'une excitation à deux, puis trois impulsions.
Le chapitre 2 apporte au lecteur les détails sur le dispositif expérimental de mélange à
quatre ondes hétérodyne développé au cours de ma première année de thèse, ainsi qu'un
descriptif détaillé des microcavités optiques utilisées pour réaliser les résultats expérimen-
taux présentés dans les chapitres 3, 4 et 5.
Le chapitre 3 s'intéresse aux mécanismes de déphasage qui détruisent la cohérence
optique des BQs individuelles. Des études en température permettront de comprendre le
rôle de l'environnement solide dans la décohérence de ces émetteurs.
Le chapitre 4 présente des mesures de spectroscopie bidimensionnelle pour comprendre
les mécanismes de couplage cohérent entre excitons 2. Il présente également une étude sur
les états chargés d'une BQ à ﬂuctuation de charge.
Enﬁn, le chapitre 5, en marge de tous les autres chapitres, propose un nouveau proto-
cole de contrôle cohérent de la réponse non-linéaire d'un émetteur quantique individuel. Il
démontre la possibilité d'interrompre temporellement la polarisation FWM d'un exciton
en utilisant un laser de contrôle pour la convertir vers la polarisation de mélange à six
ondes (SWM).
Certaines abréviations utilisées dans ce manuscrit proviennent de mots d'origines an-
glaises. Leurs signiﬁcations sont référencées à la ﬁn du document dans la liste des symboles
et abréviations.
2. Un exciton est une quasi-particule formée d'une paire électron-trou liée par l'interaction Coulom-
bienne.
Chapitre 1
Interaction lumière-matière d'un
émetteur quantique
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Ce chapitre donne au lecteur les concepts de base en optique quantique et en optique
non-linéaire, essentiels à la compréhension des phénomènes physiques abordés dans ce ma-
nuscrit. Nous commencerons par décrire le système quantique étudié, puis nous utiliserons
une approche semi-classique pour expliquer de manière théorique l'origine du mélange à
quatre ondes d'un émetteur quantique individuel tel qu'un exciton conﬁné dans une boite
quantique semiconductrice. Les notions de base sur la physique des semiconducteurs ne
sont volontairement pas abordées. Pour plus de détails, le lecteur pourra se référer aux
ouvrages suivants [10, 11, 12].
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1.1 Propriétés des boîtes quantiques semiconductrices
1.1.1 Réduction de dimensionnalité
Les boîtes quantiques (BQs) semiconductrices optiquement actives sont des nanostruc-
tures permettant de conﬁner le déplacement des porteurs de charges (électrons et trous)
dans les trois dimensions de l'espace. Du fait du conﬁnement spatial, les niveaux d'éner-
gies des porteurs de charges sont quantiﬁés. La discrétisation des niveaux d'énergies se
manifeste quand les dimensions de la BQ deviennent comparables à la longueur d'onde
de De Broglie des porteurs charges λDB ≈ h/
√
2m∗kBT, où h et kB sont les constantes
de Planck et de Boltzmann, T est la température absolue et m∗ est la masse eﬀective des
électrons/trous dans le cristal semiconducteur. Puisquem∗ est généralement beaucoup plus
petit que la masse de l'électron libre, λDB est de l'ordre de 10-100 nm à basse température.
Pour de telles tailles, l'espacement entre les niveaux d'énergie est plus grand que l'énergie
thermique. Par ailleurs, lorsque kBT est plus petit que l'énergie de liaison électron-trou
résultant de l'attraction Coulombienne, les électrons et les trous sont liés pour former des
excitons, lesquels peuvent se désintégrer radiativement en émettant des photons d'énergies
quantiﬁées, de la même manière que les transitions atomiques. À ce titre, les BQs sont
souvent comparées à des atomes artiﬁciels. L'extension spatiale d'un exciton dans un
matériau diélectrique est donnée par son rayon de Bohr a0 = 0rh
2
piµ∗e2 , où 0 et r sont les
permittivités diélectriques du vide et du matériau, µ∗ est la masse réduite de l'exciton et
e est la charge de l'électron. En raison des faibles valeurs de µ∗ par rapport à la masse
de l'électron libre et des grandes valeurs de r pour les semiconducteurs typiques, le rayon
de Bohr d'un exciton est considérablement plus grand que celui de l'atome d'hydrogène.
Plutôt que de considérer λDB pour les électrons et les trous séparément, il est habituel-
lement plus commode de décrire une BQ comme une région de l'espace dont la taille est
comparable au rayon de Bohr de l'exciton.
(a) (b) 
Figure 1.1  (a) et (b) Images MEB de BQs auto-assemblées InAs/GaAs avant l'encap-
sulation (Université de Würzburg).
Les BQs optiquement actives sont généralement composées de matériaux semiconduc-
teurs à gap direct, pour que les transitions optiques soient directes, i.e. sans processus de
relaxation, à la fois dans l'espace réel et réciproque. Diﬀérents types de BQs semiconduc-
trices existent suivant la technique de fabrication utilisée. Citons par exemple les BQs à
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ﬂuctuations d'interfaces [13], les nanocristaux colloïdaux [14], et les BQs épitaxiées par
jet moléculaire [15] (MBE), par dépôt chimique en phase vapeur [16] (MOCVD), ou par
gouttelette [17]. Les échantillons étudiés dans ce manuscrit sont des BQs auto-assemblées
obtenues grâce à la transition Stranski-Krastanov [18] (SK) de semiconducteurs III-V, en
faisant croître un alliage d'indium et d'arsenic (InAs) sur un alliage de gallium et d'arsenic
(GaAs) via la technique de MBE. La diﬀérence entre les paramètres de maille de ces deux
matériaux semiconducteurs, d'environ 7 %, induit un champ de contrainte durant la crois-
sance. Quand l'épaisseur moyenne d'InAs dépasse 1.7 monocouche, le champ de contrainte
se relaxe sous forme d'îlots tridimensionnels. Les îlots d'InAs obtenus correspondent aux
BQs auto-assemblées, tandis que la ﬁne couche sur laquelle ils reposent est appelée la
couche de mouillage (WL). La ﬁgure 1.1 montre des images de microscope électronique à
balayage (MEB) des BQs InAs/GaAs étudiées, avant la déposition de GaAs venant en-
capsuler les BQs. L'énergie du gap du semiconducteur InAs étant plus petite que celui de
GaAs, les porteurs de charges se retrouvent piégés dans un puits de potentiel énergétique
et occupent des niveaux d'énergie discrets, illustrés schématiquement sur la ﬁgure 1.2 (b).
Pour une BQ InAs/GaAs, l'énergie du premier état excitonique correspond à un électron
sur la couche S de la bande de conduction et un trou sur la couche S de la bande de valence
et vaut environ 1.36 eV. La recombinaison radiative d'un exciton entraîne l'émission d'un
photon dans le proche infrarouge (≈ 910 nm).
GaAs bulk 
InAs wetting layer 
InAs QD 
≈ 10-20 nm  
Growth axis z 
Energy 
Conduction  
band 
Valence 
band 
EBulk ≈ 1.51 eV 
(820 nm)  
EWL ≈ 1.47 eV 
(840 nm)  
EQD ≈ 1.36 eV 
(910 nm)  
≈ 5 nm 
(a) (b) 
Growth  
axis z 
GaAs GaAs InAs 
GaAs GaAs InAs 
Figure 1.2  (a) Schéma d'une BQ InAs/GaAs et (b) de ses niveaux d'énergie.
1.1.2 Propriétés optiques des boîtes quantiques
Toutes les expériences réalisées durant ma thèse ont impliqué des excitations optiques.
On distingue deux types d'excitation : non-résonante et résonante. Lors d'une excitation
non-résonante ou expérience de photoluminescence (PL), illustrée schématiquement sur la
ﬁgure 1.3 (a), les électrons de la bande de valence sont excités vers la bande de conduction
de la barrière de potentiel (GaAs) par un laser non-résonant, dont l'énergie des photons
est supérieure à l'énergie de gap. Cela entraîne un excédent d'électrons et de trous dans
la bande de conduction et de valence respectivement. Les charges excédentaires sont alors
capturées par la BQ, et rapidement relaxées vers les niveaux de plus basses énergies, en
échangeant leur surplus d'énergie avec les phonons du réseau (émission/diﬀusion), ou par
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recombinaison Auger avec des électrons de la matrice environnante. Toutes les expériences
décrites dans ce manuscrit on été réalisées à basses températures (< 50 K), par conséquent,
l'évasion thermique des charges de la BQ par absorption de phonons n'est pas possible.
Les électrons et les trous ﬁnissent par relaxer leurs énergies jusqu'au niveau fondamental
de la BQ, et n'ont plus d'autres choix que de se recombiner radiativement en émettant
des photons d'énergie quantiﬁés, après un temps caractéristique correspondant au temps
de vie de l'exciton. Ce temps caractéristique vaut environ une nanoseconde pour les BQs
InAs/GaAs [19]. A cause des nombreux processus de diﬀusion, les charges perdent rapide-
ment toute leur cohérence durant une expérience de PL. Il est toutefois possible de créer
directement une paire électron-trou en utilisant un laser résonant pour exciter la transition
fondamentale de la BQ (cf ﬁgure 1.3 (b)). Ce schéma d'excitation permet de supprimer
tous les processus de relaxation des charges, et de ne s'intéresser qu'au déclin radiatif de
l'exciton.
VB 
CB 
(a) non-resonant excitation 
Laser 
(820 nm) 
e- 
h+ 
X
VB 
CB 
(b) resonant excitation 
X
Laser 
(910 nm) 
Figure 1.3  Schéma d'une excitation (a) non-résonante et (b) résonante d'un exciton
dans une BQ.
Selon le principe de Pauli, il est possible de piéger jusqu'à deux paires électrons-trous
dans le niveau fondamental d'une BQ. La ﬁgure 1.4 représente les diﬀérents états excito-
niques de l'état fondamental. On distingue deux catégories d'états excitoniques : les états
neutres et les états chargés. Le premier état neutre accessible correspond au piégeage d'un
électron et d'un trou, dont l'énergie de recombinaison ~ωX correspond à l'énergie de la paire
électron-trou liée par l'interaction Coulombienne, appelé l'exciton neutre. Le piégeage de
deux électrons et trous de spins opposés représente le deuxième état neutre accessible,
appelé le biexciton neutre. La recombinaison de l'un des excitons engendre l'émission d'un
photon d'énergie ~ωXX 6= ~ωX en raison de l'interaction Coulombienne entre les deux
excitons. Cette énergie de liaison varie d'une BQ à une autre en fonction du degré de conﬁ-
nement des charges et peut aller de quelques meV jusqu'à plusieurs dizaines de meV [20].
Dans certains cas, la BQ peut se charger positivement ou négativement selon le dopage
de l'échantillon. La création d'un exciton engendre alors un état excitonique chargé appelé
le trion. De la même manière que pour le biexciton, l'interaction Coulombienne entre les
charges engendre un décalage positif ou négatif de l'énergie du trion par rapport à celle de
l'exciton neutre [21].
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exciton 
X
biexciton 
XX
negative trion  
X
positive trion 
X
Neutral states Charged states 
Figure 1.4  Représentation schématique des diﬀérents états excitoniques du niveau fon-
damental.
1.2 Cadre théorique
Cette partie apporte les outils théoriques nécessaires à la compréhension du manuscrit.
Nous introduirons le formalisme de la matrice densité permettant de calculer les équations
de Bloch optiques (EBO) régissant l'évolution d'un système quantique simple, tel qu'un
système à deux niveaux (2LS), en interaction avec un champ électrique, puis une série
d'impulsions optiques brèves. Nous déﬁnirons les notions de populations et de cohérences au
c÷ur de tous les phénomènes physiques étudiés dans cette thèse. Enﬁn, nous introduirons la
représentation géométrique du vecteur de Bloch permettant de décrire de manière simple
et visuelle l'évolution des populations et des cohérences sur la sphère de Bloch. Nous
utiliserons cette représentation géométrique tout au long du manuscrit.
1.2.1 Équations de Bloch optiques d'un système à deux niveaux
Un exciton conﬁné dans une BQ peut être simplement assimilé à un 2LS. Dans cette
partie, nous nous intéressons à l'interaction entre un 2LS décrit de manière quantique et un
champ électromagnétique décrit de manière classique. Cette approche dite semi-classique,
permet de comprendre les notions de bases utilisées dans ce manuscrit, comme par exemple
l'évolution temporelle des populations et cohérences d'un 2LS.

g
e)(tE

0
Figure 1.5  Excitation quasi-résonante d'un 2LS.
10 1.2. CADRE THÉORIQUE
Considérant l'interaction quasi-résonante d'un champ électrique E(t) = Eeiωt + c.c. de
fréquence ω = ω0 + ∆ avec un 2LS (ﬁgure 1.5). |g〉 et |e〉 représentent l'état fondamental
et état excité du 2LS. Ils correspondent aux états propres de l'Hamiltonien non-perturbé
H0, et ont pour valeurs propres ~ωg et ~ωe respectivement. La fonction d'onde du 2LS
peut se décomposer sur la base de ses états propres telle que :
|ψ(t)〉 = Cg(t)|g〉+ Ce(t)|e〉 (1.1)
où |Cg|2 et |Ce|2 représentent les amplitudes de probabilité de trouver l'atome dans les
états |g〉 et |e〉 respectivement. L'équation de Schrödinger décrit l'évolution temporelle de
ce système telle que :
|ψ˙(t)〉 = − i
~
H|ψ(t)〉 (1.2)
avec :
H = H0 +HI (1.3)
où H0 et HI représentent respectivement l'Hamiltonien non-perturbé et l'Hamiltonien
d'interaction dans l'approximation dipolaire, tels que :
H0 = ~ω0|e〉〈e| (1.4a)
HI = (µge|g〉〈e|+ µeg|e〉〈g|)E(t) (1.4b)
où µge = µ∗eg = 〈g|µ|e〉 est l'élément de matrice de l'opérateur dipolaire. Pour décrire
l'évolution du 2LS, nous utilisons le formalisme de lamatrice densité (ou opérateur densité)
ρ, déﬁnit de la manière suivante :
ρ = |ψ〉〈ψ| =
( |Cg|2 CgC∗e
CeC
∗
g |Ce|2
)
=
(
ρgg ρge
ρeg ρee
)
(1.5)
La matrice densité est hermitienne, ses éléments diagonaux ρgg et ρee sont donc réels,
ils correspondent respectivement aux populations de l'état fondamental |g〉 et excité |e〉.
La population totale du 2LS se conserve et vaut toujours 1, i.e. Tr(ρ) = ρgg + ρee = 1.
Les éléments non-diagonaux de la matrice densité correspondent aux cohérences entre les
deux niveaux, tels que ρeg = ρ∗ge. Les cohérences sont directement reliées à la polarisation
du 2LS déﬁnie telle que :
P(t) = 〈µ(t)〉 = Tr(µρ) = µ(ρeg + ρge) (1.6)
En utilisant ce formalisme, l'équation de Schrödinger se généralise sous la forme de
l'équation maîtresse de Liouville-Von Neumann :
ρ˙ = − i
~
[H, ρ]− ρrelax (1.7)
où l'on a introduit de manière phénoménologique le terme de relaxation ρrelax =
−Γnmρnm pour décrire l'interaction du 2LS avec son environnement, où Γ = 4ω0µ3~c3 est
le taux d'émission spontanée du dipôle. Cette équation peut se généraliser sous la forme de
Lindblad qui fait intervenir l'opérateur de dissipation L(ρ) agissant sur ρ (voir chapitre 5).
La résolution de l'équation 1.7, dans l'approximation de l'onde tournante, conduit alors
aux équations de Bloch optiques (EBO) couplées [22] :
˙˜ρeg = iΩR(ρee − ρgg) +
(
i∆− Γ
2
)
ρ˜eg (1.8a)
ρ˙ee = −ρ˙gg = i(ρ˜egΩ∗R − ΩRρ˜ge)− Γρee (1.8b)
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où ρ˜eg = ρegeiωt, ΩR = −µE/~ représente la fréquence de Rabi, ∆ = ω − ω0 est le
désaccord entre le laser et le 2LS. On remarque tout de suite que ρ˙ee + ρ˙gg = 0, ce qui
montre que la population totale ρee + ρgg est toujours conservée.
Les EBO décrivent de manière générale l'évolution d'un 2LS en interaction avec un
champ électrique. On distingue deux dynamiques : la première représente l'action du champ
électrique sur le 2LS. Elle se traduit par l'oscillation des populations et des cohérences à
la fréquence de Rabi ΩR. Sans amortissement, et avec un champ constant au cours du
temps, les oscillations de Rabi entre les deux niveaux du 2LS perdurent indéﬁniment.
La deuxième dynamique représente la relaxation du 2LS. Cette dynamique s'exprime en
fonction des valeurs initiales des populations et des cohérences, et s'amortit au cours du
temps sous forme d'émission spontanée. Dans le cas des semiconducteurs, les EBO peuvent
se généraliser sous la forme d'équations de Bloch des semiconducteurs[12], dans lesquelles
l'interaction Coulombienne entre les électrons et les trous est prise en compte. On se limitera
ici aux EBO qui permettent d'expliquer tous les phénomènes physiques étudiés dans ce
manuscrit.
1.2.2 Cohérences et populations
Considérons maintenant les EBO sans excitation laser (ΩR = 0). L'évolution libre des
populations décrit par l'équation 1.8b conduit à :
(ρ˙ee − ρ˙gg) + [(ρee − ρgg) + 1] Γ = 0 (1.9)
La résolution de l'équation 1.9 conduit à l'évolution temporelle des populations :
ρee(t)− ρgg(t) = [(ρee(0)− ρgg(0)) + 1] e−
t
T1 − 1 (1.10)
On retrouve ainsi que l'inversion de population relaxe par émission spontanée la po-
pulation de l'état excité vers l'état fondamental durant le temps T1 = 1/Γ correspondant
au temps de relaxation des populations ou temps de vie de l'exciton. De la même manière,
la résolution de l'équation 1.8a qui décrit l'évolution libre des cohérences quand ΩR = 0
conduit à :
ρ˜eg(t) = ρ˜eg(0)e
−( 1
T2
+iω0)t (1.11)
où T2 = 2/Γ correspond au temps de relaxation du dipôle ou temps de cohérence de
l'exciton. Ce résultat s'interprète de manière physique en exprimant l'évolution temporelle
du moment dipolaire :
〈µ(t)〉 = µ(ρeg(0)e−iω0t + c.c.)e−
t
T2 (1.12)
Ce résultat montre que le moment dipolaire oscille à la fréquence optique ω0 et relaxe sa
phase durant le temps de cohérence T2. On remarque que la relaxation des populations est
deux fois plus rapide que celle du dipôle. Dans le cas idéal, i.e. sans perturbation extérieure,
la relaxation des populations et des cohérences est uniquement liée à l'émission spontanée
du 2LS (cf ﬁgure 1.6). On dit alors que le 2LS est limité radiativement, tel que :
T2 = 2T1 (1.13)
Dans un environnement solide, les perturbations sont nombreuses. Citons par exemple
l'interaction avec les phonons du réseau ou les collisions élastiques et inélastiques avec
d'autres électrons. Le déphasage du dipôle est alors beaucoup plus rapide que la relaxation
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de la population, i.e. T2 << 2T1. En eﬀet, il est beaucoup plus facile de brouiller une phase,
aboutissant à la destruction de la cohérence, que de modiﬁer une énergie, nécessaire pour
détruire la population. Pour prendre en compte ces processus de déphasage, l'équation 1.13
s'écrit sous une forme plus générale :
1
T2
=
1
2T1
+
1
T ∗2
(1.14)
où T ∗2 représente le temps caractéristique de déphasage pur, englobant tous les processus
de décohérence précédemment cités. Plus de détails sur le déphasage pur d'un exciton seront
donnés dans le chapitre 3.
1
1
T


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2
2
2
2
T


Figure 1.6  Relaxation d'un 2LS. γ1 = ~/T1 représente le taux de relaxation des
populations et γ2 = ~/T2 représente le taux de relaxation des cohérences, i.e. la demi-
largeur de raie à mi-hauteur.
1.2.3 Développement perturbatif de la matrice densité
Nous allons maintenant nous intéresser à l'interaction d'un 2LS excité par une série
d'impulsions optiques. Pour alléger les équations, nous utiliserons les notations suivantes
n = ρee, 1 − n = ρgg pour les populations et p = ρeg, p∗ = ρge pour les cohérences. La
matrice densité peut donc s'écrire :
ρ =
(
1− n p∗
p n
)
(1.15)
En considérant une excitation résonante (ω = ω0), les EBO 1.8 peuvent s'écrire :
n˙+ γ1n+ i(ΩRp
∗ − pΩ∗R) = 0 (1.16a)
p˙+ γp+ iΩR(1− 2n) = 0 (1.16b)
où γ1 = ~/T1 est le taux de relaxation des populations et γ = γ2 − iω0 avec γ2 =
~/T2 est le taux de relaxation des cohérences. Les EBO couplées 1.16 ne peuvent être
résolue analytiquement dans le cas général (à tous les ordres de perturbation). Cependant,
dans la limite où l'amplitude du champ électrique est faible, il est possible d'eﬀectuer un
développement de Taylor de la matrice densité, aﬁn d'obtenir une solution analytique de
n et p à l'ordre désiré :
n = n(0) + n(1) + n(2) + n(3) + ... (1.17a)
p = p(0) + p(1) + p(2) + p(3) + ... (1.17b)
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avec n(0) = 0 et p(0) = 0. En utilisant les conditions initiales n(0) = 0 et p(0) =
0, on peut montrer que les ordres impairs de n et pairs de p sont nuls. En utilisant ce
raisonnement, nous pouvons écrire les EBO couplées jusqu'au troisième ordre :
p˙(1) + γp(1) + iΩR = 0 (1.18a)
n˙(2) + γ1n
(2) + i(ΩRp
∗(1) − p(1)Ω∗R) = 0 (1.18b)
p˙(3) + γp(3) − 2iΩRn(2) = 0 (1.18c)
Les ordres i+1 de n(p) sont inﬂuencés par les ordres i de p(n). En optique non-linéaire,
il est usuel de développer la polarisation sous la forme :
P = 0χ(1)E + 0χ(2)E2 + 0χ(3)E3 + ... (1.19)
où χ(i) représente la susceptibilité à l'ordre i des perturbations. Dans la suite du ma-
nuscrit, nous aborderons la notion de mélange à quatre ondes (FWM) pour faire référence
à la polarisation de troisième ordre P(3), et donc à des processus non-linéaires χ(3). De
la même manière, nous aborderons la notion de mélange à six ondes (SWM) pour faire
référence à la polarisation de cinquième ordre P(5), et donc à des processus non-linéaires
χ(5).
1.2.4 Solution analytique pour deux impulsions : FWM dégénéré
La manière la plus simple de générer le signal FWM d'un 2LS tel qu'un exciton dans
une BQ, est d'utiliser une seule impulsion optique de fréquence ω et de vecteur d'onde k.
Dans ce cas, la polarisation de troisième ordre correspondante s'écrit :
P(3) = 0χ(3)E∗E2 = 0χ(3)E3ei(ωt−i~k.~r) + c.c. (1.20)
Cependant, cette polarisation est émise sur la même fréquence et suivant le même
vecteur d'onde que la polarisation de premier ordre. Il est donc impossible de mesurer
uniquement p(3) avec une seule impulsion. Le moyen le plus simple pour générer et détecter
la polarisation de troisième ordre est de mesurer le signal FWM dégénéré (D-FWM) créé
par deux impulsions optiques de fréquence ωi et de vecteur d'onde ki. La polarisation de
troisième ordre correspondante s'écrit :
P(3) = 0χ(3)E∗1E22 = 0χ(3)E1E22ei(2ω2−ω1)t−i(2~k2−~k1).~r + c.c. (1.21)
Il est ainsi possible de détecter cette polarisation sur la fréquence 2ω2 − ω1 ou suivant
le vecteur d'onde 2~k2−~k1. Dans le cas d'une source ponctuelle, l'émission est isotrope et la
sélection en ~k n'est pas possible. Détecter le signal FWM d'une BQ unique n'est possible
qu'en sélectionnant la fréquence d'oscillation de la polarisation. Une détection hétérodyne
optique permet de réaliser une telle sélection. Les impulsions optiques sont modulées sur des
radio-fréquences Ωi << ω0, aﬁn de détecter la polarisation p(3) sur la fréquence hétérodyne
optique ω0 + 2Ω2 − Ω1. Plus de détails concernant cette détection seront données dans le
chapitre 2.
Les EBO peuvent être résolues pour n'importe quel proﬁl temporel d'impulsion. La
largeur temporelle des impulsions étant très petite devant le temps de relaxation de l'ex-
citon, nous approximons les impulsions optiques à des fonctions Dirac, i.e. Ei(t) = Eiδ(t).
Nous considérons également que l'échantillon est mince et que les eﬀets de propagation
sont négligeables. La première impulsion, modulée à la fréquence Ω1, acquiert une phase
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relative φ1, et excite la BQ au temps t = 0. La deuxième impulsion, modulée à la fréquence
Ω2, acquiert une phase relative φ2, et excite la BQ au temps t = τ . Le champ ressenti par
la BQ est donc le suivant :
E(t) =
[
E1δ(t)eiφ1 + E2δ(t− τ)eiφ2
]
eiω0t + c.c. (1.22)
La résolution de l'équation 1.18a donne la polarisation de premier ordre suivante :
p(1) =
−iµ
~
[
E1e−γt+iφ1H(t) + E2e−γ(t−τ)+i(φ2+ω0τ)H(t− τ)
]
(1.23)
où H représente l'échelon de Heaviside. La polarisation d'ordre un est donc une somme
de deux termes oscillant à la fréquence ω0, de phase φ1 et φ2, et s'amortissant exponentiel-
lement avec le temps de déclin des cohérences T2. La ﬁgure 1.7 (a) illustre schématiquement
cet amortissement en fonction du temps (sans la partie oscillante). De la même manière,
la population du second ordre est obtenue en résolvant l'équation 1.18b et en sélectionnant
la combinaison de phase φ2 − φ1 :
n
(2)
21∗ =
(µ
~
)2 E1E2 [ e−γ1(t−τ)−γ∗τ+i(φ2−φ1+ω0τ)H(τ)H(t− τ)
+ e−γ1t+γτ+i(φ2−φ1+ω0τ)H(−τ)H(t)
]
(1.24)
La population n(2)21∗ est composée de deux termes. Le premier terme est non nul uni-
quement lorsque τ > 0, i.e. pour les délais positifs, tandis que le deuxième terme est non
nul uniquement pour les délais négatifs (τ < 0). Cette équation montre que quelque soit
l'ordre d'arrivée des impulsions, la population n(2)21∗ décroît exponentiellement avec le temps
de déclin des populations T1. Suivant le principe de causalité, nous ne considérons que les
délais positifs par la suite :
n
(2)
21∗ =
(µ
~
)2 E1E2e−γ1(t−τ)−γ2τ+i(φ2−φ1)H(t− τ) (1.25)
La ﬁgure 1.7 (b) illustre schématiquement l'évolution de n(2)21∗ en fonction du temps
pour τ > 0. On trouve ﬁnalement l'expression de la polarisation d'ordre trois en résolvant
l'équation 1.18c et en sélectionnant la combinaison de phase 2φ2 − φ1 :
p
(3)
221∗ = 2i
(µ
~
)3 E1E22e−γ2t+i(ω0t+2φ2−φ1)H(t− τ) (1.26)
La polarisation p(3)221∗ est maximale à t = τ (le temps d'arrivée de la deuxième impulsion)
et s'amortit exponentiellement avec T2. En variant le délai τ entre les deux impulsions, il est
ainsi possible de mesurer directement le déclin des cohérences de l'exciton. La ﬁgure 1.7 (c)
illustre schématiquement ce déclin en fonction du temps (sans la partie oscillante). Aﬁn
de déterminer le signal D-FWM que l'on mesure, nous devons considérer la polarisation
induite :
PdFWM(t) = Tr(µρ) = µp(3)221∗ (1.27)
Le signal D-FWM mesuré spectralement correspond au module de la transformée de
Fourier de l'équation 1.27 :
SdFWM(ω) =
1√
2pi
∣∣∣∣∫ ∞
0
PdFWM(t)e−iωtdt
∣∣∣∣
=
2µ4E1E22e−γ2τ√
2pi~3
√
γ22 + ∆
2
(1.28)
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Le signal D-FWM mesuré correspond donc à une fonction lorentzienne de largeur à
mi-hauteur 2γ2. En augmentant le délai τ entre les deux impulsions, l'amplitude du pic
diminue exponentiellement avec le temps de cohérence T2.
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Figure 1.7  Représentation schématique des solutions des EBO pour deux impulsions δi
séparées d'un délai τ pour (a) la polarisation de premier ordre, (b) la population de second
ordre, et (c) la polarisation de troisième ordre (sans les parties oscillantes des polarisations).
1.2.5 Solution analytique pour trois impulsions : FWM non-dégénéré
Il est également possible de générer et détecter le signal FWM non-dégénéré (ND-FWM)
d'une BQ en utilisant trois impulsions optiques pour créer la polarisation non-linéaire :
P (3) = 0χ
(3)E∗1E2E3 = 0χ
(3)E1E2E3ei(ω3+ω2−ω1)t + c.c. (1.29)
Chaque impulsion, d'amplitude Ei, modulée à la fréquence Ωi, acquiert une phase re-
lative φi et excite la BQ au temps t = 0, t = τ1 et t = τ2, avec τ2 > τ1. Le champ ressenti
par la BQ est donc le suivant :
E(t) =
[
E1δ(t)eiφ1 + E2δ(t− τ1)eiφ2 + E3δ(t− τ2)eiφ3
]
eiω0t + c.c. (1.30)
De la même manière que pour le cas à deux impulsions, on peut calculer la matrice
densité pour chaque ordre de perturbation en respectant le principe de causalité et en
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sélectionnant la combinaison de phase φ3 + φ2 − φ1, on trouve alors :
p(1) =
−iµ
~
[
E1e−γt+iφ1H(t) + E2e−γ(t−τ1)+i(φ2+iω0τ1)H(t− τ1)
+E3e−γ(t−τ2)+i(φ3+iω0τ2)H(t− τ2)
]
(1.31a)
n
(2)
21∗ =
(µ
~
)2 E1E2e−γ1(t−τ1)−γ2τ1+i(φ2−φ1)H(t− τ1) (1.31b)
p
(3)
321∗ = 2i
(µ
~
)3 E1E2E3e−γ2(t−τ2+τ1)−γ1(τ2−τ1)+i(ω0t+φ3+φ2−φ1)H(t− τ2) (1.31c)
Comme pour l'excitation à deux impulsions, on observe que la polarisation de troisième
ordre p(3)321∗ s'amortit exponentiellement avec T2. En ﬁxant le délai τ2−τ1 entre E2 et E3 et en
variant τ1, il est possible de mesurer le déclin des cohérences en intégrant temporellement
le signal ND-FWM. Le maximum de cohérence correspond à τ2− τ1 = 0 (délai nul entre E2
et E3). Par ailleurs, on remarque un terme d'amortissement additionnel par rapport au cas
à deux impulsions en γ1(τ2 − τ1). Ce terme traduit l'amortissement des populations entre
E2 et E3. Ainsi, en ﬁxant le délai τ1 et en variant le délai τ2, il est possible de mesurer le
déclin des populations en intégrant temporellement le signal ND-FWM. Le maximum de
population correspond à τ1 = 0 (délai nul entre E1 et E2). Dans la suite du manuscrit, nous
noterons τ12 pour faire référence au délai entre E1 et E2 et τ23 pour faire référence au délai
entre E2 et E3. La ﬁgure 1.8 illustre schématiquement l'évolution de p(1), n(2)21∗ et p(3)321∗ en
fonction du temps t après chaque impulsion (sans les parties oscillantes des polarisations).
Comme précédemment, le signal ND-FWM mesuré spectralement correspond au module
de la transformée de Fourier de la polarisation, on trouve ﬁnalement :
SndFWM(ω) =
2µ4E1E2E3e−γ2τ12−γ1τ23√
2pi~3
√
γ22 + ∆
2
(1.32)
Le signal ND-FWM mesuré correspond donc à une fonction lorentzienne de largeur à
mi-hauteur 2γ2. En augmentant le délai τ12 entre les deux premières impulsions, l'ampli-
tude du pic diminue exponentiellement avec le temps de cohérence T2 de l'exciton. Tandis
qu'en augmentant le délai τ23 entre les deux dernières impulsions, l'amplitude du pic di-
minue exponentiellement avec le temps de population T1 de l'exciton.
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Figure 1.8  Représentation schématique des solutions des EBO pour trois impulsions δi
séparées des délais τ12 et τ23 pour la polarisation de premier ordre (bleu clair), la population
de second ordre (rouge), et la polarisation de troisième ordre (bleu foncé).
En résumé, le signal ND-FWM créé par trois impulsions permet de mesurer à la fois le
déclin des cohérences et des populations, contrairement au signal D-FWM créé par deux
CHAPITRE 1. INTERACTION LUMIÈRE-MATIÈRE D'UN ÉMETTEUR
QUANTIQUE 17
impulsions qui permet de mesurer uniquement le déclin des cohérences. Pour des raisons
pratiques essentiellement, les mesures de décohérence présentées dans ce manuscrit on été
réalisées le plus souvent en mesurant le signal D-FWM.
1.3 Vecteur de Bloch
Il est souvent très utile de représenter de manière vectorielle l'évolution des EBO. On
déﬁnit le vecteur de Bloch ~B dont les trois coordonnées sont données par :
u = ρ˜ge + ρ˜eg = 2<[ρ˜eg] (1.33a)
v = i(ρ˜ge − ρ˜eg) = 2=[ρ˜eg] (1.33b)
w = ρee − ρgg (1.33c)
La coordonnée w du vecteur de Bloch correspond à l'inversion de population, tandis
que les coordonnées u et v correspondent aux parties réelle et imaginaire de la polarisation.
On peut alors réécrire les équations 1.8 en fonction des coordonnées du vecteur de Bloch :
u˙ = −∆v − u
T2
(1.34a)
v˙ = ΩRw + ∆u− v
T2
(1.34b)
w˙ = −ΩRv − w + 1
T1
(1.34c)
La fonction d'onde |ψ〉 d'un état pur peut se décomposer sur la base de ses états propres
de la manière suivante [2] :
|ψ〉 = cos θ
2
|g〉+ eiφ sin θ
2
|e〉 (1.35)
où θ et φ correspondent aux coordonnées polaires du vecteur de Bloch. On peut alors
montrer que l'évolution des populations et des cohérences dépend uniquement de θ et φ
telles que :
u+ iv = sin θe−iφ (1.36a)
w = − cos θ (1.36b)
Le vecteur de Bloch se déplace donc sur une sphère de rayon 1/2 appelée sphère de
Bloch. La ﬁgure 1.9 illustre schématiquement le vecteur et la sphère de Bloch d'un état
pur. Les pôles +z et −z de la sphère représentent les populations de l'état fondamental |g〉
et excité |e〉, et le plan équatorial xOy représente le plan complexe (u+ iv) des cohérences.
La sphère de Bloch permet d'expliquer et de visualiser l'évolution de l'état quantique
d'un 2LS de manière simple, comme par exemple les oscillations de Rabi d'un exciton (cf
chapitre 3). Par la suite, bon nombre d'opérations quantiques abordées dans ce manuscrit
seront décrites avec la sphère de Bloch.
1.3.1 Précession du vecteur de Bloch
Considérons maintenant un champ électrique E cos(ωt−φ) en interaction avec un 2LS
initialement dans son état fondamental. Le vecteur de Bloch décrivant l'évolution du 2LS
peut alors s'écrire :
~˙B = ~ΩB ∧ ~B − ~γrelax. ~B (1.37)
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Figure 1.9  Représentation du vecteur de Bloch pour un état pur.
où le vecteur ~ΩB = (ΩR cosφ,ΩR sinφ,−∆) décrit la précession du vecteur de Bloch et
le vecteur ~γrelax = (1/T2, 1/T2, 1/T1) décrit la relaxation des cohérences et des populations.
Dans le cas résonant (∆ = 0), la précession du vecteur de Bloch s'eﬀectue dans le plan
équatorial xOy qui représente le plan complexe des cohérences. Le signal FWM que l'on
mesure correspond à la projection de Bloch dans ce plan. Pour un cas pur, il n'y a pas de
relaxation, la norme du vecteur de Bloch reste constante au cours du temps et correspond
au rayon de la sphère de Bloch. Dans le cas d'un état mixte, la relaxation entraîne une
diminution de la norme du vecteur de Bloch qui se déplace dans la sphère de Bloch. Nous
allons maintenant résoudre les équations 1.34 pour deux conﬁgurations : premièrement sans
relaxation et deuxièmement sans champ électrique. Dans les deux cas, nous ne tiendrons
pas compte de la phase du champ électrique. Ces deux cas de ﬁgures permettront de
comprendre les oscillations de Rabi et l'évolution libre d'un 2LS, que l'on abordera plus
en détail dans la suite du manuscrit.
1.3.2 Solution sans relaxation : oscillations de Rabi
Sans décohérence, i.e. T1 = T2 = ∞, et en considérant un champ électrique suﬃsam-
ment intense tel que ΩR >> ∆, les équations 1.34 se simpliﬁent pour donner :
u˙ = 0 (1.38a)
v˙ = ΩRw (1.38b)
w˙ = −ΩRv (1.38c)
En assumant que le 2LS est dans son état fondamental avant l'excitation, i.e. ~B =
(0, 0,−1), les solutions des équations 1.38 sont :
u(t) = 0 (1.39a)
v(t) = − sin(ΩRt) (1.39b)
w(t) = − cos(ΩRt) (1.39c)
Dans ces conditions, la précession du vecteur de Bloch correspond à une rotation dans
le plan yOz, illustrée schématiquement sur la ﬁgure 1.10 (a). Le signal FWM mesuré,
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qui correspond à la norme du vecteur de Bloch projeté dans le plan équatorial oscille en
| sin(ΩRt)|. En augmentant la puissance d'excitation, le signal FWM décrit des oscillations
de Rabi (voir chapitre 3). Cette précession est extrêmement utile, car elle permet de contrô-
ler l'état quantique du 2LS. L'angle de rotation du vecteur de Bloch est alors donné par
Θ = ΩRt. Dans le cas d'une impulsion optique, cet angle correspond à l'aire de l'impulsion.
Une impulsion pi/2 engendre à une rotation du vecteur de Bloch sur l'axe y correspondant
au maximum de cohérence, et donc au maximum de signal FWM. Tandis qu'une impulsion
pi engendre à une rotation du vecteur de Bloch sur l'axe −z correspondant au maximum
de population (signal FWM nul). Ainsi, le signal D-FWM est maximal quand Θ1 = pi/2 et
Θ2 = pi et le signal ND-FWM est maximal quand Θ1 = Θ2 = Θ3 = pi/2. Nous utiliserons
ce type de notation dans la suite du manuscrit.
1.3.3 Solution sans champ électrique : évolution libre
Intéressons nous maintenant à l'évolution libre du 2LS après l'excitation. Sans champ
électrique (ΩR = 0), les équations 1.34 se simpliﬁent pour donner :
u˙ = −∆v − u
T2
(1.40a)
v˙ = ∆u− v
T2
(1.40b)
w˙ = −w + 1
T1
(1.40c)
En prenant comme état initial ~B = (0, 1, 0), les solutions des équations 1.40 sont :
u(t) = [cos(∆t)u(0)− sin(∆t)v(0)] e− tT2 (1.41a)
v(t) = [sin(∆t)u(0) + cos(∆t)v(0)] e
− t
T2 (1.41b)
w(t) = [w(0) + 1] e
− t
T1 − 1 (1.41c)
On retrouve bien que la norme du vecteur de Bloch projetée sur l'axe des populations
décroît exponentiellement avec T1. Dans le plan des cohérences, la norme vecteur de Bloch
décroît exponentiellement avec T2 et tourne à la fréquence du désaccord ∆. La ﬁgure 1.10
(b) illustre schématiquement la rotation du vecteur de Bloch dans le plan des cohérences
pour t << T2.
x
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Figure 1.10  Précession du vecteur de Bloch (a) sans relaxation (T1 = T2 = ∞) et (b)
sans champ extérieur (t << T2).
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Ce chapitre est consacré à la description du dispositif expérimental et des échantillons
utilisés. Il s'agit d'une expérience de spectroscopie cohérente non-linéaire qui permet de
mesurer la polarisation non-linéaire de troisième ordre d'objet unique tel qu'une BQ. Tout
d'abord, j'aborderai le contexte et les motivations qui nous ont amenés à développer ce type
d'expérience qui représente un challenge expérimental. Je détaillerai ensuite le dispositif
expérimental de mélange à quatre ondes hétérodyne que j'ai développé durant la première
année de ma thèse. Enﬁn je présenterai les échantillons utilisés pour réaliser les résultats
présentés dans les chapitres 3, 4 et 5.
21
22 2.1. CONTEXTE ET MOTIVATIONS
2.1 Contexte et motivations
Dans le chapitre 1, nous avons vu que la dynamique d'un système à deux niveaux (2LS),
décrit par les équations de Bloch optiques, est régi par deux temps de relaxation caracté-
ristiques : le temps de population T1 et le temps de cohérence T2. Nous avons également
vu qu'il est possible d'extraire ces temps de relaxation en mesurant la polarisation non-
linéaire de troisième ordre. Pour mesurer cette polarisation non-linéaire, nous utilisons une
technique de spectroscopie cohérente non-linéaire qui consiste à exciter l'échantillon avec
une série d'impulsions optiques, ultra-courtes, résonantes avec la transition, et à mesurer
le signal de mélange à quatre ondes (FWM). On distingue alors deux types d'expériences :
la mesure de la polarisation macroscopique d'un ensemble d'excitons, et la mesure de la
polarisation microscopique d'un seul exciton.
2.1.1 FWM d'un ensemble de boîtes quantiques
Dans une expérience typique de FWM à deux faisceaux, l'échantillon est excité par
une impulsion pompe E1 de fréquence ω1 et de vecteur d'onde ~k1 et une impulsion sonde
E2 retardée d'un délai τ , de fréquence ω2 et de vecteur d'onde ~k2. Lorsque la pompe
excite l'échantillon, elle crée une polarisation macroscopique de premier ordre P(1) =
χ(1)E1ei(ω1t−~k1.~r) générée par l'oscillation collective de milliards de dipôles à la fréquence
ω1. Au temps t = τ après la pompe, l'impulsion sonde excite l'échantillon et crée éga-
lement une polarisation de premier ordre oscillant à la fréquence ω2. L'interférence entre
les polarisations de la pompe et de la sonde donne lieu à la population de second ordre
N (2) = χ(2)E1E2ei(ω2−ω1)t+i(~k2−~k1).~r qui oscille à la fréquence ω2 − ω1. Elle résulte de l'ex-
citation d'un grand nombre d'excitons, qui engendre l'apparition d'un réseau de densité
dans l'échantillon se propageant suivant le vecteur d'onde ~k2−~k1 (voir ﬁgure 2.1). La sonde
est auto-diﬀractée par ce réseau, à la fois dans le temps et dans l'espace, et génère la po-
larisation de troisième ordre P(3) = χ(3)E1E22ei(2ω2−ω1)t+i(2~k2−~k1).~r oscillant à la fréquence
2ω2 − ω1 et se propageant suivant le vecteur d'onde 2~k2 − ~k1. La mesure temporelle du
déclin de cette polarisation non-linéaire en fonction du délai τ entre la pompe et la sonde,
donne un accès direct à la dynamique des cohérences de l'ensemble des excitons. Ce type
d'expérience a permis d'étudier avec succès le déphasage intrinsèque de la décohérence
d'excitons sur des ensembles de BQs [23, 24, 19] en mesurant l'évolution temporelle de
l'écho de photon généré par la remise en phase des dipôles aﬁn de s'aﬀranchir des inhomo-
généités d'énergie entre les BQs. La ﬁgure 2.2 illustre le principe de l'expérience d'écho de
photon. La pompe excite un très grand nombre de BQs qui oscillent à leurs fréquences de
résonance propres ωi. Au délai τ après l'impulsion, chaque oscillateur i accumule une phase
ωiτ . Quelques dizaines de femtosecondes suﬃsent pour brouiller la phase de l'ensemble des
oscillateurs, détruisant ainsi la cohérence excitonique de l'ensemble. Lorsque l'impulsion
sonde arrive au temps τ1 = τ , elle génère la polarisation non-linéaire de troisième ordre
pour chaque exciton oscillant à la fréquence ωi. Au temps τ2 après l'impulsion sonde, la
phase de chaque oscillateur est ωi(τ2 − τ1). Ainsi, lorsque τ2 = τ1 = τ , la phase globale de
l'ensemble des oscillateurs est nulle. Cette conjugaison de phase de l'ensemble des dipôles
excitoniques entraîne une interférence constructive qui se traduit par l'apparition d'un fort
signal d'écho de photon à t = 2τ , dont l'amplitude est proportionnelle à la polarisation
excitonique résiduelle. En variant le délai τ entre la pompe et la sonde, il est alors possible
de suivre le déclin temporel de l'amplitude de l'écho, et donc de mesurer la dynamique de
la polarisation excitonique.
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Figure 2.1  Interférences des deux faisceaux de vecteurs d'ondes ~k1 et ~k2 sur l'échantillon.
Le réseau de diﬀraction est formé suivant la direction ~k2 − ~k1. Le signal FWM est émis
suivant la direction 2~k2 − ~k1.
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Figure 2.2  Principe d'une expérience d'écho de photon. Après l'impulsion pompe
pi/2, l'évolution libre de la polarisation excitonique se traduit par la rotation du vecteur
de Bloch dans le plan équatorial des cohérences. Chaque exciton accumule une phase ωiτ ,
représentée par plusieurs vecteurs. La décohérence des excitons entraîne la diminution
des vecteurs de Bloch au cours du temps. L'arrivée de l'impulsion sonde pi se traduit
par une inversion de phase non-perturbative, et entraîne la remise en phase des dipôles
excitoniques à t = 2τ , caractérisée par un écho de photon. L'amplitude de cet écho est
directement reliée à la décohérence des excitons, i.e. la norme du vecteur de Bloch projeté
dans le plan des cohérences. La largeur temporelle de l'écho est inversement proportionnelle
à l'élargissement spectral inhomogène de l'ensemble de BQs.
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2.1.2 FWM d'une boîte quantique unique
Mesurer le signal FWM d'une seule BQ s'avère beaucoup plus compliqué expérimenta-
lement. Premièrement, la taille typique d'une BQ InAs/GaAs est de l'ordre d'une dizaine
de nanomètres. Or, la longueur d'onde des interférences spatiales de la pompe et de la
sonde dans GaAs est de l'ordre de λ/nGaAs = 910 nm/3.5 = 260 nm. La taille d'une BQ
est donc un ordre de grandeur plus petite que la distance entre deux franges d'interférences.
Deuxièmement, le signal ne provient plus de la remise en phase de milliards de dipôles
générant un fort signal d'écho, mais du dipôle d'un seul exciton. La force du signal dépend
donc uniquement du couplage dipolaire entre le champ électrique des impulsions et le di-
pôle de l'exciton. Sans nanostructure, l'amplitude du signal FWM d'un exciton unique est
très faible devant celle de l'excitation résonante. Extraire l'émission cohérente d'un seul
exciton constitue un challenge expérimental. Cela peut être réalisé avec une détection hété-
rodyne optique [23, 25, 26, 27] du signal FWM. Cette technique, illustrée sur la ﬁgure 2.3,
consiste à moduler la pompe et la sonde à des radio-fréquences bien déﬁnies, Ω1 et Ω2
respectivement. En interférant, les polarisations de la pompe et de la sonde génèrent un
réseau temporel de densité, créé par l'accumulation de phase φ2 − φ1 entre la pompe et
la sonde (≈ 106 impulsions/intégration). La sonde est auto-diﬀractée temporellement sur
ce réseau, et génère ainsi la polarisation de troisième ordre P(3) = χ(3)E1E22eiω0tei(2Ω2−Ω1)t
oscillant à la fréquence ω0 + ΩD où ΩD = 2Ω2 − Ω1 est la fréquence de détection hé-
térodyne. En démodulant le signal sur la fréquence ΩD et en mesurant l'amplitude des
interférences spectrales avec un faisceau de référence oscillant à la fréquence ω0, il est alors
possible de mesurer directement l'amplitude et la phase [28, 29] du signal FWM de BQs
individuelles [30, 31]. Les détails sur cette technique d'interférométrie spectrale hétérodyne
(HSI) sont donnés dans la partie 2.2.3.
ω0+ΩD 
ω0 
ωRef = ω0 
ωS = ω0+ΩD 
 
12
ω1 = ω0+Ω1 
ω2 = ω0+Ω2 

Beam mixing 
ΩD = 2Ω2-Ω1 
Temporal grating 
Figure 2.3  Détection hétérodyne optique. La fréquence optique de la référence
est ωRef = ω0 où ω0 est la fréquence optique du laser sans modulation. Les fréquences
optiques de la pompe et de la sonde sont respectivement ω0 + Ω1 et ω0 + Ω2 où Ω1 et Ω2
sont des radio-fréquences. Le signal ES oscille à la fréquence optique ωS = ω0 + ΩD où
ΩD = 2Ω2 − Ω1 est la fréquence de détection hétérodyne.
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Les informations obtenues peuvent être utilisées pour construire la carte bidimension-
nelle (ω1 vs ω) du signal FWM, fournissant des détails sur les couplages entre plusieurs états
excitoniques et permettant de distinguer les couplages cohérents et incohérents [32, 13, 33].
Cependant, ces mesures se sont limitées jusqu'à présent à l'étude d'excitons de grandes
forces d'oscillateurs [34, 35, 36] ou en couplage fort dans une microcavité [37, 38]. Le dis-
positif expérimental développé durant la première année de ma thèse (voir ﬁgure 2.4) va
au-delà de ces limitations, et permet de mesurer la réponse cohérente (cf chapitre 3) et
les couplages cohérents (cf chapitre 4) d'excitons de faible force d'oscillateur, fortement
conﬁnés dans des BQs InAs/GaAs. Par ailleurs, l'ajout d'un troisième faisceau E3 donne
désormais accès à la dynamique des populations d'excitons individuels (cf chapitre 3) en
mesurant le signal FWM non-dégénéré correspondant à la polarisation de troisième ordre
P(3) = χ(3)E1E2E3ei(ω3+ω2−ω1)t. Ce dispositif à trois faisceaux a également permis de dé-
montrer un nouveau type de protocole innovant pour contrôler la cohérence d'un exciton
à travers une expérience de mélange à six ondes (cf chapitre 5).
J'insiste sur le fait que la complexité de ce dispositif expérimental réside dans la réalisa-
tion de la détection hétérodyne optique qui nécessite le développement et l'automatisation
d'un mélangeur multi-fréquences synchronisé avec quatre modulateurs acousto-optiques
(AOM) radio-fréquence, deux lignes à retard et une caméra CCD. Au cours de ce cha-
pitre, nous allons voir les diﬀérentes étapes de la réalisation de ce dispositif expérimental,
ainsi que les échantillons utilisés pour extraire eﬃcacement la réponse cohérente d'une BQ
unique.
2.2 Dispositif expérimental : Mélange à quatre ondes hétéro-
dyne
La ﬁgure 2.4 illustre schématiquement l'ensemble dispositif expérimental. Il se décom-
pose en trois parties que je vais détailler de la manière suivante :
 La préparation des impulsions dans la partie 2.2.1.
 L'excitation de l'échantillon dans la partie 2.2.2.
 La détection du signal dans la partie 2.2.3.
2.2.1 Correction du chirp
Dans cette expérience, nous utilisons une source laser Titane:Saphir à blocage de mode 1
qui délivre des impulsions optiques ultra-courtes temporellement ∆t = 150 fs (FWHM).
Les impulsions sont limitées par transformée de Fourier, i.e. ∆t∆ω = 1 où ∆ω représente
la largeur spectrale des impulsions. Selon cette relation, plus l'impulsion est coutre tempo-
rellement, plus son spectre est large. Dans un milieu dispersif, la vitesse de groupe d'une
impulsion vg = dω/dk est diﬀérente de la vitesse de phase vφ = ω/k de ses composantes
spectrales. Autrement dit, le paquet d'onde ne se propage pas à la même vitesse que les
ondes qui le composent. On parle de dispersion normale lorsque l'indice de réfraction du
milieu croît avec la fréquence de l'onde, le rouge va plus vite que le bleu. A l'inverse, on
parle de dispersion anormale lorsque ce dernier décroît avec la fréquence de l'onde, le bleu
va plus vite que le rouge. Cette dérive de fréquence, appelée chirp 2, engendre un étale-
ment temporelle de l'impulsion. Plus le nombre de composantes spectrales est important,
plus la dispersion et donc l'étalement temporel de l'impulsion est important. Nous allons
1. Spectra-Physics Tsunami Femto. Laser de pompage Coherent Verdi 10 à 532 nm.
2. Mot d'origine anglaise signiﬁant gazouillis pour exprimer les variations temporelles des fréquences.
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Figure 2.4  Schéma général du dispositif expérimental. Le dispositif expérimental
se décompose en trois parties : la préparation des impulsions, l'excitation de l'échantillon et
la détection du signal. Les impulsions, générées par un laser à blocage de mode Titane : Sa-
phir, sont dans un premier temps pré-chirpées par un façonneur passif d'impulsion composé
d'un réseau G (1200 traits/mm), d'un doublet achromatique LS (f = 500 mm) et d'un mi-
roir sphérique MS (f = 304.8 mm), aﬁn de compenser la dispersion des éléments optiques
de l'expérience. Le laser est ensuite divisé en quatre faisceaux, E1, E2, E3 et ERef , modulés
en phase par le biais de modulateurs acousto-optiques (AOM) de fréquences Ω1, Ω2 et Ω3
(la référence ERef n'est pas modulée). Deux lignes à retard permettent d'ajuster les délais
τ13 et τ23 entre E1, E2 et E3. Les diﬀérents faisceaux sont ensuite focalisés par un objec-
tif de microscope MO (NA = 0.65) sur l'échantillon refroidi à température cryogénique
(T = 4 K) dans un cryostat à hélium liquide. La réﬂectivité du laser, comprenant le signal
ES et la réﬂectivité de la référence ERef , sont ensuite collectées par une série de doublets
achromatiques L1-L3 (f1 = 300 mm, f2 = 100 mm et f3 = 60 mm) et ﬁltrées spatialement
par deux diaphragmes (cf image). Les deux faisceaux sont ensuite mélangés dans un AOM
à la fréquence de détection hétérodyne ΩD, de sorte que la référence soit diﬀractée sur
le signal et vice-versa. Les faisceaux d'interférences résultant WA et WB sont ﬁnalement
collectés par deux doublets achromatiques L4 et L5 (f4 = 75 mm et f5 = 60 mm) et imagés
spectralement sur une caméra CCD. NF : champ proche, FF : champ lointain.
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maintenant quantiﬁer la dispersion des impulsions laser à travers les éléments optiques du
dispositif expérimental.
Prenons le cas d'une impulsion Gaussienne se propageant dans un milieu dispersif
d'épaisseur z. Le champ électrique de l'impulsion peut s'écrire :
E(z, ω) = E(0, ω)eik(ω)z (2.1)
où k(ω) est le vecteur d'onde déﬁni par la relation :
k(ω) = n(ω)
ω
c
(2.2)
Eﬀectuons un développement limité au second ordre du vecteur d'onde autour de la
fréquence centrale ω0 :
k(ω) = k0 + (ω − ω0)k′0 +
1
2
(ω − ω0)2k′′0 (2.3)
où k′0 est l'inverse de la vitesse de groupe et k′′0 est la dispersion de vitesse de groupe
(DVG), telles que :
vg =
(
dk
dω
)−1
=
c
n0 + ω
dn0
dω
=
c
n0 − λdn0dλ0
(2.4)
DVG =
d2k
dω2
=
λ3
2pic2
(
d2n
dλ2
)
(2.5)
En remplaçant k(ω) dans l'équation 2.1, et en calculant la transformée de Fourier, on
obtient l'expression du champ électrique en fonction du temps :
E(z, t) = E(0, t) exp
[
−(t− k
′
0z)
2
2∆t(z)2
]
exp
[
−i(t− k
′
0z)
2
2∆t(z)2
k′′0∆ω
2z
]
(2.6)
où ∆ω est la largeur spectrale de l'impulsion et ∆t(z) représente sa largeur temporelle
telle que :
∆t(z)2 = ∆t0
2 + (k′′0∆ωz)
2 (2.7)
La largeur temporelle de l'impulsion ne dépend que de trois paramètres : la DVG,
l'épaisseur du milieu dispersif et la largeur spectrale de l'impulsion. Comme attendu, on
remarque que l'étalement temporel augmente avec la largeur spectrale de l'impulsion. Par
ailleurs, plus le milieu dispersif est épais et d'indice élevé, plus cet élargissement est im-
portant.
La ﬁgure 2.5 (a) montre l'évolution de la largeur temporelle d'une impulsion laser pour
∆t0 = 150 fs dans deux matériaux d'indices diﬀérents à 900 nm. Une grande majorité
des éléments optiques pour le visible (VIS) et le proche infrarouge (NIR), tels que les
lentilles, les miroirs, les cubes séparateurs, sont fabriqués en BK7, milieu d'indice n = 1.51
à 900 nm. Ce type de matériau présente l'intérêt d'être très peu dispersif. Cependant,
certains éléments optiques ont un indice de réfraction plus élevé. C'est le cas par exemple
du cristal TeO2 des modulateurs acousto-optiques 3 (AOM), dont l'indice à 900 nm vaut
n = 2.21. En traversant ce cristal, d'une épaisseur z = 2 cm, les impulsions lasers sont
3. AA Opto-Electronic MT80.
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élargies temporellement comme le montre la ﬁgure 2.5 (b) qui illustre des mesures d'auto-
corrélation en intensité des impulsions avant et après un AOM. Les détails de ces mesures
sont donnés page 30.
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Figure 2.5  Dispersion d'une impulsion à travers un milieu dispersif. (a) Simu-
lation de la largeur temporelle d'une impulsion en fonction de l'épaisseur z de deux milieux
dispersifs (BK7 et TeO2), pour une largeur initiale ∆t0 = 150 fs et λ = 900 nm. (b) Mesure
d'auto-corrélation en intensité d'une impulsion laser sans dispersion (rouge) et dispersée
par un AOM (vert). Les traits pointillés noirs représentent les ajustements gaussiens per-
mettant d'extraire les largeurs temporelles à mi-hauteur des impulsions (FWHM).
Aﬁn de corriger le chirp des impulsions, j'ai conçu un façonneur d'impulsion qui permet
de pré-compenser la dispersion normale des optiques pour obtenir des impulsions limitées
par transformée de Fourier au niveau de l'échantillon [39]. Il se compose d'un réseau gravé
de 1200 traits/mm, d'un doublet achromatique de focale f1 = 500 mm et d'un miroir
sphérique de focale f2 = 304.8 mm (cf ﬁgure 2.6). Des fentes d'apodisation placées dans le
plan de Fourier du doublet achromatique permettent de ﬁltrer spectralement de manière
gaussienne le spectre de l'impulsion sans changer son proﬁl spectral.
Étant donné que les rayons sont proches de l'axe optique et que les angles d'incidence
sont faibles, l'approximation de Gauss est satisfaite. Il est donc possible de calculer la
matrice de transfert du façonneur d'impulsion en utilisant la loi ABCD. Soit Td et Lf ,
respectivement la matrice de transfert après propagation sur une distance d et la matrice
de transfert d'une lentille de focale f , telles que :
Td =
(
1 d
0 1
)
et Lf =
(
1 0
−1/f 1
)
(2.8)
La matrice de transfert de l'ensemble du façonneur s'exprime par le produit des matrices
suivant :M = TL2Lf1Tf1Lf2Tf1Lf1TL2 . Soit (y0, α0) et (y1, α1) les coordonnées et les angles
respectifs des faisceaux entrant et sortant du façonneur par rapport à l'axe optique, on
obtient après calcul :(
y1
α1
)
= M
(−1 [2f1 − f21 /f2 − (L1 + L2)]
0 −1
)(
y0
α0
)
(2.9)
L0, que l'on appellera la position nulle, est la distance pour laquelle la DVG du façon-
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Figure 2.6  Schéma du façonneur d'impulsion. G : réseau gravé de 1200 traits/mm
blasé à 750 nm (angle blasé θ = 2644′). LS : doublet achromatique 2" recouvert
d'une couche anti-reﬂet pour le NIR, f1 = 500 mm. SM : miroir sphérique 2" en or,
f2 = 304.8 mm. L, L1 et L2, sont respectivement les distances réseau-lentille au niveau de
l'axe optique, du faisceau incident et sortant.
neur est nulle. Sachant que L0 = (L1 + L2)/2, il en résulte la condition suivante :
L0 = f1 − f
2
1
2f2
(2.10)
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Figure 2.7  Évolution de la position nulle L0 et de la distance focale f1 (données
Thorlabs) en fonction de la longueur d'onde λ.
Comme la distance focale f1 du doublet achromatique dépend de la longueur d'onde, la
valeur de la position nulle L0 ne sera pas la même suivant la longueur d'onde des impulsions.
La ﬁgure 2.7 représente l'évolution de f1 et L0 en fonction de la longueur d'onde. On observe
que la variation de L0 dans le NIR est négligeable (0.2 %), mais augmente signiﬁcativement
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en dessous de 700 nm. En ajustant la distance L, il est possible d'augmenter ou de diminuer
la diﬀérence de chemin optique entre les composantes spectrales de l'impulsion. Lorsque
L < L0, le rouge parcourt moins de distance que le bleu, la dispersion du façonneur est
normale. A l'inverse, lorsque L > L0, le rouge parcourt plus de distance que le bleu, la
dispersion du façonneur est anormale. La ﬁgure 2.8 illustre schématiquement les deux cas
de ﬁgures.
L > L0 L < L0 
Plan focal Plan focal 
Figure 2.8  Schéma des rayons optiques au niveau du réseau de diﬀraction pour une
dispersion normale (L < L0) et anormale (L > L0).
2.2.1.1 Autocorrélation en intensité
Étant donné que les détecteurs optiques sont quadratiques, i.e. sensibles à l'intensité,
il est impossible de mesurer directement le champ électrique d'une impulsion optique de
manière linéaire. De plus, la bande passante des détecteurs les plus rapides est environ de
quelques centaines de GHz. Il n'est donc pas possible de mesurer directement l'évolution
de l'intensité en fonction du temps d'une impulsion ultra-rapide de quelques centaines de
femtosecondes. Pour mesurer la largeur temporelle d'une impulsion brève, une des solutions
consiste à mesurer le signal d'autocorrélation en intensité (cf ﬁgure 2.9).
Le principe est le suivant : le faisceau incident est divisé en deux par un miroir sépara-
teur. Une ligne à retard permet d'ajuster le délai entre les deux faisceaux qui sont ensuite
recombinés dans un cristal non-linéaire en LBO (Triborate de lithium LiB3O5) pour gé-
nérer un signal de seconde harmonique (SHG). L'intensité du signal SHG émis suivant la
bissectrice des deux faisceaux incidents est proportionnelle au produit des intensités des
deux faisceaux :
ISHG(t, τ) ∝ I(t)I(t+ τ) ∝ |E(t)|2 |E(t+ τ)|2 (2.11)
Un photomultiplicateur mesure ensuite le signal proportionnel à l'intensité d'autocor-
rélation donné par l'équation 2.11 :
Sac(t, τ) ∝
∫ +∞
−∞
|E(t)|2 |E(t+ τ)|2 dt (2.12)
L'information sur la phase est donc perdue au cours de cette mesure, mais en connais-
sant la forme de l'impulsion il est possible de déduire sa largeur à mi-hauteur à partir de la
largeur de l'autocorrélation. La ﬁgure 2.10 présente les mesures d'autocorrélation en inten-
sité d'une impulsion optique traversant un AOM. Sans correction, la largeur à mi-hauteur
(FWHM) vaut ∆t = 566 fs, soit environ quatre fois plus que la largeur temporelle en sor-
tie de laser (limitée par transformée de Fourier). En introduisant une dispersion négative
avec le façonneur pour pré-compenser la dispersion de l'AOM, nous retrouvons une largeur
d'impulsion caractéristique d'un laser Ti:Saphir (∆t = 143 fs) après le passage d'un AOM.
Les impulsions résultantes sont corrigées du chirp et à nouveau limitées par transformée
de Fourier.
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Figure 2.9  Schéma de l'autocorrélateur d'intensité APE PulseCheck 50 (Angewandte
Physik & Electronik).
2.2.2 Excitation de l'échantillon
2.2.2.1 Couplage avec l'échantillon
Après le façonneur d'impulsion, le faisceau laser est diﬀracté par un diaphragme de
diamètre 50 µm puis ﬁltré spatialement aﬁn d'obtenir un mode spatial parfaitement gaus-
sien. Le faisceau est ensuite divisé en trois par deux cubes séparateurs 30/70 et 50/50 aﬁn
de diviser la puissance incidente équitablement entre les trois faisceaux E1, E2 et E3. Les
fréquences de ces trois faisceaux sont ensuite modulées par des AOMs aux radio-fréquences
Ω1, Ω2 et Ω3, dont nous détaillerons le principe dans la partie 2.2.3.2. A ce point précis,
nous avons trois faisceaux Ei modulés sur les fréquences ω0 + Ωi et un faisceau de référence
ERef de fréquence ω0 sans modulation radio-fréquence. Deux lignes à retard motorisées 4
sont pilotées par CCDplot 5 pour contrôler le délai des faisceaux E1 et E2 par rapport à E3
et ERef avec une précision d'environ 10 fs. Une translation micrométrique permet d'ajuster
le délai entre ERef et E3. Les faisceaux Ei sont ensuite recombinés dans le même mode
spatial par un cube séparateur. La référence ERef se propage dans un autre mode. Un té-
lescope permet d'ajuster la taille du faisceau par rapport à la taille de la pupille d'entrée de
l'objectif de microscope. Étant donné que nous mesurons la réﬂectivité du laser sur l'échan-
tillon, l'excitation et la détection se propagent dans le même mode (voir ﬁgure 2.12 (a)).
4. Micos VT-80 et PLS85, contrôleur Corvus eco.
5. Logiciel LabWindows/CVI conçu par W. Langbein et B. Patton.
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Figure 2.10  Mesure d'autocorrélation en intensité. Les impulsions traversant un
AOM (vert) présentent une largeur temporelle ∆t = 566 fs (FWHM). En corrigeant le
chirp avec le façonneur (bleu), la largeur des impulsions redevient identique à celle du
laser mesurée sur la ﬁgure 2.5 (b). Les traits pointillés noirs représentent les ajustements
gaussiens permettant d'extraire les largeurs temporelles des impulsions (FWHM).
Pour coupler l'excitation à l'entrée de l'objectif et transmettre le maximum de signal, nous
utilisons une lame séparatrice recouverte d'une couche anti-reﬂet sur un de ses cotés. La
particularité de cette lame est de réﬂéchir 4% de l'intensité lumineuse à 45. Par consé-
quent, 96% de la puissance d'excitation est perdue, mais cela n'est pas problématique car la
puissance restante est largement suﬃsante pour exciter l'échantillon 6. Grâce à cette lame
séparatrice, la quasi-totalité du signal collecté par l'objectif est donc transmis.
Pour exciter et collecter la lumière émise par l'échantillon, nous utilisons un objectif de
microscope optimisé pour transmettre le maximum de lumière dans le NIR 7. Le pouvoir
de résolution de l'objectif, c'est-à-dire la distance minimale qui doit séparer deux points
contigus pour qu'ils soient correctement discernés par le système de mesure, est donné par
l'équation suivante :
dmin =
λ
2 NA
(2.13)
où λ est la longueur d'onde du laser et NA est l'ouverture numérique de l'objectif telle
que :
NA = n sinα (2.14)
où n représente l'indice de réfraction du milieu entre l'objectif et l'échantillon, et α est
le demi-angle du cône de lumière (voir ﬁgure 2.11). L'ouverture numérique permet donc de
quantiﬁer la capacité d'un objectif de microscope à collecter la lumière et à résoudre la taille
d'un objet. Plus celle-ci est grande, plus la quantité de lumière collectée est importante et
plus l'image de l'objet est résolue. L'ouverture numérique de notre objectif (NA = 0.65),
permet de résoudre un objet d'environ 700 nm pour une longueur d'onde λ = 900 nm.
6. Une puissance totale de 1 µW est suﬃsante pour générer le signal FWM.
7. Olympus LCPLN50XIR/0.65.
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Figure 2.11  Schéma d'un objectif de microscope pour trois ouvertures numériques (a)
NA=0.12, (b) NA=0.34 et (c) NA=0.87. (www.microscopyu.com)
2.2.2.2 Nanopositionnement et imagerie hyperspectrale
L'objectif de microscope est ﬁxé sur des platines de translation piezo-électriques trois
axes (x,y,z) 8 pilotées par CCDplot (voir ﬁgure 2.12 (a)). Un capteur capacitif fonctionnant
en boucle fermée mesure et corrige la position des platines en temps réel. Cet asservisse-
ment supprime l'hystérésis des platines et permet de réaliser des images bidimensionnelles
(x,y) de l'échantillon sur 250× 250 µm2 avec une précision de 10 nm. Leur vitesse de dépla-
cement est environ de 100 µm/s. La ﬁgure 2.12 (b) montre un exemple typique d'imagerie
hyperspectrale. Les points lumineux correspondent à la lumière émise par diﬀérentes BQs.
L'axe z permet de focaliser le laser sur la surface de l'échantillon sur une plage de 400 µm.
0 10 20 30
0
10
20
30
y
 (

m
)
x (m)
1
0
µ
P
L 
in
te
n
si
ty
(a
rb
. u
)
0
1
20
30
x µ )
y 
(µ
m
)
a) b) 
N.A. = 0.65Sample
T = 4 K
Beam sampler 
R=4%,T=96%
Detection
Microscope objective
Ex
ci
ta
ti
o
n
y
x
z
Nano-positionningµ-positionning
y
x
Figure 2.12  Dispositif d'imagerie confocale. (a) Schéma de l'excitation de l'échan-
tillon et de la collection du signal à travers l'objectif de microscope. (b) Exemple d'image
hyperspectrale réalisée par microphotoluminescence (µPL). Les points lumineux repré-
sentent l'émission de BQs individuelles. L'intensité de µPL est donnée par la barre de
couleurs.
L'échantillon est placé dans un cryostat 9 refroidi par un ﬂux continu d'hélium liquide,
pour atteindre une température minimale T = 4.2 K au niveau du porte-échantillon.
8. Physik Instrumente XY PIHERA et Z PIFOC. Implémentés dans CCDplot par Q. Mermillod.
9. CryoVac KONTI cryostat.
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L'enceinte du cryostat est préalablement dépressurisée avec une pompe turbo-moléculaire
pour obtenir un vide résiduel de 10−6 mbar. Le porte-échantillon est ﬁxé sur des platines
de translation (x,y) 10, permettant de déplacer l'échantillon sur une distance de 10 mm
avec une précision de 50 nm. Ces platines servent principalement à repérer des zones sur
l'échantillon.
2.2.3 Détection du signal
2.2.3.1 Collection du signal
Juste après l'objectif de microscope, une lentille de distance focale f = 300 mm, permet
d'imager les taches focales des faisceaux ERef et ES contenant la réﬂexion des faisceaux Ei
et le signal des BQs. Dans le plan focal de cette lentille, deux diaphragmes permettent de
ﬁltrer les anneaux d'Airy pour obtenir un mode spatial parfaitement gaussien (cf capture
d'image sur la ﬁgure 2.4). Ce plan image permet également de vériﬁer la superposition du
laser de µPL sur les faisceaux Ei à la surface de l'échantillon. Une caméra de contrôle permet
de visualiser ce plan focal. Les faisceaux sont ensuite focalisés dans l'AOM d'hétérodynage
et imagés sur les fentes verticales du spectromètre 11. Les faisceaux sont ensuite dispersés
horizontalement par le réseau du spectromètre et collectés par une caméra CCD 12. Lors
d'une expérience résonante, le ﬂux de photons envoyé sur la CCD est relativement élevé
(quelques centaines de nanowatts), ce qui nécessite des temps d'intégration très courts. La
CCD utilisée dispose de deux modes d'ampliﬁcation, avec trois gains d'ampliﬁcation pour
chaque mode, et deux vitesses de lecture (100 kHz ou 2 MHz). Le mode haute sensibilité
de la CCD permet d'ampliﬁer un ﬂux de photon très faible (250 ke-), tout en gardant
un niveau de bruit très bas (3.5 e- rms). On l'utilise généralement pour les expériences
non-résonantes pour ampliﬁer les signaux faibles, comme lors d'une mesure de µPL d'une
BQ. Le mode haute capacité permet d'ampliﬁer un ﬂux de photon très fort (1 Me-) avec
un temps d'intégration court (1 ms). On utilise ce mode pour les expériences résonantes
pour ne pas saturer la CCD, comme lors d'une mesure du signal FWM d'une BQ. Aﬁn de
réduire le bruit thermique lorsque le ﬂux de photon est faible, les pixels de la CCD sont
rétro-éclairés et refroidis à −80C. Enﬁn, une couche anti-reﬂet sur la surface des pixels
permet de réduire les interférences Fabry-Perot, pour atteindre une eﬃcacité quantique de
détection d'environ 90 % dans le VIS-NIR.
2.2.3.2 Hétérodynage optique
Les AOMs sont au c÷ur de la détection hétérodyne optique. Ils sont constitués d'un
cristal de TeO2 ﬁxé à un transducteur piezo-électrique produisant une onde acoustique
propagatrice. L'onde acoustique générée par le transducteur produit des zones de compres-
sion et d'expansion dans le cristal, entraînant l'apparition d'une structure périodique dans
l'indice de réfraction du cristal sur laquelle la lumière peut se diﬀracter (cf ﬁgure 2.13).
L'angle de diﬀraction du faisceau incident est donnée par la relation de Bragg :
2Λ sin θi = nλ (2.15)
où Λ est la longueur d'onde du son dans le cristal, θi est l'angle du faisceau incident, n
l'ordre de diﬀraction et λ la longueur d'onde du faisceau incident.
10. XY Micos MTS-70, contrôleur Corvus eco piloté par CCDplot.
11. Roper Scientiﬁc ACTON SP-2758i.
12. Roper Scientiﬁc PIXIS:400 coating eXcelon, pilotée par CCDplot.
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Figure 2.13  Schéma de la diﬀraction de Bragg dans un AOM. θi est l'angle du faisceau
incident, I0 et I+1 sont respectivement les faisceaux d'ordre 0 (non diﬀracté) et d'ordre 1
(décalage positif de la fréquence), Λ est la longueur d'onde du son dans le cristal et L est
la longueur d'interaction.
L'interaction de la lumière avec une onde acoustique propagatrice entraîne un décalage
positif ou négatif (suivant l'ordre de diﬀraction) de la fréquence optique par eﬀet Doppler.
Pour un cristal TeO2, le décalage fréquentiel est centré autour de 80 MHz, soit sept ordres
de grandeur plus petit que la fréquence optique des impulsions (ω0/2pi = 330 THz). Ce
décalage fréquentiel n'est pas mesurable par notre spectromètre.
La détection hétérodyne optique développée dans cette expérience est basée sur l'uti-
lisation d'AOMs pour moduler la phase relative des trains d'impulsions optiques des trois
faisceaux lasers E1, E2 et E3 (illustré sur la ﬁgure 2.14).
AOM 
Ωi 
13 ns 
ω0 
ω0+Ωi 
0 i 0
Figure 2.14  Modulation de la phase relative d'un train d'impulsion. La fréquence
optique ω0 et la phase φ0 du train d'impulsion sont modulées aux radio-fréquence Ωi et
aux phases relatives φi des AOMs i, telles que Ω1,2,3/2pi = (80, 79, 80.77) MHz.
L'accumulation de phase entre chaque impulsion entraîne la modulation des faisceaux
E1, E2 et E3 sur les fréquences ω1 = ω0 + Ω1, ω2 = ω0 + Ω2 et ω3 = ω0 + Ω3 respectivement,
où Ω1,2,3/2pi = (80, 79, 80.77) MHz sont les radio-fréquences des AOMs. Le temps entre
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-θ 
Figure 2.15  Mélange des faisceaux dans l'AOM de démodulation synchronisé sur la
fréquence de détection hétérodyne.
deux impulsions consécutives est donné par le taux de répétition du laser (76 MHz), soit
environ 13 ns. Au cours d'une intégration de 10 ms, ≈ 106 impulsions modulées en phase
interfèrent temporellement dans l'échantillon, générant localement un réseau temporel de
densité, créé par E1 et E2, oscillant à la fréquence Ω2 − Ω1. Le train d'impulsion E3 est
diﬀracté temporellement sur ce réseau, et génère la polarisation de troisième ordre suivante :
P(3) = χ(3)E1E2E3ei(ω3+ω2−ω1)t = χ(3)E1E2E3ei(ω0+ΩD)t (2.16)
Cette polarisation oscille à la fréquence ω0 + ΩD où ΩD = Ω3 + Ω2 − Ω1 représente
la fréquence de détection hétérodyne. En conﬁguration deux faisceaux (FWM dégénéré),
E2 est auto-diﬀractée par le réseau de densité, et génère la polarisation de troisième ordre
suivante :
P(3) = χ(3)E1E22ei(2ω2−ω1)t = χ(3)E1E22ei(ω0+ΩD)t (2.17)
Cette polarisation oscille également à la fréquence ω0 + ΩD mais pour la fréquence
hétérodyne ΩD = 2Ω2 − Ω1.
Le point crucial de la détection hétérodyne consiste à extraire le signal de l'excitation
résonante. Le principe est le suivant : le signal, qui oscille à la fréquence ω0 + ΩD et
les faisceaux d'excitation, qui oscillent aux fréquences ω0 + Ωi sont mélangés avec une
référence, qui oscille à la fréquence ω0, dans l'AOM de démodulation (voir ﬁgure 2.15),
dont la modulation de fréquence correspond exactement à la fréquence hétérodyne ΩD.
Les angles d'incidence des deux faisceaux par rapport à la normale correspondent aux
angles de Bragg de l'AOM. La référence, dont l'angle d'incidence est +θ, est diﬀractée
temporellement de +ΩD par l'onde acoustique suivant l'ordre 1 de diﬀraction. Tandis que
le signal et l'excitation, dont l'angle d'incidence est −θ, sont diﬀractés temporellement de
−ΩD suivant l'ordre -1 de diﬀraction. Ainsi, lorsque la référence est diﬀractée, le signal
et l'excitation ne le sont pas, et vice versa. On obtient ainsi deux faisceaux contenant la
référence, le signal et l'excitation, suivant les ordres +1 et −1 de diﬀraction. Suivant l'ordre
1, la référence et le signal oscillent à la même fréquence ω0 + ΩD, tandis que l'excitation
oscille à la fréquence ω0 +Ωi. Suivant l'ordre -1, la référence et le signal oscillent à la même
fréquence ω0, tandis que l'excitation oscille à la fréquence ω0 +Ωi−ΩD. Cette diﬀérence de
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fréquence de quelques MHz entre le signal et l'excitation, permet de rejeter le fond résonant
de l'excitation en mesurant les interférences spectrales entre la référence et le signal (voir
section 2.2.3.3).
Pour créer la fréquence hétérodyne, point clef de la détection hétérodyne, nous avons
conçu un mélangeur analogique multi-fréquences 13 qui permet de générer la fréquence
d'hétérodynage ΩD à partir des radio-fréquences Ω1, Ω2 et Ω3 telle que ΩD = aΩ1 +
bΩ2 + cΩ3 où {a, b, c} ∈ {±3,±2,±1, 0} sous la condition que a+ b+ c = 1. Le mélangeur
de fréquence permet donc de générer 36 combinaisons de fréquence hétérodyne, ce qui
constitue une évolution importante dans ce type d'expérience puisque la détection ne se
limite plus à la fréquence FWM dégénérée 2Ω2−Ω1. Par exemple, il est désormais possible
de détecter la fréquence FWM non-dégénérée Ω3 + Ω2 −Ω1 (voir chapitre 3), la fréquence
SWM dégénérée 2Ω3 + 2Ω2 − Ω1 (voir chapitre 5), voire même la fréquence de mélange à
huit ondes dégénérée 3Ω3 + 3Ω2 − 2Ω1. La fréquence hétérodyne générée par le mélangeur
est ensuite puriﬁée par un ampliﬁcateur Lock-In 14, aﬁn d'obtenir un niveau d'atténuation
du bruit de −80 dBm autour de la fréquence hétérodyne.
La ﬁgure 2.16 présente des mesures réalisées avec un analyseur de spectre, de la fré-
quence hétérodyne ΩD = 2Ω2−Ω1 après le mélangeur de fréquence (courbe bleue) et après
le Lock-In (courbe rouge). Les pics latéraux générés par le mélangeur de fréquences sont
ﬁltrés par le Lock-In et le niveau de bruit est atténué de −20 dBm pour atteindre une
fréquence hétérodyne avec un niveau de bruit de −80 dBm. Enﬁn, le signal de démodula-
tion est envoyé sur un ampliﬁcateur radio-fréquence (30 dBm) permettant d'atteindre la
puissance nécessaire (2 W) pour alimenter le transducteur piezo-électrique de l'AOM de
démodulation.
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Figure 2.16  Spectres de la fréquence hétérodyne ΩD = 2Ω2 − Ω1 à la sortie du mé-
langeur de fréquence (bleu) et à la sortie de l'ampliﬁcateur Lock-In (rouge). Les deux pics
de -50 dBm correspondant à des fréquences harmoniques générées par le mélangeur de
fréquence sont supprimées par le Lock-In, pour atteindre un niveau d'atténuation du bruit
de -80 dBm autour de la fréquence hétérodyne.
13. Réalisé à l'institut Néel par C. Hoarau, G. Nogues, J. Kasprzak et Q. Mermillod. Implémenté dans
CCDplot par Q. Mermillod.
14. Stanford Reasearch SR844.
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2.2.3.3 Interférométrie spectrale
Dans cette partie, nous allons détailler la technique d'interférométrie spectrale par
transformée de Fourier, permettant d'extraire à la fois l'amplitude et la phase relative de
la polarisation non-linéaire [28, 29] en mesurant directement le champ électrique ES du
signal FWM. La combinaison de cette technique avec la détection hétérodyne optique est
appelée interférométrie spectrale hétérodyne (HSI) [30, 31]. Cette technique est basée sur
la mesure de l'amplitude des interférences spectrales entre le signal ES(ω) et une référence
ERef (ω, τ) oscillant à la fréquence optique ω = ω0 et ﬁxée à un délai τ du signal. Le signal
d'interférence S(ω, τ) mesuré par la CCD est donc proportionnel à la somme quadratique
des deux champs électriques :
S(ω, τ) = |ERef (ω, τ) + ES(ω)|2
= |ERef (ω, τ)|2 + |ES(ω)|2 + 2<E∗Ref (ω, τ)ES(ω)
(2.18)
Les deux premiers termes, qui correspondent respectivement à l'intensité de la réfé-
rence et du signal, ne contiennent pas d'information sur l'amplitude et la phase du signal
et constituent un fond résonant. Il est possible de les soustraire pour ne garder que les
termes d'interférences 2<E∗Ref (ω, τ)ES(ω) (voir partie 2.2.3.4). En supprimant ces termes
linéaires, et en posant ERef (ω, τ) = ERef (ω)e−iωτ , on trouve :
S(ω, τ) = 2<f(ω)eiωτ (2.19)
où f(ω) = E∗Ref (ω)ES(ω). Comme le signal mesuré S(ω, τ) est réel, i.e. la somme de
f(ω) exp(iωτ) et son complexe conjugué, la transformée de Fourier inverse de S(ω, τ) est
la somme de deux termes inversés dans le temps l'un part rapport à l'autre :
F−1S(ω, τ) = f(t− τ) + f(−t− τ) (2.20)
où f(t) est le produit de corrélation entre la référence et le champ électrique mesuré.
Étant donné qu'aucun signal n'est émis avant l'excitation de l'échantillon, i.e. pour des
temps inférieurs à τ , le terme f(−t − τ) est donc nul selon le principe de causalité. Nous
appliquons donc une fonction de Heaviside H(t) dans le domaine temporel pour ne garder
que le terme positif f(t − τ). Finalement, l'amplitude et la phase du champ électrique
complexe du signal sont obtenues par la transformée de Fourier de l'équation 2.20 pour les
temps positifs :
ES(ω) =
F [H(t)F−1S(ω, τ)]e−iωτ
E∗Ref (ω, τ)
(2.21)
2.2.3.4 Détection balancée
Pour extraire les termes d'interférences et atteindre le shot noise 15 de la CCD, une
astuce consiste à utiliser une détection balancée. Cette technique de détection consiste à
inverser périodiquement de 180 la phase du signal électrique envoyée à l'AOM de démo-
dulation à chaque intégration (voir la ﬁgure 2.17 (b)). La phase des interférences entre le
signal et la référence est donc inversée de pi à chaque intégration. Ainsi, en soustrayant deux
intégrations consécutives, les termes d'interférences s'additionnent et les termes linéaires
se soustraient :
S(ω, τ) = S+(ω, τ)− S−(ω, τ)
= 4<E∗Ref (ω, τ)ES(ω)
(2.22)
15. Bruit électronique de la CCD tel que SNR ∝ √N où N est le nombre de photo-électrons.
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Figure 2.17  Synchronisation du décalage de phase (en vert) avec le temps de lecture
de la caméra (en jaune) pour un temps d'intégration de 150 ms.
avec :
S±(ω, τ) = |ERef (ω, τ)|2 + |ES(ω)|2 ± 2<E∗Ref (ω, τ)ES(ω) (2.23)
Dans notre cas, nous utilisons une détection balancée double, basée sur la soustraction
de deux régions de la CCD. Cela nécessite de fonctionner dans le régime de réponse li-
néaire de la CCD (≤ 5 × 104 coups/intégration). Il est donc essentiel d'ajuster le temps
d'intégration et l'ampliﬁcation avant chaque acquisition pour ne pas saturer la CCD. Cette
détection nécessite également d'équilibrer la puissance de la référence par rapport aux fais-
ceaux d'excitation E1, E2 et E3 pour que les deux régions de la CCD reçoivent la même
intensité.
À la sortie de l'AOM de démodulation (voir la ﬁgure 2.17 (a)), la référence et le si-
gnal sont mélangés dans deux faisceaux colinéaires séparés verticalement, oscillant aux
fréquences optiques ω0 + ΩD et ω0. Ces deux faisceaux sont dispersés horizontalement
par le réseau du spectromètre et intégrés sur deux régions verticalement séparées de la
CCD. La ﬁgure 2.18 (a) montre un exemple de franges d'interférences spectrales entre la
référence et E1 sur la fréquence hétérodyne ΩD = Ω1, pour τ = 2 ps. Les pixels de ces
deux régions sont ensuite regroupés verticalement, aﬁn de pouvoir réaliser des opérations
algébriques entre les deux régions de la CCD (cf ﬁgure 2.18 (b)). Pour que la diﬀérence de
phase entre les deux régions soit exactement pi et pour que les franges d'interférences soient
parfaitement verticales avant le regroupement, il est crucial que les angles d'incidences des
faisceaux correspondent aux angles de Bragg de l'AOM de démodulation (θRef = −θS).
Un bon alignement permet d'atteindre un contraste de franges d'interférences proche de
90 % (cf ﬁgure 2.18 (c)). Dans la pratique, nous optimisons systématiquement le contraste
des franges entre les trois faisceaux E1, E2 et E3 avec le faisceau référence, en optimisant
le recouvrement des faisceaux diﬀractés par l'AOM. Cette alignement est primordial car
l'amplitude ﬁnale du signal dépend du contraste de ces franges.
On appelle A et B, les deux régions de la CCD. Pour N acquisitions on a donc :
N ×
{
I0A,B
IpiA,B
(2.24)
où IpiA,B et I
0
A,B représentent respectivement les interférences avec et sans décalage
de phase pour les deux régions de la CCD. La ﬁgure 2.19 (a) montre le résultat d'une
acquisition correspondant à un décalage de phase. Pour chaque région, on obtient une paire
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Figure 2.18  Interférences spectrales entre la référence et E1 sur la fréquence hétérodyne
ΩD = Ω1 avec τ = 2 ps, pour un temps d'intégration de 20 ms en mode haute capacité gain
1, réseau 1200 traits/mm. (a) Interférences spectrales mesurées sur la CCD. (b) Régions IA
et IB de la CCD après le regroupement vertical des pixels. (c) Intensité des interférences
spectrales des deux régions de la CCD. Le contraste des franges d'interférences est proche
de 90 %.
d'interférences
{
I0, Ipi
}
. Une routine appelée pair diﬀ [30], permet ensuite de soustraire
chaque paire de la manière suivante :
∆IA,n(ω) =
√
CB,n
CA,n
[
I0A,n(ω)− IpiA,n(ω)
]
(2.25)
∆IB,n(ω) =
√
CA,n
CB,n
[
I0B,n(ω)− IpiB,n(ω)
]
(2.26)
où n est l'indice du nombre d'acquisition (ou nombre de paires) et CA,n et CB,n sont
des coeﬃcients corrigeant les ﬂuctuations d'intensité entre les deux régions A et B de la
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CCD tels que :
CA,n =
∫ [
I0A,n(ω) + I
pi
A,n(ω)
]
dω − 2
∫
DA(ω)dω (2.27)
CB,n =
∫ [
I0B,n(ω) + I
pi
B,n(ω)
]
dω − 2
∫
DB(ω)dω (2.28)
où DA,B(ω) est le bruit thermique des régions A et B de la CCD. Enﬁn, la dernière
étape de la routine consiste à soustraire les deux régions de la CCD, on obtient alors :
∆In(ω) = ∆IA,n(ω)−∆IB,n(ω) (2.29)
Le résultat de cette opération est illustré sur les ﬁgures 2.19 (b,c). Le signal contient
désormais uniquement le terme d'interférence de l'équation 2.22, sans bruit thermique et
sans fond résonant. Comme attendu, en comparant les ﬁgures 2.18 (c) et 2.19 (c), l'intensité
des franges d'interférences est quatre fois plus grande après la détection balancée (deux
fois en amplitude).
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Figure 2.19  Étapes de la routine d'acquisition. (a) Franges d'interférences présentées
sur la ﬁgure 2.18 au cours d'une acquisition correspondant à deux intégrations successives
avec un décalage de phase de pi. Les deux régions de la CCD comportent donc une paire
de franges d'interférences
{
I0A,B, I
pi
A,B
}
. (b) Franges d'interférences ∆I(ω) après la routine
pair diﬀ. (c) Intensité des franges d'interférences ∆I(ω).
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Ce signal est ensuite corrigé par la référence puis convertie dans le domaine temporel
par une transformée de Fourier rapide (FFT) :
Sn(t) = F
(
∆I
′
n(ω)√
In,Ref (ω)
)
(2.30)
où ∆I
′
n(ω) résulte d'une interpolation linéaire et d'un sur-échantillonnage de ∆In(ω)
pour générer 2048 points nécessaires pour calculer la FFT, à partir des 1340 points donnés
par le nombre de pixels horizontaux de la CCD. Comme nous l'avons vu précédemment (cf
équation 2.20), le signal Sn(t) résultant de cette opération contient à la fois un terme pour
les temps positifs et négatifs. Pour ﬁltrer le signal aux temps négatifs, nous utilisons une
fonction erreur aﬁn de couper de manière douce le signal temporel. Cela permet d'éviter
l'apparition de pics satellites dans le signal fréquentiel causé par à une coupure brutale
du signal temporel. Finalement, nous calculons la transformée de Fourier inverse Sn(ω),
comprenant à la fois l'amplitude et la phase du champ électrique du signal mesuré pour les
n acquisitions. La dernière étape consiste à sommer toutes les acquisitions pour obtenir le
spectre d'interférence ﬁnal.
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Figure 2.20  Exemple de signal d'interférence d'une transition excitonique à T = 4 K
sur la fréquence hétérodyne ΩD = 2Ω2 − Ω1, pour 1000 acquisitions successives de 5 ms
regroupées dans 50 paires, réseau 1800 traits/mm. Le temps d'intégration total est de 20
secondes. La phase du signal d'interférence est stable durant l'acquisition et ne nécessite
pas de correction de phase.
Avant de réaliser la sommation de toutes les acquisitions, il est important de vériﬁer la
stabilité de la phase des interférences entre chaque acquisition. En eﬀet, un courant d'air
dans le chemin optique d'un faisceau ou une vibration mécanique d'un élément optique
peut entraîner des variations de phase entre les faisceaux, pouvant brouiller totalement les
interférences spectrales entre le signal et la référence. Pour minimiser les ﬂuctuations de
phase au cours de l'acquisition, nous avons stabilisé passivement le dispositif expérimental.
Nous utilisons une table optique pneumatique pour atténuer les vibrations mécaniques ex-
térieures, le dispositif expérimental est recouvert intégralement par un capot hermétique
pour éviter les courants d'air entre les faisceaux et la température de la salle d'expé-
rience est régulée par une climatisation. On peut juger de la qualité de cette stabilisation
passive en regardant le signal d'interférence d'une transition excitonique présentée sur la
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ﬁgure 2.20, obtenue pour 1000 acquisitions successives de 5 ms regroupées dans 50 paires.
Si toutefois cela ne suﬃt pas, une routine de correction de phase nous permet de corriger
artiﬁciellement les ﬂuctuations de phase. Les détails de cette routine sont donnés pages
63-64 de la référence [30].
La ﬁgure 2.21 (a) illustre un exemple de spectre d'interférences après la sommation
des acquisitions, obtenues sur un échantillon contenant des BQs InAs/GaAs. Le spectre
de réﬂectivité de la référence est représenté en bleu. En faisant interférer la référence avec
le signal FWM sur la fréquence hétérodyne ΩD = 2Ω2 − Ω1, nous observons l'apparition
de pics dans l'interférogramme (en noir) correspondant à des transitions excitoniques.
L'information sur l'amplitude et la phase relative de chaque transition est contenue dans
cet interférogramme. En eﬀectuant l'analyse de Fourier précédemment décrite, l'amplitude
(en rouge) et la phase (en vert) du signal S(ω) sont extraites pour chaque transition (cf
ﬁgure 2.21 (b)).
Figure 2.21  Exemple de spectre FWM mesuré par interférométrie spectrale
hétérodyne de BQs InAs/GaAs dans une microcavité planaire. (a) Interférences
spectrales du signal FWM (noir) pour τ12 = 3 ps à la fréquence hétérodyne ΩD = 2Ω2−Ω1.
Le spectre de réﬂectivité de la référence est représenté en bleu. (b) Amplitude (rouge)
et phase (vert) du signal FWM extrait par FFT du signal d'interférence. Chaque pic
représente une transition excitonique.
2.2.3.5 Réponse temporelle du spectromètre
La gamme spectrale d'un spectromètre est déﬁnie par la dispersion spectrale de son
réseau et par sa distance focale. Notre spectromètre dispose d'une distance focale de 75 cm
et de trois réseaux de diﬀraction : 600, 1200 et 1800 traits/mm, avec des dispersions spec-
trales à 900 nm de 2.056, 0.858 et 0.357 nm/mm respectivement. Les résolutions spectrales
par pixel pour ces trois réseaux sont respectivement 0.041, 0.017 et 0.007 nm. Connaissant
le nombre de pixels de la caméra, à savoir 1340 pixels dans le plan de diﬀraction des ré-
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Figure 2.22  Réponse temporelle du spectromètre pour le réseau
1800 traits/mm à 902 nm. Évolution de l'amplitude des franges d'interférences entre
E1 et ERef à la fréquence hétérodyne ΩD = Ω1 en fonction du délai E1 − ERef . La réponse
temporelle du spectromètre suit un proﬁl de Pseudo-Voigt (trait rouge).
seaux, on trouve ainsi la gamme spectrale pour chaque réseau, soit 54.94, 22.78 et 9.38 nm
respectivement. Temporellement, la résolution spectrale d'un spectromètre se traduit par
une réponse temporelle caractéristique pour chaque réseau de diﬀraction. Un moyen pour
caractériser cette réponse est de mesurer l'amplitude des franges d'interférences entre E1 et
ERef sur la fréquence hétérodyne Ω1 en fonction du délai E1 −ERef . La ﬁgure 2.22 montre
le résultat de cette mesure pour le réseau 1800 traits/mm à 902 nm. La réponse temporelle
de notre spectromètre suit un proﬁl de Pseudo-Voigt 16 suivant :
y(t) = y0 +A1e
− t
t1 +A2e
−4 ln(2)( tw )
2
(2.31)
où y0 est un oﬀset et A1, A2, t1 et w sont respectivement des coeﬃcients de pondération
et des constantes de temps des fonctions lorentzienne et gaussienne.
Intrinsèque au spectromètre, il n'est pas possible de se débarrasser de cet élargisse-
ment artiﬁciel durant la mesure dans la conﬁguration actuelle. Pour corriger le signal de
cet élargissement, nous déconvoluons la réponse temporelle du spectromètre donnée par
l'équation 2.31 à la réponse temporelle du signal donnée par l'équation 2.20 sur une fenêtre
temporelle de 200 ps. Cette correction est particulièrement importante lors de la mesure
de processus incohérent, quand la largeur de la distribution gaussienne est comparable à
la fenêtre temporelle du spectromètre, comme par exemple lors de la mesure d'un écho de
photon engendré par les ﬂuctuations spectrales inhomogènes d'une raie excitonique (voir
la partie 3.2.2).
16. Une fonction de Pseudo-Voigt est l'approximation d'une fonction de Voigt, utilisant une combinaison
linéaire des fonctions gaussienne et lorentzienne plutôt que leur produit de convolution.
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2.3 Échantillons : Microcavités optiques planaires
Cette partie décrit le type d'échantillon utilisé dans le but d'exciter le plus eﬃcace-
ment et d'extraire le maximum de lumière provenant d'un émetteur unique tel qu'une BQ
InAs/GaAs. Une partie du laser d'excitation est réﬂéchie sur la surface de l'échantillon, et
constitue un bruit de fond important :
R =
(
n− 1
n+ 1
)2
≈ 30 % (2.32)
où n ≈ 3.5 est l'indice de GaAs à 900 nm. De plus, les réﬂexions totales internes
à l'interface GaAs/air limitent la collection de la lumière provenant de la BQ. Avec un
objectif de microscope d'ouverture numérique NA=0.65, seulement 2 % de la lumière émise
par la BQ sont collectés. Une solution pour pallier à ces deux problèmes à la fois consiste à
insérer la BQ dans une nanostructure photonique telle qu'une microcavité (MC) optique,
comme le montre schématiquement la ﬁgure 2.23. Nous allons voir qu'il est possible de
réduire la puissance d'excitation incidente en ampliﬁant le champ intra-cavité ressenti par
la BQ, et d'obtenir une eﬃcacité de collection de la lumière émise par ce dernier jusqu'à
42 %.
λ-cavity 
DBR 
DBR 
Excitation 
100 µW 
Collection 
2 % 
Bulk semiconductor 
Planar microcavity 

Excitation 
0.1 µW 
Collection 
42 % 
Figure 2.23  Représentation schématique de l'excitation et de la collection de la lumière
provenant d'une BQ dans un échantillon massif (gauche) et dans une microcavité planaire
en présence d'un défaut photonique dans le miroir de Bragg diélectrique (droite).
2.3.1 Conﬁnement de la lumière dans une microcavité optique
L'émission spontanée d'un 2LS résulte de la désexcitation radiative de l'état excité
vers l'état fondamental. En régime de couplage faible, l'émetteur est couplé à un quasi-
continuum de mode. Son taux d'émission spontanée est alors donné par la règle d'or de
Fermi qui décrit la probabilité de transition entre l'état excité à zéro photon |e, 0〉 et l'état
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fondamental à un photon |g, 1〉 telle que :
Γ =
1
τ
=
2pi
~
|〈e, 0|HI |g, 1〉|2 ρ(ω) (2.33)
où τ est le temps de vie de l'émetteur. Dans l'approximation dipolaire, l'Hamiltonien
d'interaction entre le champ E et le moment dipolaire µ du 2LS s'écrit HI = ~µ. ~E. La
densité d'états ρ(ω) décrit le couplage de l'émetteur avec le continuum de mode de la
cavité :
ρ(ω) =
2Q
pi~ω0
[
1 + 4Q2
(
ω−ω0
ω0
)2] (2.34)
où ω0 est la fréquence de résonance de la cavité et Q est le facteur de qualité de la
cavité tel que :
Q =
ω0
∆ω
(2.35)
où ∆ω est la largeur spectrale du mode de la cavité. Le facteur de qualité traduit la
capacité à stocker l'énergie dans la cavité, c'est-à-dire le nombre d'oscillations que peut
faire un photon avant de quitter la cavité. Plus le mode de cavité est ﬁn spectralement,
plus le temps de vie du photon dans la cavité est grand τc = 1/∆ω. Dans le régime de
couplage faible, le temps de vie du photon dans la cavité est bien plus petit que le temps
de vie radiatif de l'émetteur.
Le rapport entre les taux d'émission spontanée d'un émetteur couplé à un mode de
cavité Γ et dans le vide Γ0 déﬁnit le facteur de Purcell :
Fp =
Γ
Γ0
=
3
4pi2
Qλ3
V
(2.36)
où V représente le volume modal qu'occupe le champ dans la cavité. Lorsque le facteur
de qualité de la cavité est grand, et que le mode est fortement conﬁné, le taux d'émission
spontanée de l'émetteur est exalté du facteur de Purcell.
L'eﬃcacité de collection de l'émission spontanée d'un émetteur en cavité est donnée
par le facteur de mérite β suivant :
β =
Fp
Fp + γp
(2.37)
où γp représente les pertes de la cavité. Lorsque Fp est très grand devant γp, la quasi-
totalité des photons de l'émission spontanée sont émis dans le mode de la cavité.
Notons que la validité de ce modèle repose sur trois hypothèses : l'émetteur doit être
localisé à un ventre du mode conﬁné, l'orientation du dipôle doit être parallèle au champ
électrique et la fréquence de résonance de la cavité doit être identique à celle de l'émetteur.
2.3.2 Description des échantillons
Les MCs optiques utilisées pour les expériences présentées dans les chapitres 3, 4 et 5
ont été réalisées par C. Schneider, M. Kamp et S. Höﬂing au centre de recherche pour les
systèmes de matériaux complexes Wilhelm Conrad Röntgen de l'Université de Würzburg
en Allemagne [40]. Réalisées par MBE, ces MCs contiennent des BQs InAs/GaAs fortement
conﬁnées de type SK. La ﬁgure 2.24 (b) présente une image MEB des BQs InAs avant la
CHAPITRE 2. MÉLANGE À QUATRE ONDES HÉTÉRODYNE D'UNE BOÎTE
QUANTIQUE UNIQUE 47
a) 
b) 
Figure 2.24  a) Vue en coupe d'une image MEB de la MC composée de 5 (18) paires
de miroirs de Bragg supérieurs (inférieurs). b) Zoom sur la couche de mouillage où l'on
aperçoit les BQs InAs (Université de Würzburg).
croissance de la couche supérieure de GaAs. La densité de BQs est de 2.2 × 109 cm−2.
Pour assurer la diﬀusion des électrons vers les BQs, un δ-dopage négatif de la couche de
mouillage par du silicium a été réalisé avec une densité de 1.8 × 1010 cm−2. Les MCs op-
tiques sont basées sur l'utilisation de miroirs de Bragg diélectriques (DBRs). Chaque DBR
est constitué d'un empilement successif de plusieurs couches d'indices optiques diﬀérents
permettant de réﬂéchir la quasi totalité de l'onde incidente via des phénomènes d'inter-
férences constructives. La réﬂectivité maximale est obtenue pour une épaisseur de couche
déﬁnie par e = λ/4n où n est l'indice optique de la couche. Dans notre cas, les DBRs sont
composées de couches AlAs d'incide nAlAs = 3 et GaAs d'incide nGaAs = 3.5 (à 900 nm).
La ﬁgure 2.24 (a) montre une image MEB de la MC où l'on aperçoit l'empilement successif
des couches constituant les DBRs. Aﬁn d'optimiser la collection des photons émis par les
BQs, le nombre de DBRs inférieurs et supérieurs est asymétrique, respectivement 18 et 5
paires. Dans cette conﬁguration, le facteur de qualité de la cavité vaut Q = 180. Le temps
de vie des photons dans la MC est donné par τc = Q/ω0 où ω0 ≈ 1.35 eV/~ est la fréquence
de résonance de la MC. On trouve un temps de vie τc ≈ 150 fs comparable à la largeur
temporelle des impulsions laser. La cavité ne limite donc pas la résolution temporelle de
notre expérience et permet de mesurer des dynamiques ultra-rapides.
L'autre intérêt de la MC est d'ampliﬁer le champ intra-cavité. La ﬁgure 2.25 (b) présente
des simulations numériques de l'ampliﬁcation du champ électrique par la cavité optique.
Dans cette conﬁguration, le champ intra-cavité est ampliﬁé d'un facteur
√
Q ≈ 13 au ni-
veau de la position des BQs. Cette ampliﬁcation permet ainsi de réduire la puissance totale
de l'excitation d'un facteur Q3/2 ≈ 2400 (trois champs électriques), et ainsi d'augmenter
le rapport signal sur bruit (SNR) de deux ordres de grandeurs par rapport à une BQ sans
cavité. La ﬁgure 2.25 (c) montre une simulation du spectre de réﬂectivité de la MC. La
largeur du mode de cavité ∆ω = ω/Q ≈ 10 nm, correspond à la largeur spectrale des
impulsions laser. Lorsque la fréquence centrale du laser est accordée spectralement avec le
mode de la cavité, la réﬂectivité totale du laser est atténuée d'environ 8 %. La longueur
d'onde du mode de cavité dépend de l'épaisseur des couches AlAs/GaAs des DBRs, il varie
donc entre les bords et le centre de l'échantillon. Nous avons utilisé deux types de MCs
avec deux modes de résonance centrés autour de 915 et 945 nm. La ﬁgure 2.26 (b) illustre
un exemple de spectre de réﬂectivité (en bleu) à 917 nm en lumière blanche d'une MC. Le
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Figure 2.25  Simulations numériques de l'indice optique, du champ intra-
cavité et de la réﬂectivité de la MC. (a) Variation de l'indice optique de la MC en
fonction de l'axe de croissance. (b) Ampliﬁcation du champ intra-cavité en fonction de
l'axe de croissance. Le maximum est atteint au niveau du plan de BQs. (c) Évolution de
la réﬂectivité en fonction de la longueur d'onde, et zoom sur le mode de cavité (F. Fras,
Institut Néel).
Figure 2.26  Caractérisation de l'échantillon en µPL à T = 5 K. a) Exemple
d'imagerie hyperspectrale 10 × 10 µm2 de la MC. L'échantillon est excité avec un laser
continu de 0.3 µW centré à 1.734 eV à la surface de l'échantillon. Les zones bleues corres-
pondent à l'émission de BQs. b) Noir : exemple d'un spectre de µPL montrant des raies
d'émission excitoniques. Gris : spectre µPL moyenné sur 400 µm2. Bleu : spectre de réﬂec-
tivité de la MC mesuré avec une lampe blanche montrant le mode de cavité. Notons que
le spectre de réﬂectivité réel (pour k = 0) est moins large que celui que l'on mesure car on
collecte tous les angles.
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spectre de µPL (en noir) rend compte de l'eﬃcacité de collection du signal pour les BQs
centrées avec le mode de cavité. Aﬁn de repérer et sélectionner les BQs les plus lumineuses,
nous avons réalisé des images hyperspectrales en µPL de la MC. La ﬁgure 2.26 (a) montre
un exemple de carte tridimensionnelle (x, y, λ) obtenue à T = 5 K. A 1354 meV, deux
BQs distantes d'environ 10 µm atteignent un niveau de signal signiﬁcatif de 105 coups/s.
Le facteur de qualité relativement faible de ce type de MC ne peut expliquer à lui seul un
tel niveau de signal.
En eﬀet, une imagerie topographique de la surface de la MC (cf ﬁgure 2.27) réalisée
avec un microscope à force atomique (AFM) montre une mosaïque de défauts ovoïdaux
apparus très probablement durant la croissance des DBRs supérieurs. La taille typique de
ces défauts est en moyenne de 3 µm de long pour 1 µm de large, et pour une hauteur
comprise entre 10 et 20 nm. Cette diﬀérence de hauteur localisée spatialement, également
appelée mesa, agit comme un potentiel de conﬁnement bidimensionnel sur le mode de pho-
ton de la cavité [41], et permet ainsi d'augmenter l'eﬃcacité de collection des photons. Une
expérience d'autocorrélation g2(0) eﬀectuée sur un échantillon similaire à celui présenté
ici, a mesuré une augmentation de l'eﬃcacité de collection de l'émission spontanée d'un
facteur β = 42 % ± 5 % [40] en présence d'un défaut. Cette mesure a été validée par
des simulations numériques présentées sur la ﬁgure 2.28 (d). D'après ces simulations, la
présence d'un défaut augmente l'eﬃcacité de collection suivant deux modes de résonance,
pour atteindre β = 48 %, contre β = 30% sans défaut. En accord avec les images AFM
que nous avons réalisées, ces simulations montrent également que la hauteur optimale des
défauts est proche de 20 nm.
2.4 Conclusion
Nous avons présenté dans ce chapitre une méthode de spectroscopie cohérente non-
linéaire de mélange à quatre ondes, permettant de mesurer la réponse cohérente non-linéaire
d'émetteurs solides individuels tels que des BQs semiconductrices fortement conﬁnées. Trois
points cruciaux du dispositif expérimental ont été abordés : l'hétérodynage optique, l'in-
terférométrie spectrale et le conﬁnement des émetteurs dans une microcavité planaire en
couplage faible. La combinaison de ces trois techniques constitue un déﬁ technologique, et
représente un progrès considérable dans l'étude de phénomènes non-linéaires dans des na-
nostructures semiconductrices. Le dispositif expérimental que nous avons développé permet
de mesurer les dynamiques de population et de cohérence d'excitons individuels, faiblement
ou fortement conﬁnées dans des BQs, du visible au proche infrarouge. Le temps de vie T1
et de cohérence T2 d'un exciton est désormais accessible en quelques minutes. Par ailleurs,
le niveau de signal atteint rend désormais possible l'étude des mécanismes de déphasage
et de couplage cohérent à l'échelle de la BQ unique. Nous détaillerons ces résultats dans
les chapitre 3 et 4. Nous verrons également dans le chapitre 5, que la conﬁguration à trois
faisceaux donne accès à la polarisation non-linéaire de cinquième ordre, et au contrôle
cohérent de la réponse non-linéaire de troisième ordre d'excitons individuels.
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Figure 2.27  Images topographiques de la surface de l'échantillon réalisées avec un
microscope à force atomique (AFM), 20 µm × 20 µm (gauche) et 5 µm × 5 µm (droite)
révélant les défauts présents à la surface de la MC avec une densité spatiale de 0.1 µm−2
(Simon Le-Denmat, Institut Néel).
Figure 2.28  Simulations numériques des défauts photoniques. (a) Proﬁl d'am-
plitude du champ électrique dans la MC. (b) Représentation schématique de la MC en
présence d'un défaut dans les miroirs de Bragg. (c) Proﬁl d'amplitude du champ électrique
en présence d'un défaut. (d) Simulation de l'eﬃcacité d'extraction de la MC en fonction
de la hauteur du défaut (S. Maier et al. [40]).
Chapitre 3
Mécanismes de décohérence
d'excitons individuels
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Dans ce chapitre, nous nous intéressons à l'eﬀet de l'environnement solide sur la réponse
cohérente d'excitons individuels. Dans un premier temps, je présenterai deux expériences
permettant de contrôler l'état quantique d'un système à deux niveaux (2LS), correspon-
dant à un exciton conﬁné dans une BQ, aﬁn de déterminer le régime linéaire de l'excitation.
Nous nous intéresserons ensuite aux dynamiques de cohérence et de population de diﬀé-
rentes transitions excitoniques, aﬁn de déterminer leurs temps de population T1 et de
cohérence T2, en présence d'élargissement inhomogène. Enﬁn, nous mettrons en évidence
le rôle des phonons acoustiques dans la décohérence de ces transitions à travers trois pro-
cessus de déphasage, ainsi que leur dynamique spectrale durant la formation du polaron
acoustique.
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3.1 Contrôle cohérent optique d'un exciton unique
3.1.1 Oscillations de Rabi de la polarisation d'un exciton
En présence d'un champ électrique résonant, un 2LS absorbe et émet cycliquement
par émission stimulée des photons d'énergie quantiﬁée ~ω0, correspondant à la diﬀérence
d'énergie entre les deux niveaux. Au cours de ce processus, les populations et les cohé-
rences oscillent en quadrature, donnant lieu à des oscillations de Rabi. Ces oscillations
caractérisent la force du couplage entre le champ électrique et le 2LS. La fréquence des
oscillations, appelée fréquence ou pulsation de Rabi, est déﬁnie telle que :
ΩR(t) =
~µ · ~E(t)
~
(3.1)
où µ est le dipôle électrique de la transition et E(t) est le champ électrique appliqué.
Il est possible de contrôler de manière cohérente l'état d'un 2LS en contrôlant l'amplitude
du champ électrique. La première observation expérimentale d'oscillations de Rabi d'un
2LS a été réalisée en 1938 par résonance magnétique nucléaire [42], en contrôlant l'état du
spin nucléaire de molécules LiCl avec un champ magnétique. La première mesure optique
d'oscillations de Rabi a été réalisée en 1973 en mesurant l'inversion de population d'un
atome de Rubidium [43]. Dans les semiconducteurs, la première observation d'oscillations
de Rabi d'un exciton fortement conﬁné dans une BQ a été réalisée en 2001 en mesurant
la transmission diﬀérentielle du signal pompe-sonde de BQs individuelles [44]. Dans cette
expérience, les oscillations de Rabi de l'exciton sont réalisées avec un train d'impulsions
optiques résonantes, ultra-courtes. L'angle de rotation de Rabi est alors déterminée par
l'aire de l'impulsion :
Θ(t) =
∫ t
−∞
ΩR(t
′)dt′ (3.2)
La rotation du vecteur de Bloch peut donc être simplement contrôlée avec l'amplitude
du champ électrique de l'impulsion optique. Notons que la fréquence de Rabi dépend
également du dipôle de l'exciton. La force d'oscillateur, résultant du couplage dipolaire
du champ électrique avec la fonction d'onde de l'exciton, augmente avec la taille de la BQ.
La ﬁgure 3.2 montre le signal FWM de deux excitons neutres. L'augmentation de
la puissance de la pompe permet de contrôler la rotation de leur vecteur de Bloch. La
ﬁgure 3.3 montre les oscillations de Rabi mesurées pour l'exciton à 1.358 eV en fonction
de la puissance
√
P1 et de l'aire d'impulsion Θ1 de la pompe. Chaque point représente
une intégration spectrale de l'amplitude du signal FWM de la transition. La séquence
d'impulsion correspondante est illustrée sur la ﬁgure 3.1 (a). L'aire d'impulsion de la sonde
est ﬁxée à Θ2 = pi. Comme nous l'avons vu dans le chapitre 1, l'amplitude du signal FWM
correspond à la projection du vecteur de Bloch dans le plan équatorial (u, v) de la sphère de
Bloch, et suit une évolution sinusoïdale en fonction de l'aire de la pompe. Sans excitation
(Θ1 = 0), le 2LS est dans l'état fondamental (BQ vide), aucune polarisation n'est créée.
Lorsque Θ1 = pi/2 (voir ﬁgure 3.1 (b)), la norme du vecteur de Bloch projetée dans le
plan (u, v) est maximale, le 2LS est une superposition cohérente de l'état fondamental et
de l'état excité (exciton dans la BQ). En d'autre terme, la conversion de la polarisation
de premier ordre p(1) vers la polarisation de troisième ordre p(3) que nous mesurons à
travers le signal FWM est maximale. A l'inverse, une aire d'impulsion pompe Θ1 = pi
revient à peupler totalement l'état excité sans créer de polarisation de premier ordre (voir
ﬁgure 3.1 (c)). La projection du vecteur de Bloch dans le plan des cohérences est donc
nulle. Aucune polarisation de troisième ordre n'est créée, le signal FWM est nul. Pour
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Figure 3.1  (a) Séquence d'impulsion utilisée pour réaliser les oscillations de Rabi de la
ﬁgure 3.3 et 3.4. La pompe génère la polarisation de premier ordre qui est convertie par la
sonde (dégénérée) vers la polarisation de troisième ordre mesurée via le signal FWM à la
fréquence hétérodyne 2Ω2 − Ω1. (b)-(d) Évolution du vecteur de Bloch dans le référentiel
tournant à ω0 + Ω1 pour Θ1 = (pi/2, pi, 3pi/2) et Θ2 = pi. Les ﬂèches vertes et roses
représentent la décohérence dans le cas d'un état mixte.
Θ1 = 3pi/2 (voir ﬁgure 3.1 (d)), la projection du vecteur de Bloch est maximale mais
inversée de pi par rapport à Θ1 = pi/2, la conversion de p(1) vers p(3) est maximale, le
signal FWM mesuré redevient maximum. Enﬁn pour Θ1 = 2pi, le vecteur de Bloch eﬀectue
une rotation complète sur la sphère, le 2LS retourne dans l'état fondamental avant l'arrivée
de l'impulsion pi. Cette dernière peuple l'état excité sans créer de polarisation, le signal
FWM est nul. Et ainsi de suite.
En l'absence de décohérence, le vecteur de Bloch se déplace sur la surface de Bloch
(cas pur). La norme de la projection du vecteur dans le plan équatorial oscille donc entre
0 pour Θ1 = pi [2pi] et 1 pour Θ1 = pi/2 [2pi]. En présence de décohérence, une partie de
la polarisation de l'exciton est dissipée. Ce déphasage induit pendant l'excitation (EID),
engendre un amortissement des oscillations de Rabi de l'exciton que l'on observe pour
Θ1 > pi. Nous verrons plus en détail dans la partie 3.3.2.6 l'origine de ce déphasage.
Dans l'échantillon, l'orientation des dipôles excitoniques, la taille des BQs et leurs cou-
plages avec le mode de la cavité varient. Chaque transition excitonique est donc caractérisée
par une force d'oscillateur propre. Pour déﬁnir le régime d'excitation linéaire χ(3), il est
donc primordial de mesurer les oscillations de Rabi pour chaque exciton. Pour cet exciton,
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Figure 3.2  Signal FWM d'excitons conﬁnés dans des BQs InAs/GaAs à T = 4 K. Le
spectre d'excitation après le ﬁltrage spectral est représenté par les traits pointillés bleus.
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Figure 3.3  Oscillations de Rabi de GX en fonction de la puissance de la
pompe. Amplitude du signal FWM intégré spectralement en fonction de la puissance
d'excitation
√
P1 et de l'aire de l'impulsion Θ1 pour Θ2 = pi et τ12 = 0.2 ps. On observe
des oscillations de Rabi ∝ | sin Θ1| (traits pointillés noirs), représentées schématiquement
par la rotation du vecteur de Bloch dans le plan (u,w). Le régime linéaire d'excitation χ(3)
est obtenu pour
√
P1 < 0.25 µW
1/2.
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le régime χ(3) est observé pour une puissance d'excitation
√
P1 < 0.25 µW
1/2. Dans la
pratique, l'intensité de la pompe et de la sonde sont contrôlées en variant la puissance du
signal électrique envoyé aux AOMs radio-fréquences.
De la même manière que pour la pompe, nous avons eﬀectué des oscillations de Rabi
en variant la puissance de la sonde (ﬁgure 3.4). La puissance de la pompe est ﬁxée à
Θ1 = pi/2. Comme attendu, l'amplitude du signal FWM intégré décrit une oscillation de
Rabi ∝ sin2(Θ2/2) [34]. Le signal FWM est maximal pour Θ2 = pi, i.e. quand la sonde
inverse totalement la phase de la polarisation de premier ordre créée par la pompe sans
changer la norme du vecteur de Bloch dans le plan équatorial (voir ﬁgure 3.1 (b)).
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Figure 3.4  Oscillations de Rabi d'un exciton en fonction de la puissance de
la sonde. Amplitude du signal FWM intégrée spectralement en fonction de la puissance
d'excitation
√
P2 et de l'aire de l'impulsion Θ2 pour Θ1 = pi/2 et τ12 = 0.2 ps. Comme
attendu, le signal FWM montre une dépendance en sin2(Θ2/2) et atteint un maximum
pour Θ2 = pi.
Ces résultats montre la possibilité d'utiliser les BQs semiconductrices pour contrôler op-
tiquement l'état quantique d'un exciton en utilisant des impulsions résonantes. La rotation
de l'exciton est alors simplement réalisée en contrôlant la puissance des lasers d'excitations.
Ce type de protocole démontre tout l'intérêt d'utiliser des BQs comme qubits solides pour
réaliser des opérations logiques, ce qui représente un prérequis en informatique quantique.
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3.1.2 Absorption et saturation des populations d'un exciton
Dans la partie 3.1.1, nous avons vu que le signal FWM permet de mesurer et contrôler la
polarisation d'un exciton avec l'aire des impulsions pompe et sonde. Quand l'amplitude du
signal FWM est suﬃsamment intense (104 coups/s), il est possible d'observer directement
l'absorption linéaire de l'exciton dans la réﬂectivité de la sonde. Ce type de mesure est très
compliqué expérimentalement car le signal provenant de la BQ est très faible par rapport
à l'excitation résonante qui sature la CCD. Deux points cruciaux nous ont permis de
réaliser cette expérience : la microcavité planaire qui nous a permis de réduire la puissance
d'excitation jusqu'à quelques dizaines de nanowatts tout en collectant eﬃcacement le signal
de la BQ, et le mode haute capacité de la CCD qui permet de collecter jusqu'à 5 × 104
coups/intégration. Ainsi, en plaçant une densité optique sur la détection, le signal mesuré
est suﬃsamment fort et la puissance d'excitation suﬃsamment faible pour ne pas saturer
la CCD.
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Figure 3.5  Mesure du signal FWM (bleu) et pompe-sonde (noir) montrant l'absorption
linéaire d'un exciton dans la réﬂectivité de la sonde. L'encadré présente l'absorption en
fonction de l'aire d'impulsion de la pompe jusqu'à la saturation Θ1 = pi.
Sur la ﬁgure 3.5, nous comparons le signal FWM (bleu) et la réﬂectivité de la sonde
(noir), provenant de la même position spatiale et spectrale de l'échantillon. Le signal FWM,
détecté à la fréquence hétérodyne 2Ω2−Ω1, révèle la présence d'une transition dominante à
1367.7 meV. A cette même énergie, nous observons un creux d'environ 3 % dans la réﬂecti-
vité de la sonde, détecté à la fréquence hétérodyne Ω2. On attribue ce creux à l'absorption
de premier ordre de la pompe par la transition excitonique dominante. Pour conﬁrmer que
ce pic d'absorption correspond eﬀectivement à un exciton, nous avons mesuré sa saturation
en fonction de la puissance d'excitation. Le résultat de cette expérience est illustré dans
l'encadré de la ﬁgure 3.5. Quand Θ1 = 0, seule la sonde est absorbée par l'exciton, l'ampli-
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tude du creux dans la réﬂectivité de la sonde est maximum (courbe noire). En augmentant
graduellement la puissance de la pompe, l'amplitude du creux diminue progressivement
jusqu'à zéro pour Θ1 = pi (orange). Autrement dit, l'exciton absorbe progressivement la
pompe jusqu'à sa saturation correspondant à la population maximale de l'exciton. Comme
pour la polarisation, l'inversion de population d'un exciton décrit des oscillations de Rabi,
dont le signal mesuré (ici la réﬂectivité de la sonde) est proportionnel à cos2(Θ/2).
La mesure de l'absorption linéaire d'un exciton unique atteste de la qualité de l'échan-
tillon et de l'eﬃcacité de notre détection. En utilisant les avantages de la microcavité et de
la détection hétérodyne, nous démontrons qu'il est possible de mesurer et de contrôler avec
un seul dispositif expérimental, à la fois les cohérences et les populations d'un 2LS, tel
qu'un exciton fortement conﬁné dans une BQ InAs/GaAs. Ce résultat montre également la
qualité de soustraction du bruit de notre dispositif expérimental. Nous allons maintenant
étudier les dynamiques temporelles des cohérences et des populations d'excitons individuels
dans le régime d'excitation linéaire.
3.2 Dynamiques des populations et des cohérences d'excitons
individuels
3.2.1 Limite radiative
Dans le chapitre 1, nous avons vu qu'un 2LS, en l'absence d'excitation et de perturba-
tion extérieure, est décrit par deux temps caractéristiques T1 et T2. Le premier temps T1
correspond au temps de recombinaison radiative de l'exciton par émission spontanée d'un
photon d'énergie ~ω0, c'est-à-dire au temps de vie de l'exciton. Ce temps caractérise le
déclin temporel de la population excitonique N(t), dont la décroissance est exponentielle :
N(t) = N0e
−t/T1 (3.3)
où N0 = 1 est la population initiale de l'exciton. Le deuxième temps caractéristique T2
correspond au temps de déphasage du dipôle excitonique, c'est-à-dire au temps de décohé-
rence de l'exciton. Ce temps caractérise le déclin temporel de la polarisation excitonique
P (t), dont la décroissance est également exponentielle :
P (t) = P0e
−t/T2 (3.4)
où P0 est la polarisation initiale de l'exciton. Sans interaction avec l'environnement, la
cohérence de l'exciton est uniquement détruite par la recombinaison radiative de l'exciton.
Autrement dit, la norme du vecteur de Bloch projetée dans le plan (u, v) des cohérences,
diminue au fur et à mesure de la rotation du vecteur dans le plan (u,w) des populations
(cf chapitre 1). La décohérence est alors limitée par le temps de vie radiatif de l'exciton,
on parle de déphasage radiatif. On aboutit ainsi à l'équation de limite radiative liant T1 et
T2 telle que :
T2 = 2T1 (3.5)
La ﬁgure 3.6 présente un exemple d'exciton limité radiativement à basse température
(T = 4 K). Pour mesurer le temps de vie de l'exciton (ﬁgure 3.6 (b)), nous intégrons
spectralement le signal ND-FWM, en augmentant progressivement le délai τ23 entre E2 et E3
(voir le schéma). La première impulsion E1 génère la polarisation de premier ordre p(1), qui
est convertie après le délai τ12 en population de second ordre n(2) par la deuxième impulsion
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E2. Cette population évolue librement au cours du délai τ23, puis est convertie par la
troisième impulsion E3 vers la polarisation de troisième ordre p(3) que nous mesurons via le
signal ND-FWM détecté à la fréquence hétérodyne Ω3+Ω2−Ω1. Ce signal est proportionnel
à la population excitonique résiduelle, dont le déclin temporel varie en fonction de τ23. Pour
éviter les processus d'absorption à deux photons, nous ﬁxons le délai τ12 = 1.5 ps aﬁn de ne
pas recouvrir temporellement E1 et E2. Pour maximiser le signal FWM, les aires d'impulsion
sont choisies telles que Θ1 = Θ2 = Θ3 = pi/2. Chaque point expérimental correspond à un
délai τ23 pour lequel nous avons intégré spectralement l'amplitude du signal FWM puis
soustrait la valeur moyenne du bruit. Comme attendu, le déclin temporel de la population
excitonique est décrit par une exponentielle décroissante représentée par la droite rouge
(échelle logarithmique). L'ajustement de ce déclin exponentiel sur les points expérimentaux
nous renseigne directement sur le temps de vie de l'exciton T1 = 390± 25 ps, donné par la
pente de la droite.
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Figure 3.6  Déphasage radiatif d'un exciton unique conﬁné dans une BQ
InAs à T = 4 K. (a) Séquences d'impulsions correspondant aux mesures des dynamiques
de population et de cohérence de l'exciton. (b) Amplitude du signal FWM en fonction
du délai τ23. Courbe rouge : décroissance exponentielle obtenue pour un temps de déclin
T1 = 390 ps. (c) Amplitude du signal FWM en fonction du délai τ12. Traits pointillés noirs :
décroissance exponentielle obtenue pour un temps de déclin T2 = 362 ps. Courbe cyan :
ajustement basé sur la convolution d'une distribution gaussienne de largeur σ = 3 µeV et
d'une décroissance exponentielle avec un taux de déclin γ2 = 2~/T2 = 1.7 µeV, permettant
de décrire l'élargissement homogène de la raie excitonique en présence d'élargissement
inhomogène [45] (les détails sont donnés dans la partie 3.2.2).
Il est important de préciser que le taux d'émission spontanée de cet exciton est exalté
du facteur de Purcell Fp de la cavité (voir chapitre 2). Le temps de vie moyen d'un exciton
fortement conﬁné dans une BQ InAs/GaAs est de l'ordre de la nanoseconde, et peut varier
de 20± 5 % dans un échantillon de BQs auto-assemblées [46]. Nous estimons donc que le
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facteur de Purcell de cette microcavité est environ de Fp = 2.5 ± 0.5. Les défauts photo-
niques répartis aléatoirement sur la surface de l'échantillon sont probablement responsables
de la diminution des temps de vie mesurés, mais cela n'a pas été vériﬁé expérimentalement.
Pour mesurer la décohérence de cet exciton (ﬁgure 3.6 (c)), nous intégrons spectra-
lement le signal D-FWM en augmentant progressivement le délai τ12 entre E1 et E2 (cf
illustration). La première impulsion E1 génère la polarisation de premier ordre p(1) qui évo-
lue librement durant le délai τ12. La deuxième impulsion E2 (dégénérée temporellement)
convertie la polarisation p(1) en polarisation de troisième ordre p(3) que nous mesurons via
le signal D-FWM détecté sur la fréquence hétérodyne 2Ω2−Ω1. Ce signal est donc propor-
tionnel à la polarisation excitonique résiduelle, dont le déclin temporel varie en fonction
de τ12. Comme pour la population de l'exciton, nous nous attendons à mesurer un déclin
exponentiel de la polarisation de l'exciton. Cependant, on observe une déviation des points
expérimentaux par rapport au déclin exponentiel (traits pointillés noirs) pour les délais
longs (τ12 > 300 ps). Nous attribuons cette déviation à la diﬀusion spectrale de l'exciton,
qui élargit de manière inhomogène la raie excitonique. Pour prendre en compte cet élargisse-
ment, nous ﬁxons T2 = 2T1, correspondant à une largeur homogène γ2 = 2~/T2 = 1.7 µeV,
et nous convoluons le déclin exponentiel des cohérences avec une distribution gaussienne de
largeur à mi-hauteur 2
√
2 ln 2σ. Pour cet exciton, nous mesurons une largeur inhomogène
σ = 3 µeV correspondant à un temps de diﬀusion spectrale Tin = ~/σ = 220 ps. Les détails
de cet ajustement sont donnés dans la partie 3.2.2. Le temps de déphasage mesuré pour
cet exciton est en accord avec de précédentes études [24, 19] réalisées sur des ensembles de
BQs InAs/GaAs auto-assemblées, mesurant des temps de déphasage radiatif entre 400 ps
et 2 ns, selon l'énergie de conﬁnement des BQs.
Pour réaliser des BQs limités radiativement [19], il est crucial de pouvoir distinguer les
processus de décohérence issus du déphasage pur de l'exciton, des processus incohérents tels
que la diﬀusion spectrale à l'origine de l'élargissement inhomogène de la raie. Ces résultats
montrent que la largeur inhomogène σ peut être comparable dans certains cas à la largeur
homogène γ2 de la raie excitonique. Mesurer et quantiﬁer l'élargissement inhomogène est
donc primordial pour mesurer ﬁdèlement le temps de décohérence d'un exciton. Nous allons
maintenant voir comment mesurer ﬁdèlement cette largeur inhomogène.
3.2.2 Diﬀusion spectrale : élargissement inhomogène de la raie
Dans la partie précédente, nous avons vu que la population et la polarisation d'un ex-
citon sont décrites par des décroissances exponentielles, dont les temps caractéristiques de
déclin correspondent respectivement au temps de vie et de cohérence de l'exciton. Spectra-
lement, ces dynamiques cohérentes se traduisent par une raie lorentzienne. L'élargissement
homogène de la raie excitonique provient uniquement du déphasage pur de l'exciton en-
globant tous les processus de décohérence. Cet élargissement est caractérisé par la largeur
homogène γ2 = 2~/T2. Nous verrons dans la partie 3.3.1 l'origine de ces mécanismes de
déphasage. Une deuxième source d'élargissement provient de la diﬀusion spectrale de la
raie excitonique. L'origine de cet élargissement est attribué aux variations électrostatiques
de l'environnement de la BQ, comme par exemple le piégeage d'un électron par une im-
pureté ou un défaut dans la couche de GaAs ou dans la couche de mouillage InAs (cf
ﬁgure 3.7). Ces ﬂuctuations d'environnement engendrent une ﬂuctuation stochastique des
niveaux d'énergie de l'exciton par eﬀet Stark conﬁné quantiquement [47].
Ce processus aléatoire engendre un élargissement gaussien de la raie. Dans le domaine
temporel, cet élargissement se traduit par un écho de photon dont l'amplitude est maxi-
male pour t = τ12. Par analogie avec l'écho de photon d'un ensemble de BQs, la largeur de
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Figure 3.7  Représentation schématique d'une BQ en présence de ﬂuctuation d'envi-
ronnement.
cet écho caractérise la dispersion inhomogène de l'exciton au cours du temps. En variant
le délai τ12, l'amplitude de cet écho diminue exponentiellement et son maximum d'ampli-
tude se déplace temporellement. L'intensité du signal FWM mesuré correspond donc à la
convolution d'une décroissance exponentielle et d'une distribution gaussienne telle que :
Iin ∝ e−
t
T2
−
(
t−τ12
Tin
)2
(3.6)
où Tin = ~/σ représente le temps caractéristique de diﬀusion spectrale. Pour les BQs
dans la microcavité, Tin est comparable à T2/2. La largeur temporelle de l'écho est donc
plus grande que la fenêtre temporelle du spectromètre ∆ts = 200 ps sur laquelle nous
corrigeons le signal mesuré de la réponse temporelle du réseau (voir le chapitre 2). La
ﬁgure 3.8 représente schématiquement l'évolution de l'écho en fonction du délai τ12.
200 ps real time, t 0 
Spectrometer 
window  
012 
ps10012 
ps30012 
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2/inT
Figure 3.8  Représentation schématique de l'écho de photon en fonction du temps pour
trois délais τ12. La fenêtre temporelle du spectromètre ∆ts est donnée par la dispersion
spectrale du réseau. Pour le réseau 1800 traits/mm, ∆ts = 200 ps. Le signal FWM mesuré
correspond à la convolution de la réponse du spectromètre et de l'écho, c'est-à-dire à
l'intégrale de l'écho dans la fenêtre temporelle corrigée de cette réponse. Les parties rayées
correspondent au signal perdu.
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Quand τ12 = 0, l'écho est centré à t = 0, correspondant à l'arrivée de E3, et son
amplitude est maximale. La moitié de l'écho est collectée dans la fenêtre temporelle du
spectromètre. A τ12 = 100 ps, l'écho est centré dans la fenêtre temporelle du spectro-
mètre (à t = 100 ps) et son amplitude a diminué exponentiellement de ∝ e−t/T2 . Quand
T2 >> ∆ts, ce qui est le cas pour la majorité des BQs étudiées, l'amplitude de l'écho
est pratiquement constante dans la fenêtre du spectromètre. L'intensité intégrée du signal
FWM est donc maximale pour τ12 = ∆ts/2. Cet eﬀet est d'autant plus visible quand la
largeur de l'écho est comparable ou inférieure à ∆ts. La ﬁgure 3.9 (b) montre un écho de
photon pour lequel la largeur inhomogène σ = 6.4 µeV correspond à une largeur tempo-
relle Tin = 103 ps. Pour τ12 = 100 ps, la totalité de l'écho est intégrée, le signal FWM
atteint son maximum d'amplitude. Nous avons utilisé le modèle d'Erland [45], pour réaliser
l'ajustement des points expérimentaux (trait plein), et extraire les contributions homogène
γ2 = 1.7 µeV et inhomogène σ = 6.4 µeV. Quand τ12 >> ∆ts, seulement une petite partie
de l'écho est intégrée, le signal FWM mesuré provient majoritairement de la contribution
homogène et décroit exponentiellement. Cependant, la quantité de signal FWM intégrée
dans la fenêtre temporelle du spectromètre est très faible et limite la mesure de la cohé-
rence aux délais longs (surtout quand Tin ≤ ∆ts). Dans le cas où Tin ≥ T2, il n'est plus
possible de distinguer temporellement les deux contributions, le signal mesuré ne présente
plus d'écho de photon marqué.
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Figure 3.9  Dynamique de population et de cohérence d'un exciton unique à
T = 4 K en présence de diﬀusion spectrale. (a) Amplitude du signal FWM en fonction
du délai τ23. Courbe rouge : décroissance exponentielle obtenue pour un temps de déclin
T1 = 391 ± 7 ps. (b) Amplitude du signal FWM en fonction du délai τ12. Courbe cyan :
ajustement basé sur la convolution d'une distribution gaussienne de largeur σ = 6.4 µeV
et d'une décroissance exponentielle avec un taux de déclin ﬁxé à γ2 = 1.7 µeV, permettant
de décrire l'élargissement homogène de la raie excitonique en présence d'élargissement
inhomogène [45].
Notons qu'il serait possible d'augmenter le signal FWM pour les délais longs en suivant
temporellement l'écho avec la référence. De cette manière, le contraste des interférences
spectrales entre le signal d'écho et la référence est constant en fonction de τ12. Cela revient
à dire que l'écho ne se déplace plus dans la fenêtre temporelle du spectromètre. Pour chaque
délai, le signal intégré correspond à la moitié de l'aire de la gaussienne (voir la ﬁgure 3.10).
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Le signal FWM mesuré est alors uniquement proportionnel à la variation de l'amplitude
de l'écho dont le déclin exponentiel correspond uniquement à la décohérence de l'exciton.
Cela nécessite l'ajout d'une ligne à retard synchronisée avec le délai τ12 sur le chemin de
la référence.
Ref 
real time, t 0 
Spectrometer 
window  
012 
ps10012 
ps30012 
3
2/inT
Figure 3.10  Représentation schématique de l'écho de photon en fonction du temps pour
trois délais τ12. En déplaçant la référence de t+ τ12, la fenêtre temporelle du spectromètre
suit le déplacement de l'écho. Le déclin du signal FWM n'est plus limité par la résolution
temporelle du spectromètre. Pour chaque délai, le signal mesuré correspond à la demi-
intégrale de l'écho. Le déclin du signal dépend donc uniquement du déclin de l'amplitude
de l'écho, c'est-à-dire à l'élargissement homogène de la raie.
3.3 Mécanismes de décohérence d'un exciton unique
Dans les solides, les sources de déphasage sont omniprésentes. La cohérence optique
d'un exciton est généralement limitée par d'autres processus que la recombinaison radia-
tive. Dans cette partie nous allons nous intéresser aux mécanismes de déphasage, et plus
particulièrement au rôle des phonons dans la décohérence d'excitons uniques.
3.3.1 Déphasage pur d'un exciton unique
À basse température, l'interaction d'un exciton fortement conﬁné avec son environne-
ment solide est faible, la décohérence de l'exciton résulte principalement de la relaxation
de sa population par émission spontanée. Le déphasage de l'exciton est majoritairement
radiatif, le temps de déclin de sa polarisation est alors plus long que celui de sa popula-
tion, pouvant aller jusqu'à T2 = 2T1 lorsque l'exciton est limité radiativement. Cependant,
les processus de déphasage sont nombreux dans les solides, et bien souvent T2 < T1. Les
principales sources de décohérence sont les suivantes :
1. La diﬀusion avec les phonons du réseau, à travers le couplage de Fröhlich avec les
phonons optiques, à travers le potentiel de déformation et le couplage piézoélectrique
avec les phonons acoustiques.
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2. La diﬀusion élastique ou inélastique avec d'autres transitions excitoniques, i.e. exciton-
exciton ou exciton-électron.
Pour prendre en compte ces processus de déphasage, nous introduisons le temps carac-
téristique de déphasage pur T ∗2 dans l'équation de limite radiative 3.5, telle que :
1
T2
=
1
2T1
+
1
T ∗2
(3.7)
Quand le temps de déphasage pur est grand devant le temps de vie de l'exciton T ∗2 >>
2T1, la contribution de l'environnement dans la décohérence de l'exciton est faible par
rapport au déphasage radiatif. A l'inverse, quand T ∗2 ≤ 2T1, l'interaction de l'exciton
avec l'environnement est importante et détruit rapidement sa cohérence. Dans la suite
de ce chapitre, nous allons nous intéresser plus particulièrement à l'impact des phonons
acoustiques dans la décohérence d'un exciton unique fortement conﬁné.
3.3.2 Déphasage induit par les phonons acoustiques
3.3.2.1 Phonons optiques et acoustiques
La création d'un exciton dans une BQ perturbe son environnement cristallin. A l'échelle
microscopique, l'électron et le trou vont instantanément créer une attraction/répulsion
Coulombienne sur les atomes avoisinants, créant une polarisation macroscopique. Durant
une courte période (typiquement la picoseconde), les atomes de la maille cristalline vont
se déplacer autour de leur position d'équilibre en libérant des quanta d'énergie de vibra-
tion appelés phonons optiques. L'interaction exciton-phonon optique crée un état habillé
lumière-matière appelé le polaron optique (voir la ﬁgure 3.11 (a)). La constante de Fröhlich
caractérise la force de ce couplage :
αF =
e2
4pi~0
√
m∗p
2~ωLO
(
1
r(∞) −
1
r(0)
)
(3.8)
oùm∗p est la masse du polaron et r(∞) et r(0) sont les constantes diélectriques à haute
et basse fréquence. A basse température, cette constante vaut αF = 0.068 dans GaAs. Les
phonons optiques longitudinaux (LO) de grandes longueurs d'onde (faible k) sont à l'ori-
gine de processus inélastiques couplant des états électroniques distants de ~ωLO ' 36 meV
(cf ﬁgure 3.12). La largeur spectrale des impulsions optiques (∆E ≈ 10 meV) ne permet
pas de coupler une transition excitonique avec ces modes de vibration. Nous pouvons donc
considérer que les phonons optiques jouent un rôle négligeable dans les processus de déco-
hérence discutés ici.
A l'échelle mésoscopique, la création d'un exciton entraîne localement une expansion du
cristal via une onde de déformation acoustique. Au même titre que les phonons optiques,
cette interaction exciton-phonon acoustique crée un état habillé de la matière appelé le
polaron acoustique (voir la ﬁgure 3.11 (b)). Les phonons acoustiques longitudinaux (LA)
de grandes longueurs d'ondes correspondent à des ondes de compression et de dilatation
dans le cristal. Ils conduisent à des processus quasi-élastiques mettant en jeu des énergies
beaucoup plus petites que les phonons optiques, de l'ordre du meV. L'interaction entre les
porteurs de charges et les phonons LA entraîne une modiﬁcation de l'énergie des bandes de
conduction et de valence, que l'on peut exprimer via le potentiel de déformation Di pour
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Figure 3.11  Représentation schématique d'un polaron optique (a) et d'un polaron
acoustique (b).
une bande i tel que :
δEi = Di
δV
V
(3.9)
où δV est la variation locale du volume V engendrée par la vibration acoustique. Pour
GaAs, le potentiel de déformation vaut Dc = −7.2 eV pour les électrons et Dv = −1.2 eV
pour les trous.
Sous l'eﬀet de la contrainte des phonons acoustiques, le matériau développe un moment
électrique dont l'amplitude est proportionnelle à la force de la contrainte. Cela se traduit
par une polarisation piézoélectrique :
P sij = eijkεjk (3.10)
où eijk sont les coeﬃcients piézoélectrique du tenseur de contrainte εjk. A l'échelle
d'une BQ unique, l'eﬀet piézoélectrique est très faible devant la déformation des bandes
électroniques [48]. Nous négligerons ce couplage dans la suite de ce chapitre.
La ﬁgure 3.12 présente une simulation des courbes de dispersion (traits solides) des
modes de phonons dans GaAs. Notons que les modes transverses ne sont pas couplés par
le potentiel de déformation puisqu'ils n'engendrent pas une variation du volume cristallin.
Pour une taille typique de BQ InAs d ' 10 nm, l'énergie des phonons LA qui se couplent
eﬃcacement à la BQ est comprise entre 1 et 2 meV (traits pointillés). La vitesse de propa-
gation d'un phonon acoustique dans GaAs étant de l'ordre de cs ' 5 nm · ps−1, le temps
que met l'onde acoustique pour quitter la BQ, i.e. la durée de vie du polaron acoustique,
est de l'ordre de tp ' 1 ps.
3.3.2.2 Modèle de Boson indépendant
L'interaction d'un exciton avec les phonons acoustiques est décrite théoriquement par
le modèle de Boson indépendant [49, 50, 51]. Ce modèle est une extension de la théorie
de Huang-Rhys [52] développée pour décrire l'interaction électron-phonon dans le cadre
d'électrons localisés. Il permet de décrire les phénomènes de relaxation en présence d'un
bain de phonons. Ce modèle repose sur la diagonalisation d'un système constitué par un
état discret, la raie zéro-phonon (ZPL) de l'exciton, couplé à un continuum de mode de
phonons acoustiques, déﬁnit par l'Hamiltonien suivant :
H = He +Hph +He−ph (3.11)
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Figure 3.12  Courbes de dispersion (traits solides) des phonons optiques et acoustiques
dans GaAs, normalisées par un facteur de forme eﬀectif, décrivant le couplage aux phonons
(traits pointillés) pour diﬀérentes tailles de BQs (3, 6 et 9 nm). La gamme d'énergie des
phonons LA qui se couplent eﬃcacement augmente en diminuant la taille de la BQ. Les
BQs étudiées dans ce chapitre, de taille typique d ' 10 nm, correspondent à la zone de
dispersion linéaire des phonons LA d'énergie Eph ' 1 − 2 meV. Figure extraite de la
référence [49].
où He est l'Hamiltonien électronique, Hph est l'Hamiltonien phononique et He−ph re-
présente l'interaction électron-phonon, telles que :
He = ~ω0|j〉〈j| (3.12)
Hph =
∑
q
~ωqa†qaq (3.13)
He−ph =
∑
i,j
∑
q
M ijq (aq + a
†
−q)|i〉〈j| (3.14)
où a†q et aq sont respectivement les opérateurs de création et d'annihilation d'un phonon,
et M ijq est la matrice d'interaction électron-phonon telle que :
M ijq = Dc
√
~q
2ρmcsV
〈i|ei~q.~r|j〉 (3.15)
où Dc représente le potentiel de déformation de la bande de conduction, ρm est la masse
volumique, cs est la vitesse du son dans le cristal et V est un volume de quantiﬁcation.
La partie diagonale (i = j) de cette matrice d'interaction conduit à un couplage linéaire
avec les phonons acoustiques. Dans le cas d'une paire électron-trou (chacun dans l'état
fondamental), les potentiels de déformation des électrons Dc et des trous Dv étant de
même signe, les deux contributions s'additionnent :
Mq =
√
~q
2ρmcsV
(Dc〈Se|ei~q.~r|Se〉+Dv〈Sh|ei~q.~r|Sh〉) (3.16)
où Se et Sh correspondent respectivement aux couches S des électrons et des trous. Ce
couplage linéaire permet d'expliquer les ailes de phonons autour de la ZPL, ainsi que le
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déclin initial non-exponentiel de la polarisation [24, 50, 53], que nous allons voir dans la
partie suivante.
Notons que pour l'instant nous considérons que les impulsions optiques sont suﬃsam-
ment courtes par rapport aux mécanismes de déphasage pour être assimilées à des fonctions
Dirac, i.e. Ei(t) = Eiδ(t− τi). Nous verrons dans la partie 3.3.2.6 la validité de cette hypo-
thèse.
3.3.2.3 Ailes de phonons et polaron acoustique
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Figure 3.13  Représentation schématique des potentiels d'énergie du niveau fondamen-
tal et excité couplés aux phonons acoustiques. La première étape représente la transition
assistée par un photon d'énergie ∆E + Eph à τ12 = 0. La deuxième étape représente la
relaxation de l'état excité par les phonons acoustiques vers son état d'équilibre thermique
(minimum du potentiel d'énergie) que l'on sonde en variant le délai τ12 entre la pompe et
la sonde. La troisième étape représente l'état excité à l'équilibre thermique (τ12 ≈ tp) et
la recombinaison radiative de l'exciton assistée par la relaxation de l'état fondamental par
les phonons acoustiques.
Le processus de relaxation avec les phonons acoustiques dans le cadre du modèle de
Boson indépendant est représenté sur la ﬁgure 3.13. Dans ce modèle, les phonons sont
décrit par des oscillateurs harmoniques, dont l'amortissement des oscillations conduit vers
une position d'équilibre Qq telle que :
Qq = −Mq
ωq
√
2~
ρmωq
(3.17)
Les potentiels d'énergies des états électroniques de la BQ couplés aux modes de pho-
nons sont décrits par des paraboles de courbure ω2q . La parabole du bas représente l'état
fondamental (sans exciton) couplé aux modes de phonons |g〉 ⊗ |ϕ0〉. La position d'équi-
libre de cet état est donnée par la position d'équilibre des phonons Qq 6= 0 à l'équilibre
thermique. La parabole du haut représente l'état excité (un exciton) couplé aux modes de
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phonons |e〉 ⊗ |ϕ(t)〉. La position d'équilibre Qk de cet état est légèrement diﬀérente de
Qq. Si l'exciton est couplé à un mode de phonon, le système correspond à un oscillateur
harmonique, il n'y a pas d'amortissement au cours du temps. Dans la réalité, l'exciton se
couple à une inﬁnité de mode de phonons. La fonction d'onde de l'état excité est ainsi re-
laxée très eﬃcacement vers son état d'équilibre thermique. À τ12 = 0 (étape 1), l'impulsion
pompe crée un état cohérent |ψ(t)〉 entre les deux niveaux tel que :
|ψ(t)〉 = α|ϕ0〉 ⊗ |g〉+ eiω0tβ|ϕ(t)〉 ⊗ |e〉 (3.18)
La polarisation de l'exciton couplé aux phonons correspond au recouvrement des deux
fonctions d'ondes phononiques :
P = 〈ψ(t)|µ|ψ(t)〉 ∝ µ〈ϕ0|ϕ(t)〉 (3.19)
Quand τ12 = 0, les phonons n'ont pas encore relaxé la cohérence de l'état excité, le
produit de recouvrement des fonctions d'ondes phononiques 〈ϕ0|ϕ(t)〉 est donc maximal,
comme le montre la ﬁgure 3.14 (c). En augmentant τ12, le système relaxe progressivement
vers son équilibre thermique en émettant des phonons acoustiques d'énergie Eph (étape
2). Ce processus de relaxation se traduit par un déclin non-exponentiel du signal FWM
ainsi que par l'apparition d'une bande latérale (ou aile) de phonons autour de la ZPL. La
ﬁgure 3.14 (b) montre l'apparition de cette bande latérale à plus haute énergie en fonction
du délai τ12. Au délai τ12 = 0.5 ps, on mesure une largeur spectrale d'environ 2 meV
(cf ﬁgure 3.14 (a)). Sur cette gamme d'énergie, ce sont les BQs de taille d ' 10 nm qui
se couplent le plus eﬃcacement aux phonons LA (voir ﬁgure 3.12), ce qui correspond à
la taille typique de BQs étudiées (cf chapitre 2). Au fur et à mesure de la relaxation de
l'état excité vers l'équilibre thermique, l'énergie des photons de recombinaison diminue, on
observe l'apparition progressive d'une bande latérale à plus basse énergie, correspondant à
la relaxation de l'état fondamental par les phonons acoustiques (étape 3). La disparition
des ailes de phonons et du déclin initial non-exponentiel correspond au temps de vie du
polaron acoustique tp ' 1 ps estimé précédemment (page 64). Le nombre de phonons
acoustiques par mode est décrit par la distribution de Bose-Einstein :
Nq =
1
e
~ωq
kBT − 1
(3.20)
En augmentant la température, le processus de relaxation via les modes de phonons
acoustiques devient plus eﬃcace. On observe alors une augmentation de l'amplitude du
déclin initial de la ZPL, comme le montre la ﬁgure 3.14 (c). Pour quantiﬁer ce déphasage,
nous introduisons le poids Z déﬁni comme étant l'aire de la ZPL dans le spectre d'absorp-
tion linéaire. Pour extraire le poids de la ZPL du signal FWM, nous utilisons l'équation 8
de la référence [54] qui exprime la polarisation FWM en fonction de la polarisation linéaire
PL(t) telle que :
PFWM(t, τ) =
|PL(t)|2[P ∗L(τ)]2
P ∗L(t+ τ)
(3.21)
L'amplitude du signal FWM est donc proportionnelle à ∝ Z3. On en déduit le poids
de la ZPL pour les deux températures : Z4K = 0.87 et Z30K = 0.7. En d'autres termes,
13 % de la cohérence optique de l'exciton sont relaxées par les phonons acoustiques à
T = 4 K, pour atteindre à 30 % à T = 30 K. Ces valeurs sont comparables aux mesures
sur ensembles [24, 53].
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Quand τ12 > tp, le paquet d'onde de phonons acoustiques a quitté la BQ, les ailes de
phonons disparaissent et la polarisation décroît exponentiellement avec l'émission radiative
de l'exciton. Ce modèle est valable à basse température (T = 4 K), dans la partie suivante
nous allons voir l'eﬀet de la température sur la décohérence de l'exciton provenant du
couplage quadratique aux phonons acoustiques.
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Figure 3.14  Déphasage d'un exciton unique induit par les phonons acous-
tiques : ailes de phonons et déclin initial non-exponentiel de la polarisation. (a)
Amplitude du signal FWM à τ12 = 0.5 ps (bleu) montrant la présence d'ailes de phonons
acoustiques autour de la ZPL à basse température (T = 4 K). Après un délai τ12 = 4 ps
(gris), les ailes de phonons ont disparu, on retrouve une forme de raie lorentzienne comme
le montre l'ajustement lorentzien (courbe rouge). La puissance de la pompe est choisie
pour correspondre au régime linéaire d'excitation : P1 = 50 nW⇔ Θ1 = pi/5. (b) Spectre
du signal FWM en fonction du délai τ12. On peut observer l'apparition à τ12 = 0, puis la
disparition progressive des ailes de phonons acoustiques en fonction du délai. L'amplitude
du signal est donnée par l'échelle de couleur (échelle logarithmique). (c) Amplitude FWM
de la ZPL en fonction du délai τ12 pour deux températures, T = 4 K (vert) et T = 30 K
(orange). On observe le déclin initial non-exponentiel du signal FWM, qui augmente avec
la température. Le temps de ce déclin correspond à la durée de vie du polaron acoustique
tp ≈ 1 ps. Le niveau de bruit est représenté par les cercles gris.
3.3.2.4 Couplage quadratique aux phonons acoustiques
Dans la partie précédente, nous avons mesuré le déclin initial non-exponentiel du signal
FWM d'un exciton unique durant les premières picosecondes après l'excitation. Ce rapide
déclin se traduit spectralement par des bandes latérales de phonons acoustiques autour de la
ZPL. Le modèle de Boson indépendant permet d'expliquer ce couplage à travers les termes
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diagonaux de la matrice d'interaction exciton-phonon. Mais ce modèle ne suﬃt pas pour
expliquer l'élargissement homogène de la ZPL avec la température [53]. Cet élargissement
rentre en jeu dans les termes non-diagonaux de la matrice d'interaction exciton-phonon (cf
équation 3.15) qui conduisent à un couplage quadratique avec les phonons acoustiques [48].
L'interprétation physique de ce couplage correspond à l'absorption puis l'émission d'un
phonon acoustique via une transition réelle ou virtuelle. Le niveau d'énergie le plus proche
de l'état fondamental (1e1)(2h1) correspond à un électron sur la couche S et un trou sur
la couche P . Pour une BQ InAs/GaAs, la diﬀérence d'énergie entre ces deux niveaux vaut
environ 15 meV [55]. L'absorption d'un phonon acoustique d'énergie Eph ≈ 1− 2 meV ne
permet pas d'atteindre cet état excité, et conduit à un niveau virtuel (cf ﬁgure 3.15). L'état
excité (1e1)(2h1) est accessible au second ordre via l'absorption de plusieurs phonons, mais
la probabilité de ce processus non-linéaire est très faible devant l'absorption au premier
ordre. Nous négligerons cette transition.
≈ 15 meV 
Virtual 
transition 
Eph ≈ 1-2 meV 
(1e1)(2h1) 
(1e1)(1h1) 
N N+1 
S
P
S
P
S
P
S
P
Figure 3.15  Transition virtuelle assistée par l'absorption et l'émission d'un phonon
acoustique.
La ﬁgure 3.16 (a) montre l'évolution du signal FWM d'un exciton unique en fonction du
délai τ12 pour trois températures. Nous intégrons uniquement l'amplitude spectrale de la
ZPL. A basse température, la cohérence de l'exciton est limitée par son temps de vie radia-
tif, dans le cas présent T2 = 300 ps à 5 K. En augmentant la température, le déphasage de
l'exciton s'accélère. La polarisation de l'exciton suit une décroissance exponentielle avec un
taux d'amortissement qui dépend de la température. A 30 K, le temps de cohérence de l'ex-
citon a diminué d'un ordre de grandeur par rapport à 5 K. Ce déclin exponentiel se traduit
spectralement par un élargissement homogène de la ZPL, visible spectralement à partir
de 30 K, comme le montre la ﬁgure 3.16 (b). Notons que pour cet exciton, l'élargissement
inhomogène est négligeable par rapport à l'élargissement homogène (pas d'écho de photon
visible). Au-delà de 30 K, les temps de cohérence T2 atteignent un seuil correspondant à
la limite expérimentale de notre dispositif de mesure (voir la ﬁgure 3.16 (c)).
La ﬁgure 3.17 présente l'évolution de la largeur homogène γ2 de la ZPL en fonction
de la température pour deux BQs diﬀérentes. QD#1 correspond à la BQ présentée sur la
ﬁgure 3.16. Chaque point représente une largeur de raie à mi-hauteur extraite à partir du
déclin exponentiel du signal FWM (γ2 = 2~/T2). A basse température (T < 10 K), l'énergie
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Figure 3.16  Élargissement de la ZPL via le couplage quadratique aux phonons
acoustiques. (a) Amplitude FWM normalisée en fonction de τ12 d'un exciton en fonction
de la température. Les traits pointillés représentent les ajustements exponentiels e−τ12/T2
utilisés pour extraire les temps de décohérence T2 des trois températures 5 (bleu), 15 (vert)
et 30 K (rouge). (b) Spectres FWM montrant l'élargissement de la ZPL en fonction de la
température. Les traits rouges représentent les ajustements lorentzien utilisés pour extraire
la largeur de raie homogène γ. (c) Évolution des temps de cohérence T2 en fonction de la
température de 5 K à 40 K. Au-delà de 30 K, le SNR n'est plus suﬃsant pour extraire
ﬁdèlement T2.
thermique est inférieure à l'énergie d'un phonon acoustique (kBT < 1 meV). Le processus
d'absorption d'un phonon est pratiquement négligeable. Les largeurs homogènes mesurées
correspondent au taux de déphasage à température nulle donné par le temps de vie radiatif
de l'exciton. A partir de 15 K, l'énergie thermique devient comparable à celle d'un phonon
acoustique et permet d'initier le processus absorption d'un phonon. Cela se traduit par
l'élargissement homogène de la ZPL en N(N + 1), où N est le nombre de phonons déﬁni
par l'équation 3.20, autrement dit au processus d'absorption (N) et d'émission (N+1) d'un
phonon. La courbe noire représente l'ajustement utilisé pour interpréter l'élargissement de
la ZPL :
γ2(T) = γ0 +A
 1
e
Eph
kBT − 1
+
 1
e
Eph
kBT − 1
2 (3.22)
où γ0 = 4.5 µeV et A = 17 meV sont des constantes d'ajustement, et Eph = 1.5 meV
correspond à l'énergie moyenne d'un phonon acoustique. Cet ajustement nous permet d'ex-
traire la température Tq = 17.4 K correspondant à l'énergie d'activation du processus qua-
dratique (kBTq = 1.5 meV). Cette énergie d'activation correspond à l'énergie nécessaire
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pour absorber un phonon acoustique. Quand l'énergie thermique est supérieure à cette
énergie, l'ensemble des phonons acoustiques contribuent à l'élargissement homogène de la
ZPL.
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Figure 3.17  Évolution de la largeur homogène γ2 en fonction de la tempéra-
ture. Pour les deux BQs étudiées, γ2 est proportionnelle à N(N + 1) représentée par la
courbe noire, où N est le nombre de phonons déﬁnit par l'équation 3.20.
Il est important de noter que les BQs étudiées ici ne présentent pas d'élargissement
inhomogène mesurable. Nous allons voir dans la partie suivante, que l'eﬀet de la diﬀusion
spectrale n'est pas négligeable lors de ce type de mesure.
3.3.2.5 Élargissement inhomogène de la ZPL
Intéressons nous maintenant à l'eﬀet de la température sur l'élargissement inhomogène
de la ZPL. Les ﬁgures 3.18 (a-c) montrent le déclin du signal FWM d'un exciton en pré-
sence de diﬀusion spectrale pour trois températures. À T = 6 K, le déclin des cohérences
est principalement radiatif (γ2 = 1.2 µeV), et présente un écho de photon large temporel-
lement, de largeur spectrale σ = 3 µeV. La vitesse des ﬂuctuations spectrales dépend du
temps de capture et de fuite des charges dans les pièges environnants de la BQ. A basse
température, ces deux processus sont activés thermiquement par les phonons acoustiques.
Le processus de capture est activé par l'émission d'un phonon acoustique avec une eﬃcacité
proportionnelle à N +1. Le processus de fuite est, quand à lui, activé par l'absorption d'un
phonon acoustique avec une eﬃcacité proportionnelle à N . À basse température, le nombre
de phonons acoustiques est faible, le processus de capture est beaucoup plus eﬃcace que
celui de fuite [56]. La majorité des pièges environnants sont donc remplis d'électrons, et
les ﬂuctuations électrostatiques de l'environnement sont alors faibles, voire négligeables.
Dans nos mesures, cela se traduit par un écho de photon large temporellement comme le
montre la ﬁgure 3.18 (a). À mesure que la température augmente, le nombre de phonons
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Figure 3.18  Évolution de la largeur inhomogène σ en fonction de la tempéra-
ture. (a)-(c) Amplitude du signal FWM en fonction du délai τ12 pour 6, 10 et 14 K. Nous
utilisons le modèle d'Erland [45] représenté par les courbes noires pour extraire la largeur
homogène γ2 et inhomogène σ de la ZPL (détails dans la partie 3.2.2). (d) Évolution de la
largeur homogène (rouge) et inhomogène (bleu) en fonction de la température. L'élargis-
sement inhomogène de la ZPL est proportionnel au nombre de phonons N représenté par
la courbe noire.
acoustiques augmente et favorise le dépiégeage des charges via l'absorption de phonons
acoustiques. La diﬀusion spectrale augmente et se traduit par une diminution progressive
de la largeur temporelle de l'écho (cf ﬁgures 3.18 (b,c)). On observe une augmentation de
la largeur inhomogène σ proportionnelle à N , comme le montre la ﬁgure 3.18 (d), telle
que :
σ(T) = σ0 +A
[
1
e
∆E
kBT − 1
]
(3.23)
où σ0 = 3 µeV et A = 170 µeV sont des constantes d'ajustement, et ∆E = 7 meV
correspond à l'énergie moyenne de dépiégeage. Cette énergie est supérieure à l'énergie ca-
ractéristique des phonons acoustiques précédemment mesurée pour ce type de BQ. De plus,
sur la gamme de températures mesurées, nous n'observons pas d'élargissement homogène
de la raie. La taille de cette BQ est probablement plus petite que la taille typique des BQs
de l'échantillon. L'énergie thermique d'activation nécessaire pour coupler eﬃcacement cette
BQ aux modes de phonons LA serait alors plus élevée (cf ﬁgure 3.12). Cependant, à partir
de 20 K, l'erreur sur la mesure de γ2 augmente car le signal d'écho limite la mesure du
déclin exponentiel de la polarisation aux délais longs. Il n'est donc plus possible d'extraire
ﬁdèlement γ2, et par conséquent de vériﬁer cette hypothèse. Notons que d'autres processus
de dépiégeage, comme la diﬀusion électron-électron par exemple, peuvent également être
responsable de l'élargissement inhomogène de la ZPL.
Ce résultat montre que la diﬀusion spectrale limite nos mesures de largeur homogène, et
s'avère d'autant plus limitant à mesure que la température augmente. L'ajout d'une ligne
à retard sur le chemin de la référence permettrait de scanner le signal d'écho pour un délai
τ12 ﬁxe, et permettrait d'observer directement l'élargissement inhomogène en fonction de
la température (cf partie 3.2.2).
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3.3.2.6 Déphasage induit par les phonons pendant l'excitation
Jusqu'à présent, nous avons considéré des impulsions optiques inﬁniment courtes tem-
porellement, i.e. Ei(t) = Eiδ(t − τi). Dans cette partie nous allons nous intéresser au dé-
phasage de l'exciton pendant la durée de l'impulsion (∆t ≈ 150 fs ). Dans la partie 3.1.1,
nous avons vu que l'interaction lumière-matière d'un exciton avec une impulsion optique
résonante se traduit par des oscillations de Rabi du signal FWM qui s'amortissent à mesure
que la puissance du laser augmente. Observé depuis une dizaine d'années [44, 57], l'origine
de cet amortissement, connu sous le nom de déphasage induit par l'excitation (EID), a
fait l'objet de nombreux débats. Trois mécanismes possibles ont émergé : l'excitation non-
résonante de la couche de mouillage [58], l'excitation de transitions multi-excitoniques [34]
et le couplage aux phonons acoustiques [59].
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Figure 3.19  Amortissement des oscillations de Rabi d'un exciton unique. (a)-
(b) Amplitude du signal FWM mesurée en fonction de la puissance d'excitation
√
P1, pour
Θ2 = pi et τ12 = 0.5 ps. Sans ﬁltrage spectrale (cyan), la largeur temporelle de l'impulsion
vaut ∆t = 240 fs. Avec ﬁltrage spectrale (bleu foncé) ∆t = 520 fs. Les oscillations de Rabi
s'amortissent exponentiellement avec Γ2 ∝ K2P1 (traits pointillés noirs). Au delà de la
fréquence de coupure des phonons acoustiques, obtenue pour Θ1 > 3pi/2, les cohérences
de l'exciton atteignent un plateau. (c) Spectres de la transition excitonique (GX) et de
la réﬂectivité de la pompe. Bleu foncé (cyan) : ﬁltré (non ﬁltré). (d) Déclin initial non-
exponentiel du signal FWM de la ZPL caractéristique du déphasage induit par les phonons
acoustiques en fonction de τ12. Le niveau de bruit est représenté par les cercles gris.
Le premier mécanisme attribue l'amortissement des oscillations de Rabi au dépha-
sage induit par l'excitation non-résonante d'un état hybride composé d'une charge dans
la couche de mouillage liée par énergie Coulombienne à une charge conﬁnée dans la BQ.
Dans le cas d'une excitation résonante (≈ 1.36 eV), l'énergie de la couche de mouillage
(≈ 1.47 eV) est suﬃsamment éloignée pour pouvoir négliger ce processus. Le deuxième
mécanisme d'amortissement est causé par l'excitation d'autres transitions excitoniques
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couvertes spectralement par les impulsions. Pour négliger ce mécanisme, nous avons choisi
une transition excitonique isolée (GX), comme le montre la ﬁgure 3.19 (c). Enﬁn, le der-
nier mécanisme EID concerne le déphasage induit par les phonons acoustiques. Dans ce
modèle, le laser d'excitation module l'état électronique de la BQ à la fréquence de Rabi, et
couple les vibrations du réseau via les potentiels de déformation des bandes de conduction
et de valence (cf partie 3.3.2.3). La ﬁgure 3.19 (d) montre le déclin initial non-exponentiel
du signal FWM de l'exciton caractéristique de la formation d'un polaron acoustique. Un
échange résonant d'énergie se produit entre la polarisation électronique de la BQ et les
modes de phonons LA, à une vitesse proportionnelle à la réponse fréquentielle du bain de
phonons. Ce mécanisme dissipe rapidement la phase de l'exciton vers un espace de phase
considérable de modes de phonons. Lorsque la puissance du laser est suﬃsamment intense,
le polaron acoustique se met à osciller à la fréquence de Rabi ΩR, et se traduit par l'appa-
rition de branches de polaritons 1 à haute (UPB) et basse (LPB) énergie (cf ﬁgure 3.20).
La diﬀérence d'énergie entre les deux branches correspond à ~ΩR.
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Figure 3.20  Représentation schématique du couplage fort laser-exciton-phonon donnant
lieu à des branches de polaritons haute (UPB) et basse (LPB) dans le cas où ~ΩR ≤ Eph.
Ce mécanisme a été identiﬁé comme le processus dominant dans l'amortissement des
oscillations de Rabi d'un exciton pour une excitation résonante [59]. Le taux d'amortisse-
ment des oscillations est proportionnel à la puissance d'excitation et à la température. Il
est déﬁni par Γ2 = K2Ω2R ∝ K2P, où Γ2 représente le taux de déphasage pur pendant l'ex-
citation, etK2 est une constante de temps caractéristique de l'EID qui dépend linéairement
de la température telle que :
K2 =
(Dc −Dv)2
4piρmc5s~2
kBT ≡ AT (3.24)
où ρm = 5.37 g · cm−3 est la masse volumique de GaAs, cs = 5.11 nm · ps−1 est la
vitesse du son et Dc = −7.2 eV (Dv − 1.2 eV) représente le potentiel de déformation
de la bande de conduction (valence). On trouve une valeur théorique de l'amortissement
Acalc = 9.8 ± 0.9 fs · K−1. A basse puissance (Θ1 < 3pi/2), les oscillations s'amortissent
exponentiellement en fonction de la puissance de la pompe ∝ | sin Θ1|e−K2P1 , comme le
montre les ﬁgures 3.19 (a,b). Dans ce régime d'excitation, on mesure un temps d'amortis-
sement Kmes2 = 50±5 fs à T = 5 K. On en déduit Ames = 10±1 fs ·K−1, en parfait accord
1. Les polaritons sont des quasi-particules issues du couplage fort entre une onde lumineuse et une onde
de polarisation électrique, dans notre cas un exciton.
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avec la valeur calculée et avec de précédentes mesures de photo-courant réalisées sur des
BQs InGaAs/GaAs [59].
Cependant, ce modèle ne permet pas d'expliquer l'amortissement des oscillations au-
delà de l'énergie de coupure des phonons acoustiques, i.e. quand ~ΩR > Eph. À partir de
Θ1 > 3pi/2 (~ΩR = 3.1 meV), la diﬀérence d'énergie entre les deux branches de polari-
tons devient plus grande que l'énergie moyenne des phonons acoustiques couplés à la BQ.
Cette hypothèse est vraie au maximum d'intensité de l'impulsion, lorsque l'écart d'énergie
entre les deux branches de polaritons est maximal. Étant donné que les impulsions sont
gaussiennes (cf chapitre 2), l'énergie ressentie par la BQ varie temporellement au passage
de l'impulsion, et le découplage aux phonons n'est pas total. Autrement dit, la diﬀérence
d'énergie entre les deux branches de polaritons augmente puis diminue adiabatiquement
pendant la durée de l'impulsion (cf ﬁgure 3.21). Une transition assistée par l'émission d'un
phonon entre les deux branches de polaritons est possible pour certaines énergies et pas
d'autres. La compétition entre ces deux processus se traduit par un plateau dans le signal
FWM comme le montre la ﬁgure 3.19 (b). Le dispositif expérimental empêche les mesures
au-delà de 5 µW pour la pompe.
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Figure 3.21  Représentation schématique de l'évolution adiabatique de l'énergie des
branches de polaritons au passage de l'impulsion. L'émission d'un phonon acoustique n'est
possible que pour les énergies inférieures à l'énergie de coupure des phonons acoustiques.
3.3.3 Dynamique spectrale des phonons acoustiques : cavité phononique ?
Pendant la durée de vie du polaron acoustique, les bandes latérales autour de la ZPL
résultent de l'émission de phonons acoustiques dont l'énergie varie selon la taille de la BQ
(cf ﬁgure 3.12). Après la formation du polaron, l'onde acoustique de déformation quitte la
BQ. Spectralement on observe alors la disparition des ailes de phonons, et temporellement
le déclin exponentiel de la ZPL caractéristique du déphasage radiatif de l'exciton. Cepen-
dant, plusieurs propositions théoriques [60, 61, 62] ont montré que le paquet d'onde de
phonons acoustiques peut réaﬀecter la polarisation de la BQ en se réﬂéchissant sur une in-
terface suﬃsamment proche (d < 10 nm) ou aﬀecter la polarisation d'une autre BQ proche
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spatialement (d < 20 nm) via la transition biexcitonique. Un changement de la polarisation
de l'exciton neutre (GX) ou du biexciton neutre (XB) est directement visible dans le signal
FWM d'une BQ à condition que le niveau de signal soit suﬃsamment grand [63]. Pour
éviter toute confusion entre ces deux processus, nous avons excité l'échantillon avec une
polarisation circulaire, aﬁn de ne pas exciter la transition XB (voir le chapitre 4 pour plus
de détails). Le deuxième processus est donc négligeable ici.
La ﬁgure 3.22 (a) présente le signal FWM de deux transitions excitoniques neutres GX1
et GX2 en fonction du délai τ12. Pendant la première picoseconde après l'excitation, on
observe le déclin initial non-exponentiel du signal FWM (cf ﬁgure 3.22 (c)) et les bandes
latérales (cf ﬁgure 3.22 (b)) caractéristiques de la formation d'un polaron acoustique. Éton-
namment, les ailes de phonons ne disparaissent pas après la formation du polaron, mais
oscillent spectralement durant plusieurs picosecondes. Regardons de plus près ces oscilla-
tions. La ﬁgure 3.22 (d)) montre l'évolution les bandes latérales en fonction de τ12, intégrées
sur une gamme spectrale de 0.4 meV autour des deux transitions.
Premièrement, on remarque que ces oscillations sont périodiques, et que les bandes à
haute énergie oscillent en opposition de phase avec celles à basse énergie. Cette première
observation traduit un échange d'énergie via l'onde de déformation. Quand la BQ libère des
phonons, on observe une bande à plus haute énergie, et quand la BQ absorbe des phonons,
une bande apparaît à plus basse énergie. Autrement dit, la BQ libère de l'énergie quand
elle est comprimée via l'onde de déformation et en absorbe quand elle est étirée.
Deuxièmement, on remarque que la période des oscillations pour GX2 (≈ 2 ps) est
deux fois plus rapide que celle pour GX1 (≈ 4 ps). Cette période est directement reliée
à la distance d que parcourt l'onde de déformation acoustique dans le matériau. Dans
le cas d'une réﬂexion de l'onde sur une interface, cette distance correspond à deux fois
la distance d entre la BQ et l'interface (aller/retour de l'onde acoustique). Dans InAs,
la vitesse de l'onde acoustique (cs ≈ 5 nm · ps−1) implique des distances de propagation
d'environ 20 nm pour GX1 et 10 nm pour GX2. Ces distances correspondent aux diamètres
moyens des BQs étudiées. Autrement dit, une partie de l'onde acoustique générée lors de
l'excitation est réﬂéchie à l'interface InAs/GaAs et réaﬀecte la polarisation de la BQ.
Troisièmement, on remarque que l'amplitude du signal FWM de GX1 est plus élevée
que pour GX2. Or, la force d'oscillateur d'une BQ augmente avec sa taille. Sous la condition
que les deux BQs reçoivent la même puissance d'excitation, ce troisième indice conﬁrme
l'observation précédente (GX1 plus grand que GX2) et conforte l'hypothèse d'une réﬂexion
de l'onde acoustique à l'interface InAs/GaAs.
Des travaux théoriques sont actuellement en cours pour valider cette hypothèse. Ces
résultats préliminaires pourraient constituer la première preuve expérimentale de la modiﬁ-
cation de la polarisation d'une BQ unique au passage d'une onde de déformation acoustique.
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Figure 3.22  Oscillations des ailes de phonons acoustiques. (a) Amplitude du
signal FWM en fonction du délai τ12 pour une excitation circulaire. La puissance de la
pompe correspond au régime linéaire d'excitation P1 = 100 nW. Chaque délai représente
un spectre, le temps d'intégration par spectre est d'environ 3 min et le délai entre chaque
spectre est de 50 fs. On observe des oscillations spectrales des ailes de phonons autour
de deux transitions excitoniques, qui perdurent après la formation du polaron acoustique.
(b) Spectres FWM pour τ12 = 3.1 ps (vert) et τ12 = 4.6 ps (gris), montrant la présence
de bandes latérales à basse et à haute énergie résultant de l'émission et de l'absorption
de phonons acoustiques. Les transitions GX1 et GX2 sont ajustées par des pics lorentzien
(traits pointillés noirs). On trouve des largeurs à mi-hauteur d'environ 30 µeV (limite de
résolution). Le spectre de réﬂectivité de la pompe est représenté par les traits pointillés
bleus. (c) Amplitude du signal FWM de GX1 (bleu) et GX2 (orange) en fonction du
délai τ12. On observe le déclin initial non-exponentiel du signal FWM durant la première
picoseconde caractéristique de la formation du polaron acoustique. Notons que ce déclin
est plus prononcé pour GX2. Le niveau de bruit est représenté par les cercles gris. (d)
Amplitude du signal FWM des bandes latérales de phonons autour de GX1 (bleu) et GX2
(orange). Les traits solides (pointillés) représentent les bandes latérales à haute (basse)
énergie intégrées sur ∆E = 0.4 meV autour des transitions (cf ﬂèches sur la ﬁgure a)). Pour
les deux transitions, on observe des oscillations périodiques et en opposition de phase, avec
une période d'oscillation deux fois plus rapide pour GX2. Un ﬁltre FFT a été appliqué
pour lisser les variations rapides.
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3.4 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la réponse FWM d'émetteurs solides
individuels, tels que des excitons conﬁnés dans des BQs InAs/GaAs. Nous avons montré
qu'il est possible de contrôler optiquement l'état quantique d'un exciton en utilisant des
impulsions optiques résonantes, et de mesurer son temps de vie T1 et de cohérence T2 en
mesurant le déclin exponentiel du signal FWM, et ceux même en présence de diﬀusion
spectrale. Des mesures en température nous ont ensuite permis de mettre en évidence les
mécanismes de déphasage pur responsables de l'amortissement des oscillations de Rabi
assistées par phonons, du déclin initial non-exponentiel du signal FWM pendant la for-
mation du polaron et de l'élargissement homogène de la ZPL via le couplage quadratique
aux phonons, dans la limite où l'élargissement inhomogène est faible. L'ajout d'une ligne
à retard sur le chemin de la référence permettrait de lever cette limitation. Enﬁn, des me-
sures de dynamique spectrale du signal FWM ont mis en évidence l'oscillation spectrale
des ailes de phonons après la formation du polaron, prédit théoriquement par l'émission
et l'absorption de phonons acoustiques par la BQ. Les périodes d'oscillations mesurées sur
deux BQs correspondent aux tailles typiques des BQs InAs/GaAs étudiées, ainsi qu'aux
prédictions théoriques. Des simulations théoriques sont actuellement en cours pour valider
ces observations.
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Ce chapitre est consacré à l'étude des dynamiques de cohérence et de population de com-
plexes excitoniques dans des BQs individuelles révélées par des mesures de spectroscopie
FWM à trois faisceaux résolus en polarisation. Nous verrons dans un premier temps que les
dynamiques d'un système exciton-biexciton sont gouvernées par l'énergie de structure ﬁne
de l'exciton et par l'énergie de liaison du biexciton, parfaitement décrites quantitativement
par des calculs analytiques. Plus précisément nous verrons que la polarisation et l'aire des
impulsions permettent d'accéder aux diﬀérentes transitions de ce système à quatre niveaux
(4LS), donnant lieu à des battements quantiques entre les diﬀérents niveaux d'énergie qui
le composent. En seconde partie, nous présenterons des mesures de spectroscopie bidi-
mensionnelle (2D) FWM permettant de révéler les mécanismes de couplage cohérent d'un
système exciton-biexciton et d'identiﬁer une variété d'états excitoniques chargés dans une
BQ à ﬂuctuation de charge. Ces résultats ont fait l'objet d'une publication [64].
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4.1 Introduction
Une compréhension globale des complexes excitoniques et leurs transitions optiques
dans les BQs semiconductrices est une étape cruciale dans la réalisation de qubits solides
pour les technologies de l'informatique quantique [65, 66, 67]. Par exemple, pour contrôler
des BQs de manière cohérente et ultra-rapide, il est essentiel de connaître de temps de vie
T1 et le temps de cohérence T2 de l'exciton et du biexciton [68, 69, 70]. Par ailleurs, ce
type de système présente un intérêt grandissant en cryptographie quantique pour réaliser
des paires de photons intriqués en polarisation [71, 72, 73, 74]. La séparation de structure
ﬁne δ des niveaux d'énergie de l'exciton et l'énergie de liaison du biexciton ∆b jouent un
rôle important pour réaliser ces paires de photons. Dans ce cas, l'angle de polarisation de
l'excitation par rapport aux axes de la BQ permet d'adresser sélectivement les diﬀérentes
transitions [75]. Dans la partie 4.2, nous allons voir qu'il est possible d'accéder à toutes ces
quantités, i.e. T1, T2, δ et ∆b, pour une BQ unique avec le dispositif de FWM hétérodyne
à trois faisceaux résolus en polarisation (cf chapitre 2). Pour modéliser les mesures, nous
utilisons le formalisme de matrice densité (cf chapitre 1) appliqué à un 4LS en interac-
tion avec trois impulsions optiques. Les simulations présentées dans ce chapitre ont été
réalisées par D. Wigger, D. Reiter et T. Kuhn (Université de Münster) en se basant sur
les références [50, 76]. Nous présenterons ensuite dans la partie 4.3, des mesures de spec-
troscopie 2D-FWM révélant le couplage exciton-biexciton à travers l'apparition d'un pic
hors diagonal couplant la résonance de premier-ordre à celle de troisième ordre [13, 77, 78].
Enﬁn, nous verrons que la spectroscopie 2D-FWM est un outil puissant pour identiﬁer
rapidement les états chargés d'une BQ à ﬂuctuation de charge.
4.2 Réponse cohérente d'un système exciton-biexciton
4.2.1 Matrice densité d'un système exciton-biexciton
Dans un premier temps, nous nous limitons à l'étude de l'exciton neutre de la couche
S. Selon la polarisation des impulsions excitatrices, des états excitoniques de diﬀérentes
polarisations sont excités. Pour une polarisation circulaire, que l'on notera 	 et , le
système est caractérisé par l'état fondamental |G〉, deux états excitoniques |σ+〉 et |σ−〉, et
un état biexcitonique |B〉, comme le montre la ﬁgure 4.1 (a). L'Hamiltonien de ce système
s'écrit de la manière suivante :
H =
∑
ν
~ων |ν〉〈ν| −
∑
ν,ν′
~Mν,ν′ |ν〉〈ν ′|+Hexc (4.1)
où les états |ν〉 ∈ |G〉, |σ+〉, |σ−〉, |B〉 dans la base circulaire, avec pour énergie ~ων
telles que ~ωG = 0, ~ωσ− = ~ωσ+ = ~ωσ et ~ωB = 2~ωσ −∆b.
Hexc représente l'Hamiltonien d'interaction décrivant l'échange Coulombien entre les
deux niveaux excitoniques tel que :
Hexc = δ
2
(∣∣σ−〉 〈σ+∣∣+ ∣∣σ+〉 〈σ−∣∣) (4.2)
La matrice d'interaction Mν,ν′ décrit les transitions permises telle que :
M =

0 Ω∗σ+ Ω
∗
σ− 0
Ωσ+ 0 0 Ω
∗
σ−
Ωσ− 0 0 Ω
∗
σ+
0 Ωσ− Ωσ+ 0
 (4.3)
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Figure 4.1  Schéma d'un système exciton-biexciton dans une BQ pour une excitation
polarisée (a) circulairement et (b) linéairement. (c) Schéma de la séquence d'impulsion
pour les mesures FWM à trois faisceaux et de l'orientation des axes de la BQ.
où Ωσ± correspond aux fréquences de Rabi :
Ωσ± =
∑
i
µ
~
Ei · e∗σ± (4.4)
où µ représente le moment dipolaire de la transition et e∗σ± le vecteur polarisation. La
polarisation du système dans la base circulaire est donnée par :
P = µ (|G〉 〈σ+∣∣+ ∣∣σ−〉 〈B|) eσ+ + µ (|G〉 〈σ−∣∣+ ∣∣σ+〉 〈B|) eσ− (4.5)
L'anisotropie du potentiel de conﬁnement de la BQ et la structure zinc-blende du cristal
semiconducteur engendrent une levée de dégénérescence δ des niveaux d'énergie des deux
excitons, illustrée sur la ﬁgure 4.1 (b). Par conséquent, les états propres du système ne cor-
respondent plus à des états polarisés circulairement, mais à des états polarisés linéairement
résultant d'une combinaison linéaire des polarisations circulaires tels que :
|X〉 = 1√
2
(|σ+〉+ |σ−〉) (4.6a)
|Y 〉 = 1√
2
(|σ+〉 − |σ−〉) (4.6b)
L'Hamiltonien peut donc être réécrit dans la base de polarisation linéaire, avec comme
valeurs propres
∑
ν ~ων |ν〉 〈ν|+Hexc. La diagonalisation de cet Hamiltonien entraîne alors
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la levée de dégénérescence des niveaux excitoniques X et Y d'énergies respectives ~ωX =
~ωσ − δ/2 et ~ωY = ~ωσ + δ/2. La matrice d'interaction s'écrit alors :
M =

0 Ω∗X Ω
∗
Y 0
ΩX 0 0 Ω
∗
X
ΩY 0 0 Ω
∗
Y
0 ΩX ΩY 0
 (4.7)
avec :
ΩX =
1√
2
(Ωσ+ + Ωσ−) (4.8a)
ΩY =
i√
2
(Ωσ+ − Ωσ−) (4.8b)
On déﬁnit les axes de polarisation x et y de la BQ, ainsi que l'angle de polarisation
αi de l'excitation, tels que pour αi = 0◦ uniquement |X〉 est excité et pour αi = 90◦
uniquement |Y 〉 est excité, comme le montre la ﬁgure 4.1 (c). Dans ces cas particuliers,
le 4LS se réduit à un système à trois niveaux (3LS), GXB et GY B respectivement.
Pour un angle intermédiaire αi, une combinaison linéaire des deux excitons X et Y est
créée. Pour simpliﬁer les notations, nous représenterons les angles de polarisation αi =
(0◦, 45◦, 90◦, 135◦) par (−, upslope, |, ).
Pour décrire l'évolution du 4LS au cours du temps, nous utilisons le formalisme de la
matrice densité ρ introduit au chapitre 1 pour des impulsions inﬁniment courtes devant les
processus de relaxation. La résolution analytique des équations de Bloch optiques (EBO)
est basée sur les références [50, 76]. Pour une séquence d'impulsions polarisées circulaire-
ment, les fréquences de Rabi s'écrivent :
Ωσ± =
∑
i
Θσ
±
i
2
eiφ
σ±
i δ(t− ti) (4.9)
où ti sont les temps d'arrivée des impulsions, d'aires Θσ
±
i et de phases φ
σ±
i . Pour une
séquence d'impulsions polarisées linéairement selon α par rapport à X, les fréquences de
Rabi s'écrivent :
ΩX =
∑
i
√
2 Θie
iφi cosα (4.10a)
ΩY = −
∑
i
√
2 Θie
iφi sinα (4.10b)
Dans le cas d'impulsions optiques inﬁniment brèves (fonction Dirac), l'évolution tem-
porelle du 4LS peut être calculée par une multiplication matricielle [76]. Entre chaque
impulsion, les dynamiques des populations et des cohérences sont données par l'évolution
de la matrice densité suivante :
ρνν′(t) = ρνν′(t0)e
iΛνν′ (t−t0) (4.11)
avec :
Λνν′ = ων − ων′ + iγνν′ (4.12a)
γ =

0 γ2 γ2 γB
γ2 0 γXY γ2
γ2 γXY 0 γ2
γB γ2 γ2 0
 (4.12b)
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où γ2 = 1/T2 correspond au taux de déphasage des cohérences excitoniques ρGX , ρGY ,
ρXB et ρY B. γB = 1/TB correspond au taux de déphasage de la cohérence biexcitonique
ρGB, et γXY correspond au taux de déphasage entre les deux excitons ρXY . Les déclins
radiatifs de l'exciton et du biexciton sont modélisés par un seul taux γ1, conduisant aux
EBO pour les éléments diagonaux de la matrice densité suivant :
ρBB(t) = ρBB(0)e
−2γ1t (4.13a)
ρXX(t) = [ρXX(0) + ρBB(0)(1− e−γ1t)]e−γ1t (4.13b)
ρY Y (t) = [ρY Y (0) + ρBB(0)(1− e−γ1t)]e−γ1t (4.13c)
ρGG(t) = 1− [ρXX(0) + ρY Y (0) + ρBB(0)(2− e−γ1t)]e−γ1t (4.13d)
Dans ce cas, le temps t = 0 correspond au temps après chaque impulsion. On remarque
que le déclin du biexciton est deux fois plus rapide que celui de l'exciton.
A partir de ces équations, il est possible de calculer les dynamiques de tous les éléments
de la matrice densité, autrement dit l'évolution temporelle de toutes les populations et co-
hérences du 4LS. Le signal FWM est extrait théoriquement en sélectionnant la phase de la
polarisation qui dépend de l'ordre d'arrivée et des combinaisons de phase φi des impulsions.
Le signal D-FWM des cohérences est donné par la combinaison de phase 2φ2 − φ1, tandis
que le signal ND-FWM des populations est donné par φ3 + φ2 − φ1. Ces combinaisons de
phase correspondent aux fréquences de détection hétérodyne 2Ω2 − Ω1 et Ω3 + Ω2 − Ω1
respectivement. On note PFWM la polarisation du signal FWM sélectionnée. Pour des rai-
sons de simplicité, dans le cas des populations, nous ﬁxons τ12 = 0 ps pour reproduire le
délai au temps court entre les impulsions. A partir de la polarisation, le signal FWM, que
l'on note Sνν′ , est obtenu par transformée de Fourier à la fréquence sélectionnée :
Sνν′(ω) =
∣∣∣∣∫ ∞
0
PFWM e−iωt dt
∣∣∣∣
ω=ων−ων′
(4.14)
Si la polarisation de la détection n'est pas alignée avec un des axes de la BQ, les polarisa-
tions des deux excitons sont projetées suivant l'angle du faisceau référence d'hétérodynage
αr telles que :
SGXY = cos2(αr)SGX + sin2(αr)SGY (4.15)
Notons que pour αr = 45◦, la dynamique de SGXY est proportionnelle à SGX et
SGY . Pour comparer les mesures et les simulations théoriques, nous ajustons les formules
analytiques sur les données expérimentales en variant les paramètres suivants : l'énergie
de structure ﬁne δ, l'énergie de liaison du biexciton ∆b, et les temps de déclin et de
déphasage des diﬀérentes transitions. Les valeurs des paramètres d'ajustement données
dans ce chapitre correspondent aux valeurs utilisées pour les courbes théoriques.
4.2.2 Classiﬁcation des battements quantiques
La ﬁgure 4.2 (a) présente le spectre FWM d'une BQ individuelle obtenu pour une
polarisation colinéaire (−,−). On observe les pics de l'exciton GX et du biexciton XB
séparés de ∆b ≈ 3 meV. L'encadré montre le spectre FWM obtenu pour une polarisation
co-circulaire (	,	), où nous mesurons l'énergie de structure ﬁne entre les deux excitons
δ ≈ 38 µeV. Les ﬁgures 4.2 (c,d) présentent les images hyperspectrales aux énergies de
l'exciton et du biexciton de la BQ correspondante.
Les mesures réalisées dans ce chapitre nécessitent de connaître exactement l'aire des im-
pulsions Θi =
∫
dtµ|Ei(t)|/~ ∼
√
Pi. Aﬁn de ne pas exciter le biexciton, nous mesurons les
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oscillations de Rabi de l'exciton avec une polarisation co-circulaire (	,	). La ﬁgure 4.2 (b)
montre une oscillation de Rabi obtenue en variant la puissance de la pompe P1, pour une
puissance de la sonde ﬁxée à P2 = 1 µW. Le maximum, qui correspond à Θ1 = pi/2, est
obtenu pour P1 = 0.25 µW.
0
1
Figure 4.2  Identiﬁcation d'un système exciton-biexciton. (a) Spectre FWM d'un
exciton GX et de son biexciton XB d'une BQ individuelle pour une polarisation colinéaire
(−,−) détectée à la fréquence hétérodyne 2Ω2−Ω1. Encadré : Zoom sur le pic de l'exciton
pour une polarisation (	,	). L'énergie de structure ﬁne entre les deux excitonsX et Y vaut
δ ≈ 38 µeV. (b) Oscillation de Rabi du signal FWM en fonction de la puissance de la pompe√
P1. Le premier maximum correspondant à Θ1 = pi/2 est obtenu pour P1 = 0.25 µW. La
courbe rouge représente | sin Θ1|. (c,d) Images hyper-spectrales du signal FWM de l'exciton
et du biexciton.
Les énergies de liaison ∆b et de structure ﬁne δ donnent lieu à des battements quantiques
temporels entre les niveaux GXY et XY B. Il est possible d'exciter séparément chacune
de ces transitions en ajustant les polarisations de la pompe et de la sonde. En variant
le délai τ12 entre les deux impulsions, il est alors possible de mesurer ces battements
quantiques via le signal FWM de la BQ. Dans le domaine temporel, les périodes de ces
battements sont directement reliées aux diﬀérences d'énergie entre les niveaux, telles que
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a) b)
c) d)
Figure 4.3  Battements quantiques d'un système exciton-biexciton. (a,b) Signal
FWM en fonction du délai τ12 pour une polarisation co-circulaire. (c,d) Signal FWM en
fonction du délai τ12 pour une polarisation co-linéaire avec α = 0◦. Ronds verts et carrés
bleus : données expérimentales. Cercles gris : indication du niveau de bruit. Traits rouges :
calculs théoriques.
T∆b = 2pi~/∆b et Tδ = 2pi~/δ. Le battement quantique induit par l'énergie de structure ﬁne
δ est observé pour une polarisation co-circulaire, quand le biexciton n'est pas excité, comme
le montre la ﬁgure 4.3 (a). L'impulsion pompe excite la transition Gσ, laquelle correspond
à une combinaison linéaire des deux excitons GX et GY . En évoluant dans le temps,
les cohérences de Gσ oscillent avec l'énergie de structure ﬁne. Le signal FWM mesuré en
fonction du délai τ12 présente alors de forts battements quantiques et un déclin exponentiel
correspondant à la décohérence de l'exciton [19, 35, 36, 75]. Ces mesures sont parfaitement
reproduites analytiquement (courbe rouge) par l'équation 4.14 pour une polarisation co-
circulaire :
SGσ ∝ exp
(
−τ12
T2
)√
cos
(
δ
~
τ12
)
+ 1 (4.16)
De cette équation, nous déduisons la période de battement Tδ = 115 ps qui correspond
à une énergie de structure ﬁne δ = 36 µeV, en parfait accord avec l'énergie mesurée
spectralement sur la ﬁgure 4.2 (a), ainsi que le temps de décohérence de l'exciton T2 =
200 ps. Pour une polarisation co-circulaire (	,	), le signal FWM de la transition σB est
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supprimé (cf ﬁgure 4.1 (a)). En eﬀet, en zoomant sur la dynamique des cohérences pour
les délais proches de τ12 = 0 (cf ﬁgure 4.3 (b)), nous conﬁrmons que le signal FWM de
la transition σB n'excède pas le niveau de bruit. Notons que l'augmentation du niveau de
bruit pour τ12 > 0 provient des ailes de phonons acoustiques (cf chapitre 3). Pour les délais
négatifs, le signal FWM est nul étant donné que le processus de cohérence à deux photons
n'est pas possible pour une polarisation circulaire [75].
Pour déterminer l'énergie de liaison du biexciton ∆b dans le domaine temporel, nous
excitons la BQ avec une polarisation colinéaire alignée avec ses axes, de sorte que le système
se réduise à un 3LS GXB (cf ﬁgure 4.1 (b)). Dans ce cas, il n'y a pas de battement quantique
induit par l'énergie de structure ﬁne, étant donné que seules les transitions GX et XB sont
excitées. Cela nous permet ainsi de mesurer uniquement le battement quantique induit par
l'énergie de liaison. La dynamique du signal FWM est présenté sur la ﬁgure 4.3 (c), où
le signal FWM des transitions GX et de XB est représenté en fonction du délai τ12.
On observe de fortes oscillations sur le signal de XB avec une période de T∆b = 1.27 ps,
correspondant à une énergie de liaison de ∆b = 3.25 meV. Cette valeur est en parfait accord
avec la valeur mesurée spectralement sur la ﬁgure 4.2 (a). Ces oscillations sont également
observées dans le signal de GX, mais avec une amplitude plus faible. Cette dynamique est
décrite analytiquement par l'équation 4.14 pour un angle de polarisation α = 0◦ et une
aire d'impulsion Θ1 = 0.6 pi (Θ2 = 2Θ1). On obtient alors :
SGX ∝ exp
(
−τ12
T2
)√
4.36 + cos
(
∆b
~
τ12
)
(4.17a)
SXB ∝ exp
(
−τ12
T2
)√
1.15 + cos
(
∆b
~
τ12
)
(4.17b)
Notons que le signe devant le cosinus est négatif pour Θ1 < pi/2 et positif pour
Θ1 > pi/2. Pour ne pas surcharger, les ﬁgures 4.3 (c) et (d), nous montrons uniquement
l'équation 4.17b (courbe rouge).
Pour les délais négatifs, i.e. E2 arrive avant E1, la cohérence à deux photons ρGB entre
l'état fondamental et le biexciton est permise. Cette cohérence est transférée en signal
FWM par E1, et décline exponentiellement pour GX et XB à la fois selon la relation
suivante :
Sτ<0GX,XB ∝ e−γBτ12 (4.18)
Cette équation permet de décrire le signal FWM illustré sur les ﬁgures 4.3 (c) et (d),
pour lesquelles nous observons un rapide déclin des cohérences de GX et XB pour les
délais négatifs.
Résoudre les oscillations liées à l'énergie de liaison du biexciton requiert une grande
résolution temporelle (∆bτ12 < 0.25 ps) et par conséquent des temps d'acquisition im-
portants pour les délais longs. Dans la suite de ce chapitre, le pas entre deux délais est
volontairement choisi pour ne pas résoudre ces battements rapides. Dans les prochaines
parties, les résultats présentés ont été obtenus avec diﬀérentes BQs, lesquelles présentent
les mêmes battements quantiques mais à des échelles de temps diﬀérentes selon les énergies
∆b et δ impliquées.
4.2.3 Dynamiques des cohérences en fonction de la polarisation
Lorsque la polarisation de l'excitation dévie de la polarisation purement co-circulaire
	 ou , ou purement colinéaire | ou −, pour lesquelles le système exciton-biexciton est
réduit à un 2LS ou un 3LS respectivement, les quatre transitions sont excitées donnant
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lieu à des dynamiques plus complexes, mélangeant les battements quantiques induits par
la structure ﬁne et le déphasage des diﬀérentes transitions. Il est possible de mesurer ces
dynamiques en ajustant l'angle de polarisation α des lasers d'excitations. La ﬁgure 4.4
présente des mesures expérimentales et des simulations théoriques du signal FWM d'une
BQ en fonction du délai τ12 et de l'angle de polarisation (α1, α2) de la pompe et de la
sonde pour une excitation colinéaire, et des aires d'impulsions Θ1 = Θ2/2 = 0.2 pi. Les
mesures (ﬁgure 4.4 (a,b)) sont en accord avec les simulations théoriques (ﬁgure 4.4 (c,d)).
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Figure 4.4  Dynamique des cohérences pour une excitation colinéaire. (a,b)
Mesures et (c,d) simulations du signal FWM des transitions (a,c) GXY et (b,d) XY B en
fonction du délai τ12 et de l'angle de polarisation α pour une excitation colinéaire.
Comme expliqué dans la partie précédente, pour α = 0◦ le battement quantique induit
par la structure ﬁne de l'exciton n'est pas observé ni pour GXY ni pour XY B, vu que
l'excitation est polarisée selon l'axe x de la BQ. A la place, nous observons uniquement le
déclin des cohérences de l'exciton avec un temps de déphasage T2 = 200 ps. En revanche,
pour α = 45◦ le battement induit par la structure ﬁne est maximal pour GXY . Pour cet
angle, les deux excitons X et Y sont excités de manière égale, engendrant un battement
de la structure ﬁne avec une période de Tδ = 180 ps. Pour les angles intermédiaires entre
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α = 0◦ et 45◦, on observe une transition douce avec un battement de structure ﬁne moins
prononcé. De telles mesures résolues en angle peuvent être utilisées pour déterminer les
angles absolus (x, y) de la BQ avec une bonne précision. Contrairement à la polarisation
circulaire, la transition XB est excitée avec une polarisation linéaire. Cependant, pour une
si petite aire d'impulsion, le signal de XY B est faible car le biexciton n'est pratiquement
pas excité. Pour des aires d'impulsions plus élevées, le battement induit par la structure
ﬁne devrait être observable dans le signal de XY B.
Figure 4.5  Dynamiques des cohérences pour une excitation linéaire croisée.
Signal FWM des cohérences GXY et XY B pour une polarisation linéaire croisée entre la
pompe et la sonde, i.e. α2 = α1 + 90◦. (a) α1 = 0◦, (b) α1 = 22.5◦ et (c) α1 = 45◦. Ronds
verts et carrés bleus : données expérimentales. Cercles gris : indication du niveau de bruit.
Traits rouges : calculs théoriques.
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Nous avons également analysé la dépendance de l'angle de polarisation pour une exci-
tation linéaire croisée, où l'angle de polarisation de E2 est perpendiculaire à celui de E1,
i.e. α2 = α1 + 90◦. Ici, les aires d'impulsions sont plus importantes Θ1 = Θ2/2 = 0.37 pi.
Les mesures pour diﬀérents angles α1 sont présentées sur la ﬁgure 4.5. Pour α1 = 0◦, prin-
cipalement la transition XB est excitée, alors que GX n'est quasiment pas excité, comme
le montre la ﬁgure 4.5 (a). Pour α1 = 45◦, illustré sur la ﬁgure 4.5 (c), des oscillations pro-
noncées sont observées à la fois pour GXY et pour XY B. Autour de τ12 = 0, on observe
que le signal de XY B est maximum, alors que le signal de GXY est nul (niveau de bruit).
Pour les délais négatifs, E2 arrive avant E1 et génère la cohérence à deux photons ρGB entre
l'état fondamental et le biexciton. Le déclin observé, correspondant au taux de déphasage
γB entre le biexciton et l'état fondamental, est parfaitement reproduit par l'équation 4.18
et correspond à un temps de décohérence TB = 1/γB = 91 ps. Pour un angle intermédiaire
α1 = 22.5
◦, les oscillations du signal FWM de GXY et de XY B sont moins prononcées, les
premiers minimums n'atteignent plus le niveau de bruit, comme le montre la ﬁgure 4.5 (b).
4.2.4 Dynamiques des populations en fonction de la polarisation
Concentrons nous maintenant sur la dynamique des populations. Lorsqu'un 2LS est
excité par trois impulsions successives, la première crée une cohérence maximale à Θ1 =
pi/2, la deuxième crée une population maximale à Θ2 = pi/2 et la troisième induit le signal
FWM maximal à Θ3 = pi/2. L'information sur le déclin radiatif du 2LS est mesurable
en variant le délai τ23 entre la deuxième et la troisième impulsion (cf chapitre 1). Sur
la ﬁgure 4.6 (a), nous montrons le signal des populations des transitions GXY et XY B
pour une excitation colinéaire (−,−,−) en fonction de τ23 (τ12 = 0.5 ps). Les formules
analytiques montrent que le signal FWM mesuré décroît exponentiellement avec γ1 et 2γ1,
sans oscillations induites par la structure ﬁne de l'exciton. Pour Θ1 = Θ2 = Θ3 = 0.85 pi,
on trouve :
SGXY ∼ e−γ1τ23 − 0.29e−2γ1τ23 (4.19a)
SXY B ∼ e−γ1τ23 + 0.76e−2γ1τ23 (4.19b)
Du déclin exponentiel du signal FWM, nous en déduisons le temps de vie de l'exciton
T1 = 1/γ1 = 333 ps. Comme pour les cohérences, la structure ﬁne de l'exciton induit un
battement quantique des populations quand la polarisation de l'excitation n'est pas alignée
avec les axes de la BQ, comme on peut le constater sur les ﬁgures 4.6 (b-d).
Commençons pas l'excitation co-circulaire (	,	,	) illustrée sur la ﬁgure 4.6 (b). Les
deux premières impulsions créent une population de l'exciton σ+. A partir de cet état, la
troisième impulsion polarisée 	 ne peut pas exciter le biexciton (voir ﬁgure 4.1 (a)). Par
conséquent, à τ23 = 0, le signal SXY B est nul. Rappelons-nous que σ+ est une combinaison
linéaire des excitons X et Y . Après les deux premières impulsions, les populations et la
polarisation ρXY entre les deux excitons contribuent au signal FWM. Cette dernière oscille
avec l'énergie de structure ﬁne δ, ce qui est à l'origine des battements observés dans le signal
FWM de GXY . Pour cette BQ, la période des oscillations Tδ = 196 ps correspond à une
énergie de structure ﬁne δ = 21 µeV. Cette valeur, diﬀérente de la BQ étudiée dans la
partie 4.2.2, montre que l'énergie de structure ﬁne dépend sensiblement de la BQ. Après
Tδ, la population de l'exciton σ− est établie, et permet ainsi d'exciter le biexciton via la
transition σ−B avec la troisième impulsion polarisée 	. Par conséquent, le maximum de
signal pour σB coïncide avec le minimum de signal pour Gσ. Les équations décrivant ces
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dynamiques sont les suivantes :
SGσ = SGXY ∼
√
6 cos
(
δτ23
~
)
e−(γ+γXY )τ23 + 9e−2γτ23 + e−2γXY τ23 (4.20a)
SσB = SXY B ∼
√
2 cos
(
δτ23
~
)
e−(γ+γXY )τ23 − e−2γτ23 − e−2γXY τ23 (4.20b)
Comme les dynamiques des cohérences, les aires des impulsions déterminent unique-
ment les pré-facteurs, mais n'inﬂuencent par les dynamiques temporelles. On observe un
terme oscillatoire avec l'énergie de structure ﬁne δ, lequel est amorti par le taux de dépha-
sage γXY des cohérences ρXY entre les deux excitons.
Figure 4.6  Dynamiques des populations d'un système exciton-biexciton. Signal
FWM non-dégénéré montrant les dynamiques des populations pour diﬀérentes polarisations
d'excitation. (a) (−,−,−), (b) (	,	,	), (c) (upslope,upslope,upslope) et (d) (upslope,upslope,). Ronds verts et
carrés bleus : données expérimentales. Cercles gris : indication du niveau de bruit. Traits
rouges : calculs théoriques.
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De la même manière, une excitation linéaire (upslope,upslope,upslope) excite à la fois les deux excitons
X et Y . Les populations des deux excitons oscillent avec l'énergie de structure ﬁne comme
le montre sur la ﬁgure 4.6 (c). Ces mesures ont été réalisées sur une autre BQ, pour
laquelle nous mesurons Tδ = 140 ps équivalent à une énergie de structure ﬁne δ = 30 µeV.
Contrairement à l'excitation circulaire, le biexciton est directement accessible avec une
polarisation linéaire. Par conséquent, comme pour GXY , le signal XY B est maximum à
τ23 = 0 puis oscille avec la même période que GXY .
Enﬁn, nous avons examiné les dynamiques de populations pour une excitation linéaire
croisée (upslope,upslope,) illustrées sur la ﬁgure 4.6 (d). Dans cette conﬁguration, les populations
GXY oscillent en opposition de phase par rapport à l'excitation colinéaire. De plus, toutes
les polarisations du 4LS contribuent au signal , i.e. ρGXY , ρXY et ρXY B, et engendrent des
dynamiques plus complexes sur le signal de XY B impliquant des battements quantiques
entre les diﬀérents niveaux.
4.3 Spectroscopie 2D-FWM d'une BQ à ﬂuctuation de charge
4.3.1 Interprétation des états chargés
L'état de charge d'une BQ peut ﬂuctuer sur des échelles de temps beaucoup plus
rapide que le temps d'intégration typique de 10 ms [79]. Par conséquent, en plus des
raies de l'exciton et du biexciton neutre, une variété de pics correspondant à diﬀérents
états chargés apparaissent dans les spectres FWM. L'exemple d'un tel spectre FWM pour
une excitation colinéaire (−,−) est illustré sur la ﬁgure 4.7 (a). Le spectre présente une
multitude de pics répartis sur plusieurs meV. Le dopage négatif de nos échantillon favorise la
présence d'états chargés négativement. Très souvent, les BQs contiennent un électron avant
l'excitation, donnant un état fondamental G−. Quand une telle BQ est excitée avec une
impulsion optique résonante, l'exciton chargé (ou trion) négativement X− est généré via
la transition GX−, comme représenté sur la ﬁgure 4.8 (a). En raison du dopage, l'intensité
de GX−, plus élevée que celle de GX, nous permet de l'identiﬁer comme le pic le plus
intense à 1364.8 meV sur la ﬁgure 4.7 (a).
Pour identiﬁer les transitions GX et XB de l'exciton neutre, nous regardons la dé-
pendance en délai. L'évolution temporelle en fonction de τ12 de toutes les transitions est
illustrée sur la ﬁgure 4.7 (b), tandis que les dynamiques de GX, XB et GX− sont repré-
sentées plus en détails sur la ﬁgure 4.7 (c). Nous avons vu dans la partie 4.2.2, que les
transitions neutres GX et XB produisent du signal FWM pour τ12 < 0 via le processus
de cohérence à deux photons. De plus, nous avons vériﬁé que ces transitions obéissent aux
règles de sélection de polarisation que l'on a détaillées précédemment dans la partie 4.2.3.
Avec ces informations, nous identiﬁons facilement GX à 1367.5 meV et XB à 1364.5 meV.
En revanche, le trion négatif X− ne crée pas de signal FWM pour τ12 < 0 car le biexciton
chargé négativement est trop loin en énergie pour être excité spectralement [55]. Ceci est
conﬁrmé en regardant la transition GX− sur les ﬁgures 4.7 (b,c), où en eﬀet GX− est
nulle pour τ12 < 0. Pour les délais positifs, nous pouvons identiﬁer les transitions avec les
battements quantiques. Comme précédemment (cf ﬁgure 4.3 (c)), on observe le battement
quantique induit par l'énergie de liaison du biexciton dans le signal de la transitionXB avec
une période T∆b = 1.25 ps, sur plusieurs centaines de picoseconde. À l'inverse, la transition
GX− ne montre aucun battement quantique, mais uniquement un déclin exponentiel. Ceci
est attendu, puisque G− et X− forme une 2LS, comme représenté sur la ﬁgure 4.8 (a), où
uniquement le déphasage altère le signal FWM. Pour ce trion, nous mesurons un temps de
décohérence T2 = 270 ps.
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Figure 4.7  Signal FWM d'une BQ à ﬂuctuation de charge. (a) Spectre FWM
dégénéré d'une BQ pour une excitation colinéaire (−,−) montrant une multitude de pics
et leurs (b) dynamiques temporelles en fonction du délai τ12. (c) Dynamiques temporelles
des transitions GX, XB et GX−.
CHAPITRE 4. DYNAMIQUES ET COUPLAGES COHÉRENTS DE COMPLEXES
EXCITONIQUES 93
X
G _
_
X
G _
_
B_
*
*
a)
b)
S,T
Figure 4.8  Représentation schématique (a) d'un trion négatif X− et (b) d'un biexciton
négatif B− et de l'état excité du trion négatif excité X−∗S,T.
4.3.2 Couplages cohérents via 2D-FWM
Plus d'informations sur les complexes excitoniques de la BQ peuvent être extraites des
cartes spectrales bidimensionnelles 2D-FWM. Ces cartes sont obtenues par transformée
de Fourier 2D par rapport au temps t (axe horizontal) et au délai τ12 (axe vertical).
La transformée de Fourier par rapport à t est directement réalisée par le spectromètre,
tandis que la transformée de Fourier par rapport à τ12 requiert un ajustement de la phase
entre chaque délai pour chaque transition en fonction d'une transition de référence non
couplée [13]. Pour se faire, nous choisissons la transition GX− comme référence. Les cartes
2D-FWM corrèlent les résonances actives au premier ordre d'absorption ω1 (axe vertical),
avec les résonances FWM ω (axe horizontal). Le spectre FWM peut être retrouvé à partir
de la carte 2D en intégrant selon l'axe vertical. Un spectre 2D-FWM permet de détecter les
couplages cohérents entre diﬀérentes transitions, lesquels apparaissent comme des pics hors
diagonaux, i.e ω1 6= ω. Un exemple de spectre 2D réalisé avec la BQ de la ﬁgure 4.7, mais
avec une puissance d'excitation plus élevée, est illustré sur la ﬁgure 4.9. Concentrons-nous
dans un premier temps sur les complexes d'excitons neutres. Les deux pics sur la diagonale
à 1367.5 meV et 1364.5 meV correspondent respectivement aux transitions GX et XB
que l'on a identiﬁées sur la ﬁgure 4.7. A partir des dynamiques temporelles présentées
sur la ﬁgure 4.7 (c), nous avons vu que le signal FWM de la transition XB est aﬀecté
par le battement quantique induit par l'énergie de liaison du biexciton. Sur la carte 2D-
FWM, ce battement se traduit par un pic hors diagonal à l'énergie de l'exciton et du
biexciton, i.e. ω = 1364.5 meV et ω1 = 1367.5 meV. Ce pic hors diagonal correspond au
couplage cohérent entre l'exciton neutre X et le biexciton neutre B. Deux autres pics sont
également connectés avec le complexe excitonique neutre. Ces derniers sont reliés par les
traits pointillés oranges. Ils peuvent correspondre à des complexes excitoniques formés par
un électron ou un trou sur la couche P , ou à d'autres BQs couplées.
Pour les excitons chargés, nous observons également des pics sur la diagonale. Le pic
le plus intense à 1364.8 meV, qui correspond à la transition GX−, n'est pas connecté à
d'autres transitions via des pics hors diagonaux. Ceci conﬁrme l'hypothèse que G− et X−
forment un 2LS, sans couplage avec le biexciton négatif B−. Souvenons nous que B− est
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formée par trois électrons, deux sur la couche S et un sur la couche P , et de deux trous sur
la couche S, comme représenté sur la ﬁgure 4.8 (b). En principe, il est possible d'exciter
cette transition à partir du trion X− en excitant un exciton sur la couche P , mais l'énergie
de la couche P est trop éloignée pour être excitée par les impulsions laser.
1362
1364
1366
1368
1362 1364 1366 1368
ph
ot
on
en
er
gy
h¯ω
1
(m
eV
)
photon energy h¯ω (meV)
GX−
GX
XB
Figure 4.9  Carte 2D-FWM d'une BQ à ﬂuctuation de charge. Les diﬀérents
couplages entre les transitions excitoniques sont représentés par des traits pointillés blancs,
oranges et verts. La diagonale (ω1 = ω) est représentée par des traits pointillés jaunes.
En revanche, le biexciton négatif B− peut se désintégrer par recombinaison de l'exciton
sur la couche S à travers le trion excité X−∗S,T formé d'un électron et d'un trou sur la couche
S et d'un électron sur la couche P . En raison de l'interaction d'échange entre les électrons,
l'énergie du trion excité se divise en deux niveaux d'énergie, l'état singulet X−∗S et l'état
triplet X−∗T , lesquels sont séparés par quelques meV [80, 81]. À partir du trion excité, la
recombinaison de l'exciton sur la couche S peut avoir lieu, pour aboutir à l'état fondamental
chargé négativement G−∗ composé d'un électron sur la couche P . Un tel 3LS peut donner
lieu à des pics hors diagonaux reﬂétant les couplages entre ces états. Sur la carte 2D de la
ﬁgure 4.9, nous observons deux pics sur la diagonale à 1367 meV et 1366.5 meV, connectés
par les traits pointillés verts à deux pics hors diagonaux. Il est très probable que ces pics
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correspondent à des complexes excitoniques chargés, puisqu'ils ne sont pas couplés à des
transitions neutres, et ils pourraient correspondre aux transitions singulet et triplet GX−∗S,T.
Toutefois, même si les états chargés positivement sont très peu probables en présence du
dopage négatif, nous ne pouvons exclure cette hypothèse, laquelle serait en accord avec de
récentes études réalisées via l'excitation de photoluminescence (PLE) [55]. Par conséquent
nous nous abstenons d'une attribution déﬁnitive.
4.3.3 Dépendance du couplage en fonction de la puissance d'excitation
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Figure 4.10  Couplage cohérent en fonction de l'aire d'impulsion. Cartes 2D-
FWM d'un système exciton-biexciton pour une aire d'impulsion pompe (a,c) Θ1 = 0.1 pi et
(b,d) Θ1 = 0.45 pi. Haut : données expérimentales. Bas : simulations théoriques. L'encadré
dans la ﬁgure (c) montre le ratio des intensités ζ = IXB/IXB entre le pic diagonal XB et
hors diagonal XB ; courbe bleue : théorie ; points oranges : expérience.
Pour compléter cette étude, nous avons analysé la dépendance du couplage cohérent
exciton-biexciton avec l'aire des impulsions. Les contributions FWM d'ordre supérieur, et
donc les battements, sont supprimés à basse puissance d'excitation. Par conséquent, l'in-
tensité des pics dépend fortement de la puissance d'excitation. Cet eﬀet est illustré sur la
ﬁgure 4.10, qui présente les spectres 2D-FWM d'un système GXB pour deux aires d'im-
pulsion pompe de Θ1 = 0.1 pi et Θ1 = 0.45 pi (Θ2 = 2Θ1). Les mesures expérimentales
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présentées sur les ﬁgures 4.10 (a,b) sont parfaitement reproduites par des calculs théoriques
illustrés sur les ﬁgures 4.10 (c,d). À faible puissance (Θ1 = 0.1 pi), on observe clairement le
pic diagonal GX. Par ailleurs, le pic hors diagonal XB apparaît clairement, tandis que le
pic diagonal XB n'est pas visible. En eﬀet, la cohérence ρXB n'est pas excitée quand Θ1 est
petit. Néanmoins l'aire de l'impulsion sonde, deux fois plus grande que celle de la pompe,
excite à la fois ρGX et ρXB, et par conséquent le pic hors diagonal XB, qui correspond aux
interférences entre les deux transitions, est visible. Proche de pi/2 (Θ1 = 0.45 pi), l'intensité
du pic hors diagonal XB devient plus faible, tandis que le pic diagonal XB s'intensiﬁe.
L'encadré dans la ﬁgure 4.10 (c) montre le ratio des intensités ζ = IXB/IXB entre le pic
diagonal XB et hors diagonal XB, lequel augmente avec Θ1.
Tous ces résultats montrent la richesse des informations contenues dans les spectres 2D-
FWM cachées dans les spectres 1D. Ces spectres 2D permettent d'identiﬁer rapidement
(moins de 30 minutes) des complexes excitoniques de manière très eﬃcace.
4.4 Conclusion
Dans ce chapitre, nous avons présenté une étude, combinant expérience et théorie, pour
expliquer les mécanismes de couplage cohérent entre excitons. Les mesures expérimentales
sont parfaitement reproduites par les équations de Bloch optiques appliquées à un sys-
tème exciton-biexciton, incluant l'énergie de structure ﬁne de l'exciton δ et l'énergie de
liaison du biexciton ∆b. Ces deux énergies donnent lieu à des battements temporels du
signal FWM, permettant de mesurer très précisément l'écart entre les diﬀérents niveaux
d'énergie du 4LS. Pour chaque mesure, nous avons extrait les temps de population T1 et
de cohérence T2. Par ailleurs, nous avons étudié la dépendance de l'angle de polarisation
de l'excitation en conﬁguration colinéaire et orthogonale. Plus précisément nous avons mis
en évidence et mesuré le déphasage du biexciton via le processus de cohérence à deux
photons, ainsi que l'interaction d'échange entre les deux excitons X et Y . En utilisant une
technique de spectroscopie bidimensionnelle 2D-FWM, nous avons conﬁrmé le couplage
cohérent entre l'exciton et le biexciton neutre, et identiﬁé des complexes excitoniques char-
gés dans une BQ unique. Pour aller plus loin, il serait intéressant de refaire l'expérience
en contrôlant électriquement l'état de charge de la BQ. Cette technique permet également
de mesurer les couplages cohérents entre deux BQs séparées [13], étape cruciale dans la
réalisation d'un processeur quantique à plusieurs qubits. Plus généralement, les résultats
obtenus démontrent que la technique 2D-FWM est un outil puissant pour analyser les dy-
namiques et les couplages cohérents de systèmes quantiques à plusieurs niveaux d'énergie.
En utilisant des structures photoniques pour accroître le couplage optique, il serait possible
d'étendre cette technique à d'autres sources de photons uniques comme les centres colo-
rés dans le diamant [82], ou plus récemment découverts, les semiconducteurs d'épaisseurs
atomiques [83, 84].
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Le contrôle cohérent d'un système quantique à deux niveaux, couramment appelé qubit,
est à la base de l'informatique quantique. Atteignant des temps de cohérence ultra-longs,
la manipulation de spins nucléaires [85, 86], électroniques [87, 88] ou de centres colorés
dans le diamant [89, 90] représentent aujourd'hui l'état de l'art en matière de contrôle
cohérent. Contrôler la cohérence d'un exciton brillant est bien moins aisé du fait de sa
forte interaction avec l'environnement solide qui limite sa cohérence, comme nous l'avons
vu dans le chapitre 3. Cependant le couplage dipolaire d'un exciton avec la lumière est très
eﬃcace, rendant possible le contrôle tout-optique de sa cohérence. Ce chapitre présente
les premières mesures de contrôle cohérent entièrement optique d'un exciton unique via
un nouveau protocole de contrôle multi-ondes. Plus précisément, nous allons voir qu'il est
possible de contrôler le signal FWM d'un exciton unique en ajustant la puissance et le délai
d'un laser de contrôle permettant de convertir le signal FWM vers le signal de mélange à
six ondes (SWM). Ces résultats ont fait l'objet d'une publication [91].
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5.1 Introduction
Une stratégie très attractive pour contrôler optiquement un réseau quantique solide
(cf ﬁgure 5.1), consiste à coupler une paire d'excitons brillants conﬁnés dans deux BQs
séparées spatialement, en conﬁnant les photons dans des nanostructures photoniques. Cela
peut être réalisé par le biais de microcavités optiques [92, 38] ou de guides d'ondes pho-
toniques [93, 94]. Extraire eﬃcacement, manipuler et transférer les cohérences provenant
d'excitons individuels est indispensable dans la réalisation de tels qubits. Dans ce contexte,
nous démontrons dans ce chapitre la possibilité d'extraire et de manipuler la réponse co-
hérente d'un exciton unique en transférant le signal FWM vers celui de SWM. Ce nouveau
protocole de contrôle optique ultra-rapide de la réponse non-linéaire d'un émetteur unique
peut s'appliquer à une grande variété de systèmes quantiques couplés à la lumière. Les inter-
férences produites entre les deux polarisations non-linéaires se traduisent par le façonnage
de la réponse spectro-temporelle du signal FWM de l'émetteur. Ce type d'interférences, gé-
nérées par la coexistence des polarisations non-linéaires de troisième et cinquième ordre, a
été observé en physique atomique [95, 96, 97, 98, 99], ainsi qu'en physique du solide pour ex-
plorer les corrélations quantiques à plusieurs particules dans des puits quantiques [100, 101]
et, plus récemment, pour mesurer les dynamiques non-Markovienne dans des ensembles de
BQs [102, 103].
qubit #1 qubit #2 
Optical quantum network 
  
0
1
0
1
Figure 5.1  Schéma d'un réseau quantique optique composé de deux qubits.
5.2 Protocole de conversion FWM/SWM
5.2.1 Modèle analytique
Dans cette partie, nous calculons les réponses non-linéaires FWM et SWM d'un 2LS
formé par un état fondamental |0〉 et un état excité |1〉. Le modèle utilisé traite de manière
globale l'interaction d'un 2LS avec un champ optique, en tenant compte de tous les ordres
d'excitation du champ et pas seulement des ordres trois et cinq comme c'est le cas pour des
régimes de faible intensité (F. Fras, Institut Néel, CNRS). L'Hamiltonien semi-classique
décrivant l'interaction d'un 2LS avec trois champs excitateurs est donné par H = H0 +HI ,
tels que :
H0 = ~ω0|1〉〈1|, (5.1a)
HI =
3∑
i=1
µEi(t)ei(ω0(t−τi)+φi)|0〉〈1|+ c.c., (5.1b)
où ω0 correspond à la fréquence optique du 2LS, µ est le dipôle électrique de la BQ,
Ei(t) détermine l'amplitude du champ électrique eﬀectif pour l'impulsion i à la position
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de la BQ, τi représente le temps d'arrivée de l'impulsion i à la position de la BQ et φi
correspond à la phase additionnelle induite par les AOM d'hétérodynage optique. En plus
de l'évolution gouvernée par l'Hamiltonien H, nous utilisons le formalisme de la matrice
densité pour décrire les eﬀets dissipatifs de l'environnement solide sur la réponse cohérente
du 2LS. La durée des impulsions étant suﬃsamment courte par rapport aux processus de
relaxation, nous assumons l'hypothèse d'une excitation instantanée, i.e. Ei(t) = Eiδ(t−τi),
nous permettant de négliger l'interaction du 2LS avec l'environnement durant l'excitation.
Sous cette hypothèse, l'évolution de la matrice densité après une série d'impulsions est
obtenue analytiquement [104, 105] selon la transformation unitaire U(Θ) :
ρ(τ+i ) = U(Θi)ρ(τ
−
i )U(Θi)
†, (5.2a)
U(Θi) = cos
Θi
2
[|0〉〈0|+ |1〉〈1|]− i sin Θi
2
[
|0〉〈1|ei(φi−ω0τi) + c.c.
]
, (5.2b)
où τ−(+)i désigne le temps juste avant (après) l'impulsion i, et Θi =
∫
dtµ|Ei(t)|/~ ∼√
Pi est l'aire des impulsions. Durant le délai τi entre les impulsions, le 2LS relaxe po-
pulation et polarisation. Dans la limite Markovienne, l'évolution de la matrice densité est
donnée par l'équation maîtresse de Lindblad :
ρ˙ = − i
~
[H0, ρ] + L(ρ) (5.3)
où L est le super-opérateur de dissipation. Il prend en compte la dissipation d'énergie
due à l'émission spontanée et aux processus de déphasage pur. On note γ1 et γ∗2 les taux de
ces deux processus de relaxation. La diﬀusion spectrale étant faible pour les BQs mesurées
(cf ﬁgure 5.3 (c)), nous négligeons le déphasage inhomogène. Par conséquent L s'écrit sous
la forme suivante :
L(ρ) = γ1[CρC† − 1
2
{
C†C, ρ
}
+
] +
1
2
γ∗2
[
DρD − 1
2
{
D2, ρ
}
+
]
(5.4)
où C = |1〉〈0| et D = |1〉〈1| − |0〉〈0|. La résolution de l'équation 5.3 donne accès à
l'ensemble des dynamiques des populations et des cohérences du 2LS pour chaque ordre
d'excitation. Les polarisations non-linéaires sont identiﬁées par leurs facteurs de phase
eiφn , où la phase φn est le résultat de la combinaison linéaire des phases des impulsions
excitatrices successives telle que φn =
∑
i aiφi avec ai ∈ Z3. Pour cette expérience, nous
sélectionnons les polarisations non-linéaires suivantes :
PdFWM(t) ∝ sin Θ1 sin2
Θ2
2
(
H(t)− sin2 Θ3
2
H(t− τ23)
)
e−tγ2ei(ω0(t−τ12)+φ
d
FWM) (5.5a)
PndFWM(t) ∝ sin Θ1 sin Θ2 sin Θ3H(t− τ23)e−(t−τ23+τ12)γ2−τ23γ1ei(ω0(t−τ23+τ12)+φ
nd
FWM)
(5.5b)
PdSWM(t) ∝ sin Θ1 sin2
Θ2
2
sin2
Θ3
2
H(t− τ23)e−tγ2ei(ω0(t−2τ23+τ12)+φdSWM) (5.5c)
avec :
φdFWM = 2φ2 − φ1 (5.6)
φndFWM = φ3 + φ2 − φ1 (5.7)
φdSWM = 2φ3 − 2φ2 + φ1 (5.8)
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où H(t) est la fonction de Heaviside, A un coeﬃcient d'amplitude, γ2 = γ1/2 + γ∗2 et
(τ1, τ2, τ3) = (−τ12, 0, τ23) avec τij = τj−τi tel que τ12 > 0 et τ23 > 0 (cf ﬁgure 5.2). Notons
que l'équation 5.5a est équivalente à l'équation 1.27 du chapitre 1 pour (Θ1,Θ2,Θ3) =
(pi/2, pi, 0). La transformée de Fourier des équations 5.5 par rapport au temps exprime
l'amplitude des polarisations FWM et SWM que l'on mesure spectralement au cours de
l'expérience :
PdFWM(ω) ∝ sin Θ1 sin2
Θ2
2
e−τ12γ2
(
1− sin2 Θ32 eτ23(i∆ω−γ2)
)
√
2pi(γ2 − i∆ω)
(5.9a)
PndFWM(ω) ∝ sin Θ1 sin Θ2 sin Θ3
e−τ12γ2−τ23γ1√
2pi(γ2 − i∆ω)
(5.9b)
PdSWM(ω) ∝ sin Θ1 sin2
Θ2
2
sin2
Θ3
2
e−(τ12+τ23)γ2√
2pi(γ2 − i∆ω)
(5.9c)
où ∆ω = ω0 − ω et les phases φn sont volontairement omises.
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Figure 5.2  Évolution temporelle des polarisation FWM et SWM. La polarisa-
tion FWM (bleu) est générée par les impulsions E1 et E2 arrivant respectivement à t = −τ12
et t = 0, telles que (Θ1,Θ2) = (pi/2, pi). Durant le délai τ23, la polarisation FWM évolue li-
brement. L'impulsion E3, arrivant à t = τ23, convertie la polarisation FWM en polarisation
SWM (vert). L'eﬃcacité de conversion FWM/SWM est maxiamle pour Θ3 = pi.
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5.2.2 Interprétation physique
Les relations 5.5 décrivent le principe de l'expérience de contrôle cohérent dont il est
question dans ce chapitre. Elles illustrent explicitement les dynamiques temporelles du 2LS
induites par la troisième impulsion, que l'on appellera l'impulsion de contrôle, qui permet
de convertir le signal FWM vers le signal SWM. Cette conversion est uniquement gouvernée
par l'aire de l'impulsion Θ3 et le délai τ23. Réciproquement, ces deux paramètres permettent
de façonner la réponse spectrale du signal FWM, comme le montre les équations 5.9.
La ﬁgure 5.2 illustre l'évolution temporelle des polarisations non-linéaires FWM et
SWM, ainsi que l'évolution du vecteur de Bloch après chaque impulsion. La première im-
pulsion modulée à la fréquence Ω1, engendre la polarisation de premier ordre maximale
pour Θ1 = pi/2. Cette polarisation correspondant à l'évolution libre des cohérences du 2LS
dans le plan équatorial de la sphère de Bloch durant le délai τ12. La deuxième impulsion
modulée à la fréquence Ω2, créée la polarisation D-FWM maximale pour Θ2 = pi, sur
la fréquence hétérodyne 2Ω2 − Ω1. Cette polarisation évolue librement au cours du délai
τ23 (ﬂèche bleue). Si τ23 >> T2, la polarisation D-FWM est complètement relaxée, et la
polarisation D-SWM ne peut plus être créée par la troisième impulsion étant donné que
le 2LS est retourné dans son état fondamental. Par contre, si τ23 << T2, la troisième
impulsion modulée à la fréquence Ω3, va convertir la polarisation D-FWM vers la polari-
sation D-SWM, avec une conversion maximale pour Θ3 = pi, sur la fréquence hétérodyne
2Ω3−2Ω2 +Ω1. Cette polarisation évolue librement durant la relaxation du 2LS vers l'état
fondamental (ﬂèche verte). Le choix de la fréquence hétérodyne permet de sélectionner la
polarisation mesurée spectralement.
5.3 Choix de l'émetteur
5.3.1 Identiﬁcation et caractérisation d'un système à deux niveaux
Un 2LS optiquement actif est requis pour réaliser ce type d'expérience. Dans les BQs,
c'est le cas pour les excitons chargés négativement (trions), où la structure des niveaux
d'énergie peut être réduite (en négligeant la dégénérescence du spin) à deux niveaux seule-
ment : l'état fondamental composé d'un électron sur la couche S (1e1) et l'état excité
correspondant à deux électrons et un trou sur la couche S (1e21h1). Les échantillons utili-
sés étant dopés négativement, cette transition excitonique est la plus favorable.
La ﬁgure 5.3 (a) illustre la réponse cohérente d'un trion dans le spectre d'interférence
FWM à la fréquence hétérodyne 2Ω2−Ω1. Le spectre d'interférence SWM correspondant est
mesuré sur la fréquence hétérodyne 2Ω3−2Ω2+Ω1. Basée sur une série d'interférogrammes,
nous reconstruisons ensuite une image FWM hyperspectrale d'une zone de l'échantillon,
représentée sur la ﬁgure 5.3 (b) aﬁn de repérer la position spatiale et spectrale des BQs les
plus brillantes. Les pics localisés les plus intenses proviennent essentiellement de la réponse
FWM générée par des trions.
Dans un premier temps, nous mesurons les dynamiques des cohérences et des po-
pulations du trion. En mesurant le signal ND-FWM modulé à la fréquence hétérodyne
Ω3 + Ω2 − Ω1, et en variant le délai τ23, nous pouvons suivre l'évolution temporelle des
populations du trion (cf carrés rouges sur la ﬁgure 5.3 (c)). Le déclin exponentiel nous
renseigne sur le temps de vie du trion T1 = 390 ± 10 ps. Inversement, en variant le délai
τ12, nous mesurons le déclin des cohérences via le signal D-FWM sur la fréquence hétéro-
dyne 2Ω2 −Ω1 (ronds verts). L'absence de signal pour les délais négatifs et la suppression
des oscillations liées à la structure ﬁne conﬁrme la nature trionique de cette transition (cf
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chapitre 4). Ce trion est sensible à la diﬀusion spectrale (écho de photon résiduel). En
ﬁxant T2 = 2T1, nous trouvons une largeur inhomogène σ = 3± 1 µeV (cf chapitre 3).
Figure 5.3  Identiﬁcation et caractérisation d'un trion unique pour l'expé-
rience de contrôle cohérent. (a) Interférences spectrales d'un trion unique mesurées
aux fréquences hétérodynes 2Ω2 − Ω1 (haut) et 2Ω3 − 2Ω2 + Ω1 (bas). Notons que les
deux interférogrammes sont obtenus pour le même temps d'intégration (20 secondes). Le
spectre d'excitation est représenté par les traits pointillés bleus. (b) Image hyperspec-
trale (ω = 1350 ± 0.3 meV) du signal FWM de BQs individuelles. (c) Dynamiques des
populations (carrés rouges) et des cohérences (ronds verts) d'un trion unique limité ra-
diativement (T2 = 2T1), pour lequel on mesure un déclin radiatif T1 = 390 ± 10 ps, et
une largeur inhomogène σ = 3 ± 1 µeV. (d) Oscillations de Rabi du signal FWM en
fonction de Θ1 (Θ2 = 2pi/3). Les aires d'impulsions (Θ1,Θ2) = (pi/2, pi) correspondent
aux puissances (P1,P2) = (275, 900) nW. Traits pointillés oranges : courbe de prédic-
tion sin2 Θ1 exp(−Γ2t), où Γ2 représente le taux de déphasage pur pendant l'excitation (cf
chapitre 3).
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Précédemment, nous avons vu que l'aire de l'impulsion de contrôle Θ3 est un para-
mètre important lors de la conversion FWM vers SWM. L'expérience de contrôle cohé-
rent décrite dans ce chapitre requiert donc un ajustement précis des aires d'impulsions
Θi =
∫
dtµ|Ei(t)|/~ ∼
√
Pi. Pour calibrer précisément les aires de chaque impulsion, nous
mesurons les oscillations de Rabi du signal FWM en fonction de Θ1 comme le montre la
ﬁgure 5.3 (d). Le premier maximum (Θ1 = pi/2) nous permet de déﬁnir les puissances
des trois faisceaux (P1,P2,P3) = (275, 900, 900) nW correspondant aux aires d'impulsions
(Θ1,Θ2,Θ3) = (pi/2, pi, pi) nécessaires pour maximiser la conversion FWM/SWM.
5.4 Conversion FWM/SWM
5.4.1 Fenêtrage temporel du signal FWM
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Figure 5.4  Fenêtrage temporel du signal FWM en fonction du délai τ23. (a)
Schéma de l'expérience représentant la séquence d'impulsions et l'évolution temporelle des
polarisations non-linéaires après chaque impulsion. (b) Démonstration de la suppression
(création) de la polarisation FWM (SWM), courbe bleue (verte), à l'arrivée de E3 pour
t = τ23 = 22 ps et Θ3 = 0.8 pi. Le niveau de bruit est représenté par les traits pointillés gris.
(c) Signal FWM et (d) SWM en fonction du temps t et du délai τ23 pour Θ3 = 0.8 pi. Dans
cette représentation, le signal FWM (SWM) apparaît au-dessus (en-dessous) de la diagonale
t = τ23 déﬁnie par l'arrivée de E3. L'amplitude du signal est donnée par l'échelle linéaire
de couleur. La résolution du spectromètre limite la mesure aux temps longs (t > 100 ps).
Le modèle analytique décrit précédemment, prédit que les polarisations non-linéaires
D-FWM et D-SWM d'un 2LS peuvent être contrôlées uniquement par l'aire de l'impulsion
Θ3 et le délai τ23 (cf équations 5.5). La ﬁgure 5.4 (b) montre la preuve expérimentale de
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ce transfert de polarisations non-linéaires. En ﬁxant le délai τ23 = 22 ps et en mesurant le
signal FWM sur la fréquence 2Ω2 − Ω et le signal SWM sur la fréquence 2Ω3 − 2Ω2 + Ω
au cours du temps, on observe à t = τ23, une chute du signal FWM au moment où le
signal SWM, absent pour t < τ23, augmente de manière quasi-instantanée pour atteindre
une amplitude constante, tandis que le signal FWM atteint pratiquement le niveau du
bruit. La suppression de la polarisation FWM n'est pas totale car Θ3 = 0.8 pi pour cet
exemple. En regardant les équations 5.5a et 5.5c, on remarque que l'eﬃcacité de conversion
FWM/SWM atteint l'unité pour Θ3 = pi. Les ﬁgures 5.4 (c,d) présentent l'évolution des
polarisations FWM et SWM au cours du temps en fonction de délai τ23. L'arrivée de
l'impulsion de contrôle E3 génère le transfert entre les deux polarisations déﬁni par la
diagonale t = τ23. Pour t < τ23, correspondant à la partie supérieure par rapport à la
diagonale, seulement le signal émis sur la fréquence hétérodyne 2Ω2 − Ω1 est détecté.
A l'inverse, pour la partie inférieure correspondant à t > τ23, seul le signal émis sur la
fréquence hétérodyne 2Ω3− 2Ω2 + Ω1 est détecté. Ces mesures sont en parfait accord avec
les prédictions théoriques.
5.4.2 Façonnage spectral du signal FWM
En jouant sur la contribution de chaque polarisation non-linéaire, cet interrupteur tem-
porel gouverné par τ23 et Θ3 permet de manipuler l'émission cohérente du trion avec un
temps de commutation de l'ordre de la picoseconde. La ﬁgure 5.5 montre l'évolution de la
forme de raie spectrale d'un trion, mesurée spectralement par le spectromètre (ici Θ3 = pi).
Lorsque τ23 >> T2, l'intégralité de la polarisation FWM générée durant le temps de vie
du trion est intégrée. Lorsque l'impulsion de contrôle arrive, la conversion FWM/SWM
n'est plus possible (plus de polarisation FWM). Le signal FWM mesuré est donc unique-
ment relié à la relaxation du trion et correspond à un pic lorentzien de largeur homogène
(FWHM) γ2 = 38 µeV (limite de résolution du spectromètre). En réduisant τ23 jusqu'à
quelques dizaines picosecondes, la polarisation FWM est brutalement stoppée pour être
convertie vers la polarisation SWM (non montré sur cette ﬁgure). Cette arrêt brutal, que
l'on peut assimiler à un fenêtrage temporel du signal FWM, ce traduit spectralement par
l'apparition de lobes latéraux autour de la fréquence centrale. Le signal FWM intégré sur
la fréquence 2Ω2 − Ω1 correspond à une fraction du signal total émis par le trion. Il en
résulte un élargissement conséquent allant jusqu'à γ2 = 275 µeV pour τ23 = 15 ps, soit
trois ordres de grandeurs plus large que la largeur homogène mesurée sur la ﬁgure 5.3 (c).
L'amplitude du signal FWM que l'on mesure spectralement est donnée par le module
de l'expression 5.9a :
SdFWM(ω) ∝ sin Θ1 sin2
Θ2
2
e−τ12γ2×(
1 + sin4 Θ32 e
−2τ23γ2 − 2 sin2 Θ32 e−τ23γ2 cos(∆ωτ23)
2pi(γ22 + ∆ω
2)
)1/2
(5.10)
En remplaçant (Θ1,Θ2,Θ3) = (pi2 , pi, pi), l'équation 5.10 se simpliﬁe sous la forme :
SdFWM(ω) ∝
(
cosh(γ2τ23)− cos (∆ωτ23)
pi(γ22 + ∆ω
2)
)1/2
(5.11)
Cette équation reproduit quantitativement les mesures, comme le montre les courbes
rouges sur les ﬁgures 5.5 (e-g). L'élargissement spectral du pic central est donné par
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2pi~/τ23, caractéristique d'une fonction sinus cardinal. Cet élargissement artiﬁciel peut
atteindre 10 meV, la limite étant la largeur spectrale des impulsions. La ﬁgure 5.6 montre
l'évolution de cet élargissement pour τ23 >> T2 jusqu'à τ23 = 5 ps. A partir de τ23 = 10 ps,
l'amplitude du signal FWM est trop faible pour résoudre spectralement l'élargissement de
la raie.
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Figure 5.5  Façonnage spectral du signal FWM en fonction du délai τ23. (a)
Signal FWM mesuré spectralement montrant l'évolution de la forme de raie FWM en fonc-
tion de τ23 (Θ3 = 0.8pi). L'amplitude du signal FWM est représentée par la barre de couleur
(échelle log). (b-d) Transitoires FWM générés pour τ23 >> T2, 25 ps et 15 ps (τ12 = 0.2 ps,
Θ3 = pi). Le niveau de bruit est représenté par les traits pointillés jaunes. (e-g) Spectres
FWM obtenus par transformée de Fourier de (b-d), montrant l'élargissement spectrale de
la raie centrale et l'apparition de lobes latéraux (sinus cardinal) dus au fenêtrage temporel
du signal FWM. Courbes rouges : prédictions analytiques correspondant à l'équation 5.10.
Pour des valeurs intermédiaires de Θ3, la polarisation FWM est partiellement coupée
et convertie vers la polarisation SWM. Par conséquent, les deux polarisations coexistent.
La ﬁgure 5.7 présente les mesures temporelles (a) et spectrales (b) de la polarisation FWM
pour Θ3 = 0.4 pi → pi (τ23 = 20 ps). En raison de l'augmentation de la suppression de la
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Figure 5.6  Façonnage spectral du signal FWM en fonction du délai τ23.
Évolution temporelle (à gauche) et spectrale (à droite) de la polarisation FWM d'un trion
pour τ12 = 0.2 ps et Θ3 = pi. A partir de τ23 = 10 ps, le signal FWM intégré est trop faible
pour mesurer spectralement l'élargissement de la raie.
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polarisation FWM pour t > 20 ps, l'amplitude du pic spectralement ﬁn provenant de la
relaxation du trion est graduellement réduite jusqu'à être complètement supprimée pour
Θ3 = pi. À l'inverse, le lobe central et les lobes secondaires, résultant du fenêtrage temporel
du signal FWM, se développent de plus en plus à mesure que le fenêtrage augmente.
L'équation 5.10 reproduit parfaitement les données expérimentales, comme le montre la
ﬁgure 5.7 (b,d).
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Figure 5.7  Façonnage spectral du signal FWM en fonction de l'aire d'impul-
sion Θ3. (a) Fenêtrage temporel du signal FWM pour Θ3 = 0.4 pi, 0.7 pi et pi en bleu, vert
et orange respectivement (τ12; τ23 = 0.2; 20 ps). La suppression du signal FWM augmente
avec Θ3 et atteint le maximum pour Θ3 = pi. (b) Façonnage spectral du signal FWM
obtenu par transformée de Fourier de (a). Courbes bleue, verte et orange : prédictions ana-
lytiques correspondant à l'équation 5.10. (c) Mesure et (d) simulation théorique du signal
FWM en fonction de Θ3 (délais τ12 et τ23 identiques à (a,b)). On observe la suppression
progressive de la raie du trion. L'amplitude du signal FWM est donnée par la barre de
couleur (échelle log).
Tous ces résultats montrent qu'il est possible de ﬁltrer temporellement et spectralement
le signal FWM d'un trion unique. Le protocole proposé permet de créer à la demande
des formes de raies artiﬁcielles en contrôlant simplement deux paramètres : Θ3 et τ23. La
capacité à manipuler à volonté la largeur spectrale d'une raie excitonique fournit un nou-
veau degré de liberté vers le contrôle optique de tels qubits. Qui plus est, nous mettons
l'accent sur le fait que la modiﬁcation de phase induite par la conversion FWM/SWM mo-
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diﬁe l'oscillation cohérente du dipôle. Il apparaît ainsi que la polarisation totale du trion
est altérée par rapport au cas sans E3, comme le montre la ﬁgure 5.8. Cela ce manifeste
très clairement lorsque E3 est modulée à la fréquence 2Ω2−Ω1. Les polarisations FWM et
SWM sont alors modulées sur la même fréquence hétérodyne correspondant à la fréquence
dégénérée 2Ω2−Ω1. Le signal mesuré sur cette fréquence correspond à la polarisation totale
(FWM + SWM). Lorsque τ23 = 0, les deux polarisations non-linéaires oscillent en phase.
En ajustant le délai τ23, il est possible d'introduire une variation de phase entre les deux
polarisations et de modiﬁer directement l'oscillation du dipôle.
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Figure 5.8  Façonnage spectral de la polarisation totale. Simulation de la po-
larisation totale du dipôle (trait noir) pour (Θ1,Θ2,Θ3) = (pi/2, pi, pi) et τ23 = 390 ps
(T2 = 780 ps). Pour un tel délai, les aires des polarisations FWM (pointillés bleus) et
SWM (pointillés verts) sont pratiquement équivalentes, aﬁn de maximiser les interférences
spectrales entre ces deux polarisations.
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5.5 Conclusion et perspectives
Dans ce chapitre, nous proposons un nouveau protocole de contrôle cohérent de la ré-
ponse non-linéaire d'un 2LS rendu possible grâce à l'ajout d'un troisième laser de contrôle.
Nous avons montré que la conversion FWM/SWM permet de contrôler temporellement et
spectralement le signal FWM d'un 2LS uniquement en variant la puissance et le temps
d'arrivée de la troisième impulsion. Plus généralement, l'extension de ce protocole vers
le contrôle cohérent multi-ondes, conceptuellement simple, donne accès aux polarisations
d'ordres supérieurs. La conversion étant totale pour des impulsions pi, il semblerait qu'au-
cune limitation physique n'entrave la réalisation d'un dispositif expérimental plus complexe
de mélange à huit ondes ou plus. La technique présentée dans ce chapitre apparaît donc
comme un outil polyvalent pour manipuler les non-linéarités optiques de systèmes quan-
tiques individuels, et ouvre la voie sur l'étude des corrélations quantiques d'ordre supérieur
impliquant plus que deux excitons par BQ [101], ou encore sur l'étude des processus de
déphasage non-Markovien [102].
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Figure 5.9  Interférences des polarisations FWM de trois transitions excito-
niques. (a) Signal FWM en fonction du délai τ23 pour Θ3 = 0.8 pi et τ12 = 0.5 ps. L'am-
plitude du signal FWM est donnée par la barre de couleur (échelle log). (b) Amplitude
(noir) et phase du signal FWM pour τ23 = 10 ps (bleu) et τ23 = 13 ps (rouge).
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Une perspective séduisante serait d'appliquer cette technique sur une paire de BQs
couplées radiativement [106], dans le but de réaliser un contrôle quantique non-local. La ﬁ-
gure 5.9 (a) montre l'évolution du signal FWM de trois transitions excitoniques séparées de
1 meV, en fonction du délai τ23. Quand τ23 est suﬃsamment petit, typiquement τ23 < 10 ps,
le piédestal de la transition à basse énergie est élargi de plusieurs meV, recouvrant spec-
tralement les deux autres transitions à plus haute énergie. Une partie de la polarisation
issue de cette transition interfère avec les polarisations des autres transitions. Le battement
rapide de l'amplitude FWM observé pour chaque transition en est la preuve directe. De
plus, il est intéressant de remarquer que la transition à 1359.4 meV interfère de manière
équivalente avec les polarisations des deux autres transitions. En fonction du délai τ23, la
phase de cette transition varie entre 0 (rouge) et 2pi (bleu) selon que les interférences sont
destructives ou constructives comme le montre la ﬁgure 5.9 (b). Ce résultat montre qu'il est
possible de contrôler l'amplitude et la phase de la polarisation d'une transition excitonique.
Pour aller plus loin, imaginons une structure en forme de guide d'onde photonique gra-
vée dans la microcavité optique, comprenant deux BQs séparées spatialement (de plusieurs
µm), et proche spectralement (moins de 0.5 meV), comme représenté sur la ﬁgure 5.10. Il
serait possible de coupler radiativement ces deux BQs à travers leurs polarisations FWM
suivant le protocole suivant. Deux impulsions E1 et E2, telles que (Θ1,Θ2) = (pi/2, pi), sont
focalisées sur la BQ#1 pour créer la polarisation FWM. Une partie de cette polarisation
est guidée à travers le guide d'onde et interfère avec la BQ#2. En utilisant une troisième
impulsion E3 telle que Θ3 = pi, il serait possible d'utiliser la polarisation FWM de la
BQ#1 pour générer la polarisation SWM de la BQ#2, et de collecter cette polarisation
via le mode de la cavité. Suivant ce protocole, la polarisation SWM de la BQ#2 ne peut
être créée que par la polarisation FWM de la BQ#1, démontrant ainsi le couplage radiatif
longue distance entre les deux BQs. Il serait alors possible de contrôler ce couplage avec
Θ3 et τ23. Cet protocole serait un premier pas vers la réalisation d'une porte logique entre
deux BQs.
21 3 SWM 
1D waveguide 
QD#1 QD#2 
FWM 
Figure 5.10  Couplage radiatif entre deux BQs séparées spatialement dans un guide
d'onde photonique.
Conclusion
L'ordinateur quantique est devenu une des grandes problématiques du XXIe siècle. Les
sociétés les plus inﬂuentes au monde s'intéressent de près à ce sujet. Récemment, la so-
ciété canadienne D-Wave a conçu un ordinateur contenant 512 qubits réalisés à partir de
circuits supraconducteurs. Même si la communauté scientiﬁque reste sceptique, à l'image
du professeur Greg Kuperberg de l'Université de Californie, D-Wave's technology has been
an enigma, in a negative sense 1, cela n'a pas empêché des sociétés comme Google et la
NASA de s'accaparer cet ordinateur quantique ou non.
Les recherches eﬀectuées durant ma thèse sont très loin de ces enjeux économiques.
L'aspect fondamental reste le critère prépondérant qui a motivé les travaux présentés dans
ce manuscrit. La technologie des BQs semiconductrices, bien que moins avancée que celle
des circuits supraconducteurs, bénéﬁcie de nombreux avantages nous permettant de tester
des phénomènes quantiques jusqu'alors inaccessibles, aﬁn d'avancer dans notre compréhen-
sion du monde de l'inﬁniment petit gouverné par les lois de la mécanique quantique. A
mon sens, l'intérêt principal des BQs par rapport aux autres qubits réside dans leur cou-
plage très eﬃcace avec la lumière. Mes travaux de recherche ont montré que l'utilisation
de nanostructures photoniques permet d'exalter ce couplage, et de gagner plusieurs ordres
de grandeurs sur le signal non-linéaire d'une BQ unique. En concevant une expérience
de spectroscopie non-linéaire résolue en temps combinée à une technique d'interférométrie
spectrale hétérodyne, j'ai démontré qu'il est désormais possible de mesurer le signal FWM
de BQs individuelles de faibles forces d'oscillateurs, telles que des BQs InAs/GaAs très
répandues à la fois dans la recherche et l'industrie. Ce résultat, sans précédents, représente
l'aboutissement d'une longue année de développement, et constitue assurément la plus
grande réussite de ma thèse.
Ce dispositif expérimental m'a permis de répondre à la problématique de ma thèse et
même d'aller au-delà de mes attentes. Dans un premier temps, j'ai montré qu'il est pos-
sible de mesurer la cohérence optique de BQs fortement conﬁnées avec un rapport signal
sur bruit (SNR) spectaculaire. Pour donner un ordre de grandeur au lecteur, le dispositif
permet de mesurer le temps de cohérence T2 et de population T1 d'une BQ unique en
seulement quelques minutes. Il est ainsi possible d'identiﬁer rapidement des BQs limitées
(ou non) radiativement, et ce même en présence d'élargissement inhomogène. De plus, la
stabilité mécanique et l'automatisation du dispositif expérimental a permis de réaliser des
mesures très longues, parfois sur plusieurs jours, pour atteindre un SNR sans précédents, de
plus de huit ordres de grandeurs. Ce niveau de signal est nécessaire pour accéder aux mé-
canismes de déphasage pur d'une BQ unique responsables de l'élargissement homogène des
raies excitoniques, ainsi qu'aux dynamiques des phonons acoustiques comme la formation
du polaron et son évolution sur plusieurs picosecondes. D'un point de vue fondamental, ces
1. Journal Wired, 22.02.2012.
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résultats représentent une avancée dans notre compréhension des processus de déphasage
responsables de la décohérence d'une BQ unique.
La connexion de plusieurs qubits est indispensable dans la réalisation d'un processeur
quantique performant. Comprendre les mécanismes de couplage cohérent entre les diﬀé-
rents états excitoniques d'une ou de plusieurs BQs est donc primordial. Pour répondre à
cette problématique, j'ai étudié les dynamiques cohérentes de complexes excitoniques de
BQs individuelles. J'ai montré que l'énergie de liaison du biexciton et la structure ﬁne de
l'exciton sont responsables des battements quantiques que l'on observe dans le signal FWM
de l'exciton et du biexciton neutre. Une analyse bidimensionnelle a permis de conﬁrmer
l'origine de ce couplage et d'identiﬁer d'autres couplages cohérents entre les diﬀérents états
chargés d'une BQ à ﬂuctuation de charge. Contrôler électriquement l'état de charge des
BQs permettrait de contrôler directement les connexions entre ces diﬀérents états, et serait
un premier pas vers la réalisation d'un processeur quantique à base de BQs.
Mais imaginons maintenant, un dispositif permettant de contrôler optiquement à la
fois la décohérence et les couplages cohérents de plusieurs transitions excitoniques. Est-ce
réalisable ou totalement inconcevable ? Nous avons présenté dans le chapitre 5, un protocole
innovant permettant de contrôler la polarisation d'un exciton avec un laser de contrôle,
en convertissant (ou non) la polarisation FWM vers la polarisation SWM, en ajustant
uniquement la puissance et le temps d'arrivée de l'impulsion de contrôle qui agit comme
un interrupteur on/oﬀ sur le signal FWM de l'émetteur. Ce protocole, pour l'instant
relativement simple (3 faisceaux), est à mon sens une avancée scientiﬁque vers le contrôle
optique de la réponse cohérente d'un émetteur unique. En appliquant ce protocole sur
une paire de BQs séparées, il serait alors possible de contrôler le couplage radiatif longue
distance entre ces deux BQs.
Perspectives
Les trompettes photoniques
Le guidage de la lumière
Dans ce manuscrit, nous avons montré que l'utilisation d'une microcavité de faible Q
augmente considérablement le couplage non-linéaire d'une BQ avec la lumière et permet
d'extraire eﬃcacement le signal FWM/SWM, donnant ainsi accès à de nombreuses dyna-
miques cohérentes sans pour autant changer les propriétés optiques de la BQ. Au cours de
ma thèse, je me suis également intéressé à d'autres types de nanostructures semiconduc-
trices dont je n'ai pas présenté les résultats.
Parmi elles, les antennes diélectriques en GaAs (cf ﬁgure 5.11 (a)) ont donné des résul-
tats très prometteurs. La structure en forme de trompette permet d'augmenter le champ
ressenti par les BQs en conﬁnant le champ d'excitation jusqu'au pied du cône où sont
localisées les BQs (diamètre 0.3 µm). Cette géométrie innovante n'emploie pas de cavité
et garantit un facteur β élevé, de manière à coupler eﬃcacement les BQs au mode guidé
sur une large gamme spectrale allant de 50 à 100 nm [107]. Par ailleurs, le déconﬁnement
adiabatique de la lumière émise par les BQs permet de réduire drastiquement les eﬀets de
diﬀraction à l'interface GaAs/air. Le cône de lumière émis par la trompette photonique est
de fait très proche de l'ouverture numérique d'un objectif de microscope (NA≈ 0.75), ce
qui permet de collecter la quasi-totalité des photons émis par les BQs [108].
La réduction de la puissance incidente et l'augmentation de l'extraction des photons
sont deux critères déterminants lors d'une expérience FWM. En combinant ses deux avan-
tages, les trompettes photoniques permettent de gagner environ trois ordres de grandeurs
par rapport à une BQ dans un massif en terme de SNR, donnant ainsi accès à la réponse
cohérente de BQs individuelles.
La ﬁgure 5.11 (b) montre un exemple de spectre de photoluminescence (haut) de BQs
InAs conﬁnées dans une trompette photonique. Le nombre de coups par seconde atteste
de l'eﬃcacité de collection de ces structures. Le spectre FWM correspondant (bas), obtenu
pour une puissance de pompe P1 = 0.1 µW (Θ1 = pi/5), atteste quant à lui de l'eﬃcacité
de couplage des BQs au mode guidé. Les aires d'impulsions de la pompe et de la sonde
ont été déterminées en mesurant les oscillations de Rabi illustrées sur la ﬁgure 5.11 (c). Ce
niveau de signal, comparable à celui atteint avec les microcavités, nous a permis d'extraire
les dynamiques de cohérences et de populations d'un système exciton-biexciton (GX-XB)
via une mesure à trois faisceaux du signal FWM, de contrôler la réponse cohérente de ce
système via la conversion FWM/SWM, et de révéler le couplage cohérent entre deux BQs
conﬁnées dans la même trompette via des mesures de spectroscopie FWM bidimensionnelles
(2D-FWM). Ces résultats ont fait l'objet d'une publication [109] que l'on peut trouver en
annexe 5.5.
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Perspectives et applications
Ces nouvelles structures très prometteuses ouvrent le champ à de nombreuses perspec-
tives. Le caractère large bande des trompettes photoniques rend possible la spectroscopie
FWM des états chargés, aﬁn de déterminer en détail les diﬀérents niveaux d'énergie d'une
BQ, leurs déphasages respectifs, ainsi que les couplages cohérents entre ces niveaux. Cette
grande gamme spectrale ouvre également la voie à la spectroscopie FWM multi-couleurs
(pompe et sonde à des longueurs d'ondes diﬀérentes), pour explorer des phénomènes phy-
siques non-résonants avec la pompe, comme par exemple la dynamique du polaron op-
tique [110, 111].
L'autre intérêt des trompettes photoniques est de pouvoir accorder facilement la fré-
quence d'émission des BQs en appliquant une contrainte de déformation [112]. Cette
contrainte peut être statique en utilisant un champ électrique ou une pointe micromé-
trique, aﬁn de mettre en résonance deux BQs séparées pour démontrer couplage le radiatif
longue distance [106] .
Enﬁn, il a récemment été démontré que ces structures peuvent être couplées à des
ﬁbres optiques monomodes [113, 114]. Cette découverte ouvre la voie à de nombreuses
applications comme la réalisation d'un dispositif robuste de sources de photons uniques
pour le domaine de l'information quantique, la réalisation d'une source déterministe de
plasmons quantiques, ou encore la réalisation d'un détecteur de champ électrique ultra-
sensible pour le domaine de la microscopie à eﬀet de champ.
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Figure 5.11  Réponse FWM d'une BQ InAs conﬁnée dans une trompette
photonique. (a) Image SEM d'une trompette photonique suspendue (J. Claudon, CEA-
INAC). Les BQs localisées dans le pied de la trompette (cf encadré) sont eﬃcacement
couplées aux lasers d'excitation (cône rouge) via le mode fondamental HE11. (b) Haut :
spectre de photoluminescence pour une excitation non-résonante à 1.4 eV avec des impul-
sions de 0.3 ps et un taux de répétition de 76 MHz. La puissance laser incidente de 0.2 µW
correspond à un ﬂux moyen de 0.5 photon/ns au niveau des BQs. Bas : Amplitude FWM
(violet) et phase (orange) mesurée sur la même trompette pour (Θ1,Θ2) = (pi/5, 2pi/5) et
τ12 = 10 ps. Le spectre d'excitation est illustré par la ligne grise. (c) Oscillations de Rabi
du signal FWM en fonction de l'aire d'impulsion Θ1 ∝
√
P1 pour la transition GX (cercles
verts) et XB (carrés bleus). Θ2 = 0.82 pi et τ12 = 5 ps. Traits : courbes de prédictions
théoriques (cf eq A.17 ref [75]).
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We retrieve coherent nonlinear responses from individual excitons strongly confined in InAs quan-
tum dots (QDs). By embedding them in one-dimensional dielectric antennas, called photonic trum-
pets, we improve the detection sensitivity of such responses by up to four orders of magnitude
with respect to QDs in bulk media. We perform a three-beam four-wave mixing (FWM) micro-
spectroscopy, to investigate coherence and population evolution within an exciton-biexciton system.
We also retrieve its six-wave mixing (SWM) and use it to coherently control the FWM transient,
by implementing FWM/SWM switching. By employing two-dimensional FWM spectroscopy, we
reveal and ascertain coherent coupling between different QDs embedded in a photonic trumpet.
Our results strikingly show how a basic - albeit probably designed - photonic waveguide enables a
broadband efficient harvesting, manipulation and coupling of intrinsically weak coherent responses
from individual emitters. Our results pave the way towards a long-range coherent control in solid
state quantum networks.
Fascinating frontiers of solid-state quantum op-
tics 1 and nano-photonics 2 are being explored using
individual excitons in semiconductor quantum dots
(QDs) 3,4. These few-level mesoscopic systems can
serve as sources of non-classical states of light 5. The
robust coupling with the latter enables coherent con-
trol of an exciton on a sub-ps timescale 6–8 and inter-
exciton coupling 9,10 in nanostructures, which is a pre-
requisite for implementing non-local quantum gates.
Via coupling QD excitons with solid-state spins 11, one
can combine fast optical control with a long-lived co-
herence. Testing the performance of excitons for op-
tical interfacing of solid state quantum bits and em-
ploying them in photonic networks requires retrieving,
assessing and manipulating their coherent responses.
In this context, coherent non-linear spectroscopy
enables all-optical coherent manipulation and read-
out of single emitters8, in particular by investigating
four-wave mixing (FWM). As depicted in Fig. 2, such
polarization is driven by three, resonant, short laser
pulses with electric field amplitudes E1, E2 and E3. In
the lowest order, FWM is proportional to µ4E?1E2E3,
with µ being the optical dipole moment of the emitter.
Due to the steep dependence on µ, first investigations
of FWM on single emitters have been limited to gi-
ant oscillator strength excitons, formed for example
by interface fluctuations of a thin quantum well 9,12.
A successful strategy to improve the FWM signal-to-
background ratio relies on photonic structures that
locally enhance the driving fields experienced by the
QD, while simultaneously improving the collection ef-
ficiency. In particular, semiconductor microcavities
have shown appealing prospects 8,10,13, albeit at the
cost of an operation bandwidth limited to the cavity
resonance.
We show here that nanowire antennas, initially
introduced to realize bright sources of quantum
light 14,15, dramatically enhance the non-linear re-
sponse of individual QDs over a broad spectral range.
This enhancement enables a comprehensive investiga-
tion of the coherence properties of excitonic complexes
strongly confined in self-assembled InAs QDs. While
such emitters constitute one of the leading systems for
solid-state quantum optics 2,5, their moderate oscilla-
tor strength has hindered investigations of coherence
at the single QD level. Furthermore, we show that
FWM can reveal an off-resonant coupling via under-
lying Coulomb interaction between two distinct QDs
embedded in the antenna. Finally, we also recover six-
wave mixing (SWM) of an exciton-biexciton system,
and use it to coherently control the FWM transient.
The antenna, shown in Fig. 1 a, is made of GaAs and
has the shape of a suspended inverted cone — or pho-
tonic trumpet 15 (PT) — anchored to square pillars,
to improve its mechanical stability. In the following
experiments, the driving pulses E1, 2, 3, are focused on
the circular top facet while the reference beam Er, em-
ployed in the interferometric detection, is focused on
the auxiliary pillar. Thanks to a proper anti-reflection
coating and to the nearly Gaussian profile of the fun-
damental guided mode (HE11)
16, Gaussian driving
beams with adapted waists are transmitted to the ta-
pered section with negligible losses. On the waveguide
axis, the electrical field amplitude scales as
√
ng/Seff,
with ng the group index and Seff the effective mode
surface 17. Field enhancement reaches a maximum at
the QDs position, when the waveguide diameter is re-
duced down to 0.3µm, because of the optimal lateral
confinement of the mode, assisted by a slow-light ef-
fect 17. Compared to a QD embedded in bulk GaAs,
a factor of ∼ 100 is gained on the global amplitude
E1E2E3, driving the FWM. Simultaneously, the collec-
tion efficiency of the generated FWM increases from
around 1.2% up to 45%. As a consequence, the FWM
is retrieved with signal-to-background ratio improved
by a factor of ∼ 4×103. Moreover, these non-resonant
photonic structures naturally provide a large opera-
tion bandwidth (> 100 nm) 18.
To retrieve wave-mixing signals of individual
strongly-confined InAs QDs, we have implemented an
extended version 8 of the heterodyne spectral inter-
ferometry 12. Employing acousto-optic modulation,
the driving pulses E1, 2, 3 are frequency up-shifted by
radio-frequencies Ω1,2,3 introducing controlled phase-
2drifts in their respective trains. After having acquired
delays τ12 and τ23, E1, 2, 3 are recombined into a com-
mon spatial mode and are focused on the sample with
the microscope objective. The searched response is
discriminated in the reflectance by the phase-sensitive
optical heterodyning, attaining a selectivity in field
(intensity) of 106 (1012). The experiment is described
in Ref. [8].
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FIG. 1. Four-wave mixing response of an exciton-
biexciton system confined in an InAs QD em-
bedded in a photonic trumpet. a) SEM image of a
cone shaped GaAs-based, suspended PT, efficiently cou-
pling the external, resonant laser pulses (depicted with
the red cones) with the QDs located at the bottom tip
of the trumpet, as shown by the red triangle in the in-
set. b)Top: Photoluminescence (PL) spectrum excited
non-resonantly at 1.4 eV with 0.3 ps pulses at 76MHz rep-
etition rate. The used intensity of 0.2µW at the top
facet of the PT, corresponds to an average flux at the
QD position of 0.5 photons per exciton lifetime. Bot-
tom:FWM amplitude (violet) and phase (orange) mea-
sured on the same PT: a pair of peaks at the low energy
side is attributed to GX and XB, as depicted. τ12 = 10ps,
(θ1, θ2) = (pi/5, 2pi/5). The excitation spectrum is given
with a gray line. c) FWM as a function of E1 pulse area
θ1 ∝
√
P1 for θ2 = 0.82pi showing Rabi oscillation at GX
(green circles) and XB (blue squares), τ12 = 5ps. The
prediction is given by a green and blue line, respectively.
After performing spectral interferometry on the in-
terference between Er and the reflectance of the PT
heterodyned at the 2Ω2 − Ω1 frequency, the degen-
erate FWM is retrieved in amplitude and phase, as
shown in Fig. 1 b. The spectrally sharp peaks, corre-
spond to the FWM from individual excitons (measure-
ments performed at T= 5.2 ± 0.5K). Having verified
the FWM polarization selection rules, as performed
in section C in the Supplementary Material (SM), the
resonances at 1328.74meV and 1329.8meV are un-
equivocally recognized as ground state - exciton (GX)
and exciton - biexciton (XB) transitions, as sketched
in the inset of Fig. 1 b. Note the negative biexciton
renormalization energy of ∆ ' −1meV, indicating a
small spatial extent of wavefunctions of the both com-
plexes and thus their small µ.
To illustrate an enhanced coupling of E1, 2, 3 with the
QD, we present in Fig. 1 c FWM amplitudes of the GX
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FIG. 2. Coherence and population dynamics in
the exciton-biexciton system. Top: The pulse se-
quence used in the experiment and related observables.
Coherence (population) dynamics is investigated via de-
generate (non-degenerate) FWM, as depicted in the left
(right) sketch. a)Coherence dynamics of GX and XB mea-
sured in FWM yielding T2 and σ. Applied pulse areas
(θ1, θ2) = (pi/5, 2pi/5). d) Population dynamics of X and
B states measured via FWM, yielding T1, τ12 = 1ps. Co-
linear excitation/detection used in all panels.
and XB as a function of E1 pulse area θ1 (being propor-
tional to the square-root of pulse E1 intensity P1). The
FWM of both transitions reaches its maximum, corre-
sponding to the θ1 = pi/2 area, for impressively low E1
intensity of around 0.3µW, two orders of magnitude
less than in strongly-confined GaAs QDs 19. Further
increase of θ1 results in Rabi flopping modeled using
analytical prediction 19 only by adjusting XB to GX
dipole moment ratio µXB/µGX = 0.9 and displayed by
solid lines in Fig. 1 c.
As depicted in Fig. 2 a, by measuring time-
integrated degenerate FWM as a function of delay
τ12 between E1 and E2 one infers the QD coherence
dynamics. In particular, one retrieves the dephasing
time T2 and corresponding homogeneous broadening
γ = 2~T2 FWHM. To investigate the coherence evolu-
tion in the exciton-biexciton system, we present the
FWM of GX and XB as a function of τ12 from -70 to
200 ps. For τ12 > 0 we observe an initial rise, followed
by an exponential decay. The FWM rise is due to the
formation of a photon echo triggered by a spectral
wandering, which acts as a source of inhomogeneous
broadening σ 19. Further research is required to ascer-
tain its origin and assess the influence of surface prop-
erties on σ. Resulting photon echos created by single
transitions in PTs are observed in time-resolved FWM
and discussed in Fig. S1 and S2 in SM. The strength
of the FWM technique to ascertain the optical co-
herence stems from the capability of disentangling γ
and σ, even at the single transition level. To simu-
late the coherence evolution of such inhomogeneously
broadened transitions, we implement the model pre-
sented in Ref. [19] retrieving σ = (10 ± 4)µeV and
T2 = (0.66 ± 0.05) ns, in agreement with measure-
ments performed on ensembles 20.
To measure population evolution via FWM, three
beams are required, as depicted in Fig. 2 b. E1 and
3E2 first create X and B population oscillating at
Ω2 − Ω1. E3 arriving as the last one, creates a polar-
ization proportional to this density, the FWM, which
is detected at the Ω3 + Ω2 − Ω1 frequency. Thus
varying delay τ23 between E2 and E3, the measured
FWM reflects population evolution, and yields the
lifetime T1. From the resulting exponential decays
of the FWM amplitude on the GX and XB transi-
tions we retrieve the exciton and biexciton lifetimes
of T1(GX, XB) = (1.16 ± 0.04, 0.65 ± 0.05) ns, with
their ratio approaching theoretical limit 21 of 2. Fi-
nally, from the measured T2 and T1, we retrieve the
pure dephasing time for GX and XB of T?2(GX, XB) =
(0.92± 0.06, 1.34± 0.07) ns. We conclude that the in-
vestigated transitions are not radiatively limited. As
an origin of the pure dephasing ( 1T?2
= 1T2 − 12T1 ), we
propose the charge noise 22,23 at the proximity of the
QD.
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FIG. 3. Observation of coherent coupling between
a pair of QDs in the PT. a)Delay dependence of
the FWM amplitude for GX, XB (QD1) and ET (QD2),
−1.5 < τ12 < 7.2 ps, delay-step δτ12 = 0.1 ps. Modula-
tions with a period of 4.3 ps and 0.58 ps indicate mutual
coherent couplings. b)Amplitude of the two-dimensional
FWM: coherent coupling is evidenced by a pair of off-
diagonal peaks, forming square features depicted with the
dashed lines. Note the presence of the diagonal peak for
XB induced by a non-perturbative FWM driving with
(θ1, θ2) = (pi/2, pi). Logarithmic scale over two orders
of magnitude, given by the color bar. Top: FWM am-
plitude and phase of the off-diagonal peaks at (1329.8,
1336.16)meV and the diagonal ET peak.
The transfer of coherence between a pair of emit-
ters is an essential ingredient to achieve optically con-
trolled two-qubit operations in a solid. Below, we re-
veal coherent coupling 9,10,24,25 between a pair of QDs
embedded in the investigated PT. The QD1 hosts
GX and XB transitions, while the ET (recognized
as a charged exciton transition) occurs in the QD2.
In Fig. 3 a we present coherence dynamics measured
when simultaneously driving QD1 and QD2. The dy-
namics of XB is dominated by the exciton-biexciton
beating with a period |2pi~/∆| ' 4.5 ps driven by
fifth-order contributions to the FWM 26,27, predom-
inant upon (θ1, θ2) ' (pi/2, pi) employed here. This
beating is reduced using (θ1, θ2) = (pi/5, 2pi/5), as
shown in Fig. 2 a. Additionally, we observe the modu-
lation with a period 0.58 ps, particularly pronounced
on the ET transition and corresponding to the spec-
tral separation between both QDs, hence indicating
their mutual coupling.
Its definite display is provided by the two-
dimensional FWM spectrum 9,10 shown in Fig. 3 b. By
Fourier-transforming the FWM along the delay τ12 we
obtain a map linking the first-order absorption fre-
quency ω1, with the FWM one, ω. The off-diagonal
signals in such a diagram are signatures of coherent
coupling, i. e. conversion of the absorbed ω1 into dif-
ferent ω, as depicted by squares. The mutual cou-
pling within the triplet (GX,XB,ET) is thus detected.
The internal coupling in QD1, i. e. between GX and
XB, is expected 9,19. Conversely, the transfer of co-
herence toward ET in QD2 is more intriguing. Ow-
ing to a large frequency detuning between ET and
GX, the radiative coupling 28 is excluded. Coherent
coupling between excitons in closely lying QDs stems
from their Coulomb interaction 9,24,25, inducing the
biexciton shift or/and the dipole-dipole Fo¨rster cou-
pling. To distinguish between both mechanisms, in
Fig. 3 b (top) we inspect the amplitude and phase of
the off-diagonal terms in the 2D FWM 9: the former
generates a double-peak and 2pi spectral shift across
the off-diagonal signal, while the latter produces a sin-
gle off-diagonal peak with the 1pi phase shift. This last
scenario is indeed revealed by the experimental data,
indicating Fo¨rster coupling between QD1 and QD2.
The spectral shift between the uncoupled and coupled
states is not detected owing to the large spectral de-
tuning of both QDs with respect to the dipole coupling
strength estimated to a few hundred of µeV. More
involved multi-dimensional spectroscopy 25 could pro-
vide additional insights into the microscopic mecha-
nism of the observed coupling.
The three-beam configuration of the setup enables
to control the FWM transient 8. The protocol is based
on converting a desired amount of the FWM field into
the six-wave mixing (SWM) one, by adjusting the
delay and pulse area of the control pulse. The ap-
plied pulse sequence is depicted in Fig. 4 a. E1 and E2
drive FWM at the 2Ω2 − Ω1, which is evolving dur-
ing τ23. E3 converts it into the SWM, propagating at
the 2Ω3 − 2Ω2 +Ω1 frequency. The amount of FWM
converted to SWM is governed by θ3. Specifically, for
θ3 = pi the entirety of FWM is transferred to SWM.
Such control via FWM/SWM switching represents the
step change with respect to past FWM experiments,
as it enables to accurately design the FWM response
in temporal and frequency domains, by tuning τ23 and
θ3. The SWM spectrum of the investigated exciton-
biexciton system driven at (θ1, θ2, θ3) = (pi/2, pi, pi) is
shown in Fig. 4 b (top). In the middle panel we present
the corresponding FWM: for θ3 = 0 and τ12 = 3ps
(dark blue) we recover the response as in Fig. 1 b. In-
stead, for θ3 = pi (red) the FWM of the GX transi-
tion is quenched, whereas the one of XB is enhanced.
Such a FWM/SWM switching at the GX transition
is retrieved in the time domain in Fig. 4 c. At the
arrival of E3 for τ23 = 30ps the FWM is virtually
suppressed, while the onset of the SWM is observed.
This temporal gating of the FWM is clearly observed
in Fig. 4 d generated by plotting FWM transients (hor-
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FIG. 4. Six-wave mixing and coherent control of
the exciton-biexciton system of an InAs QD in PT.
a)A sketch of the pulse sequence and their areas employed
to drive the SWM and to manipulate FWM transient
via FWM/SWM conversion scheme. b)Top: SWM spec-
trum of GX and XB: (τ12, τ23) = (15, 30) ps, (θ1, θ2, θ3) =
(pi/2, pi, pi). Middle: Coherent control of the GX and XB
by FWM/SWM switching: θ3 = 0 and θ3 = pi correspond
to blue and red spectra, respectively. Bottom: Manipu-
lation of the FWM spectral response of the GX and XB:
θ3 = pi, τ23 = 30ps. c)Conversion of the FWM to SWM
observed on the GX in time domain: θ3 = pi, τ23 = 30ps.
d) FWM as in c) for varying τ23. e) as in b) (bottom) for
varying τ23. Logarithmic scale over two orders of magni-
tude, given by the color bar.
izontal axis) for increasing τ23 (vertical axis) from -3
to 78 ps: FWM is present uniquely prior to the arrival
of E3. An abrupt cut of the signal in time domain in-
duces a particular FWM spectral line-shape 8 of GX
and XB, with a gradual broadening of the zero phonon
lines and build up of side-bands, exemplified in Fig.4 b
(bottom) for τ23 = 30ps. This effect is visualized in
the map shown in Fig. 4 e, displaying FWM spectra
when varying τ23.
We performed coherent nonlinear spectroscopy of
single, strongly-confined excitons in InAs QDs em-
bedded in PTs. Such waveguides offer a perfect in-
terfacing of QD excitons with external excitation, en-
abling to harvest their multi-wave mixing responses
with the sensitivity improved by up to four-orders of
magnitude with respect to a QD in a bulk. Wave mix-
ing spectroscopy was employed not only to assess the
coherence of individual transitions, but also to ascer-
tain inter-exciton couplings with 2D FWM and to ma-
nipulate coherent response via FWM/SWM switch-
ing. Note that the presented control scheme neces-
sitates addressing individual transitions in contrast
to past SWM experiments 27,29,30. Prospective SWM
studies on individual QDs could elucidate their non-
Markovian dephasing 30. Photonic nanostructures de-
signed to enhance the light-matter interaction, like
semiconductor micro-cavities or photonic crystals, op-
erate in a narrow spectral window, defined by the
width of a resonating mode. PTs overcome this limi-
tation thanks to their wave guiding functionality over
a broad spectral range exceeding 100 nm, whilst offer-
ing the field enhancement at the QD position. This
unique feature opens new possibilities for coherent
spectroscopy of single emitters, like performing multi-
color multi-wave mixing. With such a prospective
Raman-type spectroscopy on single QDs 31, one could
for example explore dynamics of optical polarons 32,33
(coupled exciton - optical phonon modes) and study
propagation of acoustic phonons between off-resonant,
spatially distant excitons. The broadband charac-
ter of PTs also enables to perform wave-mixing spec-
troscopy on excited states of a QD, to determine its
level structure and to retrieve related dephasings and
coherent couplings. A versatility of PTs, could also
be exploited to demonstrate radiative coupling 28 in a
pair of separate excitons, by taking advantage of their
accurate frequency tunability via strain 34.
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A. Sample fabrication.
The suspended PTs shown in Fig. 1 b, specifi-
cally developed for this work, offer improved me-
chanical stability and robustness with respect to
stand-alone ones 15. They were fabricated from a
planar GaAs sample containing a single layer of
InAs QDs grown by molecular beam epitaxy. Af-
ter deposition of a hard mask by e-beam lithog-
raphy, metal deposition and lift-off, the structures
are defined by deep plasma etching with a con-
trolled under etching angle of 4◦. The PTs investi-
gated in the main manuscript (Sample A) feature
a length of 20µm and a top diameter of 2.8µm.
Around the QDs, the waveguide section features
a 0.3µm diameter. Auxiliary pillars (used to re-
flect the reference field, Er) and PTs are respec-
tively shifted by 15µm, and are organized in pat-
tern of five-by-five PTs, with a gradually vary-
ing PT top-diameters from 2µm to 4µm. Fig. 1 b
shows a photo-luminescence spectrum, acquired
under pulsed, non-resonant excitation. QD sat-
uration is achieved for a pump intensity as low
as 0.4µW. The transitions then feature a bright
emission, with spectrally-integrated count rate of
400 kHz.
B. Coherence and FWM dynamics of InAs
QDs in PTs: comprehensive analysis of
dephasing mechanisms. Supplementary
examples.
PTs enable to retrieve FWM from single InAs
QDs within a broad spectral range from 915 nm
to 960 nm. To exemplify this broad-band oper-
ation, in Fig. S1 we present results obtained on
the sample (Sample B) containing QDs emitting
at 960 nm, with respect to the Sample A emit-
ting around 930 nm. In the Sample B, PTs have
a length of 30µm, a top diameter of 4.5µm and a
taper angle of ∼ 8◦, and thus are bigger than in
the Sample A.
In Fig. S1 a we show a photoluminescence spec-
trum, non-resonantly excited at 1.4 eV with inten-
sity of 30 nW, an order of magnitude below the QD
saturation. A spectral interference at the FWM
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Supplementary Figure S1. PL and FWM spec-
troscopy of InAs QDs emitting at 960 nm em-
bedded in a photonic trumpet. Sample B.
heterodyne frequency 2Ω2 − Ω1, obtained on the
same PT is shown in Fig. S1 b. Three, spectrally
sharp features, correspond to the FWM from three
individual transitions in InAs QDs. As already ob-
served in Fig. 1 b, the PL and FWM spectra are not
the same. Transitions marked as “1” and “2” are
observed in both experiments. Conversely, “3”, de-
tected in FWM, does not have its counterpart in
the PL. FWM amplitude of the transition “1” as a
function of E1 pulse area θ1 is shown in the inset.
FWM reaches its maximum, corresponding to the
θ1 = pi/2 area, for E1 intensity of only 0.2µW, in-
dicating an excellent coupling between the E1, 2, 3
driving fields and the exciton transition. Further
increase of θ1 results in the Rabi flopping and de-
crease of the FWM amplitude.
In order to infer dephasing mechanisms, we have
first examined the time-resolved FWM for fixed
τ12 = 60ps, displayed in Fig. S1 c. The response
clearly reveals a Gaussian photon echo (the red
trance corresponds to a Gaussian fit), with the
temporal FWHM spread of tinh = 56ps for the
FWM amplitude. Such an echo in the FWM tran-
sient is a fingerprint of the spectral inhomogeneous
broadening σ. Applying the model presented in
Ref. [19], it is evaluated as σ = ~
√
8ln2/tinh =
227µeV. On a single exciton level, σ is attributed to
the spectral wandering, occurring within the inte-
gration time 19. By varying the latter from 1ms to
1 s we observe virtually the same echo behavior.
We thus conclude that the spectral fluctuations
of this transition occur at the sub-ms timescale.
Spectral positions of the transition “1” fluctuate
with a characteristic spread of σ over the measure-
ment. Despite their temporal separation, they all
interfere with the reference field Er and give rise to
the involved spectral shape of the resulting time-
averaged interferogram. After applying Fourier-
transform in the spectral interferometry algorithm,
this yields a Gaussian response in time centered at
t= τ12, i. e. photon echo. We note that excitons in
all investigated PTs (statistics of γ and σ is shown
in the inset of Fig. S2 b) displayed a measurable
echo in their coherence dynamics, yielding σ up to
50µeV.
To assess the coherence dynamics, we have mea-
sured τ12 delay dependence of the FWM ampli-
tude, displayed in Fig. S1 c. Suppression of the
FWM for negative delays indicates lack of two-
particle, biexcitonic state. We thus attribute the
investigated transition “1” to a charged exciton.
In the FWM delay dynamics, we observe initial
rise, which is due to the echo formation, followed
by an exponential decay. To simulate coherence
evolution (depicted with the orange dashed line,
also see Fig. 2 a and Fig. S2 b) of such inhomoge-
neously broadened transition, we implement the
model presented in Ref. [19]. Bearing in mind pre-
viously determined σ, we retrieve the dephasing
time T2 = (610± 20) ps as the only fitting parame-
ter, corresponding to the homogeneous broadening
of γ = (2.16 ± 0.07)µeV.
In Fig. S2 a we present FWM spectra in
(E1, E2, Er) = (−, −, −) (black solid) and (−
, |, −) (red dashed) configuration on a PT having
a top-diameter of 2.9µm. Using the FWM po-
larization selection rules (see Fig. 1 d), a pair of
transitions (GX′, X′B′) is identified as an exciton-
biexciton system, with a renormalization energy
of ∆′ = −0.24meV. The retrieved coherence dy-
namics is shown in Fig. S2 b, yielding in this case,
(γGX′ , σGX′) = (7, 33)µeV and (γX′B′ , σX′B′) =
(7, 58)µeV. Clearly, larger σ deteriorates the co-
herence of both transitions, resulting in larger γ
with respect to the example investigated in the
main manuscript (Fig. 2). Note, a larger inhomo-
geneous broadening of X′B′ with respect to the
GX′, indicating anti-correlation in spectral wan-
dering of the exciton and the biexciton level. In
the coherence dynamics we also identify exciton-
biexciton beating with a period of |2pi~/∆′| =
17ps. The noise floor is given by open circles.
The time-resolved FWM amplitude of the GX′
as a function of τ12 is shown in Fig. S2 c. Due to a
large σ (and thus sufficiently narrow width of the
echo in time) such a map explicitly shows forma-
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Supplementary Figure S2. Coherence and FWM
dynamics measured on an exciton-biexciton
system showing an increased inhomogeneous
broadening σ with respect to Fig. 2 and Fig. S1.
tion of the photon echo 19. Namely, we see the shift
of the FWM maximum in real time t according to
τ12, forming a Gaussian centered along the diag-
onal line τ12 =t, as reproduced by the simulation
shown in Fig. S2 d.
C. Identification of the exciton-biexciton
system via FWM selection rules
The resonances discussed in the main
manuscript at 1328.74meV and 1329.8meV
are recognized as ground state - exciton (GX)
and exciton - biexciton (XB) transitions. We
apply the FWM polarization and delay selection
rules presented in Ref. [19]. In Fig. S3, we show
FWM amplitude of GX and XB, as a function of
τ12, around zero delay for co- and cross-linearly
polarized E1 and E2, for (θ1, θ2) = (pi/5, 2pi/5).
For negative delays, the FWM is the same for both
polarization configurations: E2 arrives first and
induces a two-photon coherence (TPC) between
G and B. E1 converts TPC into the FWM released
with equal amplitudes on GX and XB. Conversely,
for positive delays the FWM can be generated
in two manners. For co-linearly polarized E1 and
E2 the FWM is created via density grating, with
the amplitude twice larger at GX than at XB
(in the χ3, perturbative regime). Instead, for
cross-polarized excitation, the signal is created
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Supplementary Figure S3. Identification of GX
and XB as a ground state-exciton and exciton-
biexciton transiton in a single InAs QD. Delay
dependence of the FWM for -3.2 ps< τ12 < 2.8 ps, for
co-linearly polarized E1, E2 and the reference (−, −, −)
(top) and for cross-polarized E2; (−, |, −) (bottom).
Detection along (−) direction.
via Raman coherence between GX and GY, such
that the signal is released uniquely at XB. Finally,
we note that we also measured the fine-structure
beating with a period of 50 ps, yielding the
splitting between GX and GY of δ = 83µeV (not
shown).
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Liste des symboles et abréviations
αF Constante de Fröhlich
αi Angle de polarisation de l'excitation
β Eﬃcacité de collection de l'émission spontanée
χ Susceptibilité électrique
∆t Largeur temporelle des impulsions
∆ts Fenêtre temporelle du spectromètre
∆ Désaccord de fréquence
δ Énergie de structure ﬁne de l'exciton
δ(t) Distribution de Dirac
∆ω Largeur spectrale des impulsions
∆b Énergie de liaison du biexciton
0 Permittivité diélectrique du vide (8.85× 10−12F ·m−1)
r Permittivité diélectrique
Γ Taux d'émission spontanée
γ1 Taux de relaxation des populations
Γ2 Taux de déphasage pur pendant l'excitation
γ2 Taux de relaxation des cohérences
γ∗2 Taux de déphasage pur
γp Pertes de la cavité
~ h/2pi = 1.054571× 10−34 J · s = 658 µeV · ps
Λ Longueur d'onde du son dans un AOM
λ Longueur d'onde (c/ν)
λDB Longueur d'onde de De Broglie
µ Moment dipolaire électrique
µPL Micro-photoluminescence
µ∗ Masse réduite de l'exciton
ν Fréquence (1/T )
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ω Fréquence (2piν)
ω0 Fréquence optique du laser ou de la transition (≈ 330 THz)
Ωi Radio-fréquences de modulation (≈ 80 MHz)
ΩR Fréquence de Rabi
	, Polarisation circulaire gauche, droite
−,upslope, |, Polarisation linéaire 0◦, 45◦, 90◦, 135◦
ψ Fonction d'onde
ρ Opérateur de matrice densité
ρ(ω) Densité d'état
ρm Masse volumique (m/V )
σ Écart type
σ+, σ− Excitons neutres polarisés circulairement gauche, droite
τ Délai entre les impulsions
τc Temps de vie du photon dans la cavité
τ12 Délai entre E1 et E2
τ23 Délai entre E2 et E3
θB Angle de Bragg
Θi Angle de rotation de Rabi ou aire d'impulsion
ρ˜ Opérateur de matrice densité dans le référentiel tournant
εjk Tenseur de contrainte piézoélectrique
~B Vecteur de Bloch
~k Vecteur d'onde
a0 Rayon de Bohr de l'exciton
a†q, aq Opérateurs de création et d'annihilation d'un phonon de vecteur d'onde ~q
B Biexciton neutre
c Vitesse de la lumière dans le vide (299 792 458 m · s−1 = 299 µm · ps−1)
c.c. Complexe conjugué
cs Vitesse du son
Dc,v Potentiel de déformation des bandes de conduction, de valence
e Charge de l'électron (1.602176× 10−19 C)
Eph Énergie des phonons acoustiques
f Distance focale
Fp Facteur de Purcell
h Constante de Planck (6.626069× 10−34 J · s = 4134 µeV · ps)
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H(t) Échelon de Heaviside
K2 Temps caractéristique de l'EID
kB Constante de Bolztmann (1.380648× 10−23 J ·K−1 = 86 µeV ·K−1)
m∗ Masse eﬀective
m0 Masse de l'électron (9.109381× 10−31 kg)
m∗p Masse réduite du polaron
M ijq Matrice d'interaction électron-phonon
n Indice de réfraction
Nq Distribution de Bose des phonons
P sij Polarisation piézoélectrique
Q Facteur de qualité
S(ω) Signal FWM mesuré spectralement
T1 Temps de vie des populations
T2 Temps de cohérence
T ∗2 Temps de déphasage pur
TB Temps de vie du biexciton
tp Temps de vie du polaron
T∆b Période de battement de l'énergie de liaison
Tδ Période de battement de l'énergie de structure ﬁne
Tin Temps caractéristique de diﬀusion spectrale
vg Vitesse de groupe (dω/dk)
vφ Vitesse de phase (ω/k)
X,Y Excitons neutres polarisés linéairement horizontal, vertical
X+, X− Exciton chargé (trion) positivement, négativement
X∗S,T Trion négatif excité
Z Poids de la ZPL
z Épaisseur du milieu
E Amplitude du champ électrique
F Transformée de Fourier
F−1 Transformée de Fourier inverse
H Hamiltonien total
H0 Hamiltonien non-perturbé
He Hamiltonien électronique
HI Hamiltonien d'interaction
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He−ph Hamiltonien d'interaction électron-phonon
Hph Hamiltonien phononique
LS Level system
L Opérateur de dissipation de Lindblad
P Polarisation
2D-FWM Two-dimensional four-wave mixing
AFM Atomic force microscope
AOM Acousto-optic modulator
As Arsenic
BQ Boîte quantique
CCD Charge-coupled device
D-FWM Degenerate four-wave mixing
D-SWM Degenerate six-wave mixing
DBR Distributed Bragg reﬂector
DVG Dispersion de vitesse de groupe
EBO Équations de Bloch optiques
EID Excitation-induced dephasing
eV Électron volt (1.602176× 10−19 J)
FFT Fast Fourier transform
fs, ps, ns Femtoseconde (10−15 s), picoseconde (10−12 s), nanoseconde (10−9 s)
FWHM Full width at half maximum
FWM Four-wave mixing
Ga Gallium
In Indium
LA, TA Longitudinal acoustique, transverse acoustique
LO, TO Longitudinal optique, transverse optique
MBE Molecular beam epitaxy
MC Microcavité
MEB Microscope électronique à balayage
meV, µeV 10−3 eV, 10−6 eV
MHz, THz 106 Hz, 1012 Hz
MOCVD Metalorganic vapour phase epitaxy
NA Numerical aperture
ND-FWM Non-degenerate four-wave mixing
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NIR Near infrared
nm, µm Nanomètre (10−9 m), micromètre (10−6 m)
Pi Puissance d'excitation
PL Photoluminescence
SHG Second-harmonic generation
SK Stranski-Krastanov
SNR Signal-to-noise ratio
SWM Six-wave mixing
T Température
Tq Température d'activation du processus quadratique
UPB, LPB Upper polariton branch, lower polariton branch
VIS Visible
WL Wetting layer
ZPL Zero-phonon line
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Résumé
La décohérence dans les solides est un problème majeur vers la réalisation d'un proces-
seur quantique basé sur l'utilisation de boîtes quantiques (BQs) semiconductrices comme
qubits optiquement actifs. Mesurer et contrôler la cohérence optique de tels qubits s'avère
donc primordial, tant d'un point de vue technologique que fondamental. Cependant, leurs
tailles nanométriques, associée aux temps de vie sub-nanosecondes de leurs transitions
optiques, rend les mesures expérimentales très délicates.
Ce travail de thèse propose une étude détaillée des mécanismes de déphasage et de
couplage cohérent de complexes excitoniques fortement conﬁnés dans des BQs InAs/GaAs
individuelles. Pour réaliser ces mesures, j'ai développé une expérience de mélange à quatre
ondes hétérodyne sensible à l'amplitude et à la phase du champ électrique émis par une
BQ unique. Ce dispositif permet de mesurer le temps de vie et de cohérence d'un exci-
ton unique, même en présence d'élargissement inhomogène. Pour augmenter l'interaction
lumière-matière et l'eﬃcacité d'extraction du signal, l'utilisation de nanostructures photo-
niques s'est avérée indispensable. La sensibilité optique du dispositif m'a permis d'étudier
en détail les mécanismes d'interaction exciton-phonon, source importante de décohérence
dans les solides, comme la formation du polaron acoustique, le couplage quadratique aux
phonons acoustiques, et le déphasage induit pendant l'excitation. Par ailleurs, la réalisation
de spectres bidimensionnels m'a permis de révéler les couplages cohérents entre diﬀérentes
transitions excitoniques. Enﬁn, je présente un nouveau protocole de mélange multi-ondes
permettant de contrôler la réponse cohérente d'un exciton unique que je propose d'appli-
quer sur une paire de BQs pour de contrôler le couplage radiatif longue distance, étape
fondamentale vers la réalisation d'une porte logique quantique dans les solides.
Abstract
Decoherence in solids is a major issue towards the realization of a quantum processor
based on semiconductor quantum dots (QDs) as optically active qubits. Measuring and
controlling the optical coherence of such qubits is required in their fundamental studies,
paving a way for technological applications. However, their nanometer size combined to
the sub-nanosecond lifetime of their optical transitions, render experimental measurements
very challenging.
This thesis presents a detailed study of the dephasing mechanisms and the coherent
coupling of excitonic complexes strongly conﬁned in individual InAs/GaAs QDs. To achieve
these measurements, I developed an heterodyne four-wave mixing experiment sensitive to
the amplitude and phase of the electric ﬁeld emitted by a single QD. With this setup one
can measure the lifetime and the coherence time of a single exciton, even in the presence
of inhomogeneous broadening. To increase the light-matter interaction and the extraction
eﬃciency of the signal, the use of photonic nanostructures has proved to be indispensable.
The optical sensitivity of the setup allowed me to study in detail the mechanisms of exciton-
phonon interaction, which is an important source of decoherence in solids, like the acoustic
polaron formation, the quadratic coupling to acoustic phonons, and the excitation indu-
ced dephasing. Furthermore, by inferring two-dimensional spectra, I demonstrate coherent
couplings between various exciton complexes. Finally, I highlight a new multi-wave mixing
protocol to control the coherent response of a single exciton, and I propose to employ it
to control long-range radiative coupling between two QDs, which is a fundamental step
towards achieving a quantum logic gate in solids.
