ABSTRACT The wayside acoustic detector system is a potential technique in ensuring the safety of traveling vehicles. However, multisource aliasing and Doppler distortion in acquired acoustic signals decrease the accuracy of machine diagnosis. The conventional multisource separation schemes fail to solve the coaxial-moving sound source (CMSS) problem by constructing time-frequency filters and designing one-dimensional time-varying spatial filters. To address this issue, this paper combines spatial filtering with sparse filtering to solve this problem. Spatial filtering could suppress but not eliminate undesired sources. Sparse filtering has no capability of coping with non-stationary signals with Doppler distortion. The combination of spatial filtering and sparse filtering could make up their shortcomings and effectively solve the CMSS problem. The proposed scheme has two main advantages of eliminating residual interferences completely and suppressing background noise effectively. The simulation and experimental cases verify the effectiveness of the proposed method. The results indicate the potential of the proposed method to improve the performance of wayside acoustic detector systems.
I. INTRODUCTION
The development of techniques enabled the number of vehicles to increase rapidly. Vehicles play a continuously important role in the national economy, and their safe operations have drawn increasing attention. As one of the most vital parts, bearings that support the entire weight of vehicles and their operation status directly determine the safety of vehicles. Defective bearings have caused serious accidents and resulted in catastrophic losses to lives and properties [1] , [2] . Therefore, machine health monitoring and fault diagnosis is necessary to ensure vehicle safety [3] . Some advanced vibration-based methods for on-board bearing fault detection have been reviewed [4] - [6] , such as stochastic resonance [7] , dictionary learning [8] , time-frequency analysis [9] , localization fault analysis [10] , empirical wavelet transform [11] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang. linear discriminant analysis [12] , and compressive sensing [13] . Currently, non-disassembling diagnosis techniques, including oil condition monitoring [14] , hot-box detection [15] , acoustic emission [16] , acoustic holography [17] , and wayside acoustic detector system [18] , are typically employed. Investigating the wayside acoustic detector system has the following advantages: early failure detection, noncontact measurement, and lowered costs [19] .
In the wayside acoustic detector system, target source signals would be swallowed by other interference sources from airflow, pantograph and so on. Those sources have various spatial positions. With various positions, numerous situations could be divided into three types of problems: single-moving sound source (SMSS) problem, ipsilateralmoving sound source (IMSS) problem, and coaxial-moving sound source (CMSS) problem, as shown in Figure 1 . The situation with three or more sources could be regarded a mixed multisource problem involving ipsilateral-and coaxial-moving sound sources problems. Many published literatures focused on the first two types of problems which would be reviewed as follows. Figure 1 (a) represents a SMSS problem. The relative movement between an acoustic source and a receiver will lead to a Doppler effect. The received frequency will be either extended or narrowed depending on the relative direction of the movement. In this problem type, removing Doppler distortion is regarded the main task. Previously published methods could be divided into single-microphone methods and microphone-array methods. For the singlemicrophone method, Dybala and Radkowski [20] proposed a disturbance-oriented dynamic signal resampling method to remove Doppler distortion. Zhang et al. [21] proposed a Doppler-shift removal method based on energy ridge extraction with time-frequency distribution (TFD). However, strong background negatively affects parameter estimation. To address this issue, He et al. [22] applied the stochastic resonance to enhance target signals, but identifying a characteristic frequency based on prior knowledge only limits its application. Liu et al. [23] proposed a time-domain interpolation resampling method based on kinematic model analysis to implement parameter estimation. Data-driven [24] and Dopplerlet [25] methods were also developed for Doppler distortion removal. Microphone-array methods reportedly outperform single-microphone methods in estimating parameters, such as when the direction of arrival (DOA) estimation is considered [26] , but system cost and algorithm complexity are increased dramatically. As for the other two types of problems, multisource aliasing and Doppler distortion are considered as the main difficulties. Figure 1 (b) illustrates the IMSS problem with two target sources. Current solutions are generally categorized into the application of single-microphone methods or microphonearray methods. When two sources involve various time centers (i.e., the time when acoustic source moves in front of microphone array center), the single-microphone methods, including pseudo TFD and Dopplerlet filtering and time-frequency data fusion and time-frequency filtering [27] , could be used to separate sources by constructing TFD filters. However, TFD-based methods are limited in terms of their prior setting of parameters and computation efficiency. To overcome these limitations, Zhang et al. [28] introduced a time-varying spatial filtering rearrangement (TSFR) scheme to effectively solve the IMSS problem, and their results have shown that time-varying spatial filtering could effectively realize source separation.
As for the CMSS problem as shown in Figure 1 (c), the ULA-based TSFR has two aspects of shortcoming. Firstly, it is effective when sources have various time centers but ineffective when sources share the same time center. Secondly, TSFR inherits the drawbacks of spatial filtering, i.e., spatial filtering could suppress but not eliminate the residual interferences of undesired sources. In practical measurement, spatially distributed sound sources over the target source [29] would decrease the diagnosis accuracy. In addition, when those coaxial sources have similar frequency band distributions, the TFD-based methods will also be invalidated. Solving the coaxial moving-source problem is necessary and simultaneously, challengeable.
Essentially, spatial filtering tries to separate sources according to their various spatial locations. Specifically, it is to design a beamformer that not only makes signal pass in the desired direction but also attenuates as much as possible in other undesired directions. However, no matter how to improve this beamformer, the filtered signal still contains components from the undesired sources. Extracting target component from the separated signal adaptively is a challengeable work. With the development of artificial intelligence, unsupervised machine learning becomes popular in signal processing. Classical unsupervised learning methods include kernel principle component analysis (KPCA) [30] , restricted Boltzmann machine (RBM) [31] , sparse autoencoder (SAE) [32] , and sparse filtering (SF) [33] . Compared with other approaches, SF optimizes feature sparsity distribution instead of modeling data distribution [34] . It is different from other conventional or novel neural network (NN) structures such as variable NNs in fault diagnosis application [35] . This network learns features with three properties: 1) lifetime sparsity, 2) population sparsity, and 3) high dispersal [33] , which makes SF appropriate to be used to detect signal components with periodic impulse characteristics.
This study proposes a systemic scheme to solve the CMSS problem. Based on the results of the extended 2D TSFR method, a harmonic product spectrum (HPS)-based sparse filtering enhancement (SFE) scheme is proposed to eliminate residual interferences and enhance the target source signal for further diagnosis. This work is a novel trial to separate target sources through combining conventional beamforming technique with unsupervised machine learning approaches. Spatial filtering could suppress but not eliminate undesired sources. And sparse filtering has no capability of coping with non-stationary signals with Doppler distortion. The combination of spatial filtering and sparse filtering could make up their shortcomings and effectively solve the CMSS problem. The proposed scheme has two outstanding characteristics: 1) eliminating residual interferences of undesired sources completely; and 2) suppressing background noise effectively.
The remainder of this paper is organized as follows. Section II introduces the corresponding geometric model and signal model, as well as the discussions of parameters' selection. Section III describes theoretical solutions. Subsequently, the proposed scheme is summarized in Section IV, in which the simulation case is verified. Section V presents the verification of the effectiveness of the proposed scheme by using two experimental cases. Conclusions are drawn in Section VI.
II. CMSS PROBLEM
To further analyze the abovementioned CMSS problem, building a geometric model and a signal model is necessary. In practical cases, array signals acquired by microphones contain components of clean propagation paths and reflection paths. While the reflection components will be initially scattered by the uneven ground, multiple reflections and scatterings will lead to attenuation of source signals. And reflection and scattering alter the propagation direction of source signals, causing only a part of these reflection components could reach to the sensors. The array sensors could be installed over roads with a certain distance to clean the propagation paths. On the basis of the above considerations, we use a simple geometric model and a signal model to better explain the proposed scheme of solving CMSS problem. In addition, the selection of several important geometric parameters will be discussed to ensure the performance of the proposed scheme. The following subsections will describe the two models and parameters' selection in detail.
A. GEOMETRIC MODEL
The simplified geometric model is shown in Figure 2 . CMSS pass through a 2D cross microphone array, which contains microphones labeled from 1 to N , at a constant speed ν. Microphone coordinates are denoted as P = P 1 P 2 · · · P N , where coordinates of the n th micro-
T . Here, N equals to eight. Those eight microphones are labeled with numbers from 1 to 8 in the order shown in Figure 2 . Uniform linear cross array (ULCA) consists of nine microphones that are linearly distributed in both x-axis and y-axis direction with adjacent distance d. This 2D cross array could be treated as 
where c denotes acoustic velocity regarded a constant 343 m/s in standard environment [36] . To compute R m,n , another parameter called time center of the array t co should be defined. This condition indicates the time when coaxial sources move to the spatial point C in Figure 2 . For specific microphones, their time centers are various. However, time center t c (n) of the n th microphone could be obtained with t co and microphone's location. t c (n) is calculated as
where P x (n) denotes the x-coordinate of n th microphone. According to the geometric relationship shown in Figure 2 , it is easy to deduce the instantaneous spatial distance R m,n .
The cosine of azimuthal angle ϕ m,n could be written as
Similarly, the cosine of polar angle θ m,n could be denoted as
Subsequently, the sound pressure received by n th microphone from source S m could be expressed as follows based on Morse acoustic theory [37] :
where M c = v/c, and q m (t e ) is sound pressure of the m th monopole point source. Compared with the first item in Eq. (6), the second item has a small quantity, which could be neglected [38] . Therefore, the sound pressure acquired by n th microphone from all sources is formulated as
Furthermore, the array signals Y in a discrete form are
where y n = [y n (t r (1)), y n (t r (2)) , . . . ,y n (t r (K ))]; K denotes signal length; and ''T '' represents a transpose operator.
Eq. (7) reveals the essence of Doppler distortion and signal aliasing in the observed signals. Doppler distortion is caused by the time lag item R m,n c. Source aliasing indicates that the acquired signals contain sounds from various sources.
C. PARAMETER SELECTIONS
Microphone distance d, vertical distance l along z-axis, and vertical height h along y-axis, are three important parameters in this geometric model and signal model. Therefore, it is necessary to discuss how to determine these parameters.
1) MICROPHONE DISTANCE
Microphone distance d is an important parameter, which could cause spatial aliasing if inappropriate selection is used. The 2D cross array discussed in this paper could be regarded the two uniform linear arrays (ULAs) in both x and y directions. We take d x = d y = d. Therefore, the selection of adjacent distance could be discussed using the theory of a ULA. According to spatial Nyquist criterion, the adjacent distance d needs to satisfy
to avoid spatial aliasing, where λ is the wavelength of the interested signal and d max = λ/2. This result, commonly known as the λ/2 rule, is standard in array literature. For a ULA, we know that directional resolution D (ϕ) in a certain direction ϕ is proportional to cos ϕ. As the ϕ increases to π 3, the directional resolution will drop by half. Therefore, the scanning scope of a ULA is often set in ϕ ∈ π 3, 2π 3 . According to the abovementioned formula, the microphone distance d could be set by the interested frequency and the scope of DOA.
2) VERTICAL DISTANCE ALONG z-AXIS
Vertical distance l along z-axis is the distance between microphone array center and the travel path of the first source. This parameter is constrained by the far-field condition, in which the acoustic signals acquired by microphones could be regarded a plane wave. As abovementioned, the 2D quasi-ULCA could be regarded the two cross ULAs in two orthogonal directions. A ULA needs to satisfy
where the 2D Quasi-ULCA could satisfy the far-field assumption. In practical application, sensors should be installed as close as possible to obtain higher SNR signal. Therefore, the parameter l should be as close to the travel path as possible under the premise of satisfying far-field condition.
3) VERTICAL HEIGHT ALONG y-AXIS
Vertical height h along y-axis actually determines various DOAs. Separating those two sources in spatial domain requires that 2D array has the capacity of distinguishing spatial sources. Thus, the parameter h, which is constrained by spatial resolution in this work, could be formulated as
The BW 0.5 is called half-power beam width. In the geometric model of the CMSS problem, two moving sound sources share the same azimuthal angle with various polar angles. The angle difference vector of those two sources could be formulated as
where θ m | m=1,2 is the polar angel series of the m th source, which could be calculated by Eq. (25) . If spatial sources are separable, the following condition is required: Figure 3 shows that the polar angle difference of those two sources varies with azimuthal angle and various values of parameter h. The polar angle difference will not change with vehicle velocity. With this result, it could be easy to select an appropriate value of parameter h for an array whose spatial resolution has been calculated by Eq. (11). 
III. THEORETICAL SOLUTIONS
In the CMSS problem, the distinguishing factor of the sources is the difference of spatial location. Therefore, spatial filtering is an appropriate approach to separate these sources. As an important array signal processing method [39] , spatial filtering has been widely used in many fields of industries such as natural language processing [40] . Among the many classical spatial filtering methods, maximum variance distortionless response (MVDR) beamformer is widely used because it outputs signals without distortion in desired direction and suppresses the undesired noise sources in other directions, simultaneously. The proposed scheme in this study is based on the MVDR beamformer. In the following subsections, the proposed scheme will be introduced.
A. MVDR BEAMFORMER
A microphone array exists acquiring M source signal S. According to linear superposition principle, the acquired signal Y is written as
where s m ∈ R 1×K (m = 1, 2, . . . , M ) denotes interested sources and interference sources with signal length K . Furthermore, n ∈ R M ×K denotes the additive white Gaussian white noise. A (ϕ, θ) ∈ R N ×M is a directional matrix, under the far-field condition [41] , which could be expressed as
where a m (ϕ, θ) = e −j 2π λm P· k , λ m is wavelength, j is square root of −1, and k = [sin θ cos ϕ, sin θ sin ϕ, cos θ ]
T . The goal of spatial filtering is to find an optimal weight matrix W to output the interested signal x by Eq. (17).
MVDR beamformer outputs signal without distortion in direction of interest and suppresses the undesired sources in other directions. At the same time, it minimizes the variance of the output noise. Although the optimized filter is dependent on source location, this technique could be effective to separate sources with various source locations. According to [42] , for the interested direction (ϕ tar , θ tar ) of m th source, the optimal filter of MVDR could be expressed as follows:
where R = E YY T is the covariance matrix of the acquired signals Y. ''E {·}'' and ''(·) H '' represent mathematical expectation and Hermitian conjugate transpose, respectively.
B. FIXED-BEAM FILTER FOR TIME CENTER
Time center t co is an important parameter for coaxial source separation and correction in the wayside acoustic detector system. Under the assumption of constant moving velocity, time center could be used to estimate simultaneous locations of sources. Currently, method used to obtain this parameter is a matching pursuit in TFD. However, if two or more sources or heavy background noises are presented, this method could be invalidated. Inspired by zero-angle spatial filter for ipsilateral source separation problem, a fixed-beam filter is proposed to estimate the time center. Figure 4 shows the fixed direction for coaxial sources. Assuming coaxial sources share the same time center, considering attenuation, the closest source is selected as the target source. The direction of fixed beam is denoted as (ϕ 0 Once source moves into the fixed beam, this array could output an enhanced signal. Due to main lobe width, other sources will be attenuated but never eliminated. Applying fixed-beam filter to the array signals with Eqs. (17) and (18) , the filtered signal is calculated by
where
After that, the instantaneous energy in time domain could be calculated by the following formula:
where h rw (t r − t) denotes a rectangular window with a constant length. The estimated common time centert co could be calculated bŷ
The item l cos(θ 0 )c represents the time lag of sound propagation from the closest point C to the origin point O.
C. 2D TSFR
Conventional spatial filtering is generally designed under the situation of static multisource aliasing. Furthermore, several moving sound sources result in Doppler distortion and dynamic multisource aliasing, which render traditional spatial filtering ineffective in separating source signals with one set of filter coefficients. To adapt to such a dynamic situation, an assumption that sources are static during a short-time signal segment is emitted. Under this assumption, the signal segments could be handled with conventional MVDR beamformer. The filtered signal will be resampled according to the nonlinear mapping relationship between emission and receiving time.
The m th source emission time vector is denoted as t e,m = t e,m (1) , t e,m (2) , . . . ,t e,m (2Q + 1) ,
where f s is the sampling frequency. And 2Q + 1 is the length of this emission time vector. This parameter could be determined by vertical distance l, vehicle velocity v and sampling frequency f s Q = lf s tan 30
where ' · ' means rounding operator, and −30
• ∼30
• is the interested azimuthal angel scope. To ensure that signals could be effectively acquired, signal length K is set to be 2∼3 times of 2Q+1. Now instantaneous directional angles of m th source are calculated by 
. (27) According to Eq. (17), the first step could be implemented, and the filtered signal is calculated by
Eqs. (1) and (2) 
D. HPS-BASED SFE
The separated signal still contains the components of undesired sources. But fortunately, the target signal has been enhanced. Considering the sparsity characteristics of impulsive feature signals, this study proposes an HPS-based SFE method to further eliminate the residual interferences of undesired sources. SF is an unsupervised machine learning approach to mine sparsity characteristics from raw signals. Signal x m is used to construct an input set Z = z 1 z 2 z i z N s by cutting x m with a certain length N in , where
T is the i th segment, and i = 1, 2, . . . , 2Q−N in +2. Then SF maps the inputs onto the output feature matrix
is the i th feature, using a weight matrix W ∈ R N out ×N in with
where g (·) is an element-wise activation function, of which the soft-absolute function g (Z) = √ Z 2 + , = 1E − 5 is recommended [33] . For lifetime sparsity, SF first treats
T , f j ∈ R 1×N s and normalizes each row f j by 2 -norm across all the segments
All of the normalized rowsf j form a new feature matrix F ∈ R N out ×N s . As shown in Eq. (30), lifetime sparsity refers to the features' sparse representation in time dimension. Subsequently, for population sparsity, SF treatsF = f 1f2fifN s ,f i ∈ R N out ×1 , and each columnf i ofF is normalized by its 2 -norm across all the learned featureŝ
All of the normalized columnsf i form the final feature matrixF ∈ R N out ×N s . Equation (32) denotes that all segments should be represented sparsely. The goal is to obtain a sparse feature matrixF, which indicates that most of the elements inF are close to zero. This process could be realized by minimizing cost function J , which is constructed by constraining 1 -norm of each segment. The optimized weight matrixW opt is solved using the following formula:
Then, an off-the-shelf L-BFGS package [43] could solve Eq. (33) . From the perspective of signal processing, the optimized weight matrixW opt could be treated as a filter bank VOLUME 7, 2019 with N out sparse filters. Those sparse filters are largely redundant, because many sparse filters have the same frequency response structure. The following problem lies in how to select the most appropriate sparse filter. Considering the impact feature of signals modulated by resonance frequencies, the HPS [44] , [45] introduced in this study involves the selection of the most appropriate sparse filter. For a filter h =W T opt (q, :), q = 1, 2, . . . , N s , the corresponding output could be calculated byz
The envelope spectrum ofz q is computed by Hilbert and Fourier transform, denoted asZ q (ω). Then, HPS is used to measure the maximum coincidence for harmonics for each spectral frame according tō
where U is the number of considered harmonics. Simultaneously, energy ratio ρ q is calculated between considered harmonics and total energy by
The optimalq th sparse filter is selected by searching the maximum value of ρ (q). Subsequently, the envelope spectrumZq (ω i ) of the enhanced signal filter by theq th filter is used to search for maximum value to determine fundamental frequencyω in a possible frequency range
With the obtained frequencyω, the diagnosis of source signals could be further implemented. Note that the neural unit number of input layer and output layer of NNs are determined empirically. According to our experience, the input segment z i ∈ R N in ×1 should contains two complete impulses signal. In this study, we empirically set N in = 400, N out = 64, and
IV. SCHEME PROCEDURE WITH SIMULATION VERIFICATION
A. SCHEME PROCEDURE In summary, the procedure of the proposed scheme for the CMSS problem is shown by a flow chart in Figure 5 with the steps described as follows:
(1) A fixed-beam filter is first employed to the observed signals for the filtered signal with Eq. (20); (2) The common time centert co is acquired by calculating the instantaneous energy with Eq. (21) and searching for the maximum values with Eq. (22); two static sources could be easily found. Figures 6 (c) -(e) are the waveform, envelope spectrum, and TFD of an observed signal. In the frequency domain, the Doppler effect severely results in spectrum extension and shift, which presents considerable difficulties to detect the characteristic frequencies. In the TFD, coaxial sources share a common time center. Furthermore, resonance characteristic frequencies are the same in this case, which makes it impossible to separate these two sources by TFD filtering.
In the beginning, the fixed-beam filter toward point C (in Figure 4) is utilized to obtain a common time center, which is the most important parameter for source location estimation. The estimation accuracy of this parameter will directly determine the further design of time-varying spatial filters. Therefore, it is necessary to evaluate the performance by estimation error between the estimated time center and the real one under various intensities of white Gaussian noise. The noisy array signals were generated with various SNRs from −20 dB to 4.5 dB with adjacent value 0.5 dB. Each array signal was applied for a common time center estimation and error calculation. The error was calculated by Error = 20 log 10 t co − t co t co .
Subsequently, this process was repeated 20 times to obtain more convincing results. Figure 7 (a) presents the error distribution of the 1,000 estimations at velocity 40 m/s. Every star point indicates the percentage error of each estimation. The blue line denotes the mean percentage error and the red line is the maximum percentage error of the 20 estimations, respectively. Figure 7(a) shows that fixed-beam filter could still effectively find the time center even with heavy background noise (SNR = −15 dB). On the other side, travelling velocity is another influence factor. Figure 7(b) presents the mean error varying with various velocity under different SNRs. According to Figure 7(b) , the estimation error would be less than 2% in velocity scope of 10 ∼ 80 m/s if the SNR is larger than −9 dB. In this simulation case, SNR was set as −10 dB. With the fixed-beam filter, the time centert co could be estimated. The obtained value is 0.5027 s. Subsequently, 1D TSFR, 2D TSFR, and HPS-based SFE were applied to solve the CMSS problem. Figure 8 presents the waveform and envelope spectrum of the separated source signals with three methods. Figures 8(a)-(d) show the results of 1D TSFR with a uniform linear array. Those two separated signals have minimal differences in both the time and the frequency domains, showing that 1D TSFR had no capability to cope with the CMSS problem. Figures 8(e) -(h) present the results of 2D TSFR with a cruciform array. In Figure 8(f) , the characteristic frequency with its harmonics of the first source was enhanced by time-varying spatial filtering, and thus, it could be used for the second source in Figure 8(h) . This fact proved the necessity to develop the 2D TSFR. However, residual interferences from undesired sources were also obvious in Figures 8(f) and (h) , which indicate that timevarying spatial filtering, could just simply suppress but never eliminate the undesired sources. Considering the results of 2D TSFR, the HPS-based SFE was proposed to further process the separated signals for eliminating residual interferences of undesired signal. According to the proposed method, the optimal sparse filter was selected with the HPS technique to filter the separated source signals. In Figure 8 (j), the simulated first source fault frequency (130 Hz) with its harmonics could be clearly observed without residual interferences from the second source. In Figure 8(l) , the simulated second source fault frequency 190 Hz with its harmonics could also be clearly observed without residual interferences from the first source. Relative to the other results, the effectiveness of the proposed scheme was verified effectively.
V. EXPERIMENTAL VERIFICATION A. EXPERIMENTAL SETUP AND DATA ACQUISITION
To further verify the proposed scheme, we carried out a CMSS experiment. A two-step experiment was designed as an alternative experimental solution. In the first step, a static train defective bearing experimental platform was designed to acquire the static fault signals with various fault types of outer-race, inner-race defects. The static platform mainly included the following parts: a driving motor, an experimental train bearing, a mechanical radial loader device, and an acoustic data acquisition (DAQ) system. The experimental train bearing was a single row radial short cylindrical roller bearing with type number NJ(P)3226X1. Its detailed specification was shown in TABLE 3.
The bearing was set into a container and driven by the electric motor. The load was added using a mechanical device to simulate train loadings. Moreover, an acoustic DAQ system, including a microphone (B&K 4944-A), data acquisition module (PXI-1033), and a laptop, was used to record static fault acoustic signals. To simulate the defective train bearing, an artificial defect with 0.18 mm size was set by a wire-electrode cutting machine on the surface of outer raceway and inner raceway. The artificial defects were set on different train bearings. Furthermore, the load was added to 30,000 N, which was measured by a calibrated pressure sensor with corresponding digital display equipment. The rotation speed of the motor was set at 1430 r/min (rotating frequency 23.8 Hz). Finally, two categories, acoustic fault signals of inner race and outer race, were recorded with sampling frequency f s = 50 kHz by the DAQ system. According to the rolling bearing model, the outer-race fault frequency f BPFO equals 138.7 Hz. Moreover, the inner-race fault frequency f BPFI equals 194.9 Hz.
In the second step, the acquired static fault signals were converted into audio signals, which will be separately broadcasted by two loud speakers being installed in a traveling vehicle. As shown in Figures 9 , the geometric relationship between those two loud speakers with a distance h r = 1.5 m simulated the situation with coaxial fault train bearings. The microphone array, crossing with eight microphones (INV9206, open circuit sensitivity: 50 mV/Pa) whose adjacent distance is d = 0.1 m, was held in position by a bracket with a vertical distance l = 2 m to the path of a moving vehicle. In addition, the microphone array center was h = 1.25 m higher than the horizontal plane of loud speakers. The DAQ system was the same as introduced above. Sampling frequency was also set as 50 kHz. The vehicle speed was approximately 20 m/s (72 km/h) which was controlled by the driver. In practical application, the vehicle speed could be measured by two pairs of photoelectric switches (which could be also used to activate the DAQ system). Let the loud speakers play two sets of bearing fault signals to simulate two situations: (1) two sources with the same fault type and (2) two sources with various fault types. The first was composed of both outer-race fault signals in FIGURE 9. Experimental setups of moving coaxial source experiment.
two loud speakers, whereas the second contained outer-race fault signals in loud speaker one and inner-race fault signal in loud speaker two. These wayside-acquired acoustic signals were used to evaluate the proposed method. The results are presented in subsections B and C.
B. OUTER-AND OUTER-RACE ALIASING CASE
In the first case, the outer-race and outer-race aliasing fault signal was discussed because they shared the same characteristic resonance frequency band. Figures 10(a) and (b) present the waveform and envelope spectrum of the first channel of the array signals, respectively. Notably, the characteristic frequency band was extended and shifted in the envelope spectrum. Figure 10(c) shows the TFD of an observed signal, in which these two outer-race signals were merged together and the Doppler distortion was obvious. Subsequently, a fixed-beam filter was designed to acquire time centert co . The time centert co is equal to 1.0045 s. Because the time of vehicle passing is short, it is assumed that the vehicle moved at a constant speed during this period. Based on this assumption, target sources could be separated by time-varying spatial filtering with estimated instantaneous location of sources. Subsequently, 2D TSFR and the proposed HPS-based SFE scheme were applied to handle the array signals. With the estimated instantaneous location of sources, a series of spatial filters varying with time were designed to extract target sources. Time-domain interpolation resampling technique was applied to remove the Doppler distortion. The results of 2D TSFR are shown in Figures 11(a)-(f) . The outer-race fault frequencies were found in both separated signals. However, the frequency extension interference by other sources makes the fault frequencies not prominent.
The separated source signals were then inputted into the sparse filtering. Subsequently, the optimized filters were outputted. With the proposed HPS-based SFE technique, the optimal filter was selected to enhance the target signal. As shown in Figures 12(a)-(f) , the envelope spectra were enhanced for the first and second sources, and now the fault frequencies 137.9 Hz and 136.7 Hz and their harmonics could be found easily. They were very close to the theoretical value of 138.7 Hz. In addition, after spatial filtering and sparse filtering, noise had been effectively suppressed. 
C. OUTER-AND INNER-RACE ALIASING CASE
To further verify the effectiveness of the presented method, the other experimental cases for coaxial sources with various fault types were considered. Loud speaker one played outerrace fault signal, whereas loud speaker two played innerrace fault signal. Figure 13(a) shows the waveform, while Figure 13 (b) displays the envelope spectrum of the first channel of the array signals. It is difficult to recognize inneror outer-race fault frequencies directly from the envelope spectrum. Figure 13(c) shows the TFD of the selected signal, with obvious Doppler distortion.
Similar to the first experimental case, a fixed-beam filter was first designed for time centert co . The time centert co VOLUME 7, 2019 is equal to 1.0229 s. Subsequently, 2D TSFR and the proposed HPS-based SFE scheme were applied to analyze this array signals. With location information of sources, timevarying spatial filtering and time-domain interpolation technique were used to obtain the separated signals of these two sources. Figures 14(a)-(f) show the results of the waveform, the envelope spectrum, and the TFD. Notably, as shown in Figures 14(b) -(e), the fault frequencies could be found with mutual interferences, which prove that spatial filtering could simply suppress the undesired sources rather than totally remove them. As indicated in the TFDs of the separated first and second sources, Doppler distortion had been removed. To remove the mutual interferences, the HPS-based SFE was applied to enhance the target source signals as shown in Figure 15 . Currently, the outer-race fault frequency 136.7 Hz (theoretical value 138.7 Hz) and its harmonics could be recognized clearly in Figure 15 (b) . Additionally, as shown in Figure 15 (e), the rotating frequency 23.2 Hz (theoretical value 23.8 Hz) with the harmonics was very sharp, and the inner-race fault frequency 194.1 Hz (theoretical value 194.9 Hz) with its modulation side frequencies could be found. The outer-and inner-race fault signals had been separated completely. According to Figures 15(c) and (f), the background noise has been suppressed effectively.
VI. CONCLUSION
This study combines a conventional beamforming technique (2D TSFR) with an unsupervised machine learning method (HPS-based SFE) to solve the CMSS problem in the wayside acoustic detector system. The difficult issues associated with this problem lie in source separation and residual interference elimination, considering that sources share a common time center and have similar frequency band distributions. Spatial filtering could suppress but not eliminate undesired sources. And sparse filtering has no capability of coping with non-stationary signals with Doppler distortion. The combination of spatial filtering and sparse filtering could make up their shortcomings and effectively solve the CMSS problem. The proposed systematic scheme has two main advantages. Firstly, this scheme could enhance the desired signal and totally eliminate undesired signals. Secondly, after spatial filtering and sparse filtering, background noise is effectively suppressed. The results of simulation and experimental cases validate the effectiveness of the proposed method and illustrate the potential to improve the diagnostic accuracy of wayside acoustic detector systems.
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