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Abstract
This paper presents the finite-time and ultimate ruin probability of an insurance surplus whose claim
process has a long-range dependence and perturbed by diffusion. As an approximated model, we
consider a surplus driven by a mixed fractional Brownian motion (mfBm) with the Hurst parameter
H > 1/2. We use the fundamental martingale to derive the Girsanov Theorem and get the ruin
probability. Since the process of approximation leads to unknown parameter, we estimate it with
continuous and discrete observations. Moreover, we estimate the ruin probability. To get the
asymptotic properties of the estimated ruin probability, we use the Delta method and Malliavin
Calculus for the mfBm. Finally, we use the Monte Carlo simulations to illustrate the finite sample
performance of our estimators.
Keywords: mixed fractional Brownian motion, fundamental martingale, Girsanov theorem,
estimation of ruin probability, Malliavin Calculus
1. Introduction
In the ruin theory, the study of ruin probability has been one of the main topics for a long time.
The classical risk model plays the central role in the theoretical analysis of the ruin theory. A lot of
nice results have been obtained by actuarial researchers (for example, see [9], [1]). In the classical
risk model, the insurance surplus is always supposed as
Xt = u+ ct+ σWt −
Nt∑
i=1
Ui ,
where
Nt∑
i=1
Ui is considered as a compound poisson process, the intensity λ of Nt is fixed and Ui
are i.i.d random varibales. However, the strong dependence of Ui has been paid more and more
attention. In [13], the authors considered the strong dependence of Ui in the collective risk theory.
In fact, the fractional Brownian motion (fBm) appears as a good candidate to approximate the
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strong dependence of Ui. The construction of the fBm can be found in [20, 16, 4]. In the following,
we take [13] for example to approximate our model and explain what is known and what is the
unknown parameter.
Let us consider a sequence surplus process X(n) = (X
(n)
t )t≥0 given by
X
(n)
t = u
(n) + c(n)t− σ(n)Wt −
N
(n)
t∑
k=1
U
(n)
k ,
where u(n) > 0, c(n) > 0 denote the initial risk reserve and the premium rate. N
(n)
t is the sequence
of Poisson process with intensity n and σ(n) > 0 . We assume that the claims are of the form
U
(n)
k =
1
ϕ(n)Uk where (Uk, k ∈ N) is a stationary sequence with common distribution F and mean
µ such that:
1
ϕ(n)
[nt]∑
k=1
(Uk − µ) =⇒ BHt ,
where BHt is a fBm with the Hurst parameter H > 1/2. The symbol =⇒ means the weak conver-
gence in Skorokhod topology (see [4]). Here ϕ(n) = nHL(n) and the function L is slowly varied at
infinity. Then, from Theorem 3 of [13], we can obtain the following result.
Theorem 1.1. Let Nnt be a sequence of Poisson process with intensity n such that
N
(n)
t − nt
ϕ(n)
→ 0 ,
in probability in the Skorokhod topology. Assume also that
lim
n→∞
(
c(n) − nµ
ϕ(n)
)
= ϑ ,
and
lim
n→∞
u(n) = u, lim
n→∞
σ(n) = σ .
Then, we have
X
(n)
t = u
(n) + c(n)t− σ(n)Wt −
N
(n)
t∑
k=1
U
(n)
k =⇒ u+ ct− σWt −BHt , (1)
in the Skorokhod topology as n→∞.
From now on, our surplus process is
Xt = u+ ϑt− ξt, t ≥ 0 , (2)
where
ξt = σWt +B
H
t ,
which is called the mixed fractional Brownian motion (mfBm) in [6]. Here Wt and B
H
t are inde-
pendent in the initial probability space (Ω,F ,P).
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We always consider the mfBm with σ = 1. The probability properties can be found in [6, 2, 22,
23]. Meanwhile, we can refer to [24, 12, 7] for the parametric estimation of the stochastic differential
equation driven by the mfBm. In [5], the fundamental martingale for the mfBm was introduced,
which is a very useful toolbox, from this perspective. Moreover, in [5], the authors have given
a new direct proof of the regularisation theorem [6], which establishes the already known semi-
martingality and equivalent properties, also yields a representation of the the mfBm as a diffusion
type process in its own filtration and a formula for the corresponding Radon-Nikodym derivative. In
[5], the authors also presented the equivalence of the measure generated by the mfBm for H < 1/4
with respect to the measure induced by BH in [22]. In section 2.1, we will recall the fundamental
martingale for our model with σ and give some properties of them.
Obviously, in theorem 1.1, the parameters H and ϑ are unknown because the function L is
unknown. For H , there exist plenty of works about the estimation such as the general Maximum
Likelihood estimation, Whittle’s method [3] and the power variations, especially the quadratic
variation [15]. Consequently, without loss of generality, for further statistical analysis, we assume
that H is known and H > 1/2. Moreover, our results in this paper can be extended to a general
case H ∈ (0, 1) by some sophisticated computation. The main work of our article is the estimation
of the ruin probability with the unknown parameters based on the past surplus data. Moreover, we
study its asymptotic properties using the Delta method. We define the finite time ruin probability
with ψ(u, T ) in the time interval [0, T ]:
ψ(u, T ) = P
(
inf
t∈[0,T ]
Xt < 0
)
.
We can state it on another way
ψ(u, T ) = P(τ ≤ T ) = E

1{[
sup
0≤t≤T
(ξt−ϑt)
]
>u
}

 , (3)
where τ = inf{t > 0|Xt < 0} is the time of ruin for surplus X . To use the Delta method to study
the asymptotic properties of ψ(u, T ) (T is a finite time or T =∞) which depends on the unknown
parameter ϑ, we need to find the expression of ∂ϑψ(u, T ) if it exists.
The rest of the paper is organized as follows. In Section 2, we will present theoretic results
using the Malliavin Calculus with respect to the mfBm ξ. In section 3, we will use the Girsanov
formula for the mfBm and get the explicit expression of ∂ϑ. When using the Girsanov formula in
Section 3, we will introduce a notation of ηa(v) = inf{t|ξt + at > v}. Section 4 will be contributed
to the asymptotic behaviour of ηa(v) when v is large enough. Section 5 will deal with the problem
of estimating ϑ and the ruin probability in both the continuous time setting and the discrete
observation. Section 6 will conduct Monte Carlo studies on the finite sample properties of the
estimators and the ruin probability.
2. Results of ∂ϑψ(u, T ) with the Malliavin Calculus
2.1. Fundamental martingal
Since the fundamental martingale is an important toolbox in the study of mixed Gaussian
process, in this part, we will define it of the process ξ. Consider the process (Mt)t≥0 which is
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defined by
Mt =
1
σ
E
[
Wt|Fξt
]
. (4)
From [5], we have the following Theorem.
Theorem 2.1. The (Fξt )- martingale M , defined in (4), is given by
Mt =
1
σ
∫ t
0
g(s, t)dξs , (5)
and its quadratic variation satisfies
〈M〉t = 1
σ
∫ t
0
g(s, t)ds =
∫ t
0
g2(s, s)ds , (6)
where g(s, t) is the unique solution of the following equation:
σg(s, t) +
1
σ
H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr = 1, 0 ≤ s ≤ t ≤ T . (7)
Moreover,
ξt =
∫ t
0
G(s, t)dMs , (8)
and
G(s, t) = σ2 − σ
g(s, s)
∫ t
0
R(τ, s)dτ , (9)
where
R(s, t) :=
g˙(s, t)
g(t, t)
, g˙(s, t) =
∂
∂t
g(s, t) .
Proof. It is worth to emphasize that in the function (9), we have R(τ, s) := g˙(τ,s)g(s,s) with 0 ≤ τ, s ≤ T .
Let us mention that actually, if τ > s, we have the same expression of (7). In fact, in [5], the authors
have proved the situation of σ = 1. Here we just give the calculation to get the equation of g and G.
For the problems such as why M and ξ can be represented with this formula and the properties of
g(s, t), R(s, t) and G(s, t), we can refer to [5]. To show g satisfies (7), for an arbitrary h ∈ L2([0, t])
E
(
Wt −
∫ t
0
g(s, t)dξs
)∫ t
0
h(s)dξs
= E
(
Wt − σ
∫ t
0
g(s, t)dWs −
∫ t
0
g(s, t)dBHs
)(
σ
∫ t
0
h(s)dWs +
∫ t
0
h(s)dBHs
)
=
∫ t
0
h(s)
(
σ − σ2g(s, t)−H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr
)
.
By the orthogonality property of the conditional expectation and the arbitrariness of h, g(s, t)
satisfies (7) for almost all s ∈ [0, t]. It is a weakly singular integral equation, the uniqueness follows
4
from [21]. Since M is a Gaussian martingale, the quadratic variation can be written by
〈M〉t = EM2t =
1
σ2
E
(∫ t
0
g(s, t)dξs
)2
=
1
σ2
∫ t
0
g(s, t)
(
σ2g(s, t) +H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr
)
=
1
σ2
∫ t
0
σg(s, t)ds =
1
σ
∫ t
0
g(s, t)ds.
We also need to prove that
∫ t
0 g(s, t)ds = σ
∫ t
0 g
2(s, s)ds. Multiplying (7) by g(s, t) and inte-
grating, we have
σ2
∫ t
0
g2(s, t)ds+H(2H − 1)
∫ t
0
g(s, t)
∫ t
0
g(r, t)|r − s|2H−2drds = σ
∫ t
0
g(s, t)ds .
As a consequence, we obtain
σ
d
dt
∫ t
0
g(s, t)ds = σ2g2(t, t) + 2H(2H − 1)g(t, t)
∫ t
0
g(r, t)|r − t|2H−2dr
+ 2
∫ t
0
g˙(s, t)
(
σ2g(s, t) +H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr
)
ds
= σ2g2(t, t) + 2g(t, t)
(
σ − σ2g(t, t))+ 2σ ∫ t
0
g˙(s, t)ds
= −σ2g2(t, t) + 2σ
(
g(t, t) +
∫ t
0
g˙(s, t)ds
)
= −σ2g2(t, t) + 2σ d
dt
∫ t
0
g(s, t)ds ,
which implies σg2(t, t) = ddt
∫ t
0 g(s, t)ds.
On the other hand,
G(s, t) =
1
g2(s, s)
∂
∂s
EξtMs =
1
g2(s, s)
∂
∂s
(
1
σ
∫ s
0
g(r, s)
∂
∂r
Eξtξrdr
)
=
1
g2(s, s)
∂
∂s
(
1
σ
∫ s
0
g(r, s)
(
σ2 +H(2H − 1)
∫ t
0
|τ − r|2H−2dτ
)
dr
)
= σ2 +
1
σ
1
g2(s, s)
∂
∂s
∫ s
0
g(r, s)
∫ t
0
H(2H − 1)|τ − r|2H−2dτdr
= σ2 +
1
σg2(s, s)
(
g(s, s)
∫ t
0
H(2H − 1)|τ − s|2H−2dτ
+
∫ t
0
∫ s
0
H(2H − 1)g˙(r, s)|τ − r|2H−2drdτ
)
.
Taking the derive over t on the both sides of (7), we have
σ2g˙(s, t) + g(t, t)H(2H − 1)|s− t|2H−2 +H(2H − 1)
∫ t
0
g˙(r, t)|s− r|2H−2dr = 0 .
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Using the relationship above, we obtain
G(s, t) = σ2 − 1
σg2(s, s)
σ2
∫ t
0
g˙(τ, t)dτ = σ2 − σ
g(s, s)
∫ t
0
g˙(τ, s)
g(s, s)
dτ = σ2 − σ
g(s, s)
∫ t
0
R(τ, s)dτ .
Thus we complete the proof.
Let us mention that the process (Mt)t≥0 is called the fundamental martingale of ξ.
2.2. Malliavin derivative operator with respect to ξ
Let us present some basic results of the Malliavin derivative D and the adjoint operator δξ of
the Gaussian process ξt = σWt + B
H
t . For a time interval [0, T ], we denote by E the real-valued
step functions on [0, T ]. Let H be the Hilbert space defined as the closure of E with respect to the
scalar product:
〈1[0,t], 1[0,s]〉H = RH(t, s) ,
where RH is the covariance function of ξ. The mapping 1[0,t] → ξt can be extended to a linear
isometry between H and the Gaussian space H1 spanned by ξt and
RH(t, s) = σ
2(s ∧ t) + cH
∫ t
0
∫ s
0
|u− v|2H−2dudv ,
where cH = H(2H − 1).
We denote this isometry by ϕ→ ξH(ϕ). First we suppose the function ϕ(t) is derivable and we
use the part-integral to find the operator G∗ : H → L2([0, T ]).∫ T
0
ϕ(s)dξs = ϕ(T )ξT −
∫ T
0
ϕ′(s)ξsds
= ϕ(T )ξT −
∫ T
0
ϕ′(s)
[∫ s
0
G(τ, s)dMτ
]
ds
=
∫ T
0
ϕ(T )G(τ, T )dMτ −
∫ T
0
[∫ T
τ
G(τ, s)ϕ′(s)ds
]
dMτ
=
∫ T
0
[
ϕ(T )G(τ, T )−
∫ T
τ
G(τ, s)ϕ′(s)ds
]
dMτ
=
∫ T
0
[∫ T
τ
ϕ(s)
∂G(τ, s)
∂s
ds+G(τ, τ)ϕ(τ)
]
dMτ .
With 〈M〉T =
∫ T
0 g
2(s, s)ds and G(t, t) = σg(t,t) , we can define the kernel G(s, T ) = g(s, s)G(s, T )
and the operator G∗ : H → L2([0, T ]) by
(G∗ϕ)(τ) =
∫ T
τ
ϕ(s)
∂G
∂s
(τ, s)ds+ σϕ(τ), ϕ ∈ H .
Then the mfBm ξ has the following stochastic integral representation:
ξ(ϕ) :=
∫ T
0
ϕ(s)dξs =
∫ T
0
(G∗ϕ)(τ)dBτ ,
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where (Bτ )0≤τ≤T is a Brownian motion which has the same filtering as ξ. In particular, taking
ϕ(τ) = 1[0,t](τ), we have ξ(ϕ) = ξt. We define the Malliavin derivative and the adjoint operators
Dξ and δξ. Since Bt = ξ((G∗)−1(1[0,t])), let F ∈ S be the space and cylindrical random variables
of the form
F = f(ξH(ϕ1), ..., ξ
H(ϕn)) , (10)
where f ∈ C∞b (Rn) and ϕi ∈ H. We define its Malliavin derivative as the H-valued random variable
DξtF =
n∑
i=1
∂f
∂xi
(
ξH(ϕ1), ...ξ
H(ϕn)
)
ϕi(t), t ≥ 0. (11)
We denote by δξ the dual operator:
E[Fδξ(u)] = E
[〈DξF, u〉H] . (12)
Due to the property ξ(ϕ) = B(G∗ϕ), we have the following transfer principle:
Transfer principle. (1) For any F ∈ D1,2, we have
G∗DξF = DBF . (13)
(2) For any u ∈ Dom δξ := (G∗)−1Dom δB ⋂H, we get
δξ(u) = δB(G∗u) ∈ L2(Ω) . (14)
(3) For any function f, g ∈ H1, we obtain
〈f, g〉H = 〈G∗f,G∗g〉L2[0,T ] . (15)
It is worth emphasizing that D1,2, DB and δB are the Malliavin derivative operator, adjoint
operator with respect to the standard Brownian motion Bt and the domain of the operator D
B,
respectively.
2.3. Differentiability of ∂ϑψ(u, T )
In this part, we use the following notations:
ξt(ϑ) := ξt − ϑt, ξ∗t (ϑ); = sup
s∈[0,t]
ξs(ϑ), τ
∗
t (ϑ); = arg max
s∈[o,t]
ξs(ϑ) ,
For simplicity, we use ξ∗t,ϑ and τ
∗
t to replace ξ
∗
t (ϑ) and τ
∗
t (ϑ).
Let f(x) = 1(u,∞)(x). Then, we have
ψϑ(u, T ) = E[f(ξ
∗
T (ϑ))] .
Consequently, we have the following theorem.
7
Theorem 2.2. For ϑ > 0, and T > 0, we suppose that
FϑT =
τ∗T (ϑ)ΞT (ϑM)∫ T
0
G(t, τ∗T )Ψ(ξ∗t )dt
∈ L2(Pϑ) ,
where Pϑ is defined in (20) with the change of a to ϑ. Then the ruin probability ψ(u, T ) is differ-
entiable on ϑ and
∂ϑψ(u, T ) = Eϑ
[
1{τ≤T}δ
B
(
FϑTΨ(ξ
∗
•)
)]
, (16)
where δB is a adjoint operator of the Malliavin derivative with respect to the standard Brownian
motion B or the general Skorohod integral under Pϑ. Here the function Ψ ∈ C∞b and for x ≤ u2 ,
Ψ(x) = 1 and for x ≥ u, Ψ(x) = 0.
Proof. Obviously, it is not easy to get the derivative for the function f , which is not derivative.
(i) First, we assume that g ∈ C∞b (R) with g(x) = 0, if x ≤ u, we have the following equation:
∂ϑE[g(ξ
∗
T (ϑ))] = E[g
′(ξ∗T (ϑ))τ
∗
T (ϑ)].
Let us mention that the only difficulty is to get the formula of g′(ξ∗T (ϑ)). Since g is smooth, we
have
Dtg(ξ
∗
T ) = g
′(ξ∗T )1{t≤τ∗T } , (17)
where Dt is the Malliavin derivative given in (11) under Pϑ, which uses the definition of (20), since
Dtξ
∗
T = 1{t≤τ∗T }.
Now, we take the operator G∗H on the both sides of (17) and take the integral of the operator
from τ to T . Then, we have
G∗HDξg(ξ∗T )(τ) = g′(ξ∗T )G(τ, τ∗T )1{τ≤τ∗T }. (18)
On the one hand, when t ≥ τ∗T , we have ξ∗t ≥ u and Ψ(ξ∗t ) = 0. On the other hand, A = {ξ∗T ≥
u}, taking t ≥ 0 such as Ψ(ξ∗t ) 6= 0, we have ξ∗t < u < ξ∗T . This implies
1{t≤τ∗T }Ψ(ξ
∗
t ) = Ψ(ξ
∗
t ) ,
for t < τ∗T .
In this case, Ψ(ξ∗t ) has a definition and is not equal to 0 for all t ∈ R. Let us recall the property
of Malliavin derivative of (11) for any F ∈ D1,2
G∗HDξF = DBF ,
where DB is the general Malliavin derivative in the Brownian case. With this property, we will see
for the equation (18)
DBt g(ξ
∗
T )(t)Ψ(ξ
∗
t ) = g
′(ξ∗T )G(t, τ∗T )Ψ(ξ∗t ), t ≥ 0. (19)
Integrating the both sides of (19), we have
〈DB• g(ξ∗T ),Ψ(ξ∗•)〉L2[0,T ] = g′(ξ∗T )
∫ T
0
G(t, τ∗T )Ψ(ξ∗t )dt .
Consequently, we obtain
g′(ξ∗T ) =
〈
DB• g(ξ
∗
T ),
Ψ(ξ∗•)∫ T
0
G(t, τ∗T )Ψ(ξ∗t )dt
〉
L2[0,T ]
.
8
Therefore, we obtain
∂ϑE[g(ξ
∗
T (ϑ))] = E[g
′(ξ∗T (ϑ))τ
∗
T (ϑ)]
= Eϑ


〈
DB• g(ξ
∗
T ),
τ∗T (ϑ)ΞT (ϑM)Ψ(ξ
∗
•)∫ T
0 G(t, τ∗T )Ψ(ξ∗t )dt
〉
L2[0,T ]


= Eϑ
[
g(ξ∗T )δ
B(FϑTΨ(ξ
∗
•))
]
,
where δB is the adjoint operator of DB or the Skorohod integral under Pϑ and
FϑT =
τ∗T (ϑ)ΞT (ϑM)∫ T
0
G(t, τ∗T )Ψ(ξ∗t )dt
.
(ii) Since C∞K is dense in L
2(R), we have gn(n = 1, 2, ...) ∈ C∞K . For gn = f on some compact
sets Kn and gn → f in L2(R), we define ψn(ϑ) = E[gn(ξ∗T )]. It is obvious that ψn(ϑ) → ψ(u, T ).
On the other hand, we define
ǫn(ϑ) = E |gn(ξ∗T )− f(ξ∗T )| , ϑ > 0 .
Then for any compact set K ∈ R+, we have
sup
ϑ∈K
ǫn(ϑ) ≤ supKP(ξ∗T /∈ Kn) −→ 0, n→ 0 .
Using the fact ∂ϑE[ψn(ξ
∗
T (ϑ))] = Eϑ[ψn(ξ
∗
T )δ
B(FϑTΨ(ξ
∗
•))] and the Cauchy-Schwartz inequality,
we have
sup
ϑ∈K
∣∣∂ϑψn(ϑ)−Eϑ [1{τ≤T}δB (FϑTΨ(ξ∗•))] ∣∣2 ≤ (infK)−1 sup
ϑ∈K
ǫn(ϑ)Eϑ[ψn(ξ
∗
T )δ
B(FϑTΨ(ξ
∗
•))] ,
which yields the proof.
3. Girsanov Formula and finite-time ruin probability
3.1. Girsanov formula
Now, we introduce the Girsanov formula for the mfBm. Let Ξt(M) be the stochastic exponent
of the martingale M = (Mt)0≤t≤T :
Ξt(M) := exp
(
Mt − 1
2
〈M,M〉t
)
.
Thus it is a martingale with mean 1. For a ∈ R, let Pa be a probability on (Ω,F , (Ft)t≥0) defined
by
dPa
dP
= ΞT (aM) (20)
on FT . As in [17], we prove that ΞT (aM) is actually the likelihood ratio between the following two
hypotheses:
H0: With respect to the measure P, the process X is a mfBm with Hurst parameter H , i.e.
Xt = Zt.
Ha: With respect to the measure Pa, the process X is a mfBm with constant drift a, i.e.
Xt = Zt + at.
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Theorem 3.1. With respect to the measure, the process ξ is a mfBm with the drift a, i.e. the
distribution of ξ with respect to Pa is the same as the distribution of ξt+at with respect to P = P0.
Proof. We only need to prove that the finite-dimensional distribution of ξ, with respect to the
measure Pa, is that of a mfBm with a drift a. We fix ti ∈ [0, T ], i = 1, ...n and put τ∗ = (t1, ...tn).
We need to show
(Xt1 , ..., Xtn)
Pa=== N (aτ,Σ)
where Σ = (cov0(ξti , ξtj ))i, j = 1, ..., n.
Pick α∗ = (α1, ...αn) and note that
Ea exp
(
n∑
i=1
αiξti
)
= E0 exp
(
n∑
i=1
αiξti + aMT −
a2
2
〈M,M〉T
)
.
With respect to the measure P0, the random variable U =
∑n
i=1 αiξti + aMT is a Gaussian
variable with the mean E0U = 0 and the variance
E0U
2 = E0(aM
2
T ) +E0
(
n∑
i=1
αiξti
)2
+ 2
n∑
i=1
cov0(aMT , αiξti).
Next, we calculate cov0(Mt, ξs) for s < t. It is easy to get
cov0(Mt, ξs) = σ
∫ t
0
g(r, t)1[0,s](r)dr +
1
σ
H(2H − 1)
∫ t
0
∫ t
0
1[0,s](r)g(ℓ, t)|r − ℓ|2H−2drdℓ
=
∫ t
0
1[0,s](r)
{
σg(r, t) +
1
σ
H(2H − 1)
∫ t
0
g(ℓ, t)|r − ℓ|2H−2dℓ
}
dr .
From the equation (7), we have
σg(r, t) +
1
σ
H(2H − 1)
∫ t
0
g(ℓ, t)|r − ℓ|2H−2dℓ = 1 .
Then cov0(Mt, ξs) = σs, which implies that cov0(aMT , αiξti) = αiaσti. Hence, we have
E0U
2 = a2〈M,M〉T + α∗Σα+ 2
n∑
i=1
αiati ,
when U is Gaussian and
E0 exp(U) = exp
(
a2〈M,M〉T + 2aα∗τ + α∗Σα
2
)
.
As a consequence, we can show that
Ea exp
(
n∑
i=1
αiξti
)
= exp
(
aα∗τ +
α∗Σα
2
)
.
Remark 3.2. The theorem 3.1 tells us that when (ξt)0≤t≤T is a mfBm with the parameter H
under P, then the process ξt(a) := ξt − at, 0 ≤ t ≤ T is a mfBm under Pa.
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3.2. Finite-time ruin probability
From the equation (2), we suppose that the surplus process (Xt)t≥0 defined by
Xt = u+ ϑt− ξt, t ≥ 0. (21)
and the ruin probability ψ(u, T ) is defined by
ψ(u, T ) = P
(
inf
t∈[0,T ]
Xt < 0
)
,
We can state the finite time ruin probability with the Girsanov Formula. Let ηa(v) = inf{t >
0|ξt + at > v}. Then, we have the following result:
Proposition 3.3. The finite-time ruin probability ψ(u, T ) of the surplus process (21) will be
ψ(u, T ) = E
[
exp
(
−a+ ϑ
σ
∫ ηa(u)
0
g(s, ηa(u))dξs − (a+ ϑ)
2
2
∫ ηa(u)
0
g2(s, s)ds
)
1{ηa(u)≤T}
]
(22)
for any a ∈ R.
Proof. First of all, we rewrite ηa(u) by
ηa(u) = inf{t > 0, ξt + (ϑ+ a)t− ϑt > u},
Notice that ξt + (ϑ+ a)t is a mfBm under the probability P−(ϑ+a). A standard calculation yields
ψ(u, T ) = P(τ ≤ T )
= E−(ϑ+a)
[
1ηa(u)≤T
]
= E
[
ΞT (−(a+ ϑ)M)1ηa(u)≤T
]
= E
[
E
[
ΞT (−(a+ ϑ)M)|Fηa(u)∧T
]
1ηa(u)≤T
]
= E
[
Ξηa(u)(−(a+ ϑ)M)1ηa(u)≤T
]
.
Thus, we have
ψ(u, T ) = E
[
exp
(
−a+ ϑ
σ
∫ ηa(u)
0
g(s, ηa(u))dξs − (a+ ϑ)
2
2σ
∫ ηa(u)
0
g(s, ηa(u))ds
)
1{ηa(u)≤T}
]
,
(23)
the fact
∫ t
0 g(s, t)ds = σ
∫ t
0 g
2(s, s)ds yields the proof.
Remark 3.4. For the fixed u, σ > 0, we have
lim
a→∞
1{ηa(u)≤T} = 1, a.s.
That is to say when a is large enough, we can just simulate the ψ(u, T ) by the Monte Carlo procedure
but not necessary to consider the indicator function. On the other hand, let T → ∞ on the both
sides of (22) , the monotone convergence theorem yields an expression of ultimate ruin probability:
for any a > 0,
ψ(u) = E
[
exp
(
−a+ ϑ
σ
∫ ηa(u)
0
g(s, ηa(u))dξs − 1
2
(a+ ϑ)2
∫ ηa(u)
0
g2(s, s)ds
)]
.
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Remark 3.5. Our estimation method can be easily extended in the case ofH < 1/2. Let σ = 1 and
H < 1/2. Then, as presented in [5], we can see that the fundamental martingale Mt = E(Bt|FXt )
admits the following representation:
Mt =
∫ t
0
g˜(s, t)dXs, 〈M〉t =
∫ t
0
g˜(s, t)ds , (24)
where g˜(s, t) is the unique solution of the following integro-differential equation
g˜(s, t) +H
d
ds
∫ t
0
g˜(r, t)|s− r|2H−1sign(s− r)dr = 1, 0 < s, t < T. (25)
Let us mention that both the derivative and the integration in (25) are no longer interchangeable,
but it can be reduced to a weakly singular integral equation:
g˜(s, t) + βHt
−2H
∫ t
0
g˜(r, t)κ¯
(r
t
,
s
t
)
dr = cHs
1/2−H(t− s)1/2−H (26)
with the kernel
κ¯(u, v) = (uv)1/2−H
∫ 1
u∨v
r2H−1(r − u)−1/2−H(r − v)−1/2−Hdr, (27)
and
cH =
1
2HΓ(3/2−H)Γ(H + 1/2) , βH = c
2
H(1/2−H)2
λH
2− 2H , λH =
2HΓ(H + 1/2)Γ(3− 2H)
Γ(3/2−H) .
Remark 3.6. For H < 1/2, the Girsanov formula is also well defined in Theorem 3.1 and the
finite-time ruin probability is defined by:
ψ(u, T ) = E
[
exp
(
−(a+ ϑ)
∫ ηa(u)
0
g˜(s, ηa(u))dξs − (a+ ϑ)
2
2
∫ ηa(u)
0
g˜(s, ηa(u)ds)
)
1ηa(u)≤T
]
(28)
To simulate the ruin probability with the monte-carlo procedure, we always take a large enough.
Then, using the fact lim
a→∞ 1ηa(u)≤T = 1, we can obtain the ultimate ruin probability by the same
way. but when the function g˜ is more difficult to simulate, we will not consider this case in this
article.
4. Asymptotic Properties of ηa(v)
Until now, we have obtained the exact expression of the ruin probability, but we don’t have
efficient information about ηa(v). How does it perform in the ruin? So in this part, we will discuss
the asymptotic behaviour of ηa(v) for a large v and a fixed σ. In fact, for σ = 0, it is a pure
fractional case and has been studied by Michna ([14]). Hence we only consider the case of σ 6= 0.
For simplicity, we suppose σ = 1, ξ =Wt +B
H
t and
ηa(v) = inf {t > 0, ξt + at > v} .
For σ 6= 1, we can use the same method to get the similar results. First of all, we have to find
the upper bound of the expectation of ηna (v).
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Theorem 4.1. Let a > 0 and 12 < H < 1 and n ∈ N. Then for all v > 0, we have
Eηna (v) ≤
1√
2π
(
vH ′√
2(n−H ′)Ln(v/
√
2, H ′, a/
√
2) +
(1−H ′)a√
2(n+ 1−H ′)Ln+1(v/
√
2, H ′, a/
√
2)
)
,
where
Ln(u,H, a) =
∫ ∞
0
exp
{
−1
2
(
ut−H/(n−H) − at(1−H)/(n−H)
)2}
dt (29)
and H ′ = 2H+14 .
Proof. Let Φ(t) be the distribution function of the standard normal distribution U ∼ N (0, 1) and
φ(t) be the density function. By some basic calculations, we find
P
{
sup
s≤t
(ξs + as) > v
}
≥ P {ξt + at > v} = P (ξt > v − at)
= P
(
U >
v − at√
t+ t2
)
= 1− Φ
(
v − at√
t+ t2H
)
.
Since Φ(t) is a non-decreasing function and t+ t2H ≥ 2t(2H+1)/2, we have
P
{
sup
s≤t
(ξs + as) > u
}
≥ 1−Φ
(
v√
2
t−(2H+1)/4 − a√
2
t1−(2H+1)/4
)
= 1−Φ
(
v√
2
t−H
′ − a√
2
t1−H
′
)
.
Applying the method of integration by parts, we have
Eηna (v) =
∫ ∞
0
P
(
ηa(v) > t
1/n
)
dt
=
∫ ∞
0
(
1−P
{
sup
s≤t1/n
(ξs + as) > v
})
dt
≤
∫ ∞
0
Φ
(
v√
2
t−H
′/n − a√
2
t(1−H
′)/n
)
dt
≤
∫ ∞
0
(
vH ′t−H
′/n
√
2n
+
(1−H ′)at(1−H′)/n)√
2n
)
φ
(
u√
2
t−H
′/n − a√
2
t(1−H
′)/n
)
dt.
Finally, we divided the integral into two parts:
vH ′√
2n
√
2π
∫ ∞
0
t−H
′/n exp
{
−1
2
(
v√
2
t−H
′/n − a√
2
t(1−H
′)/n
)2}
dt
and
a(1−H ′)√
2n
√
2π
∫ ∞
0
t(1−H
′)/n exp
{
−1
2
(
v√
2
t−H
′/n − a√
2
t(1−H
′)/n
)2}
dt
and substituting t = sn/(n−H
′) and t = sn/(n+1−H
′), respectively, we obtain the upper bound.
The following theorem gives the limit performance of the expectation of ηna (v) and the conver-
gence of ηa(v) in L
n(Ω).
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Theorem 4.2. For all n ≥ 1 and a > 0, we have
lim
v→∞
Eηna (v)
(
v√
2
)−n
=
(
a√
2
)−n
. (30)
Furthermore, we obtain
lim
v→∞
ηa(v)
(
v√
2
)−1
=
(
a√
2
)−1
(31)
in Ln(Ω). Finally, we have
lim
v→∞
∫
Ω
∣∣∣∣∣ηa(v)
(
v√
2
)−1
−
(
a√
2
)−1∣∣∣∣∣
n
dP = 0. (32)
Proof. With Lemma 1 in [14], for H > 12 , n ∈ N and u→∞, we have
Ln(u,H, a) ∼
√
2π(n−H)a−nun−1 . (33)
Then in theorem 4.1, we have
1√
2π
(
vH ′√
2(n−H ′)Ln(v/
√
2, H ′, a/
√
2) +
(1−H ′)a√
2(n+ 1−H ′)Ln+1(v/
√
2, H ′, a/
√
2)
)
∼
(
v√
2
)n(
a√
2
)−n
.
As a consequence, we have
lim
v→∞
Eηna (v)
(
v√
2
)−n
≤
(
a√
2
)−n
.
Next, we find the lower bound. Using the Slepian’s inequality in [14] and Lemma 1 in [13], we
can have
P
{
sup
s≤t
(ξs + as) > v
}
≤ P
{
sup
s≤t
(W¯ (s+ s2H) + as) > v
}
≤ P
{
sup
s≤t
W¯ (
1
2
(s+ s2H) +
1√
2
as) >
v√
2
}
,
where W¯ (t) is a standard Brownian motion.
Let f(t) = 12 (t+ t
2H) and we denote ρ(u) as
ρ(v) = inf{t > 0 : W¯ (t) + a√
2
f−1(t) >
v√
2
} .
Then, we have
P
{
sup
s≥t
W¯ (
1
2
(s+ s2H) +
1√
2
as) >
v√
2
}
= P
{
sup
s≤f(t)
(W¯ (s) +
a√
2
f−1(s)) >
v√
2
}
= P{f−1(ρ(v)) ≤ t} ,
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with the barrier v√
2
− a√
2
f−1(t).
Indeed, we can see that the lower bound of the density of ρ(u) is
p(t) = t−3/2(
v√
2
− a√
2
f−1(t)− t[ v√
2
− a√
2
f−1(t)]′)φ(t−1/2(
v√
2
− a√
2
f−1(t)))
= t−3/2
(
v√
2
− a√
2
f−1(t) +
a√
2
t[f−1(t)]′
)
φ(t−1/2(
v√
2
− a√
2
f−1(t)))
= t−3/2
(
v√
2
− a√
2
f−1(t) +
2a√
2
t
[
1
1 + 2H(f−1(t)2H−1)
])
φ(t−1/2(
v√
2
− a√
2
f−1(t))) .
Now we construct a function F (x), which is defined as
F (x) = xnt−3/2
(
v√
2
− a√
2
x+
2a√
2
t
[
1
1 + 2Hx2H−1
])
φ(t−1/2(
v√
2
− a√
2
x)) .
Thus F (x) is a non-increasing function when x ≤ v/a and a non-decreasing function when
x ≥ v/a. In fact, for every fixed t, we have f−1(t) ≤ t1/(2H′) if H ′ = 2H+14 . We can also have
f−1(t) ≥ t1/(2H) if t ≥ 1. Thus, if u is a fixed number and t ≤ f(v/a), then F (x) is non-increasing
and non-decreasing for t ≥ f(v/a).
Moreover, a standard calculation yields
Eηna (v) ≥ E
[
f−1(ρ(v))
]n ≥ ∫ ∞
0
[
f−1(t)
]n
p(t)dt .
Now with the properties of F (x), we can see that
Eηna (v) ≥
∫ f(v/a)
0
tn/(2H
′)−3/2
(
v√
2
−
(
1− 1
2H ′
)
a√
2
t1/(2H
′)
)
φ
(
v√
2
− a√
2
t(1−H
′)/(2H′)
)
+
∫ ∞
f(v/a)
tn/(2H
′)−3/2
(
v√
2
−
(
1− 1
2H
)
a√
2
t1/(2H)
)
φ
(
v√
2
− a√
2
t(1−H
′)/(2H)
)
.
Using Lemma 1 in [14], we have
lim
v→∞
∫ f(v/a)
0
tn/(2H
′)−3/2
(
v√
2
− (1− 12H′ ) a√2 t1/(2H′)
)
φ
(
v√
2
− a√
2
t(1−H
′)/(2H′)
)
(
v√
2
)n =
(
a√
2
)−n
.
(34)
lim
v→∞
Eηna (v)
(
v√
2
)−n
≥
(
a√
2
)−n
.
Then (30) is satisfied. At the same time, (31) or (32) is satisfied.
Remark 4.3. In this part, we only considered the case of σ = 1. However, actually for every
fixed σ, the conclusion (30), (31), (32) of theorem 4.2 is still valid just with the replacement of the
number
√
2 by
√
2
√
σ.
Remark 4.4. Using similar arguments as above, we can obtain asymptotic properties of ηa(v) in
the case of H ∈ (0, 12 ). Hence, we establish asymptotic properties of ηa(v) for all H ∈ (0, 1).
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5. Estimation of the ruin probability with the unknown parameter ϑ
At the beginning of this paper, we have elaborated that the approximation of the parameter
ϑ is unknown. In this section, we try to estimate ϑ and the ruin probability with the unknown
parameter from the observation (Xt)0≤t≤T ′ where T ′ < T . First we try to use the continuous time
observation. Thus, in the model
Xt = u+ ϑt− ξt, 0 ≤ t ≤ T ′ .
we can observe all the trajectories of (Xt)0≤t≤T ′ .
5.1. Estimation of ϑ and ruin probability with the continuous observations
Let Yt = Xt − u, then the process (Yt)0≤t≤T ′ satisfies
Yt = ϑt− ξt .
Using some similar arguments as in [5] and [7], we have the following theorem.
Theorem 5.1. The MLE of ϑ is given by
ϑˆT ′ = σ
∫ T ′
0
g(t, T ′)dYt∫ T ′
0 g(t, T
′)dt
,
where the function g(t, T ′), t ∈ [0, T ′] is a solution of the equation (7). The corresponding estimation
error is normal
ϑˆT ′ − ϑ ∼ N
(
0,
σ∫ T ′
0 g(t, T
′)dt
)
, (35)
with the asymptotic variance
lim
T ′→∞
T ′2−2HEϑ(ϑˆT ′ − ϑ)2 = 2HΓ(H + 1/2)Γ(3− 2H)
Γ(3/2−H) , (36)
where Γ(x) is the standard Gamma function.
Let ψˆc(u, T ) = ψ(ϑˆT ′ , u, T ). Moreover, if we set T =∞, then with the delta method we have
ψˆc(u, T )− ψ(u, T ) ∼ N
(
0,
∂2ϑψ(u, T )σ∫ T ′
0 g(t, T
′)dt
)
. (37)
Moreover, the asymptotic variance can be calculated as
lim
T ′→∞
T ′2−2HEϑ(ψˆc(u, T )− ψ(u, T ))2 = 2HΓ(H + 1/2)Γ(3− 2H)
Γ(3/2−H) ∂
2
ϑψ(u, T ). (38)
From (22), the function ψ(u, T ) is continuously differentiable with respect to ϑ. Then, for fixed
a, we have
∂ϑψ(u, T ) = E
[
−ϑ
σ
∫ ηa(u)
0
g(s, ηa(u))dξs − (a+ ϑ)
∫ ηa(u)
0
g2(s, s)ds
exp
(
−a+ ϑ
σ
∫ ηa(u)
0
g(s, ηa(u))dξs − (a+ ϑ)
2
2
∫ ηa(u)
0
g2(s, s)ds
)
1{ηa(u)≤T}
]
.
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Remark 5.2. For the estimation of the parameter ϑ, we can use the continuous time observations
in theorem 5.1 and the asymptotic result will be
lim
T ′→∞
T ′E(ϑˆT ′ − ϑ)2 = 1. (39)
which has been proved in [7]. The properties of the estimator of the ruin probability will be
completed by the Delta method.
5.2. Estimation of ϑ with the discrete observation
We will give the maximum likelihood estimator ϑˆn of ϑ from the observations
Y = (Xt1 − u, Xt2 − u, · · · , Xtn − u)T ,
where tk = kh, k = 1, 2, · · · , n for some fixed intervals h > 0 and the superscript T denotes the
transpose of a vector. We use the following notations:
Y = ϑt− σW −BH , (40)
where t = (t1, t2, · · · , tn)T , W = (Wt1 , Wt2 , · · · , Wtn)T and BH = (BHt1 , BHt2 , · · · , BHtn).
Then the joint probability density function of Y is given by
f(Y) = (2π)−n/2|Γ|−1/2 exp
(
−1
2
(−Y + ϑt)TΓ−1(−Y + ϑt)
)
.
where
Γi,j =
[
σ2h(i ∧ j) + 1
2
h2H(i2H + j2H − |i − j|2H)
]
i,j=1,2,...n
. (41)
Consequently, we obtain the log-likelihood function
ln f(Y, ϑ) = −n
2
ln(2π)− 1
2
log |Γ| − 1
2
(−Y + ϑt)TΓ−1(−Y + ϑt) . (42)
The estimator ϑˆn can be obtained by the equation (42)
ϑˆn =
tTΓ−1Y
tTΓ−1t
. (43)
Substituting Y by ϑt− σW −BH , we have
ϑˆn − ϑ = −t
TΓ−1(σW +BH)
tTΓ−1t
. (44)
In the following, we will consider the asymptotic properties of the maximum likelihood estimator
ϑˆn defined in (43).
Now, let us first consider the L2-consistency of (43).
Theorem 5.3. The maximum likelihood estimator ϑˆn (defined in (43)) of ϑ is unbiased and it
converges in mean square to ϑ as n→∞.
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Proof. Since σW+BH is a centered Gaussian process, the term on the right side of (44) is a normal
distribution. It is obvious that ϑˆn is unbias and
E
(
ϑˆn − ϑ
)2
=
1
tTΓ−1t
=
h−2∑N
i,j=1 ijΓ
−1
ij
, (45)
where Γ−1ij denotes the element of the inverse matrix Γ
−1 of Γ.
Let z be the vector (1, 2, · · · , n)T in Rn. By using the following well-known inequality
zTΓ−1z ≥ ‖ z ‖
2
2
λmax
,
where λmax is the largest eigenvalue of the matrix Γ. Thus we have
E
(
ϑˆn − ϑ
)2
≤ h−2 λmax‖ z ‖22
.
Since 12 + 22 + . . .+ n2 = n(n+1)(2n+1)6 , we obtain that ‖ z ‖22 behaves as n3.
On the other hand, according to the Gerschgorin Circle Theorem (see Theorem 8.1.3 in [10]),
for 12 < H < 1, we have
λmax ≤ max
i=1,...,n
n∑
j=1
| Γij |≤ CN2H+1 ,
where C is a positive constant whose value may be different in different occurrences.
Consequently, for 12 < H < 1, we have
Var[ϑˆn] = E
(
ϑˆn − ϑ
)2
≤ Ch−2N−3N2H+1 = Ch−2N2H−2 . (46)
which converges to zero as n→∞.
Remark 5.4. Let us mention that the maximum likelihood estimator ϑˆn is L
q convergent for any
q ≥ 1 as n→∞. Thus, for any q ≥ 1, we have
E
(
ϑˆn − ϑ
)q
→ 0 ,
as n→∞.
Next, we will show the strong consistency of µˆ as n→∞.
Theorem 5.5. The maximum likelihood estimator ϑˆn (defined in (43)) is a strongly consistent
estimator of ϑ, that is,
ϑˆn
a.s.−−→ ϑ , (47)
as n→∞, where a.s.−−→ means almost sure convergence.
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Proof. To prove the strong convergence of ϑˆn, we will use the Borel-Cantelli lemma. To this end,
we should show that ∑
n≥1
P
(
|ϑˆn − ϑ| > 1
nǫ
)
<∞ , (48)
for some ǫ > 0.
Take 0 < ǫ < 1−H . Then from the Chebyshev’s inequality, the property of the central absolute
moments of Gaussian random variables and (46), we have
P
(
|ϑˆn − ϑ| > 1
nǫ
)
≤ N qǫE
(
|ϑˆn − ϑ|q
)
≤ Cqnqǫ
(
E
(
|ϑˆn − ϑ|2
))q/2
≤ Cˆqh(−H−1)qN qǫ+(H−1)q ,
where Cq and Cˆq are generic constants depending on q. In consequence, for sufficiently large q, we
have qǫ+(H− 1)q < −1. Thus (48) is proved, which implies (47) by the Borel-Cantelli lemma.
Furthermore, we analyse the asymptotic normality for the estimator ϑˆn. The following theorem
states the desired result.
Theorem 5.6. The maximum likelihood estimator ϑˆn (defined in (43)) of ϑ is approximately
normal distribution such that √
tTΓ−1t(ϑˆn − ϑ) L−→ N (0, 1) (49)
as n tends to infinity, where
L−→ means convergence in distribution.
Proof. First, we define
FN =
√
tTΓ−1t(ϑˆn − ϑ) = −t
TΓ−1(σW +BH)√
tTΓ−1t
.
Then the Malliavin derivative of FN can be calculated as
DsFN = σ
tTΓ−1
(
σDsW +DsB
H
)
√
tTΓ−1t
,
whereDsW =
(
1[0,h](s), 1[0,2h](s), . . . , 1[0,nh](s)
)T
andDsB
H =
(
1[0,h](s), 1[0,2h](s), . . . , 1[0,nh](s)
)T
.
Let αH = H(2H − 1) and δlk be the Kronecker symbols. Then, a standard calculation yields
E[F 2N ] = 1, (50)
‖ DFN ‖2H = 1 , (51)
where for the last equality, we have used the following results: σ
∫ ih
0
∫ kh
0
1[0,lh](u)1[0,jh](u)dsdu +∫ ih
0
∫ kh
0 αH |s − u|2H−21[0,lh](u)1[0,jh](u)dsdu = Γlj ,
∑N
j=1 Γ
−1
ij Γlj = δil and
∑N
j,k,l=1 jlΓ
−1
kl δjk =∑N
j,k,l=1 jlΓ
−1
jl .
Hence E[F 2N ] converges to a constant. By Equation (51), we obtain that ‖DFN‖2H1 converges in
L2 to the constant σ2. By applying the Theorem 4 in [18], the proof of the theorem is complete.
Remark 5.7. When H < 1/2, using the maximum likelihood approach, we can estimate ϑ based on
discretely observed of Ykh, k = 1, 2, · · · , n. Moreover, similar to subsection 5.2, we can also obtain
that the maximum likelihood estimator, ϑˆn, is unbiased, convergence in mean, strong consistency
and asymptotic normality.
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6. Simulation study
In this section, we illustrate the theoretic results proposed in Section 5 by the Monte Carlo
simulation. For the continuous estimation, the difficulty of the simulation is the function g(t, T ).
We use the definition of the conditional expectation to compute this function here. For fixed T , we
consider that E
(
BT
∣∣∆Y1, · · · , ∆Yn) = n∑
i=1
ϕi∆Yi where ∆Yi = Yi − Yi−1, i = 1, 2, · · · , n. With
the calculations of EBT∆Yi and cov(∆Yi∆Yj), the vector of ϕ is given by
ϕ =
T
n
1∗R−1n
where 1∗ denotes a n-dimension line vector with all components 1 and Rn is a n × n matrix
with the component Ri,jn -ith line and j-th column. The R
i,j
n = T/n + (T/n)
2H for i = j and
Ri,jn = (T/n)
2H
(
1
2 |i− 1− j|2H + 12 |j − 1− i|2H − |i− j|2H
)
for the others.
First, we investigate the L2 convergence of ϑˆT ′ proposed in Theorem 5.1. For σ = 1, the
following table presents the simulation results for the left hand side of (36). Moreover, the results
of the right hand side of (36) are also provided in the following table. From numerical computations,
we can see that the biases between the left hand side of (36) and the right hand side of (36) decrease
as the valuation of T ′ increases. Hence we can conclude that the maximum likelihood estimator
ϑˆT ′ performs well for the Hurst parameters H ∈ (12 , 1).
Table 1. Estimation results of (36)
The left hand side of (36) The RHS of (36)
T ′=2000 T ′=2500 T ′=3000 T ′=3500 T ′=4000 T is vanished
H=0.7 1.0363 1.0278 1.0100 0.9982 0.9913 0.9865
H=0.75 1.0073 1.0010 0.9902 0.9841 0.9837 0.9833
Next, we investigate the L2 convergence of ψˆc(u, T ) proposed in Theorem 5.1. The results are
provided by the following table. As is expected, the simulated results of the left hand side of (38)
converges to the right hand side of (38) as T →∞.
Table 2. Estimation results of (38)
The left hand side of (38) The RHS of (38)
T ′=2000 T ′=2500 T ′=3000 T ′=3500 T ′=4000 with T →∞
H=0.7 0.0549 0.0524 0.0535 0.0529 0.0518 0.0526
H=0.75 0.0604 0.0603 0.0600 0.0590 0.0597 0.0596
To evidence the result of (35), we now investigate the asymptotic distribution of ϑˆT ′ −ϑ (given
by (35)). Here, the chosen parameters are H=0.6, θ=1.2, σ=1, we take T ′=100. The results are
presented in the following Figure. The histogram in the following Figure indicates that the normal
approximation of the asymptotic distributions of ϑˆT ′ − ϑ is reasonable even with small T ′.
20
Fig.1. The distribution of the difference of ϑˆT ′ − ϑ.
We also simulate the finite-time ruin probability for T=200, µ=2, H=0.6, ϑ=1.2, σ=1. The
estimator for ϑ is still as the simulation before with T ′=100. Then the finite-time ruin probability
will be ψ(u, T )=0.0870. The variance of the right of (37) will be 0.0011. The following figure gives
the normal distribution of the difference of the ruin probability with the variance of normal 0.0012.
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Fig.2. Difference of ruin.
In what follows, we study the finite sample properties of the maximum likelihood estimator
ϑˆn proposed in Section 5. Actually, the main obstacle of Monte Carlo simulation is the difficulty
of simulating the fBm, in contrast to the standard Brownian motion. In the literature, there are
many methods to simulate the fBm. In this paper, we apply Paxson’s algorithm (see [19]). This
means that we first generate the fractional Gaussian noise based on Paxson’s method by fast Fourier
transformation. Then, we can obtain the fBm using the result that the fBm is defined as a partial
sum of the fractional Gaussian noise.
Specially, for a fixed time span T = 1, we carry out a simulation study to illustrate the efficiency
of the almost sure convergence in Theorem 5.5, by using some generating datasets with different
sampling size n and different sampling interval h. For each case, replications involving 1000 samples
are simulated from the true model. Table 1 reports the mean, median, standard deviation (S.Dev.)
and root mean square error (RMSE) of the maximum likelihood estimator proposed in this paper
with different sample sizes, where the true value denotes the parameter value of ϑ used in the Monte
Carlo simulation.
Table 2. Simulation results of the maximum likelihood estimator ϑˆn with σ=0.5
Hurst parameter H=0.60 Hurst parameter H=0.75
True value 0.100000 0.500000 1.500000 3.000000 0.100000 0.500000 1.500000 3.000000
Panel A. Sampling interval h=1/4 and sample size n=4
Mean 0.100837 0.500332 1.500750 2.999140 0.099837 0.500633 1.500813 3.000323
Median 0.100879 0.500301 1.500410 2.998567 0.099103 0.500901 1.500314 2.999536
S.Dev. 0.029969 0.029930 0.029790 0.029940 0.023946 0.023466 0.024237 0.023562
RMSE 0.029966 0.029917 0.029785 0.029938 0.023935 0.023463 0.024238 0.023553
Panel B. Sampling interval h=1/12 and sample size n=12
Mean 0.100383 0.500036 1.502104 3.000388 0.096220 0.489693 1.499061 2.992395
Median 0.100101 0.500686 1.501999 2.999078 0.096133 0.500403 1.499486 2.999277
S.Dev. 0.054847 0.039220 0.040332 0.038746 0.167600 0.189670 0.166807 0.184082
RMSE 0.054821 0.039200 0.040367 0.038728 0.167559 0.189855 0.166726 0.184147
Panel C. Sampling interval h=1/252 and sample size n=252
Mean 0.101438 0.499845 1.500287 3.000359 0.099947 0.501769 1.503440 3.003142
Median 0.102622 0.499731 1.500560 3.000330 0.103347 0.503691 1.501997 3.001253
S.Dev. 0.017961 0.018192 0.017792 0.017683 0.096270 0.098543 0.095903 0.093940
RMSE 0.018010 0.018183 0.017785 0.017677 0.096222 0.098510 0.095916 0.093945
From numerical computations, we can see that the maximum likelihood estimator proposed in
this paper performs well for the Hurst parameters H > 12 . As is expected, the simulated mean of
these estimators converges to the true value rapidly and the simulated standard deviation decreases
to zero with a slight positive bias as the number of observations increase.
To evidence the result in Theorem 5.6, we next investigate the asymptotic distributions of ϑˆn.
Thus, we focus on the distributions of the following statistics:
Φ =
√
tTΓ−1t
(
ϑˆn − ϑ
)
.
Here, the chosen parameters are ϑ=1, σ=0.25, H=0.618, we take T=100 and h = 110 . We
perform 10,000 Monte Carlo simulations of the sample paths generated by the process of (40). The
results are presented in the following Figure and Table 2.
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Fig.3. Histogram of the statistic Φ.
Table 2. Summary statistics of the statistic Φ
Statistics Mean Median S.Dev. Skewness Kurtosis
Φ -0.000107 -0.000186 0.006156 0.204663 4.580473
The histogram indicates that the normal approximation of the distribution of the statistic Φ is
reasonable even when sampling size n is not so large. From Table 2, we can see that the empirical
mean, standard deviation, skewness and kurtosis are close to their asymptotic counterparts, which
confirms our theoretical analysis: the convergence of the distribution of Φ is fast.
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