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Abstract
In a seminal paper from 1983, Burr and Erdo˝s started the systematic study of
Ramsey numbers of cliques vs. large sparse graphs, raising a number of problems.
In this paper we develop a new approach to such Ramsey problems using a mix of
the Szemere´di regularity lemma, embedding of sparse graphs, Tura´n type stability,
and other structural results. We give exact Ramsey numbers for various classes of
graphs, solving all but one of the Burr-Erdo˝s problems.
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1 Introduction
Our notation is standard (e.g., see [3]). In particular, G (n) stands for a graph of order
n; we write |G| for the order of a graph G and kr (G) for the number of its r-cliques. The
join of the graphs G and H is denoted by G+H.
Given a graph G, a 2-coloring of E (G) is a partition E (G) = E (R) ∪ E (B) , where
R and B are graphs with V (R) = V (B) = V (G) . The Ramsey number r(H1, H2) is the
least number n such that for every 2-coloring E (Kn) = E (R)∪E (B) , either H1 ⊂ R or
H2 ⊂ B.
The aim of this paper is to develop a new approach to Ramsey numbers of cliques vs.
large sparse graphs. We prove a generic Ramsey result about certain classes of graphs,
thus producing an unlimited source of specific exact Ramsey numbers. This enables us to
answer a number of open questions and extend a substantial amount of earlier research.
Moreover, some of the auxiliary results used in our proofs may be regarded as general
tools for wider classes of Ramsey problems.
Let us recall the notion of goodness in Ramsey theory, introduced by Burr [8]: a
connected graph H is p-good if the Ramsey number r(Kp, H) is given by
r (Kp, H) = (p− 1) (|H| − 1) + 1.
2
The systematic study of good Ramsey results was initiated by Burr and Erdo˝s in [7];
for surveys of subsequent progress the reader is referred to [10] and [15].
First we outline some of the problems raised in [7].
1.1 Solved and unsolved problems about p-good graphs
In [7] Burr and Erdo˝s, probing the limits of p-goodness, gave some general constructions
of p-good graphs and raised a number of questions, most of which are still open. To state
the most important problem raised in [7] and reiterated in [10] and [11], we recall that a
graph is called q-degenerate if each of its subgraphs contains a vertex of degree at most q.
Conjecture 1.1 For fixed q ≥ 1, p ≥ 3, all sufficiently large q-degenerate graphs are
p-good.
A weaker version of this conjecture was stated earlier by Burr in [8].
Conjecture 1.2 For fixed q ≥ 1, p ≥ 3, all sufficiently large graphs of maximum degree
at most q are p-good.
Brandt [5] showed that for p = 3 and q ≥ 168, every q-regular graph of sufficiently large
order and with sufficiently large expansion factor is a counterexample to Conjecture 1.2.
Using a different approach, in Section 5 we show that, for p = 3, almost all 100-regular
graphs are counterexamples to Conjecture 1.2, and thus to Conjecture 1.1.
We shall answer in the affirmative all but one of the remaining questions raised in [7].
Write Cn for the cycle of order n. Burr and Erdo˝s [7] showed that the wheel K1 + Cn
is 3-good for n ≥ 5. This result motivated the following three questions ([7], p. 50.)
Question 1.3 Is the wheel K1 + Cn p-good for fixed p > 3 and n large?
Recall that the kth power of a graph G is a graph Gk with V
(
Gk
)
= V (G) and
uv ∈ E (Gk) if u and v can be joined in G by a path of length at most k.
Question 1.4 Is K1 + C
k
n a p-good graph for fixed k ≥ 2, p ≥ 3 and n large?
Question 1.5 Fix p ≥ 3, l ≥ 1, k ≥ 1, and a connected graph G. Is it true that, for
every large enough graph G1 homeomorphic to G, the graph Kl +G
k
1 is p-good?
Burr and Erdo˝s estimated that finding an answer to Question 1.5 would be very
difficult. In this paper we answer Question 1.5 in the affirmative, implying an affirmative
answer to Questions 1.3 and 1.4 as well.
Clearly, the clique number of p-good graphs must grow rather slowly with their order.
Therefore, the following question comes naturally ([7], p. 41.)
Question 1.6 Subdivide each edge of Kn by one vertex. Is the resulting graph p-good for
p fixed and n large?
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Burr and Erdo˝s also asked a question about tree-like constructions of fixed families of
graphs, which they called “graphs with bridges” ([7], p. 44). We restate their question in
a much stronger form.
Given a graph G of order n and a vector of positive integers k = (k1, . . . , kn), write
Gk for the graph obtained from G by replacing each vertex i ∈ [n] with a clique of order
ki and every edge ij ∈ E (G) with a complete bipartite graph Kki,kj .
Question 1.7 Suppose K ≥ 1, p ≥ 3, Tn is a tree of order n, and k = (k1, . . . , kn) is a
vector of integers with 0 < ki ≤ K for all i ∈ [n] . Is T kn p-good for n large?
We shall answer Questions 1.6 and 1.7 in the affirmative. However, the following
particular question raised in [7] is beyond the scope of this paper.
Question 1.8 Is the n-cube 3-good for n large?
1.2 Some highlights on Ramsey goodness
We list below several important results on Ramsey goodness.
Define a q-book of size n to be the graph Bq (n) = Kq + nK1, i.e., Bq (n) consists of n
distinct (q + 1)-cliques sharing a q-clique.
Fact 1.9 ([26]) For fixed q ≥ 2, p ≥ 3, and large n,
r (Kp, Bq (n)) = (p− 1) (n+ q − 1) + 1.
In the following results Kp is replaced by a supergraph H ⊃ Kp such that r (H,G) =
r (Kp, G) for certain p-good graphs G.
Fact 1.10 ([13], [16]) For fixed m ≥ 1 and large n,
r (B2 (m) , Cn) = 2 (n− 1) + 1.
Fact 1.11 ([30], [17]) For fixed p ≥ 2, m ≥ 1, and any tree Tn of large order n,
r (Bp (m) , Tn) = p (n− 1) + 1.
Write Kp (t1, . . . , tp) for the complete p-partite graph with part sizes t1, . . . , tp and set
Kp (t) = Kp (t, . . . , t) .
Fact 1.12 ([6], [12]) For fixed m ≥ 1, k ≥ 1, n1, . . . , nk, and n large,
r (B2 (m) , Kk+1 (n1, . . . , nk, n)) = 2 (n1 + . . .+ nk + n)− 1.
Fact 1.13 ([2], [12]) For fixed p ≥ 2, t ≥ 1, and any tree Tn of large order n,
r (Kp+1 (1, 1, t, . . . , t) , Tn) = p (n− 1) + 1.
Fact 1.14 ([29], [14], [27], [28]) There exists c > 0 independent of n such that if n is
large and m ≤ cn, then
r (B2 (m) , B2 (n)) = 2n+ 3.
The following result answers in the affirmative a special case of Question 1.7.
Fact 1.15 ([23]) For fixed p ≥ 3 and graph H, the graph K1+ nH is p-good for n large.
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2 Main results
We first outline the approach to Ramsey numbers adopted in this paper.
For every p and n, we describe two families of graphs R (n) and B (n) such that, if n
is large, then for every 2-coloring E
(
Kp(n−1)+1
)
= E (R)∪E (B) , either H ⊂ R for some
H ∈ R (n) or G ⊂ B for all G ∈ B (n) .
To describe R (n) , we define joints: call the union of t distinct p-cliques sharing an
edge a p-joint of size t; denote the maximum size of a p-joint in a graph G by jsp (G) .
The family R (n) consists of all (p+ 1)-joints of size at least cnp−1 for some appropriate
c > 0.
To describe B (n) , we first define splittable graphs: given real numbers γ, η > 0,
we say that a graph G = G (n) is (γ, η)-splittable if there exists a set S ⊂ V (G) with
|S| < n1−γ such that the order of any component of G−S is at most ηn. The family B (n)
consists of all q-degenerate (γ, η)-splittable graphs, where q and γ are fixed and η > 0 is
appropriately chosen.
2.1 The main theorem
Here is our main theorem.
Theorem 2.1 For all p ≥ 3, q ≥ 1, 0 < γ < 1, there exist c > 0, η > 0 such that
if E
(
Kp(n−1)+1
)
= E (R) ∪ E (B) is a 2-coloring, then for n large, one of the following
conditions holds:
(i) R contains a (p+ 1)-joint of size cnp−1;
(ii) B contains every q-degenerate (γ, η)-splittable graph G of order n.
Note that Theorem 2.1 gives exact Ramsey numbers for graphs of varying structure,
implying, in particular, positive answers to the questions raised in Section 1.1.
2.2 Variations of the R (n) family
The condition jsp+1 (R) > cn
p−1 implies the existence of various (p+ 1)-partite graphs
in R. On the one hand, R contains dense supergraphs of Kp+1 as shown in the following
theorem, proved in 3.2.
Theorem 2.2 For all p ≥ 3, q ≥ 1, 0 < γ < 1, there exist c > 0, η > 0 such that
if E
(
Kp(n−1)+1
)
= E (R) ∪ E (B) is a 2-coloring, then for n large, one of the following
conditions holds:
(i) R contains Kp+1 (1, 1, t, . . . , t) for t = ⌈c logn⌉ ;
(ii) B contains every q-degenerate, (γ, η)-splittable graph G of order n.
Observe that this theorem considerably changes the usual setup for goodness results:
now in the graph R we find dense supergraphs of Kp whose order grows with n. On the
other hand, if we give up density, we find in R sparse p-partite graphs whose order is
linear in n. More precisely, we have the following theorem, proved in 3.3.
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Theorem 2.3 For all p ≥ 2, q ≥ 1, d ≥ 2, 0 < γ < 1, there exist α > 0, c > 0, η > 0
such that if E
(
Kp(n−1)+1
)
= E (R) ∪ E (B) is a 2-coloring, then, for n large, one of the
following conditions holds:
(i) R contains Ks + H for every (p+ 1− s)-partite graph H with |H| = ⌊αn⌋ and
∆(H) ≤ d;
(ii) B contains every q-degenerate, (γ, η)-splittable graph G of order n.
2.3 Variations of the B (n) family
Call a family of graphs F γ-crumbling, if for any η > 0, there exists n0 (η) such that all
graphs G ∈ F with |G| > n0 (η) are (γ, η)-splittable. We will say that a family F is
degenerate and crumbling if F is q-degenerate and γ-crumbling for some specific q and γ.
Restricting Theorem 2.1 to degenerate crumbling families, we obtain the following
theorem.
Theorem 2.4 For all p ≥ 2, q ≥ 1, 0 < γ < 1 there exists c > 0 such that if F is a
q-degenerate γ-crumbling family and E
(
Kp(n−1)+1
)
= E (R)∪E (B) is a 2-coloring, then
for n large one of the following conditions holds:
(i) R contains a (p+ 1)-joint of size cnp−1;
(ii) B contains every G ∈ F of order n.
Since Kp is a subgraph of any p-joint, it follows that all sufficiently large members of a
degenerate crumbling family are p-good. This simple observation is a clue to the answers
of all questions of Section 1.1.
Subdivide each edge of Kn by a single vertex, write K̂n for the resulting graph, and
note that K̂n is 2-degenerate. If we remove the vertices of the original Kn, the remaining
graph consists of
(
n
2
)
isolated vertices. Since n < (n (n+ 1))1/2 it follows that K̂n is
(1/2, η)-splittable for η = 1/
(
n+1
2
)
. Thus, the family of all K̂n’s is 2-degenerate and
crumbling; hence, K̂n is p-good for n large, answering Question 1.6.
The propositions stated below are proved in Section 4 unless their proof is omitted.
The answer to Question 1.5 is affirmative in view of the following three propositions.
Proposition 2.5 The family of all graphs homeomorphic to a fixed connected graph G is
degenerate and crumbling.
Proposition 2.6 If F is a crumbling family of bounded maximum degree, then, for fixed
k ≥ 1, the family Fk = {Gk : G ∈ F} is degenerate and crumbling.
The following proposition is obvious, so we omit its proof.
Proposition 2.7 Let l ≥ l be a fixed integer. If F is a degenerate crumbling family, then
the family of connected graphs F∗ = {Kl +G : G ∈ F} is degenerate and crumbling. ✷
Note also that, in view of Proposition 2.7, Theorem 2.4 generalizes Fact 1.15.
Trees provide various examples of degenerate crumbling families.
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Proposition 2.8 Every infinite family of trees is degenerate and crumbling.
In particular, Proposition 2.8 and Theorem 2.4 extend Fact 1.13. Likewise, Theorem
2.4 and the following simple observation, whose proof we omit, extend Fact 1.9.
Proposition 2.9 Every infinite family of q-books is degenerate and crumbling. ✷
Some operations on graphs fit well with degenerate and crumbling families, as shown
in Proposition 2.6 and the following two propositions.
Proposition 2.10 Let F1 and F2 be degenerate crumbling families. Then the family
F1 × F2 = {G1 ×G2 : G1 ∈ F1, G2 ∈ F2}
is degenerate and crumbling.
Proposition 2.11 Let F be a degenerate crumbling family, and {kn = (k1, . . . , kn)}∞n=1
be a sequence of integer vectors with 0 < ki ≤ K, for i ∈ [n] . Then the family F∗ ={
Gkn : G ∈ F , |G| = n} is degenerate and crumbling.
Note that Proposition 2.11, together with Theorem 2.4 answers Question 1.7 in the
affirmative.
As an additional application consider the following example: write Gridkn for the prod-
uct of k copies of the path Pn, i.e., V
(
Gridkn
)
= [n]k and two vertices (u1, . . . , uk) , (v1, . . . , vk) ∈
[n]k are joined if
∑k
i=1 |ui − vi| = 1. Propositions 2.8, 2.10, and Theorem 2.4 imply that
Gridkn is p-good for k fixed and n large; it seems that this natural problem hasn’t been
raised earlier.
A particular instance of Theorem 2.4 is the following extension of Facts 1.10, 1.11,
1.12, and 1.14.
Theorem 2.12 For all p ≥ 2, q ≥ 1, γ > 0 there exist c > 0 such that for every
q-degenerate γ-crumbling family F of connected graphs, then
r (Bp (⌈cn⌉) , G) = p (n− 1) + 1
for every G ∈ F of sufficiently large order n.
Indeed, it suffice to note that if jsp+1 (R) > cn
p−1, then Bp (⌈cn⌉) ⊂ R.
Restricting Theorem 2.3 to crumbling degenerate families, we can substantially gener-
alize Theorem 2.12 and replace the graph Bp (⌈cn⌉) with other graphs, e.g., Kp−1+C⌈cn⌉,
where ⌈cn⌉ is even.
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2.4 Remarks on the proof methods
The proof of Theorem 2.1 is based on several major results. The key element is a com-
pound of the Szemere´di regularity lemma and a structural theorem in [24], stating that,
for sufficiently small c > 0, the vertices of any graph G with kp (G) < cn
p can be parti-
tioned into bounded number of very sparse sets. Other ingredients are a stability result
about large p-joints, proved in [4], and a probabilistic lemma used in different forms by
other researchers. Finally we construct several rather involved embedding algorithms for
degenerate splittable graphs.
3 Proofs
We start with some additional notation. Set [n] = {1, . . . , n} , [n..m] = {n, n+ 1, . . . , m} .
Write X(k) for the collection of k-sets of a set X.
Given a graph G and disjoint nonempty sets X, Y ⊂ V (G) , we denote the number of
X − Y edges by eG (X, Y ) and set σG (X, Y ) = eG (X, Y ) / (|X| |Y |) . Likewise, eG (X) is
the number of edges induced by X and σG (X) = 2eG (X) / |X|2 .
Furthermore, G [X ] stands for the graph induced by X, ΓG (X) is the set of vertices
joined to all u ∈ X, and dG (X) = |ΓG (X)| . In any of the functions eG (X, Y ) , σG (X, Y ) ,
σG (X) , eG (X) , ΓG (X) , and dG (X) we drop the subscript if the graph G is understood.
As usual, δ (G) and ∆ (G) denote the minimum and maximum degrees of G, and ω (G)
denotes its clique number. We write ψ (G) for the order of the largest component of G.
Given ε > 0, a pair (A,B) of nonempty disjoint sets A,B ⊂ V (G) is called ε-regular
if |σ (A,B)− σ (X, Y )| < ε whenever X ⊂ A, Y ⊂ B, |X| ≥ ε |A| , |Y | ≥ ε |B| . Given
ε > 0, a partition V (G) = ∪ki=0Vi is called ε-regular, if |V0| < εn, |V1| = · · · = |Vk| , and
for every i ∈ [k] , all least (1− ε) k pairs (Vi, Vj) are ε-regular for j ∈ [k] \ {i} .
Let y, x1, . . . , xk be real variables. The notation y ≪ (x1, . . . , xk) is equivalent to “y >
0 and y is sufficiently small, given x1, . . . , xk” or, in other words, “there exists a function
y0 (x1, . . . , xk) > 0 and 0 < y ≤ y0 (x1, . . . , xk)”. Likewise, y ≫ (x1, . . . , xk) is equivalent
to “y is sufficiently large, given x1, . . . , xk” or, in other words, “there exists a function
y0 (x1, . . . , xk) > 0 and y ≥ y0 (x1, . . . , xk)”. Since explicit bounds on y0 (x1, . . . , xk) are
often cumbersome and of little use, we believe that the above notation simplifies the
presentation and emphasizes the dependence between the relevant variables.
The following structural result proved in [24] is a key ingredient of our proof of Theorem
2.1.
Fact 3.1 For all 0 < ε < 1, p ≥ 2, there exist ς = ς (ε, p) > 0 and L = L (ε, p) such that
for every graph G of sufficiently large order n with kp (G) < ςn
p, there exists a partition
V (G) = ∪Li=0Vi with the following properties:
- |V0| < εn, |V1| = · · · = |VL| ;
- ∆(G [Vi]) < ε |Vi| for every i ∈ [k] .
For a general introduction to the Regularity Lemma of Szemere´di [33] the reader is
referred to [3] and [19]. We shall use the following specific form implied by Fact 3.1.
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Fact 3.2 For all 0 < ε < 1, p ≥ 2, and k0 ≥ 2, there exist ρ = ρ (ε, p, k0) > 0 and K =
K (ε, p, k0) such that for every graph G of sufficiently large order n with kp+1 (G) < ρn
p+1,
there exists an ε-regular partition V (G) = ∪ki=0Vi with k0 ≤ k < K, and ∆(G [Vi]) < ε |Vi|
for every i ∈ [k] .
Also we shall use the following simplified versions of the Counting Lemma.
Fact 3.3 Let 0 < ε < d < 1 and (A,B) be an ε-regular pair with σ (A,B) ≥ d. Then
there are at least (1− ε) |A| vertices v ∈ A with |Γ (v) ∩B| ≥ d− ε.
Fact 3.4 For all 0 < d < 1 and p ≥ 2, there exist ε0 and t0 such that the following
assertion holds:
Let ε > ε0, t > t0, G be a graph of order pt, and V (G) = ∪pi=1Vi be a partition such
that |V1| = · · · = |Vp| = t. If for every 1 ≤ i < j ≤ p the pair (Vi, Vj) is ε-regular and
σ(Vi, Vj) ≥ d, then kp (G) ≥ dp2tp.
The following lemma can be traced back to Kostochka and Ro¨dl [20]; it was used
later by other researchers in various forms, see, e.g., [32] and its references. We prove the
lemma in 3.4.
Lemma 3.5 For all k ≥ 2, d > 0, λ > 0 there exists a = a (k, d, λ) > 0 such that for
every graph G and nonempty disjoint sets U1, U2 ⊂ V (G) with e (G) ≥ d |U1| |U2| , and
sufficiently large |U1| there exists W ⊂ U1 with |W | ≥ |U1|1−λ and d (X) > a |U2| for every
X ⊂ W (k).
3.1 Proof of Theorem 2.1
Set N = p (n− 1) + 1 and let E (KN) = E (R) ∪ E (B) be a 2-coloring. In the following
list we show how the variables used in our proof depend on each other
α≪ (p, q) ,
θ≪ (p, q, α) ,
ξ ≪ (p, q, α, γ) ,
β ≪ (p, q, α, γ, ξ) ,
ε≪ (p, q, α, β, γ, ξ) ,
k0 ≫ (p, q, α, β, γ, ξ, ε) ,
η ≪ (p, q, k0, α, β, γ, ξ, ε) ,
c≪ (p, q, k0, α, β, γ, ξ, ε) ,
n≫ (p, q, k0, α, β, γ, ξ, ε) .
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Let K (ε, p, k0) , ρ (ε, p, k0) , ς (ε, p) , L (ε, p) , a (k, d, λ) be as defined in Fact 3.1, Fact
3.2, and Lemma 3.5. Assume that
jsp+1 (R) ≤ cnp−1 (1)
and select a q-degenerate (γ, η)-splittable graph H of order n. To prove the theorem, we
shall show that H ⊂ B.
Assumption (1) implies that
kp+1 (R) ≤
(
p+ 1
2
)−1(
N
2
)
jsp+1 (R) < cN
p+1 < ρ (ε, p+ 1, k0)N
p+1.
Thus, by Fact 3.2, there exists an ε-regular partition V (R) = ∪ki=0Vi such that k0 < k <
K (ε, p+ 1, k0) and ∆ (R [Vi]) < ε |Vi| for all i ∈ [k] . Set t = |V1| = · · · = |Vk| and note
that for all i ∈ [k] ,
δ (B [Vi]) = t− 1−∆(R [Vi]) > t− εt− 1 > (1− β) t. (2)
Next define the graphs R∗ and B∗ by
V (B∗) = [k] , V (R∗) = [k] ,
E (B∗) = {{u, v} : 1 ≤ u < v ≤ k and σB (Vu, Vv) > 1− β} ,
E (R∗) = {{u, v} : 1 ≤ u < v ≤ k, (Vu, Vv) is ε-regular and σR (Vu, Vv) ≥ β} .
Note first that E (B∗) ∩ E (R∗) = ∅. Moreover, for every vertex u ∈ [k] , we have
dB∗ (u) + dR∗ (u) > k − 1− εk. (3)
Indeed, if {u, v} /∈ E (B∗) ∪ E (R∗) then the pair (Vu, Vv) is not ε-regular; hence {u, v} /∈
E (B∗) ∪ E (R∗) holds for fewer than εk vertices v ∈ [k] \ {u}.
We first show that H ⊂ B if ∆ (B∗) satisfies
∆ (B∗) ≥ (1 + 2ξ) k
p
. (4)
Indeed, set r = ∆(B∗) and select v0 ∈ [k] with dB∗ (v0) = r. Let ΓB∗ (v0) = {v1, . . . , vr}
and set Uj = Vvj for j = 0, . . . , r.
To simplify the presentation of our proof we formulate various claims proved later in
3.1.2.
Claim 3.6 H ⊂ B [∪ri=0Ui] .
Hereafter we shall assume that (4) fails, i.e.,
∆ (B∗) < (1 + 2ξ)
k
p
. (5)
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In view of (3), this inequality implies a lower bound on δ (R∗) , viz.
δ (R∗) > k − 1− εk − (1 + 2ξ) k
p
>
(
p− 1
p
− 2ξ
)
k. (6)
In turn, the bound (6), together with the assumption (1), implies a definite structure in
R∗.
Claim 3.7 R∗ is p-partite.
Write Z1, . . . , Zp for the color classes of R
∗. For every i ∈ [k] , let µ (i) ∈ [p] be the
unique value satisfying i ∈ Zµ(i). Observe that the sets Z1, . . . , Zp determine a partition
of [N ] \V0 into p sets that are dense in B. Indeed, eB (Vu) > (1− β) t2/2 for all u ∈ [k],
and also eB (Vu, Vv) > (1− β) t2 whenever µ (u) = µ (v) and u 6= v.
Next we show that the color classes of R∗ cannot be two small. Indeed, in view of (5),
for every i ∈ [p] , we have
|Zi| = k −
∑
j∈[p−1]\{i}
|Zj | ≥ k − (p− 1) (∆ (B∗) + 1) (7)
= k − (1 + 2ξ) (p− 1) k
p
− p+ 1 > (1− 2pξ) k
p
.
In Claims 3.8-3.13 we show that H ⊂ B provided the inequality
∑
1≤h<s≤p
( ∑
i∈Zh, j∈Zs
eB (Vi, Vj)
)
≥ α
2
N2 (8)
holds. Inequality (8) implies that eB (Vu, Vv) is substantial for substantially many pairs
u, v with µ (u) 6= µ (v) ; we shall use this fact to embed a substantial part of H. Let us
first derive a more specific condition from (8).
Claim 3.8 There exist i1 ∈ [k] and j ∈ [p] \µ (i1) such that∑
µ(s)=j
eB (Vi1 , Vs) > α |Zj| t2.
We may and shall assume that i1 ∈ Z1 and j = 2. Setting X = ∪{Vs : s ∈ Z2} , we
see that Claim 3.8 amounts to
eB (Vi1 , X) > α |Z2| t2. (9)
Observe also that, in view of (7), we have
|X| = |Z2| t ≥ (1− 2pξ) kt
p
. (10)
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In addition,
2eB (X) = 2
∑
s∈Z2
eB (Vs) +
∑
i∈Z2
 ∑
j∈Z2\{i}
eB (Vi, Vj)

> |Z2| (1− β) t2 + |Z2| (|Z2| − 1) (1− β) t2 = |Z2|2 (1− β) t2,
and so
σB (X) > (1− β) . (11)
Inequality (9) implies that substantially many vertices in Vi1 are joined to substantially
many vertices in X. In the following claim we strengthen this condition.
Claim 3.9 There exists W0 ⊂ Vi1 with |W0| > (α/2) t such that for all u ∈ W0,
|ΓB (u) ∩X| > (α/2) |X| .
Next set Y = ∪{Vs : s ∈ Z1, s 6= i1} ; by (7) we have
|Y | = (|Z1| − 1) t ≥ |Z1|
(
1− 1|Z1|
)
t ≥ |Z1|
(
1− p
(1 + 2ξ) k0
)
t ≥ (1− β) |Z1| t. (12)
In addition,
2eB (Y ) = 2
∑
s∈Z1\{i1}
eB (Vs) +
∑
i∈Z1\{i1}
 ∑
j∈Z1\{i,i1}
eB (Vi, Vj)

> (|Z1| − 1) (1− β) t2 + (|Z1| − 1) (|Z1| − 2) (1− β) t2 = (|Z1| − 1)2 (1− β) t2,
and so
σB (Y ) > (1− β) . (13)
Inequality (12) implies that substantially many vertices in W0 are joined to substan-
tially many vertices in Y. Next we strengthen this condition.
Claim 3.10 There exists W1 ⊂ W0 with |W1| > (α/4) t such that for all u ∈ W1,
|ΓB (u) ∩ Y | >
(
1−
√
β
)
|Y | .
Furthermore, the lower bound on δ (R∗) given by inequality (6) implies that i1 belongs
to a p-clique in R∗.
Claim 3.11 There exist i2 ∈ Z2, . . . , ip ∈ Zp such that {i1, i2, . . . , ip} induces a clique in
R∗.
Claim 3.11, together with jsp+1 (R) < cn
p−1, implies that the graph B [W1] contains
a large clique.
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Claim 3.12 There exists W ⊂ W1 with |W | ≥ t1−γ/2 such that B [W ] is a complete
graph.
In summary, Claims 3.8-3.12 together with (10) and (12) imply that the sets W, X,
and Y have the following properties:
- |W | ≥ t1−γ/2 and B [W ] is a complete graph,
- |X| ≥ (1− 2pξ) k/p,
- |Y | ≥ (1− 2pξ) k/p,
- |ΓB (u) ∩X| > (α/4) |X| and |ΓB (u) ∩ Y | >
(
1−√β) |Y | , for every u ∈ W.
It turns out that these properties are sufficient to achieve our goal - to embed H .
Claim 3.13 H ⊂ B [W ∪X ∪ Y ] .
Hereafter we shall assume that (8) fails, i.e.,∑
1≤h<s≤p
( ∑
i∈Zh, j∈Zs
eB (Vi, Vj)
)
<
α
2
N2. (14)
This inequality implies that eB (Vu, Vv) is small for most pairs u, v with µ (u) 6= µ (v) .
We shall deduce that R can be made p-partite by removing only a small proportion of its
vertices.
Claim 3.14 R contains an induced p-partite subgraph R1 with color classes U1, . . . , Up
such that |U1| = · · · = |Up| > (1− θ)n and
|ΓR1 (u) ∩ Ui| > (1− θ)n
for each i ∈ [p] and u ∈ V (R1) \Ui.
Since R1 is an induced p-partite subgraph of R, the graph B contains cliques of size
close to n; hence H can be embedded in B almost entirely; to embed H in full, we need
an additional argument. Analyzing the way vertices from V (R) \V (R1) can be joined to
the vertices of R1, we derive the following assertion.
Claim 3.15 There exist disjoint sets M ⊂ V (R1) and A,C ⊂ V (R) \V (R1) such that
|M | + |A|+ |C| = n− 1 +
⌈ |C|+ 1
p
⌉
, (15)
|A| < θn, (16)
|C| < 2θn (17)
with the following properties:
(i) B [M ] is a complete graph;
(ii) ΓB (u) ∩M =M for every vertex u ∈ A;
(iii) |ΓB (u) ∩M | ≥ (1− p2θ) |M | for every vertex u ∈ C.
Using the properties of the sets M,A, and C we embed H , completing the proof of
the theorem.
Claim 3.16 H ⊂ B [M ∪A ∪ C].
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3.1.1 Results supporting proofs of the claims
Fact 3.17 Every subgraph of a q-degenerate graph is q-degenerate.
Fact 3.18 The vertices of any q-degenerate graph of order n can be labeled {v1, . . . , vn}
so that |Γ (vi) ∩ {v1, . . . , vi−1}| ≤ q for every i ∈ [n] .
Fact 3.19 Every q-degenerate graph is (q + 1)-partite.
Proposition 3.20 In any q-degenerate graph H the number of vertices of degree 2q + 1
or higher is at most 2q |H| / (2q + 1) .
Proof Letting S = {u : u ∈ V (H) , d (u) ≥ 2q + 1} , we have
2q |H| ≥ 2e (H) ≥
∑
u∈V (H)
d (u) ≥
∑
u∈S
d (u) ≥ (2q + 1) |S| ,
and the assertion follows. ✷
Lemma 3.21 Let q ≥ 0, τ > 0, and G = G (n) be a graph with δ (G) ≥ (1− τ)n. Then
G contains all q-degenerate graphs of order l ≤ (1− qτ)n.
Proof We use induction on l. The assertion holds trivially for l = 1; assume that it holds
for 1 ≤ l′ < l. Let H be a q-degenerate graph of order l and u ∈ V (H) be a vertex with
dH (u) = d ≤ q. Let ΓH (u) = {v1, . . . , vd} and H ′ = H − u. By the induction assumption
there exists a monomorphism ϕ : H ′ → G. We have∣∣∣⋂di=1ΓG (ϕ (vi))∣∣∣ ≥ d∑
i=1
dG (ϕ (vi))− (d− 1)n > d (1− τ)n− (d− 1)n
≥ (1− qτ)n > l′.
Hence there exists v ∈
(⋂d
i=1 ΓG (ϕ (vi))
)
\ϕ (V (H ′)) . To complete the induction step
and the proof, define a monomorphism ϕ′ : H → G by
ϕ′ (w) =
{
ϕ (w) , if w ∈ V (H ′)
v, if w = u.
✷
Lemma 3.22 Suppose G is a (γ, η)-splittable q-degenerate graph of order n. Then there
exists M ⊂ V (G) such that |M | < (2q + 1)n1−γ , and ψ (G−M) < ηn and |Γ (u) ∩M | ≤
2q for every u ∈ V (G) \M.
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Proof Since G is (γ, η)-splittable, there is a set N ⊂ V (G) such that |N | < n1−γ and
ψ (G−N) < ηn. Set M = N and apply the following procedure to G :
While there exists u ∈ V (G) \M with |Γ (u) ∩M | ≥ 2q + 1 do
M :=M ∪ {u}
end.
Set M ′ = {u : u ∈M, |Γ (u) ∩M | ≥ 2q + 1} . Since G [M ] is q-degenerate, Proposi-
tion 3.20 implies that |M ′| ≤ 2q |M | / (2q + 1) . By our selection, |Γ (u) ∩M | ≥ 2q+1 for
all of u ∈ M\N ; hence, |M\N | ≤ 2q |M | / (2q + 1) , implying that |M | ≤ (2q + 1) |N | ≤
(2q + 1)n1−γ . ✷
Proposition 3.23 Let 0 < τ < 1 and G be a graph of order n with e (G) > (1− τ)n2/2.
Then G contains an induced subgraph G0 with |G0| > (1−
√
τ)n and δ (G0) > (1− 2
√
τ )n
Proof Let
W =
{
u : dG (u) >
(
1−√τ)n} .
We have
(1− τ)n2 < 2e (G) =
∑
u∈W
dG (u) +
∑
u∈V (G)\W
dG (u) ≤ n |W |+
(
1−√τ)n (n− |W |)
=
√
τn |W |+ (1−√τ)n2,
and so (1−√τ)n < |W | . Furthermore, for every u ∈ W,
|ΓG (u) ∩W | ≥ |ΓG (u)| − |V (G) \W | ≥
(
1− 2√τ)n.
Thus, setting G0 = G [W ] , the proof is completed. ✷
Fact 3.24 ([4]) Let p ≥ 3, n > p8, and 0 < α < p−8/16. If a graph G = G (n) satisfies
e (G) >
(
p− 1
2p
− α
)
n2,
then either
jsp (G) >
(
1− 1
p3
)
np−2
pp+5
, (18)
or G contains an induced p-partite subgraph G0 of order at least (1− 2
√
α)n with mini-
mum degree
δ (G0) >
(
1− 1
p
− 4√α
)
n. (19)
Fact 3.25 ([4]) Let 2 ≤ r < ω (G) and α ≥ 0. If G = G (n) and
δ (G) ≥
(
r − 1
r
+ α
)
n
then
kr+1 (G) ≥ α r
2
r + 1
(n
r
)r+1
.
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3.1.2 Proofs of the claims
Let K (ε, p, k) and ρ (ε, p, k) , ς (ε, p) , and L (ε, p) , be as defined in Fact 3.1 and Fact 3.2;
set K = K (ε, p, k0) .
Proof of Claim 3.6 Set ς = ς (1/ (2q) , p) and L = L (1/ (2q) , p) .
Note first that the sets U0, . . . , Ur satisfy the following conditions:
- |U0| = . . . = |Ur| = t;
- δ (B [Ui]) ≥ (1− ε) t > (1− β) t for i = 0, . . . , r;
- σB (U0, Ui) > 1− β for i = 1, . . . , r.
For every u ∈ U0 set
D (u) =
{
i : i ∈ [r] , |Γ (u) ∩ Ui| ≥
(
1− 2
√
β
)
t
}
and let
W =
{
u : u ∈ U0, |D (u)| ≥
(
1−
√
β
)
r
}
.
We shall prove that |W | > t/2. Indeed, we see that
(1− β) rt2 <
∑
i∈[r]
e (U0, Ui) =
∑
u∈U0
∑
i∈[r]
|Γ (u) ∩ Ui|

=
∑
u∈W
∑
i∈[r]
|Γ (u) ∩ Ui|
 + ∑
u∈U0\W
∑
i∈[r]
|Γ (u) ∩ Ui|

< |W | rt+
∑
u∈U0\W
(
D (u) t + (r −D (u))
(
1− 2
√
β
)
t
)
≤ |W | rt + t (t− |W |)
(
r
(
1− 2
√
β
)
+ 2
√
βD (u)
)
< |W | rt+ tr (t− |W |)
((
1− 2
√
β
)
+ 2
√
β
(
1−
√
β
))
= |W | rt+ rt (t− |W |) (1− 2β) .
Hence
(1− β) t ≤ |W |+ (t− |W |) (1− 2β) = t (1− 2β) + 2β |W | ,
and so |W | > t/2.
Since D (u) ⊂ [r] , the pigeonhole principle gives D ⊂ [r] and X ⊂W such that
|X| ≥ |W | /2r ≥ t/2K+1
and D (u) = D for every u ∈ X. Since
jsp+1 (R [X ]) < cn
p−1 ≤ c
(
N
p
)p−1
≤ c
(
Kt
p (1− ε)
)p−1
≤ c (Kt)p−1
< c
(
K2K+1 |X|)p−1 ≤ ς |X|p−1 ,
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Theorem 3.1 implies that X contains a set Y with |Y | ≥ |X| /2L and
δ (B [Y ]) > (1− 1/2q) |Y | . (20)
On the other hand, Lemma 3.22 implies that there exists M ⊂ V (H) with |M | ≤
(2q + 1) |H|1−γ such that ψ (H −M) ≤ γ |H| and |ΓH (u) ∩M | ≤ 2q for every u ∈
V (H −M) . Since the graph H [M ] is q-degenerate, we have
|M | ≤ (2q + 1) |H|1−γ ≤ (2q + 1) (rt)1−γ ≤ t
2r+3L
≤ |X|
4L
≤ |Y |
2
for t large. Hence, in view of (20), Lemma 3.21 implies that there exists a monomorphism
ϕ : H [M ]→ Y. We shall extend ϕ to H by mapping each component of H −M in turn.
Select a component C of H −M. The choice of the set M implies that
|C| ≤ ψ (H −M) ≤ η |H| <
√
β |H|
K
<
√
βrt
r
=
√
βt.
We shall extend ϕ over C by mapping C in any set Ui, i ∈ D in which there are at least
(6q + 1)
√
βt vertices outside of the current range of ϕ. Set l = |C| ; Proposition 3.18 im-
plies that the vertices of C can be arranged as v1, . . . , vl so that |ΓH (vi) ∩ {v1, . . . , vi−1}| ≤
q for every i ∈ [l]. We shall extend ϕ over C mapping each vi ∈ V (C) in turn. Suppose we
have mapped v1, . . . , vi−1. The vertex vi is joined to at most q vertices from {v1, . . . , vi−1}
and at most 2q vertices from M, i.e.,
vi ∈
(⋂h
j=1ΓH
(
vij
)) ∩ (⋂sj=1ΓH (uij)) ,
where vi1 , . . . , vih ∈ {v1, . . . , vi−1} , h ≤ q, and ui1, . . . , uis ∈M, s ≤ 2q. Set for convenience
xj = ϕ
(
vij
)
for all j ∈ [h] , and yj = ϕ
(
uij
)
for all j ∈ [s] . Note that(⋂h
j=1ΓB (xj) ∩ Ui
)
∩
(⋂s
j=1ΓB (yj) ∩ Ui
)
≥
∑
j∈[h]
|ΓB (xj) ∩ Ui|+
∑
j∈[s]
|ΓB (yj) ∩ Ui| − (h+ s− 1) t
> (h+ s)
(
1− 2
√
β
)
t− (h+ s− 1) t
>
(
1− 6q
√
β
)
t >
(
1− (6q + 1)
√
β
)
t+ |C| .
Hence there is a vertex z ∈ Ui that is joined to the vertices x1, . . . , xh, y1, . . . , ys and is
outside the current range of ϕ. Setting ϕ (vi) = z, we extend ϕ to a monomorphism that
maps vi into B as well. In this way ϕ can be extended over the whole component C.
Assume for a contradiction that ϕ cannot be extended over some component C. There-
fore, for every i ∈ D, the current range of ϕ contains at least (1− (6q + 1)√β) t vertices
from Ui. Hence
|H| ≥ |D|
(
1− (6q + 1)
√
β
)
t >
(
1−
√
β
)(
1− (6q + 1)
√
β
)
rt
≥
(
1− (6q + 2)
√
β
)
rt > (1− ξ) rt ≥ (1− ξ) (1 + 2ξ)
p
kt
≥ (1− ξ) (1 + 2ξ) (1− ε)n > n,
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a contradiction, completing the proof. ✷
Proof of claim 3.7 Let υ = βp
2
.
We shall prove first that ω (R∗) ≤ p. Otherwise by Lemma 3.4 we have
kp+1 (R) ≥ υtp+1 ≥ υ (1− ε)p+1
(
N
K
)p+1
,
and so
jsp+1 (R) ≥
(
p+1
2
)(
N
2
) kp+1 (R) > υ 1
N2
(1− ε)p+1
(
N
K
)p+1
≥ υ (1− ε)
p+1
Kp+1
Np−1 > cnp−1,
contradicting (1).
Since ω (R∗) ≤ p, and
δ (R∗) >
(
1− 1
p
− 2ξ
)
k ≥
(
1− 1
p− 1/3
)
k,
by a well-known theorem of Andra´sfai, Erdo˝s, and So´s [1], R∗ is p-partite. ✷
Proof of Claim 3.8 In view of (8), we have
∑
h∈[p]
 ∑
i∈Zh, j∈[k]\Zh
eB (Vi, Vj)
 = ∑
h∈[p]
 ∑
s∈[p]\{h}
( ∑
i∈Zh, j∈Zs
eB (Vi, Vj)
)
= 2
∑
1≤h<s≤p
( ∑
i∈Zh, j∈Zs
eB (Vi, Vj)
)
≥ αN2.
Hence, we can select h ∈ [p] so that∑
i∈Zh
{eB (Vi, Vj) : j ∈ [k] \Zh} ≥ αN
2
p
.
Since by (5) we have
|Zh| ≤ ∆(B∗) + 1 < (1 + 2ξ) k
p
+ 1 ≤ (1 + 3ξ) k
p
,
there is an i1 ∈ Zh such that∑
j∈[k]\Zh
eB (Vi1 , Vj) ≥
αN2
(1 + 3ξ)k
≥ αN
(1 + 3ξ)
t,
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and so, ∑
j∈[p]\{h}
 ∑
µ(s)=j
eB (Vi1, Vs)
 ≥ αN
(1 + 3ξ)
t
Furthermore, in view of (7) we have∑
j∈[p]\{h}
|Zj| = k − |Zh| ≤ k − (1− 2pξ) k
p
=
p− 1 + 2pξ
p
k,
and thus
N
(1 + 3ξ)
>
(
p− 1 + 2pξ
p
)
N ≥
(
p− 1 + 2pξ
p
)
kt ≥ t
∑
j∈[p]\{h}
|Zj| .
Therefore, ∑
j∈[p]\{h}
 ∑
µ(s)=j
eB (Vi1 , Vs)
 ≥ αt2 ∑
j∈[p]\{h}
|Zj|
and the pigeonhole principle gives some j ∈ [p] \ {h} for which∑
µ(s)=j
eB (Vi1 , Vs) > α |Zj| t2,
completing the proof. ✷
Proof of Claim 3.9 Set
W0 =
{
u : u ∈ Vi1, |ΓB (u) ∩X| >
α
2
|X|
}
.
In view of of (9),
α |X| t <
∑
u∈Vi1
|ΓB (u) ∩X| =
∑
u∈W0
|ΓB (u) ∩X|+
∑
u∈Vi1\W0
|ΓB (u) ∩X|
< |W0| |X|+ (t− |W0|) α
2
|X| ,
implying that
α
2
t <
(
1− α
2
)
|W0| ,
so |W0| > (α/2) t. ✷
Proof of Claim 3.10 Let
W =
{
u : u ∈ Vi1, |ΓB (u) ∩ Y | >
(
1−
√
β
)
|Y |
}
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We shall show that |W | > (1−√β) t. Indeed,
(1− β) |Y | t <
∑
s∈Z1\{i1}
e (Vi1 , Vs) = e (Vi1 , Y ) =
∑
u∈Vi1
|ΓB (u) ∩ Y |
=
∑
u∈W
|ΓB (u) ∩ Y |+
∑
u∈Vi1\W
|ΓB (u) ∩ Y |
< |W | |Y |+ (t− |W |)
(
1−
√
β
)
|Y | .
Hence
(1− β) t < |W |+ (t− |W |)
(
1−
√
β
)
,
so |W | > (1−√β) t.
NowW1 = W0 ∩W satisfies
|W1| ≥ |W0|+ |W | − t >
(α
2
−
√
β
)
t ≥ α
4
t,
completing the proof. ✷
Proof of claim 3.11 Let {i1, . . . , is} induces a maximal clique in R∗ containing i1; assume
for a contradiction that s < p. Then by (6),
dR∗ ({i1, . . . , is}) ≥
s∑
j=1
dR∗ (ij)− (s− 1) k > s
(
p− 1
p
− 2ξ
)
k − (s− 1) k > 0.
Thus, there is a vertex i ∈ [k] joined in R∗ to all vertices i1, . . . , is, contradicting the fact
that {i1, . . . , is} induces a maximal clique and completing the proof. ✷
Proof of Claim 3.12 For s = 2, . . . , p, applying Lemma 3.3, select Ps ⊂ Vi1 with
|Ps| ≥ (1− ε) t and |ΓR (u) ∩ Vis| > (β − ε) t for every u ∈ Ps. Hence
|⋂ps=2Ps| > (p− 1) (1− ε) t− (p− 2) t > (1− pε) t.
Therefore, for W2 = W1 ∩ (
⋂p
s=2Ps) we have
|W2| = |W1 ∩ (
⋂p
s=2Ps)| ≥ |W1|+ |
⋂p
s=2Ps| − t ≥ (α/4) t+ (1− pε) t− t ≥ (α/8) t.
Set Q1 = W2 and let a = a (2, β/2, γ/ (2p)) (see Lemma 3.5).
For s = 2, . . . , p, applying Lemma 3.5 with k = 2, d = β/2, λ = γ/ (2p) , find
Qs ⊂ Qs−1 with |Qs| ≥ |Qs−1|1−γ/(2p) and |ΓR (uv) ∩ Vis | > at for every {u, v} ∈ Q(2)s . Set
W = Qp and note that
|W | = |Qp| ≥ |Qp−1|1−γ/(2p−2) ≥ · · · ≥ |Q1|(1−γ/2p)
p−1 ≥ |Q1|1−γ(p−1)/(2p)
≥
(α
8
t
)1−γ(p−1)/(2p)
> t1−γ/2,
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for t sufficiently large.
Assume for a contradiction that R [W ] contains an edge uv. Since |ΓR (uv) ∩ Vis | > at,
by Lemma 3.4 we have
jsp+1 (R) ≥ ((a− ε) t)p−1 >
(
(a− ε) N (1− ε)
K
)p−1
>
(
(a− ε) (1− ε)
K
)p−1
Np−1 > cnp−1,
a contradiction with (1). So W is a clique in B, completing the proof. ✷
Proof of Claim 3.13 Since (11) and (13) imply that eB (X) > (1− β) |X|2 /2 and
eB (Y ) > (1− β) |Y |2 /2, by Proposition 3.23, there exist X0 ⊂ X and Y0 ⊂ Y such that
|X0| >
(
1−
√
β
)
|X| >
(
1−
√
β
)
(1− 2pξ) k
p
t ≥ (1− 3pξ) k
p
t,
δ (B [X0]) >
(
1− 2
√
β
)
|X0| ,
|Y0| >
(
1−
√
β
)
|Y | >
(
1−
√
β
)
(1− 2pξ) k
p
t ≥ (1− 3pξ) k
p
t,
δ (B [Y0]) >
(
1− 2
√
β
)
|Y0| .
Also, for every u ∈ W,
|ΓB (u) ∩X0| ≥ |ΓB (u) ∩X| − |X\X0| ≥ α
4
|X| −
√
β |X| > α
8
|X0| ,
|ΓB (u) ∩ Y0| ≥ |ΓB (u) ∩ Y | − |Y \Y0| ≥
(
1−
√
β
)
|Y | −
√
β |Y | >
(
1− 2
√
β
)
|Y0| .
Next, Lemma 3.5 implies that there exists a > 0 and U ⊂ W such that for every
Q ⊂ U (2q), |ΓB (Q) ∩X0| > a |X0| and |U | > |W |1−γ/2 .
Also Lemma 3.22 implies that there exists M ⊂ V (H) with |M | ≤ (2q + 1) |H|1−γ
such that ψ (H −M) ≤ η |H| and dM (u) ≤ 2q for every u ∈ V (H −M) . Since the graph
H [M ] is q-degenerate, for t large, we have
|M | ≤ (2q + 1) |H|1−γ < (2q + 1) (kt)1−γ < t(1−γ/2)2 < |U |
for t large.
Let ϕ : H [M ]→ U be a one-to-one mapping; since B [U ] is complete, ϕ is a monomor-
phism. We shall extend ϕ to H by mapping almost all components of H −M into Y0 and
the remaining components into X0. We can partition H −M into two disjoint graphs H1
and H2 such that
|H1| <
(
1− 6q
√
β − 3pξ
) k
p
t, (21)
|H2| <
(
a− 2q
√
β − 3pξ
) k
p
t. (22)
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Indeed, collect into H1 as many components of H−M as possible so that (21) still holds,
and collect the remaining components into H2. Since ψ (H −M) < ηn, inequality (22)
follows from
|H2| ≤ n− |H1| ≤ n−
(
1− 6q
√
β − 3pξ
) k
p
t + ηn
< (1 + 2η)
N
p
−
(
1− 6q
√
β − 3pξ
) k
p
t
< (1 + 2η)
(1 + 2ε) k
p
t−
(
1− 6q
√
β − 3pξ
) k
p
t
<
(
3η + 2ε+ 6q
√
β + 3pξ
) k
p
t <
(
a− 2q
√
β − 3pξ
) k
p
t.
Set l = |H1| ; Proposition 3.18 implies that the vertices of H1 can be arranged as
v1, . . . , vl so that |ΓH (vi) ∩ {v1, . . . , vi−1}| ≤ q for every i ∈ [l] . We shall extend ϕ over
H1 by mapping each vi ∈ V (H1) in turn. Let ΓH (vi) = {vi1 , . . . , vih} ∪ {ui1, . . . , uis} ,
where vi1 , . . . , vih ∈ {v1, . . . , vi−1} , h ≤ q, and ui1 , . . . , uis ∈M, s ≤ 2q. Therefore,
vi ∈
(⋂h
j=1ΓH
(
vij
)) ∩ (⋂sj=1ΓH (uij)) .
Set for convenience xj = ϕ
(
vij
)
for all j ∈ [h] , and yj = ϕ
(
uij
)
for all j ∈ [s] . Note that(⋂h
j=1ΓB (xj) ∩ Y0
)
∩
(⋂s
j=1ΓB (yj) ∩ Y0
)
≥
∑
j∈[h]
|ΓB (xj) ∩ Y0|+
∑
j∈[s]
|ΓB (yj) ∩ Y0| − (h+ s− 1) |Y0|
> (h + s)
(
1− 2
√
β
)
|Y0| − (h + s− 1) |Y0| >
(
1− 6q
√
β
)
|Y0|
>
(
1− 6q
√
β
)
(1− 3pξ) k
p
> |H1| .
Hence, there is a vertex z ∈ Y0 that is joined to the vertices x1, . . . , xh, y1, . . . , ys and is
outside the current range of ϕ. Setting ϕ (vi) = z, we extend ϕ to a monomorphism that
maps vi into Y0 as well. In this way ϕ can be extended over the entire H1.
Set now l = |H2| ; Proposition 3.18 implies that the vertices of H2 can be arranged as
v1, . . . , vl so that |ΓH (vi) ∩ {v1, . . . , vi−1}| ≤ q for every i ∈ [l] . We shall extend ϕ over
H2 mapping each vi ∈ V (H2) in turn. Let ΓH (vi) = {vi1 , . . . , vih} ∪ {ui1, . . . , uis} where
vi1 , . . . , vis ∈ {v1, . . . , vi−1} , h ≤ q, and ui1 , . . . , uis ∈M, s ≤ 2q. Therefore,
vi ∈
(⋂h
j=1ΓH
(
vij
)) ∩ (⋂sj=1ΓH (uij)) .
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Set for convenience xj = ϕ
(
vij
)
for all j ∈ [h] , and yj = ϕ
(
uij
)
for all j ∈ [s] . Note that(⋂h
j=1ΓB (xj) ∩X0
)
∩
(⋂s
j=1ΓB (yj) ∩X0
)
≥ a |X0|+
∑
j∈[s]
|ΓB (yj) ∩X0| − s |X0|
> a |X0|+ s
(
1− 2
√
β
)
|X0| − s |X0|
>
(
a− 2q
√
β
)
|X0| >
(
a− 2q
√
β
)
(1− 3pξ) k
p
> |H2| .
Hence, there is a vertex z ∈ X0 that is joined to the vertices x1, . . . , xh, y1, . . . , ys and is
outside the current range of ϕ. Setting ϕ (vi) = z, we extend ϕ to a monomorphism that
maps vi into X0 as well. In this way ϕ can be extended over the entire H2. ✷
Proof of Claim 3.14 In view of (14) and (7),
e (R) ≥
∑
1≤h<s≤p
( ∑
i∈Zh, j∈Zs
eR (Vi, Vj)
)
≥
∑
1≤h<s≤p
|Zh| |Zs| t2 −
∑
1≤h<s≤p
( ∑
i∈Zh, j∈Zs
eB (Vi, Vj)
)
≥
(
p
2
)
(1− 2pξ)2 k
2t2
p2
− α
2
N2 =
p− 1
2p
(1− 4pξ) (1− ε)2N2 − α
2
N2
≥
(
p− 1
2p
− 4pξ − 2ε− α
2
)
N2 ≥
(
p− 1
2p
− α
)
N2.
On the other hand we have
jsp+1 (R) < cn
p−1 <
(
1− 1
p3
)
Np−1
pp+5
;
hence, Fact 3.24 implies thatR has a p-partite induced subgraphR0 with |R0| > (1− 2
√
α)N
and
δ (R0) >
(
1− 1
p
− 4√α
)
N. (23)
We shall find R1 as an induced subgraph of R0. Observe that by (23) every color class
of R0 has at most N − δ (R0) > (1/p+ 4
√
α)N vertices. Hence, every color class of G0
has at least(
1− 2√α)N − (p− 1)(1
p
+ 4
√
α
)
N >
(
1− 4p (p− 1)√α) N
p
> (1− θ)n
vertices. From each color class select a set of ⌈(1− θ)n⌉ vertices and write R1 for the
graph induced by their union.
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Let u ∈ V (R1) and U be a color class of R1 such that u /∈ U. Since δ (R1) ≥ δ (R0)−
|R0|+ |R1| , we see that
|ΓR1 (u) ∩ U | > |U | + δ (R1)−
p− 1
p
|R1| ≥ |U | + δ (R0)− |R0|+ |R1| − p− 1
p
|R1|
= δ (R0)− |R0|+ 2
p
|R1| >
(
1− 1
p
− 4√α
)
N −N +
(
2
p
− 8p√α
)
N
>
(
1− 8p (p+ 1)√α) N
p
≥ (1− θ)n,
completing the proof. ✷
Proof of Claim 3.15 Set s = |U1| = · · · = |Up| . According to Claim 3.14,
(1− θ)n < s < n, (24)
|ΓR (u) ∩ Ui| > (1− θ)n
for every Ui and every u ∈ V (R1) \Ui.
Set X = V (R) \V (R1) and define a partition X = Y ∪ Z as follows:
Y = {u : u ∈ X, ΓR (u) ∩ Ui 6= ∅ for every i ∈ [p]} ,
Z = X\Y.
We first show that for every u ∈ Y, there exists two distinct color classes Ui and Uj
such that
|ΓR (u) ∩ Ui| ≤ p2θn, |ΓR (u) ∩ Uj | ≤ p2θn. (25)
For a contradiction, assume the opposite: let u ∈ Y be such that |ΓR (u) ∩ Ui| > θn for
at least p − 1 values i ∈ [p] , say for i = 2, . . . , p. The definition of Y implies that there
exists some v ∈ U1 ∩ ΓR (u) . Observe that for every i ∈ [2..p] ,
|ΓR (u) ∩ ΓR (v) ∩ Ui| ≥ |ΓR (u) ∩ Ui|+ |ΓR (v) ∩ Ui| − |Ui|
> p2θn + n− θn− s > (p2 − 1) θn.
Therefore, for every i ∈ [2..p] , we can select a set Wi ⊂ ΓR (u) ∩ ΓR (v) ∩ Ui with
|Wi| = m =
⌈(
p2 − 1) θn⌉ .
We shall prove that the set W = ∪pi=2Wi induces at least
1
(p− 1)2
((
p2 − 1) θ)p−1 np−1
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(p− 1)-cliques in R and thus obtain a contradiction with (1). The assertion is immediate
for p = 2; assume henceforth that p ≥ 3. Let w ∈ W be a vertex of minimum degree in
R [W ] , say let w ∈ Wi. We have
δ (R [W ]) =
∑
j∈[2..p]\{i}
|ΓR (w) ∩Wj | ≥
∑
j∈[2..p]\{i}
|ΓR (w) ∩ Uj |+ |Wj| − |Uj |
> (p− 2) ((1− θ)n +m− n) = (p− 2) (m− θn)
≥ (p− 2)
(
1− 1
p2 − 1
)
m.
Hence, in view of |W | = (p− 1)m,
δ (R [W ]) >
p− 2
p− 1
(
1− 1
p2 − 1
)
|W | =
(
p− 3
p− 2 +
4p− 5
(p− 1)2 (p + 1) (p− 2)
)
|W | .
Applying Fact 3.25 to R [W ] , we obtain
jsp+1 (R) ≥ kp−1 (R [W ]) > 4p− 5
(p− 1)2 (p+ 1) (p− 2) ·
(p− 2)2
(p− 1)
( |W |
p− 1
)p−1
≥ 1
(p− 1)2
( |W |
p− 1
)p−1
≥ 1
(p− 1)2
((
p2 − 1) θ)p−1 np−1 > cnp−2,
a contradiction with (1).
Hence, for every u ∈ Y, there exists two distinct color classes Ui and Uj such that (25)
holds. For every i ∈ [p] , set
Zi = {u : u ∈ Z, ΓR (u) ∩ Ui = ∅} (26)
Yi =
{
u : u ∈ Y, ΓR (u) ∩ Ui ≤ p2θ
}
(27)
We have
p∑
i=1
|Zi| ≥ |∪pi=1Zi| = |Z| , and
p∑
i=1
|Yi| ≥ 2 |∪pi=1Yi| = 2 |Y | .
Hence
p∑
i=1
(|Ui|+ |Zi|+ |Yi|) ≥ N + |Y | = p (n− 1) + 1 + |Y | ,
and there exists i ∈ [p] such that
|Ui|+ |Zi|+ |Yi| ≥ n− 1 +
⌈ |Yi|+ 1
p
⌉
.
Set M = Ui, A = Zi, C = Yi and apply the following procedure to the sets A and C.
While |M |+ |A|+ |C| > n− 1 + ⌈(|C|+ 1) /p⌉ do
if C 6= ∅ remove a vertex from C else remove a vertex from A;
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end.
This procedure is defined correctly in view of |M | = s and inequalities (24). Upon the
end of the procedure we have
|M | + |A|+ |C| = n− 1 +
⌈ |C|+ 1
p
⌉
,
so condition (15) holds. We also see that
|A| = n− 1 +
⌈ |C|+ 1
p
⌉
− |M | − |C| ≤ n− |M | < θn,
so condition (16) holds as well. Finally, condition (17) holds due to
1
2
|C| ≤ p− 1
p
|C| = |C| − |C|+ 1
p
− p− 1
p
+ 1 ≤ |C| −
⌈ |C|+ 1
p
⌉
+ 1
≤ n− |M | < θn.
To complete the proof of the claim, observe that property (i) holds since the set M is
independent in R; properties (ii) and (iii) hold in view of (26) and (27). ✷
Proof of Claim 3.16 Define a set M ′ ⊂ M by
M ′ =
{
u : u ∈M, |ΓR (u) ∩ C| ≥
(
1− 2p2θ) |C|} ;
first we shall prove that |M ′| ≥ |M | /2. This is obvious if C = ∅, so we shall assume that
|C| > 0. We have(
1− p2θ) |C| |M | ≤∑
u∈C
|ΓB (u) ∩M | = eB (M,C) =
∑
u∈M
|ΓB (u) ∩ C|
=
∑
u∈M ′
|ΓB (u) ∩ C|+
∑
u∈M\M ′
|ΓB (u) ∩ C|
≤ |C| |M ′|+ (1− 2p2θ) |C| (|M | − |M ′|) ,
implying that(
1− p2θ) |M | ≤ |M ′|+ (1− 2p2θ) (|M | − |M ′|) = (1− 2p2θ) |M |+ 2p2θ |M ′| ,
and the desired inequality follows.
Setting
W0 = {u : u ∈ V (H) , d (u) ≤ 2q} ,
by Proposition 3.20 we have |W0| ≥ n/ (2q + 1) . Since by Fact 3.19 H [W0] is (q + 1)-
partite, there exists an independent set W1 ⊂W0 with
|W1| ≥ |W0|
q + 1
≥ n
(q + 1) (2q + 1)
> θn.
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If |A|+ |M | ≥ n, we map H into M ∪ A as follows:
- select a set W ⊂ W1 with |W | = |A| - this is possible since |A| < θn;
- map arbitrarily W into A;
- map arbitrarily V (H) \W into M.
This mapping is a monomorphism since the set W is independent in H, the set M
induces a complete graph in B, and the sets A and M induce a complete bipartite graph
in B.
We assume henceforth that |M | + |A| < n. Since
|C| < 2θn ≤ n
(q + 1) (2q + 1)
,
select an independent set W ⊂W1 with
|W | = n− |A| − |M | = |C|+ 1−
⌈ |C|+ 1
p
⌉
,
and set P = ∪u∈WΓH (u) . Clearly
|P | ≤
∑
u∈W
|ΓH (u)| ≤ 2q |W | ≤ 2q |C|n ≤ 4qθ
1− θ |M | ≤
|M |
2
≤ |M ′| .
We construct a monomorphism ϕ : H → B in two steps: (a) define ϕ on H [W ∪ P ] ;
(b) extend ϕ over H −W − P.
(a) defining a monomorphism ϕ : H [W ∪ P ]→ B
Define ϕ as an arbitrary one-to-one mapping ϕ : P → M ′ and extend ϕ by mapping
W into C one vertex at a time. Suppose W ′ ⊂ W is the set of vertices already mapped;
if W ′ 6= W, select an unmapped u ∈ W and let
{v1, . . . , vr} = ϕ (ΓH (u)) ⊂ M ′.
Since W ⊂W1 ⊂ W0, we see that r ≤ 2q. Then
|⋂ri=1 (ΓB (vi) ∩ C)| ≥ r∑
i=1
|ΓB (vi) ∩ C| − (r − 1) |C|
≥ r ⌈(1− 2p2θ) |C|⌉− (r − 1) |C|
≥ |C|+ r ⌈−2p2θ |C|⌉ ≥ |C|+ ⌈−4p2qθ |C|⌉ ≥ |C|+ ⌈−|C|
p
⌉
= |C|+ 1−
⌈ |C|+ 1
p
⌉
= |W | > |W ′| .
Hence, there exists a vertex v ∈ (⋂ri=1 (ΓB (vi) ∩ C)) \ϕ (W ′) . Letting v = ϕ (u) , we
extend ϕ to W ′ ∪ {u} ; this extension can be continued the entire W is mapped into C.
(b) extending ϕ over H −W − P
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Since H −W −P is (q + 1)-partite, the set V (H) \ (W ∪ P ) contains an independent
set W ′′ with
|W ′′| ≥ n− |W | − |P |
q + 1
≥ n− (2q + 1) |W |
q + 1
≥ 1− (2q + 1) θ
q + 1
n ≥ θn > |A| .
Now, extend ϕ to H by mapping arbitrarily W ′′ into A and V (H) \ (W ∪ P ∪W ′′)
into M\ϕ (P ) . This extension is a monomorphism due to the following facts:
- W ′′ is independent in H,
- the set EH (W,W
′′) is empty,
- the set M induces a complete graph in B,
- the sets A and M induce a complete bipartite graph in B.
This completes the proof of the claim. ✷
3.2 Proof of Theorem 2.2
The proof of Theorem 2.2 is reduced to the following proposition.
Proposition 3.26 For every p ≥ 3, c > 0, there exists b > 0 such that if G = G (n) is a
graph with jsp (G) > cn
p−2, then Kp (1, 1, t, . . . , t) ⊂ G, for t > b logn. ✷
In turn, Proposition 3.26 is implied by the following fact.
Fact 3.27 For every p ≥ 3, c > 0 there exists b > 0 such that if G = G (n) is a graph
with kp (G) ≥ cnp, then Kp (t) ⊂ G for t ≥ b log n. ✷
The proof of this theorem can be found in [25].
3.3 Proof of Theorem 2.3
Lemma 3.28 For every p ≥ 2, d ≥ 1 and c > 0, there exists α > 0, such that if G = G (n)
and kp (G) > cn
p, then G contains every p-partite graph H with |H| ≤ αn and ∆(H) ≤ d.
Proof We sketch a proof using the Blow-up Lemma, see [22]. Applying the Regularity
Lemma of Szemere´di we first find an ε-regular partition V (G) = ∪ki=0Vi with ε ≪ (p, c),
1/ε ≤ k ≤ K (ε) . Remove the vertices from V0 and all edges that belong to:
- any E (Vi) ;
- any irregular pair (Vi, Vj) ;
- any pair (Vi, Vj) with σG (Vi, Vj) < c.
A straightforward counting shows that the remaining graph contains a Kp, and so
there exists p sets Vi1 , . . . , Vip such that, for every 1 ≤ l < j ≤ p, the pair
(
Vil , Vij
)
is
ε-regular and σ
(
Vil, Vij
)
> c. Using Fact 3.3, we find subsets Uij ⊂ Vij such that
- |Ui1 | = · · · =
∣∣Uip∣∣ ≥ (1− pε) |Vi1| ,
- for every 1 ≤ l < j ≤ p, the pair (Uil, Uij) is 2ε-regular and every vertex u ∈ Uil has
at least c/2 neighbors in Uij .
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According to the Blow-up Lemma, the graph G
[∪pj=1Uij] contains all spanning graphs
with maximum degree at most d, for |Ui1 | sufficiently large. Therefore, G
[∪pj=1Uij] con-
tains all p-partite graphs of order |Ui1 | + p− 1 and of maximum degree at most d. Since
|Ui1 | > n/ (2K) , the assertion follows. ✷
3.4 Probabilistic Lemmas
We deduce Lemma 3.5 from a more general result; its proof is an adaptation of Sudakov’s
proof of Lemma 2.1 in [32].
Lemma 3.29 Suppose G is a bipartite graph with parts V and U with |V | = n, |U | = m,
and e (G) ≥ dnm. Let H be a uniform k-graph with V (H) = V and d (v1, . . . , vk) ≤ am
for every {v1, . . . , vk} ∈ E (H) . Then there exists W ⊂ V with |W | ≥ (di/2)n such that
e (H [W ]) ≤ (a/d)i nk−1 |W | .
Proof Chose I ∈ U i uniformly. Let W = Γ (I) and define the random variables
X = |W | , Y = e (H [W ]) , Z = X − d
i
aink−1
Y − d
i
2
n.
We have
E (X) =
1
mi
∑
v∈V
di (v) ≥ n
mi
(∑
v∈V
d (v)
n
)i
≥ n
mi
(dm)i = din,
E (Y ) ≤ 1
mi
∑
{v1,...,vk}∈E(H)
di (v1, . . . , vk) ≤ 1
mi
e (H) (am)i ≤ ain
k
2
E (Z) = E (X)− d
i
aink−1
E (Y )− d
i
2
n ≥ d
i
2
n− d
i
aink−1
ai
nk
2
= 0
Thus, there exists I0 ∈ U i for which E (Z) ≥ 0. Then for W = Γ (I0) we have
|W | − d
i
2
n = X − d
i
2
n = Z +
di
aink−1
Y ≥ 0,
e (H [W ]) = Y =
aink−1
di
(X − Z) ≤
(a
d
)i
nk−1 |W | ,
completing the proof. ✷
Proof of Lemma 3.5 Set a = d2k/λ+1 and n = |U1| ; let i be the smallest integer such
that (a/d)i nk < 1, i.e.,
i− 1 < k
ln (d/a)
lnn =
−λ
2 ln d
lnn.
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Define a k-uniform graph H with V (H) = U1: a k-set {u1, . . . , uk} ⊂ U1 belongs to
E (H) if d (u1, . . . , uk) ≤ a |U2| . According to Lemma 3.29, there exists W ⊂ U1 with
|W | ≥ (di/2)n and
e (H [W ]) ≤
(a
d
)i
nk−1 |W | ≤
(a
d
)i
nk < 1.
Thus, W is an independent set in H, and so d (u1, . . . , uk) > a |U2| for every k-set
{u1, . . . , uk} ⊂W . We also have, for n large,
|W | ≥ d
i
2
n ≥ d
2
n1−λ/2 > n1−λ,
completing the proof. ✷
4 Degenerate and splittable graphs
Proposition 2.8 follows from the corollary to the following lemma.
Lemma 4.1 Let k ≥ 1, n ≥ 2 be integers. For any tree Tn of order n, there exists a set
Sk ⊂ V (Tn) such that |Sk| ≤ 2k+2 − 6 and ψ (Tn − Sk) ≤ 2−kn.
Proof We shall use induction on k. According to a result from [12], either ψ (Tn − uv) ≤
2n/3 for some uv ∈ E (Tn) , or ψ (Tn − u) ≤ n/3 for some u ∈ V (Tn) . Therefore,
ψ (Tn − u− v) ≤ n/2 for some vertices u, v ∈ V (Tn) , implying the lemma for k = 1
with S1 = {u, v} . Assume the lemma holds for k − 1 and let Sk−1 be a set such that
ψ (Tn − Sk−1) ≤ 2−k+1n. For each component C of Tn − Sk−1 with |C| > 2−kn, select two
vertices u, v ∈ V (C) such ψ (C − u− v) ≤ |C| /2 ≤ 2−kn. Since there are fewer than 2k
components C satisfying |C| > 2−kn, we deduce that |Sk| < |Sk−1|+2k+1, completing the
induction step and the proof. ✷
Corollary 4.2 Suppose 0 < γ < 1 is fixed. For every 0 < η < 1, every sufficiently large
tree is (γ, η)-splittable.
Proof Set k = ⌈log2 1/ε⌉ . Lemma 4.1 implies that there exists S ⊂ V (Tn) such that
|S| < 2k+2 − 6 and ψ (Tn − S) ≤ 2−kn ≤ ηn. We deduce that |S| < 2k+2 − 6 < 2k+2 <
8η−1 < n1−γ for n large. ✷
Next we sketch the proofs of Proposition 2.6 and 2.5.
Proof of Propostion 2.6 If ∆ (G) ≤ q then ∆ (Gk) ≤ qk; hence Fk is degenerate.
Let F be γ-crumbling, G ∈ F is a graph of order n and M ⊂ V (G) is a set such that
|M | < n1−γ and ψ (G−M) < εn. Set
{M ′ = v : v ∈ V (G) , there exists u ∈M with dist (u, v) ≤ k} .
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If A and B are components of G − M, then dist (A−M ′, B −M ′) ≥ 2k. Therefore,
ψ
(
Gk −M ′) < εn, implying that Fk is (γ/2)-crumbling. ✷
Proof of Propostion 2.5 Burr and Erdo˝s ([7], Lemma 5.4) proved that for every graphG
there exists k ≥ 1 such that every graph of order n homeomorphic to G can be embedded
in P kn . This completes the proof, in view of Propositions 2.7 and 2.6. ✷
Proof of Propostion 2.10 Observe that if G1 is q1-degenerate and G2 is q2-degenerate
then G1 × G2 is (q1 + q2)-degenerate. Also let G1 = G (n) be a (γ1, η1)-splittable graph
and G2 = G (m) be a (γ2, η2)-splittable graph. Suppose m ≤ n, select M ⊂ V (G1) with
|M | < n1−γ2 such that ψ (G1 −M) < η1n. Then
|M × V (G2)| = n1−γ1m ≤ (mn)1−γ1/2
and ψ (G1 ×G2 −M × V (G2)) < η1nm. Therefore, the graph G1×G2 is (γ, η)-splittable
with γ = min {γ1/2, γ2/2} and η = max {η1, η2} ✷
Proof of Propostion 2.11 Let F be a γ-crumbling family. Suppose G ∈ F is a graph of
order n and M ⊂ V (G) is such that |M | < n1−γ and ψ (G−M) < ηn. Let ϕ : Gkn → G
be the homomorphism mapping every vertex to its ancestor. From the graph Gkn remove
the set M ′ = ϕ−1 (M) . If C is a component of G −M, then ϕ−1 (C) is a component of
Gkn −M ′ and so
ψ
(
Gkn −M ′) ≤ Kψ (G−M) < Kηn.
Also,
|M ′| ≤ K |M | < Kn1−γ < (Kn)1−γ/2
for n large. Hence,
{
Gkn
}
is a (γ/2)-crumbling family. ✷
5 Disproof of Conjecture 1.2
In this section we shall prove the following result.
Theorem 5.1 For n sufficiently large, almost all connected 100-regular graphs of order
n are not 3-good.
Our idea is a refinement of the main idea in [5]; however to simplify the presentation,
we use newer, more powerful results.
Define a 2-coloring E (K2n−1) = E (R) ∪ E (B) as follows. Partition V (K2n−1) =
[2n − 1] into five sets V1, . . . , V5 so that |V1| ≤ . . . ≤ |V5| ≤ |V1| + 1; thus, each set has
⌊(2n− 1)/5⌋ or ⌈(2n− 1)/5⌉ vertices. Set E (R) = {uv : u ∈ Vi, v ∈ Vj , i− j ≡ ±1 (mod 5)}
and let all other edges belong to E (B). Clearly, the graph R is K3-free. We claim that,
for n sufficiently large, G * B for almost all connected 100-regular graphs G of order n.
To prove this claim we need first a proposition.
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Proposition 5.2 Every subgraph of B of order n contains two disjoint sets sets X and
Y with |X| |Y | ≥ n2/25− O (n) and eB (X, Y ) = 0.
Proof Let q(n) be the largest integer such that every n-element subset of V (Kn−1) =
[2n− 1] induces a complete bipartite subgraph of size q(n) in R. We shall prove that
q(n) >
n2
25
− O(n),
implying the desired result.
Let X be an n-element subset of [2n − 1], and set Xi = X ∩ Vi for 1 ≤ i ≤ 5. We
may assume that |X5| = max
i
|Xi|. Note that X induces two complete bipartite graph
in R - one with parts X5 and X1 ∪ X2 and another one with parts X2 and X3. Since∑
i |Xi| = n, either |X1| + |X4| + |X5| ≥ n/2 or |X2| + |X3| ≥ n/2. We consider each
of these two possibilities in turn. If |X1| + |X4| + |X5| ≥ n/2, then 3 |X5| ≥ n/2 and
|X5| ≤ ⌈(2n− 1) /5⌉. Since x(n/2− x) is a concave function of x, its minimum over [a, b]
is min{a(n/2− a), b(n/2− b)}. Thus, the size of the complete bipartite graph with parts
X5 and X1 ∪X2 is at least
|X5| (n/2− |X5|) ≥ min
{
n
6
(n
2
− n
6
)
,
⌈
2n− 1
5
⌉(
n
2
−
⌈
2n− 1
5
⌉)}
=
n2
25
− O(n).
Suppose |X2|+|X3| ≥ n/2 and assume that |X2| ≥ |X3|. Then n/4 ≤ |X2| ≤ ⌈(2n− 1) /5⌉.
As before we find that the size of the complete bipartite subgraph with parts X2 and X3
is at least n2/25−O(n), completing the proof. ✷
Recently Friedman [18] confirmed a conjecture of Alon, proving the following result.
Fact 5.3 For even d ≥ 4 and every ε > 0, the second singular value σ2 of almost all
d-regular graphs satisfies
σ2 ≤ 2
√
d− 1 + ε.
Earlier, Robinson and Wormald [31] proved that for d ≥ 3, almost all d-regular graphs
are Hamiltonian. Therefore, we have the following simple corollary.
Fact 5.4 For d ≥ 3, almost every d-regular graph is connected.
We need also the following statement, generally known as the “Expander mixing
lemma”, (for a proof see [21], p. 11).
Fact 5.5 For every d-regular graph G of order n and every nonempty sets X, Y ⊂ V (G) ,∣∣∣∣e (X, Y )− dn |X| |Y |
∣∣∣∣ ≤ σ2 (G)√|X| |Y |.
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Facts 5.3 and 5.4 imply that almost every 100-regular graphG is connected and satisfies
σ2 (G) ≤ 2
√
d− 1 + ε.
If such a graph of sufficiently large order is 3-good, then Proposition implies that G
contains two disjoint sets X and Y such that |X| |Y | ≥ n2/25− O (n) and e (X, Y ) = 0.
Hence,
100
n
|X| |Y | ≤ σ2 (G)
√
|X| |Y |
and so,
20 (1 + o (1)) ≤ 100
n
√
|X| |Y | ≤ σ2 (G) ≤ 2
√
99 + ε,
a contradiction for large n and ε sufficiently small.
References
[1] B. Andra´sfai, P. Erdo˝s, V. So´s, On the connection between chromatic number, max-
imal clique and minimum degree of a graph, Discrete Math. 8 (1974), 205–218.
[2] S.A. Burr, P. Erdo˝s, R.J. Faudree, C.C. Rousseau, R.H. Schelp, R.J. Gould, M.S.
Jacobson, Goodness of trees for generalized books, Graphs Combin. 3 (1987), 1–6.
[3] B. Bolloba´s, Modern Graph Theory, Graduate Texts in Mathematics, 184, Springer-
Verlag, New York (1998), xiv+394 pp.
[4] B. Bolloba´s, V. Nikiforov, Joints in graphs, to appear in Discrete Math.
[5] S. Brandt, Expanding graphs and Ramsey numbers, available at Bielefeld preprint
server, Preprint A 96-24.
[6] S.A. Burr, R.J. Faudree, C.C. Rousseau, R.H. Schelp, On Ramsey numbers involving
starlike multipartite graphs, J. Graph Theory 7 (1983), 395–409.
[7] S.A. Burr, P. Erdo˝s, Generalizations of a Ramsey-theoretic result of Chva´tal, J.
Graph Theory 7 (1983) 39–51.
[8] S.A. Burr, Ramsey numbers involving graphs with long suspended paths, J. London
Math. Soc. (2) 24 (1981), 405–413.
[9] S.A. Burr, Multicolor Ramsey numbers involving graphs with long suspended paths,
Discrete Math. 40 (1982), 11–20.
[10] S.A. Burr, What we can hope to accomplish in generalized Ramsey theory, Discrete
Math. 67 (1987), 215-225.
[11] P. Erdo˝s, R.J. Faudree, C.C. Rousseau, R.H. Schelp, Multipartite graph-sparse graph
Ramsey numbers, Combinatorica 5 (1985), 311–318.
33
[12] P. Erdo˝s, R.J. Faudree, C.C. Rousseau, R.H. Schelp, The book-tree Ramsey numbers,
Scientia, Series A: Mathematical Sciences, 1 (1988), 111-117.
[13] R.J. Faudree, C.C. Rousseau, J. Sheehan, More from the good book, Congress. Nu-
mer. XXI, Utilitas Math., Winnipeg, Man., 1978, pp. 289–299.
[14] R.J. Faudree, C.C. Rousseau, J. Sheehan, Strongly regular graphs and finite Ramsey
theory, Linear Algebra Appl. 46 (1982), 221–241.
[15] R.J. Faudree, C.C. Rousseau, R.H. Schelp, A good idea in Ramsey theory, Graph
theory, combinatorics, algorithms, and applications (San Francisco, CA, 1989), 180–
189, SIAM, Philadelphia, PA, 1991.
[16] R.J. Faudree, C.C. Rousseau, J. Sheehan, Cycle-book Ramsey numbers, Ars Combin.
31 (1991), 239–248.
[17] R.J. Faudree, R.H. Schelp, C. C. Rousseau, Generalizations of a Ramsey result of
Chva´tal, The theory and applications of graphs (Kalamazoo, Mich., 1980), pp. 351–
361, Wiley, New York, 1981.
[18] J. Friedman, A proof of Alon’s Second Eigenvalue Conjecture, accepted to the Mem-
oirs of the A.M.S.
[19] J. Komlo´s, M. Simonovits, Szemere´di’s regularity lemma and its applications in graph
theory, in: Combinatorics, Paul Erdo˝s is Eighty, Vol. 2 (Keszthely, 1993), Bolyai Soc.
Math. Stud., 2, Ja´nos Bolyai Math. Soc., Budapest, 1996 pp. 295–352.
[20] A. Kostochka, V. Ro¨dl, On graphs with small Ramsey numbers, J. Graph Theory 37
(2001), 109-204.
[21] M. Krivelevich, B. Sudakov, Pseudo-random graphs, in: More sets, graphs and num-
bers, 199–262, Bolyai Soc. Math. Stud., 15, Springer, Berlin, 2006.
[22] J. Komlo´s, G. Sa´rko¨zy, E. Szemere´di, Blow-up lemma, Combinatorica 17 (1997),
109–123.
[23] Y. Li, C.C. Rousseau, Fan-complete graph Ramsey numbers, J. Graph Theory 23
(1996), 413–420.
[24] V. Nikiforov, Edge distribution of graphs with few induced copies of a given graph,
Combin. Probab. Comput. 15 (2006), 895-902.
[25] V. Nikiforov, Graphs with many r-cliques contain large complete r-partite graphs,
submitted.
[26] V. Nikiforov, C.C. Rousseau, Large generalized books are p-good, J. Combin. Theory
Ser. B 92 (2004), no. 1, 85–97.
34
[27] V. Nikiforov, C.C. Rousseau, A note on Ramsey numbers for books, J. Graph Theory
49 (2005), 168-176.
[28] V. Nikiforov, C.C. Rousseau, Book Ramsey numbers I, Random Structures Algo-
rithms 27 (2005), 379-400.
[29] C.C. Rousseau, J. Sheehan, On Ramsey numbers for books, J. Graph Theory 2
(1978), 77–87.
[30] C.C. Rousseau, J. Sheehan, A class of Ramsey problems involving trees, J. London
Math. Soc. (2) 18 (1978), 392–396.
[31] R.W. Robinson, N.C. Wormald, Almost all regular graphs are Hamiltonian, Random
Structures Algorithms 5 (1994), 363–374.
[32] B. Sudakov, Large Kr-free subgraphs in Ks-free graphs and some other Ramsey-type
problems, Random Structures Algorithms 26 (2005), 253-265.
[33] E. Szemere´di, Regular partitions of graphs, Proble`mes combinatoires et the´orie des
graphes (Colloq. Internat. CNRS, Univ. Orsay, Orsay, 1976), pp. 399–401, Colloq.
Internat. CNRS, 260, CNRS, Paris, 1978.
35
