Abstract-Telco providers are in the phase of migrating their services from PSTN to so called Next Generation Networks (NGNs) based on standard IP connectivity. This switch is expected to produce a cost degression of 50% for CAPEX, while OPEX remains fairly stable due to network management and energy costs. At the same time we are expecting a big increase of the load of a telco provider at the core level due to the istantiation of new telco services (VoIP, video conferencing etc) and to the support of third parties services (such as support to smartphone applications, etc.). The goal of this work is to show how management and energy costs can be effectively reduced by leveraging autonomic approaches to move some NGN services toward the telco network edge while still providing QoS levels comparable with those provided by a traditional fully-managed infrastructure.
I. INTRODUCTION
Next Generation Networks (NGNs) are packet-based networks able to provide Telecommunication Services to users and make use of multiple broadband, QoS-enabled transport technologies in which service-related functions are independent of the underlying transport-related technologies [2] .
Worldwide telco operators are striving to develop new solutions over NGNs, which exhibit a telephone traffic cost reduction and provide a higher number of services such as web call center, e-commerce, home banking, video conference, as well as supporting third party applications such as smartphone applications, social network applications etc. These applications are expected to increase the resources requested to the telco core network of one order of magnitude in the close future. Despite this raising load, almost all NGN communication protocols such as H.323 and SIP (Session Initiation Protocol) [1] rely on a collection of central servers that manage all clients requests in case, for example, a user contact information has to be retrieved and a connection with that contact has to be established. These centralized architectures grow up telco operational costs by adding servers in order to cope with the increased load as well as introducing scalability issues in the long run.
Usually, the network infrastructure of a large telco provider (e.g. Telecom Italia, AT&T, France Telecom) is organized as a static tree with servers installed in different geographic domains (leaves of the tree). These servers are used to respond to regional user contacts requests and forward those requests to a cluster of other servers (root of the tree) made available This work has been supported by Telecom Italia. for user contact retrieval purposes. In these networks, the majority of the system costs are represented by maintenance and configuration, due to the employment of dedicated system administrators in each domain [3] . If the load increases, servers are added to the system to prevent the creation of bottlenecks.
In this paper we describe the outcome of a project, funded by Telecom Italia [5] , which focuses on the design and evaluation of a load balancing architecture whose goal is to efficiently support core telco services for millions of users. This architecture, on one hand, aims to reduce operational costs and, on the other hand, it must cope with a load of the core services of one order of magnitude higher than the one handled by the current telco systems. More specifically, in this paper we evaluate the behavior of the architecture applied to a contact management service, that is, considering a unique client ID, the service returns the current IP address of the users. This service is a basic building block of many applications deployed on the top of the telco provider network such as VoIP, video conference, Instant Messaging. Moreover, the contact service also supports a variety of applications that are developed by third parties, from smartphone applications to social network ones. We consider a telco infrastructure constituted by a core network made up of several servers and an edge network. The latter is a DHT [4] formed by devices installed at users' premises, namely Home Gateways. The load of contact requests is then balanced between the managed network and the edge in order to both respect the QoS of the specific service and reduce the management costs.
The performance analysis shows that our hybrid architecture can reduce the number of servers of one order of magnitude passing from a core network of thirty servers (actual size of the inter-regional core infrastructure for a mid-large size telco operator) to a few units when this small core network is combined with an edge network of four millions home gateways. From the point of view of the telco provider, this entails a substantial reduction of (i) the OPerating EXpences (OPEX) for running the system, i.e., maintenance, management, and energy costs, and (ii) the CApital EXpenditure (CAPEX) due to a smaller number of servers forming the core network.
II. SYSTEM MODEL
The internal architecture of a NGN can be described in terms of two Network Access Points (NAPs): Access Routers (ARs) and Home Gateways (HGs). An AR is a powerful server playing the role of NAP for a wide geographical area. A HG is a small device installed at users' homes by telco providers. It is characterized by limited computational resources and scarce available memory. We consider the IP architecture of a NGN depicted in figure 1 , where core services are identified and applications supporting third party services are hosted on a telco network.
Core service model: We model a location service that is accessed through a lookup and an update primitive. Specifically, the ( ) primitive retrieves the user profile associated with a given UserID. The user profile contains at least the current IP address of the user. For example, in a VoIP application UserID corresponds to the phone number and the lookup procedure provides the phone-number IP address mapping which is exploited on a per-call basis. The lookup service should guarantee short lookup time for QoS requirements enforcement (i.e., low latency), limited control message overhead, low memory and processors consumption on the NAPs, dependability (i.e., no false responses on lookup requests).
The ( , ) procedure is used to periodically refresh the user profile associated with the UserID. It is issued by a user every time his/her IP address changes. However, a user renews his/her data once per hour even if the associated IP address does not change; this is a mechanism similar to the one presented in [1] .
User model: We consider a system composed by 10 millions of users, 40% of which fixed and 60% mobiles. This model has been specifically required by Telecom Italia as it reflects the real user scenario in our country. Fixed users access the network via their own HG or through an AR (for example because they are using dial-up connections). Mobile users always get the access through an AR. Once a user has joined the IP network, he/she sends his/her new profile to the location service and refreshes it periodically.
III. HYBRID ARCHITECTURE FOR BALANCING USERS

REQUESTS
In the proposed solution we move part of the location service load on a service that is implemented exploiting the HGs subsystem. In the NGN the location service is likely to increase in volume and this can cause performance penalties that can in turn entail a service scalability problem. By moving part of this load on the HGs we aim at mitigating this issue. Specifically, the system architecture we propose is organized in two levels: a managed core level, populated by ARs connected through a clique, and an unmanaged edge level, populated by HGs, connected through a DHT. Due to its simple structure and popularity, we have chosen Chord [4] as DHT. Both the clique and DHT are implemented over an IP network. In addition, each HG maintains an IP connection with a single AR, assigned at random by the telco provider.
Both ARs and HGs store user profiles; the profiles are replicated in copies, with the constraint that at least one of them is stored in both the managed and unmanaged networks. We assume that each AR stores a fraction of the user profiles and uses an in-memory hash table to rapidly redirect a lookup request towards the AR that contains the full user profile. In addition, ARs and HGs are equipped with an Incoming Messages queue for messages incoming from other NAPs, and an Access to memory queue for accessing the user profile repository.
The service works as follows: all lookup requests generated by users connected through ARs and HGs are sent to the core network. When an AR extracts a lookup message from the Incoming Messages queue, it accesses the hash table to find the destination. If the destination is itself, then it enqueues the message into the Access to memory queue; otherwise, with probability , that message is redirected to the DHT subsystem, and with probability 1 − to the destination AR.
Update messages are sent to the core network too. When an AR extracts an update message from the Incoming Messages queue, it accesses the hash table to find the destination AR. Hence, the Access to memory queue contains all the update requests for profiles stored in the local disk and only a fraction of lookup requests that it can directly serve. Updates are not redirected over the DHT. However, in order to guarantee profiles consistency, when an AR updates a user profile, it executes an update procedure over the DHT. The motivations behind the choice of this architecture are twofold: (i) we exploit ARs' memory and bandwidth availability to connect ARs through a clique. This ensures a fast lookup latency; (ii) we use a distributed system among HGs in order to download part of the traffic from the clique, thus reducing the time spent by a message in the AR's Access to Memory queue; this helps us in meeting QoS requirements such as latency and message losses. The use of a DHT as distributed system contributes to minimize the time necessary to localize a resource.
IV. THEORETICAL MODEL
In this section we describe a theoretical model that can be used in order to predict the mean messages delay as function of the load imposed on ARs and HGs. We express the load on a device as the ratio between incoming and processed messages in a time unit. Without loss of generality, we consider NAPs equipped only with the Access to Memory queue; the motivation is that the disk access time is two order of magnitude greater than the extracting message time. Thus, the time spent by a message in the Incoming Messages queue can be considered negligible. The Access to Memory queue is modelled as a M/M/1 message queue [7] , that is a single-server FIFO queue model in which arrivals are a Poisson process, the service time is exponentially distributed, and the buffer length is infinite. The model is characterized by two main parameters:
, i.e., the number of processed messages in a time unit; and ,i.e., the number of incoming messages in a time unit. The ratio = is called traffic intensity. In order to guarantee queue stability, it must be < 1. As our aim is to define a theoretical model that computes the average message latency for both ARs and HGs, we use the well-known Little's theorem in the queue model:
where is the average time spent by a message in a queue.
For the sake of simplicity, in our analysis we consider the managed network consisting of a single AR: a lookup message is queued just in the AR containing the requested profile, which is reached at most in two hops (we neglect transmission delay in the core network). Thus, the time spent by a message in the queue is determined by:
In contrast, for the unmanaged network we consider intermediate steps before reaching the target HG: the average number of hops in Chord is 1 2 log 2 [4] , with that represents the network size. Thus, formula (1) in case of HGs becomes:
where is the number of HGs in the network and Δ ℎ the mean transmission delay per DHT hop. and represent the messages load over an AR and a HG, respectively. In particular, depends on the update and fraction 1 − of lookup in a time unit. Since users are randomly assigned to an AR, we can consider the overall load balanced uniformly over ARs. Thus, is:
where is the total number of lookups, is the total number of updates and is the number of ARs in the managed network.
Similarly, depends on the fraction of lookup messages redirected by AR connected to it, and on the fraction 1 of updates coming from that AR (an AR issues an update procedure over the DHT by choosing at random the target HG). Thus, is:
Finally, the average time spent by a message in system queues is determined as follows:
In the extended version of this paper [11] , we provide a validation of the theoretical model.
V. EVALUATION
We run a simulation study aiming at assessing the trade-off between the number of ARs and HGs that could lead to a significant managed network size reduction, while providing services within QoS constraints in terms of messages latency.
Test details: We used realistic data collected in an experimental analysis to simulate our model on a large scale system. These data concern: (i) the service time (i.e., the time needed for extracting a message from the queue and accessing user information); (ii) the transmission delay in the provider managed network. The service time follows a Gaussian distribution with mean value equal to 4.2323 milliseconds and standard deviation equal to 3.91626 10 −3 milliseconds for ARs, and mean and standard deviation for HGs equal to 2.05195 and 1.0759 10 −1 milliseconds, respectively. Transmission delay in the managed network is modelled as a Gaussian distribution with mean value and standard deviation of 2.44949 and 2.19 10 −1 milliseconds respectively. The mean value and standard deviation for transmission delay in DHT channels were set to 30 and 2.569 milliseconds, as assessed in a previous study on a WAN environment [8] . More details can be found in [11] . The architecture and VoIP service are implemented using OMNeT++ v. 4.0 64-bits, a C++ component-based simulator [9] . We fixed the number of HGs to 4 millions. Thus, we simulate a scenario in which all fixed users are equipped with an HG. Currently, not all customers are provided with a home gateway. However, due to the continuous effort telco providers are making toward the reduction of management costs, we expect that in few years the simulated scenario will be adopted in practice. For each configuration number of ARs -number of HGs, we evaluated the mean message latency.
All the following results are the average of 5 different tests on the same scenario; that is, the number of unique profiles in the network is 10 millions; each profile has = 2 copies, one stored in the managed network and one in the unmanaged network.
We simulated the service execution for one hour and fixed the maximum request rate to 3000 lookup/sec. This value is obtained by considering the number of phone calls in a peak hour for 1 million population of fixed [10] and mobile [6] users. For a population of 10 millions users, we assume the number of calls growing approximately up to 300. In order to accommodate the growing of applications using such services as depicted in figure 1 , we estimate an aggregate of an order of magnitude greater than the one expected for phone calls. Results: Figure 2 shows the mean lookup latency varying the number of ARs in the set {5 − 30} and the probability of traffic redirection in the set {0, 0.1, 0.5, 0.95}. The parameter that helps in reducing the managed network size is . Redirecting a lookup message avoids it to wait for a long time in the AR's Access to Memory queue, due to the presence of update and other lookup messages. Augmenting from 0 to 0.95, the number of required ARs in the managed network is more than halved. In addition, the figure shows an interesting trade-off between number of ARs and : an higher value helps to reduce the managed network size; however, it imposes an overhead due to lookup procedures over the DHT. Hence, a telco provider should properly set accordingly with the managed network size that is willing to maintain and the expected QoS standard. Figure 3 shows how experimental results are confirmed by the theoretical model. Formula (6) represents a powerful tool for a telco provider to determine the composition of the system internal infrastructure (number of ARs versus number of HGs) in order to guarantee services within the desired QoS constraint. In (6) , and are set to 238 and 130 messages/sec. respectively, as assessed in [11] . Finally, we use function (6) to compute the minimum number of ARs and HGs that guarantee a service with mean lookup latency of 200 milliseconds [3] . Results are reported in table I. They show that when the probability is very high (i.e., = 0.95), the number of ARs in the network is significantly reduced. In this case, the size of the DHT has a big impact on the mean lookup latency, due to the high number of lookup procedure performed over it. Hence, a small DHT has to be used (i.e., 10 HGs), in order to decrease the mean number of hops to retrieve a user profile and, in turn, the lookup latency. In contrast, when is lower (i.e., = 0.1, = 0.5) the lookup latency is mainly determined by ARs; thus a higher number of servers in the managed network is required. In this case the DHT size has much less impact due to the limited number of lookup procedures performed over it. In this work we described a hybrid architecture for supporting telco and third party services in NGNs. In particular, to embrace the expected developments of these services in the close future, we considered an environment in which the number of requests of lookup per second is one order of magnitude greater than the one generated by current VoIP services. This load is balanced between a core network consisting of a set of servers and an edge network constituted by home gateways arranged as a DHT. We have shown that the DHT can be used to significantly reduce the number of servers while meeting specific QoS requirements. This in turn implies a reduction of the operational (energy and management) cost from the operator despite the increased load.
