Abstract. We give a general framework for studying G-CW complexes via the orbit category. As an application we show that the symmetric group G = S 5 admits a finite G-CW complex X homotopy equivalent to a sphere, with cyclic isotropy subgroups.
Introduction
A good algebraic setting for studying actions of a group G with isotropy in a given family of subgroups F is provided by the category of R-modules over the orbit category Γ = Or F G, where R is a commutative ring with unit. This theory was established by tom Dieck [7] and Lück [14] . In particular, the category of RΓ -modules is an abelian category with Hom and tensor product, and has enough projectives for standard homological algebra.
In this paper, we will study finite group actions on spheres with non-trivial isotropy, generalizing the approach of Swan [24] to the spherical space form problem through periodic projective resolutions. A finite group is said to have rank k if k is the largest integer such that G has an elementary abelian subgroup C p × · · · × C p of rank k for some prime p. A rank 1 group G has periodic cohomology, and Swan showed that this was a necessary and sufficient condition for the existence of a finite free G-CW complex X, homotopy equivalent to a sphere.
The work of Adem-Smith [1] concerning free actions on products of spheres led to the following open problem:
Question. If G is a rank 2 finite group, does there exist a finite G-CW complex X ≃ S n with rank 1 isotropy ?
If G is a finite p-group, then there exist orthogonal linear representations V so that S(V ) has rank 1 isotropy (see [9] ). If G is not of prime power order, representation spheres with rank 1 isotropy do not exist in general: a necessary condition is that G has a p-effective character for each prime p dividing |G| (see [12, Thm. 47] ). In [12, Prop. 48] it is claimed that this condition is also sufficient for an affirmative answer to the G-CW question above, but the discussion on [12, p. 831] does not provide a construction for X.
Our main result concerns the first non-trivial case: the permutation group G = S 5 of order 120, which has no linear action with rank 1 isotropy on any sphere, although it does admit p-effective characters for p = 2, 3, 5. Theorem A. The permutation group G = S 5 admits a finite G-CW complex X ≃ S n , such that X H = ∅ implies that H is a rank 1 subgroup of 2-power order.
Remark 1.1. It is an interesting problem for future work to decide if the group G = S 5 acts smoothly on S n with rank 1 isotropy.
In order to prove this result we develop further techniques over the orbit category, which may have some independent interest. A well-known theorem of Rim [22] shows that a module M over the group ring ZG is projective if and only if its restriction Res G P M to all the p-Sylow subgroups is projective. Over the orbit category we have a similar statement localized at p (see Theorem 3.8).
Theorem B. Let G be a finite group and let R = Z (p) . Then an RΓ -module M has a finite projective resolution with respect to a family of p-subgroups if and only if its restriction Res
G P M has a finite projective resolution over any Sylow p-subgroup P ≤ G. Remark 1.2. For modules over the group ring RG, those having finite projective resolutions are already projective. Over the orbit category, these two properties are distinct.
Another useful feature of homological algebra over group rings is the detection of group cohomology by restriction to the p-Sylow subgroups. Here is an important concept in group cohomology (see for example [25] ). Definition 1.3. For a given prime p, we say that a subgroup H ⊆ G controls p-fusion provided that (i) p ∤ |G/H|, and (ii) whenever Q ⊆ H is a p-subgroup, and there exists g ∈ G such that Q g := g −1 Qg ⊆ H, then g = ch where c ∈ C G (Q) and h ∈ H.
One reason for the importance of this definition is the fact that the restriction map
is an isomorphism if and only if H controls p-fusion in G (see [19] , [25] ). We have the following generalization (see Theorem 4.5) for functors of cohomological type over the orbit category (with respect to any family F ). The construction of the G-CW complex X for G = S 5 is carried out by first constructing finite projective chain complexes C (p) over the orbit categories RΓ , with R = Z (p) for p = 2, 3, 5 separately. In each case, the family F consists of the rank 1 subgroups of 2-power order in G. In the case p = 2, we start with the well known S 4 action on cube and adjust it to obtain a finite projective chain complex over RΓ H where H = S 4 . Then, we use a chain complex version of Theorem C to lift it to a finite projective complex over RΓ G . For p = 3 and p = 5, the p-rank of S 5 is 1, so there exists a periodic complex over the group ring RG. We start with a periodic complex over RG and add chain complexes to this complex for every nontrivial subgroup K ∈ F so that the rational homology of all the complexes C (p) are isomorphic. The chain complexes C (p) are constructed in such a way that they have the R-homology of an n-sphere, meaning that for each K ∈ F , the complexes C (p) (K) have homology H i = R only in two dimensions i = 0 and i = n K , where n = {n K | K ∈ F } is a dimension function on F . By construction, these complexes have exactly the same dimension function. We use the theory of algebraic Postnikov sections by Dold [8] to glue the complexes together to form a finite projective ZΓ G chain complex. We complete the chain complex construction by varying the finiteness obstruction to obtain a complex of free ZΓ G -modules, and then we prove a realization theorem (see Section 7) to construct the required G-CW complex X ≃ S n . Throughout the paper, a family of subgroups will always mean a collection of subgroups which is closed under conjugation and taking subgroups. Also, unless otherwise stated, all modules are finitely generated.
Theorem C. Let G be a finite group, R = Z (p) , and H ≤ G a subgroup which controls p-fusion in G. If M is an RΓ G -module and N is a cohomological Mackey functor, then the restriction map
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Modules over small categories
Our main source for the material in this section is [14, §9, §17 ] (see also [7, §10, §11] ). We include it here for the convenience of the reader.
Let R be a commutative ring. We denote the category of R-modules by R-Mod. For a small category Γ (i.e., the objects Ob(Γ ) of Γ form a set), the category of right RΓ -modules is defined as the category of contravariant functors Γ → R-Mod, where the objects are functors M(−) : Γ → R-Mod and morphisms are natural transformations. Similarly, we define the category of left RΓ -modules as the category of covariant functors N(−) : Γ → R-Mod. We denote the category of right RΓ -modules by Mod-RΓ and the category of left RΓ -modules by RΓ -Mod.
The category of covariant or contravariant functors from a small category to an abelian category has the structure of abelian category which is object-wise induced from the abelian category structure on abelian groups (see [17, Chapter 9, Prop. 3.1] ). Hence the category of RΓ -modules is an abelian category where the notions submodule, quotient module, kernel, image, and cokernel are defined object-wise. The direct sum of RΓ -modules is given by taking the usual direct sum object-wise.
Example 2.1. The most important example for our applications is the orbit category of a finite group. Let G be a finite group and let F be a family of subgroups of G which is closed under conjugation and taking subgroups. The orbit category Or(G) is the category whose objects are subgroups H of G or coset spaces G/H of G, and the morphisms Mor(G/H, G/K) are given by the set of G-maps f : G/H → G/K. The category Γ = Or F G is defined as the full subcategory of Or(G) where objects satisfy H ∈ F . The category of right R Or F G-modules is the category of contravariant functors from Or F G to R-modules. A right Or F G-module M is sometimes called a coefficient system [26] . We sometimes denote M(G/H) by M(H) if the group G is clear from the context. When F = {e}, RΓ -Mod is just the category of left RG-modules and Mod-RΓ is just the category of right RG-modules. Now, we will introduce the tensor product and Hom functors for modules over small categories. Let Γ be a small category and let M ∈ Mod-RΓ and N ∈ RΓ -Mod. The tensor product over RΓ is given by
where ∼ is the equivalence relation defined by ϕ * (m) ⊗ n ∼ m ⊗ ϕ * (n) for every morphism ϕ : x → y. For RΓ -modules M and N, we mean by Hom RΓ (M, N) the R-module of RΓ -homomorphisms from M to N. In other words,
is the submodule satisfying the relations f (x) • ϕ * = ϕ * • f (y), for every morphism ϕ : x → y. We sometimes consider a second tensor product, namely the tensor product over R, which is defined for RΓ -modules M and N which are both left modules or both right modules. The tensor product M ⊗ R N is defined by the formula
on objects x ∈ Ob(Γ ) and on morphisms, one has
The tensor product over RΓ and Hom RΓ are adjoint to each other. This can be described in the following way: Proposition 2.2. Given two small categories Γ and Λ, the category of RΓ -RΛ-bimodules is defined as the category of functors Γ × Λ op → R-Mod. For a right RΓ -module M, an RΓ -RΛ-bimodule B, and a right RΛ-module N, one has a natural transformation
Proof. See [14, 9.21.] We will be using this isomorphism later when we are discussing induction and restriction.
2A. Free and finitely generated modules. For a small category Γ , a sequence
of RΓ -modules is exact if and only if
is exact for all x ∈ Ob(Γ ). Recall that a module P in Mod-RΓ is projective if the functor
is exact. For an object x ∈ Γ , we define a right RΓ -module RΓ (?, x) by setting
for all y ∈ Ob(Γ ). Here, R Mor(y, x) denotes the free abelian group on the set of morphisms Mor(y, x) from y to x. As a consequence of the Yoneda lemma, we have
So, for each x ∈ Ob(Γ ), the module RΓ (?, x) is a projective module. When working with modules over small categories one uses the following notion of free modules.
Definition 2.3. Let Γ be a small category. A Ob(Γ )-set is defined as a set S together with a map β : S → Ob(Γ ). We say a RΓ -module M is free if it is isomorphic to a module of the form
for some Ob(Γ )-set S. A free module RΓ (S) is called finitely generated if the set S is finite.
Note that for every RΓ -module M, there is a free RΓ -module RΓ (S) and a map f : RΓ (S) → M such that f is surjective. We can take such a free module by choosing a set of generators S x for the R-module M(x) for each x ∈ Ob(Γ ), and then taking S as the Ob(Γ )-set which has the property β −1 (x) = S x . A free module RΓ (S) which maps surjectively on M is called a free cover of M. A RΓ -module is called finitely generated if it has a finitely generated free cover. Note also that from our description of free modules it is clear that an RΓ -module M is projective if and only if it is a direct summand of a free module. This shows that the module category of a small category has enough projectives. We will later give a more detailed description of projective RΓ -modules.
Example 2.4. For the orbit category, the free modules described above have a more specific meaning. For any subgroup K ∈ F , the R Or F G-module RΓ (?, G/K) is given by
where R[(G/K) H ] is the free abelian group on the set of fixed points of the H action on G/K. Because of this we denote the free module
In fact, we will be using this notation even for subgroups K ≤ G which are not in F since taking fixed points of such orbits still makes sense. Note that the constant module R defined by R(H) = R for all H ∈ F can be expressed as R = R[G/G ? ]. This shows that the constant module R is projective if G ∈ F .
2B. Induction and Restriction. Let Γ and Λ be two small categories. Given a covariant functor F : Λ → Γ , we define an RΛ-RΓ -bimodule
on objects by (x, y) → R Hom(y, F (x)). We define the restriction map 
The induction functor respects direct sum, finitely generated, free, and projective but it is not exact in general. The restriction functor is exact but does not respect finitely generated, free, and projective in general. Now we will define functors which are special cases of restriction and induction functors. Let Γ be a small category. For x ∈ Ob(Γ ), we define R[x] = R Aut(x) be the group ring of the automorphism group Aut(x) and denote the category of right R[x]-modules by Mod-R[x]. Let Γ x denote the full subcategory of Γ with single object x and let F : Γ x → Γ be the inclusion natural transformation. The restriction functor associated to F gives a map
which is called the restriction functor. This functor behaves like a evaluation map Res x (M) = M(x). In the other direction, we obtain a functor
R Mor(y, x) for every y ∈ Ob(Γ ). They form an adjoint pair: for every R[x]-module M and an RΓ -module N, we have
By general properties of restriction and induction, the functor Res x is exact and E x takes projectives to projectives. In general, E x is not exact and Res x does not take projectives to projectives. But in some special cases, we can say more. For example, when Γ is free, i.e. R Mor(y, x) is a free R[x]-module for all y ∈ Γ , then it is easy to see that E x is exact [14, 16.9] . Example 2.6. In the case of an orbit category Γ = Or F G, we denote the extension function for H ∈ F simply by E H and the restriction functor by Res H . In this case, the automorphism group Aut(G/H) for H ∈ F is isomorphic to the quotient group N G (H)/H. The isomorphism N G (H)/H ∼ = Aut(G/H) is given by the anti-isomorphism nH → f n where f n (gH) = gnH for n ∈ N G (H) (see [7, Example 11.2] 2C. Inclusion and Splitting Functors. We will introduce two more functors. These are also special cases of induction and restriction, but they are defined through a bimodule rather than just a natural transformation F . We first describe these functors and then give their interpretations as restriction and induction functors.
Let Γ be an EI-category. By this, we mean that Γ is a small category where every endomorphism x → x is an isomorphism for all x ∈ Ob(Γ ). This allows us to define a partial ordering on the set Iso(Γ ) of isomorphism classesx of objects x in Γ . For x, y ∈ Ob(Γ ), we sayx ≤ȳ if and only if Mor(x, y) = ∅. The EI-property ensures that x ≤ȳ ≤ x impliesx =ȳ.
For each object x ∈ Γ , and M ∈ Mod-R[x], the inclusion functor,
is defined by
In the other direction, we define the splitting functor
There is a RΓ -R[x]-bimodule B defined in such a way that the inclusion functor I x can be described as M → Hom R[x] (B, M) and the splitting functor S x is the same as the functor M → M ⊗ RΓ B (see [14, page 171] for details). So (S x , I x ) is an adjoint pair, meaning that
From general properties of induction and restriction, we can conclude that I x is exact and S x preserves projectives. Some of the other properties of these functors are listed in [14, Lemma 9.31] . It is interesting to note that the composition S x • E x is naturally equivalent to the identity functor. Also, the composition S y • E x is zero whenx =ȳ. These are used to give a splitting for projective RΓ -modules. Theorem 2.7. Let P be a finitely generated projective RΓ -module. Then
Proof. For proof see [14, Corollary 9.40 ].
In the statement, the notation x∈Iso(Γ ) means that the sum is over a set of representatives x ∈ Ob(Γ ) forx ∈ Iso(Γ ).
2D. Resolutions for RΓ -modules. Let Γ be an EI-category. For a non-negative integer l we define an l-chain c from x ∈ Ob(Γ ) to y ∈ Ob(Γ ) to be a sequence c :x =x 0 <x 1 < · · · <x l =ȳ .
Define the length l(y) of y ∈ Ob(Γ ) to be the largest integer l such that there exists an l-chain from some x ∈ Ob(x) to y. The length l(Γ ) of Γ is max{l(x) | x ∈ Ob(Γ )}. Given an RΓ -module M, its length l(M) is defined by max{l(x) | M(x) = 0} if M is not the zero module and l({0}) = −1.
We call a category Γ finite if Iso(Γ ) and Mor(x, y) are finite for all x, y ∈ Ob(Γ ). Denote by m(Γ ) the least common multiple of all the integers | Aut(x)|.
Given an RΓ -module M, consider the map φ :
where for each x ∈ Ob(Γ ), the map φ x : E x Res x M → M is the map adjoint to the identity homomorphism. It is easy to see that φ is surjective. Let
and let KM denote the kernel of φ : EM → M. Note that if x is an object with l(x) = l(M), then Res x = S x which also gives that
is an isomorphism. Note that this implies l(KM) < l(M) which allows one to proceed by induction and obtain the following:
where
Proof. See [14, 17.13 ] . Here
From the description above it is easy to see that
over representatives in Ob(Γ ) for all the chains of the form c :x <x s−1 < · · · <x 0 (see [14, 17.24] In particular, if R = Z (p) with p ∤ |G| and if M is a RΓ -module such that M(H) is R-torsion free for all H ∈ F , then M has a finite projective resolution of length less than or equal to l(M).
Rim's theorem for orbit categories
Let G be a finite group and let H be a subgroup of G. Given a family of subgroups F of G, we can consider the orbit categories Γ G = Or F G and Γ H = Or F H, where the objects of Γ H are orbits of H with isotropy in F H = {K ≤ H | K ∈ F }. Let F : Γ H → Γ G be the functor which takes H/K to G/K and sends an H-map f :
Note that if f is the map which takes eK to hL, then Ind 
g is given by xK → xgK g , for some g ∈ G. This shows that every element in the above sum is equivalent to an element of the form n ⊗ f g where n ∈ N(K g ) and f g :
There is one summand for each gH satisfying K g ≤ H.
Note that we can also express the above formula by
If J ≤ K, then the argument above can be extended to show that restriction map
can be described by coordinate-wise conjugation maps. From these, it is easy to see that Ind 
We also have the following formulas:
Lemma 3.3. Let G be a finite group and let H be a subgroup of G.
(ii) For every K ≤ G, we have Res
Proof. Part (i) follows from the fact that Ind
which is a consequence of a more general formula Ind F Ind F ′ = Ind F •F ′ . We can prove this more general formula by using adjointness and the formula Res
]. By the definition of restriction map, we get
It is easy to see that this induces an RΓ H -module isomorphism
Since Res
as G-sets, we obtain the formula given in (ii).
Example 3.4. Let G = S 5 be the symmetric group on {1, 2, 3, 4, 5} and H = S 4 be the subgroup of symmetries that fix 5. Let C 2 = (12) and C 3 = (345) . The formula in Lemma 3.3 (ii) gives
] where g C 3 = (123) . From this expression we obtain
We can give a more general formula for R[G/H ? ](G/K) as follows:
Lemma 3.5. Let G be a finite group, and H and K be two subgroups of G. Then, as an
where the sum is over the set v(H, K) of representatives of K-conjugacy classes of subgroups
Proof. This formula can easily be proved by first determining the orbits of
and then by calculating the isotropy subgroups for each of these orbits. A similar computation can be found in the proof of Theorem 4.1 in [5] . 
F for all HgK ∈ H\G/K. But this is always true since the family F is closed under conjugation and taking subgroups.
A result of Rim [22] relates projectivity over the group ring ZG to projectivity over the p-Sylow subgroups. For any p-Sylow subgroup P ≤ G, the permutation module
We will need the analogue of this result for RΓ G -modules with coefficients in R = Z (p) . 
Proof. One direction is clear since Res
G P is exact and takes projectives to projectives. For the other direction, we will give the proof by induction on the length l(M) of M. Without loss of generality, we can assume that M(H) is R-torsion free for all H ∈ F . Suppose M is a RΓ -module with l(M) = 0. Then, we can regard M as an RG-module. If Res G P M has a finite projective resolution, then Res G P M must be projective (see [14, page 348]). Then, by Rim's theorem, M is a projective RG-module, hence has finite projective length. Now, assume M is an RΓ G -module with l(M) = s > 0. Let
We can assume that l(P i ) s for all i. Then, for Q ∈ F with l(Q) = s, we have
Since S Q takes projectives to projectives, the resolution
. So, we can assume P is a Sylow p-subgroup which has this property. Then, by the p-local version of Rim's theorem, we can conclude that M(Q) is projective as an R[N G (Q)/Q]-module. Now, consider the map
if K is conjugate to Q and zero otherwise. So, we have l(coker ψ) < s. Therefore, there is a finitely generated projective RΓ G -module P with l(P ) < s, and a map α : P → M such that ψ ⊕ α is surjective. If K is the kernel of ψ ⊕ α, we get an exact sequence of RΓ G -modules
where the middle term is projective as an RΓ G -module, and l(K) < s. Note that Res G P K must have a finite projective resolution by [14, Lemma 11.6] . So, by induction, K has a finite projective resolution, and hence M has a finite projective resolution as well.
Remark 3.9. The inductive argument we use in the above proof is similar to the argument used by Lück to prove Proposition 17.31 in [14] . By this result, any module M over a finite EI-category Γ which has a finite projective resolution, admits a resolution of length l(M) provided that M(x) is R-projective for all x ∈ Ob(Γ ).
It isn't clear to us how to generalize Theorem 3.8 to integer coefficients. For R = Z (p) , the following example shows that the result does not hold for an arbitrary family F . Example 3.10. Let G = S 5 and R = Z (2) , and take F as the family of all 2-subgroups and 3-subgroups in G. Consider the
? ] where C 2 and C 3 are as in Example 3.4. It is clear that the restriction of M to a 2-Sylow subgroup is projective (since its restriction to H = S 4 is already projective), but M does not have a finite projective resolution as an RΓ G -module. To see this, suppose that M has a finite projective resolution P ։ M. Then, P(C 3 ) will be a finite projective resolution for
and it is clear that R[C 2 ] is not projective as an R[C 2 × C 2 ]-module. So, M does not have a finite projective resolution.
On the other hand, the following holds for modules over orbit categories: 
? ] is a free RΓ P -module for any P ∈ Syl p (G). So, by Theorem 3.8, it has a finite projective resolution.
As a special case of this corollary, we obtain the following result which was first proved by Bouc [3] .
Corollary 3.13. Let G be a finite group and R = Z (p) . Then, R has a finite projective resolution over RΓ G relative to the family of all p-subgroups of G. 
Proof. This follows from
. Proof. Take a projective resolution P of M. Since E x is exact and preserves projectives,
In the rest of this section, we assume that Γ = Or F G for a finite group G, where F is a family of subgroups. If there are two groups H ≤ G, we use the notations Γ G = Or F G and Γ H = Or F H. Proof. This follows from the Lemma 4.1, Proposition 2.8, and the corresponding result for modules over finite groups.
Note that the Ext-groups in lower dimensions are not finite in general. But, it is still true in all dimensions that the Ext-groups over ZΓ vanish if and only if they vanish over Z (p) Γ , for all primes p. We also have the following:
Proof. This follows from Proposition 4.2 and the flatness of Z (p) over Z.
To complete the proof of Proposition 3.11, we also need the following. 
is an isomorphism for n 0, provided that M is an RΓ G -module and N is a cohomological Mackey functor satisfying the condition that C G (Q) acts trivially on N(Q) and M(Q) for all p-subgroups Q ≤ H, with Q ∈ F .
We begin by recalling the definition of a Mackey functor (following Dress [10] ). Let G be a finite group and D(G) denote the Dress category of finite G-sets and G-maps.
consists of a contravariant functor
The functors are assumed to coincide on objects. Therefore, we write M(S) = M * (S) = M * (S) for a finite G-set S. If f : S → T is a morphism, we often use the notation f * = M * (f ) and f * = M * (f ). If S = G/H and T = G/K with H ≤ K and f : G/H → G/K is given by f (eH) = eK, then we use the notation f * = Ind 
for every finite G-set U. These functors satisfy axiom (M2). On the other hand, any Mackey functor can be regarded as a left or right RΓ -module, by composition with the functor Or F G → D(G), with respect to any given family of subgroups F of G.
We will prove Theorem 4.5 by showing that H → Ext * RΓ H (M, N) has a cohomological Mackey functor structure which is conjugation invariant. First we describe the Mackey functor structure on Hom RΓ (M, N). 
Proof. We will first define the induction and restriction maps to see that Hom
] wheref denotes is the linear extension of the map induced by f . Since the functors R[S ? ] satisfy axiom (M2), so does Hom RΓ ? (M, N).
For f : S → T a G-map, we define the induction map
in the following way: let ϕ S : M ⊗ R R[S ? ] → N be given. We will describe the homomorphism ϕ T = f * (ϕ S ).
for x ∈ M(V ) and α : V → T where U and β are given by the pull-back
It is easy to check that this formula for ϕ T gives an RΓ G -homomorphism, using the assumption that N is a Mackey functor.
We need to check axiom (M1) for Hom RΓ ? (M, N). For a given pull-back square
we need to show that h * • g * = k * • f * . Let γ : V → Y be any G-map, and consider the extended pull-back diagram
The maps α = k • γ and β = g • δ may be used to compute f * (ϕ S ) as above, and the left-hand square may be used to compute h * . For any element
for any x ∈ M(V ) and γ : V → Y . On the other hand,
for any x ∈ M(V ) and γ : V → Y , so the formula (M1) is verified.
As an immediate consequence, for any subgroup
defined as the composition of the map
with the 'Shapiro' isomorphisms
and
given by [26 
with the differential δ :
Proof. We have seen that each C i = Hom RΓ ? (C i , N) is a Mackey functor by Theorem 4.8. We just need to show that the coboundary maps are Mackey functor maps. Given f : S → T we need to show the following diagram commutes:
The proof of commutativity for f * is easy. In this case, it follows from the commutativity of the following diagram:
For f * we check the commutativity directly: let ϕ S :
since ∂F * = F * ∂, we are done. (M, N) also inherits a Green module structure over G. The basic formula is a pairing
induced by the Green module pairing G × N → N. For any z ∈ G(S), x ∈ M(V ), and α : V → S, we define
The check that this pairing gives a Green module structure is left to the reader.
Certain Mackey functors (called cohomological ) are computable by restriction to the p-Sylow subgroups and the conjugation action of G (see [4, Chap. XII, §10], [13] ).
If H ≤ G is a subgroup, and n ∈ N G (H) then the G-map f : G/H → G/H defined by f (eH) = nH has an associated conjugation homomorphism c n (h) = n −1 hn ∈ H, for all h ∈ H. For an arbitrary RΓ G -module M, the induced maps f * need not be the identity on M(G/H) even if c n = id (e.g. if n ∈ C G (H)). 
for all x ∈ M(V ) and α : V → T . In the last equality we used the invariance of ϕ T with respect to the G-map F : U → V (our notation comes from the definition of f * above). Hence, if f : G/H → G/K and F * • F * is multiplication by |K : H| (this follows from a count of double cosets), then f * • f * is also multiplication by |K : H|.
Let M and N be conjugation invariant right RΓ G -modules, and let P be a projective resolution of M over RΓ G . To show that Ext * RΓ ?
(M, N) is conjugation invariant, it is enough to show that the chain map induced by the conjugation action on Hom RΓ ? (P, N) is homotopy equivalent to the identity. We remark that the action of an element c ∈ C G (H) gives an automorphism J c : Or F H → Or F H, and induces an RΓ H -module chain map P(J c ) :
We may assume that
showing that the maps f * i are just given by the natural action maps of c on the domain and range of the Hom. Now observe that
Since M is conjugation invariant, it follows that P(J z ) ≃ id by uniqueness (up to chain homotopy) of lifting in projective resolutions. Therefore λ 1 := λ • (P * (F ) ⊗ id) ≃ λ, and f * ≃ Hom(λ 1 , id). But for all x ∈ P i (U), we have
and hence f * (ϕ S ) ≃ ϕ S , by the conjugation invariance of N. 
is an isomorphism for n 0 onto the stable elements, for any p-Sylow subgroup P ≤ G.
Proof. (M, N) is a cohomological Mackey functor, it is a Green module over the trivial module R, considered as a Green ring by defining Ind (M, N) is computable in the sense of Dress in terms of the p-Sylow subgroups (see [11, Ex. 5 
.9]).
The proof of Theorem 4.5. Let R = Z (p) and G be a finite group. Let H ≤ G be a subgroup which controls p-fusion in G. Let F be a cohomological Mackey functor such that for all p-subgroups Q ≤ H, with Q ∈ F , the centralizer C G (Q) acts trivially on F (Q). Then, Res (M, N), and the proof is complete.
In the next section we will need a variation of this result. Proof. By the 5-lemma it is enough to prove the statement for N an atomic RΓ -module of type Q ∈ F . Since H controls p-fusion in G, we can assume Q ≤ H. Let W G = N G (Q)/Q and W H = N H (Q)/Q and note that W H controls p-fusion in W G . In fact, for every p-
This implies that h ∈ N H (Q). So, gQ = (cQ)(hQ) for some hQ ∈ W H and c ∈ C G (Q 1 ). Suppose that P → N is a free resolution over RΓ . Since N is atomic of type Q,
Let C be the chain complex defined by C = E Q S Q P. By the above isomorphism Hom RΓ G (C, N) is a cochain complex whose cohomology computes Ext N) . Note also that this isomorphism is natural so it is enough to prove that restriction map Res G H induces an isomorphism on the homology of this cochain complex.
Observe that C includes only the free summands of the type R[G/Q ? ]. In particular, we have S Q C = Res Q C = C(Q). This gives an isomorphism
which is essentially induced from the definition of the Hom functor in the RΓ G -module category. We have a commutative diagram
of maps of cochain complexes, with the horizontal maps Res Q both inducing isomorphisms on cohomology.
To study the restriction map Res
on cohomology, we use the transfer maps which is prime to p. If P is a Sylow p-subgroup of G such that Q ≤ P and W P = N P (Q)/Q is a Sylow p-subgroup W G , then the double coset formula shows as usual that the restriction map Res 
are also W G -stable. For this it is enough to show that for every p-subgroup Q 1 /Q in W H , the elements cQ ∈ W G with c ∈ C G (Q 1 ) act trivially on
is equivariant with respect to the C G (Q 1 )-actions on domain and range. But the cohomology of the complex Hom RΓ ? (C, N) gives the Ext-groups, and by Proposition 4.14 (ii), C G (Q 1 ) acts trivially on Ext n RΓ Q 1 (M, N). It follows that C G (Q 1 ) also acts trivially on the cohomology of the complex Hom R[Q 1 /Q] (C(Q), N(Q)). Hence,
is an isomorphism, and we have an isomorphism
as required.
Chain complexes over orbit categories
In this section, we prove some theorems about chain complexes over orbit categories which we use later in our constructions. Most of the results follow from Dold's theory of algebraic Postnikov systems [8] . As before, G denote a finite group and F denote a family of subgroups of G. Throughout this section Γ = Or F G and R is a commutative ring. For chain complexes C and D, the notation C ≃ D always means C is chain homotopy equivalent to D. For chain isomorphism the standard notation is C ∼ = D. When we say C is a projective chain complex, we mean it is a chain complex of projective modules (which also means that it is projective in the category of chain complexes). We start with a well known observation about chain complexes.
Lemma 5.1. Let C be a projective chain complex of RΓ -modules which has finite homological dimension. Then, C is homotopy equivalent to a finite projective chain complex if and only if there is an integer n such that
Proof. If C is homotopy equivalent to a finite projective complex P, then
for all M. Conversely, assume that Ext i RΓ (C, M) = 0 for all i > n, for every RΓ -module M. By replacing n with a bigger number, if it is necessary, we can assume that n is such that H i (C) = 0 for all i n. Then,
is a projective resolution of im(∂ n ). This gives that
for every RΓ -module M, and hence im(∂ n ) is projective. Note that
is a chain map giving the desired chain homotopy equivalence. Proof. Let M be an RΓ -module. Consider the hypercohomology spectral sequence
which converges to Ext * ZΓ (C, M). Since C has finite homological dimension, for all i > l(G) + hdimC , the group Ext i Z (C, M) is a finite abelian group with exponent dividing a power of |G|. In particular, there is an integer k, independent from M, such that Proof. One direction is clear (and holds without assumption on the family F ). Conversely, suppose that Res G P C is homotopy equivalent to a projective complex of length l. Let n be an integer bigger than both l and hdim C. Consider
For each RΓ P -module M, we have
= 0 for every RΓ P -module. This gives that Res G P im(∂ n ) is projective. By Rim's theorem for orbit categories, we obtain that im(∂ n ) has finite projective resolution. Thus, C is chain homotopy equivalent to a finite projective complex.
We also prove a chain complex version of Theorem 4.19. For the proof we will need the theory of algebraic Postnikov systems due to Dold [8] . According to this theory, given a projective chain complex C, there is a sequence of projective chain complexes C(i) indexed by positive integers such that f : C → C(i) induces a homology isomorphism for dimensions less than or equal to i. Moreover, there is a tower of maps
such that C(i) = Σ −1 C(α i ) where C(α i ) denotes the algebraic mapping cone of α i . Recall that the algebraic mapping cone of chain map f : C → D is defined as the chain complex C(f ) = D ⊕ ΣC with boundary map given by ∂(x, y) = (∂x + f (x), ∂y). Note that Σ n is the shift operator for chain complexes which is defined by (Σ n C) i = C i−n for every integer n.
The algebraic Postnikov system has similar properties to the Postnikov system in homotopy theory. The maps α i : C(i − 1) → Σ i+1 P(H i ) are called k-invariants and they are well defined up to chain homotopy equivalence. We can consider the k-invariants as classes in Ext i+1 RΓ (C(i − 1), H i ), since there is an isomorphism
between chain homotopy classes of chain maps and the Ext-groups of chain complexes (see Dold [8] for details). The k-invariants α i ∈ Ext i+1 RΓ (C(i − 1), H i ) are defined inductively and they uniquely specify C up to chain homotopy equivalence.
We also need a lifting result for RΓ H -modules. Proof. A conjugation-invariant right RΓ G -module M is a functor Or F G → R-Mod which factors through the quotient category Or F G → Sub F G. Here Sub F G has objects K ∈ F and morphisms Mor
, where an element c ∈ C G (K) acts on a G-map defined by f (eK) = gL via the composition eK → cgL (see [15, p. 206] ). The functor F : Or F H → Or F G given on objects by H/K → G/K (see Section 3) induces an equivalence of categoriesF :
Indeed, every object of Sub F G is isomorphic to an object of Sub F H, since every psubgroup of G is conjugate to a subgroup of H. In addition,F induces a bijection of morphism sets since H controls p-fusion in G. Suppose that F (f 1 ) ≈ F (f 2 ), where
, where f 1 (eK) = hL and F is surjective on morphisms. 
. In this case, the complex C G (0) can be taken as a projective resolution of H G 0 . Now, we will show that such a lifting exists for C H (i) for all i. For this we prove a slightly stronger statement so that we can carry out an induction. We claim that the following holds for all n 0.
(
is an isomorphism for all * 0 and for every RΓ G -module N which is conjugation invariant. We have already shown that C H (0) lifts to C G (0). For the second property, first observe that that C G (0) is chain homotopy equivalent to a chain complex with single module H G 0 and similarly, C H (0) ≃ H H 0 . So, we need to show that Res
is an isomorphism. This follows from Theorem 4.19, because by our assumption on homology groups. Now, assume that both (i) and (ii) hold for n = i − 1. Then, take
which corresponds to the class α where the vertical map ϕ p is given by the composition
The first map in the above composition is induced by the usual inclusion of integers into p-local integers. From this diagram, it is clear that there is a map C(i) → C (p) (i) which induces an isomorphism on homology when it is localized at p. Thus, it gives a chain homotopy equivalence
. This completes the proof.
Remark 5.8. There is a more general theorem for gluing p-local chain complexes which is similar to the gluing theorems for p-local topological spaces. But, for our purposes the theorem above is sufficient.
The finiteness obstruction
Let G be a finite group and F be a family of subgroups of G. In this section, we show that if Γ = Or F G, then given a finite projective chain complex C of ZΓ -modules, we can obtain a finite free complex by taking join tensor of it with itself enough many times. We first introduce some definitions.
Let Γ be an EI-category. We denote by K 0 (ZΓ ) the Grothendieck ring of isomorphism classes of projective ZΓ -modules and K 0 (ZΓ, free) denote the Grothendieck ring of isomorphism classes of free ZΓ -modules. The ring structure on K 0 (ZΓ ) and K 0 (ZΓ, free) comes from the tensor product over Z. Note that tensor product (over Z) of two projectives is a projective module because tensor product of two free modules is free (this follows from the formulas in Lemmas 3.2 and 3.3. The additive structure comes from the usual direct sum of modules and K 0 (ZΓ, free) is a subgroup of K 0 (ZΓ ). The quotient group is denoted by K 0 (ZΓ ). So, we have an exact sequence of abelian groups
Note that K 0 (ZΓ, free) is a subring, but not an ideal in general. This is because the tensor product of a free module with a projective module is not free in ZΓ . For example, if P is a projective module which is not free, then P ⊗ Z ∼ = P is not a free ZΓ -module although Z is free when G ∈ F .
Given a finite projective chain complex of ZΓ -modules
and σ(C) = q(σ(C)) ∈ K 0 (RΓ ). The class σ(C) is called the finiteness obstruction since it is the only obstruction for C to be chain homotopy equivalent to a finite free chain complex. The following are standard results which show that σ(C) is an invariant, and that it is an obstruction for finiteness. From now on, we assume that all the chain complexes are projective. As always, we assume all modules are finitely generated. Proof. Let f : C → D be a chain homotopy equivalence. Then, the mapping cone C(f ) of f is acyclic and hence splits. The splitting gives σ(C(f )) = 0. Since, σ(C) = σ(D) + σ(C(f )), we get σ(C) = σ(D).
Lemma 6.2. Let C be a finite chain complex with σ(C) = 0. Then C is chain homotopy equivalent to a finite chain complex of free ZΓ -modules.
Proof. By adding complexes of the form
to C where P is a projective ZΓ -module, we can assume C is chain homotopy equivalent to a complex of the form
where F i is a free ZΓ -module for all i. We have 0 = σ(C) = σ(P n ). Thus, P n is stably free, hence P n + F ′ ∼ = F for some free modules F and F ′ . Then, the complex
is chain equivalent to C and free.
Lemma 6.3. Let C and D be finite chain complexes of projective ZΓ -modules. Then,
Proof. This follows from a direct calculation (see [14, 11.18] ).
Remark 6.4. There is a sharper result in [14, Thm. 11.24] Given two chain complexes of ZΓ -modules C and D, consider the corresponding augmented complexes
Taking their tensor product, we obtain a complex of the form
We define the join tensor of two complexes by
where Σ denote the suspension of a chain complex defined by (ΣC) i = C i−1 for all i. Note that
This gives the following:
Lemma 6.5. Let C and D be finite chain complexes of projective ZΓ -modules. Then,
We often express the above formula by writing
Whenever it is written in this way, one should understand it as a formal expression of the formula given in Lemma 6.5. The main theorem of this section is the following:
Theorem 6.6. Let Γ = Or F G where G is a finite group and F is a family of subgroups in G. Given a finite chain complex C of projective ZΓ G -modules, there exists an integer n such that n-fold join tensor of the complex C is chain equivalent to a finite complex of free ZΓ -modules.
We need to show that the finiteness obstruction σ(⋆ n C) vanishes for some n. In the proof we will use a result by Oliver and Segev [20] .
Proposition 6.7. Let G be a finite group and let P and P ′ be any two finitely generated projective ZG-modules. Then, P ⊗ Z P ′ is stably free as a ZG-module.
Proof. See [20, Proposition C.3].
We also need the following splitting theorem for K 0 (ZΓ ).
Theorem 6.8. [7, Proposition 11.29] Let Γ be a EI-category. Then, the map
, is an isomorphism. The same holds when K 0 is replaced by K 0 .
As a consequence of this theorem, if Γ is finite then K 0 (ZΓ ) is finite: in this case Γ has finitely many isomorphism classes of objects x ∈ Ob(Γ ), and Aut[x] is a finite group (apply Swan [23, Prop. 9.1]). In particular, if Γ = Or F G, then the group K 0 (Γ ) is finite.
From now on we assume Γ = Or F G for some finite group G, relative to some family F . The splitting theorem above can also be used to give a filtration of K 0 (Γ ). Recall that every projective ZΓ -module is of the form
where T is a set of representatives of conjugacy classes of elements in F . So, another way to express the above splitting theorem is to write
Note that this is only a splitting as abelian groups, but using this we can give a filtration for the ring structure of K 0 (ZΓ ). Let
be a filtration of T such that if H ∈ T i and K ∈ T j and g H ≤ K for some g ∈ G, then i j. This gives a filtration
Proof. Applying the definition, we get
where Map G (X, Y ) denotes the set G-sets from X to Y (see [7, 11.30 ] for a similar computation). Since
the module E H V ⊗ R E K W decomposes as
Proof. For E H S H P and E K S K Q, we have
Now, Theorem 6.6 follows by induction from the following proposition.
Proposition 6.11. Let C be a finite chain complex of projective ZΓ -modules. If σ(S H C) = 0 for all H ∈ T T i , then there is an n such that σ(S H (⋆ n C)) = 0 for all H ∈ T T i−1 .
Proof. An element in σ(C) can be expressed as a sum u + j v j + w where
By Lemma 6.5, we have
By Lemma 6.9, it is easy to see that
Note also that
This is because,
To complete the proof, observe that modulo
This shows that σ(⋆ n C) is stably free for some n, since K 0 (ZΓ ) is a finite group.
Realization of free chain complexes
Let X be G-CW complex, and let F be a family of subgroups of G included in the family of all isotropy subgroups of G action on X. Throughout this section, R denotes a commutative ring and Γ denotes the orbit category Or F G. Associated to X, there is a chain complex of RΓ -modules defined by
where X i denotes the set of i-dimensional cells in X and R[X i ? ] is the coefficient system
We denote the homology of this complex by H * (X ? ; R), and in particular
Given a chain complex C of RΓ -modules, there is a dimension function Dim C : F → Z, constant on conjugacy classes of subgroups, defined by
for all H ∈ F , where the dimension of a chain complex of R-modules is defined in the usual way as the largest integer d such C d = 0.
It will be convenient to write (H) ≤ (K) whenever H g ≤ K for some g ∈ G.
Here (H) denotes the set of subgroups conjugate to H in G. Note that d monotone implies that d is constant on conjugacy classes (such functions are usually called super class functions). We remark that the dimension function of a projective chain complex is always monotone:
A chain complex C of RΓ -modules is connected if H 0 (C) = R.
Definition 7.2. Let n : F → Z be a monotone, non-negative function. A complex C of RΓ -modules is called an n-Moore complex if it is connected, and for all H ∈ F , the reduced homology H i (C(H)) = 0, for i = n(H).
A special case of an n-Moore space is a homology n-sphere.
Definition 7.3. We say that a complex C of RΓ -modules is an R-homology n-sphere if it is an n-Moore space, and for all H ∈ F , we have H i (C(H)) ∼ = R, for i = n(H). A homology n-sphere is called oriented if the N G (H)/H-action is trivial on the homology of C(H) for all H ∈ F .
The chain complex associated to the unit sphere X = S(V ) of a real or complex representation V of G is an example of a Z-homology n-sphere, where n(H) = dim X H . A G-CW complex X with this property is a homotopy representation in the sense of tom Dieck (see [7, Chap. II, Def. 10.1]), provided that its dimension function is strictly monotone. We will not use this terminology further.
We now introduce a technique to remove free modules above the homological dimension from a chain complex, without changing its chain homotopy type. For this delicate process we first need some algebraic lemmas. Definition 7.4. A free RΓ -module F is called isotypic of type G/H if it is isomorphic to a direct sum of copies of a free module R[G/H ? ], for some H ∈ F .
For extensions involving isotypic modules we have a splitting property (which actually holds in any EI-category).
be a short exact sequence of RΓ -modules such that both F and F ′ are isotypic free modules of the same type G/H. If M(H) is R-torsion free, then E splits and M is stably free.
Proof. It is enough to prove the result in case
, where x = [G/H] denotes this object in the orbit category. The general case follows from this by an easy induction. Consider the extension
By the adjointness property
for any RΓ -module N. We apply this to the given injection j :
has R-torsion free cokernel M(x), this sequence splits over R [x] . By the naturality of the adjointness property, we get a splitting of j over RΓ .
Recall that hdim C(H) denotes the homological dimension of the chain complex C(H).
Proposition 7.6. Let C be a finite free chain complex of RΓ -modules, and let H ∈ F have the property that hdim C(H)
Proof. Consider the subcomplex C ′ of C formed by free summands of C isomorphic to
. The boundary maps of C ′ are the restrictions of the usual boundary maps to these submodules. Since dim C(K) (d − 2) for all (H) ≤ (K) such that (H) = (K), the free modules C 
is injective by the condition that hdim C(H) < dim C(H). Now we can apply Lemma 7.5 to the extension 0 → C Consider the diagram
The chain complex D ′ is a chain complex of free modules and it is chain homotopy equivalent to C ′ . Now define D as the push-out in the the following diagram:
Since, C ′ and D ′ are chain homotopy equivalent, then C and D are chain homotopy equivalent. Also, note that dim
This immediately gives the following. Corollary 7.7. Let C be a finite free chain complex of RΓ -modules. Suppose that C is a homology n-sphere, with n strictly monotone. Then C is chain homotopy equivalent to a complex D with Dim D = n.
Proof. Since C is a homology n-sphere, n(K) = hdim C(K), for all K ∈ F . We apply the previous result to a subgroup H, which is maximal with respect to the property that hdim C(H)
Since n is strictly monotone, dim C(K) (d − 2) for all (H) ≤ (K), (H) = (K). This process can be repeated until Dim D = n.
When the dimension function of C is not strictly monotone, we get a weaker result. Following Section 2, we define l(H, K) as the maximum length of a chain of conjugacy classes of subgroups
where all H i ∈ F , 0 i l.
Corollary 7.8. Let C be a finite free chain complex of RΓ -modules, and let n : F → Z be a monotone function such that hdim C(H) n(H) for all H ∈ F . Assume that l(H, K) k whenever n(H) = n(K). Then, C is chain homotopy equivalent to a complex D which satisfies D i (H) = 0 for all i > n(H) + k.
(H l ) = (K) be a maximal length chain of subgroups in F with n(H) = n(K). Since n is monotone, n(H i ) = n(H) for 0 i l. By repeated application of Proposition 7.6, working down from the maximal element K, we can obtain dim C(H l−i ) = n(H) + i, for 0 i l. Since l = l(H, K) k, we have dim C(H) n(H) + k as required.
The main purpose of this section is to prove the following theorem: Theorem 7.9 (Pamuk [21] ). Let C be a finite free chain complex of ZΓ -modules. Suppose C is an n-Moore complex such that n(H) 3 for all H ∈ F . Suppose further that C i (H) = 0 for all i > n(H) + 1, and all H ∈ F . Then there is a finite G-CW complex X such that C(X ? ; Z) is chain homotopy equivalent to C as chain complexes of ZΓ -modules.
We first prove a lemma (compare [14, Thm. 13.19] ).
Lemma 7.10. Let X be a finite G-CW-complex. Suppose that we are given a free ZΓ -module F , and a ZΓ -module homomorphism ϕ :
] is a summand of F . Then, by attaching (n + 1)-cells to X, we can obtain a G-CW-complex Y such that
Proof. Let Z be a wedge of n-spheres with a G action on them such that H n (Z ? ; Z) ∼ = F as ZΓ -modules. We want to construct a map f :
] is a summand of F , since X H is assumed to be (n − 1)-connected. Therefore, we can represent the images of an Z[N G (H)/H]-base under ϕ for the isotypic summand in F of type G/H by maps f i : S n → X H . We extend these maps equivariantly to mapsf i : S n × G/H → X. By repeating this construction for each type G/H in F , we obtain an equivariant map f : Z → X realizing ϕ. Take Y to be the mapping cone of f . Then, it is easy to see that Y satisfies the desired conditions. We also need the following lemma: Lemma 7.11. Let C be a finite free chain complex of ZΓ -modules. Suppose that C is connected, and H i (C) = 0, for i = 1, 2. Then, C is chain homotopy equivalent to a complex of the form
where C 2 (X) → C 1 (X) → C 0 (X) → 0 is the initial part of the chain complex C(X ? ; Z), for some G-CW-complex X, with X H simply-connected for all H ∈ F .
) between 2-cycles of these chain complexes. This is the starting point for an inductive argument based on applying Lemma 7.10 at each step.
Fix n 2, and assume by induction that there is an n-dimensional G-CW-complex X (n) , and a chain map
which induces an homology isomorphism for dimensions less than or equal to (n − 1), and at dimension n the induced map
? ] is a summand of C n+1 , then (n+ 1) dim C(H) n(H) + 1 implies n(H) n, and hence the H-fixed set of X (n) is (n − 1)-connected. We can now apply Lemma 7.10 to the map ϕ :
Let us call the resulting complex X (n+1) . Note that there is a chain map C → C(X (n+1 ) which induces an isomorphism on homology for dimensions n, and at dimension n + 1 we have an isomorphism Z n+1 (C) → Z n+1 (X (n+1) ). Since C is finite dimensional, after finitely many steps, we will obtain a finite dimensional G-CW-complex X and a chain map f : C → C(X) which induces isomorphism on homology for all dimensions. Since both C and C(X) are free ZΓ -chain complexes, f is a chain homotopy equivalence as desired.
Construction of an S 5 -CW complex
We begin with a technique for modifying the homology of a given (finite, projective) chain complex C over the orbit category. A projective resolution P → M has length ℓ, provided that P i = 0 for i > ℓ.
Suppose that both kernel and cokernel of ϕ admit finite projective resolutions of length ℓ, and that
This gives a chain map f : P → C, where
on homology is given by the inclusion, and hence
Now suppose that ϕ is an injective map, so that
Let ǫ : P → coker ϕ be a projective resolution of coker ϕ of length ℓ, indexed so that ǫ : P k → coker ϕ → 0. We form the pull-back
of the sequence (8.2) by ǫ, and note that
has homology H k at i = k, which maps surjectively onto H ′ k . Now we are done by the surjective case, proved above. The general case is done by expressing the map ϕ :
as the composition of a surjection and an injection.
For the remainder of this section we will let G = S 5 , the symmetric group of order 120 permuting {1, 2, 3, 4, 5}, and let S 4 ≤ G denote the permutatons fixing {5}. We work relative to the family F of rank 1 subgroups of 2-power order. More precisely, let C Our strategy will be to construct finite projective complexes C (p) over RΓ , which are R-homology n-spheres for R = Z (p) , in the three cases p = 2, 3, 5, with respect to the the same homology dimension function n. The gluing theory of Section 5, Theorem 5.7, will be used to construct a finite projective Z-homology n-sphere over ZΓ from this data. Then the join construction from Section 6 will allow us to find a finite free complex, to which the realization theorem of Section 7 will apply.
8A. The case p = 2. Let H = S 4 ≤ G, R = Z (2) and let X = S 2 be the 2-sphere with a linear action of H obtained from the symmetries of the cube. Let C(X ? ; R) be the chain complex associated to the first barycentric subdivision of the triangulation of 2-sphere as an octahedron. We will first modify C(X ? ; R) to construct a chain complex is projective over F since R[H/C 3 ] is a projective RH-module (it is induced up from R which is projective over RC 3 ). The (k + 1)-fold join of C ′ (see Section 5) is a finite projective complex of the form
over RΓ H with (n+1) = 3(k+1). If (k+1) is even, H k (C(Q)) = R, with trivial N H (Q)/Qaction, and H i (C(Q)) = 0, for i = k, for each non-trivial Q ∈ F . By Proposition 5.4, we obtain a chain complex C (2) of projective RΓ G -modules, having homology isomorphic to R, with trivial N G (Q)/Q-action, sitting at exactly the same dimensions. Notice the homology dimension function n of C (2) is monotone, but not strictly monotone.
8B. The case p = 3. Let R = Z (3) and K = C B 2 . The 3-period of G = S 5 is four [4, Chap. XII, Ex. 11], so by Swan [24] there exists a periodic projective resolution 0 → R → P n → · · · → P 1 → P 0 → R → 0 over the group ring RG, for any n such that 4 | (n + 1). We will assume that 12 | (n + 1), and let k be defined by the equation (n + 1) = 3(k + 1). Similarly, since N G (K)/K ∼ = S 3 also has 3-period 4, we have a chain complex D yielding a periodic projective resolution 0 → R → D k → · · · → D 0 → R → 0 over RS 3 . In the rest of this section we let W K = N G (K)/K to simplify the notation.
We want a chain complex C of RΓ G such that it fits into an extension of chain complexes 8C. The case p = 5. For p = 5, the situation is easier than the case p = 3. Let R = Z (5) . The 5-period of S 5 equals 8, so by Swan [24] there exists a periodic projective resolution 0 → R → P n → · · · → P 1 → P 0 → R → 0 over the group ring RG, for some n which has the property n + 1 = 3(k + 1) for some integer k where 8 | (k + 1). The complex C that we start with is the complex E 1 P obtained from P. Since C has no homology at the non-trivial 2-subgroups in F , we need to change the homology at H 0 and at H k to match the homology we have for p = 2 and p = 3. Note that we need to extend H k and H 0 via the non-split extensions
. The module M is the direct sum of L (which has the same form as N) and I K R. We claim them each of these modules have finite projective resolutions. For I K R we have a resolution of the form
where S 3 denotes the subgroup of S 5 generated by symmetries of {3, 4, 5}. Since R is projective as an R[N G (K)/K]-module, E K R is projective. It is clear that E 1 R[G/(K×S 3 )] is also projective. So, the above resolution is a projective resolution of I K R. We can also write a finite projective resolution for L (similar to the resolution given for N). So, by Proposition 8.1, we can replace C with a finite projective chain complex C (5) which has the desired homology.
For primes that do not divide the order of the group, the situation is even simpler. In that case, all modules have finite projective resolution of length 2. So, for k satisfying 8 | (k + 1), we can add the entire homology by starting with the zero complex. We can conclude that for every p, there exists a finite projective chain complex C (p) with the same homology dimension function as the one given for p = 2.
The proof of Theorem A. We complete the construction of a finite projective chain complex over ZΓ by aplying the Theorem 5.7. To find a free complex, we can apply Theorem 6.6, and this produces a finite free ZΓ -chain complex C which has the Z-homology of an n-sphere, and n(K) 3 for all K ∈ F . Note that our homology dimension function n is not strictly monotone, since n(C A 2 ) = n(C 4 ), but by Corollary 7.8 we can modify our complex to satisfy the conditions for our realization Theorem 7.9, since l(C A 2 , C 4 ) = 1. Applying Theorem 7.9, we conclude that G = S 5 acts on a finite G-CW-complex with isotropy in F . 
