Thermal balance and photon-number quantization in layered structures by Partanen, Mikko et al.
ar
X
iv
:1
40
3.
41
61
v1
  [
qu
an
t-p
h]
  1
7 M
ar 
20
14
Thermal balance and photon-number quantization in layered structures
Mikko Partanen, Teppo Ha¨yrynen, Jani Oksanen, and Jukka Tulkki
Department of Biomedical Engineering and Computational Science,
Aalto University, P.O. Box 12200, 00076 Aalto, Finland
(Dated: July 1, 2018)
The quantization of the electromagnetic field in lossy and dispersive dielectric media has been
widely studied during the last few decades. However, several aspects of energy transfer and its
relation to consistently defining position-dependent ladder operators for the electromagnetic field in
nonequilibrium conditions have partly escaped the attention. In this work we define the position-
dependent ladder operators and an effective local photon-number operator that are consistent with
the canonical commutation relations and use these concepts to describe the energy transfer and ther-
mal balance in layered geometries. This approach results in a position-dependent photon-number
concept that is simple and consistent with classical energy conservation arguments. The opera-
tors are formed by first calculating the vector potential operator using Green’s function formalism
and Langevin noise source operators related to the medium and its temperature, and then defining
the corresponding position-dependent annihilation operator that is required to satisfy the canonical
commutation relations in arbitrary geometry. Our results suggest that the effective photon num-
ber associated with the electric field is generally position dependent and enables a straightforward
method to calculate the energy transfer rate between the field and the local medium. In particu-
lar, our results predict that the effective photon number in a vacuum cavity formed between two
lossy material layers can oscillate as a function of the position suggesting that also the local field
temperature oscillates. These oscillations are expected to be directly observable using relatively
straightforward experimental setups in which the field-matter interaction is dominated by the cou-
pling to the electric field. The approach also gives further insight on separating the photon ladder
operators into the conventional right and left propagating parts and on the anomalies reported for
the commutation relations of the corresponding operators within optical cavities.
I. INTRODUCTION
Recent research of nanoscale radiative energy trans-
fer has enabled advances and in-depth insight in several
fields of optical technologies related, e.g., to nanoplas-
monics [1–4], near-field microscopy [5, 6], thin-film light-
emitting diodes [7, 8], photonic crystals [9, 10], and meta-
materials [11, 12]. The optical phenomena taking place
in nanoscale also naturally lead to questions related to
the quantum nature of light, proper ways to quantize the
fields, and maybe even more importantly on how to inter-
pret the results. The research related to quantum optics
of nanoscale systems is strongly influenced by the avail-
ability of simple and transparent theoretical tools and
models that allow in-depth understanding of the perti-
nent phenomena in sufficiently simple form. Such insight
has been used, for instance, in the recent demonstra-
tions and studies of noiseless but nondeterministic op-
tical amplifiers [13–15] and optical properties of cavities
[16–19]. Simple description of the quantum aspects of
energy transfer is especially interesting and challenging
in lossy nanoscale systems often simulated by the proto-
typical one-dimensional lossy structures.
The research of quantum optical processes in such lossy
systems during the last few decades has generated a
wealth of information on the quantization of the elec-
tromagnetic (EM) field in dielectrics and especially in
layered structures. In the context of the present work,
the most relevant quantization approach has focused on
the input–output relation formalism (IORF) of the pho-
ton creation and annihilation operators providing a de-
tailed description of the spatial field evolution. The for-
malism was originally developed for dispersionless and
lossless dielectrics by Kno¨ll et al. [20] and soon extended
for lossy and dispersive media for the study of passive
optical devices, such as dielectric plates, interfaces, and
optical cavities by several groups [21–26]. The complete
quantization procedures studied, e.g., by Barnett et al.
[24] fully accounting for the coupling between the EM
field and the states of homogeneous lossy media clearly
highlighted that the noise and field operators in lossy sys-
tems became position dependent. The vector potential
and electric field operators in the above works obeyed
the well-known canonical commutation relation for an
arbitrary choice of normal mode functions as expected
[24, 25], but the commutation relations of the ladder op-
erators did not. The anomalous commutation relations of
the ladder operators were studied in several reports [27–
31] but no clear resolution for the anomalies was found
apart from reaching a consensus that the anomalies were
irrelevant as long as the field commutation relations and
classical field quantities were well defined. Since then, the
IORF has mainly been applied in calculating the classical
field quantities until the very recent suggestions that, de-
spite the early interpretations, the ladder operators and
their commutation relations might in fact relate to mea-
surable physical properties [17].
In this paper, we define position-dependent ladder op-
erators associated with the vector potential in a way
that is consistent with the canonical commutation re-
lations. The introduced position-dependent annihilation
and photon-number operators give further insight on the
2local effective photon number, thermal balance, and the
formation of the local thermal equilibrium. We focus
on thermal source fields, but in principle the introduced
operators also allow one to investigate fields with other
kinds of quantum statistics. We also discuss the possi-
bility of dividing the photon number into left and right
propagating parts, and the origin of the anomalies re-
ported in cavity operators based on this division. The
approach that is initially based on purely mathematical
arguments is also shown to result in a physically mean-
ingful definition of the photon number that has a very
attractive and simple connection to the field temperature
and thermal balance of the system.
The paper is organized as follows. In Sec. II the the-
oretical background is briefly reviewed and the position-
dependent ladder and photon-number operators satisfy-
ing the canonical commutation relations are defined. To
enable comparison between the conventional field opera-
tors and the position-dependent photon-number operator
we also briefly review the concepts for the energy den-
sity and Poynting vector in lossy, dispersive media. In
addition, we show how the introduced effective photon-
number operator is related to the thermal balance of the
system. In Sec. III, the presented theoretical concepts are
applied to study the position dependence of the photon
number, electric field fluctuation, electrical contribution
of the local density of EM states, energy density, Poynt-
ing vector, and net emission rate in the geometries of an
interface separating a lossy medium from vacuum and a
vacuum cavity between lossy media.
II. FIELD QUANTIZATION
A. Overview of the noise operator formalism for
EM field quantization
Field quantization in lossy dielectrics is well estab-
lished, but for the purposes of the present discussion it
is convenient to briefly review some of the key results
and theoretical background for the quantization of the
EM field in one dimension. In this section, we give an
overview of the results originally presented by Matloob
et al. [25] to lay the ground for defining the position-
dependent ladder and photon-number operators and the
related discussion in the following sections.
The electromagnetic waves are considered to propagate
parallel to the x axis with their transverse electric and
magnetic vector operators Eˆ(x, t) and Bˆ(x, t) parallel to
the y and z axes, respectively. The field operators are
related to the vector potential operator Aˆ(x, t) by the
relations [25]
Eˆ+(x, ω) = iωAˆ+(x, ω), (1)
Bˆ+(x, ω) =
∂
∂x
Aˆ+(x, ω) (2)
for positive frequencies. The negative frequency parts
Eˆ−(x, ω), Bˆ−(x, ω), and Aˆ−(x, ω) are Hermitian conju-
gates of the positive frequency parts.
The field operators satisfy the frequency domain
Maxwell’s equations and, when the relations in Eqs. (1)
and (2) are used, the vector potential operator can be
shown to satisfy the one-dimensional nonhomogeneous
Helmholtz equation [25]
∂2
∂x2
Aˆ+(x, ω) +
ω2n(x, ω)2
c2
Aˆ+(x, ω) = −µ0Jˆem(x, ω),
(3)
where µ0 is the permeability of vacuum, n(x, ω) is
the refractive index of the medium, and Jˆem(x, ω) =
j0(x, ω)fˆ(x, ω) is a Langevin noise current operator pre-
sented in terms of the scaling factor j0(x, ω) and the mod-
ified Langevin force operator fˆ(x, ω), which is a bosonic
field operator defined through the following commutation
relations:
[fˆ(x, ω), fˆ †(x′, ω′)] = δ(x − x′)δ(ω − ω′), (4)
[fˆ(x, ω), fˆ(x′, ω′)] = [fˆ †(x, ω), fˆ †(x′, ω′)] = 0. (5)
The scaling factor of the Langevin noise current operator
is given by j0(x, ω) =
√
4pi~ω2ε0Im[n(x, ω)2]/S, where ~
is the reduced Planck’s constant, ε0 is the permittivity
of vacuum, and S is the area of quantization in the y-
z plane [25]. The magnitude of the scaling factor has
been determined by requiring that the vector potential
and electric field operators obey the canonical equal-time
commutation relation as detailed in Ref. [25].
The solution to Eq. (3) can be written in terms of the
Green’s function of the Helmholtz equation as
Aˆ+(x, ω) = µ0
∫ ∞
−∞
j0(x
′, ω)G(x, ω, x′)fˆ(x′, ω)dx′. (6)
The Green’s function depends on the problem geometry
via the refractive index of the medium. For example, in a
homogeneous space the Green’s function can be written
as
G(x, ω, x′) =
ieik(ω)|x−x
′|
2k(ω)
, (7)
where k(ω) = ωn(ω)/c is the wave vector. The Green’s
functions for the selected layered structures are given in
the Appendix.
In order to write the field operators in compact forms,
we define the scaled forms of the Green’s functions:
GA(x, ω, x
′) = µ0j0(x
′, ω)G(x, ω, x′), (8)
GE(x, ω, x
′) = iµ0ωj0(x
′, ω)G(x, ω, x′), (9)
GB(x, ω, x
′) =
iµ0ωn(x, ω)
c
j0(x
′, ω)
× [GR(x, ω, x
′)−GL(x, ω, x
′)], (10)
where GE(x, ω, x
′) and GB(x, ω, x
′) are obtained from
GA(x, ω, x
′) by using Eqs. (1) and (2), and GR(x, ω, x
′)
3and GL(x, ω, x
′) are the right and left propagating parts
of the Green’s function identified from the factors eikx
and e−ikx, respectively. In this paper, when treating
lossless semi-infinite media, an infinitesimal imaginary
part of the refractive index is assumed in j0(x, ω) and
G(x, ω, x′) and it is set to zero after calculating the inte-
grals. Using the above definitions the field operators are
given by
Aˆ+(x, ω) =
∫ ∞
−∞
GA(x, ω, x
′)fˆ(x′, ω)dx′, (11)
Eˆ+(x, ω) =
∫ ∞
−∞
GE(x, ω, x
′)fˆ(x′, ω)dx′, (12)
Bˆ+(x, ω) =
∫ ∞
−∞
GB(x, ω, x
′)fˆ(x′, ω)dx′. (13)
In time domain the fields are given by the inverse
Fourier transforms of the frequency domain operators
as Aˆ(x, t) = 12pi
∫∞
0
Aˆ+(x, ω)e−iωtdω + H.c., where the
Hermitian conjugate is the negative frequency part, and
Eˆ(x, t) and Bˆ(x, t) are obtained from similar expressions.
The electric displacement field operator Dˆ(x, t) and the
magnetic field strength operator Hˆ(x, t), needed, e.g., in
calculating the energy density and Poynting vector, are
obtained from the electric field and magnetic field den-
sity operators using the constitutive relations Dˆ+(x, ω) =
ε0ε(x, ω)Eˆ
+(x, ω) and Bˆ+(x, ω) = µ0µ(x, ω)Hˆ
+(x, ω),
where ε(x, ω) and µ(x, ω) are the position-dependent rel-
ative permittivity and permeability of the medium [32].
B. Ladder and photon-number operators
In any quantum electrodynamics (QED) description,
the canonical commutation relations are satisfied for field
quantities, i.e., [Aˆ(x, t), Eˆ(x, t)] = −i~/(ε0S)δ(x − x
′)
[33], but the same is not generally true for the canon-
ical commutation relations of the ladder operators. The
dominant approach in evaluating the ladder operators
has been to separate the field operators obtained from
QED either into the left and right propagating nor-
mal modes or into the normal modes related to the
left and right inputs and the corresponding ladder op-
erators so that the vector potential can be written as
Aˆ+(x, ω) = uR(x)aˆR(ω) + uL(x)aˆL(ω) [28, 30, 34]. This
is tempting in view of the analogy with classical EM, but
in most cases results in ladder operators that are not un-
ambiguously determined due to the possibility to scale
the normal modes nearly arbitrarily. More recently, also
divisions accounting for the noise contribution and more
physically transparent interpretations [31] have been re-
ported, but none of the previously reported definitions
consistently give the canonical commutation relations for
the ladder operators.
We adopt a different starting point that ensures the
preservation of the canonical commutation relations by
simply writing
Aˆ+(x, ω) = C(x, ω)aˆ(x, ω), (14)
where aˆ(x, ω) is the position dependent photon annihila-
tion operator and C(x, ω) is a normalization factor that
corresponds to the classical mode function defined simul-
taneously for all the source points. Solving Eq. (14) for
aˆ(x, ω) and using Eq. (11) for Aˆ(x, ω) gives
aˆ(x, ω) =
∫
GA(x, ω, x
′)fˆ(x′, ω)dx′
C(x, ω)
. (15)
The canonical commutation relation for the ladder oper-
ators must fulfill [aˆ(x, ω), aˆ†(x, ω′)] = δ(ω − ω′). Substi-
tuting the field annihilation operator in Eq. (15) to the
canonical commutation relation gives
[aˆ(x, ω), aˆ†(x, ω′)] =
∫
|GA(x, ω, x
′)|2dx′
|C(x, ω)|2
δ(ω−ω′), (16)
which can be used to determine C(x, ω) so that the
canonical commutation relation holds at any position.
The phase factor does not play a role in our calculations
so, choosing C(x, ω) to be real and positive, we have
C(x, ω) =
√∫
|GA(x, ω, x′)|2dx′. (17)
This can be expressed in terms of the imaginary part of
the Green’s function as [31, 35]
C(x, ω) =
√
4pi~
ε0c2S
Im[G(x, ω, x)]. (18)
Since the electric field operator is related to the vector
potential operator by Eq. (1), the electric field operator is
Eˆ+(x, ω) = iωC(x, ω)aˆ(x, ω). The time domain electric
field operator is naturally given by taking the inverse
Fourier transform of the frequency domain operator as
Eˆ(x, t) =
i
2pi
∫ ∞
0
ωC(x, ω)
[
aˆ(x, ω)e−iωt−aˆ†(x, ω)eiωt
]
dω.
(19)
The photon number operator is given in terms of the
ladder operators as nˆ(x, ω) =
∫
aˆ†(x, ω)aˆ(x, ω′)dω′ and
its expectation value is expressed in terms of the Green’s
function as
〈nˆ(x, ω)〉 =
∫
|GA(x, ω, x
′)|2〈ηˆ(x′, ω)〉dx′
|C(x, ω)|2
. (20)
Here we have defined a source field
photon-number operator as ηˆ(x, ω) =∫
fˆ †(x, ω)fˆ(x′, ω′) dx′dω′ and assumed that the noise op-
erators at different positions and at different frequencies
are uncorrelated so that the source field photon-number
expectation value at position x of a thermally excited
medium is
〈ηˆ(x, ω)〉 =
1
e~ω/(kBT (x)) − 1
, (21)
4where kB is the Boltzmann constant and T (x) is the
position-dependent temperature of the medium. In the
case of thermal fields the photon-number operator in
Eq. (20) also allows one to calculate an effective lo-
cal field temperature for the electric field as T (x, ω) =
~ω/{kB ln[1+1/〈nˆ(x, ω)〉]}. As discussed later in Sec. III,
the local photon number and the associated field temper-
ature should be experimentally observable with a suitable
measurement setup.
The above definition of the photon annihilation opera-
tor may seem purely mathematical, but it will be shown
to have clear physical implications. In particular, as
the ladder operators are essentially defined to be pro-
portional to the vector potential (and therefore also the
electric field), the photon-number operator can be con-
sidered as an effective operator that partly reflects the
physical properties of the electric field. For instance, un-
der certain nonequilibrium conditions studied in Sec. III,
the photon number can oscillate due to the interference
seen in the electric fields. It is also found that without the
above exact form for the position-dependent normaliza-
tion coefficient the resulting photon number expectation
value oscillates near material interfaces at thermal equi-
librium. The properly normalized annihilation operator
defined in Eqs. (15) and (16) always results in a photon-
number expectation value that is constant everywhere at
thermal equilibrium.
C. Fields emitted by the left and right source
domains
For mathematical comparison of the proposed
position-dependent photon annihilation operator with
previously used IORF approaches, we separate the an-
nihilation operator in Eq. (15) into parts aˆR(x, ω) and
aˆL(x, ω) arising from the emission from the half spaces
]− ∞, x] and [x,∞[, respectively. In the reflectionless
case these operators also correspond to the right and left
propagating modes. The left and right source domain
operators are given by
aˆR(x, ω) =
∫ x
−∞
GA(x, ω, x
′)fˆ(x′, ω)dx′
C(x, ω)
, (22)
aˆL(x, ω) =
∫∞
x
GA(x, ω, x
′)fˆ(x′, ω)dx′
C(x, ω)
. (23)
These operators account for the normalized contribution
of each source point located to the left and right from the
point of observation x but generally contain both right
and left propagating terms. Alternatively to Eqs. (22)
and (23) one could also separate aˆ(x, ω) to the con-
ventional left and right propagating parts by separately
accounting for the left and right propagating parts of
the Green’s function GL(x, ω, x
′) and GR(x, ω, x
′), intro-
duced in Eq. (10). However, this would not result in the
canonical commutation relations except for some special
cases. In the case of operators in Eqs. (22) and (23), the
commutation relations are generally given by
[aˆR(x, ω), aˆ
†
R(x
′, ω′)]
=
∫min(x,x′)
−∞ GA(x, ω, y)G
∗
A(x
′, ω′, y)dy
C(x, ω)C(x′, ω′)
δ(ω − ω′),
(24)
[aˆL(x, ω), aˆ
†
L(x
′, ω′)]
=
∫∞
max(x,x′)GA(x, ω, y)G
∗
A(x
′, ω′, y)dy
C(x, ω)C(x′, ω′)
δ(ω − ω′),
(25)
[aˆR(x, ω), aˆ
†
L(x
′, ω′)]
= [aˆL(x
′, ω′), aˆ†R(x, ω)]
∗
=
θ(x− x′)
∫ x
x′
GA(x, ω, y)G
∗
A(x
′, ω′, y)dy
C(x, ω)C(x′, ω′)
δ(ω − ω′),
(26)
where the integrals are taken over the source domain
region that is common for both operators. In regions
where the field only propagates in one direction [i.e.,
G(x, ω, x′) only contains terms of the form eikx or e−ikx],
the canonical commutation relation arises naturally and
allows straightforwardly separating the photon annihila-
tion operator into the left and right propagating parts.
If the Green’s function contains both eikx and e−ikx, the
photon annihilation operators aˆR(x, ω) and aˆL(x, ω) do
not commute, and thus, defining the left and right source
domain operators in Eqs. (22) and (23) while satisfy-
ing canonical commutation relations is not possible. The
same applies to defining the corresponding left and right
propagating operators. This is fundamentally the origin
of the anomalies found in the commutation relations of
the photon annihilation operator [28–30], and also the
origin of the photon-number oscillations observed in Sec.
III. Note, however, that the annihilation operators of
the left and right source domains commute at a common
position since the integration domain in the commuta-
tion relation in Eq. (26) is of zero length when x = x′.
Therefore, the photon-number operator can always be
separated into parts corresponding to the left and right
source domains.
D. Poynting vector and energy density
For additional physical insight, we will compare the
position dependence of the photon-number expectation
value following from Eq. (20) to the well-known fluctua-
tions in the electric field, energy fluxes, and energy densi-
ties. The one-dimensional quantum optical Poynting vec-
tor operator is defined in terms of the positive and nega-
tive frequency parts of the electric and magnetic field op-
erators as Sˆ(x, t) = Eˆ−(x, t)Hˆ+(x, t) + Hˆ−(x, t)Eˆ+(x, t)
[36, 37]. Substituting the positive and negative frequency
parts of the given electric and magnetic field operators
and calculating the expectation value gives the spectral
5component of the quantum optical Poynting vector as
〈Sˆ(x, t)〉ω =
1
2pi2
∫
Re[G∗E(x, ω, x
′)GH(x, ω, x
′)]〈ηˆ(x′, ω)〉dx′,
(27)
where GH(x, ω, x
′) = GB(x, ω, x
′)/(µ0µ(x, ω)). The
brackets denote the expectation value over all states re-
sulting in the source field photon-number expectation
value of Eq. (21), and the subscript ω denotes the spec-
tral component of the Poynting vector, i.e., the integrand
when the total Poynting vector is expressed as an integral
over positive frequencies.
Defining the electromagnetic energy density in a gen-
eral, lossy, dispersive medium has been challenging and
common definitions have, e.g., led to negative values for
the energy density [38] or energy density expressions that
are valid only for Lorentz dielectrics [39]. We use a re-
cently generalized definition of the average total energy
density introduced by Vorobyev [40, 41]. However, as
the definition was originally developed for time averages
assuming a classical sinusoidal electromagnetic field, we
use a prefactor 1/2 instead of 1/4 for general non-time-
averaged fields giving the energy density as
〈uˆ(x, t)〉ω =
ε0
2
(
1 +
∣∣∣∂(χe(x, ω)ω)
∂ω
∣∣∣)〈Eˆ(x, t)2〉ω
+
µ0
2
(
1 +
∣∣∣∂(χm(x, ω)ω)
∂ω
∣∣∣)〈Hˆ(x, t)2〉ω.
(28)
Here χe(x, ω) = ε(x, ω) − 1 and χm(x, ω) = µ(x, ω) − 1
are the position-dependent electric and magnetic suscep-
tibilities.
The spectral components of the electric and magnetic
field fluctuations in Eq. (28) can be directly calculated
by using the conventional Green’s function expressions
for the field operators giving
〈Eˆ(x, t)2〉ω =
1
2pi2
∫
|GE(x, ω, x
′)|2
(
〈ηˆ(x′, ω)〉+
1
2
)
dx′
(29)
for the electric field. The expression for the magnetic
field strength fluctuation is obtained with GE(x, ω, x
′)→
GH(x, ω, x
′). It is also possible to express the electric field
fluctuation directly in terms of the introduced position-
dependent photon-number operator as
〈Eˆ(x, t)2〉ω =
~ω
ε0
ρ(x, ω)
(
〈nˆ(x, ω)〉 +
1
2
)
, (30)
where we have used the conventional definition for the
electrical contribution of the local density of EM states
(electric LDOS) as [42]
ρ(x, ω) =
ε0ω
2pi2~
|C(x, ω)|2 =
2ω
pic2S
Im[G(x, ω, x)]. (31)
E. Thermal balance
For a better understanding of the introduced photon-
number concept it is essential to consider its contribution
to local energy balance at position x. The Poynting the-
orem relates the local power dissipation and generation
to the current density and electric field at position x and
to the divergence of the Poynting vector [43]. There-
fore, in one dimension, the spectral energy transfer rate
〈Q(x, t)〉ω , i.e., the spectral net emission between the field
and the local medium, is given by
〈Q(x, t)〉ω =
∂
∂x
〈Sˆ(x, t)〉ω = −〈Jˆ(x, t)Eˆ(x, t)〉ω . (32)
The current density term Jˆ(x, t) = Jˆabs(x, t) − Jˆem(x, t)
consists of parts corresponding to absorption and emis-
sion. The photon emission is described by the Langevin
noise current operator Jˆem(x, ω) = j0(x, ω)fˆ(x, ω) intro-
duced as a field source in Eq. (3). The photon absorption
term is of the form Jˆabs(x, ω) = ε0ω Im[n(x, ω)
2]Eˆ+(x, ω)
so that the absorption rate is proportional to the square
of the electric field, or equivalently the electric field fluc-
tuation. Substituting the time domain current terms
(i.e., the Fourier transforms of the frequency domain
terms) to Eq. (32) and calculating the expectation val-
ues over source field photon-number states gives the local
net emission rate in terms of the photon numbers of the
source and the total electromagnetic fields as
〈Q(x, t)〉ω = ~ω
2Im[n(x, ω)2]ρ(x, ω)[〈ηˆ(x, ω)〉 − 〈nˆ(x, ω)〉].
(33)
Equation (33) directly shows that the local net emission
rate is zero only if the material is lossless (Im[n(x, ω)2] =
0), the electric LDOS is zero [ρ(x, ω) = 0], or the field
is in local thermal equilibrium [〈nˆ(x, ω)〉 = 〈ηˆ(x, ω)〉].
Equation (33) also nicely separates the effect of temper-
ature and wave features in the local net emission rate:
The effect of temperature is described by the photon-
number operators and the effect of wave features is de-
scribed by the imaginary part of the Green’s function. In
addition, Eq. (33) is essentially the equivalent of the mul-
tiprobe Landauer-Bu¨ttiker formula [44, 45] generalized
for photons and continuous media. In resonant systems
where the energy exchange is dominated by a narrow
frequency band, condition 〈Qˆ(x, ω)〉ω = 0 can be used to
approximately determine the steady-state temperature of
a weakly interacting resonant particle [46]. This leads to
concluding that in order to reach a thermal balance with
the field, the particle must reach a temperature that is
equal to the effective field temperature so that the term
〈ηˆ(x, ω)〉 − 〈nˆ(x, ω)〉 disappears.
III. RESULTS
To investigate the physical implications of the concepts
presented in Sec. II we compare the position-dependent
photon number to the corresponding electric field fluc-
tuation, electric LDOS, energy density, Poynting vector,
and net emission rate in two geometries: a single interface
separating a lossy medium from vacuum and a vacuum
cavity formed between two lossy media. The definitions
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FIG. 1. (Color online) (a) The effective photon number, (b) electric field fluctuation, (c) electric LDOS, (d) energy density,
(e) Poynting vector, and (f) net emission rate in the vicinity of an interface separating a lossy medium with refractive index
n1 = 2.5 + 0.5i and temperature 300 K from vacuum at 0 K. The solid lines correspond to the photon energy ~ω = 0.10 eV
(λ = 12.4 µm) and the dashed lines correspond to the photon energy ~ω = 0.14 eV (λ = 8.86 µm). The electric field fluctuation
is given in the units of ~ω/(2piε0cS), the electric LDOS in the units of 2/(picS), the energy density in the units of ~ω/(2picS),
the Poynting vector in the units of ~ω/(1000piS), and the net emission rate in the units of ~ω2/(1000picS).
for the electric field fluctuation, energy density, electric
LDOS, and Poynting vector coincide with the conven-
tional Green’s function based definitions. Instead, the
position-dependent photon-number operator predicts dif-
ferent results.
A. Dielectric-vacuum interface
The single interface structure consists of a semi-infinite
lossy medium with refractive index n = 2.5+0.5i at tem-
perature T1 = 300 K. The field incident from vacuum is a
vacuum field with T2 = 0 K. Figure 1 shows the effective
photon number, electric field fluctuation, electric LDOS,
energy density, Poynting vector, and net emission rate as
a function of position for the single interface geometry for
photon energies ~ω = 0.10 eV and ~ω = 0.14 eV, corre-
sponding to wavelengths λ = 12.4 µm and λ = 8.86 µm.
The expectation value of the photon number operator
in Eq. (20) is plotted in Fig. 1(a). The effective photon
number has a strong position dependence and it oscil-
lates both in the vacuum and inside the lossy medium.
In the lossy medium the oscillations are damped and the
photon number saturates to a constant value far from the
interface. The damping takes place over a distance of 10
µm that approximately corresponds to the penetration
depth of radiation. The oscillations in the vacuum can
be explained by separately considering the interference
of the field component terms generated by the lossy half-
space and the incident field from the vacuum, i.e., the left
and right source domain contributions x′ ∈]−∞, 0] and
x′ ∈ [0,∞[ in Eq. (20). On the vacuum side, the term
|G(x, ω, x′)|2 in Eq. (20) is constant for the right source
domain contribution as it describes a simple propagating
wave in that region. The contribution from the left source
domain involves a Green’s function with standing wave
features and therefore |G(x, ω, x′)|2 for the left source do-
main oscillates. To preserve the canonical commutation
relations, however, the oscillations are compensated by
changes in the contribution of the fields generated by the
lossy medium. This is a direct mathematical consequence
imposed by the preservation of the canonical commuta-
tion relations and results in variations of the contribu-
tions of the vacuum field at T2 = 0 K and the lossy layer
at T1 = 300 K as a function of position even in the vac-
uum. In lossy media, similar oscillations occur but they
are quickly damped by the losses. The oscillations are
expected to be related to defining the ladder operators
so that they are proportional to the vector potential and
the electric field. This implies that the resulting photon
number is in fact a quantity that mainly reflects the fea-
tures related to electric field and field–matter interactions
involving electrical dipoles.
The corresponding position-dependent magnitude of
the electric field fluctuation in Eq. (29) is plotted in
7Fig. 1(b). The magnitude in the vacuum is larger than
inside the lossy medium. This is not always the case,
since it depends on the refractive index of the medium
and the source field temperature. The field fluctuations
also exhibit similar oscillations as the photon numbers in
Fig. 1(a) but the minima of the electric field fluctuations
coincide with the maxima of the photon-number oscil-
lations. In the lossy layer the fluctuations are quickly
damped to a constant value. Overall, oscillations in the
photon number are accompanied by the oscillations in
the electric field fluctuations, but there is no direct cor-
respondence between the two.
The electric LDOS in Eq. (31) is plotted in Fig. 1(c).
The electric LDOS graphs clearly resemble the electric
field fluctuations in Fig. 1(b) oscillating in the vac-
uum and saturating to constant values inside the lossy
medium. In contrast to the field fluctutations, the elec-
tric LDOS is temperature independent and not directly
proportional to the fluctuations. However, since the zero-
point-field contribution dominates at chosen tempera-
tures and frequencies, the oscillating photon number has
only a small effect on the electric field fluctuations. The
oscillations in the electric LDOS describe the modified
emission rate due to interference better known as the
Purcell effect in cavities.
The energy density in Eq. (28) is shown in Fig. 1(d).
Inside the lossy medium, the energy density exhibits
damped oscillations and in the vacuum it is perfectly con-
stant since the electric and magnetic field contributions
in the energy density are equal and out of phase so that
the total energy density becomes constant. In the lossy
medium the electric field contribution dominates in the
energy density. This leads to oscillations that resemble
the forms seen in the electric field fluctuation graphs in
Fig. 1(b).
The Poynting vector in Eq. (27) is shown in Fig. 1(e).
No net power propagates deep inside the lossy material
since the absorption and emission of thermal photons is in
balance, and therefore, the Poynting vector equals zero.
The field generated in the material near the interface
can propagate into the vacuum so that the Poynting vec-
tor grows exponentially and preserves its constant value
through the vacuum indicating a constant radiative heat
flow out of the lossy half-space.
The net emission rate given by Eq. (33) is plotted in
Fig. 1(f). The net emission is naturally zero in the vac-
uum. The positive net emission in the lossy medium
near the interface denotes that the rate of photon emis-
sion outweighs the rate of photon absorption. Inside the
lossy medium the net emission rate decays to zero since
the photon emission and absorption become balanced.
However, no oscillations appear in the net emission rate.
This is due to the infinitely large uniform half spaces and
thermal field statistics. In the presence of a nonuniform
temperature profile in the lossy medium (not shown) the
oscillations seen in the electric LDOS in Fig. 1(c) are also
present in the net emission rate in the lossy medium.
B. Vacuum gap between lossy media
As a slightly more complex example we also inves-
tigate a cavity structure which consists of two semi-
infinite media with refractive indices n1 = 1.5 + 0.3i
and n2 = 2.5 + 0.5i at temperatures T1 = 400 K and
T2 = 300 K, separated by a vacuum gap of thickness 10
µm. Figure 2 shows the effective photon number, electric
field fluctuation, electric LDOS, energy density, Poynting
vector, and net emission rate as a function of position for
the cavity geometry for photon energies ~ω = 0.118 eV
(λ = 10.5 µm) corresponding to the second resonance of
the cavity and ~ω = 0.140 eV (λ = 8.86 µm) that is off-
resonant. As in the case of results for the single interface
geometry presented above, there are periodic oscillations
in the effective photon number as presented in Fig. 2(a).
For the second resonant energy the photon number has
two peaks in the cavity as expected. At resonant energies
observing oscillations in the photon number, however, re-
quires an asymmetric cavity: If the refractive indices of
the left and right lossy media were equal (not shown),
the photon-number oscillations inside the cavity would
completely disappear for resonant frequencies. On the
left and right of the cavity in Fig. 2(a), the photon num-
ber again saturates to constant values depending on the
source field temperature.
The corresponding electric field fluctuations are pre-
sented in Fig. 2(b). As in the case of the single interface
geometry, the magnitudes of the electric field fluctuations
are larger in the vacuum than in the lossy medium. The
extrema of the electric field fluctuations are located at
the same positions as the extrema of the photon num-
ber in Fig. 2(a). Inside the lossy media, the oscillations
are again damped and eventually reach constant values,
which are different on the left and right due to the dif-
ferent source field temperatures.
The electric LDOS is plotted in Fig. 2(c). Again, the
electric LDOS oscillates in the vacuum and saturates to
constant values in the lossy media resembling the electric
field fluctuation in Fig. 2(b). However, there are some
differences. For example, the difference in the oscillation
magnitudes of the resonant and off-resonant energies in
the electric LDOS in the vacuum is larger than the cor-
responding difference in the electric field fluctuation in
Fig. 2(b). This is due to the effect of the oscillating
photon number in the electric field fluctuation. The ef-
fect is hardly visible in the electric field fluctuation in
Fig. 2(b), but becomes larger when the temperature of
the left medium is increased (not shown).
The energy density shown in Fig. 2(d) exhibits damped
oscillations inside the lossy medium and in the vacuum it
is perfectly constant as in the case of the single interface
geometry. In the lossy media the energy density due to
the electric field contribution is again larger than in the
vacuum and leads to oscillations that resemble the form
seen in the electric field fluctuation graph in Fig. 2(b).
Note that the energy density is smaller in the left medium
than in the right medium even though the left medium
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FIG. 2. (Color online) (a) The effective photon number, (b) electric field fluctuation, (c) electric LDOS, (d) energy density,
(e) Poynting vector, and (f) net emission rate in the vicinity of a vacuum gap separating lossy media with refractive indices
n1 = 1.5+0.3i and n2 = 2.5+0.5i at temperatures 400 and 300 K. The width of the cavity is 10 µm. The solid lines correspond
to the second resonant photon energy ~ω = 0.118 eV (λ = 10.5 µm) and the dashed lines correspond to the off-resonant energy
~ω = 0.140 eV (λ = 8.86 µm). The electric field fluctuation is given in the units of ~ω/(2piε0cS), the electric LDOS in the
units of 2/(picS), the energy density in the units of ~ω/(2picS), the Poynting vector in the units of ~ω/(1000piS), and the net
emission rate in the units of ~ω2/(1000picS).
has a higher temperature. This is due to the effect of
electric susceptibility which is larger at the right medium.
However, if the temperature is increased on the left the
energy density on the left at some point naturally exceeds
the energy density on the right.
The Poynting vector is plotted in Fig. 2(e). In the
vacuum gap, the Poynting vector is again constant since
there is no dissipation. The positivity of the Poynting
vector denotes net energy transfer towards the medium
at lower temperature. Inside the lossy media, the Poynt-
ing vector asymptotically reaches zero far from the in-
terfaces. The damping of the Poynting vector is faster
in the right medium than in the left medium due to the
larger imaginary part of the refractive index.
The net emission rate is shown in Fig. 2(f). Again the
net emission rate is zero in the vacuum and it decays
to zero inside the lossy media. Positive (negative) val-
ues denote that the rate of photon emission (absorption)
outweighs the rate of photon absorption (emission). The
higher absolute value of the net emission rate in the lossy
medium with higher imaginary part of the refractive in-
dex is related to larger loss and the faster damping of
the Poynting vector in Fig. 2(e). In the presence of small
losses inside the cavity (not shown) the net emission rate
exhibits oscillations similar to the oscillations of the elec-
tric LDOS in Fig. 2(c). This directly reflects the Purcell
effect and position-dependent emission rate of particles
placed in the cavity.
The proposed position-dependent ladder and photon-
number operators predict that the effective photon num-
bers oscillate with respect to the positions as shown in
Figs. 1(a) and 2(a). In contrast to the field quantities,
the effective photon number provides a simple metric for
finding the thermal balance formed due to interactions
taking place through the electric field and electric dipoles
as detailed in Eq. (33). Since the photon number as de-
fined in this work is also expected to be directly related
both to local temperature and rate of energy exchange
taking place between the electric field and the dipoles
constituting the lossy materials, we expect that the pre-
dicted photon-number oscillations can also be measured.
A good candidate for such a measurement would be a
setup consisting of a high-quality-factor cavity where the
magnitude of oscillations as well as the incoming radia-
tion on the left and right can be better controlled than
in the single interface case. Photon-number measure-
ments have already been performed in cavities [47], but
not in nonequilibrium conditions which is necessary for
the oscillations of the effective photon number with re-
spect to the position. If the cavity is asymmetric, the
photon-number oscillations are more easily observable
than in a symmetric cavity where the photon-number
oscillations can disappear at resonant frequencies. If one
had a thermometer that resonantly couples to one of the
9cavity resonances and is anisotropic so that it is capable
of detecting only the single perpendicular mode studied
in this work, then the predicted photon-number oscilla-
tions could be easily detected experimentally. In reality
the measurement configuration is naturally more com-
plex as controlling the directivity of a nanoscale ther-
mometer may not be that straightforward, but similar
effects are nevertheless also expected to be observable in
fully three-dimensional configurations. As the taken ap-
proach is very general, generalizing the model to three di-
mensions is expected to be straightforward. In this paper
we have investigated only thermal source fields in detail,
but the introduced operators are expected to enable also
a much more general description of the quantized fields
obeying other kinds of quantum statistics. For example,
replacing the noise operators with operators describing
partly saturated emitters [48] could result in a simple
but realistic quantum description of the generation of
laser fields, and furthermore, the use of nonlinear source
field operators [49, 50] could even allow modeling single
photon sources and detectors.
IV. CONCLUSIONS
We have defined and studied position-dependent lad-
der operators for the electromagnetic field in a way that is
consistent with the canonical commutation relations and
also enables a physically meaningful definition of an ef-
fective position-dependent photon-number operator that
has a very attractive and simple connection to the elec-
tric field, the temperature, and thermal balance of the
system. The introduced operators predict oscillations
in the expectation value of the effective photon num-
ber even in simple one-dimensional layered geometries.
Since the effective photon number is expected to be di-
rectly related to experimentally observable local temper-
atures in measurements in which the field-matter inter-
action is dominated by the coupling to the electric field,
this suggests that the oscillations could be experimen-
tally observable by measuring similar oscillations in the
temperature. This essentially differentiates our defini-
tion of the effective photon number from the conven-
tional position-independent definitions that do not take
the physical properties of the electric field similarly into
account.
The introduced ladder and photon-number operators
provide an additional means to quantify the electric field
and give further insight into the local photon-number bal-
ance associated with the electric field and the formation
of the local thermal equilibrium. The additional insight
provided by the approach also allows improved under-
standing of the challenges and physical implications of
separating the photon annihilation operator into parts
emitted by the left and right source domains or left and
right propagating parts as done in many seminal quan-
tization schemes. If the requirement of canonical com-
mutation relations and ease of physical interpretation are
not relaxed, the separation is not generally possible. This
is in agreement with the anomalies found in the com-
mutation relations of the photon annihilation operator.
However, possibly the greatest opportunities enabled by
the new formulation and the consistent definitions of the
ladder and photon-number operators are in extending the
description to quantum systems that are not limited to
thermal fields. This could, e.g., enable a more versatile
description of the noise and measurement backaction in
complex and realistic quantum systems.
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Appendix: Green’s functions
1. Single interface
The single interface geometry consists of media with
refractive indices n1 (x < 0) and n2 (x > 0). The corre-
sponding wave vectors are k1 and k2. The Green’s func-
tion for the single interface geometry is given in the left
half-space (x < 0) by [26]
G{x<0}(x, ω, x
′) =
i θ(−x′)
2k1
(
eik1|x−x
′| + re−ik1(x+x
′)
)
+
i θ(x′)
2k2
t′e−i(k1x−k2x
′) (A.1)
and on the right half-space (x > 0) by
G{x>0}(x, ω, x
′) =
i θ(−x′)
2k1
tei(k2x−k1x
′)
+
i θ(x′)
2k2
(
eik2|x−x
′| + r′eik2(x+x
′)
)
,
(A.2)
where θ(x) is the step function and r and t are the Fres-
nel coefficients for reflection and transmission on the left
given for normal incidence by
r =
n1 − n2
n1 + n2
, t =
2n1
n1 + n2
. (A.3)
The reflection and transmission coefficients on the right
r′ and t′ are obtained by switching the indices 1 and 2 in
the expressions of r and t.
In the Green’s functions of both half-spaces in
Eqs. (A.1) and (A.2), the first term describes the field
generated by the source point in the left half-space and
the second term describes the field generated by the
source point in the right half-space.
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2. Two interfaces
The slab geometry consists of media with refractive
indices n1 (x < 0), n2 (0 < x < d), and n3 (x > d).
The corresponding wave vectors are k1, k2, and k3. The
Green’s function for the slab geometry is given in the left
medium (x < 0) by [26]
G{x<0}(x, ω, x
′)
=
i θ(−x′)
2k1
(
eik1|x−x
′| +R1e
−ik1(x+x
′)
)
+
i [θ(x′)− θ(x′ − d)]
2k2
T ′1 e
−ik1x
(
eik2x
′
+ νR2[e
−ik2(x
′−2d) +R′1e
ik2(x
′+2d)]
)
+
i θ(x′ − d)
2k3
T ′2T
′
1e
−i[k1x−k2d−k3(x
′−d)]. (A.4)
The first term describes the field generated by the left
half-space, the second term corresponds to the field gen-
erated by the medium within the interfaces, and the last
term corresponds to the field generated by the right half-
space. In our notation R1, R2, T1, and T2 are the reflec-
tion and transmission coefficients for the first and sec-
ond interfaces of the two-interface structure. They are
given in terms of the single interface Fresnel coefficients
in Eq. (A.3) as
R1 =
r1 + r2e
2ik2d
1 + r1r2e2ik2d
, R2 = r2, (A.5)
T1 =
t1
1 + r1r2e2ik2d
, T2 = t2. (A.6)
The parameter ν in the Green’s function is expressed as
ν =
1
1 + r1r2e2ik2d
. (A.7)
The Green’s function in the right medium (x > d) is,
respectively, given by [26]
G{x>d}(x, ω, x
′)
=
i θ(−x′)
2k1
T1T2e
i[k3(x−d)+k2d−k1x
′]
+
i [θ(x′)− θ(x′ − d)]
2k2
T2e
ik3(x−d)
(
eik2(d−x
′)
+ νR′1[e
ik2(x
′+d) +R2e
ik2(3d−x
′)]
)
+
i θ(x′ − d)
2k3
(
eik3|x−x
′| +R′2e
ik3(x+x
′−2d)
)
. (A.8)
and inside the cavity (0 < x < d), the Green’s function
is expressed as
G{0<x<d}(x, ω, x
′)
=
i θ(−x′)
2k1
T1
(
ei(k2x−k1x
′) +R2e
−i[k2(x−2d)+k1x
′]
)
+
i [θ(x′)− θ(x′ − d)]
2k2
(
eik2|x−x
′|
+ νR2[e
−ik2(x+x
′−2d) +R′1e
−ik2(x−x
′−2d)]
+ νR′1[e
ik2(x+x
′) +R2e
ik2(x−x
′+2d)]
)
+
i θ(x′ − d)
2k3
T ′2
(
e−i[k2(x−d)−k3(x
′−d)]
+R′1e
i[k2(x+d)+k3(x
′−d)]
)
. (A.9)
Again, the three different terms describe the fields gen-
erated by different source domains.
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