ABSTRACT Genetic association studies in admixed populations are under-represented in the genomics literature, with a key concern for researchers being the adequate control of spurious associations due to population structure. Linear mixed models (LMMs) are well suited for genome-wide association studies (GWAS) because they account for both population stratification and cryptic relatedness and achieve increased statistical power by jointly modelling all genotyped markers. Additionally, Bayesian LMMs allow for more flexible assumptions about the underlying distribution of genetic effects, and can concurrently estimate the proportion of phenotypic variance explained by genetic markers. Using three recently published Bayesian LMMs Bayes R, BSLMM, and BOLT-LMM, we investigate an existing data set on eye (n = 625) and skin (n = 684) colour from Cape Verde: an island nation off West Africa home to individuals with a broad range of phenotypic values for eye and skin colour due to the mix of West African and European ancestry. We use simulations to demonstrate the utility of Bayesian LMMs for mapping loci and studying the genetic architecture of quantitative traits in admixed populations. The Bayesian LMMs provide evidence for two new pigmentation loci: one for eye colour (AHRR) and one for skin colour (DDB1).
Introduction
Variation in eye and skin colour may be particularly apparent in admixed populations, especially controlling for population structure and cryptic relatedness in GWAS; however, they often only 
38
We demonstrate the utility of BLMMs for gene discovery by applying them to eye and skin colour allows for a variation of the assumptions of the infinitesimal model, which is unlikely to hold for 52 the eye and skin colour phenotypes present. We explore the potential of BLMM approaches to yield 53 improved power to detect associations in GWAS, particularly in cases where there is substantial 54 confounding due to population structure or cryptic relatedness. Using real genotypes from the Cape 55 whether some proportion of this genetic variation is potentially due to confounding. We validate 83 these methodological concepts through simulation and via application to the Cape Verde data set. showed deviation from normality ( Figure S1 ). Thus, the continuous phenotypes for eye and skin 95 colour were transformed using a rank based inverse normal transformation (Blom 1958).
96
To explore the level of admixture in the Cape Verde data set, we visualised the first two pro- and Table S1 ). The maximum value of the genetic relationship matrix off diagonals of the Cape Verde
107
population is approximately 0.25 suggesting that the population is not made up of solely unrelated 108 individuals ( Figure S3 ).
where y is a vector of phenotype values from n individuals, X is an n × m matrix of genotypes 112 measured for each individual, β is a vector of m genetic effects to be estimated, 1 n is a vector of size 113 n of ones, µ represents the common phenotypic mean, and is a vector of size n from distribution 
where j ∈ (1, . . . , m) is an index over the SNPs, σ 2 g is the additive genetic variance explained by
130
SNPs and π 1 is the proportion of SNPs that have no effect. In practice, the true distribution of data sets using linear algebra tricks for LMMs. Bayes R and BSLMM report the posterior probability 150 that a polymorphic site affects the trait conditional on the data, which is a very natural statistic to 151 interpret in the context of QTL identification. For these methods, the posterior inclusion probability
152
(PIP) summarises the number of times a locus was present in the model. 
where setting π = 0 yields the LMM, and setting σ b = 0 yields the sparse regression model in 154 which a subset of SNPs is assumed to have no effect (non-infinitesimal model), m is the number 
185
The genomic inflation factor λ GC is defined as the ratio of the median of the empirically observed 
226
Unfortunately this is unlikely to be the case, but as data size increases the posterior distributions will 227 become increasingly independent of the priors used. Controlling the PFP has the added benefits of 228 it being independent of the number of tests performed and does not require independence of tests therefore, in order to simulate these traits more realistically we generated 50 phenotypes by randomly 282 selecting 50 loci that were associated with the first PC (implicitly assuming that PC one is a good
283
proxy for ancestry as demonstrated in Figure S2 ). SNPs and were fixed such that they each explained 10% of the phenotypic variance (total of 50%).
329
This was done to limit variability as random sampling could lead to a few loci explaining much less 330 or much more than 50%. The other 1000 variant effects were sampled from a normal distribution, and 331 on average explained a further 40% of the phenotypic variance. This number of small effect variants 332 was chosen to alter the genetic architecture from Simulation One, and again avoid variability in the 333 total PVE explained by these 1000 loci. Scenario Two was similar to one, except loci were sampled at 334 random from the set of PC one associated SNPs. Scenarios Three and Four had the same structure 335 as one and two except a total PVE of 0.5 was simulated with the top five loci having a PVE of 0.3.
336
Estimates of the PVE attributed to large effect loci were calculated by summing the 2pqβ 2 proportion of false positives to be less than (1 − α) but appeared to be too stringent with a WPPA estimates from PLINK ( Figure S8) . However, the simulation shows that summing the proportion of generating associations ( Figure S15 (B) ). The LD R 2 of the rs1635166 SNP with rs12913832 is relatively 414 small 0.25 further supporting this hypothesis (Table S6) (Figure 2 (D) ).
417
The standard linear model analysis reported rs7736 (5.7 × 10 −7 ) as the top SNP at the chromosome 418 five locus.
419
The degree of allelic differentiation across the ancestral gradient, summarised by the D 2 statistics, 420 for the most highly associated SNPs showed p-values that did not pass genome-wide significance 421 suggesting that these SNPs are not markedly differentiated across the first principal component 422 (Table 1) . However, no SNP passed genome-wide significance for the allelic differentiation across the 423 ancestral gradient analysis with the top SNP having an association p-value of 3.6 × 10 −6 . This shows 424 that the associated SNPs for eye colour are not the most differentiated across the ancestral gradient.
425
Each of the three BLMM methods showed moderate evidence for an association on chromosome (Table S6 ). Similar to the chromosome five locus for eye colour the GRM5/TYR 449 locus showed many variants contributing to the regional association with no one variant showing a
450
PIP greater than 0.3 (Tables S10 and S11) . (Figure 3 (D) ). The degree of allelic differentiation across the ancestral gradient analysis,
454
summarised by the D 2 statistics, for the most highly associated SNPs showed allelic differentiation from the three models, three regions for eye colour showed the most evidence for association.
459
These were the AHRR gene region on chromosome five, the HERC2/OCA2, and SLC24A5 gene on (Table 1) .
468
For skin colour, the five regions with the most evidence for association were SLC45A2, GRM5/TYR, (Table 1 ). The total proportion of genetic variation explained by the top five regions with evidence
472
for association was 32% (26, 38).
473

Discussion
474
The use of BLMMs in the heavily admixed Cape Verde population has led to evidence for additional the BLMMs allow for additional loci to be detected.
531
The posterior probability that a polymorphic site affects the trait conditional on the data is a any one marker is dependent on the choice of prior, especially for small data sets, where the number 538 of effects to be learned is much greater than the number of individuals contributing information.
539
However, Guan and Stephens (2011) showed that when the genetic variance and the proportion of null effects, which have a large influence on the PIP, were fixed to a value substantially different to 541 the true simulated value that the PIPs showed limited deviation from the truth. A further conclusion 542 was that the rank and power were particularly insensitive to the choice of prior assumptions on the 543 proportion of null effects and the genetic variance (Guan and Stephens 2011 
Figure 1
Comparison of the performance of Bayes R, BSLMM, BOLT-LMM, and single SNP PC corrected association analysis (performed in PLINK) at identifying 1 Mb regions containing causal variants for Simulation One, Scenarios One and Two, which had a simulated PVE equal to 0.9. Panels include method on the x-axis and rate on the y-axis with the true positive rate (TPR) for detecting a 1 Mb region containing a causal variant (green), and the false discovery rate (red) for each of the methods. For all panels BOLT-LMM and PLINK p-values are thresholded at the genome-wide significance level (5 × 10 −8 ) and thus their rates remain fixed across panels. Scenario One (random allocated loci) shows results for Bayes R and BSLMM that have been thresholded on a WPPA or WPIP greater than 0.1 and 0.2. Scenario Two (loci associated with ancestry) shows results for Bayes R and BSLMM that been thresholded on a WPPA and WPIP greater than 0.2 and 0.5. For each scenario, the threshold on WPPA/WPIP was decreased from the initial value (left panel for each scenario) until the median FDR of at least one of either Bayes R of BSLMM was equal to that of BOLT-LMM and single SNP regression. An alternative threshold is also displayed so that the rate of decrease of the median FDR for the other method can be observed. Mb regions with hg18 base pair coordinates. For each region the best SNP refers to the SNP in the region with the smallest pvalue from BOLT-LMM. For the eye colour HERC2 locus the PIP for Bayes R is with reference to the SNP rs1129038, which has an LD R 2 of 0.98 with the rs12913832 SNP. For Bayes R the PIP for each SNP is that of being in the model i.e., the sum of the PIP of being in any of the non-zero variance classes and for BSLMM the PIP corresponds to the SNP having an effect above the polygenic background. Rows containing bold gene names are potentially novel relative to those found by Beleza et al. 
