Abstract. We present a criterion for multiplicity-freeness of the decomposition of the restriction Res
Introduction
Let G be a finite group and let K ≤ G be a subgroup. We denote by G a complete set of pairwise inequivalent irreducible representations of G and say that a G-representation is multiplicity-free provided it decomposes as the direct sum of distinct elements in G. Let also denote by L(G) the group algebra of G and by bi-K-invariant functions on G. Recall that (G, K) is a Gelfand pair provided
Our main result is the following criterion for multiplicity-freeness of the restriction to H of Kronecker products of irreducible representations of G (this is a generalization of Mackey's criterion corresponding to the case H = G). Theorem 1.1. Let G be a finite group and H ≤ G a subgroup. Consider the subgroup H = {(h, h, h) : h ∈ H} of G × G × H. Then the following conditions are equivalent:
(i) (G × G × H, H) is a Gelfand pair; (ii) Res G H (ρ 1 ⊗ ρ 2 ) is multiplicity-free for all ρ 1 , ρ 2 ∈ G. We shall deduce this result from a suitable Frobenius' reciprocity type theorem for permutation representations (Theorem 3.1) which is quite interesting on its own, and illustate it by explicit computations on the Clifford groups CL(n) (see Section 4) yielding the following results.
Theorem 1.2. (i) (CL(n) × CL(n) × CL(n), CL(n)) is a Gelfand pair;
(ii) (CL(n) × CL(n) × CL(n − 1), CL(n − 1)) is a Gelfand pair if and only if n is odd.
In addition, we give a complete harmonic analysis for the Gelfand pair (CL(n)×CL(n)× CL(n), CL(n)) with an explicit description of the associated spherical characters (see Section 4.4) and of the orbits of CL(n) acting by conjugation on the Cartesian product CL(n) × CL(n) (see Section 4.3).
Preliminaries
In this section, in order to fix notation, we recall some basic facts on linear algebra and representation theory of finite groups.
All vector spaces considered here are complex. Moreover, we shall equip every finite dimensional vector space V with a scalar product denoted by ·, · V with associated norm · V ; we usually omit the subscript if the vector space we are referring to is clear from the context. Given two finite dimensional vector spaces W and U, we denote by Hom(W, U) the vector space of all linear maps from W to U, and for T ∈ Hom(W, U) we denote by T * ∈ Hom(U, W ) the adjoint of T . We define a (normalized Hilbert-Schmidt) scalar product on Hom(W, U) by setting T 1 , T 2 Hom(W,U) = 1 dimW tr(T * 2 T 1 ) for all T 1 , T 2 ∈ Hom(W, U), where tr(·) denotes the trace of linear operators; note that, by centrality of the trace (so that tr(T Let G be a finite group. A unitary representation of G is a pair (σ, W ) where W is a finite dimensional vector space and σ : G → Hom(W, W ) is a group homomorphism such that σ(g) is unitary (that is, σ(g) * σ(g) = I W ) for all g ∈ G.
The term "unitary" will be omitted. We denote by d σ = dim(W ) the dimension of the representation (σ, W ). Let (σ, W ) be a G-representation. A subspace V ≤ W is said to be G-invariant provided σ(g)V ⊆ V for all g ∈ G. Writing σ| V (g) = σ(g)| V for all g ∈ G, we have that (σ| V , V ) is a G-representation, called a subrepresentation of σ. One says that σ is irreducible provided the only G-invariant subspaces are trivial (equivalently, σ admits no proper subrepresentations).
Let (σ, W ) and (ρ, U) be two G-representations. We denote by Hom G (W, U) = {T ∈ Hom(W, U) : T σ(g) = ρ(g)T, ∀g ∈ G}, the space of all intertwining operators.
One says that (σ, W ) and (ρ, U) are equivalent, and we shall write (σ, W ) ∼ (ρ, U) (or simply σ ∼ ρ), if there exists a bijective intertwining operator T ∈ Hom G (W, U).
We denote by G a complete set of pairwise-inequivalent irreducible representations of G (it is well known (cf. [2, Theorem 3.9.10]) that there is a bijection between G and the set of conjugacy classes of elements in G so that, in particular, G is finite). Moreover, if σ, ρ ∈ G we set δ σ,ρ = 1 (resp. = 0) if σ ∼ ρ (resp. otherwise).
Suppose that H ≤ G is a subgroup. We denote by (Res
The direct sum of the two representations σ and ρ is the representation (σ ⊕ ρ, W ⊕ U) defined by [(σ ⊕ ρ)(g)](w, u) = (σ(g)w, ρ(g)u) for all g ∈ G, w ∈ W and u ∈ U.
If σ is a subrepresentation of ρ, then denoting by W ⊥ = {u ∈ U : u, w U = 0 ∀w ∈ W } the orthogonal complement of W in U, we have that W ⊥ is a G-invariant subspace and ρ = σ ⊕ ρ| W ⊥ . From this one deduces that every representation ρ decomposes as a direct sum of irreducible subrepresentations. In the particular case when these irreducible subrepresentations are pairwise inequivalent, we say that ρ is multiplicity-free.
More generally, when σ is equivalent to a subrepresentation of ρ, we say that σ is contained in ρ.
Suppose that (σ, W ) is irreducible. Then the number m = dimHom G (W, U) denotes the multiplicity of σ in ρ. This means that one may decompose
and is denoted by mW . One also says that ρ (or, equivalently, U) contains m copies of σ (resp. of W ). If this is the case, we say that T 1 , T 2 , . . . , T m ∈ Hom G (W, U) yield an isometric orthogonal decomposition of mW if T i ∈ Hom G (W, U i ) and, in addition,
for all w 1 , w 2 ∈ W and i, j = 1, 2, . . . , m. This implies that the subrepresentation of U isomorphic to mW is equal to the orthogonal direct sum 
Proof. Suppose that T 1 , T 2 , . . . , T m form an orthonormal basis for Hom G (W, U). Taking into account (2.2) we have T * j T i ∈ Hom G (W, W ). By irreducibility we deduce from Schur's lemma that there exist λ i,j ∈ C such that T * We denote by L(G) the group algebra of G. This is the vector space of all functions f : G → C equipped with the convolution product * defined by setting [
We shall endow L(G) with the scalar product ·, · L(G) defined by setting
Let (σ, W ) be a representation of G and let {w 1 , w 2 , . . . , w dσ } be an orthonormal basis of W . The corresponding matrix coefficients u j,i ∈ L(G) are defined by setting
Proof. See Lemma 3.6.3 and Lemma 3.9.14 of [2] .
of the diagonal entries of matrix coefficients is called the character of σ.
Given a vector space V , we denote by V ′ = Hom(V, C) its dual space. The conjugate of a linear operator T ∈ Hom(V, V ) is the linear operator 
Let G 1 and G 2 be two finite groups and suppose that (σ i , W i ) is a G i -representation for i = 1, 2. The outer tensor product of σ 1 and σ 2 is the (
for all g i ∈ G i and w i ∈ W i , i = 1, 2 and then extending by linearity. When G 1 = G 2 = G, we denote by G = {(g, g) : g ∈ G} the diagonal subgroup of G × G (this is clearly isomorphic to and we shall thus identify it with G) we set
In general, the inner tensor product of two irreducble G-representations is not irreducible: the following easy lemma, however, gives a sufficient condition guaranteeing its irreducibility (we include the proof for the readers' convenience). Lemma 2.3. Let G be a finite group and let σ 1 , σ 2 ∈ G. Suppose that dimσ 1 = 1. Then
Alternatively, up to identifying V σ 1 ⊗σ 2 with V σ 2 , which we simply denote by V , suppose that W subseteqV is a σ 1 ⊗ σ 2 invariant subspace and let g ∈ G. We then have σ 1 (g)σ 2 (g)W = (σ 1 ⊗ σ 2 )(g)W ⊆ W and, by multiplying on the left by the scalar σ 1 (g), we obtain
Suppose that G acts transitively on a finite set X and denote by L(X) the vector space of all functions f :
Fix a point x 0 ∈ X and denote by K = {g ∈ G : gx 0 = x 0 } ≤ G its stabilizer. Then we may identify X with the set G/K of left cosets of K in G as homogeneous G-spaces and
Given a representation (σ, W ) we denote by
For the following result we refer to [1] and/or to the monographs [2, Chapter 4] and [5] .
Theorem 2.4. The following conditions are equivalent:
Definition 2.5. If one of the equivalent conditions in Theorem 2.4 is satisfied, on says that (G, K) is a Gelfand pair.
The equivalence (d) ⇔ (e) in Theorem 2.4 is a particular case of the fact that the multiplicity of (σ, W ) in (λ, L(X)) is equal to dimW K . More precisely (see [3, Section 1.2.1] or [6] ), with every w ∈ W K we may associate the linear map
for all v ∈ W , x ∈ X (here g is any element in G such that gx 0 = x). Then one easily checks that T w ∈ Hom G (W, L(X)) and that
This easily implies that the map
for all g ∈ G, where χ σ denotes the (usual) character of σ (see [3, Section 1.2.2] or [6] ). In particular,
Harmonic analysis for the pair (G × G × H,H)
Let G be a finite group and H ≤ G be a subgroup. We define a transitive action of the group G × G × H on the set X = G × G by setting
3.1.
A Frobenius reciprocity type theorem and proof of the main result. We shall deduce Theorem 1.1 from the following result which can be regarded as a sort of Frobenius reciprocity for permutation representations.
Theorem 3.1. Let (ρ 1 , V 1 ) and (ρ 2 , V 2 ) be two irreducible G-representations and let (θ, W ) be an H-representation. Then the map
and w ∈ W , is an isometric isomorphism of vector spaces. Its inverse is given by the map
Proof. First of all, note that a linear operator T :
while a linear operator S :
It follows that:
That is, T intertwines Res
and therefore S intertwines ρ 1 ⊠ ρ 2 ⊠ θ with η. Moreover, we have
and
that is, T = T and S = S. It follows that the map T → T is a bijection and its inverse is S → S. Finally for i = 1, 2 let {v i,j : j = 1, 2, . . . , d ρ i } be an orthonormal basis in V i and denote by u ρ i h,j the associated matrix coefficients; let also {w j : j = 1, 2, . . . , d θ } be an orthonormal basis in W . If T 1 , T 2 ∈ Hom G×G×H (ρ 1 ⊠ ρ 2 ⊠ θ, η) then we have, on the one hand,
and, on the other hand,
showing that the bijective map T → T is indeed an isometry.
Proof of Theorem 1.1. We first observe that if an H-representation θ is irreducible, then the multiplicity of the irreducible (G×G×H)-representation ρ 1 ⊠ρ 2 ⊠θ in the permutation representation η (associated with the pair (G × G × H, H)) equals the multiplicity of the irreducible H-representation θ ′ in Res
Moreover, all irreducible (G × G × H)− (resp. H-)representations are, up to equivalence, equal to ρ 1 ⊠ρ 2 ⊠θ (resp. θ ′ ) with ρ 1 , ρ 2 ∈ G and θ ∈ H. Theorefore η is multiplicity-free (and therefore, all equivalent conditions in Theorem 2.4 are satisfied for the pair (G × G × H, H)) if and only if Res G H (ρ 1 ⊗ ρ 2 ) is multiplicity-free.
Invariant vectors and spherical characters. In this section we describe the isometry (2.9) and the spherical characters for the pair (G × G × H, H).
Using the description of tensor products in [2, Section 9.1] (see also [7] ), we identify V 1 ⊗ V 2 ⊗ W with the vector space of all anti-trilinear maps B :
H . Then the associated intertwing operator T B ∈ Hom G×G×H (ρ 1 ⊠ ρ 2 ⊠ θ, η) given by (2.9) has the form:
for all v 1 ∈ V 1 , v 2 ∈ V 2 and w ∈ W .
Proof. First note that
and that the last expression is trilinear. Moreover, recalling (3.1), we have ( g 2 ) if we take g 3 = g 1 g 2 , g 4 = g 2 and h = 1 G . By virtue of these simple considerations we may write (2.9) explicitely as follows:
By combining the isometries in Theorem 3.1 and Proposition 3.2 we obtain the following.
Corollary 3.3. The map B → T B yields an isometry
Moreover, for B ∈ V 1 ⊗ V 2 ⊗ W , the intertwining operator T B has the form:
Clearly, the last Corollary may be proved directly following the same arguments in the proof of Theorem 3.1.
We end this section by providing an explicit expression of (2.10) for the pair (G × G × H, H). This quite easy: the spherical character associated to the for the pair (G × G × Hrepresentation ρ 1 ⊠ ρ 2 ⊠ θ is given by:
for all g 1 , g 2 ∈ G and h 1 ∈ H. In particular, (2.11) and the isomorphisms above yield
could also be recovered from the explicit expression of ψ ρ 1 ⊠ρ 2 ⊠θ (1 G , 1 G , 1 G ) which is nothing but the scalar product between the character of θ ′ and the character of Res
Harmonic analysis on Clifford groups
In this section we consider the Clifford groups G = CL(n) and we study the decomposition of the tensor product of two irreducible representations and its restriction to the subgroup H = CL(n − 1).
Clifford groups and their irreducible representations.
Let n ∈ N and set X n = {1, 2, . . . , n}. Denote by CL(n) the Clifford group of degree n. Recall that CL(n) = {±γ A : A ⊆ X n } with multiplication given by
where △ denotes the symmetric difference of two sets and ξ(A, B) equals the number of elements (a, b) ∈ A × B such that a > b, for all ε 1 , ε 2 ∈ {1, −1} and A, B ⊆ X n . Notice that the identity element is given by 1 = γ ∅ and that (εγ A ) −1 = ε(−1)
It is well known (cf. [7, Section IV.3] ) that CL(n) admits exactly 2 n one-dimensional representations, namely χ A , A ⊆ X n given by
|A∩B| for all B ⊆ X n , and, if n is even, there is only one irreducible representation ρ n , of dimension 2 n/2 whose character is given by
for all B ⊆ X n , and, if n is odd, say n = 2m + 1, there are exactly two irreducible representation ρ ± n , of dimension 2 m whose characters are given by
for all B ⊆ X n .
4.2.
Kronecker products of irreducible representations of CL(n). In this section we study the decomposition of the Kronecker products of irreducible representations of CL(n) and of their restriction to the subgroup CL(n − 1), yielding the proof of Theorem 1.2.
Proof of Theorem 1.2.(i). By Corollary 1.1 for H = G, this is equivalent to prove that the tensor product of any two irreducible representations of CL(n) decomposes multiplicitly free. To this end, we distinguish the two cases corresponding to the parity of n. Suppose first that n is even. By virtue of Lemma 2.3 we only need to analyse the decomposition of ρ n ⊗ ρ n . Suppose θ ∈ CL(n). Then we have
It follows that
Suppose now that n is odd, say n = 2m + 1. As before, we need only to analyze ρ
n and show that they decompose multiplicity free. Suppose θ ∈ CL(n). Then we have
with |A| even and m ≡ 0 mod 2 or |A| odd and m ≡ 1 mod 2 0 otherwise where the last equality follows from (4.2), (4.5) and (4.4). It follows that
Proof of Theorem 1.2.
(ii). By Corollary 1.1 this is equivalent to showing that the restriction to the subgroup CL(n−1) of the tensor product of any two irreducible representations of CL(n) decomposes multiplicitly free if and only if n is odd. We first observe that
and, if n is even,
Moreover, (4.13) Res CL(n) CL(n−1) χ A = χ A\{n} for all A ⊆ X n , and if n is even, (4.14)
Res CL(n−1) (ρ n ⊗ ρ n ) = 2 A⊆X n−1 χ A , if n is even (by (4.6) and (4.13));
χ A , if n is odd (by (4.7), (4.8), (4.9) and (4.13)). The proof is now complete.
4.3.
The orbits of CL(n) on CL(n) × CL(n). In this section we study the orbits of CL(n) acting by conjugation on the Cartesian product CL(n) × CL(n). The interest for such analysis is motivated by the fact that spherical characters are constant on each orbit.
Let A, C ⊆ X. Then we have 
unless n is odd and A B = X n (here and in the sequel denotes a disjoint union) in which case
, (∓γ A , ∓γ A )} unless n is odd and A = X n , in which case O n (±γ Xn , ±γ Xn ) = {(±γ Xn , ±γ Xn )}.
Proof. We limit ourselves to prove (b) which is the most involved case: the remaining ones are simpler and can be treated in a similar manner. Suppose first that |A| and |B| are both even. We distinguish two cases. (i) None of A and B is contained in the other. Let then a ∈ A \ B and b ∈ B \ A. Then taking C = {a, b} (resp. {a}, resp. {b}) and using (4.16) gives γ C (γ A , γ B )γ
Suppose A subseteqB (the specular case B subseteqA is treated in the same way) and let a ∈ A and b ∈ B \ A. Then taking C = {a} (resp. {a, b}, resp. {b}) and using (4.16) gives γ C (γ A , γ B )γ
). Thus (4.17) follows in both cases. If |A| and |B| are both odd, similar calculations yield again (4.17). We now consider the remaining case, namely when |A| and |B| have different parity. To fix ideas we suppose that |A| is even and |B| is odd. We distinguish three cases. (i) A ∪ B = X n and A \ B = ∅. Let then a ∈ A \ B and c ∈ X n \ (A ∪ B). Then taking C = {a} (resp. {a, c}, resp. {c}) and using (4.16) gives γ C (γ A , γ B )γ
Let then a ∈ A, b ∈ B \ A and c ∈ X n \ B. Then taking C = {a, c} (resp. {a}, resp. {b, c}) and using (4.16) gives γ C (γ A , γ B )γ
Let then a ∈ A \ B and d ∈ A ∩ B and set C = {a} (resp. {d}, resp. {a, d}). We have γ C (γ A , γ B )γ −γ B ) ) and (4.17) follows also in this case. On the other hand, if A ∩ B = ∅ (so that necessarily n = |A| + |B| is odd) and C ⊆ X n , then if |C ∩ A| is even (resp. odd) then γ C (γ A , γ B )γ
) and (4.18) follows.
4.4.
The spherical characters for (CL(n) × CL(n) × CL(n), CL(n)). In this section we study the spherical characters associated with the Gelfand pair (CL(n) × CL(n) × CL(n), CL(n)). We start with a simple preliminary combinatorial result. This could be immediately deduced from the orthogonality relations for the characters, but we prefer to give a direct proof. Proof. If U = ∅, we have |U ∩ D| = ∅ for every D ⊆ X n so that each summand in the Left Hand Side of (4.19) equals 1 and therefore the whole Left Hand Side of (4.19) equals 1. Suppose now that U = ∅ and fix u ∈ U. Consider the sets P 0 = {A ⊆ X n : |A ∩ U| is even} and P 1 = {A ⊆ X n : |A ∩ U| is odd}. Since the map Φ : P 0 → P 1 defined by Φ(A) = A \ {u} if u / ∈ A A ∪ {u} otherwise is bijective, we have |P 0 | = |P 1 |. As a consequence, The spherical character on CL(n) × CL(n) × CL(n) associated with the representation χ A ⊠ χ B ⊠ χ C , for A, B, C ⊆ X n , is given by Suppose now that n is even. The spherical character on CL(n) × CL(n) × CL(n) associated with the representation ρ n ⊠ ρ n ⊠ ρ n is trivial. Indeed,
for all ε i = ±1 and T i ⊆ X n , i = 1, 2, 3. The spherical character on CL(n) × CL(n) × CL(n) associated with the representation χ A ⊠ ρ n ⊠ ρ n for A ⊆ X n , is given by for all ε i = ±1 and T i ⊆ X n , i = 1, 2, 3.
