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1. INTRODUCTION 
For any algebraic integer 01 let, as usual, i-(;;i denote the maximum 
absolute value of 01 and all its algebraic conjugates and denote by 1 ~11 
the corresponding minimum. 
- 
In 1857 Kronecker [8] proved that any algebraic integer cu # 0 with 
m < 1 is a root of unity; on the other hand, as is well known, there are 
infinitely many algebraic integers with Fl < R, R > I, which are not 
roots of unity. 
Robinson [9] first pointed out that if one restricts attention to those 
algebraic integers which lie in some cyclotomic field, not fixed, an 
interesting and quite different situation from the general case arises. For - 
example there are no cyclotomic integers a # 0 with ( 01 1 < 21i2 other 
than roots of unity. This work was taken up by Schinzel [lo], Davenport 
and Schinzel[2], Jones [3], [4], and [6], and in a tour dedeforce of technique, 
Cassels [l]. 
Since a cyclotomic field always has an integral basis consisting of roots 
of unity, any cyclotomic integer can be expressed as a sum of roots of 
unity. For any positive integer m let Vm denote the set of all numbers 
which can be expressed as a sum of m roots of unity and define 
Jed = 6-i I 01 E wm>, J-(m) =~l~lI~~~trJ, - 
both being sets of real numbers in the interval [0, m]. Clearly A’(1) = 
N(1) = (1) and A’(2) and M(2) are infinite sets with sole accumulation 
points 2 and 0, respectively. For any set S of real numbers we denote 
the first derived set of S, the set of accumulation points of S, by S(l). The 
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higher derived sets are defined inductively by S(I) = (S(z-l))(l) (1 = 2, 3,...). 
For convenience we write S(O) = S. 
Hitherto attention has been focused on the sets &‘(m). In [4] I pointed 
out that ~?(3)(~) = (3). It is the object of this paper to draw attention 
to the fact that the behavior of .xV@) around 0 is similar to the behavior 
of J+Z) around m and to prove 
THEOREM. (i) d(m)(nz-l) = {m} (m 3 1). 
(ii) N(m)(m-l) C (0) (m > 2). 
The result of (i) is a conjecture which I made some years ago. The 
theorem is a consequence of three theorems on the Geometry of Numbers 
proved in the previous paper of this series [7], see also [5] and [6], and 
we shall assume some of the notation and terminology used there. 
It seems difficult to give a simple proof that 0 always belongs to 
.N(rn)(+l) but this does not substantially weaken the result in (ii). The 
result (ii) implies that there are theorems on sequences of minimum 
moduli analogous to those on maximum moduli proved in [3] and [4] 
(where m = 3). It is also natural to ask if the sets A(m) and M(m) are 
closed, in fact this seems not to be the case. These questions may be 
considered elsewhere. 
In this connection it would be interesting to know if the sets d(m)fz) 
(1 < I < m - 2) are algebraic, that is, consist of algebraic numbers. 
2. PRELIMINARY REMARKS 
Following Robinson we say that two algebraic integers cy, /3 are equiva- 
lent if 01 = E/I’, where E is some root of unity and B’ is some conjugate 
of /l; when this happens we obviously have m = @-/ and ] CY 1 = ] t3 1. 
Any sum of m = k + 1 roots of unity is easily seen to be equivalent 
a number of the form 
01 = 1 + &lq) + *-* + 44q) (e(0) = e2nie), (1) 
where 
(al ,..., a,q) = 1. (2) 
We shall suppose that k 3 2, the case k = 1 being trivial. 
Throughout we shall give the theorems of [7] what might conveniently 
be termed the usual interpretation. That is, we take M to be the integer 
lattice in k dimensions with F the distance function F(x) = max 1 xi I, 
where x = (x1 ,..., xk) with respect to the standard basis of. zeros and 
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ones. F clearly satisfies condition C(F). The dual function F* is then 
F*(x*) = C ( Xi* 1 which satisfies C(F*). As in [6] we associate with 01 
the cyclic overlattice (1 of M generated by M and the point 
a = 44 = (ah,..., 4q). 
In this case the dual lattice /1* is just the set of integer points 
h* = (h, ,..., h,) for which 
@*, 4 = h(4q) + **- + Mdq) = h 
for some integer h. 
The algebraic conjugates of 01 are just the numbers 
where (n, q) = 1. If 
nai = ni (mod q) (1 < i < k), 
where 1 ni [ < 44, we shall call &&I,..., n,/q) the point corresponding to 
the nth conjugate of ol; such a point always lies in the unit cube 
V = {x 1 F(x) < &}. 
Each point corresponding to a conjugate of 01 is a generating point of n 
over M, and conversely each generating point in V determines a conjugate 
of 01. 
3. THE LEMMAS 
Let 
s(x) = I 1 + e(xJ + --- + ehJI. 
This is a continuous function on IF!* and is periodic (mod M). Hence 
;‘;z F(x) = MO = k + 1 and ins S(x) = m, = 0 
are attained at some points x,, (= 0) and y,, in 97. 
LEMMA 1. For every c > 0, if 
- 
(9 I 01 I -c MO - E, 
or 
(ii) I dt I > m. + E, 
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there exists an integral vector el* E M*, primitive in M*, for which if 
b,* = Del*, D > 1, D E 22, is aprimitivepoint of A*, 
F*(hl*) < 4k 4, 
where c(k, E) is a positive constant depending only on k and E. 
(3) 
Remark. A bounded region can contain only finitely many points 
of a lattice; suppose there are J,(k, 6) integer points other than 0 in the 
region defined by (3). It is important to note that there are at most J,,(k, E) 
possibilities for II,* and that this bound is independent of A* and hence 
independent of (Y. 
Proof. We take only the case (i) since the case (ii) is similar. 
Since 9 is continuous on V, it is uniformly continuous there, and so 
there exists 6 > 0, 6 = 6(k, E), such that ] Y(x) - 9(y)] < E for all 
x, y E V for which F(x - y) < 6. Setting y = x0 we have from (i) that 
F(x - xg) > 6 for all generating points x of /1 over M in V. Whence 
F(x - x0) 3 6 for all generating points x of d over M. 
We apply [7, Theorem I] to the lattices II, A4 with the usual inter- 
pretation and with s = k, a = 0, b = 1, 0 = 6, 5 = x0. We see that the 
second alternative of the theorem must hold. If in that theorem we put 
E = l/(s + 1) say, this gives the desired conclusion of the present lemma. 
The precise nature of the upper bound in (3) is irrelevant to the applica- 
tion we have in mind. 
We next suppose that 01, or more precisely a(a) satisfies r - 1 
(1 < r - 1 < k - 1) linear relations of the form 
I 
(hl*, a) = (De,*, a) = h, EZ 
(hj*, a) = (e,*, a) = hj EZ (2 <<j < r - l>, (4) 
where ej* EM* (1 <j d r - l), e,*,..., eFel can be extended to a basis 
of M* and h,* = De,*, hz* = ezx,..., &E-r = eZ1 are primitive points of 
/1*. Whence in particular (h, , D) = 1 and D ] q. This supposition is 
satisfied subject to the hypothesis of Lemma 1 with r - 1 = 1. 
Let 
AL1 = M&D, e,* ,..., e,*_,) = 
and 
m r-l = m,.-,(D, e,* ,..., e,*_,> = inf inf inf ~(4 (6) 
Then m < M,.-, 4 k + 1 = m, I (Y I 2 q-1 2 0. 
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LEMMA 2. There exist points x,-~ , yrsl E % such that the sup in (5) and 
the inf in (6) are attained i.e. 
(0 ~0~3 = MT-, , 
(ii) *(y,-J = m,-, . 
Proof. Since P is periodic (mod M) any point x E UP can be translated 
by an integral vector m E A4 to a point y = x - m E V for which 
P(y) = 9(x). Moreover 
h,‘/D = (e,*, y) = (el*, x) - (e,*, m) = h,/D - ml, 
say, where m, E Z, so that hl’ = h, (mod D) and the condition (hI’, D) = 
(h, , 0) = 1 is preserved. For the other conditions 
hi’ = (e,*, y) = (ej*, x) - (ej*, m) = hj - mi (2 < j < r - I), 
say, where mj E Z so that hj’ E Z as required. Thus it is enough to take 
the last sup (or inf) in (5) (or (6)) over all x E %Y subject to the remaining 
conditions (De,*, x) = hI , (ei*, x) = hi (2 <j < r - 1). Since e,* ,..., e,*_, 
are fixed there can be only finitely many such sets of hyperplanes which 
have nonempty intersection with V and so by compactness considerations 
the sup (or inf) is attained in V. 
Suppose the sup in (5) is attained for x = x,-~ , h, = L, ,..., h,-, = L,-, 
and the inf in (6) for x = y7-l , h, = l, ,..., h,-, = Z,-, . 
LEMMA 3. If 01 is subject to (4) there is a conjugate fl of a, 
B = 1 + eWs> + *a* + e@dq), 
for which, ifb = (b,/q ,..., bk/q), 
(bl*, b) = (De,*, b) = L, 
(hi*, b) = (ej*, b) = Lj (2 < j d r - 1). 
Similarly for II ,..., ITpI . 
Remark. We need this lemma in order to apply [7, Theorem 21 to 
produce an rth point e7* E M*, however, we cannot prove it without the 
condition in (4) that of the r - 1 points ej* E M* only the first has order 
in A* which may be greater than 1 (or at least we cannot prove the 
lemma without some substantially equivalent condition, e.g., that the 
orders are pairwise coprime). The point e,.* produced by [7, Theorem 21 
may not satisfy this condition extended to cover the new set of r points 
and this is why we require [7, Theorem 31. 
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Proof. Since (hl , D) = (Ll , D) = 1, D 1 q, we can choose n, 
(n, q) = 1, so that 
(De,*, na) = nh, = L, (mod D) 
(e,*, na) = nhi (2<j<r-1). 
Since e,*,..., e,*_l form part of a basis for M* we can find a vector 
m E M so that 
(De, *, na + m) = L1 
(ej*, 728 + m) = L3 (2<j<r-1). 
Now put b = na + m to achieve the desired result. 
LEMMA 4. For every E > 0 and OL subject to (4) if 
- 
(0 I 0~ I -c MT-, - E, 
or 
(ii) I (II I > m,-, + E, 
there exists an rth point e,* E M*, such that e,*,..., e,* can be extended to 
a basis of M* and for which if b, * = d,e,*, d, 3 1, d, E Z, is a primitive 
point of A*, 
F*(h,*) < c(k, E, D, el* ,..., e,*_,). (7) 
Proof. We take only the case (i) since the case (ii) is similar. 
Let /3 be the conjugate of LY whose existence is established by Lemma 3. 
Hence 
(De,*, b) = L, = (De,*, x,-J 
(e,*, b) = Lj = (ej*, x,-~) (2 <j < r - 1). 
(8) 
Since /3 is conjugate to (Y the lattice generated by M and b = b(p) is 
again the lattice d. As in Lemma 1 there exists 6 > 0, 6 = S(k, e), such 
that ( g(x) - F(y)1 < E for all x, y E V? for which F(x - y) < 6. 
The points nb (mod M), where (n, q) = 1 and n = 1 (mod D), describe 
all generating points of n over M which lie on the intersection of the 
hyperplanes (8). Using (i) on the conjugates described by these generating 
points and setting y = x,-~ , we have F(x - x,J > 6 for every generating 
point x z nb (mod M), where n E 1 (mod D), in V. Whence 
F(x - x,-~) > 6 for every such generating point of d over M. 
We can now apply [7, Theorem 21 to the lattices d, M with the usual 
interpretation and with a = b, x = x,-~, dl = D, d, = **. = d,-, = 1; 
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this application being valid by (8). The second alternative of the theorem 
must hold and if we there put E = l/(k + 1) say, this gives the desired 
conclusion of the present lemma. As in Lemma 1 the precise nature of 
the bound in (7) is irrelevant. 
COROLLARY. If r - 1 = k - 1 then under the hypothesis of the lemma 
4 < q&k E, D, f+*,..., C-3. 
Proof. Instead of using [7, Theorem 21 we use the Corollary. 
To allow our argument to come full circle we now replace this lemma 
by 
LEMMA 5. Let D = l.c.m.(D, d,) where d, is as in Lemma 4. For every 
E > 0 and 01 subject to (4) if 
- 
(9 I 01 I < W-, - E, 
or 
(ii) I 01 I > mT-1 + 6, 
there exist r points gl*,..., g,* of M+, which can be extended to a basis 
of M*, such that the points HI* = fig,*, H,* = g2*,..., H,* = g,* are 
primitive in A* and 
F*(Hj*) < c(k, E, D, q* ,..., e:-J (1 Gidr). (9) 
Remark. As with Lemma 1 it is important to note that there can be 
at most finitely many, say J&k, E, D, q*,..., eP1), r-tuples of vectors 
HI*,..., H,* which can satisfy (9), and that this bound is independent of a. 
Proof. We use [7, Theorem 31 to replace the points e,*,..., e,* of the 
last lemma (note d, = **- = d,-, = 1) by gl*,..., g,*. From (7) d, 
is bounded by c(k, E, D, e,*,..., ez-3 since F*(e,*) > 1, whence 
D = l.c.m.(D, d,) and max(D, dr) are similarly bounded. Substituting 
into [7, Eq. (28)] we obtain (9) with Hj* replaced by gj*. Using once 
more the bound for D we obtain (9). 
As before we have the following. 
COROLLARY. If r - 1 = k - 1 then under the hypothesis of the 
lemma q < qO(k, E, D, e,* ,..., ez*_,). 
The points Hj* are in d* so 
(HI*, a) = (Dg,*, a) = HI EZ 
(HI*, a) = (g$*, a) = ffj E Z (2 <j <rv)- 
(10) 
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Thus on the hypothesis (i) or (ii) of Lemma 5 we have succeeded in 
replacing the r - 1 points hi* in (4) by the r points Hi* in (10). The new 
points Hj* satisfy the inductive extensions of all the properties originally 
hypothesized for the h,*. 
LEMMA 7. Suppose we are given a set 9’ of real numbers such that the 
lth derived set Y(l) = {e} for some 8 E R. Let S, ,..., S, be aJinite collection 
of sets such that 
Y= US”. 
L-1 
Then there exists s, 1 < s < J, such that 
Proof. Clear, since Y(j) = UL, Sii’ (j = 2, 3 ,... ). 
Before proceeding with the proof of the main theorem we dispose of 
one small point relating to the first part, namely m E A(m)(+l). 
LEMMA 8. If 6 E .&f(m)(z) then 1 + 8 E A(m + l)(z+l) (m 3 1, I > 0). 
Proof. Let 01 o%Fm so that m E A(m). By considering the set 
{X 1 x = 1 a + p I> where p ranges over all roots of unity, we see that 
1 + m E A(m + l)(l). That is, if 8 E J+z) then 1 + 8 E A(m + l)(l). 
We proceed by induction on 1. If 8 E A?(m)(l) there exists a sequence of 
distinct Bj E A!(m)+l) such that 8 = lim 0, , whence 1 + 0 = lim(1 + 6,). 
Moreover, the 1 + Sj are all distinct since the 6, are. By the induction 
hypothesis 1 + ej E .&(m + I)(‘), whence 1 + 0 E A(rn + l)‘z+l’ as 
required. 
By induction on m we have the immediate 
CoRoL~my m E .4X(m)+‘). 
4. PROOF OF THE THEOREM 
We take only the case (i) since the case (ii) is similar. 
By the Corollary in Lemma 8 it suffices to prove that m is the only 
element of .M(m)(m-lJ. Suppose 8, E A(m)(+-1), 8, < m. Then there 
exists a set Y0 C A(m) such that 9, (TM) = {e,}. We are only interested 
in Y0 in the neighborhood of t9,, and so we may assume without loss of 
generality that 
sup Y0 < m - E = ill, - E 
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for suitably small E > 0 (e.g., E = $(A&, - 0,)). Thus for all ii;si E Y0 , 
i-Tj<M(M,-C 
By Lemma I there exists a finite set of integral vectors h,*(j) 
(1 <j < J,,) such that m E 3’,, implies &*(j), a(a)) E Z for some j, 
1 <j<J,. 
NowapplyLemma7withY=~0,~=8,,.J=J,,l=m-l,and 
S, defined by m ES, if (4*(v), a(a)) E Z. Thus there exists an S, , 
1 < s < .I,, such that Sk”+” = 0 { O}. Put S, = YI , $*(s) = h& = D,e,*, 
say, where D, >, 1, D, E Z and e& E M*. Clearly 
8, G sup sp, G sup sup G-l 
hlEP UEWm 
(hI,D1)=l (Dp?;,,a(a))=h, 
= Md& ,ei+i> = Ml , say, (11) 
by (5) with r - 1 = 1, and the definition of Y(x). 
Since Y:‘+l) = {(I,-,} there exists e1 E YimL2), til # B,, . Moreover we 
can choose 8, so that 8, < MI . For if 8, = MI equality holds throughout 
(11) and so any element 0, of 9, (+‘), e, # 8,) has e1 < AI1 . On the 
other hand if 0, < MI we can certainly choose 8, E Y:n”-2), tI1 # 8,) 
such that 8, < iw, , since there will be such points arbitrarily close to 8, . 
Hence as before we may assume without loss of generality that 
for suitably small E > 0 (e.g., E = $(MI - 0,)). Thus for all 1 01 1 E YI 
(K+i 9 44) = (M+i , a(4) = hll E z, (h, ,4) = 1 
and m ( Ml - E. 
By Lemma 5 with r - 1 = 1 there exists a finite set of 2-tuples of 
integral vectors (HI*(j), H,*(J)) (1 <j < J1), each 2-tuple having the 
properties specified in the lemma, such that i-;;ll E YI implies 
(Hi*(j), a(a)) E Z (i = 1,2) for some j, 1 < j < J1 . 
Now apply Lemma 7 with Y = 9, , 0 = el, J = J1, I= m - 2 and 
S,, defined by Fj ES, if (I&*(V), a(a)) E E (i = 1, 2). Thus there exists an 
S, , 1 < s < J1 , such that S’,m-2’ = {e,}. Put S, = Y2, H,*(s) = h,*, = 
D2e,*2 , Hz*(s) = h,*, = e& , where D2 3 1, D,EZ and eT2, e&2~ M*. 
Clearly 
8, G s~p yi; G sup sup 
h, EH 
(h,J’,)=l 
h,EZ 
I 
sup 
aEv& 
(D2e:,,a(cs))=hl 
k&,&))=h, I 
m 
= M2V2, el*2, e&l = M2 say, 
by (5) with r - 1 = 2 and the definition of F(x). 
292 ANTHONY J. JONES 
Since 9’:“+‘) = {e,} there exists 0, E 9’im-3), 0, # 13, , and by the same 
reasoning as before we can suppose 8, < Ms. Again we may assume 
without loss of generality that 
sup Yz < MS - E 
for suitably small E > 0 (e.g., e = i(Mz - 8,)). Thus for all i-&-i E Sp, 
(h& , a(4) = (&e,*, ,a(4 = h13 E Z, (h, 9 4) = 1, 
O& 3 a(4) = (e,*, p a(a)> = h2 E 5 
and m < Mz - E. Moreover h,*, and h& have all the properties required 
by the hypothesis of Lemma 5. 
We can now successively repeat the above process using Lemma 5 
and Lemma 7. Eventually we find a set 9,-, and a point O,-, E 9Eia 
such that for all m E Yme2 
Cn&-, ,44> = UL--24,m--2 , a(4) = L+-2 c & uh-3 3 Qn-3) = 1, 
(h&+z , a(4) = <e&,+, , a(4) = &,+2 E Z, (2 <j < m - 2) 
and m < Mmpz - E, where the hz,, have all the properties required 
by the hypothesis of Lemma 5. 
At this final stage instead of applying Lemma 5 we use the Corollary 
(m - 2 = (k + 1) - 2 = k - 1) from which it follows that Yme2 is 
finite. This contradicts the fact that %,-, E 9’Elz . 
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