Abstract-We study three-level implementations where the first two levels represent a standard PLA form with an ANDplane and an OR-plane. This implements a 2m-output SOP. The final stage consists of m two-input programmable LUTs. The PLA outputs are paired so that the LUT outputs implement a set of m given incompletely specified functions (ISFs). Three-level structures have been studied previously, e.g. resulting in AND-OR-AND or AND-OR-XOR implementations. By using the LUT effectively, the composition of the AND-plane can be controlled to implement a PLA which has the optimum phase assignment for maximum cube sharing. For each output, we characterize the problem of all legal implementations of such a model, by defining Boolean relations that capture all the flexibility induced by the final LUT logic. The extra LUT level provides a dimension beyond simple phase assignment. We performed experiments using a Boolean relation minimizer to compare such realizations vs. SOP forms and published three-level forms, comparing areas and delays. To approximate the possible sharing in the PLA, we mapped the 2m PLA logic using SIS. We focused on experiments with two-input Boolean functions not captured by AND-OR-AND or AND-OR-XOR approaches and found good gains in many cases with affordable increases in synthesis runtimes.
I. INTRODUCTION
Functional decomposition rewrites a logic function f (X) as the composition of a set of functions h, g 1 , g 2 , . . . , g m such that f (X) = h(g 1 (X), g 2 (X), . . . , g m (X)) ( [16] , [22] ). It is a fundamental tool in logic synthesis for multi-level and FPGA implementations, and in the theory of circuit and communication complexity. The simplest case when m = 2, called bidecomposition, appears often in the literature, because it fits quite well with the usual representations of logic as networks of 2-input gates, and if applied recursively generates more general decompositions ( [21] , [14] ). Since the decomposition is top down and performed at the output level for each primary output separately, by bi-decomposition we transform initial two-level forms into three-level forms, about which there is an extensive literature for comparison. Afterwards, the remaining logic may be handled by standard synthesis methods, like twolevel minimization of the two blocks followed by technology mapping onto a given implementation library.
In this work we study three-level forms, aiming at implementing incompletely specified functions (ISFs), f = (f on , f of f ), using a cover c = u op v, where op is a two input gate or LUT, and u and v are two SOP forms. For an example with op(u, v) = uv, see the scheme depicted in Figure 2 .
For an ISF f represented by its on-set f on , dc-set f dc , and off-set f of f , a cover g is a completely specified function such that f on ⊆ g ⊆ f on ∪ f dc . A cover h of its complement ISF, f of f ⊆ h ⊆ f of f ∪ f dc , may lead to a more optimal implementation.
Example: Consider op(u, v) = u + v = (u ⇒ v). We have the flexibility to implement a minterm in f on in one of three ways: by adding it to both the cover v and the cover u (the output of the latter is negated and becomes a 0 input to the OR gate), or by adding it to the cover v and by not adding it to the cover u (i.e., it is put in u so that the 0 output of u is negated and becomes a 1 input to the OR gate), or by not adding it to the cover v and not adding it to the cover u (whose negated output inputs a 1 into the OR gate). In other words, a point in the onset can be realized by v only, or by v and u, or by u only.
Intuitively, a LUT (or gate) at the output provides a generalization of the problem of choosing the best output phase assignment in the realization of a 2m SOP (see [17] , [18] ). With a LUT at the output, we can choose the best phase assignment for the SOP feeding the LUT where the SOP has 2m outputs. Even if the 2m outputs were implemented as a Boolean network, there is still an interesting phase assignment because we can choose a cover of the ISF f or a cover of its complement ISF. The example also illustrates the case where a two-input operator connecting two logic blocks u and v induces don't care conditions: e.g., when op = OR, if a point in the on-set is added to v then we do not care if it is added also to u, yielding the don't care condition (−1) for the two outputs u and v; dually, the same outputs can assume values in the cube (1−), since if an on-set point is added to u we do not care if it is part of v. However, the two cubes (1−) and (−1) cannot be expressed by a single cube (which would mean that it could be expressed as a don't care), but instead a Boolean relation is required to model this flexibility. Therefore, the problem of optimizing the implementation of a decomposition of f in the form c = u op v, is one of defining and optimizing a Boolean relation, depending on op. In this paper, we experiment with a set of ops which have one of its inputs inverted. We compare our implementations of such complemented-input circuits synthesized by a Boolean relation minimizer, BREL [1] , against published results that use special minimizers for deriving AND-OR-AND, OR-AND-OR, and AND-OR-XOR three-level forms. The use of a Boolean relation minimizer on such problems is not new [1] but experiments and comparisons in this context have not been done.
The paper is organized as follows: we show a motivating example in Sec. II, we summarize briefly previous work in Sec. III, Boolean relations in Sec. IV, and describe in Sec. V the Boolean relations characterizing completely the flexibility in the realization of op circuits. In Sec. VI, we report experimental results comparing our forms against SOPs (with different phase assignments) and specialized three-level minimizers like AOXMIN [10] , after running SIS to compute areas and delays of the underlying SOPs; the experiments show average gains of around 20 − 30% in the majority of benchmarks. In Sec. VII we draw conclusions and discuss possible future research.
II. MOTIVATING EXAMPLE
In order to better describe the proposed approach we give here a simple example of the bi-decomposition f 0 ⇒ f 1 ≡ f 0 + f 1 for the function f depicted in Figure 1 (a). We first recall that, by the De Morgan laws, a complemented SOP (Sum of Products) can be seen as a POS (Product of Sums) form with the same number of literals. For example:
Considering the function f represented by the Karnaugh map in Figure 1 (a). If we compute a standard SOP cover we have the minimal SOP in Figure 1 
that has 10 literals. The corresponding minimal POS form in Figure 1 (c) is:
containing 8 literals. In this case it is convenient to represent the function as the negation of its offset with 3 products and 8 literals, against a cost of 5 products and 10 literals if we represent its onset. Moreover, we can do even better if we enlarge the offset to include the onset point 1000, because we save 1 product and 4 literals in the representation of the offset; however, we must represent the onset point 1000 by adding a product of the onset that covers it, paying a penalty of 1 product and 2 literals, with an overall cost of 3 products and 6 literals (better than 3 products and 8 literals). In conclusion, a minimal f 0 ⇒ f 1 circuit for f in Figure 1 (d) is:
that contains 6 literals (it is f 0 = x 1 x 2 +x 3 x 4 and f 1 = x 1 x 2 ). Note that in the last Karnaugh map (Figure 1(d) ) the point 1000 is in the the OFF set of f 0 but is in the ON set of f 1 , thus is in the ON set of the OR between f 0 and f 1 (f 0 + f 1 ). Moreover, the points 1001, 1010, and 1011 are covered by both f 0 and f 1 . We can conclude that it is useful to define a strategy that finds the best cover f B = f 0 + f 1 . Note that, in general, the best solution could be f B = f 1 (i.e., SOP) or f B = f 0 (i.e., POS or complemented SOP).
III. PREVIOUS WORK
Three-level logic has been studied for decades, a reason being that three levels are enough to produce a minimal network for most Boolean functions (see Sasao, [19] ). The minimization of various forms of three-level logic has been studied in the literature, e.g., AND-OR-AND networks consisting of two SOPs with a two-input AND gate at the output (Malik, [13] and Dubrova, [9] ); OR-AND-OR networks (see Sasao, [20] , and Debnath, [8] ); AND-OR-EXOR networks, called EX-SOP, with a single two-input EXOR gate at the output (see Debnath, [6] , [7] and Dubrova, [10] ); EXOR-AND-OR networks, called SPPs (Sums of Pseudo-Products) which generalize SOP expressions by replacing products of literals with products of EXOR gates (see Luccio, [12] ), further restricted to k-SPPs where EXOR factors contain at most k literals and to 2-SPPs (see Ciriani, [4] , [5] ) for which an efficient ESPRESSO-like minimization procedure has been designed (see Bernasconi, [2] ).
A way to obtain three-level forms is to apply one step of bi-decomposition, which decomposes a given logic function F (X) into three blocks as F (X) = G(X) op H(X), where op is a two-input gate (usually AND, OR, or EXOR) (see Sasao, [21] and Mishchenko, [14] ). A strong bi-decomposition has the form G(X 1 , X 3 ) op H(X 3 , X 2 ) where X 1 , X 2 , X 3 is a partition of the input variables; When X 2 = ∅ the bidecomposition is weak. In this paper we address the special case of weak decompositions where X 1 = X 2 = ∅. Some interesting results on bi-decomposition are described in [11] , [15] , [23] , but they cannot be compared with the benchmark functions we have considered.
IV. BOOLEAN RELATIONS
The concept of Boolean relations was introduced as a more general scheme for the non-deterministic specification of logic networks, which cannot always be represented using don't cares [1] , [3] .
Definition 1:
A Boolean relation is a one-to-many multioutput Boolean mapping R : {0, 1} n → {0, 1} m , where {0, 1} n and {0, 1} m are called the input and output sets of R.
A Boolean relation R can be considered a generalization of a Boolean function, where a point in the input set {0, 1}
n can be associated with several points in the output set {0, 1} m ; indeed, because of the one-to-many nature of Boolean relations, there may be several equivalent outputs for a given input. For example, consider the mapping R : {0, 1} 2 → {0, 1} 3 such that:
Note that we cannot represent this mapping using a simple incompletely specified Boolean function, since, for example, the input 00 can have as output 001 or 100 that cannot be merged into a single cube. A relation R is well-defined if for all x ∈ {0, 1} n there is y ∈ {0, 1} m such that (x, y) ∈ R. To any relation R we can associate a set F(R) of all compatible multi-output Boolean functions, i.e. the set of all functions g such that, for all inputs x ∈ {0, 1} n , g(x) is contained in the set R(x) of the outputs related to x. In this case, we write g ⊆ R. For example, consider the mapping R described in the previous example. F(R) contains the following Boolean function g : {0, 1} n → {0, 1} m :
x g(x) 00 001 01 000 10 101 11 100
The problem of the optimal implementation of a Boolean relation R is that of selecting, among the possible functions compatible with R, one of minimum cost according to a given metric. More precisely, the solution of a Boolean relation R is a multi-output Boolean function g ∈ F(R). The function g is an optimal solution of R according to a given cost function μ, if for all g ∈ F(R), μ(g) ≤ μ(g ). In this paper, we will consider as cost μ(g) the number of literals in a minimal SOP form for f .
V. BI-DECOMPOSED CIRCUITS
Given an incompletely specified function (ISF) f , defined as on-set f on , off-set f of f and dc-set f dc , we want to decompose f in u and v, such that f is covered by u op v, where op is a given binary operation, e.g. an AND, OR or XOR gate. The inputs of u and v are the same as the inputs of f . The output of f is the output of the chosen gate op which takes in input u(x 1 , . . . , x n ) and v(x 1 , . . . , x n ). Figure 2 reports the circuit obtained when op is represented by the uv gate ( ⇐). This problem can be formulated as that of solving Boolean relations. For each binary operation op, we define a relation R op whose set of compatible functions F(R op ) corresponds exactly to the set of pairs (u, v) occurring in all bi-decomposed circuit implementations of f with respect to the chosen operation op. An optimal solution of R op is an optimal bidecomposed circuit for f . Let R op : {0, 1} n → {0, 1} 2 be a Boolean relation, describing all possible pairs of functions u, v defining a bidecomposed circuit for f . We show how to construct the relation R op for any binary operation op for the ten (out of sixteen) binary operations that depend on both input variables and omit operations 1, 0, u, u, v, v. The 10 binary ops are shown in Figure 3 . To construct R op , three cases are distinguished, depending on whether the input vector x ∈ {0, 1} n belongs to the on-set, the off-set, or the dc-set of the function f . We partition these ops into the first four, the second four and the last two. For the first four, uv, uv, uv, uv, we note that each can be obtained from another by complementing one or more inputs. As an example, we construct R ⇐ as follows:
• all points x ∈ f on must be associated to the output 01, so that the output of the circuit uv evaluates to 1, thus we define R ⇐ (x) = {01};
• all points x ∈ f of f must be associated to one of the three output values on which uv evaluates to 0, thus we define R ⇐ (x) = {00, 10, 11} = {1−, −0};
• all points x ∈ f dc can be associated to any output, thus we have R ⇐ (x) = {−−}.
The relations R AN D , R ⇒ , and R NOR , corresponding to the other three operations in the first group (the AND group), can be defined in an analogous way. These are summarized in Table  I . Similarly, the four Boolean relations R OR , R ⇒ , R ⇐ , and R NAND (the OR group) are summarized in Table II and the last two (the XOR group) are summarized in Table III. TABLE I. AND TABLE 
and similarly for the second output,
Thus the LUT at the output affords us the flexibility of implementing an onset cover or offset cover for the two outputs leading to a two-output phase assignment problem.
Since our three-level form consists of a PLA with each pair of outputs feeding into a two-input LUT, only what is implemented in the PLA is important; any cost function should be independent of the op implemented in the LUT.
Note that the ISFs associated with u and v depend on the op in the LUT as dictated by the Boolean relations given by the three Tables I, II, (XOR table) . For example, in the first table for R ⇐ , the care minterms of f are distributed as follows: f on is put in f 1 of f as well as in f 2 on , and f of f is partitioned into three parts, those in f 1 on only, those in f 2 of f only, and those in both. How this partitioning is done is the task of the Boolean relation minimizer. Thus, given a distribution of care minterms (i.e. partitionings), the four choices for the two outputs implemented in the PLA are
} and these choices correspond to the choices of Boolean relations in each of the three tables. We note for future reference, that for the Boolean relation minimizer, BREL [1] , complementing an input in the Boolean relation will simply switch the implementation of that output of the PLA from a cover of the onset to a cover of the offset.
In the literature, the following methods for three level minimization have been investigated: 1) AND-OR-AND [8, 11] , 2) OR-AND-OR [7, 17] , and 3) AND-OR-XOR [5, 6, 9] . To   TABLE III.  XOR TABLE   RXNOR compare their results against ours is difficult because each method uses a different minimizer which may induce different partitionings. Although a partitioning induced by any method can be inferred from u and v by determining which onset/offset minterms are in u, u, v, v for any of the methods, it is not easy to force the algorithms to use the same partitionings. Thus a controlled experiment can't be done easily. However, we note that the AND-OR-AND method might be similar to using BREL on R AN D , OR-AND-OR similar to R OR , and AND-OR-XOR similar to R XOR . With the formalism of the Boolean relations, we can rephrase our complemented circuit minimization problem as the problem of finding an optimal implementation of R op (for op corresponding to one of the selected binary operations), that is, of selecting among all possible two-output functions compatible with R op , the one defining the couple (u, v) leading to a circuit of minimal cost, according to a given cost metric:
The set F(R op ) of all two-output functions compatible with the relation R op specifies exactly the set of all pairs (u, v), occurring in all possible circuit implementations where z = u op v is a cover of the ISF f = (f on , f of f ).
Proof: Let C(f ) be a circuit with two outputs u and v, such that z = u op v is a cover of f . Then C(f ) is compatible with R op because it is easy to verify that for all x ∈ {0, 1} n , (u(x), v(x)) ∈ R op (x) . Conversely, let C(f ) be any two-output function compatible with R op . Observe that the definition of R op guarantees that the two outputs of each function g ∈ F(R op ) combined with the chosen operation op, evaluates to 1 on all points in f on and to 0 on all points in f of f . Thus, with u as the first output of g and v as the second, we get that u op v is a cover of f .
Corollary 1:
An optimum solution of the Boolean relation R op , according to a given cost function μ, defines an optimum bi-decomposed circuit, z = u opt op v opt for f with the minimum cost μ.
Proof: An optimum bi-decomposed circuit for f is one where z = u opt op v opt is a cover of f and μ(z) is minimum. By Theorem 1, the two-output function (u opt , v opt ) is compatible with R op and hence a solution of R op . Since μ(u opt , v opt ) is minimum then also z = u opt op v opt is a minimum cover with respect to op and μ
VI. EXPERIMENTAL RESULTS
In this section we report the experimental results for the minimization of the Boolean relations of three op circuitss, one from each of the three Tables I, II, circuits have at least one complemented input to distinguish them from existing published methods. We report the result for the op gates ⇐, ⇒, and XNOR.
The algorithms have been implemented in C, using the CUDD library for OBDDs to represent Boolean functions. We used BREL [1] for the synthesis of Boolean relations, because it finds better solutions in shorter runtimes than previous methods. The exact minimization in BREL is obtained using SIS; the heuristic minimization is based on the BDD size; even if the resulting number of literals is higher, the second version is useful since it is much more efficient w.r.t. synthesis time. The experiments were run on a Linux Intel Core i7, 3.40 GHz CPU with 8 GB of main memory. The benchmarks are taken from LGSynth93 [24] . Multi-output benchmarks were synthesized by minimizing each output independently from the others. To show the performance in area of the circuits derived by using Boolean relations, we generated SOP forms of (u, v) using ESPRESSO both in exact and heuristic mode. To evaluate the obtained circuits, the SIS system was used with the MCNC technology library for mapping and the SIS command map -W -f 3 -s to estimate area and delay.
In Table IV we compare synthesis time (in seconds), mapped area and delay of circuits and SOP forms for a significant subset of the benchmarks. The first column reports the names of the benchmarks. The following columns report, by groups of three, the synthesis times in seconds, the areas and delays estimated by SIS. The first two groups, labeled SOP exact and SOP heuristic, refer to plain SOPs. The next group refers to circuits synthesized with different op gates ( ⇐, ⇒, and XNOR). Table V summarizes the comparison between op circuits and SOP forms for both exact and heuristic minimization. In more detail, we report the percentages of benchmarks where we obtain better results with respect to the corresponding SOP forms. We observe that a high percentage of op circuits synthesized with Boolean relations turned out to be more compact and yielded lower delays than the corresponding SOP forms. This is true for both the exact and heuristic mode. Table VI reports the average gains obtained with op circuits with respect to SOP forms for both exact and heuristic minimization. We observe that the synthesis of the op circuits yields positive gains for both area and delay, at the expense of more computation times. Note that op circuits with an XNOR op gate exhibit a lower gain w.r.t. the corresponding benchmarks with an AND or OR op gate. On average, we obtain higher gains in the case of exact minimization. In particular, the maximum percentage of area gain is 71% (max128) in the exact case and 67% (Z9sym) in the exhaustive case (in these two examples, the percentage is the same for all op gates).
In Table VII we compare against approaches presented in [9] and in [10] . In [9] the authors describe a three-level logic synthesis procedure based on a novel strategy for pairing cubes. They ran the experiments on a Sun Ultra 60 operating with two 360 MHz CPU and with 1024 MB RAM main storage. In [10] the authors describe a three-level heuristic AND-OR-XOR minimization strategy for incompletely specified Boolean functions. They ran their experiments on a Sun SPARC 20 operating at 50 MHz with 64 MB RAM main storage. The first and the second columns of the table report the names of the benchmarks and the number of inputs/outputs, respectively. The following six columns report both execution time (in seconds) and number of literals of minimized op circuits for each case ( ⇐, ⇒, and XNOR) and two different cost functions: the first (SIS) minimizes the number of literals, and the second (BDD) minimizes the size of the BDDs used for representing the relations. Finally, the last columns report results presented in [9] (columns 15 and 16) and in [10] (columns 17 and 18). The results show that the op circuits synthesized with Boolean relations turned out to be more compact than the corresponding circuits proposed in [9] and in [10] in about 29% of our experiments. Finally, we compare computation time, area, delay and number of literals of op circuits with respect to the results of ESPRESSO when run with output phase assignment (to choose the best realization between the positive and negative phase of each output). After choosing a phase assignment for each output, the function is minimized (in heuristic or exact mode). In about 15% of tested benchmarks, we stopped the computation of ESPRESSO with output phase assignment (after about 30 minutes), without obtaining minimization results.
In Tab.VIII we compare synthesis time (in seconds), mapped area and delay of circuits synthesized with ESPRESSO after the phase optimization (ESPRESSO command -Dopo) against op circuits. The first column reports the names of the benchmarks. The following columns report, by groups of three, the synthesis time in seconds, the area and delay estimated by SIS. The first two groups refer to ESPRESSO synthesis. The next group refers to op circuits synthesized with different op gates ( ⇐, ⇒, and XNOR). In the exact case, the percentages of op circuits with lower computation time, area and delay w.r.t. the corresponding circuits minimized with ESPRESSO are 5%, 94%, and 89%, respectively. In the heuristic case, the percentages of op circuits with lower time, area and delay w.r.t. the corresponding circuits minimized with ESPRESSO are 87%, 75%, and 77%, respectively.
VII. CONCLUSIONS AND FUTURE WORK
We considered the bi-decomposition of ISFs, which have the form u op v, where op can be any two-input logic function. Then we characterized all the correct implementations in such a form in terms of logic functions compatible with a Boolean relation, depending on the operator op. We studied the taxonomy of such circuits, and classified them into three groups according to the chosen op gate. Any member of a group can be transformed into any other member of the same group by complementing one or more of the inputs. Then we experimented with one example op from each group, namely op ∈ { ⇐, ⇒, and XNOR}. These were chosen to differ from other forms already studied in the literature. Finally, we reported experiments to compare such realizations vs. SOPs as well as other published three-level forms, in term of area and delay, evaluated by synthesizing and mapping the circuits with SIS. This showed good gains in a majority of benchmarks against affordable increases in synthesis runtime.
Future work includes completing an exhaustive study of all ten non-trivial ops, and in finding a way to choose the best op for a particular ISF. This might be based on solving a phase assignment problem within each of the three group classifications. A variant of BREL might be developed to examine, at each of its steps, choosing a function or its complement implementation. Moreover, since in general we have multi-output ISFs to implement, treating them all at once using a single Boolean relation would be of great interest. Another interesting direction would be to iterate the construction of the blocks u and v recursively to obtain multi-level bidecompositions with higher depths. Also, inclusion of a MUX as an op would be interesting. The question of taking better advantage of logic sharing among the 2m outputs is another potential direction of investigation.
