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Abstract 
A variety of different approaches in the variable step adjustment algorithm of the LMS were researched to achieve fast convergence and 
robustness, but the complexity of the variable step algorithm was also become higher. A variable step size LMS algorithm using squared 
error and autocorrelation of error is proposed to achieve fast convergence and robustness under reasonable complexity. The performance 
of the proposed LMS algorithm is analyzed in a stationary environment. The proposed algorithm is tested under an adaptive equalizer 
system and showed good convergence rate and robustness to disturbance.  
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
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1. Introduction 
The mobile communication is widely used and is very popular because of many mobile devices such as smart phones, 
tab computers, and notebook computers. In the mobile communication, the wireless communication channel has an inter-
symbol interference(ISI) problem caused by multipath and a finite bandwidth. There are many equalization approaches to 
solve the ISI problem, but the least mean square(LMS) algorithm has been widely used because of its simplicity and 
robustness. 
Instead of a fixed constant step size in the LMS algorithm, the variable step size(VSS) adaptation is one approach to get 
good performances. In the performance, the steady state mean squared error(MSE) is proportional to the adaptation step size 
and the step size controls the convergence rate to the optimal weights. A small step size is commonly chosen to obtain the 
small final excess MSE but it causes slow convergence. Such a choice is not acceptable in many unknown statistical 
environments of wireless mobile communication..  
In the VSS LMS algorithm, the step size is large when the weights of the LMS are far from the optimal weights. As the 
weights approach to the optimal ones, the step size gradually decreases to a small value. There are many criteria to adjust 
the step size such as the squared estimation error [1], the gradient of the squared estimation error to the step [2], and the 
autocorrelation of successive estimation errors [3]. In many VSS approaches researched, computation complexity is 
increased for fast convergence and some of VSS algorithms are designed to get robustness. The VSS algorithm using error 
data normalization is used in [4]. In [5], the VSS algorithm with Sigmoid function is researched to improve robustness. The 
accumulated instantaneous error controls the variable step size under low complexity [6]. In our proposed VSS LMS 
algorithm, the squared estimation error and the autocorrelation of errors are used for the step size adjustment to achieve the 
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rapid convergence and the robustness. 
2. VSS LMS algorithm 
The weight update of the standard LMS is given by 
)1 nȝ(n)e(n)X(W(n))W(n            (1) 
where )(nW  is the weight vector, )(ne  is the estimation output error, )(nX  is the input vector, and )(nP  is the variable 
step  size.  
The VSS update is expressed as [1]  
)()()1( 2 nenn JDPP            (2) 
where 10 D , 0!J , and maxmin )( PPP  n .
The output error of the system is expressed as 
)()()()( nWnXndne T       (3) 
Here the desired signal )(nd  is given by 
)()()()( * nnWnXnd T [      (4) 
)(* nW  is the time varying optimum weight vector and )(n[  is the measurement noise.   
The VSS update in [1] is relatively simple since only the squared error computation is necessary. The VSS update using a 
gradient descent algorithm is expressed as [2] 
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The VSS update using an estimate of the autocorrelation between )(ne and )1( ne  is given by [3] 
)1()()1()1()(  nenenpnp EE      (6) 
and
2)()()1( npnn JDPP          (7) 
In the VSS update in [3], the square of the time-averaged estimate of the autocorrelation of )(ne   and )1( ne  is used to 
reduce the independent noise disturbance problem.  
The proposed VSS update using the squared estimation error and the autocorrelation is expressed as 
)}1()()({)()1( 2   nenenenn JDPP       (8) 
In Eq. (8), the )(2 ne  term drives the fast convergence in the initial stage and the )1()( nene term keeps the robustness of 
our algorithm during the update period. Thus, the proposed VSS update will produce reasonably rapid convergence rate, 
maintaining robustness to noise disturbance. 
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3. Performance analysis 
For
max
2
)}({0
O
P  nE , the convergence of weight vector mean is ensured where maxO is the maximum eigenvalue of  
)}()({ nXnXER T  [7]. The condition of convergence in the mean square sense is investigated now. The MSE is given by 
[3] 
)()}({ min
2 nneE exHH        (9) 
where )}({ 2min nE [H  , and )(nexH  is the excess MSE. A sufficient condition for convergence of the MSE is derived as [1] 
[3] 
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Assuming jijneineE z  ,0)}()({  and discarding the term including 2J [3], we have after some algebra that  
                         )}1()()({)}({)}1({ 2   neneneEnEnE JPDP       
)}({)}({ 2 neEnE JPD |                        (11) 
and
))}1()()()(({2)}({)}1({ 2222 | nenenenEnEnE PDJPDP
           (12) 
Equation (12) can be more simplified using uncorrelated error assumption and independence between the variable step and 
the error signal.  
)}({)}({2)}({)}1({ 2222 neEnEnEnE PDJPDP |            (13) 
With )()}({ min
2 f f exeE HH  from Eq. (9),  Eq. (11),   and  Eq. (13), we have  
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The mis-adjustment is defined as [3] 
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Assuming that min)( HH fex  [3], we have that 
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The convergence condition in Eq. (10) is described as 
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Here, the trace of the input vector, )(Rtr is the sum of eigenvectors in R .
In a stationary environment, the mis-adjustment M where the variance 2nV of an additive noise process is zero can be 
expressed as [3] 
)(
2
RtryM |        (21) 
4. Simulation results 
The LMS algorithm for adaptive equalization of a linear dispersive channel is studied here.  Fig. 1 shows the block 
diagram of an adaptive equalizer system.  
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                                             )(n[
Fig. 1.  Adaptive equalizer system 
The impulse response of the channel is given by [7] 
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where B adjusts the amplitude distortion in the channel, and 1.3 B  is used. The random sequence input )(nx  with 
1)( r nx  are applied to the channel, and the output signal of the channel is corrupted by the additive random generator 
)(n[  with zero mean and variance 0.001. The step size of the proposed VSS LMS equalizer with 11 taps is updated with Eq. 
(8). The parameters in the equalizer are 99.0 D ,   08.0 J , 5min 10
 P , and 1.0max  P . The initial step size is 01.0 .
For comparison, the VSS LMS algorithm with Eq. (2) is simulated here.  
In Fig. 2 (a), the proposed VSS LMS algorithm provides better convergence rate than the algorithm using the update Eq. 
(2) does. The learning curve of the proposed algorithm shows that it smoothly approaches to the optimal coefficients in the 
initial period. All the learning curves in our simulation are the time averaged curve of 50 independent iterations. 
Fig. 2 (b) shows the step size curves of the VSS LMS algorithms. The step size curve with Eq. (8) update is located under 
that of the curve with Eq. (2). This implies that it performs better and can approach to the small final step size. 
Fig. 3 (a) shows learning curves when there is abrupt system coefficient change. In our case, the system coefficient B is 
changed from 3.1 to 3.0 at 5000 sample. We test with 10000 samples. Since there are many samples, two learning curves 
delay
channel ¦ Adaptive 
Equalizer
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cannot be distinguished, but our algorithm follows well under the system abrupt change. Fig. 3 (b) shows the step size 
curves in the abrupt system change. 
Fig. 2. Learning curve  (a)  and step size (b) of  VSS LMS  for  (1) update with Eq. (2) and (2) update with Eq. (8) 
Fig. 3. Learning curve (a) and step size (b) of VSS LMS in abrupt system change for (1) update with Eq. (2) and (2) update with Eq. (8) 
5. Conclusions 
The proposed VSS LMS algorithm using squared error and autocorrelation of error showed good convergence rate and 
robustness to channel disturbance, compared with the VSS LMS algorithm using squared error only. Our algorithm gives a 
new approach to get fast convergence and to combat channel noise using already known methods. Further research may be 
needed to combine other known VSS methods. 
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