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A PROBABILISTIC NUMERICAL EXTENSION OF
THE CONJUGATE GRADIENT METHOD∗
TIM W. REID† , ILSE C. F. IPSEN† , JON COCKAYNE‡ , AND CHRIS J. OATES§
Abstract. We present a Conjugate Gradient (CG) implementation of the probabilistic numerical
solver BayesCG, whose error estimates are a fully integrated design feature, easy to compute, and
competitive with the best existing estimators.
More specifically, we extend BayesCG to singular prior covariances, derive recursions for the
posterior covariances, express the posteriors as projections, and establish that BayesCG retains the
minimization properties over Krylov spaces regardless of the singular priors. We introduce a possibly
singular Krylov prior covariance, under which the BayesCG posterior means coincide with the CG
iterates and the posteriors can be computed efficiently. Because of its factored form, the Krylov prior
is amenable to low-rank approximation, which produces an efficient BayesCG implementation as a
CG method. We also introduce a probabilistic error estimator, the ‘S-statistic’. Although designed
for sampling from BayesCG posteriors, its mean and variance under approximate Krylov priors can
be computed with CG. An approximation of the S-statistic by a ‘95 percent credible interval’ avoids
the cost of sampling altogether. Numerical experiments illustrate that the resulting error estimates
are competitive with the best existing methods and are easy to compute.
Key words. Symmetric positive semi-definite matrix, Krylov space method, Gaussian prob-
ability distribution, Bayesian inference, covariance matrix, mean, credible interval, Moore-Penrose
inverse, projectors in semi-definite inner products
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1. Introduction. The Bayesian Conjugate Gradient method (BayesCG) [8] is
a ‘probabilistic numerical’ method for solving nonsingular linear systems1. The field
of probabilistic numerics seeks a probabilistic treatment of the errors in deterministic
numerical methods—including interpolation, quadrature, and the numerical solution
of ordinary and partial differential equations—that is more informative than the tra-
ditional, deterministic bounds. The ultimate goal is a coherent propagation of the
error through computational pipelines [11, Section 5], [17]. The origins of probabilistic
numerics can be traced back to Poincare´ [28], while a rigorous modern perspective is
established in [11].
Applying the probabilistic numerical approach to the iterative solution of linear
systems yields solvers that posit a prior distribution for the quantity of interest, which
can be the solution [3, 8] or the matrix inverse [3, 4, 16]. Then they condition on
the finite amount of information obtained during m iterations to produce a posterior
distribution that reflects the reduced uncertainty about the solution after m iterations
[8, Section 1.2], [28].
Hennig’s pioneering interpretation [16] of CG as a probabilistic numerical solver
occurred in the context of optimization. Subsequently, BayesCG [8] was designed as
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a general probabilistic numerical solver, in the context of statistics. Here, we focus on
the numerical context, and on BayesCG as an extension of the Conjugate Gradient
method (CG) [18] by treating the iteration as an inference process. The linear system,
(1.1) Ax∗ = b
has a symmetric positive definite matrix A ∈ Rn×n and solution x∗. The initial
uncertainty about x∗ is modeled via a user-specified Gaussian prior N (x0,Σ0) with
mean x0 ∈ Rn and symmetric positive semi-definite covariance matrix Σ0 ∈ Rn×n.
In subsequent iterations, BayesCG computes Gaussian posteriors N (xm,Σm) with
means xm ∈ Rn and covariances Σm ∈ Rn×n. In BayesCG, the prior mean x0 doubles
as the initial guess for the solver, while the posterior means xm are the iterates that
approximate the solution.
1.1. Contributions. We present a CG-based implementation of BayesCG with
error estimates that are an integral design feature and are competitive with the best
existing estimates. Our contributions fall broadly into three categories: algorithm,
prior distribution, and error estimation.
1. BayesCG algorithm:
We extend BayesCG to singular prior covariances (Theorem 2.1); derive re-
cursions for the posterior covariances (Theorem 2.2); express the posteriors as
projections (Theorem 2.7); and establish that BayesCG retains the minimiza-
tion properties over Krylov spaces regardless of the singular priors (Theorem
2.10);
2. Krylov prior (Definition 3.1):
Under this generally singular prior, the BayesCG posterior means coincide
with the CG iterates (Theorem 3.2), and the posteriors can be computed
efficiently (Theorem 3.3). Because of its factored form, the Krylov prior
is amenable to low-rank approximation (Definition 3.4), which produces an
efficient BayesCG implementation as a CG method (Algorithm 3.1).
3. Probabilistic error estimate called ‘S-statistic’ (Definition 4.1):
Although designed for sampling from BayesCG posteriors, the mean and vari-
ance of the S-statistic under approximate Krylov priors can be computed
with CG (Theorem 4.3). An approximation of the S-statistic by a ‘95 per-
cent credible interval’ avoids the cost of sampling altogether (section 4.3).
The resulting error estimates are competitive with the best existing methods,
and are easy to compute because they represent a fully integrated algorithm
feature (section 5).
1.2. Overview. We extend the applicability of BayesCG to singular priors, de-
rive recursions for the posteriors, and express the BayesCG posteriors as projections
(section 2). Motivated by the ‘Krylov subspace prior’ [8, Section 4.1], we introduce
a different ‘Krylov prior’ under which the BayesCG posterior means are identical to
the CG iterates and the posterior covariances can be computed efficiently. This in
turn leads to an efficient implementation of BayesCG under the Krylov prior (sec-
tion 3). After reviewing existing approaches to CG error estimation, we introduce
our S-statistic, which estimates the error in the BayesCG iterates; the subsequent
approximation of the S-statistic by a 95 percent credible interval avoids the cost of
sampling altogether (section 4). Numerical experiments on matrices of small and
large dimensions illustrate the accuracy of the S-statistic (section 5). Remarks about
future work conclude the paper (section 6).
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1.3. Notation. Bold uppercase letters, like A, represent matrices, with I denot-
ing the identity; bold lowercase letters, like x∗, vectors; and italic lowercase letters,
like α, scalars. Roman uppercase letters, like X0, represent random variables—with
the exception of the scalar K. The Moore-Penrose inverse of A is A†. A Gaussian
distribution with mean x and covariance Σ is denoted by N (x,Σ), and X ∼ N (x,Σ)
means that X is a Gaussian random variable.
Exact arithmetic is assumed throughout the theoretical sections 2–4, until sec-
tion 5 where finite precision issues will be discussed.
2. Extension of BayesCG. We present conditions to extend the applicability
of BayesCG from definite to semi-definite prior covariances (Theorem 2.1); derive re-
cursions for the posteriors (section 2.1); express the BayesCG posteriors as projections
(section 2.3); and discuss choices for prior distributions (section 2.4).
BayesCG computes the posterior distributions N (xm,Σm) by conditioning the
prior N (x0,Σ0) on information from m linearly independent search directions Sm.
The conditioning process relies on two properties of Gaussian distributions.
(i) stability: linear transformations of Gaussians remain Gaussian [27, Section 1.2];
(ii) conjugacy: posteriors from Gaussian priors under linear observations are Gaussian
[35, Theorem 6.20].
We present the next proof in great detail to give the reader some insight into how
the expressions for the posteriors come about.
Theorem 2.1 (Extension of Proposition 1 in [8]). Let N (x0,Σ0) be a prior with
symmetric positive semi-definite Σ0 ∈ Rn×n, and Sm =
[
s1 s2 · · · sm
] ∈ Rn×m
have rank(Sm) = m with columns si 6∈ ker(Σ0A), 1 ≤ i ≤ m. Then the BayesCG
posterior N (xm,Σm) has mean and covariance
xm = x0 + Σ0ASmΛ
−1
m S
T
m(b−Ax0)(2.1)
Σm = Σ0 −Σ0ASmΛ−1m STmAΣ0,(2.2)
where Λm = S
T
mAΣ0ASm is nonsingular.
Proof. The proof is the same as [10, Proof of Proposition 1], with additional
provisions for the singularity of Σ0, which we address by showing the contrapositive.
Suppose Λm is singular. Then there is vector z 6= 0 with Λmz = 0. Since
Λ is symmetric positive definite this implies 0 = Σ
1/2
0 ASmz = Σ0ASmz. Thus
Smz ∈ ker(Σ0A), implying sk ∈ ker(Σ0A) for at least one k.
Let X0 ∼ N (x0,Σ0) be a random variable that represents prior belief about the
unknown solution x∗, and let Ym ≡ STmAX0 be a random variable that represents the
implied prior belief about the unknown values STmAx∗ before they are computed. The
posterior is the conditional distribution of X0 given that Ym has the value S
T
mAx∗
[8, Proposition 1]. To obtain this posterior, we compute the conditional distribution
of X0 given Ym, and then substitute Ym = S
T
mAx∗ into the expressions for the mean
and covariance.
As in [35, section 6.4], start from the joint distribution of X0 and Ym,[
X0
Ym
]
∼ N
([
E[X0]
E[Ym]
]
,
[
Cov(X0,X0) Cov(Ym,X0)
T
Cov(Ym,X0) Cov(Ym,Ym)
])
.(2.3)
The expected values in (2.3) are, by linearity,
E[X0] = x0 and E[Ym] = E[SmAX0] = STmAx0,
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and the covariances are
Cov(X0,X0) = E[(X0 − x0)(X0 − x0)T ] = Σ0
Cov(Ym,X0) = E[(STmA(X0 − x0))(X0 − x0)T ] = STmAΣ0
Cov(Ym,Ym) = E[(STmA(X0 − x0))(STmA(X0 − x0))T ] = STmAΣ0ASm = Λm.
Substitute the above expressions into (2.3),[
X0
Ym
]
∼ N
([
x0
STmAx0
]
,
[
Σ0 (S
T
mAΣ0)
T
STmAΣ0 Λm
])
.
and apply the expressions for the conditional distributions in [29, Section 6.1] and [35,
Corollary 6.21], which amounts to taking Schur complements. Then the distribution
of X0 given Ym is the Gaussian N (xm,Σm) with mean and covariance
xm = x0 + Σ0AΛ
−1
m (Ym − STmAx0)
Σm = Σ0 −Σ0ASmΛ−1STmAΣ0.
At last, substitute Ym = S
T
mAx∗ = S
T
mb.
Computation of the posteriors involves solving linear systems with Λm. BayesCG
avoids this by requiring the search directions to be AΣ0A-orthogonal, so that the
matrices Λm = S
T
mAΣ0ASm are diagonal [8, Section 2.3]. This also enables the
recursive computation of the posteriors as shown next.
2.1. Recursive computation of posteriors. We assume mostly from now
on that the search directions are AΣ0A-orthogonal, and derive recursions for the
posterior means and covariances (Theorem 2.2). The recursion for the mean was
already shown in [8, Proposition 6], while the recursion for the covariances is new.
Then we focus on the particular search directions in [8, Proposition 7], and show that
their recursions still hold for singular priors (Theorem 2.5).
Theorems 2.2 and 2.5 form the basis for the BayesCG algorithm in section 2.2.
We abbreviate the residuals of the posterior means (2.1) by
(2.4) ri ≡ b−Axi, 0 ≤ i ≤ m.
Theorem 2.2 (Extension of Proposition 6 in [8]). Under the assumptions of
Theorem 2.1, if the search directions are AΣ0A-orthogonal, then the following recur-
sions compute the posterior mean and covariance,
(2.5) xi = xi−1 +
Σ0Asi
(
sTi ri−1
)
sTi AΣ0Asi
, 1 ≤ i ≤ m,
and
(2.6) Σi = Σi−1 − Σ0Asi (Σ0Asi)
T
sTi AΣ0Asi
, 1 ≤ i ≤ m.
Proof. The recursion (2.5) for the mean was established in [8, Proposition 6],
while the following proof for (2.6) is analogous to [10, Proof of Proposition 6].
From (2.2) follows that the posterior covariance at iteration i amounts to a rank-i
downdate of the prior,
Σi = Σ0 −Σ0ASiΛ−1i (Σ0ASi)T , 1 ≤ i ≤ m.
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Since Λi is a diagonal matrix, due to the AΣ0A-orthogonality of the search directions,
a rank-i downdate can be computed as a recursive sequence of i rank-1 downdates,
Σi = Σ0 −Σ0ASi−1Λ−1i−1(Σ0ASi−1)T︸ ︷︷ ︸
Σi−1
−Σ0Asi (Σ0Asi)
T
sTi AΣ0Asi
.
For the particular search directions from [8, Proposition 6], we need to ensure the
nonsingularity of Λm even for singular Σ0, that is, si 6∈ ker(Σ0A), 1 ≤ i ≤ m. This
requires two auxiliary results.
First, search directions are orthogonal to residuals.
Lemma 2.3 (Lemma S3 in [10]). Under the assumptions of Theorem 2.2,
sTj ri = 0, 1 ≤ j ≤ i ≤ m.
Second, if the initial error is in the range of the prior, so are the subsequent errors.
Lemma 2.4. Under the assumptions of Theorem 2.2, if x∗−x0 ∈ range(Σ0), then
x∗ − xi ∈ range(Σ0), 1 ≤ i ≤ m.
Proof. Subtract from x∗ both sides of the posterior mean (2.1),
x∗ − xi = (x∗ − x0)−Σ0ASiΛ−1i STi ri, 1 ≤ i ≤ m.
The first summand x∗ − xi is in range(Σ0) by assumption, and the second one by
design, hence so is the sum.
The previous results hold for all search directions that satisfy the assumptions of
Theorems 2.1 or 2.2. Below we focus on the particular recursively computed search
directions from [8, Proposition 7]. We assume that the solution has not been found
prior to iteration m, so that the residuals are nonzero, ri 6= 0 for 0 ≤ i ≤ m − 1.
We show that, under weak assumptions, the search directions from [8, Proposition 7]
satisfy the assumptions of Theorem 2.2, and the recursions still work for BayesCG
under a singular prior.
Theorem 2.5 (Extension of Proposition 7 in [8] and Section S2 in [10]). If
x∗ − x0 ∈ range(Σ0), then the recursively computed search directions
s1 = r0, si = ri−1 −
rTi−1ri−1
rTi−2ri−2
si−1, 2 ≤ i ≤ m(2.7)
satisfy the assumptions of Theorem 2.2, that is, they are AΣ0A-orthogonal with si 6∈
ker(Σ0A), 1 ≤ i ≤ m.
Proof. If we can indeed show that si 6∈ ker(Σ0A), 1 ≤ i ≤ m, then this guarantees
the nonsingularity of Λm in Theorem 2.1. From [10, Proof of Proposition 7], in
turn, follows the AΣ0A-orthogonality of the search directions even for singular Σ0.
Therefore, it remains to show that si 6∈ ker(Σ0A), 1 ≤ i ≤ m.
Since A and Σ0 are symmetric matrices, ker(Σ0A) = ker
(
(AΣ0)
T
)
is the or-
thogonal complement of range(AΣ0) ∈ Rn. Therefore si 6∈ ker(Σ0A) is equivalent to
si ∈ range(AΣ0) and si 6= 0, 1 ≤ i ≤ m. We show this by induction.
The assumption x∗ − x0 ∈ range(Σ0) and Lemma 2.4 imply
(2.8) ri = A(x∗ − xi) ∈ range(AΣ0), 0 ≤ i ≤ m− 1.
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Applying this to the induction base gives s1 = r0 ∈ range(AΣ0). If r0 = 0 then no
search directions need to be created, otherwise r0 6= 0 implies s1 6= 0.
The induction hypothesis si ∈ range(AΣ0) and si 6= 0, 1 < i < m, implies that
these search directions satisfy the assumptions of Theorem 2.2.
On to the induction step. From the recursion (2.7) for i = m,
sm = rm−1 −
rTm−1rm−1
rTm−2rm−2
sm−1,
the induction hypothesis, and (2.8) follows sm ∈ range(AΣ0). Multiplying the above
by rTm−1 and applying s
T
m−1rm−1 = 0 from Lemma 2.3 to the last summand gives
rTm−1sm = r
T
m−1rm−1. Thus rm−1 6= 0 implies sm 6= 0.
2.2. Conceptual BayesCG Algorithm. We present a conceptual version of
our BayesCG algorithm (Algorithm 2.1) and compare it to a common CG implemen-
tation (Algorithm 2.2).
Algorithm 2.1 differs slightly from the original [8, Algorithm 1], in that the poste-
rior covariances are computed as a sequence of rank-1 downdates rather than a single
rank-m downdate at the end of [8, Algorithm 1].
Algorithm 2.1 Bayesian Conjugate Gradient Method (BayesCG)
1: Input: spd A ∈ Rn×n, b ∈ Rn, x0 ∈ Rn
2: spsd Σ0 ∈ Rn×n . need x∗ − x0 ∈ range(Σ0)
3: r0 = b−Ax0 . define initial values
4: s1 = r0
5: i = 0
6: while not converged do . iterate through BayesCG Recursions
7: i = i+ 1
8: αi =
(
rTi−1ri−1
) / (
sTi AΣ0Asi
)
9: xi = xi−1 + αiΣ0Asi
10: Σi = Σi−1 −Σ0Asi (Σ0Asi)T
/
(sTi AΣ0Asi)
11: ri = ri−1 − αiAΣ0Asi
12: βi =
(
rTi ri
) / (
rTi−1ri−1
)
13: si+1 = ri + βisi
14: Reorthogonalize si+1 . optional, see [8, Section 6.1]
15: end while
16: m = i . m is total number of iterations
17: Output: xm, Σm
Algorithm 2.2 corresponds to the Hestenes and Stiefel version [18, Section 3]. The
notation is chosen to facilitate a clean comparison in section 3.1, between the iterates
and search directions of Algorithms 2.1 and 2.2.
The statistical interpretation of the assumption x∗−x0 ∈ range(Σm), which is in
question only for prior covariances that are singular, is that the solution x∗ must be
in the support of the prior, which is the subset of Rn where the probability density
function of N (x0,Σ0) is nonzero. The termination criterion in Algorithm 2.1 can be
the usual relative residual norm, or it can be statistically motivated [6, Section 2], [9,
Section 1.3].
Computational cost. The posterior means in Algorithm 2.1 are more expensive to
compute than the iterates in Algorithm 2.2, because of the 3 matrix vector products
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Algorithm 2.2 Conjugate Gradient Method (CG)
1: Input: spd A ∈ Rn×n, b ∈ Rn, z0 ∈ Rn
2: q0 = b−Az0 . define initial values
3: v1 = q0
4: i = 0
5: while not converged do . iterate through CG Recursions
6: i = i+ 1
7: γi = (q
T
i−1qi−1)
/
(vTi Avi)
8: zi = zi−1 + γivi
9: qi = qi−1 − γiAvi
10: δi = (q
T
i qi)
/
(qTi−1qi−1)
11: vi+1 = qi + δivi
12: end while
13: m = i . m is total number of iterations
14: Output: zm
per iteration—compared to a single one in Algorithm 2.2—two with A and the third
with Σ0. Alternatively, if A is explicitly available, and the matrix multiplication AΣ0
can be computed cheaply in advance, then the number of matrix vector products per
iteration reduces to 2.
For nonsingular Σ0, BayesCG can be interpreted as CG applied to a right-
preconditioned linear system. Specifically, [20] shows the posterior means xi in Algo-
rithm 2.1 are equal to the iterates of Algorithm 2.2 applied to
A (Σ0A)w∗ = b where w∗ = (Σ0A)
−1
x∗.
Finite precision. Extensive numerical experiments in [8, Section 6.1] and the
Supplement of this paper illustrate that the finite precision behavior of Algorithm 2.1
resembles that of Algorithm 2.2. The search directions in Algorithm 2.1 lose orthogo-
nality through the course of the iteration, thereby slowing down the convergence of the
posterior means [8, Section 6.1], similar to what happens in CG [21, Section 5.8], [24,
Section 5]. In addition, loss of orthogonality causes loss of semi-definiteness in the Σm,
thereby prohibiting the interpretation of Σm as covariance matrices, since covariance
matrices must be positive semi-definite [8, Section 6.1]. The remedy recommended
in [8, Section 6.1] is reorthogonalization of the search directions. Alternatively, in
section 3.2 we present a specific prior whose posterior covariances are computed in
factored form, thereby automatically preserving semi-definiteness without the need
for reorthogonalization.
2.3. BayesCG posteriors in terms of projections. We show that the prop-
erties of BayesCG in [8, Section 3] and [9, Proposition 3] remain valid for singular
prior covariances, with several results that extend beyond AΣ0A orthogonal search
directions and Krylov spaces. Specifically, we express the posteriors as projections
(Theorem 2.7), and show that, in an appropriate semi-norm, the posterior mean is
a vector closest to x∗ in this space (Theorem 2.10). This requires generalizing the
notion of projector in [31, page 111] to semi-definite inner products.
Definition 2.6. Given symmetric positive semi-definite B ∈ Rn×n, the matrix
P ∈ Rn×n is a B-orthogonal projector if P2 = P and (BP)T = BP. This implies
(I−P)TBP = 0.
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The following projections are inspired by [9, Proposition 3], with the Krylov space
generalized to range(Σ0ASm).
Theorem 2.7. The matrix P = Σ0ASmΛ
−1
m S
T
mAΣ0Σ
†
0 is a Σ
†
0-orthogonal pro-
jector onto range(Σ0ASm).
If x∗ − x0 ∈ range(Σ0), then the posterior in Theorem 2.1 satisfies
xm = (I−P)x0 + Px∗
Σm = (I−P)Σ0, PΣmPT = 0.
Proof. The proof is inspired by the proof of [9, Proposition 3] for nonsingular Σ0.
For singular Σ0, we resort to the Moore-Penrose property
(2.9) Σ0 = Σ0Σ
†
0Σ0.
The assumption x∗ − x0 ∈ range(Σ0) implies that there exists a y ∈ Rn so that
(2.10) x∗ − x0 = Σ0y = Σ0Σ†0Σ0y = Σ0Σ†0(x∗ − x0),
where the penultimate equality follows from (2.9). The proof proceeds in four steps.
1. Range of P: From (2.9) follows
PΣ0ASm = Σ0ASmΛ
−1
m S
T
mA Σ0Σ
†
0Σ0︸ ︷︷ ︸
Σ0
ASm
= Σ0ASmΛ
−1
m S
T
mAΣ0ASm︸ ︷︷ ︸
Λm
= Σ0ASm
Thus range(Σ0ASm) ⊂ range(P).
2. P is a Σ†0-orthogonal projector: The above implies
P2 = PΣ0ASm︸ ︷︷ ︸
Σ0ASm
Λ−1m S
T
mAΣ0Σ
†
0 = Σ0ASmΛ
−1
m S
T
mAΣ0Σ
†
0 = P.(2.11)
Thus P is a projector. The Σ†0-orthogonality of P follows from the symmetry
of Σ†0P.
3. Posterior mean: From (2.1) follows
xm = x0 + Σ0ASmΛ
−1
m S
T
mA(x∗ − x0)
With (2.10) rewrite the second summand as
Σ0ASmΛ
−1
m S
T
mA(x∗ − x0) = Σ0ASmΛ−1m STmAΣ0Σ†0(x∗ − x0)
= P(x∗ − x0)
Substitute this into the expression for xm,
xm = x0 + P(x∗ − x0) = (I−P)x0 + Px∗
4. Posterior covariance: From (2.2) follows
Σm = Σ0 −Σ0ASmΛ−1m STmAΣ0
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With (2.9) rewrite the second summand as
Σ0ASmΛ
−1
m S
T
mAΣ0 = Σ0ASmΛ
−1
m S
T
mAΣ0Σ
†
0Σ0 = PΣ0.
Substitute this into the expression for Σm,
Σm = Σ0 −PΣ0 = (I−P)Σ0.
Multiply Σm on the left by P, and apply (2.11),
PΣm = P(I−P)Σ0 = 0.
Theorem 2.7 shows that the posterior mean xm consists of two parts: the contri-
bution of the prior mean outside range(Σ0ASm), and the contribution of the solution
inside the space. The posterior covariance reflects the contribution of the prior co-
variance outside the space. The projection of the covariance onto the space is zero,
meaning there is no uncertainty inside the space and any remaining uncertainty lies
in the un-explored space.
Remark 2.8. Theorem 2.7 represents an extension of [8, Section 3] to general
affine subspaces x0 + range(Σ0ASm).
Under the conditions of Theorem 2.5, BayesCG is a Krylov space method where
range(Σ0ASm) = Km with
Km ≡ x0 + Σ0A Km(AΣ0A, r0)(2.12)
= span
{
Σ0Ar0,
(
Σ0A
2
)
Σ0Ar0, . . . ,
(
Σ0A
2
)m−1
Σ0Ar0
}
.
For the special prior Σ0 = A
−1, the space Km reduces to Km(A, r0), the Krylov space
associated with Algorithm 2.2 [21, Section 2.2].
For nonsingular priors, the posterior mean is a best approximation to x∗ from
the Krylov space, with respect to the Σ−10 norm [8, Proposition 9]. We extend this
optimality property to singular priors by following the argument in [3, Proposition 4].
To this end, we start with least squares approximations in semi-definite inner
products defined by a matrix B with induced semi-norm
√
zTBz. Given a vector v
and a subspace X , we find a closest vector to v in X in the B-semi norm. Lemma 2.9
shows that these are all the vectors equal, in the B-semi norm, to the projection of v
onto X .
Lemma 2.9. Let X ⊆ Rn be a subspace, B ∈ Rn×n symmetric positive semi-
definite, and x ∈ Rn. If P is a B-orthogonal projector onto X and v ∈ Rn, then
arg min
x∈X
(v − x)TB(v − x) = {x : (x−Pv)TB(x−Pv) = 0}.
Proof. Abbreviate the induced semi-norm by |z|2B = zTBz. Since P is an orthog-
onal projector onto X , we can write x = Px for x ∈ X . Add and subtract Pv inside
the norm to obtain a Pythagoras-like theorem,
|v − x|2B = |(I−P)v + P(v − x)|2B
= |(I−P)v|2B + |P(v − x)|2B + 2vT (I−P)TBP︸ ︷︷ ︸
=0
(v − x)
= |(I−P)v|2B + |Pv − x|2B.
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The first summand is independent of x. Hence, the minimum is achieved if the second
summand is zero.
Finally, the minimization property of BayesCG under nonsingular prior covari-
ances [8, Proposition 9] is extended to prior covariances that are singular. Specifically,
we show that the posterior mean xm is a vector in x0 +Km that is closest to the so-
lution x∗ in the context of the Σ
†
0-semi norm.
Theorem 2.10 (Extension of Proposition 9 in [8]). The posterior mean in Al-
gorithm 2.1 satisfies
xm ∈ arg min
x∈x0+Km
(x∗ − x)TΣ†0(x∗ − x).(2.13)
Proof. Minimizing (2.13) over the affine space x0 + Km is equivalent to shifting
by x0 and minimizing over Km,
min
x∈x0+Km
(x∗ − x)TΣ†0(x∗ − x) = min
x∈Km
((x∗ − x0)− x)TΣ†0((x∗ − x0)− x).
Applying Lemma 2.9 to the Σ†0-orthogonal projector P = Σ0ASmS
T
mAΣ0Σ
†
0 onto Km
from Theorem 2.7 and Remark 2.8 gives
arg min
x∈Km
((x∗ − x0)− x)TΣ†0((x∗ − x0)− x) = {x : |x−P(x∗ − x0)|Σ†0 = 0}
Theorem 2.7 implies that a particular minimizer over Km is xm − x0 = P(x∗ − x0).
Undoing the shift by x0 shows that a minimizer over the affine space is the posterior
mean xm = x0 + P(x∗ − x0).
2.4. Choices for Prior Covariances. The Gaussian prior N (x0,Σ0) is de-
fined by the mean x0 and covariance Σ0 which must satisfy x∗ − x0 ∈ range(Σ0).
Nonsingular priors automatically satisfy this condition and possible choices from [8,
Section 4.1] include
• Inverse prior Σ0 = A−1,
BayesCG posterior means are equal to CG iterates;
• Natural prior Σ0 = A−2,
BayesCG posterior means converge in a single iteration;
• Preconditioner prior Σ0 =
(
PTP
)−1
where P ≈ A,
approximates the natural prior;
• Krylov Subspace Prior Σ0,
BayesCG posterior means are equal to CG iterates.
As for singular priors, rank-1 can suffice for satisfying the relevant BayesCG condition.
Example 2.11. The rank-1 matrix Σ0 = (x∗ − x0)(x∗ − x0)T is the lowest-rank
covariance that satisfies x∗ − x0 ∈ range(Σ0).
BayesCG terminates in one iteration. This follows from A−1r0 = x∗ − x0, The-
orem 2.5, and
x1 = x0 +
1
rT0 A A
−1r0rT0 A
−1︸ ︷︷ ︸
Σ0
Ar0
A−1r0rT0 A
−1︸ ︷︷ ︸
Σ0
Ar0(r
T
0 r0)
= x0 + x∗ − x0 = x∗.
Another example of a possibly singular prior covariance is our version Krylov
prior introduced in the next section.
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3. Krylov Prior. Motivated by the “Krylov subspace prior” [8, Section 4.1],
we introduce a different “Krylov prior” (Definition 3.1), under which the BayesCG
posterior means are identical to the CG iterates and the posterior covariances can
be computed efficiently (section 3.1). The subsequent low-rank approximation of the
Krylov prior leads to an efficient implementation of BayesCG as a CG method (section
3.2).
For the Krylov space of maximal dimension, denote by 1 ≤ K ≤ n the grade of r0
with respect to A [21, Definition 4.2.1] or the invariance index for (A, r0) [5, Section
2], that is the value of K where
KK(A, r0) = KK+i(A, r0), i ≥ 1.
For the A-orthogonal search directions vi computed by Algorithm 2.2 in m = K
iterations, define the normalized versions
(3.1) v˜i ≡ vi/
√
vTi Avi, 1 ≤ i ≤ K.
The columns of
V ≡ [v˜1 · · · v˜K] ∈ Rn×K with VTAV = IK
represent an A-orthonormal basis for range(V) = KK(A, r0) [18, Theorem 5.1].
The following alternative to the “Krylov subspace prior” from [8, Section 4.1]
is purely academic and completely impractical, because its computation amounts to
solving the linear system (1.1). However, this ideal prior furnishes the basis for the
efficient low-rank approximation in section 3.2.
Definition 3.1. The Krylov prior covariance matrix is defined as
(3.2) Γ0 ≡ VΦVT ∈ Rn×n
where
Φ = diag
(
φ1 φ2 · · · φK
) ∈ RK×K with φi > 0, 1 ≤ i ≤ K.
The diagonal matrix Φ remains unspecified until section 4, and the results in this
section hold for any choice of φi > 0, 1 ≤ i ≤ K.
The n × n Krylov prior covariance has rank(Γ0) = K and is singular if K < n,
hence the need for the results on singular priors in section 2. Fortunately, Γ0 is a
well-defined BayesCG prior, because it satisfies the crucial condition in Theorem 2.5,
x∗ − x0 ∈ KK(A, r0) = range(V) = range(Γ0).
Intuition. We give three different interpretations of the decomposition (3.2).
1. Thin (A,A)-singular value decomposition in the sense of [37, Theorem 3]:
Here V represents the left and right singular vector matrices which are both
A-orthonormal, and the φi are the stationary values of ‖Γ0z‖A/‖z‖A.
2. Hermitian eigenvalue problem A1/2Γ0A
1/2 = WΦWT :
Here Φ is the matrix of positive eigenvalues, and W ≡ A1/2V the corre-
sponding eigenvector matrix with WTW = IK.
3. Non-Hermitian eigenvalue problem Γ0AV = VΦ with individual eigenvalues
and eigenvectors
(3.3) Γ0Av˜i = φiv˜i, 1 ≤ i ≤ K.
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This is the property exploited in section 3.1.
3.1. Ideal Krylov posteriors. We show that under the ideal Krylov prior, the
BayesCG posterior means are identical to the CG iterates (Theorem 3.2), and the
Krylov posterior covariances can be expressed in terms of the factors that make up
the Krylov prior covariance (Theorem 3.3).
For BayesCG under the Krylov prior, i.e. Σ0 = Γ0, we establish equality of the
posterior means and the CG iterates.
Theorem 3.2. Let N (x0,Γ0) be the prior for Algorithm 2.1, and let x0 = z0 be
the initial guess for Algorithm 2.2. Run both algorithms for 1 ≤ m ≤ K iterations.
Then
(3.4) si = vi and xi = zi, 1 ≤ i ≤ m.
Proof. We give an induction proof to establish the equality of iterates and search
directions.
Induction base: The equality of the initial iterates follows from the assumption
x0 = z0. This, in turn, implies the equality of the corresponding residuals and search
directions,
s1 = r0 = b−Ax0 = b−Az0 = q0 = v1.
Induction hypothesis: Assume equality of the first m search directions and iter-
ates,
(3.5) xi = zi, 0 ≤ i ≤ m− 1, and si = vi, 1 ≤ i ≤ m.
The equality of the iterates implies the equality of the residuals
(3.6) ri = b−Axi = b−Azi = qi, 0 ≤ i ≤ m− 1.
Induction step: Show xm = zm and sm+1 = vm+1 via the recursions from Algo-
rithms 2.1 and 2.2.
Iterates. Apply zm−1 = xm−1 from (3.5) and qm−1 = rm−1 from (3.6) to the
iterate from Algorithm 2.2,
zm = zm−1 +
qTm−1qm−1
vTmAvm
vm = xm−1 +
rTm−1rm−1
vTmAvm
vm.
Apply sm = vm from (3.5) the iterate from Algorithm 2.1 and simplify with (3.3),
xm = xm−1 +
rTm−1rm−1
sTmAΓ0Asm
Γ0Asm = xm−1 +
φm
φm
rTm−1rm−1
vTmAvm
vm = zm,
which proves the equality of the iterates, and implies equality of the residuals rm =
qm.
Search directions. Apply sm = vm from (3.5), and rm = qm to the search direc-
tion from Algorithm 2.2,
sm+1 = rm +
rTmrm
rTm−1rm−1
sm = qm +
qTmqm
qTm−1qm−1
vm = vm+1,
which proves the equality of the search directions.
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We show how to express the Krylov posterior covariances in terms of the factors
that make up the Krylov prior covariance. To this end, define the submatrices
Vm+1:K ≡
[
v˜m+1 · · · v˜K
]
, Φm+1:K ≡ diag
(
φm+1 · · · φK
)
, 1 ≤ m < K.
Theorem 3.3. If Γ0 = VΦV
T is the prior covariance for Algorithm 2.1, then
the posterior covariances are
(3.7) Γm = Vm+1:KΦm+1:K(Vm+1:K)
T , 1 ≤ m ≤ K.
Proof. Theorem 2.1 implies for the posterior covariance,
(3.8) Γm = Γ0 − Γ0ASmΛ−1m STmAΓ0.
Partition V and Φ to distinguish the search directions computed during m iterations,
V =
[
Vm Vm+1:K
]
, Φ = diag
(
Φm Φm+1:K
)
.
The equality of the un-normalized search directions from Theorem 3.2 implies
Vm∆m = Sm where ∆m ≡ diag
(√
sT1 As1 · · ·
√
sTmAsm
)
Apply this and (3.3) to the second summand in (3.8),
Γ0ASm = VmΦm∆m and Λm = S
T
mAΓ0ASm = ∆mΦm∆m.
The nonsingularity of ∆m and Φm implies
Γm = Γ0 −VmΦmVTm.
Into this substitute the partitioned prior,
Γ0 = VΦV
T = VmΦmV
T
m + Vm+1:KΦm+1:K(Vm+1:K)
T .
Theorem 3.3 implies that the representation of the Krylov posterior covariance
requires no arithmetic operations if the Krylov prior is available in factored form. This
is the key for the efficient implementation of BayesCG in the next section. In section
4 we select the diagonal matrix Φ in (3.2) so that the posteriors produce A-norm
error estimates for the iterates xm.
3.2. A CG implementation of BayesCG under an approximate Krylov
prior. We define low-rank approximations of Krylov posterior covariances (Defini-
tion 3.4), and present an efficient BayesCG implementation that not does require
explicit computation of the full Krylov prior covariance (Algorithm 3.1), hence can
be implemented as CG.
The low-rank posterior approximations below are based on the factored form in
Theorem 3.3.
Definition 3.4. For a Krylov posterior
Γm = Vm+1:KΦm+1:K (Vm+1:K)
T
, 1 ≤ m < K,
extract the leading rank-d submatrices among the unexplored search directions,
Vm+1:m+d ≡
[
v˜m+1 · · · v˜m+d
] ∈ RN×d, 1 ≤ d ≤ K−m,
Φm+1:m+d ≡ diag
(
φm+1 · · · φm+d
) ∈ Rd×d,
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and define the rank-d approximation
(3.9) Γ̂m = Vm+1:m+dΦm+1:m+d(Vm+1:m+d)
T .
The look-ahead of d iterations has the same function as the “delay” for CG
error estimation [26, Section 1], see section 4. Note that (3.9) are approximations
of posteriors which originate from the full rank Krylov prior. Alternatively, they are
posteriors which originate from a rank-(m + d) approximation of the Krylov prior.
Here we view (3.9) as low-rank approximations of posteriors because, in practice,
the iteration count m is not known at the outset, and neither is the rank-(m +
d) approximation of the Krylov prior. In theory, of course, one can do a post-hoc
construction of this rank-(m+ d) prior approximation.
Algorithm 3.1 BayesCG under rank-d approximations of Krylov posterior covari-
ances
1: Inputs: spd A ∈ Rn×n, b ∈ Rn, x0 ∈ Rn, d ≥ 1
2: V̂ = 0n×d . define initial values
3: r0 = b−Ax0
4: v1 = r0
5: i = 0
6: while not converged do . CG recursions for posterior means
7: i = i+ 1
8: ηi = v
T
i Avi
9: γi = (r
T
i−1ri−1)
/
ηi
10: xi = xi−1 + γivi
11: ri = ri−1 − γiAvi
12: δi = (r
T
i ri)
/
(rTi−1ri−1)
13: vi+1 = ri + δivi
14: end while
15: m = i . m is total number of CG iterations
16: for j = m+ 1 : m+ d do . d search directions for posterior covariance
17: ηj = v
T
j Avj
18: V̂(:, j −m) = vj
/
ηj . column j of V̂
19: γj = (r
T
j−1rj−1)
/
ηj
20: rj = rj−1 − γjAvj
21: δj = (r
T
j rj)
/
(rTj−1rj−1)
22: vj+1 = rj + δjvj
23: end for
24: Compute Φ̂ . computation discussed in section 4
25: Output: xm, V̂, Φ̂
It is because of Theorem 3.2, which asserts the equality of BayesCG posterior
means and CG iterates, that BayesCG under a Krylov prior can be implemented
with CG recursions. The termination criterion can be be the usual residual norm,
or a statistically motivated criterion. The factored form for the posterior covariance
automatically ensures symmetric positive semi-definiteness, thus obviating the need
for reorthogonalization mentioned in section 2.2.
Computational cost. The approximate Krylov posteriorN (xm, Γ̂m) is represented
by the mean xm, and by the factors Vm+1:m+d and Φm+1:m+d for the covariance.
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They are computed in m + d iterations, with m + d matrix vector products with A,
and storage of at most d+ 2 vectors.
The first m iterations compute the posterior mean xm, while d additional iter-
ations compute the factors for the posterior covariance Γ̂m. For clarity, we present
Algorithm 3.1 as two sets of loops, one for the posterior mean and one for the pos-
terior covariance, but instead we could have also merged the two loops into a single
loop with a conditional.
4. Error estimation for BayesCG under approximate Krylov posteriors.
After reviewing existing approaches to CG error estimation (section 4.1), we introduce
our S-statistic, which estimates the error in the iterates from BayesCG Algorithm 3.1
by sampling from the posterior (section 4.2). The subsequent approximation of the
S-statistic by a 95 percent confidence interval avoids the cost of sampling altogether
and can be computed from CG quantities (section 4.3).
4.1. Existing approaches. [18, Theorem 6:1] and [21, Theorem 5.6.1] imply the
monotonic decrease in the A-norm error, and express the reduction in the squared
error from iteration m to m+d in terms of two-norm residuals between the iterations,
(4.1) ‖x∗ − xm‖2A − ‖x∗ − xm+d‖2A =
m+d∑
i=m+1
γi‖ri−1‖22, 0 ≤ m < m+ d ≤ K.
Geometric interpretation. The quantity
√
γi‖ri−1‖2 is the A-norm distance be-
tween xi−1 and xi.
To see this, determine the error from line 10 of Algorithm 3.1 and substitute the
expression for γi from lines 8 and 9,
‖xi − xi−1‖2A = (xi − xi−1)TA(xi − xi−1) = γ2i vTi Avi =
‖ri−1‖42
vTi Avi
= γi‖ri−1‖22.
From (4.1) follows the under-estimate [33, (4.9)],
(4.2)
m+d∑
i=m+1
γi‖ri−1‖22 ≤ ‖x∗ − xm‖2A
The rationale behind (4.2) is that the error after m+d iterations is negligible compared
to the error after m iterations—especially in the case of fast convergence. In exact
arithmetic, (4.2) improves with increasing d, and becomes exact for d = K − m at
which point CG has computed the solution [21, Theorem 2.3.1]. In finite precision,
(4.1) holds under reasonable assumptions, and so does (4.2) [33, Section 10].
Lower and upper bounds for the A-norm CG error have also been derived from
quadrature formulas, some of which use a delay as in (4.2) to increase their accuracy
[12, 13, 14, 23, 25, 26, 33, 34]. For instance, (4.2) coincides with the lower bound from
Gaussian quadrature [33, Section 3].
4.2. The S-statistic. We define the S-statistic as a way to estimate the errors
by sampling from the posteriors (Definition 4.1), and compute its expected value and
variance for a particular choice of Φ (Theorem 4.3) so that they can be computed
from CG quantities.
Since the purpose of the posterior distribution N (xm,Σm) is to model the uncer-
tainty that remains about the solution x∗ after m iterations, we approximate x∗ by a
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random variable distributed according to N (xm,Σm). This is accomplished with the
S-statistic, a convenient scalar-valued summary of the possible values of the unknown
error ‖xm − x∗‖A.
Definition 4.1. Let X ∼ N (xm,Σm) be a random variable distributed according
to the posterior from Algorithm 2.1. The S-statistic is defined as the random variable
S(X,xm) ≡ ‖X− xm‖2A = (X− xm)TA(X− xm).
The S-statistic is easy to sample, if a Cholesky-like factorization of Σm is avail-
able, see section 5.1. As a weighted inner product of a random variable with itself,
the S-statistic is a quadratic form. The moments of quadratic forms can be computed
analytically, as stated below.
Lemma 4.2 (Sections 3.2b.1–3.2b.3 in [22]). Let Z ∼ N (xz,Σz) be a Gaussian
random variable with mean xz ∈ Rn and covariance Σz ∈ Rn×n, and let B ∈ Rn×n
be symmetric positive definite. The mean and variance of ZTBZ are
E[ZTBZ] = trace(BΣz) + xTz Bxz,
V[ZTBZ] = 2 trace((BΣz)2) + 4 xTz BΣzBxz.
Now determine the mean and variance of the S-statistic in Definition 4.1 by
applying Lemma 4.2 to the zero-mean random variable Z = X − xm and B = A,
which gives
E[S(X,xm)] = trace(AΣm)(4.3)
V[S(X,xm)] = 2 trace(AΣmAΣm).(4.4)
In the case of the Krylov prior, mean and variance of the S-statistic simplify even
further. With an appropriately chosen diagonal matrix Φ, the mean is identical to
the underestimate (4.2) and can be computed with CG.
Theorem 4.3. Let X ∼ N (xm, Γ̂m) where Γ̂m is the rank-d approximate Krylov
posterior covariance in (3.9). If the diagonal entries of Φ in (3.2) are
(4.5) φi = γi‖ri−1‖22, 1 ≤ i ≤ K,
then
E[S(X,xm)] =
m+d∑
i=m+1
φi =
m+d∑
i=m+1
γi‖ri−1‖22,(4.6)
V[S(X,xm)] = 2
m+d∑
i=m+1
φ2i = 2
m+d∑
i=m+1
γ2i ‖ri−1‖42.(4.7)
Proof. Abbreviate V̂ ≡ Vm+1:m+d and Φ̂ ≡ Φm+1:m+d. For the mean, substitute
the expression for Γ̂m from (3.9) into (4.3), and apply the cyclic commutativity of the
trace and A-orthonormality of the columns of V̂,
E[S(X,x∗)] = trace(AΓ̂m) = trace
(
AV̂Φ̂V̂T
)
= trace(Φm+1:m+d) =
m+d∑
i=m+1
φi =
m+d∑
i=m+1
γi‖ri−1‖22.
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Applying an analogous argument to (4.4) gives the variance
V[S(X,xm)] = 2 trace(AΓ̂mAΓ̂m) = 2 trace(AV̂Φ̂V̂TAV̂Φ̂V̂T ) = 2 trace(Φ̂2).
Theorem 4.3 and (4.1) imply that the mean of the S-statistic is equal to the under
estimate (4.2) of the squared A-norm error,
(4.8) E [S(X,xm)] ≤ ‖xm − x∗‖2A.
However, the S-statistic has several advantages: (i) as a natural scalar summary of
the posterior, it is a fully integrated part of Algorithm 3.1; (ii) as a random variable,
its larger values can represent more accurate error estimates, see section 5.
Below is our original definition of Φ, which is more intuitive and motivated by
Theorem 2.1, but tends to be less accurate in finite precision.
Remark 4.4. The diagonal elements of Φ in Theorem 4.3 are equal to
φi = (v˜
T
i r0)
2, 1 ≤ i ≤ K.
To see this, take γi = r
T
i−1ri−1/
(
vTi Avi
)
from lines 8 and 9 of Algorithm 3.1, and
apply to it
rTi−1ri−1 = v
T
i ri−1 = · · · = vTi r0
from [10, Section S2], [21, (2.5.37)] and [8, (11)], followed by the normalization (3.1).
This gives
(4.9)
√
γi‖ri−1‖2 =
rTi−1ri−1√
vTi Avi
=
vTi r0√
vTi Avi
= v˜Ti r0, 1 ≤ i ≤ K.
In finite precision, (4.5) is preferable over (4.9). This is because (4.5) requires only
local orthogonality of CG [33, Section 10], while (4.9) requires global orthogonality
due to its reliance on the equalities vTi ri−1 = · · · = vTi r0.
4.3. Upper credible interval determined by Sα. Since the exact distribu-
tion of the S-statistic is generalized chi-squared and does not have a known closed
form, we present an approximation that avoids the cost of sampling without losing
accuracy. Compared to the many existing approximations [2, 19, 36] for distribu-
tions of Gaussian quadratic forms, our approximation is simple and designed to be
computable within CG.
First we approximate the S-statistic by a Gaussian distribution N (µ, σ2) with
mean and variance from Theorem 4.3,
µ ≡
m+d∑
i=m+1
γi‖ri−1‖22 and σ2 ≡ 2
m+d∑
i=m+1
γ2i ‖ri−1‖42,
and then determine an ‘α% credible interval’ of N (µ, σ2) for some 0 < α < 100.
A credible interval is a band around the mean µ whose width is a multiple of the
standard deviation σ. Since µ is an underestimate of the error, we only need the
upper one-sided upper credible interval [µ, Sα] where
(4.10) Sα ≡ µ+ h(α)σ and h(α) ≡
√
2 erf−1(α/100).
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The error function erf is associated with the integral over the probability density of
the normal distribution, and erf−1 is its inverse2, that is erf−1(erf(z)) = z.
The one-sided credible interval [µ, Sα] becomes wider for large α, and narrower
for small α. In section 5 we select the popular choice α = 95, and illustrate that
[µ, S95] represents an estimate whose quality is comparable to the S-statistic.
5. Numerical Experiments. We perform numerical experiments to illustrate
the accuracy of credible interval bound S95 by comparing it to the mean and samples
of the S-statistic, an empirical version of the credible interval, and state-of-the-art
Gauss-Radau estimators from [25, 26]. After describing the setup for the numeri-
cal experiments (section 5.1), we present results for matrices with small dimension
(section 5.2) and large dimension (section 5.3), followed by a summary (section 5.4).
5.1. Setup for the numerical experiments. We describe the estimates that
are plotted in sections 5.2 and 5.3. These estimates are plotted in each iteration m,
but we suppress the explicit dependence on m to keep the notation simple.
S-statistic one-sided credible interval. We plot the upper 95% one-sided credible
interval. This interval is the band between the S-statistic mean µ from Theorem 4.3
and bound S95 from (4.10),
(5.1) µ =
m+d∑
i=m+1
γi‖ri‖22 and S95 = µ+ 1.96
√√√√2 m+d∑
i=m+1
γ2i ‖ri−1‖42.
While µ represents the known underestimate (4.2), we are not aware of other estimates
of the type S95.
Sampling from the posterior. To exploit the stability of the Gaussian distribu-
tions, we need a thin Cholesky-like factor of the rank-d posterior covariance (3.9)
whose factors are computed in Algorithm 3.1,
Γ̂m = LmL
T
m where Lm ≡ Vm+1:m+d Φ1/2m+1:m+d ∈ Rn×d.
Sample a standard Gaussian vector3 Z ∼ N (0d, Id). Then X = xm+L Z ∼ N (xm, Γ̂m)
is a sample from the posterior.
S-statistic samples, and empirical upper credible interval Sˆ95. We plot 10 samples
per iteration of the S-statistic in Definition 4.1,
(5.2) si ≡ S(Xi,xm) where Xi ∼ N (xm, Γ̂m), 1 ≤ i ≤ 10.
In our experience, 10 samples are sufficiently representative of the S-statistic.
We plot the band [µˆ, Sˆ95] with bounds from the 10 samples (5.2), where
µˆ = 110
10∑
i=1
si and Sˆ95 = µˆ+ 1.96
√√√√ 1
9
10∑
i=1
(si − µˆ)2.(5.3)
Gauss-Radau estimates. We employ two different estimates.
(a) Upper bound [25, Section 4].
This bound is plotted in section 5.2 and computed with the CGQ algorithm
[25, Section 4]. It requires a user-specified lower bound on the smallest eigen-
value of A.
2The function erfinv is implemented in Matlab, Python’s scipy.special library, and Julia’s
SpecialFunctions package.
3In Matlab this can be computed with Z = randn(size(Lm, 2), 1).
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(b) Approximation [26, Sections 6 and 8.2].
This approximation is plotted in section 5.3. It does not require a bound
for the smallest eigenvalue of A, and instead approximates the smallest Ritz
value of the tridiagonal matrix in CG [26, Section 5].
Relative accuracy of estimates. We plot the relative difference between an esti-
mate E and the squared A-norm error ‖x∗ − xm‖2A,
(5.4) ρ(E) =
∣∣E − ‖x∗ − xm‖2A∣∣
min{E, ‖x∗ − xm‖2A}
,
where E can be µ, S95, or one of the Gauss Radau estimators. The minimum in the
denominator avoids favoring underestimate or overestimates, so that smaller values
ρ(E) indicate more accurate estimators E.
Inputs. The linear systems Ax∗ = b have a symmetric positive definite matrix
A ∈ Rn×n of dimension n = 48 or n = 11948, and right-hand sides b = A1, so that
the solution x∗ = 1 ∈ Rn is the vector of all ones. The initial guess x0 = 0 ∈ Rn is
the zero vector.
5.2. Matrix with small dimension. The matrix A = QDQT [15, Section 2]
has dimension n = 48, where Q is a random orthogonal matrix with Haar distribution
[30, Section 3], and D is a diagonal matrix with eigenvalues [32]
(5.5) dii = 0.1 +
i− 1
n− 1
(
104 − 0.1) (0.9)n−i, 1 ≤ i ≤ 48.
The eigenvalue distribution is chosen to increase round off errors in CG, and is similar
to the one in [33, Section 11] for testing (4.2). The two-norm condition number is
κ2(A) = 10
5.
Figures 5.1 and 5.2 display the squared A-norm error ‖x∗ − xm‖2A and the esti-
mates over 150 iterations, since it takes about 125 iterations for the error to stagnate.
The posterior covariance has rank (delay) d = 4.
Figure 5.1 plots the samples si from (5.2) on the left, and the empirical upper
credible interval [µˆ, Sˆ95] from (5.3) on the right. Both underestimate the error in
the initial period of slow convergence, cover the error during fast convergence, and
underestimate the error once maximal attainable accuracy has been reached. The
upper credible intervals appear deceptively thinner because of the logarithmic scale
on the vertical axis.
The left part of Figure 5.2 plots the credible interval [µ, S95] from (5.1); as well
as the Gauss-Radau bound (a) with a lower bound of 9.999 · 10−2 for the smallest
eigenvalue 0.1 of A. The upper credible interval [µ, S95] behaves like its empirical
version [µˆ, Sˆ95] in Figure 5.1, and therefore represents an accurate approximation. The
Gauss-Radau bound (a) overestimates the error until maximal attainable accuracy
has been reached. Note that the bound S95 underestimates the error during slow
convergence and overestimates it during fast convergence.
The right part of Figure 5.2 plots the relative accuracy (5.4) for the mean µ
from (5.1), the bound S95 from (5.1), and the Gauss-Radau bound (a). During the
initial period of slow convergence, the bound S95 starts out as the most accurate until
iteration 75 when the Gauss-Radau bound (a) becomes the most accurate. During fast
convergence, between iterations 90 and 120, the mean µ is most accurate, followed by
the Gauss-Radau bound (a) before iteration 100 and S95 afterwards. Once maximal
attainable accuracy has been attained, after iteration 120, the Gauss-Radau bound
(a) is again the most accurate.
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Figure 5.1. Squared A-norm error ‖x∗ − xm‖2A versus iteration m for the matrix A with
eigenvalue distribution (5.5). On the left: samples si from (5.2). On the right: empirical upper
credible interval [µˆ, Sˆ95] from (5.3).
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Figure 5.2. Squared A-norm error ‖x∗ − xm‖2A and relative accuracy versus iteration m for
the matrix A with eigenvalue distribution (5.5). On the left: upper credible interval [µ, S95] from
(5.1), and Gauss-Radau bound (a). On the right: relative accuracy ρ from (5.4) for the mean µ and
bound S95 from (5.1) as well as the Gauss-Radau bound (a).
5.3. Matrix with large dimension. The sparse matrix A = L−1BL−T of
dimension n = 11948 is a congruence transformation of B, the matrix BCSSTK18 from
the Harwell-Boeing collection [1], and and L is its shifted incomplete Cholesky factor
with threshold dropping. The drop tolerance 10−6 and diagonal shift
9.0930 · 108 = max
1≤i≤n
{
∑
j 6=i
bij − bii}.
are chosen to make L diagonal.
Figures 5.3 and 5.4 display the squared A-norm error ‖x∗ − xm‖2A and the esti-
mates over 2,700 iterations. The posterior covariance has rank (delay) d = 50.
Figure 5.3 plots the samples si from (5.2) on the left, and the empirical credible
interval [µˆ, Sˆ95] from (5.3) on the right. Both behave as in Figure 5.1 and closely
underestimate the error.
The left part of Figure 5.4 plots the credible interval [µ, S95] from (5.1); as well as
the Gauss-Radau approximation (b) with a Ritz value is from the tridiagonal matrix
of order m+ d. We chose the Gauss-Radau approximation (b), instead of the bound
(a) because estimating the smallest eigenvalue of A is too expensive. Again, the
behavior is similar as in Figure 5.2.
The right part of Figure 5.4 plots the relative accuracy (5.4) for the mean µ
from (5.1), the bound S95 from (5.1), and the Gauss-Radau approximation (b). As
PROBABILISTIC NUMERICAL CONJUGATE GRADIENT METHOD 21
0 500 1000 1500 2000 2500
Iteration
10 37
10 32
10 27
10 22
10 17
10 12
10 7
10 2
Sq
ua
re
d 
A-
no
rm
 E
rro
r
S Stat Sample
Error
0 500 1000 1500 2000 2500
Iteration
10 37
10 32
10 27
10 22
10 17
10 12
10 7
10 2
Sq
ua
re
d 
A-
no
rm
 E
rro
r
Error
Eqn. (5.3)
Figure 5.3. Squared A-norm error ‖x∗ − xm‖2A versus iteration m for the matrix A based
on BCSSTK18. On the left: samples si from (5.2). On the right: empirical upper credible interval
[µˆ, Sˆ95] from (5.3).
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Figure 5.4. Squared A-norm error ‖x∗ − xm‖2A and relative accuracy versus iteration m for
the matrix A based on BCSSTK18. On the left: upper credible interval [µ, S95] from (5.1), and Gauss-
Radau approximation (b). On the right: relative accuracy ρ from (5.4) for the mean µ and bound
S95 from (5.1) as well as the Gauss-Radau approximation (b).
before, the bound S95 is generally the most accurate, followed by the mean µ.
5.4. Summary of the experiments. Extensive numerical experiments, in sec-
tions 5.2 and 5.3 and the Supplement, confirm that the S-statistic performs as ex-
pected. In particular, the upper credible interval [µ, S95] from (5.1) is an accurate
approximation of the empirical upper credible interval [µˆ, Sˆ95] in (5.3). In general,
the bound S95 tends to underestimate the error during slow convergence, and to cover
the error during fast convergence.
In summary, the upper credible interval [µ, S95] represents an error estimate of
the same quality as sampling from the S-statistic, is competitive with the Gauss-
Radau estimates in terms of accuracy and cost, is easily computable with CG, and
represents an integral design feature of the BayesCG algorithm under (approximate)
Krylov priors.
6. Conclusion. Following Hennig’s pioneering interpretation [16] of CG as a
probabilistic numerical solver with matrix-based inference, BayesCG [8] was designed
from the ground up as a general probabilistic numerical solver with solution-based
inference. Our focus here is on real symmetric positive definite linear systems. We
express CG as an implementation of the BayesCG Algorithm 3.1 under (approximate)
Krylov priors, which has error estimation as a fully integrated design feature. We
introduce the S-statistic as a way to sample from the posteriors, and show that the
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upper credible interval between its mean and S95 is competitive with best existing
A-norm error estimators, in terms of accuracy and cost.
Error estimation is not the only application of probabilistic numeric solvers. In [7]
we consider linear systems from discretizations of continuous problems. We show that
the probabilistic quantification of uncertainty, when ‘lifted’ to the continuous domain,
is easier to interpret, and makes it possible to identify the solution components that
are well-approximated and the ones that are not.
In another forthcoming paper, we focus on the statistical aspects and prove that
the Krylov priors produce more accurate error estimate than other priors, and quantify
the accuracy of posterior approximations in terms of distances between probability
distributions.
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