Suppose that e is an edge of a graph G. Denote by m e (G) the number of vertices of G that are not equidistant from both ends of e. Then the vertex PI index of G is defined as the summation of m e (G) over all edges e of G. In this paper we give the explicit expressions for the vertex PI indices of four sums of two graphs in terms of other indices of two individual graphs, which correct the main results in a paper published in Ars Combin. 98 (2011).
. A graph G and S(G), R(G), Q (G), T (G). and every pair of related white vertices, respectively. Suppose that graphs X and Y have the same vertex set V . Then their union is the graph X ∪ Y with vertex set V and edge set E(X ) ∪ E(Y ); in particular, we denote by T (G) the union of R(G) and Q (G).
Let G 1 and G 2 be two connected graphs. For convenience, in what follows we denote V (G i ) and E(G i ) by V i and E i , i = 1, 2, respectively. Next we carry out further operations on these graphs.
Let F be one of the symbols S, R, Q or T . We denote by G 1 + F G 2 the F -sum of G 1 and G 2 for which the set of vertices 2 and two vertices (u 1 , u 2 ) and (v 1 , v 2 ) of G 1 + F G 2 are adjacent if and only if u 1 = v 1 ∈ V 1 and u 2 v 2 ∈ E 2 or u 2 = v 2 and u 1 v 1 ∈ E(F (G 1 )).
Note that G 1 + F G 2 has |V 2 | copies of the graph F (G 1 ), and we may label these copies with vertices of G 2 . The vertices in each copy have two situations: the vertices in V 1 which are still referred to as black vertices and the vertices in E 1 which are still referred to as white vertices. Now we join only black vertices with the same name in F (G 1 ) in which their corresponding labels are adjacent in G 2 .
Suppose that x and y are two vertices of a connected graph G. Then the distance between x and y, d(x, y|G), is the length of the shortest path between x and y. The following three lemmas are from Ref. [4] and will be used repeatedly in the proof of our main results. Lemma 2.1. Let G 1 and G 2 be two connected graphs and v = (v 1 , v 2 ) be a vertex of G 1 + F G 2 . Then:
, where u 2 = v 2 and u 1 ∈ E 1 (that is v and u are white vertices in the same copy of F (G 1 )), we have
The main results
Let e = uv be an edge of a connected graph G. Then we denote by M eu (e|G) (or M ev (e|G)) the set of vertices of G lying closer to the vertex u (or v) than to v (or u). If we denote by |A| the cardinality of a set A, and suppose that m eu (e|G) = |M eu (e|G)| and m ev (e|G) = |M ev (e|G)|, then the vertex PI index of G, PI v , is defined as the summation of m eu (e|G) + m ev (e|G) over all edges e of G. We denote by M e (G) the set of vertices of G that are not equidistant from both ends of the edge e and suppose that m e (G) = |M e (G)|. Then m e (G) = m eu (e|G) + m ev (e|G) and PI v = ∑ e∈E(G) m e (G). In this section we will give the explicit expressions for
For convenience, we introduce the following notation. Set
Suppose that e is an edge of a graph G. Then we denote by  M e (G) the set of vertices of G that are equidistant from both ends of e, and suppose that 
Theorem 3.1. Let G 1 and G 2 be two connected graphs. Then
Proof. By the definition of the S-sum, we know that C = ∅, and so C = 0. Next we only need to compute A and B to obtain
Suppose that e = uv ∈ A . Then, by the definition of the S-sum, we know that
, and further we obtain
Suppose that e = uv ∈ B. Then, by the definition of the S-sum, we know that u 2 = v 2 and u 1 is an end vertex of v 1 in
). Note that u 2 = v 2 . From the above two equations, we know that w ̸ ∈  M e (G 1 + S G 2 ). If w ∈ E 1 × V 2 then, by Lemmas 2.1(a) and 2.2, we have
Hence we obtain
Theorem 3.2. Let G 1 and G 2 be two connected graphs. Then
Proof. By the definition of the R-sum, we know that C = ∅, and so C = 0. Next we only need to compute A and B to obtain
Suppose that e = uv ∈ A . Then we further set
As in the former proof of Theorem 3.1, we can see that
For any e = uv ∈ A 2 and w = (w 1 , w 2 ) ∈ V (G 1 + R G 2 ), by Lemma 2.1(a), we have (R(G 1 ) ), and we further have
Then, by the definition of the R-sum, we know that
Since u 2 = v 2 and u 1 is an end of v 1 in G 1 , from the above equations, we know that w ∈  
Since u 2 = v 2 , from the equations, we observe that if w 1 = v 1 then d(w 1 , u 1 |S(G 1 )) = 1, and so w ̸ ∈  M e (G 1 + R G 2 ); and if w 1 ̸ = v 1 then we have w ∈ 
Therefore, we have
Suppose that x and e = uv are a vertex and an edge of a connected graph G, respectively. Then the distance from e to x is the smaller of d(u, x|G) and d (v, x|G) . Denote by N eu (e|G) (or N ev (e|G)) the set of edges in G lying closer to the vertex u (or v) than the vertex v (or u), and suppose that n eu (e|G) = |N eu (e|G)| and n ev (e|G) = |N ev (e|G)|. Recall that the Padmakar-Ivan index of a graph G, PI(G), is the summation of n eu (e|G) + n ev (e|G) over all the edges e = uv of G. In this definition, edges equidistant from both ends of the edge e are not counted. One of the oldest graph invariants is the first Zagreb index, which was introduced by Gutman and Trinajstić [8] , and is defined as
Theorem 3.3. Let G 1 and G 2 be two connected graphs. Then
Proof. Suppose that e = uv ∈ A . Then, as in the former proof of Theorem 3.1, we can obtain
Suppose that e = uv ∈ B. Then, by the definition of the Q -sum, we know that u 2 = v 2 ,  e 1 = u 1 v 1 ∈ E(Q (G 1 )) and u 1 is an end of v 1 in G 1 . If w = (w 1 , w 2 ) ∈ V 1 × V 2 then, by Lemma 2.1(a), we have
Since u 2 = v 2 , from the above equations, we observe that w ∈ 
Claim 1. Suppose that v 1 = u 1 u ′ 1 is an edge of a connected graph G 1 , and suppose that  e 1 = u 1 v 1 ∈ E(Q (G 1 )). Then, for
and we let P t = x 1 x 2 · · · x t be the shortest path between w 1 and u ′ 1 in G 1 , then P t+1 = x 1 x 2 · · · x t x t+1 is the shortest path between w 1 and u 1 in G 1 , where x 1 = w 1 , x t = u ′ 1 and
x t+1 = u 1 . Thus, by the definition of Q (G 1 ), we can see that P ′ t+1 = w 1 y 1 y 2 · · · y t−1 v 1 is the shortest path between w 1 and v 1 in Q (G 1 ) and that P ′ t+2 = w 1 y 1 y 2 · · · y t−1 v 1 u 1 is the shortest path between w 1 and u 1 in 1 }, and we let P k = q 1 q 2 · · · q k be the shortest path between w 1 and u 1 in G 1 , then P k+1 = q 1 q 2 · · · q k q k+1 is the shortest path between w 1 and u ′ 1 in G 1 , where q 1 = w 1 , q k = u 1 and q k+1 = u ′ Case 3. Suppose that w 1 ̸ = v 1 and w 1 ̸ = u 1 . Then, by Lemma 2.3, we have
We can easily see that w ∈  M e (G 1 + Q G 2 ) if and only if w 1 ∈  M e 1 (Q (G 1 )). Thus, by the above argument, we know that for e ∈ C
Therefore, by the definitions of M 1 (G 1 ) and PI(G 1 ), combining Claims 1 and 2 we obtain
Hence, we finally obtain
Theorem 3.4. Let G 1 and G 2 be two connected graphs. Then
Hence, we finally obtain PI v (G 1 + T G 2 ) = A + B + C = |V 1 |(|V 1 | + |E 1 |)PI v (G 2 ) − 2|V 2 |(|V 2 | − 1)PI(G 1 ) + |V 2 | 2 PI v (T (G 1 )) − |V 2 |(|V 2 | − 1)M 1 (G 1 ) + 2|E 1 | 2 |V 2 |(|V 2 | − 1).
Postscript
The draft manuscript of a paper was published in Ars Combin. 98 (2011) without the present authors being aware of this. Now we give a simple example to show that the main results in [15] are wrong. Let G 1 and G 2 be the paths on three and two vertices, respectively. Then, by the definition of the vertex PI index, we can easily see that PI v (G 1 + Q G 2 ) = 106 and PI v (G 1 + T G 2 ) = 122. But using the corresponding formulae in [15] , we have PI v (G 1 + Q G 2 ) = 110 and PI v (G 1 + T G 2 ) = 222.
