This paper studies whether the geographical separation of markets constitutes a factor that helps explain the dynamics of agricultural prices. To do this, we employ a highly disaggregated dataset for Colombia that consists of weekly observations on wholesale prices for 18 agricultural products traded in markets scattered around the country. The sample period spans for almost a decade. According to our results, which are based on generalised impulse response functions, distance (and thus transportation costs) is a factor that helps explain the speed at which prices adjust to shocks in other locations, thus confirming that price adjustments take longer for markets farther apart. JEL Classification: O18; Q13; R12.
Introduction
Testing whether spatially separated markets are integrated is a topic that has received a great deal of attention over the years; see Fackler and Goodwin (2001) for a literature review. As indicated by Barrett (1996) , spatial market integration is important because it helps define the extent of a market, and this, in turn, is essential for sectoral or macroeconomic analysis. The idea of spatial market integration is often expressed as the law of one price. This law asserts that in the presence of a competitive market structure, and in the absence of barriers to trade, such as transport costs and tariffs, prices of identical products sold in different markets will be the same when expressed in the same currency; see Froot and Rogoff (1995) .
The premise underlying this law is that market participants exploit goods-market arbitrage opportunities by purchasing (selling) a good in one market and selling (purchasing) it in another. Thus, no arbitrage profits are left unexploited by market participants. As a result, in spatially integrated markets a shock to the price in one market should propagate to other market's price as well, so that prices become dependent from each other. By contrast, the failure of prices of identical products to equalise between markets can be viewed as a sign that those markets are not fully spatially integrated or, put another way, that they are segmented (or fragmented).
In such a case, "cross-sectional (...) aggregation of demand and supply loses its logical foundation" [Barrett (1996), p. 826] . This paper aims to study spatial price linkages in Colombian agricultural markets. The Colombian case is interesting because the diverse geographical and topographical conditions of the country have played a key role in defining regions that exhibit their own cultural and economic features.
1 Within this context, transportation costs may be substantial either because of the lack of an adequate transport and communications infrastructure, or because of the presence of factors that may 1 Indeed, Colombia is often characterised by a "centre-periphery" dichotomy, where the central region (which includes the three main cities of the country, namely Bogotá, Medellín and Cali) comprises the largest concentration of population, economic activity and infrastructure; see Galvis (2007) . disrupt (or even interrupt) the normal functioning of the existing transportation network for extended periods of time (e.g. landslides caused by weather conditions).
As a result, it is quite possible that a highly perishable agricultural good ends up being produced only for the purposes of local consumption.
The analysis of agricultural market integration has not been a subject of extensive research in Colombia. An exception is Ramírez (1999) , who studies eight products in twelve cities, using annual data over the period 1928 to 1990. Ramírez relates the marked decline in the coefficients of variation of city price differentials during the 1930s, a decade characterised by the rapid expansion of the rail network, to the development of transport infrastructure, and concludes that in Colombia the lack of an adequate transportation network is an important factor restricting the integration of agricultural markets. In another study for Colombia, Iregui and Otero (2011) apply panel stationarity tests to monthly price data (January 1999 -December 2007) for fifty-four food products in thirteen cities, and find that i.) market integration is favoured when cities are similar in terms of both their population and economic sizes; and ii.) price adjustment to exogenous shocks or innovations is much faster the more perishable a food product is.
Our examination of spatial market integration is based on impulse response functions. Other studies that have used this econometric tool of analysis include, inter alia, Brorsen et al. (1985) , Mjelde and Paggi (1989) , Goletti and Babu (1994) , Goodwin et al. (1999) and Williams and Bewley (1993) . Fackler and Goodwin (2001) point out that a common criticism of these papers is that their results are based on the computation of orthogonalised impulse responses and these, in turn, depend on the adoption of a specific order of the variables in the system. In order to avoid this limitation, the modelling approach that we adopt in this paper relies on the Pesaran and Shin (1998) generalised impulse response functions, which are invariant to the order of the variables in the system. In a subsequent stage of our analysis, the resulting generalised impulse responses are used to obtain an estimate of the speed at which prices adjust to exogenous shocks (measured by the half-life of a shock). An important feature of our econometric modelling strategy is that we explicitly consider the role played by the distance between the locations where the goods are sold (and hence transportation costs), as a factor that helps explain the speed at which prices adjust to shocks in geographically separated markets. The specific hypothesis we aim to test is whether the price response in market i to price shocks in market j is positively related to the distance between i and j.
To carry out the empirical analysis, we take advantage of a large and unique database: highly disaggregated price data for 18 non-processed agricultural products sold in several wholesale markets, which are scattered around the country.
The data have been collected on a weekly frequency over the period 01/04/2002 through 03/18/2011. It is worth noting that the product-by-product market-level high-frequency price data used in this paper can be viewed as a three-dimensional panel, based on the product, market and time dimensions. The distinctive feature of the data is that prices are in absolute terms, that is they are not representative price indices. This offers several important advantages compared to other studies available in the literature. First, we can perform comparisons based on identical goods rather than on product groups that consist of similar products. Thus, while the consumer price index includes, for instance, the product group labelled "potato", in this paper we analyse two specific potato varieties, namely "criolla" and "pastusa".
2 Second, prices are collected at the specific markets where products are sold, avoiding the risk of obtaining biased results due to market aggregation. In other words, instead of using price data for a product traded in the city of Cali, we use price information collected at the markets of Cavasa and Santa Elena, which are located in different areas of the city of Cali. Third, we expect that the high-frequency nature of a dataset that spans for almost a decade would allow us to capture rich dynamic patterns, and further our understanding of the time profile of shocks both over time and across markets.
The plan of the paper is as follows. Section 2 presents a brief review of the relevant literature. Section 3 describes the dataset, investigates the time-series properties of the price series under consideration, and reports the results of the empirical analysis. Section 4 offers some concluding remarks.
Brief review of relevant literature
Several authors have studied the idea that the speed at which the price in one market adjusts to exogenous shocks in other markets is related to the distance between the markets. Engel and Rogers (1996) Fackler and Goodwin (2001) survey more than sixty empirical studies on agricultural market integration. According to their method of analysis, these studies can be classified as those that have employed i.) simple correlation analysis; ii.) static regression models; iii.) dynamic regression models; iv.) vector autoregressive (VAR) models (including Granger causality tests, impulse response analysis and cointegra-tion analysis); and v.) regime-switching models. Fackler and Goodwin point out that although the overwhelming majority of authors have focused on whether or not markets exhibit spatial integration, only a reduced number of them have explicitly evaluated the determinants of market integration, in particular the role played by distance as a factor that may affect the speed at which prices adjust to shocks. In the following part of this section we review some of the papers that belong to this (much smaller) second group. Brorsen et al. (1985) present an early application of VAR models to study spatial and temporal relationships among selected grain markets in the United States. The authors use weekly price data for corn, sorghum and soybeans in Kansas City (a major domestic market), Texas High Plains (a nearly self-sufficient producing and consuming region), and Houston (an export market). Brorsen et al. point out that given that Kansas City is the centre for the interstate trade of grains and soybeans originating from the states of Iowa, Kansas, Missouri and Nebraska, Kansas City prices would be expected to have more impact on the prices of the other two locations than the other way around. Although they do not formally test for the effect of distance on price adjustment, they conclude that transportation may be a factor that reduces arbitrage activities and thus leads to slower adjustments in prices (this conclusion is based on results derived from the computation of multiplier effects that quantify the impact of one price on another). Another illustration, although not for an agricultural product, is Williams and Bewley (1993) , who postulate a four-dimensional VAR model to study price arbitrage between cattle auctions in Queensland. The price series used by these authors refer the so-called Jap-Ox cattle market. This type of cattle is almost exclusively exported to Japan, and therefore meets specific requirements in terms of minimum weight, fat and muscle score (which allows them to avoid potential problems of cattle heterogeneity). The prices are defined by the following cattle auctions: i.) Monday meeting of Rockhampton saleyard; ii.) Tuesday meeting of Toowoomba saleyard; iii.) Wednesday meeting of Toowoomba saleyard and iv.) Wednesday meeting of Townsville saleyard. Although the authors do not carry out a formal test for the effect of distance, they observe that Townsville is the only auction market that reacts significantly and in a direct manner to its own past changes, and indicate that this finding reflects the fact that this market is geographically isolated. Prices in the other three auction markets appear to react not only to themselves but also to each other. Gardner and Brooks (1994) and Goodwin et al. (1999) Goletti et al. (1995) analyse rice market integration in Bangladesh, using weekly wholesale price data over a period of three years (between 1989 and 1992) for sixtyfour district headquarters. Goletti et al. find that distance has a negative effect on market integration, and argue that as transportation costs between markets farther apart increase, trade opportunities with closer markets start to be explored. Other variables that are also found to affect market integration are telephone density, transportation strikes and production shocks, where the latter consist mostly of adverse weather conditions and pest attacks. Goletti and Babu (1994) examine the extent of maize markets integration in Malawi using monthly price data collected at eight main locations: Blantyre, Lilongwe, Mzuzu, Zomba, Karonga, Nkhotakota, Msangu and Kamuzu (the sample period is January 1984 -December 1991). According to Goletti and Babu, even though market liberalisation and price stabilisation policies have served to enhance market integration, the extent of it will remain low unless further developments on infrastructure and communications take place.
Empirical analysis 3.1 Data
The dataset, obtained from the Servicio observations. The rationale for using the products mentioned above over this time period is based on the need to acquire a consistent dataset that guarantees the largest number of markets where each product is traded; a more detailed description of the dataset used in our analysis is provided in Appendix 1. 3 All price series are measured in Colombian pesos per kilo, and are subject to the logarithmic transformation; see Figure 1 for plots of the price series under consideration.
Preliminary data analysis
We begin our empirical investigation with a preliminary analysis of the time series
properties of the agricultural prices under consideration. 4 The order of integration of the price information is investigated using the augmented Dickey-Fuller (ADF) test of Dickey and Fuller (1979) . This test continues to be one of the most commonly applied testing procedures for non-stationarity probably due to the fact that it is straightforward to compute. However, a common criticism of the ADF test is that it exhibits disappointing power properties, as reported, for instance, by DeJong et al. (1992) . Thus, we also employ more powerful modifications of the ADF unit root test, namely the ADF max test of Leybourne (1995) , who suggests taking the maximum of two ADF test statistics calculated using both forward and reversed data, as well as the GLS-ADF test of Elliot et al. (1996) , who use conditional generalised least squares. Broadly speaking, the picture that emerges from applying the univariate ADF, ADF max and GLS-ADF unit root tests is that the individual price series under consideration can be best described as stationary, i.e. I ∼ (0), processes during the period of analysis. This conclusion appears robust to the augmentation order of the test regressions, and irrespective of the deterministic components that are considered.
Speed of price adjustment and distance
In this section we examine the dispersion of prices over time and across markets.
The specific question we aim to answer is whether the geographical separation of markets constitutes a factor that helps explain agricultural price dynamics. Our empirical modelling exercise is based on the estimation of VAR models for each product under consideration. The use of a VAR-based modelling approach can be justified on two grounds. First, the results of the preliminary analysis of the data supported the view that the prices under consideration could be best characterised as stationary series over the study period. The finding of stationarity precludes the possibility of cointegrating relationships, and therefore makes the data suitable for modelling within a standard VAR framework. Second, it may prove difficult to identify for every product a specific market, say k, that is dominant in the sense that shocks to it propagate to the other markets, while shocks to the remaining markets have little effect on k. Such an analysis is further complicated by the fact that for some products we have price data in two markets of the same city. Once VAR models have been estimated, it is possible to examine the speed at which prices adjust to exogenous shocks or innovations, using half-life estimates based on impulse response functions. It is well known that in the case of a simple AR(1) process the half-life of a shock can be estimated using the formula − ln(2) ln(δ)
, whereδ denotes the estimated value of the autoregressive coefficient. 6 However, for more complicated processes, such as a higher order AR process or an ARMA process, the previous formula is no longer valid, and thus impulse response functions should be preferred; see, for instance, Goldberg and Verboven (2005) An important initial stage in the analysis of VAR models is the selection of the optimal lag length. This involves selecting an order high enough such that one can be reasonably confident that the optimal order will not exceed it. Bearing in mind that for some products the sample size (481 observations) might turn out to be small relative to the number of variables in the VAR (for instance, cucumber and coriander are traded in 22 and 21 markets, respectively), we set 4 lags as the maximum order of the VAR models, and use the Schwarz information criterion (SIC) to select the optimal order of the models. Another model selection criterion commonly used in the econometrics literature is the Akaike information criterion (AIC). Although it may happen that the AIC picks up the same optimal lag order selected by the SIC, when this does not occur the model order selected with the latter tends to be smaller than the one selected with the former (or, in other words, SIC favours models containing fewer parameters). Hence, here we opt for the more parsimonious specification that results from using the SIC (qualitatively similar results are obtained when using the AIC to select the optimal lag length).
Having selected the optimal order of the VAR models, for each product we calculate the associated GIRF that describe the time profile of the effect of a shock observed in the respective market, as well as that of shocks that originate in a different market (shocks are measured by one standard deviation). For each market the resulting lag weights are then normalised so that they add up to one, and the half-life of a shock is calculated as the number of weeks required for 50 per cent (or the first half) of the adjustment to take place. Notice that there is no need for half-lives to be symmetric; that is, the half-life of a shock to price in market i on the price in market j, is not necessarily the same as the half-life of a shock to price in market j on the price in market i. The results reported in Table 2 suggest that distance might be a factor that helps explain intermarket price dynamics. To formally test whether price adjustments take longer for markets farther apart, it would be ideal to have information on the amount of time it takes for a product to reach a specific destination. Unfortunately, such information is not available for Colombia. In order to overcome this limitation, we use Google Maps, the web mapping service application provided by Google, to estimate the distance between market pairs i and j (denoted D ij ). We are aware that by using this measure of distance, that is based on satellite information, we are implicitly assuming that the quality of the road transportation network is identical all over the country, which might be a strong assumption in the case of a developing country such as Colombia. Bearing in mind this limitation, for every product, k,
we estimate a regression model where the estimated half-life of a shock to price in market i on the price in market j, H ij , is regressed against an intercept and the (logarithm) of the distance between i and j, ln D ij . More formally:
where in the case of own-price shocks, i.e. when i = j, we set D ij = 1 so that
The regression model postulated in Eq. (1) is estimated by ordinary least squares (OLS) and then the White (1980) test for heteroskedasticity is performed. The results reported in Table 3 indicate that the null hypothesis of homoskedasticity is not rejected at a 10% significance level in the following ten products: tamarillo, red pepper, blackberry, plantain, tomato, lettuce, snap pea, green bean, passion fruit and potato "criolla" variety. In all cases except one, the estimate of the coefficient associated to ln D ij has the expected positive sign and is statistically different from zero (the exception is tomato where the estimated coefficient is positive but not statistically different from zero). These findings confirm the view that the rates of convergence are slower for markets farther apart.
Regarding cucumber, coriander, celery, sweet corn, potato "pastusa" variety, spring onion, granadilla and naranjilla, heteroskedasticity-consistent standard errors are reported below the estimated coefficients. However, in an attempt to find an appropriate transformation to eliminate from the data this heteroskedasticity, we also consider weighted least squares (WLS) estimation. To implement this estimation method we divide both the dependent and explanatory variables (including the intercept term) by an estimate of the standard deviation of the half-life time, denotedŝ(Ĥ ij ), which in turn may be obtained using the bootstrap method. 8 For the purposes of this paper, the bootstrap estimates ofŝ(Ĥ ij ) are computed using
Hall's studentized method, based on 1000 bootstrap replications; see e.g. Lütkepohl (2005) for a description of this method. Table 4 summarises the results of estimating Eq. (1) by WLS. According to our findings, the estimated coefficient associated to ln D ij is positive and significant in all eight cases. Moreover, the White (1980) test for heteroskedasticity applied to the residuals of the transformed models now reveals that they are homoskedastic.
increase in the explanatory power of the regressions and, in most cases, the estimated coefficient associated to the square of distance was not found to be statistically different from zero. 8 Transforming a model to correct for heteroskedasticity often results in a regression that does not include an intercept term, and as a result care must be exercised when interpreting statistics such as the R 2 . To avoid these difficulties, it is customary practice to include an intercept term in the transformed model; see e.g. Kennedy (2008), pp.126. For some products, the coefficients of determination of the estimated models suggest that there may well be additional factors that help explain the variability of the dependent variable. For instance, Goletti et al. (1995) consider factors such as deficiencies in transportation, communication and commercialisation; these factors could be measured, for instance, by the density of paved roads, the density of (mobile) telephones, and the density of bank branches, respectively, where these density measures should ideally refer to the areas of influence of the markets. However, prices are the only information readily available at the level of disaggregation of our analysis (recall that prices refer to individual products sold in a specific location). Thus, any formal attempt to examine the possible effect of factors other than distance on spatial market integration would be at the expense of aggregating the dataset (either across products, markets or over time), and this is an aspect that is left for future research.
Concluding remarks
This paper applies generalised impulse response analysis to formally examine whether the price response in a market to price shocks in other markets is positively related to the distance between those markets. The empirical analysis relies on the use of a highly disaggregated dataset, which consists of weekly price information on individual products, sold in a specific location, over a period of almost a decade. The dataset used in the analysis offers several advantages, some of which are not present in the existing literature, including: i.) product heterogeneity is avoided; ii.) bias due to aggregation across markets is limited; and iii.) rich dynamic patterns may be captured because of the relatively long data span.
The results reveal an interesting spatial dimension on the diffusion of prices in Colombian agricultural markets, in the sense that distance (and thus transportation costs) is a factor that helps explain the speed at which prices adjust to shocks in other locations. This finding highlights the role played by transaction costs as a factor that may enhance market integration. Of course, we are aware that factors other than distance (e.g. deficiencies in transportation, communication and commercialisation) might also help explain the dynamics of agricultural price adjustment. However, we argue that these additional factors can only be formally incorporated into the analysis at the expense of aggregating the dataset, either along the product, market or time dimensions, and this is an aspect that is not pursued in the present work. Green bean 13 of 13 13 of 13 13 of 13 13 of 13 13 of 13 13 of 13 Potato "pastusa" variety 13 of 13 13 of 13 13 of 13 13 of 13 13 of 13 13 of 13 Spring onion 13 of 13 12 of 13 12 of 13 13 of 13 13 of 13 13 of 13
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