We develop and test two novel computational approaches for predicting the mean linear response of a chaotic dynamical system to small change in external forcing via the fluctuation-dissipation theorem. Unlike the earlier work in developing fluctuationdissipation theorem-type computational strategies for chaotic nonlinear systems with forcing and dissipation, the new methods are based on the theory of Sinai-Ruelle-Bowen probability measures, which commonly describe the equilibrium state of such dynamical systems. The new methods take into account the fact that the dynamics of chaotic nonlinear forced-dissipative systems often reside on chaotic fractal attractors, where the classical quasi-Gaussian formula of the fluctuation-dissipation theorem often fails to produce satisfactory response prediction, especially in dynamical regimes with weak and moderate degrees of chaos. A simple new low-dimensional chaotic nonlinear forceddissipative model is used to study the response of both linear and nonlinear functions to small external forcing in a range of dynamical regimes with an adjustable degree of chaos. We demonstrate that the two new methods are remarkably superior to the classical fluctuation-dissipation formula with quasi-Gaussian approximation in weakly and moderately chaotic dynamical regimes, for both linear and nonlinear response functions. One straightforward algorithm gives excellent results for short-time response while the other algorithm, based on systematic rational approximation, improves the intermediate and long time response predictions.
Introduction
The fluctuation-dissipation theorem (FDT) is one of the cornerstones of modern statistical physics, discovered about eighty years ago. Roughly speaking, the fluctuation-dissipation theorem states that for dynamical systems at statistical equilibrium the average response to small external perturbations can be calculated through the knowledge of suitable correlation functions of the unperturbed dynamical system. The fluctuation-dissipation theorem has great practical use in traditional setting involving statistical equilibrium of baths of identical gas or liquid molecules, Ornstein-Uhlenbeck Brownian motion, motion of electric charges, turbulence, quantum field theory, chemical physics, physical chemistry and other areas. The general advantage provided by the fluctuation-dissipation theorem is that one can successfully predict the response of a dynamical system at statistical equilibrium to an arbitrary small external perturbation without ever observing the behavior of the perturbed system, which offers great versatility and insight in understanding behavior of dynamical processes near equilibrium in numerous scientific applications [6, 12] . Typically, the linear response in the fluctuation-dissipation theorem is given as the time convolution of an external perturbation with the linear response operator in the form of specially crafted time correlation function, which is computed through the long-term observation of the unperturbed dynamical system at statistical equilibrium. The latter fact explains the interest towards the fluctuationdissipation theorem among the computational community, because one can often compute a long-time trajectory of a dynamical system near statistical equilibrium through a direct numerical simulation, and calculate the linear response "on the fly" as numerical solution evolves by averaging its time series.
The fact that the fluctuation-dissipation theorem provides an approximation to the response of a dynamical system to a small change of its parameters by observing equilibrium statistical behavior of the unperturbed system makes it a convenient framework for studying long term global climate changes on the planetary scale. The response of climate dynamics on the planetary scale to changes of various global physical parameters is an area which is being extensively studied in contemporary atmosphere ocean science. The physical parameters controlling planetary climate dynamics range from solar radiation, to volcanic activity, greenhouse gas, ozone, polar ice melting and many others, which are normally computed via direct numerical simulation for an appropriate climate model. In the context of the fluctuation-dissipation theorem, one observes climatology of a model for sufficiently long time under the tacit assumption that the dynamics is close to its statistical equilibrium, and then applies the fluctuation-dissipation theorem to predict mean climate response to small changes of the physical parameters of the dynamics without actually simulating an appropriate scenario of climate development for those changes of parameters, which usually poses a computational problem of substantial complexity.
Despite the fact that the climate system is a complex chaotic multiscale problem with forcing, dissipation, and the equilibrium state structure has significant complexity, there has been a profound interest among the atmospheric/ocean science community to apply the fluctuation-dissipation theorem to predict global climate changes responding to variation of certain physical parameters. In the mid 1970s Leith [13] suggested the possibility that, despite the absence of the classical Gaussian equilibrium state, the fluctuation-dissipation theorem might constitute a sensible approximation for appropriate variables in the complex climate system. Leith's approximation has been called the quasi-Gaussian approximation in [16] , where it is studied theoretically and computationally. Leith's suggestion has inspired others such as Bell [2] , Carnevale et al. [3] , and Dymnikov, Gritsoun and Branstator [7, 9, 10] to apply the quasi-Gaussian fluctuation-dissipation theorem for idealized climate models with various approximations and numerical procedures. Bell [2] considered a special truncation of the barotropic vorticity equation and studied the response of this truncation to small kick of trajectory at initial time, reporting that the predictions of classical FDT for the response of the system hold extremely well. Carnevale et al. [3] generalize the Gaussian FDT formula to a non-Gaussian, although smooth, equilibrium state, also documenting reasonably high precision of the classical Gaussian FDT formula for one model [17] , but also its poor approximation for the classical Lorenz 63 model. Dymnikov, Gritsoun and Branstator [7, 9, 10] developed a systematic procedure to compute the complete linear response operator in the matrix form for different response times, and also present a robust algorithm of verification for the FDT response prediction through a series of direct numerical simulations with the actual perturbed system. Gritsoun and Branstator [8] have applied the quasi-Gaussian approximation to a comprehensive general circulation model with interesting results. Craig and Cohen [4] applied the ideas of the classical FDT to the unresolved features of tropical convection and cloud formation.
The linear response of the forced-dissipative 40-mode Lorenz 96 model [1, 14, 15] within the framework of the quasi-Gaussian FDT has also been studied by the authors in [16] . It has been found in [16] that although the quasi-Gaussian FDT works reasonably well for the forced-dissipative Lorenz 96 model in strongly chaotic dynamical regimes, for weakly chaotic regimes the predictions of the classical FDT become much worse. While suitable for dynamical systems with a nearly canonical Gaussian equilibrium state, the fluctuation-dissipation theorem in its classical formulation is only partially successful for nonlinear dynamical systems with forcing and dissipation. The major difficulty in this situation is that the probability measure in the limit as time approaches infinity in this case is typically a Sinai-Ruelle-Bowen probability measure which is supported on a large-dimensional (often fractal) set and is usually not absolutely continuous with respect to the Lebesgue measure [5, 21] . In the context of Axiom A attractors, Ruelle [19, 20] has adapted the classical calculations for FDT to this setting.
Here in Section 2, using the recipes from [5, 19] , we develop two practical numerical algorithms for computing linear response of a chaotic dynamical system to small external perturbation. These two methods have opposing strengths and weaknesses: the first method studied here applies for a largely arbitrary dynamical system, and is a perfect approach to evaluate linear response of an arbitrary system for short times but suffers from numerical instability for longer times; the second one is a rational approximation of Ruelle's FDT formula for an Axiom A attractor and is a better approximation for longer times in weakly and moderately chaotic dynamical regimes, where the quasi-Gaussian FDT approximation does not work well. Section 3 introduces a simple 5-mode nonlinear forced-dissipative model with remarkable mixing properties and an adjustable degree of chaos through a variable external forcing parameter. The model is based on the Lorenz 96 system [1, 14, 15] . In Section 4 we systematically compare and contrast the performance of the two new methods with the classical quasi-Gaussian FDT approach using this simple 5-mode model. It is demonstrated in Section 4 that the two new methods are remarkably superior to the classical quasi-Gaussian FDT formula in weakly and moderately chaotic dynamical regimes for both linear and nonlinear observable response functions. The results of the current work are summarized in Section 5. Various practical computational strategies for the new FDT methods are detailed in Appendices A and B.
Linear Fluctuation-Dissipation and Systematic Approximations
Here we start with the fluctuation-dissipation theorem in its classical formulation for a dynamical system of chaotic ODEs for a vector x ∈ R N , given by
where f is a vector field of dimension N. As discussed in [18] , and also in Chapter 2 of [16] , in the statistical dynamics of complex systems one is interested in the evolution of probability densities, p(t, x), associated with (2.1) rather than individual solutions. It is well-known that the evolution of these probability densities, p(t, x), satisfies the Liouville equation [18] 
with L L p = − div( f p) being the Liouville operator. The dynamical system in (2.1) is perturbed by small external forcing, δ f (t, x), as
Then, similar to (2.2), the probability density p δ (t, x) of the perturbed system in (2.3) satisfies an appropriately perturbed Liouville equation,
with δL L p = − div(δ f (t, x)p) being the part of the Liouville operator corresponding to small perturbation δ f in (2.3). By p eq ( x) we denote smooth rapidly decreasing (as x → ∞) equilibrium probability density for the unperturbed system in (2.2), so that
Further we assume a natural explicit time-space separable structure for the perturbation
with a( x) being an x-dependent matrix, and δ f (t) being the time-dependent part of external forcing. Then, the Liouville operator δL L in (2.4) can be written concisely as
with operator L a given by
In (2.8), the divergence of the matrix a( x)p is a vector. In the case of space-independent external forcing δ f(t, x) = δ f (t) (so that a( x) is the identity matrix) L a assumes a simple form
Let A( x) be a linear or nonlinear function whose mean response to small external forcing is to be predicted by the fluctuation-dissipation theorem. Here we assume that A is a scalar, however generalization to the vector-valued A is straightforward. The mean state, or expected value, of A( x) with respect to the equilibrium probability density in (2.5) is, by definition, given by
The main statement of the fluctuation-dissipation theorem provides a formal procedure to calculate the change in expected value δE[A( x)](t) for the perturbed system in (2.4) as 11) where the vector linear response operator is given by
Note that the formula (2.12) depends only on the equilibrium state density p eq , which means that behavior of the perturbed system from (2.4) does not need to be observed to compute (2.12). Formal systematic derivation of (2.11) and (2.12) is given in [18] , and also Chapter 2 of [16] ). For the special case with constant external forcing δ f = const the linear response formula is simplified to 13) where R(t) is taken from (2.12). The general formula in (2.12) serves as the starting point for further approximations under various assumptions, leading to different versions of the fluctuation-dissipation theorem.
Short-time FDT
A wide variety of practical geophysical models are complex nonlinear chaotic forced-dissipative dynamical systems, whose solutions live on strange attractors. The equilibrium states on such attractors do not even possess densities p eq with respect to Lebesgue measure. Due to this fact, it is desirable to rework the classical FDT formula in (2.12) and (2.13) in such a way that an approximation to the density p eq of the equilibrium probability measure is not required to compute the linear response. We develop such a method below, which we call short-time FDT (ST-FDT), due to its inherent numerical instability at longer times for chaotic dynamical systems. 14) which are adjoint to L L and L a under standard inner product generated by the Lebesgue measure, respectively. Then, integrating (2.12) by parts yields
Using the solution operator x = X(t, x 0 ) with an initial condition x 0 , we show that the action of exp[tL † L ]A is equivalent to the computation of A( X(t, x)). First we define A :
using the fact that the system in (2.1) is autonomous (i.e. its right-hand side does not depend explicitly on time). Since, according to (2.16), the time derivative of A is zero, A(t, x) satisfies the following identity:
On the other hand, formal solution to the partial differential equation in (2.17) is 18) and thus, recalling that A(0, x) = A( x) and replacing t with −t, we obtain
The fluctuation-dissipation formula in (2.15) then becomes
Here and below in the remainder of the paper we assume ergodicity for (2.1), so that for almost every trajectory x(t),
Using (2.21) and replacing the phase space average dp eq ( x) with the time average for (2.20) and recalling the form of L † a from (2.14) yields
The nonlocal derivative ∇ x(t) A ( x(t + τ )) is computed via the tangent map (or, as it is sometimes called, the tangent propagator)
while the tangent map itself is obtained by solving the equation
A practical algorithm to compute the solution of (2.25) is given in the Appendix A. For constant external forcing δf , the formula (2.13) is written here as
Note that the linear response formulas in (2.24) and (2.26) do not include the equilibrium probability density p eq . The latter property makes them suitable for computing the linear response for an arbitrary equilibrium state, even if it does not possess probability density with respect to the Lebesgue measure. The main drawback of (2.24) and (2.26) is that the tangent map in (2.23) undergoes exponential blow-up in time due to the presence of positive Lyapunov characteristic exponents in chaotic dynamical systems, and thus (2.24) and (2.26) can only be used for limited time intervals.
Classical formula for FDT
Following the derivation in [18] or Chapter 2 of [16] , the classical FDT formula for the linear response vector R(t) in (2.12) is expressed as the time autocorrelation function
where the long-term trajectory x(t) is observed for the unperturbed system, with the special function B( x),
where the correlation vector on the right hand size of (2.27) is evaluated at the unperturbed state. Replacing phase space average with time average in (2.27) yields
For constant external forcing δf , the formula (2.13) is written here as
where we take into account the form of L a in (2.9) for constant external forcing. Note that the correlation function can be evaluated from historical observations without explicit knowledge of the right hand side of the unperturbed system in (2.1). However, knowledge of the equilibrium probability density p eq or its approximation is required for computing (2.29 
Quasi-Gaussian FDT
The quasi-Gaussian FDT (further qG-FDT) approximation is obtained from (2.27) and (2.28) by replacing the equilibrium probability density p eq with its Gaussian approximation p G
with the mean state¯ x and covariance matrix σ 2 matching those of p eq . Additionally, here it is assumed that the external forcing δ f is x-independent such that L a has the simplified form in (2.9). Under these assumptions, the function B( x) from (2.28) becomes
and the formula for the kernel R(τ ) of the linear response operator in (2.29) turns out to be a simple time autocorrelation function
For constant external forcing δ f , the formula (2.13) is written here as
The prefix "quasi" in the name of the quasi-Gaussian FDT formula comes from the fact that although the equilibrium density p eq in the linear response operator is simplified by the Gaussian approximation, the time averaging process in (2.33) corresponds to the phase space averaging with respect to the true equilibrium state, rather than its Gaussian approximation. For details, see Chapter 2 of [16] . This is the form of FDT advocated by Leith [13] in his seminal paper. Section 2.7 of [16] contains a rigorous analysis of the validity of this approximation for short times.
Axiom A FDT
The main drawback of the ST-FDT formula in (2.24) is that it can only be used for limited time intervals of τ , due to the fact that the tangent map T τ x undergoes exponential blow-up in the directions associated with positive Lyapunov characteristic exponents. Here, under the assumption of an Axiom A flow X(t, x) which settles onto a strange attractor κ, we avoid numerical instability in the short-time FDT approach in (2.24) by following the directions given in [20] .
With help of Axiom A, one can uniformly decompose the small perturbation δ f(t, x) into the sum of three components at each point of the trajectory x(t) on the attractor: (which is tangent to the direction of trajectory x(t)), of the tangent bundle T κ over the strange attractor κ at x. From a practical standpoint, P + x projects onto the span of the eigenvectors for positive Lyapunov exponents at x, and P − x projects onto the span of the eigenvectors for negative Lyapunov exponents at x. The neutral direction corresponds to zero Lyapunov exponent. For rigorous definition and detailed description of E 
with the corresponding expanding and neutral-contracting response operators
The reason why the neutral and contracting operators P 0 and P − are bundled together in (2.37) is that when the model is time-discretized for numerical computation, a stable time integrator is needed, which is a slightly contracting map from one discretization point to another to ensure numerical stability; this results in P 0 being rather slightly contracting rather than neutral (this is also the reason why the zero Lyapunov exponent is normally slightly below zero in stable numerical simulations). At this point, the exploding part of R(τ ) due to positive Lyapunov exponents is isolated in R + (τ ), while computation of R 0− (τ ) becomes numerically stable. For the response on the expanding directions of the attractor, we follow [20] which utilizes the relative smoothness of the attractor in the expanding directions. For R + (τ ), we use the statement b of Theorem 3.1 from [19] and "integrate by parts" in the formula for R + (τ ) in (2.37a); replacing the spatial average by the time average, we obtain
where div + denotes the divergence operator in the expanding subspace E + . As one can observe, the tangent map T τ x(t) is now absent from the formula (2.38) for the expanding linear response operator R + (τ ), thus neutralizing its numerical instability. As noted already in [20] , the formula for R + (τ ) in (2.37a) is the direct analog of the classical FDT for smooth equilibrium measures from (2.29); on the other hand, the formula for R 0− (τ ) in (2.37b) the generally fractal dissipative directions of the attractor and has no direct analogue in the classical FDT.
Although lacking exponential numerical blow-up in time, the Axiom A FDT formula in (2.38) contains div + P + , which requires knowledge of spatial derivatives of the tangent map T τ x . Despite the fact that the equation which describes time evolution of ∂ x T τ x can be readily written, no reliable numerically stable method has been developed yet to compute ∂ x T τ x in practice. Instead, below we suggest a hybrid approximation to (2.38), based on the fact that SRB measures are relatively smooth in E + x .
Hybrid Axiom A FDT
Here we develop a rational approximation to the expanding response operator, R + (τ ) in the Axiom A FDT formula in (2.38). One reason for this is the numerical difficulty noted above in reliably calculating the unstable divergence. A second, more fundamental reason is that it is doubtful that most realistic physical systems have Axiom A attractors anyway, so an exact solution formula for A-FDT would still involve an approximation, and, therefore, a different rational approximation might be appropriate. To develop the new approximation, we first remark that (2.38) represents R + (τ ) as a time correlation function
Our idea is to utilize the quasi-Gaussian approximation projected on the expanding directions of the attractor where the invariant measure is absolutely continuous with respect to Lebesgue measure; thus, following (2.31) and (2.32) with special constant external forcing, we replace
The result is the hybrid A-FDT (hA-FDT) approximation
If this formula is combined with the formula in (2.37b) for R 0− (τ ) involving the response for the contracting directions, for constant external forcing we obtain the hybrid A-FDT approximation:
The hybrid Axiom A FDT is a compromise between the ST-FDT and qG-FDT, inheriting essential features of both.
3 Two low-dimensional nonlinear forced-dissipative models with adjustable chaotic behavior
To study the new FDT approximations, developed in Section 2, one has to choose a test model of the form (2.1) which is nonlinear, forced-dissipative, has complex chaotic behavior, and is at the same time relatively simple and low-dimensional for easy practical implementation and robust numerical computations. Here we look at the Orszag-McLaughlin family of models [17] of the form
with periodic boundary conditions, and additional constant forcing F with linear dissipation −x j which are not present in the original model in [17] . Here a, b, c are constant coefficients, satisfying the relation a + b + c = 1 in order to conserve energy without dissipation and forcing. It is interesting that the model in (3.1) with the coefficients a, b, c set to 0, −1, 1, respectively, is independently introduced in [14, 15] as a simple nonlinear chaotic dynamical system with features which mimic certain large scale mechanisms of planetary dynamics such as Rossby waves. This Lorenz 96 (L96) model has been used by the present authors for studies of predictability [1, 11] and the fluctuation-dissipation theorem in the classical setting [16] .
To provide a robust test for FDT approximations, we want a low-dimensional version of (3.1) which is strongly mixing yet has diverse behavior as F is varied. Here we study statistical behavior of the Orszag-McLaughlin model in (3.1) in two configurations to contrast their chaotic features.
5-mode Lorenz 96 (L96) model:
The dimension of the model is set to N = 5, and the coefficients a, b, c of (3.1) are set to 0, −1, 1, respectively. The model equation thus is
where the value of F determines the dynamical for the L96 model: for lower values of F (3.2) exhibits weakly chaotic and quasiperiodic behavior, whereas for larger values of F the Lorenz 96 model in (3.2) behaves strongly chaotically. It is demonstrated in [16] that in the limit as F → ∞, the L96 model in appropriately rescaled variables loses the forcing and dissipation terms, possesses the Liouville property and conserves quadratic energy [1] .
5-mode Anti Lorenz 96 (AL96) model:
The dimension of the model is again set to N = 5, and the coefficients a, b, c of (3.1) have reverse signs (hence it is dubbed AL96), i.e. 0, 1, −1, respectively, such that the nonlinear part of L96 assumes opposite sign. The model equation thus is
Just as for L96 in (3.2), the value of F can be adjusted to achieve various dynamical regimes for the AL96 model, with larger values of F corresponding to more chaotic dynamical regimes.
The dimension of the phase space is set to N = 5 for both models. Such a low-dimensional set-up significantly simplifies computation of time correlation functions for matrices such as the tangent map T t x , which in this case has 5 × 5 = 25 entries (see Appendix A for details). Before testing various fluctuation-response approaches of Section 2 on the models suggested above, one has to choose suitable dynamical regimes with sufficiently robust mixing properties. This is required by the fact that each linear response operator R(τ ) is essentially a time autocorrelation function, which has to be computed over a single long time trajectory x(t). Thus, if the dynamical regime is weakly mixing, the precise computation of linear response operators is difficult due to the fact that it has to be done over an extremely long time trajectory to compensate for the lack of mixing and achieve a good time average. On the other hand, a variable degree of chaos is desired for testing the new FDT approaches in both strongly chaotic and weakly chaotic (but mixing!) regimes to systematically compare and contrast the advantages and drawbacks of the classical Gaussian FDT and new FDT approaches for each regime. In this section we select a set of suitable mixing dynamical regimes with a wide range of chaos by studying various aspects of statistical behavior of both models. The complete list of numerical techniques and parameters for both models is the following:
• Number of degrees of freedom N = 5;
• 4th-order Runge-Kutta time integrator;
• Numerical time step ∆t = 1/64;
• Values of constant forcing F = 6, 8, 12, 16;
• Averaging time window for computing long-term time averages is T = 500000 time units;
• Initial spin-up time T 0 = 10000 is skipped before computing averages to let the numerical trajectory land on the attractor.
Below we present the results of numerical study of long-term statistical properties for both L96 and AL96 models.
Lyapunov characteristic exponents
The Lyapunov characteristic exponents are defined as follows: let
where T t x is the tangent map at x to X(t, x), defined in (2.23). Then the eigenvalues of Λ x , arranged in descending order λ 1 ≥ λ 2 ≥ . . . ≥ λ N , are called the Lyapunov characteristic exponents. According to the Oseledec's multiplicative ergodic theorem (see [5] for details), for a given dynamical system the Lyapunov exponents are constants regardless of x almost everywhere, provided that the invariant SRB measure associated with the dynamical system is irreducible on the strange attractor κ, which is our tacit assumption.
The values of Lyapunov exponents have the following physical meaning: let E i x denote the subspace at x spanned by eigenvectors of Λ x , associated with the Lyapunov exponents λ i , λ i+1 , . . . , λ N . By construction, these subspaces are nested:
Note that, contrary to the Lyapunov exponents, the characteristic subspaces E Table 3 .1: The Lyapunov exponents for the 5-mode L96 and AL96 models in the dynamical regimes with constant forcing F set to 6, 8, 12 and 16. Due to the estimate in (3.5) and their invariance over the attractor κ, the Lyapunov characteristic exponents are conventionally regarded as a natural measure of chaos in a dynamical system.
The Lyapunov characteristic exponents for the 5-dimensional L96 and AL96 models in the dynamical regimes of F = 6, 8, 12, 16 are displayed in Table 3 .1. One can observe that in each case both models possess two positive Lyapunov exponents, which means that the corresponding dynamical regimes are chaotic. The positive Lyapunov exponents also grow as the forcing parameter F is increased, thus confirming that both L96 and AL96 models become more chaotic with stronger forcing. It can also be noticed that the L96 model appears to be slightly more chaotic with this measure than the AL96 model for the same values of forcing.
Moments and probability density functions
In this section we display the long-time averaged mean state, variance, skewness (3rd moment) and flatness (4th moment) of both the L96 and AL96 models, as well as the probability density functions (PDF) of phase space coordinates for both L96 and AL96 models. Here, since invariant probability measures on strange attractors do not possess densities with respect to Lebesgue measure, the term "probability density function" should rather be understood in the sense of a long time histogram of the phase-space trajectory. While not being a true density, such a histogram still helps to understand how a long-time trajectory is distributed in the phase space. Quite often, the marginal densities of a strange attractor can be much smoother and this is happening empirically below. The long-term averaged mean statex and moments M p of the L96 and AL96 models are defined asx
where, since both L96 and AL96 models are translationally invariant, any of the phase space coordinates x i (t), 1 ≤ i ≤ N (where in our case N = 5), can be taken as x(t). Conventionally, the second moment M 2 is called variance, and the following nondimensional ratios
and M 4 /M 2 2 are called skewness and flatness, respectively. As mentioned above, the initial spin-up time T 0 = 10000 time units, and the long-term time averaging window T = 500000 time units.
The moments for both the L96 and AL96 models in the dynamical regimes with F = 6, 8, 12, 16 are displayed in Table 3 .2. Observe that both the mean state and variance tend to grow with increasing forcing F . This is expected, since the coefficient for the linear dissipation term −x i , which balances the forcing F , stays constant. Also, as F increases, the magnitude of the 3rd moment (skewness) for the L96 model tends to decrease, while for AL96 model it tends to increase. As for the 4th moment (flatness), it increases with increasing F , but does not reach the Gaussian value of 3.
Due to translational invariance of both the L96 and AL96 models, all phase space variables share a common long time probability density function. The PDFs for the physical space variables, computed via the standard bin-counting procedure [16] Physical space histogram of 5-mode AL96, F=8 Figure 3 .1: The probability density functions for the 5-mode L96 and AL96 models, dynamical regimes with constant forcing F set to 6 and 8.
3.1 and 3.2. Here the PDFs differ significantly depending on the value of forcing F . For F = 6, the multi-peaked PDF for the L96 model clearly exhibits quasi-periodic behavior, whereas the PDF for the AL96 model in the same dynamical regime provides evidence of mixing behavior, due to the absence of multiple sharp peaks. As F increases, none of the two models demonstrate quasi-periodic behavior, although the PDF for the AL96 model appears smoother than for the L96 model.
Time autocorrelation functions and correlation times
In this section we study mixing behavior of the 5-dimensional L96 and AL96 models through their time correlation functions. The time autocorrelation function C(τ ) of a phase space variable x(t) is defined as a time average and its decay rate serves as a measure of mixing behavior, or, alternatively, of the time interval over which a dynamical system "forgets" about its past state: the faster the decay of the correlation function in (3.7), the stronger mixing behavior the model exhibits. Mixing behavior is extremely important in applications where long time averages of various quantities have to be computed; weak mixing behavior (longer decay of autocorrelation functions) generally requires extremely long time averaging windows to achieve desired measurement precision. The typical time of decay of the correlation function is referred to as the correlation time. We distinguish between two types of correlation times: one is the time integral over the correlation function,
while another is the time integral over the absolute value of the correlation function, The reason why two types of correlation functions are introduced is that, in the case of highly oscillatory slowly decaying time autocorrelation function (for example, for a quasi-periodic weakly mixing behavior), T corr fails to capture slow decay due to self-canceling oscillations of the time autocorrelation function around zero, whereas T |corr| is not affected by oscillations and registers slow decay in such a case.
Here we display the time autocorrelation functions C(t) of the phase space variable for both L96 and AL96 models, as well as their correlation times. The time autocorrelation functions for the values of forcing F = 6, 8, 12, 16 are shown in Figures 3.3 and 3.4 . The time scale in Figures 3.3 and 3 .4 is renormalized so that the mean energy in new coordinates is 1 (for details, see [16] ). Observe that for the L96 model in the dynamical regime F = 6 the time autocorrelation function does not visibly decay, which confirms strong evidence of quasi-periodic behavior of the L96 model for this regime. On the other hand, the time autocorrelation function of the AL96 model for the same regime exhibits decay, which means that the AL96 model for the F = 6 regime retains mixing behavior. For the rest of the dynamical regimes, F = 8, 12, 16, both L96 and AL96 models appear to be mixing, however the AL96 model shows much stronger mixing, which is, in fact, quite remarkable for such a low-dimensional model. The correlation times for the physical space variables are shown in Table 3 .3. Note significant discrepancies between T corr and T |corr| for weakly mixing regimes for the L96 model, confirming the trends observed in Figures 3.3 and 3.4 .
Overall, the statistical study of the 5-dimensional L96 and AL96 models suggests the following observations: first, both the L96 and AL96 models have two positive Lyapunov characteristic exponents in the forcing regimes F = 6, 8, 12, 16, which formally signifies chaotic behavior for both models in all studied dynamical regimes. Moreover, the L96 model generally possesses greater Lyapunov exponents, and thus a small uncertainty in initial conditions should develop faster in time for the L96 model. However, the trends in mixing behavior are entirely opposite. The AL96 model appears to have strongly mixing behavior in all studied dynamical regimes, whereas the L96 model is not mixing in the dynamical regime F = 6, and relatively weakly mixing in the regimes F = 8, 12, 16, which generally makes it less suitable for the test study of various approximations of the fluctuation-dissipation 
Numerical testing of different FDT approximations with the 5-mode AL96 model
The ability of the 5-mode AL96 model to be mixing even in the weakly chaotic regimes F = 6, 8, discovered in Section 3, makes it an ideal testbed to study the linear response for different FDT methods. Here we study the linear response of the two novel FDT methods, ST-FDT and hA-FDT, compare them with the classical qG-FDT response and validate their performance against the so-called "ideal response" operator, R ideal , which is the actual directly measured response of the model, perturbed by series of small external forcing perturbations. To compute the ideal response, these small perturbations are applied to a large statistical ensemble of solutions (∼ 100000 members) to ensure sufficient precision in measuring the mean linear response. This ideal response operator has been developed by Gritsoun and Dymnikov [10] , and has been used for validation of classical FDT response for various chaotic dynamical systems in [16] . For extensive description and numerical algorithms for the ideal response operator, see [10, 16] . The numerical parameters for FDT simulations for the AL96 model essentially follow those used in the climatological study of the L96 and AL96 models in Section 3:
• Anti Lorenz 96 (AL96) model from (3.3);
• Dimension of the model N = 5;
• Two different vector-valued response functions are studied: linear response function A( x) = x, and nonlinear response function
• Values of forcing F = 6, 8, 12, 16;
• 4th order Runge-Kutta time integrator;
• Discrete time step ∆t = 1/64;
• Time averaging window for qG-FDT, ST-FDT and hA-FDT responses is T = 500000 time units;
• Spin-up time T 0 = 10000 time units is skipped before computing averages to let the numerical trajectory land on the attractor;
• The response is measured for constant small external forcing;
• Ensemble size for the ideal response is 100000 members.
As stated above, all response operators are computed for constant small external perturbations, and therefore we display the qG-FDT, ST-FDT and hA-FDT linear response operators from formulas (2.34), (2.26) and (2.43), respectively, rather than their convolution kernels in more general formulas for arbitrary time-and space-dependent external perturbations. Also observe that while the theory in Section 2 is developed for a scalar response function A( x), the tested response functions above are vector-valued. As a result, the linear response operator R(τ ) becomes a matrix, rather than being vector in Section (2), which is a simple and straightforward generalization of scalar linear response function onto vector-valued response. However, since the AL96 model is translationally invariant (given its periodic boundary conditions), the columns of all linear response operators translate into each other along the main diagonal. Thus, rather than displaying linear response operators as matrices with translationally invariant columns, we show their middle (i.e. 3rd for N = 5) columns, which correspond for response to unit external forcing at the middle coordinate. This is done to aid visualization and simplify comparative analysis of performance for different response operators. Additionally, validation of ideal response operators is done at the end of Section 4. The time scale for linear response measurements is appropriately rescaled by the energy of perturbations like in Chapter 2 of [16] , to ensure consistent response time scales for different dynamical regimes regardless of their mean energy.
Quantification of errors
In addition to visual representation of discrepancy between the ideal response operators and different FDT linear response operators, we need a systematic way to quantify these errors. There are two distinct aspects of error quantification.
• The first aspect, which is the most obvious, is a bulk error between responses computed at different coordinates x j for a given forcing, which can be quantified by a simple error norm, for example, Euclidean L 2 -norm. The L 2 -error between an FDT and ideal operator is defined as
where · denotes the norm generated by the standard Euclidean inner product.
• The second, less obvious aspect, is the similarity, or physical correlation between two response operators, which signifies the error in location of a response, rather than its strength. In a number of practical geophysical applications, predicting the correct location of some phenomena is often more important than predicting their magnitude at the same location [9] . In order to address the physical correlation, or similarity, between the two responses, we introduce a special physical space correlation function, which is defined as
where (·, ·) is the standard Euclidean inner product. Thus, the L 2 -error as defined in (4.1) indicates the bulk discrepancy between the FDT and ideal operators, whereas the Corr function as defined in (4.2) signifies the collinearity of the two operators. The value of 1 of the Corr function indicates complete collinearity between the two operators (without the regard of their magnitudes, which could be very different), and the value of 0 indicates complete decorrelation. Negative values of the physical correlation function provide the evidence that the two responses are anti-correlated.
Both methods of error estimation are utilized to capture different aspects of approximation by the various FDT approximations to the ideal response.
Comparison of FDT methods for a linear response function
Here we compare different methods for FDT linear response for a simple vector-valued response function A( x) = x. the weakly chaotic regime F = 6 (where the quasi-Gaussian approximation is not expected to work well). For more chaotic dynamical regimes, F = 8, 12, 16, the superiority of the hA-FDT over qG-FDT for longer times tends to diminish, which can be explained by the fact that the classical qG-FDT approximation becomes more robust as the dynamical regime becomes more chaotic (for extensive details see Chapter 2 of [16] ).
In addition to displaying the response operator profiles in Figures 4.1, 4 .2, 4.3 and 4.4, we also summarize the L 2 -errors of the qG-FDT, ST-FDT, and hybrid A-FDT operators in Table 4 .1, whereas their physical correlations are displayed in Table 4 .2. One can observe that the ST-FDT method is superior to both qG-FDT and hA-FDT methods for times T = 2 and T = 5, both in L 2 -error, where the improvement is 2-3 times compare to hA-FDT and qG-FDT (Table 4 .1) and physical correlation (Table 4. 2). As for the hA-FDT method, it produces smaller errors (by a factor of 3-4) than the qG-FDT method in the weakly chaotic dynamical regime F = 6 for all times T = 2, 5, 10, 20, and better physical correlation with the ideal response in the same regimes for T = 2, 10, 20. In the regime F = 8 the hA-FDT produces smaller errors for all times (by a factor of 2-3) than the qG-FDT method, however the qG-FDT method produces slightly better correlation (although both methods are fairly well correlated). For more chaotic dynamical regimes F = 12 and F = 16, the hA-FDT method produces smaller errors (by 20-30%) for longer times T = 10 and T = 20, but, like for the F = 8 regimes, the physical correlation with the ideal response is better for the qG-FDT method.
Overall, the three methods have cleanly defined advantages before each other: the ST-FDT method is superior in all respects but for short times, the hA-FDT dominates in dynamical regimes with weaker chaos for longer times, whereas the qG-FDT tends to perform better in strongly chaotic regimes for longer times.
Comparison of FDT results for a quadratic response function
Here we compare different methods for FDT linear response for a simple quadratic vectorvalued response function blowup. The hA-FDT method appears to be superior to the classical qG-FDT method for all times, T = 2, 5, 10, 20, in the weakly and moderately chaotic regimes F = 6 and F = 8. For more chaotic dynamical regimes, F = 12 and F = 16, qG-FDT is generally better than hA-FDT.
In addition to displaying the response operator profiles in Figures 4.5, 4 .6, 4.7 and 4.8, we also summarize the L 2 -errors of the qG-FDT, ST-FDT, and hybrid A-FDT operators in Table 4 .3, whereas their physical correlations are displayed in Table 4 .4. One can observe that the ST-FDT method is superior to both qG-FDT and hA-FDT methods for the shortest time T = 2 both in L 2 -error, by a factor of 3-4 (Table 4. 3), and physical correlation (Table 4.4). As for the hA-FDT method, it produces smaller errors (by a factor of 2-3) than the qG-FDT method in the weakly and moderately chaotic dynamical regimes F = 6 and F = 8 for all times T = 2, 5, 10, 20, and better physical correlation with the ideal response in the same regimes for all times. For more chaotic dynamical regimes F = 12 and F = 16, the qG-FDT method produces smaller errors and better correlations than the hA-FDT method.
Like in Section 4.1, here for the quadratic response function the three methods have cleanly defined advantages compared with each other: the ST-FDT method is superior in all respects for sufficiently short times, the hA-FDT dominates in dynamical regimes with weaker chaos for longer times, whereas the qG-FDT tends to perform better in strongly chaotic regimes for longer times.
Linearity validation for the ideal response
To confirm the validity of the results above, we need to ensure that the ideal response itself is sufficiently linear. The reason why it can be nonlinear (mainly for longer times) is because, as outlined above in the beginning of this section, the ideal response is the actual measured response of nonlinear dynamics to small external forcing, developed by Gritsoun and Dymnikov [10] . Thus, in order for the ideal response to exhibit linearity, the external forcing, from which it is measured, must be sufficiently small. In order to ensure sufficient linearity of the ideal response, we compare two ideal responses measured for two different magnitudes of external forcing (for details, see Chapter 2 of [16] ). The error between these two ideal responses is, thus, directly related to nonlinearity in the ideal response. Here we choose two magnitudes of small external forcing for computing the ideal response: δf 1 = 0.02F and δf 2 = 0.05F , where F is the constant forcing parameter in (3.3). In addition to displaying the response operator profiles for comparison, we also compute the L 2 -errors between two ideal responses. The L 2 -error between two ideal response operators R 1 and R 2 is defined as in (4.1).
Here, for simplicity in exposition, we only report on the linearity of the ideal response for two dynamical regimes: the least chaotic and mixing F = 6 and the most chaotic and mixing F = 16. The profiles of the ideal responses are shown in Figures 4.9 and 4 .10, for time snapshots T = 2, 5, 10, 20 (here the time is counted from the moment the external forcing has been turned on). As we can see, the two ideal responses with different external forcings Table 4 .5. Here we can see that the errors between the two linear operators systematically grow in time, although even for the relatively long time, T = 20, the errors are small. 
Summary
In the present work we develop and test two new approaches for predicting linear response of a chaotic nonlinear dynamical system with forcing and dissipation to small external perturbation through long-term observations of behavior of the unperturbed model. Both approaches are based on an appropriate version of the fluctuation-dissipation theorem, which is suitable for predicting the response for systems with Sinai-Ruelle-Bowen equilibrium probability measures whose solutions often live on chaotic fractal attractors. The theoretical background and derivation for both methods can be found in Section 2. The first, more simple, and also more general approach is called the short-time FDT (ST-FDT), and is a direct generalization of the classical fluctuation-dissipation theorem for a dynamical system with arbitrary long-time equilibrium state. The ST-FDT method is tailored to work with a general chaotic dynamical system due to the fact that no prior assumption is made on the equilibrium state of the dynamical system, but has an intrinsic numerical instability because of exponentially growing tangent map of a chaotic dynamical system due to positive Lyapunov exponents. The latter disadvantage limits the ability of the ST-FDT method to predict the response to rather short times, bounded by the reciprocal of the magnitude of the largest Lyapunov exponent.
The second, more sophisticated approach, is called the hybrid Axiom A FDT (hA-FDT). As follows from its name, it is based on the assumption of uniform hyperbolicity of the set of nonwandering points of the flow (which constitutes the essence of Smale's Axiom A), which allows to split the tangent bundle to the flow in the proximity of the attractor uniformly into three subspaces, associated with positive, negative and zero Lyapunov exponents. This splitting allows one to avoid the exponential blow-up of the tangent map along uniformly expanding subspace associated with positive Lyapunov exponents by "integrating by parts" the chunk of the linear response operator corresponding to the expanding subspace, thus eliminating numerical instability [20] . Here, a hybrid Axiom A FDT method is suggested, where the expanding part of the linear response operator is replaced with the classical quasi-Gaussian FDT formula, restricted to the expanding subspace via standard geometric formulas. The hybrid A-FDT approximation retains the original A-FDT approximation [20] on the fractal dissipative directions of the attractor. There are substantial numerical issues in calculating the unstable response formula directly for Axiom A attractors while most geophysical systems of interest are not likely to have Axiom A attractors anyway, so the hybrid A-FDT approximation is a useful one.
Both methods are tested, compared with the classical quasi-Gaussian FDT (qG-FDT) formula and verified against the ideal directly measured response for a simple chaotic AL96 model with 5 degrees of freedom. The AL96 model is essentially the modified Lorenz 96 model with forcing and dissipation where the nonlinear part of the model assumes opposite sign. Despite its simplicity and low dimension, it is demonstrated in Section 3 that the AL96 model has remarkable mixing properties even in weakly and moderately chaotic regimes, which makes it an ideal toy model for testing new FDT methods. Oddly, the 5-mode original Lorenz 96 model (L96) does not exhibit such robust mixing properties for the same range of dynamical regimes, while being slightly more chaotic than the AL96 model, which is also documented in Section 3.
The results of systematic testing of the ST-FDT, hA-FDT and qG-FDT methods for the 5-mode AL96 model are shown in Section 4. Two simple vector-valued response functions were chosen for testing: the linear function A( x) = x and A i ( x) = x 2 i , which represent responses of climatological mean state and variance, respectively. Also, while A( x) = x is a linear function, A i ( x) = x 2 i is nonlinear, which can make a substantial difference for response errors, as explained at the end of Chapter 2 of [16] . All FDT methods are tested for four dynamical regimes of the AL96 model with different degree of chaos: weakly chaotic F = 6, moderately chaotic F = 8, and two strongly chaotic regimes F = 12, 16. The following trends were observed in the behavior of the ST-FDT, hA-FDT and qG-FDT methods:
• ST-FDT method. For short times, the ST-FDT response formula is vastly superior to either the qG-FDT or the hA-FDT responses, for both the linear response function A( x) = x and the nonlinear response function A i ( x) = x 2 i . The reason for such behavior is that the short-time FDT method is a generalization of both the classical qG-FDT and hA-FDT, which does not imply anything about the structure of the equilibrium state beyond irreducibility, and thus is expected to work for a huge variety of dynamical systems, while qG-FDT and hA-FDT involve various approximations. However, the inherent numerical instability of ST-FDT manifests itself at later times, which is clearly observed in Section 4 when for later times the errors of ST-FDT are several orders of magnitude larger than those for hA-FDT and qG-FDT.
• hA-FDT method. The hybrid A-FDT formula is clearly superior to the qG-FDT formula for longer times in all dynamical regimes F = 6, 8, 12, 16 for the linear response function A( x) = x and the dynamical regimes F = 6, 8 for the quadratic response function A i ( x) = x 2 i . Moreover, for less chaotic dynamical regimes F = 6, 8 the hA-FDT method is vastly superior to the qG-FDT method for longer times. This can be attributed to the fact that for less chaotic regimes the response from the stable directions becomes more important, and thus the hA-FDT, correctly capturing the response from the stable directions, provides better overall precision than the qG-FDT formula. This is a direct confirmation of the earlier observation in Chapter 2 of [16] , where prediction of the qG-FDT deteriorates significantly for a 40-mode Lorenz 96 model as values of the forcing F descend into less chaotic regimes, and it was observed that this failure occurs mainly on linearly stable Fourier modes which have higher chance to align with the uniformly contracting subspace on the attractor.
• qG-FDT method. For longer times, the qG-FDT formula is marginally better than the hA-FDT formula only in the most chaotic and mixing dynamical regime F = 16. This can be attributed to the fact that for this dynamical regime the contribution from contracting directions of the tangent bundle is negligible compared with the expanding directions, and the fact that the qG-FDT formula does not capture the response from the stable directions does not affect the results too much. Also, the fact that hA-FDT is inferior to qG-FDT for the regime F = 16 despite using the same classical FDT formula for the expanding subspace part of the response, suggests that the 5-mode AL96 system does not satisfy the Axiom A, and thus the dimension and span of the expanding subspace are not captured correctly everywhere on the attractor.
Generally, it appears that each FDT method studied here tends to occupy its own "niche" where it performs better than its siblings for various reasons. While the ST-FDT method, being the most general of the three, performs significantly better for short times, the strong side of the hA-FDT method is predicting the response for longer times in weakly and moderately chaotic regimes, where neither ST-FDT nor qG-FDT methods work well. The qG-FDT method, despite its simplicity, holds its own in strongly chaotic regimes for longer times. Future research in this direction will be centered at testing the three methods for more sophisticated models with large-scale features of the real atmosphere and climate, like the 40-mode Lorenz 96 model, and more realistic T21 truncation of the barotropic quasi-geostrophic equations on the sphere with realistic orography and forcing. Also, given the outstanding performance of the hA-FDT for weakly and moderately chaotic regimes for longer times, it is interesting to develop a robust numerical method to compute the true Axiom A response directly through calculating spatial derivatives of the tangent map as outlined in Section 2. Should such a method be developed in the future, it would be extremely important to study its behavior for similar environment.
where Q i is the orthogonal matrix and R i is the upper-triangular matrix with nonnegative diagonal entries. Then, T i∆t is replaced with Q i in (A.1) at each step of numerical integration, which effectively eliminates exponential growth of the solution for (A.1), since columns of Q i are always unit vectors. Now, starting at m time steps, after n time steps the tangent map T The formula in (A.3) helps to avoid computing (A.1) separately for each point x(t) on the trajectory, allowing to have only one instance of the numerical implementation for (A.1) running at any time. Apparently, Q 0 = I, since it is the initial condition at time zero. The set of upper-triangular matrices R m+n , . . . , R m+1 stores the magnitudes of growth and decay of Lyapunov directions of T t x from the time step m till the time step m + n, whereas the orthogonal matrices Q m , Q n store the rotation (or twisting) of those directions.
B Numerical algorithm for projection operators
In this section we describe how to compute the expanding, neutral and contracting projection operators P + , P 0 and P − . The technical difficulty here is that the subspaces E + , E 0 = f and E − are typically far from being orthogonal in the Euclidean metric, and thus it is not possible to compute operator P + separately from either P 0 or P − . Before we proceed further, let us introduce a suitable set of notations regarding spanning sets of E + , E 0 and E − :
1. Let N + and N − denote the dimension of expanding subspace E + and E − , respectively, with an obvious relation N + + N − + 1 = N, where N is the total dimension of the phase space. 
B.1 Computation of expanding spanning vectors
The evolution equation for a spanning vector e + k along the trajectory x(t) happens to be the same as the one for the tangent map in (A.1). Since at a discretization time step i the solution of (A.1) is given by the orthogonal matrix Q i from (A.2), the first N + columns of Q i are automatically the orthogonal spanning vectors e + k . This algorithm also happens to be extremely tolerant to numerical errors, since projections of e + k onto E − (which are errors) decay exponentially fast.
B.2 Computation of contracting spanning vectors
We compute a numerical approximation for e − k using the method suggested in [5] . Denoting by D i the result of setting all off-diagonal entries in R i from (A.2) to zero, we consider the following matrix: (the placement of brackets defines the ordering for the matrix multiplication to avoid numerical instability). Following Eckmann and Ruelle [5] , in the limit as n → ∞, the last column of E n spans the fastest decaying Lyapunov subspace at the time step m, the last two columns span the second fastest decaying Lyapunov subspace, and so forth. Thus, if the dimension of E − is N − , then the last N − columns of E n span E − at the time step m in the limit as n → ∞. Although these columns are not orthogonal, there is an easy method to construct an orthogonal basis for E − from E n using QR-decomposition. LetẼ n denote the matrix which is a result of column rearrangement of E n from (B.1) in reverse order, such that the first column of E n is the last inẼ n , the second column of E n is the second-to-last inẼ n , and so forth. Then we perform the QR-decomposition onẼ n :
Now first N − columns of Q m Q E are the orthogonal vectors e − k for the contracting subspace E − at the time step m. In practice it is not possible to set n in (B.2) to ∞, however for finite n the approximate basis should be good for at least the time scale of n∆t, which allows to control the precision by choosing sufficiently large n.
B.3 Explicit formulas for projection operators
As we mentioned before, subspaces E + , E − and unit vector e 0 are not orthogonal in general. In order to compute the projection of an arbitrary small forcing δ f onto any spanning vector correctly, we have to know all spanning vectors e + k and e − k for E + and E − , respectively (which are computed via the algorithms above), and also vector e 0 . In order to write all the formulas in a more efficient manner, we will introduce N vectors a k , 1 ≤ k ≤ N, such that The reason we introduce the notation a k is that it allows to integrate together the notations for e Thus, the projection operator P k onto a k is
where A −1 k denotes the k-th row of A −1 . The operators P + , P − and P 0 are then
