We present results of a joint theoretical and experimental investigation of electron scattering from the 4s 2 1 S ground state of zinc. The 4s4p 1 P o and 4s5p 1 P o differential cross sections were measured at scattering angles between 10°and 150°and electron-energies of 15, 20, 25, 40, and 60 eV. Corresponding convergent closecoupling calculations have been performed and are compared with experiment.
I. INTRODUCTION
Electron scattering from zinc has been the subject of renewed interest over the last few years due the possibility of using zinc as a replacement for mercury in high-pressure discharge lamps ͓1͔ and the associated requirement for accurate collision data. The aim of our joint experimental and theoretical research program is to provide a data set of reliable e-Zn collision data. We start with an investigation of the strongest and consequently the most important excitation processes involving excitation of the 1 P o states from the ground state.
There are only a few reported experimental studies for excitation of the 1 P o states of zinc. The 4 1 P o excitation function has been measured recently by Shpenik et al. ͓2͔ from threshold to 15 eV and was found to be in good agreement with earlier measurements of the optical excitation function by the same group ͓3͔. Williams and Bozinis ͓4͔ presented differential cross sections ͑DCS's͒ at a single incident electron energy of 40 eV. More recently the DCS's for 1 S-1 P o excitations at small scattering angles were reported by Panajotović et al. ͓5͔ and found to be in rather poor agreement with the earlier measurements ͓4͔.
Theoretical results for 1 P o excitations are even more scarce. Kaur et al. ͓6͔ have applied the relativistic distortedwave approximation ͑RDWA͒ to calculate 4 1 P o DCS at 10, 20, and 40 eV. These calculations proved to be in poor agreement with the latest DCS measurements ͓5͔. A detailed study of low-energy elastic scattering and excitations has been conducted recently by Zatsarinny and Bartschat ͓7͔ using an R-matrix method, presenting the energy dependence of the angle-integrated cross sections. Comparison of the R-matrix results with the 4 1 P o measurements of Shpenik et al. ͓2͔ indicated a significant discrepancy.
The purpose of this paper is to present a joint experimental and theoretical study of 1 P o excitations in zinc with the aim of addressing the present disagreement between theory and experiment. We report on extending the earlier low-angle measurements of Panajotović et al. ͓5͔ to intermediate and large scattering angles which allows for a significantly more stringent test of the theoretical methods. Additionally, convergent close-coupling ͑CCC͒ calculations of e-Zn scattering were conducted and compared with experimental data. The CCC calculations will also independently verify the lowenergy R-matrix results of Zatsarinny and Bartschat ͓7͔ and extend theoretical predictions to larger incident electron energies.
The paper is organized as follows. In Sec. II we present details of the experimental method, and in Sec. III the CCC calculations are described. Section IV presents the discussion of the results, and in Sec. V we formulate the conclusions and indicate future directions. Atomic units are used throughout the paper unless specified otherwise.
II. EXPERIMENTAL METHOD
The apparatus is the same as the one used to determine e-Zn small-angle DCS's ͓5͔. It consists of a conventional crossed-beam electron spectrometer with the basic design described by Chutjian ͓8͔. Briefly, hemispherical energy selectors in both the monochromator and analyzer are made of molybdenum, while all cylindrical lenses are made of goldplated OFHC copper. The "zoom" lens is placed at the exit of monochromator in order to provide constant focus in the energy range from 10 to 100 eV. The residual magnetic field in the interaction region was less than 0.1 T achieved by double -metal shielding. The primary electron current was in the range from 10 to 50 nA. The analyzer could be rotated from −30°to +150°with respect to the primary electron beam.
The energy scale was calibrated by measuring the position of the resonance feature in the elastic scattering attributed to the threshold energy for the excitation of the 4 3 P state of Zn at 4.03 eV. In order to observe this resonance structure, it was necessary to achieve the energy resolution of 40 meV. The uncertainty in the energy scale was 300 meV. The position of the zero-scattering angle was determined before each angular distribution measurement by checking the symmetry of the scattered electron signal at positive and negative angles with respect to the unscattered electron beam. The uncertainty in angular scale was 0.5°while overall angular resolution of the present experimental setup was 1.5°. *Electronic address: d.fursa@murdoch.edu.au
To produce a metal-vapor beam from ultrapure zinc granules, we used a resistively heated oven made of titanium. The oven nozzle aspect ratio was 0.075. Monitoring of temperature at the bottom and at the top of the crucible was necessary to provide stable conditions for the target beam. Higher temperature at the top end protected the nozzle from clogging, while constant temperature at the bottom ͑670 K͒ provided the effusive atomic flow. The corresponding metalvapor pressure was approximately 10 Pa while the background pressure was kept below 5 mPa. 
III. CALCULATION METHOD
Zinc can be accurately modeled as an atom with two active valence electrons above an inert ͓Ar͔3d 10 core. The CCC method for electron scattering from quasi-two-electron atoms has been detailed by Fursa and Bray ͓9͔, and its applications to alkali-earth atoms ͑Be, Mg, Ca, Sr, Ba͒ and Hg have been presented in Refs. ͓10-14͔. Here we give only details specific to e-Zn scattering and present some recent modifications to the CCC method.
Zinc wave functions have been obtained using the same procedure as applied to other quasi-two-electron atoms ͓9͔. Specifically, we used a large set of Laguerre functions for l ഛ 3 to diagonalize the one-electron Zn + Hamiltonian. The number of orbitals, N͑l͒, and exponential falloffs ␣͑l͒ are ͑27,2.3͒, ͑28,2.1͒, ͑27,1.7͒, and ͑23,1.4͒. A phenomenological one-electron polarization potential with Zn 2+ core static dipole polarizability ␣ c = 2.6 ͓15͔ and cutoff radius r c = 1.53 has been added to Zn + Hamiltonian in order to model core excitation processes. We retain only nine lowest s and p orbitals, eight lowest d orbitals, and five lowest f orbitals starting from the valence n = 4 shell. The above one-electron orbitals are used to construct a set of all allowed two-electron antisymmetric configurations of the form 4snl and 4pnЈlЈ, which amounts to 206 configurations. These configurations are used in the configuration-interaction expansion to obtain Zn atom wave functions. We modify the electron-electron interaction by adding a two-electron polarization potential with ␣ c = 2.6 and cutoff radius r c = 2.18 in order to further model core polarization effects. The cutoff radius r c of one- and two-electron polarization potentials has been varied independently to obtain the best fit of the Zn ionization potential and optical oscillator strength for the resonant 4s4p
In Table I we present ionization energies of negativeenergy states, relative to the ground state of the Zn + ion for the present CCC calculations. We find very good agreement with experimental data for singlet and triplet S, P, and D symmetries up to the n = 6 shell and for F symmetry up to the n = 5 shell. These negative-energy states represent an accurate approximation to the corresponding bound states of the Zn atom. The rest of the negative-energy states together with positive-energy states are the so-called pseudostates and represent a square-integrable representation of the remaining Zn bound states and the continuum, respectively. The maximum energy of the positive-energy states obtained in our calculations is about 14 eV. This, from our experience, is sufficient to model scattering flux to the most important ionization channels.
It is vital, particularly in the context of the present study, to ensure that the optical oscillator strengths ͑OOS's͒ are calculated accurately within the Zn structure model. The experimental value for the 4s4p 1 P o -4s 4 1 S transition is 1.47 ͓16͔ and for the 4s5p 1 P o -4s 4 1 S transition it is 0.122 ͓17͔. These agree well with our results of 1.47 and 0.11, respectively. These were calculated in the length form using the modified form of the dipole operator ͓9͔.
The scattering calculations have been performed using the momentum-space formulation of the close-coupling method as described elsewhere ͓9,18͔. The important modification implemented in the present study deals with the issue of numerical stability of the solution of the LippmannSchwinger equations for the T matrix. It is well known that these equations lead to a nonunique half-on-shell T matrix ͓19,20͔ although the on-shell T matrix is unique. This property of the Lippmann-Schwinger equation can often lead to a loss of accuracy for calculated on-shell T-matrix elements. The best way to resolve such problems is to modify the kernel of the T-matrix equations in order to project out the nonunique solutions. This approach was implemented for scattering from quasi-one-electron atoms by Bray ͓21͔. In the case of quasi-two-electron atoms Fursa and Bray ͓18͔ have used a similar technique for the special case of the frozencore model of helium. We have generalized this technique to the case of an arbitrary number of core electrons. In the present case two cores ͑4s and 4p͒ were used. This technique requires the generation of all possible configurations for a given set of one-electron orbitals and specified core orbitals. It is also required that all target states obtained from the diagonalization of the target atom Hamiltonian be included in the scattering calculations which is the reason why such a large number of target states ͑206͒ are included in the present close-coupling calculations.
IV. RESULTS
Our new measurements have been performed at 15, 20, 25, 40, and 60 eV for the 4s4p 1 P o excitation and at 20, 25, and 40 eV for the 4s5p 1 P o excitation. Present experimental DCS's for both transitions are normalized to the earlier measurements ͓5͔ at 10°since the measurements ͓5͔ were done in the range from 1 ͑2 for the 5 1 P͒ to 12°. Thus determined absolute DCS's are presented in Table II for the 4s4p 1 P o excitation and Table III for the 4s5p 1 P o excitation. We also present in Table IV an estimate of the integrated cross sections for both transitions obtained by integrating over an appropriately extrapolated and interpolated combined DCS data set from the present and earlier low-angle measurements. For extrapolation from 150°to 180°, we have used the CCC-calculated DCS profiles since good agreement in shape exists between theory and experiment.
The DCS's for the 4s4p 1 P o excitation from the ground state of zinc are presented in Figs. 1 and 2 , and 3 for incident electron energies from 10 eV to 100 eV. The right panels of the figures give the low-angle behavior of the cross sections. Our new measurements are compared with the earlier lowangle data of Panajotović et al. ͓5͔ and the measurments of Williams and Bozinis ͓4͔ at 40 eV. The experimental results are compared with the present CCC calculations and the results of the RDWA calculations ͓6͔. The DCS values of Williams and Bozinis ͓4͔ are systematically higher than our measurements at all scattering angles. At small scattering angles the difference is about a factor of 2 and it increases to nearly a factor of 10 at large scattering angles. The CCC calculations agree well with the low-angle measurements of Panajotović et al. ͓5͔ across all incident electron energies. At larger scattering angles the agreement between the present measurements and CCC calculations is not perfect. In particular, at 40 eV there is nearly factor of 3 discrepancy at about 90°. The RDWA-calculated values are systematically higher than both the experimental and CCC data. At small scattering angles the RDWA calculations are about a factor of 2 higher, which is likely related to less accurate Zn wave functions ͑larger OOS value of 1.8͒ in RDWA calculations. However, the large discrepancies both in the DCS shape and absolute values ͑factor of 10͒ at larger scattering angles suggest that channel coupling effects are playing a major role. This is not surprising as the 4s4p 1 P o DCS is strongly forward peaked and drops by five orders of magnitude as the scattering angles increase and therefore is particularly sensitive to the details of the theoretical model in the region of small cross sections.
In Fig. 4 we present the DCS's for excitation of the 4s5p 1 P o state at 20, 25, and 40 eV incident electron energies. We compare the new measurements and CCC results with low-angle measurements of Panajotović et al. ͓5͔ and, at 40 eV, with the data of Williams and Bozinis ͓4͔. As the value for the 4s5p 1 P o -4s 2 1 S transition OOS in the CCC calculations ͑0.11͒ is somewhat smaller than the experimental value of 0.122 ͓17͔ we expect that the low-angle CCC DCS's would somewhat underestimate the experimental low-angle EXCITATIONS OFDCS's ͓5͔. However, we find that the CCC results are larger than the experimental DCS's at 20 eV, with agreement improving as the incident electron energy increases to 25 eV, with perfect agreement achieved at 40 eV. This is most likely related to the difficulty in normalization of the experimental DCS's ͓5͔. The DCS values measured by Williams and Bozinis ͓4͔ at 40 eV are significantly higher than our values over the entire range of scattering angles.
We present the integrated cross sections ͑ICS's͒ for excitation of the 4s4p 1 P o state in Fig. 5 . The present experimental and CCC ICS results are compared with the experimental data of Shpenik et al. ͓2͔ , the 40 eV value of Williams and Bozinis ͓4͔, and B-spline R-matrix calculations ͑BSRM͒ of Zatsarinny and Bartschat ͓7͔. We find very good agreement between the CCC and BSRM results for incident electron energies below the ionization threshold ͑9.4 eV͒ while there are some minor discrepancies at larger energies. The agreement between both calculations and the experimental data of Shpenik et al. ͓2͔ is excellent at energies below 7.5 eV. At around 7.5 eV the experimental data show a stronger drop in the ICS's than do the CCC and BSRM calculations. This leads to a substantial disagreement between the theoretical and experimental ICS's as the incident energy increases. However, the present experimental ICS's are in good agreement with the data of Shpenik et al. ͓2͔ at 15 eV, while at higher energies the agreement with the theoretically predicted ICS's is within experimental error. The apparent disagreement between the present 15 eV CCC and experimental ICS's is somewhat unexpected given the good agreement between the CCC and low-angle data of Panajotović et al. ͓5͔ . The reason for the disagreement is the large contribution from intermediate scattering angles where agreement is not perfect. The 40 eV value of Williams and Bozinis ͓4͔ is too high as expected from the DCS results.
In the context of disagreement between the theoretical calculations ͑CCC and BSRM͒ and experiment of Shpenik et al. ͓2͔ it is worthwhile to make a few comments on the the similarities and differences in the CCC and BSRM calculations. The BSRM calculations make use of zinc wave functions which are very similar to those used in the present CCC calculations for low-energy target states. However, a significant difference exists in the description of high-lying negative-energy states and pseudostate representation of the target continuum ͑see Table I in this paper and Table 1 of Zatsarinny and Bartschat ͓7͔͒ with the present structure model having a larger number of states in the continuum. Another important difference between CCC and BSRM calculations is that the BSRM calculations directly include excitations out of the 4d 10 core in the target structure and scattering calculations while the present CCC calculations make use of phenomenological polarization potentials to model core polarization effects. The CCC and BSRM calculations, therefore, differ substantially in both the zinc structure model and method of scattering calculation. The very good agreement between these two calculations, in particular below the ionization threshold, is very encouraging and lends credit to the reliability of the theoretical results.
Finally, in Fig. 6 In Figs. 5 and 6 we also present ICS results from the first Born approximation ͑FBA͒ as obtained in the present Zn structure model. We find unusually large differences between the FBA and close-coupling results starting from near threshold ͑5.8 eV͒ up to 80 eV. This is an indication of the nonperturbative nature of the excitation process for these transitions and has a number of implications. The validity region FIG. 5 of the first-order theoretical methods ͑RDWA, for example͒ is at higher than usual incident electron energies, as confirmed by the rather poor DCS agreement between the RDWA and CCC results at 40 eV in both shape and absolute values. It also affects the validity of a commonly used normalization procedure for experimental relative DCS's using extrapolation of the generalized oscillator strength ͑GOS͒ to the optical limit ͓22͔. In Fig. 7 we have presented GOS for the 4s4p 1 P o -4s 2 1 S transition obtained in the CCC calculations at 80, 40, 25, and 15 eV together with the GOS obtained using the FBA. We can see that the CCC results for all energies lie well below the FBA result. Linear extrapolation of any of the CCC-calculated GOS curves to zero momentum transfer ͑q =0͒ does not lead to the optical oscillator strength value ͑1.47, indicated by the solid circle in Fig. 7͒ . Williams and Bozinis ͓4͔ have used this method to put onto the absolute scale their relative DCS measurements for the 4s4p 1 P o and 4s5p 1 P o transitions, which we suspect leads to a large normalization error. Felfli and Msezane ͓23͔ have suggested to use the forward-scattering function ͑FSF͒, presented in Fig. 7 , to normalize the relative experimental DCS's. Such normalization was applied to the low-angle measurements of Panajotović et al. ͓5͔ ͑40 eV data are presented in Fig. 7͒ and clearly this is a significant improvement over extrapolation to zero momentum transfer. For the FSFbased normalization procedure to be reliable, the FSF curve should pass though the CCC-calculated GOS at minimum momentum transfer for each incident electron energy. However, examination of Fig. 7 shows that this occurs only at 15 eV, while at larger incident electron energies there is a systematic disagreement of the order of 10%.
V. CONCLUSIONS
We have performed measurements of the DCS for excitation of the 4s4p 
