Abstract This paper is interested in gaining insights of approximate expressions of the bifurcating periodic solutions in a neuron model. This model shares the property of involving delay-dependent parameters. The presence of such dependence requires the use of suitable criteria which usually makes the analytical work so harder. Most existing methods for studying the nonlinear dynamics fail when applied to such a class of delay models. Although Xu et al. (Phys Lett A 354:126-136, 2006) studied stability switches, Hopf bifurcation and chaos of the neuron model with delay-dependent parameters, the dynamics of this model are still largely undetermined. In this paper, a detailed analysis on approximation to the bifurcating periodic solutions is given by means of the perturbation approach. Moreover, some examples are provided for comparing approximations with numerical solutions of the bifurcating periodic solutions. It shows that the dynamics of the neuron model with delay-dependent parameters is quite different from that of systems with delay-independent parameters only.
Introduction
Since the seminal work for Hopfield neural networks in Hopfield (1982) , the nonlinear dynamical behaviors (including stability, instability, periodic oscillatory and chaos) of neural networks without or with delay have received increasing interesting due to their promising potential applications in many fields such as signal processing, pattern recognition, optimization and associative memories. Some important results have been reported. See (Gopalsamy and He 1994; Bélair et al. 1996; Wei and Ruan 1999; Liao et al. 2001a; Guo and Huang 2004; Cao and Song 2006; Cao and Xiao 2007) and the references therein. It is well known that neural networks are complex and large-scale nonlinear dynamical systems, while the dynamics of the delayed neural networks are even rich and more complicated (Wu 2001) . In order to obtain a deep and clear understanding of the dynamics of neural networks, many researchers have focused on the studying of simplified systems. One of usual ways is to investigate the delayed neural networks models with two, three or four neurons, see (Kaslik and Balint 2009; Ruan and Fillfil 2004; Zhu and Huang 2007; Yu and Cao 2006) . It is expected that we can gain some light for our understanding about the large networks by discussing the dynamics of networks with small number of neurons.
In Gopalsamy and Leung (1997) , considered the following single neuron model of integro-differential equation with dynamical threshold effect as follows: dxðtÞ dt ¼ ÀxðtÞ þ af xðtÞ À b measure of the inhibitory influence from the past history, c is a off-set constant, s is time delay which denotes the response time of an action. The term x(t) in the argument of function f(Á) in Eq. 1 denotes self excitations. K : ½0; þ1Þ ! ½0; þ1Þ is a continuous delay kernel function. Some necessary and sufficient conditions for the existence of globally asymptotically stable equilibrium of Eq. 1 are derived by Lyapunov's method (Gopalsamy and Leung 1997) .
In particular, if the kernel functions is a Dirac delta function of the form KðsÞ ¼ dðs À sÞ; s [ 0; ð2Þ then system (1) is changed into the following model with a discrete delay s dxðtÞ dt ¼ ÀxðtÞ þ af xðtÞ À bxðt À sÞ À c ½ :
Pakdaman and Malta (1998) complemented the study of the asymptotic behavior and delay-induced oscillations of neuron system (3). Moreover, Ruan et al. (2001) studied the stability and Hopf bifurcation of this model by means of the Lyapunov functional approach. Liao et al. (2001b) discussed chaotic behavior of this model with nonmonotonously increasing activation function. The system parameters are constants independent of time delay in all of the aforementioned studies on Eq. 3. However, memory performance of the biological neuron usually depends on time history, and its memory intensity is usually lower and lower as time is gradually far away from the current time. It is easy to conceive that these neural networks may involve some delay-dependent parameters. The presence of such dependence often greatly complicates the task of an analytical study of such model. Most existing methods for studying bifurcation fail when applied to such a class of delay models. Compared with the intensive studies on the neuron models with delay-independent parameters, little progress has been achieved for the systems that have delaydependent parameters.
In Xu et al. (2006) , considered system (3) with c = 0 and parameter b depending on time delay s described by
where l [ 0; a [ 0; f 2 C 3 ðRÞ; s ! 0 is the time delay and b(s) [ 0, which is called memory function, is a strictly decreasing function of s. A detailed analysis on the stability switches, Hopf bifurcation and chaos of system (4) with delay-dependent parameters is given in Xu et al. (2006) . Moreover, the direction and the stability of the bifurcating periodic solutions are obtained by the normal form theory and the center manifold theorem.
However, in almost all studies (Wei and Ruan 1999; Liao et al. 2001a, b; Guo and Huang 2004; Cao and Xiao 2007; Kaslik and Balint 2009; Yu and Cao 2006; Xu et al. 2006) , the center manifold theorem and the normal form theory introduced in Hassard et al. (1981) are used to determinate the bifurcating periodic solutions and the stability and directions of the Hopf bifurcation. As the center manifold procedure is much complicated, Campbell (1995) refers to it as ''algebraically daunting''. Recently, the perturbation method has shown the efficacy in studying the local dynamics near a Hopf bifurcation (Wang and Hu 2003) . The idea of using the perturbation method on bifurcation problem in DDEs was first introduced by Casal and Freedman in 1980 . Compared with the classical normal form theory, the perturbation method has the following advantages (Yu and Leung 2003) : (1) The perturbation technique combines the center manifold theory and the normal form theory in one unified procedure through a perturbation procedure; (2) The technique determines a unique normal form; (3) The perturbation procedure does not increase the number of the equations to be solved in each perturbation order; (4) The approach, unlike other methods which need to solve differential equations, needs to solve only algebraic equations; (5) The method generates explicit solutions for both the normal form and associated nonlinear transformation; (6) The technique uses one constant nonlinear transformation for all equations, which is convenient in applications; (7) The approach is computationally efficient.
Thus, here we attempt to develop the perturbation method to study the dynamic behavior in neuron model (4) which has delay-dependent parameters. It should be noted that although the stability and directions of the Hopf bifurcation have been determined in Xu et al. (2006) , explicit solutions for bifurcating oscillations have not been studied. In this paper, a detailed analysis on approximation to the bifurcating periodic solutions is given by means of the perturbation approach. Moreover, some examples are provided for comparing approximations with numerical simulations of the bifurcating periodic solutions.
Hopf bifurcation of system (4)
In this section, we consider the Hopf bifurcation of system (4).
Let 
If y Ã denotes an equilibrium of system (5), then it satisfies the following equation (Xu et al. 2006) :
Remark 1 The linearized analysis about the equilibrium y * is highly not trivial due to the fact that y * explicitly depends on the delay s and exists just up to a finite value of s.
The results of Hopf bifurcation for neuron system (4), obtained in Xu et al. (2006) , are summarized here for completeness and convenience.
Theorem 1 (Xu et al. 2006 ) For system (4), assume f(0) = 0. Then a Hopf bifurcation occurs from trivial equilibrium, when the delay, s, passes through the critical value, the zeros s j of the functions S j ðsÞ ¼ s À s j ðsÞ; j ¼ 0; 1; 2; . . .;
where The direction and the stability of the bifurcating periodic solutions are also obtained in Xu et al. (2006) .
Remark 2 For neuron model (4) with delay-dependent parameters, it has been proved in Theorem 1 that Hopf bifurcation may occur as delay s passes through a critical value, where a family of periodic solutions bifurcate from equilibrium. It should be noted that although the stability and directions of the Hopf bifurcation have also been determined in (Xu et al. 2006) , explicit solutions for bifurcating oscillations have not been studied.
Approximating expressions of the bifurcating periodic solutions
In Xu et al. (2006) , some conditions which guarantee that the neuron model (4) undergoes a Hopf bifurcation at s = s 0 are obtained. In this section, we will use the perturbation approach (Gopalsamy 1996) to derive the approximating expressions of the periodic solutions bifurcating from equilibrium near the critical value of s 0 .
By the translation uðtÞ ¼ yðtÞ À y Ã , Eq. 5 becomes (Xu et al. 2006) :
whose linearization is (Xu et al. 2006) :
where
Then the characteristic equation of 8 is (Xu et al. 2006 ):
where a 1 and b 1 (s) are given in (9).
Suppose that k ¼ ix 0 ðx 0 [ 0Þ is a root of the characteristic Eq. 10 corresponding to the linearization of system (5) when s = s 0 , then
Separating the real and imaginary parts, we have
Hence,
Suppose that the characteristic Eq. 10 corresponding to the linearization of system (5) has a pair of purely imaginary
Re dk ds À Á j s 0 6 ¼ 0 and the remaining characteristic roots at s 0 have negative real parts.
We proceed to calculate the bifurcating periodic solution of system (5) by means of perturbation approach in Gopalsamy (1996) . We first rescale the variable t by setting s = x()t, where is a small positive number so that solutions which are 2p/x periodic in t will correspond to solutions which are 2p periodic in s. Therefore, system (5) can be rewritten as Applying Taylor expansion to the right-hand side of system Eq. 14 at the equilibrium leads to a functional differential equation as
where the definition of a 1 and b 1 (s) are the same as those in (9) 
The solution of Eq. 15 can be expressed in the form of a perturbation series where
with the obvious definition of u 0 , u 1 , u 2 , .... The periodic solutions of the nonlinear system (15) will have their periods depending on the parameter s. Hence, we perturb both the frequency and delay as follows:
From (17) and (18), one can obtain uðs À xsÞ ¼ u 0 ðs À xsÞ þ 2 u 1 ðs À xsÞ
in which
Remark 3 The present perturbation approach starts with an expression Eq. 17 of u(s) in terms of a power series for that quantifies the deviation from the exactly solvable problem. Also, delay term u(s -xs) in the right side of (15) can be expanded in the power series for . Compared with the model without delay, the presence of delay term u(s -xs) may increase the cost of huge analytical algebra for this perturbation approach.
We note that all u i (s) are 2p periodic in the variable s. Supplying these expansions into system (15) and using (17-19), we can obtain the following equations by equating the coefficients of the various terms involving powers of . It is found that u 0 (s) is governed by
Remark 4 It should be noted that the delay-dependent parameter b 1 (s) should be expanded in Taylor's series at s = s 0 . The presence of delay-dependent parameter usually makes the analytical work so harder. In what follows, the delay-dependent parameters b 2 (s) and b 3 (s) also should be expanded in Taylor's series at s = s 0 .
The system (20) is the same as the linearized system (8). In order To find a 2p periodic solution of (20), we let
where A 0 and B 0 are not necessarily independent constants. We supply this u 0 in (20) and solve for the two unknown quantities. Using Eq. 12, we can find that A 0 and B 0 can be arbitrary. For the sake of easy calculation in the later stages, we impose the initial condition u 0 (0) = 0 and u 0 0 (0) = 1 to get that u 0 ðsÞ ¼ sin s:
The term u 1 (s) in the perturbation is governed by
Inserting it into Eq. 22 and using Eq. 12, we can obtain the equation about sins; coss; sinð2sÞ and cosð2sÞ:Comparing the corresponding coefficients of 2 , we can then get the values of the unknown parameters
where 
Substituting u 2 (s) into Eq. 15 and using appropriate triangle transformation, we can obtain the following equation about sin s; cos s; sinð2sÞ; cosð2sÞ; sinð3sÞ, and cosð3sÞ:
À2x 0 D 2 sinð2sÞþ3x 0 E 2 cosð3sÞ À3x 0 F 2 sinð3sÞ Comparing the coefficients of sin s; cos s; sinð2sÞ; cosð2sÞ; sinð3sÞ; and cosð3sÞ in Eq. 26, we have the expression of A 2 , B 2 , C 2 , D 2 , E 2 , F 2 , and G 2 . Moreover, After finding the perturbed parameter values, we can write down the approximate solution of Eq. 4 as
where u 0 (s) and u 1 (s) are given in Eqs. 21 and 23, respectively, and s % s 0 þ 2 s 2 which implies that the parameter s 2 determines the direction of the Hopf bifurcation and x 2 determines the period of the bifurcating periodic solutions. Now, we summarize the above analysis in the following:
Theorem 2 For system (4), the following results hold: Remark 5 Compared with the classical normal form theory, the perturbation method is more efficient and convenient in determining the bifurcating periodic solutions and the stability and directions of the Hopf bifurcation. Moreover, the approximate expressions of the bifurcating periodic solutions can also be derived by perturbation method.
Numerical simulations
In this section, we will give a critical comparison of the present approximate result (28) For the first bifurcating point s 01 = 0.763, using Eqs. 13 and 27, we have x 0 = 2.5483, x 2 = -5.601, and s 2 = 1.787 [ 0. Note that since s 2 [ 0, the Hopf bifurcation is supercritical, and the bifurcating periodic solutions exist at least for the value of s slightly larger than the critical value s 01 . Figure 1 shows that a family of periodic solutions bifurcate from the trivial equilibrium when s = 2 [ s 01 . In addition, an approximation to the bifurcating periodic solution of system (14) with the above parameters near s 01 is given by and an approximation to the periodic solution of system (29) 
If we choose s = 2 which is near s 01 , we can estimate = 0.832 \ 1. Thus, for approximate solution (30), the contribution of the first order term in dominates well above the contribution of the second order term in . We plot approximate analytical solution (30) and the corresponding numerical solution for different time interval in Fig. 2 . In Fig. 2a-d From Fig. 2a, b , we find the approximate analytical solutions agree nicely with those of the numerical counterpart for small times notably for t [ [0, 100]. In Fig. 2c, d , the phase deviation of the perturbation solution from the numerical one is approximately 10%. The deviation arises with the increase of time due to the violent behavior of the solution near the critical value s 01 . This deviation can be reduced if the higher order terms (beyond the second order) in in Eq. 17 are taken into consideration. Thus, for large time, we have to consider more higher order terms in the power series for till a convergence is reached.
Similarly, for the second bifurcating point s 02 , we obtain x 0 = 0.3237, x 2 = 0.1534, and s 2 = -4.3468 \ 0. Then the Hopf bifurcation is subcritical, and the bifurcating periodic solutions exist for s \ s 02 . Figure 3 displays that a family of periodic solutions bifurcate from the trivial equilibrium when s = 8 \ s 02 . The approximation to the bifurcating periodic solution of system (14) near s 02 is given by 
We assume s = 8 which is near s 02 , and plot approximate analytical solution (31) and the corresponding numerical solution for different time interval in Fig. 4 . In Fig. 4a , we take t [ [0, 250] . It is observed that the approximate solution is not quite consistent with those of the numerical results obtained by the fourth-order Runge-Kutta method.
Note that the deviation between the two solutions increases for t [ [250, 500] in Fig. 4b . Maybe the deviation results from the more violent behavior of the solution near the second bifurcation point s 02 , which is far away from the first bifurcation point s 01 . It is possible to obtain more precise approximation by choosing proper initial condition and considering more higher order terms. Admittedly, the approximate solution presented in this paper is not always sufficiently accurate. The approximate solution in Fig. 2a, b is quite accurate. On the other hand, the approximate solution in Fig. 2c, d and Fig. 4 is less reliable. The approximate solution in Fig. 2c, d and more accurate than the one near the second bifurcation point s 02 . It is because, the oscillatory dynamics near the first bifurcation point s 01 is more complicated than the one near the second bifurcation point s 02 .
Conclusion
The perturbation method introduced by Casal and Freedman in 1980 has been applied to a neuron model with delaydependent parameters (Xu et al. 2006 ) which has bifurcating periodic solutions. Although the presence of delay-dependent parameters often greatly complicates the task of analytical study of such delay systems, and most existing methods for studying the nonlinear dynamics fail when used to such a class of delay models, the approximate analytical solution (28) of bifurcating oscillator is obtained by using a complete perturbation analysis. Importantly, the present approximate analytical solution near the first bifurcation point agrees nicely with those numerical solutions for small time. Therefore, the present approach is not merely a supplementary one, rather, it stands on its own. The present perturbation approach starts with an expression (17) for the desired solution in terms of a power series in some ''small'' parameter that quantifies the deviation from the exactly solvable problem. The leading term in this power series is the solution of the exactly solvable problem, while further terms describe the deviation in the solution, due to the deviation from the initial problem. The periods of the periodic solutions are depended upon the delay. Hence, we also perturb both the frequency x and delay s as Eq. 18. In this paper, u 0 (s) is the known solution to the exactly solvable initial problem and u 1 (s), u 2 (s), … represent the higher-order terms which may be found iteratively by some systematic procedure. For small these higher order terms in the series become successively smaller. The approximate ''perturbation solution'' is obtained by truncating the series, by keeping only the first two terms, the initial solution and the ''second order'' perturbation correction:
where u 0 (s) and u 1 (s) are given in Eqs. 21 and 23, respectively, and % ffiffiffiffiffiffiffi sÀs 0 s 2 q : For the sake of simplicity, more higher-order terms beyond the second order term in are completely avoided. The solution, of course, is obtained up to the second order in . Nevertheless, the present approach is also useful to obtain the solution for higher orders in .
The approximate perturbation solution presented in this paper has a great deal of academic interests. The second order perturbation solution has been assessed analytically by comparing successive terms in the power series expansions for , numerically by solving the governing equation by means of an explicit fourth-order accurate Runge-Kutta method. The series method for the approximate solution of the present problem depends on the choice of the initial conditions. The accuracy of the perturbation method is found to be very goo d by using appropriate initial conditions. Moreover, the accuracy of the perturbation solution increases with the order of the power series in . The perturbation solution may be more reliable if we consider more terms beyond the second order term in Eq. 17. Again, the solutions for higher orders may be achieved at the cost of huge analytical algebra. It has been shown that the approximate perturbation solutions near the first bifurcation point agree with those found in the numerical simulations for small times notably for t \ 100. On the other hand, the approximate perturbation solutions are less reliable when t [ 100.
Recently, there has been interest in determining analytical and approximate solutions to ordinary differential equations (Ramos 2010; Mandal 2005 ) and delay-differential equations (Wang and Hu 2003; Gopalsamy 1996) . It should be noted that unlike models used in the study of approximate solutions in previous literatures, our neuron model comprises some delay-dependent parameters, which greatly complicates the task of perturbation analytical study of such model.
In the present paper, an approximate expression of the bifurcating periodic solution is given for a neuron system in presence of delay-dependent parameters. For the simplicity of the calculation, the inclusion of second order term in is incorporated. The inclusion of higher order terms would definitely be a hard one to be achieved. To have some feelings about the present approximate solution, we have displayed few numerical results. A critical comparison of our analytical result with the results obtained by an exact numerical method is exhibited. It is observed that the present approximate solution is quite accurate in some cases.
