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Decoherence-free propagation and ramification of a solitary pulse in a superconducting circuit
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Using a microscopic master equation to account for the environmental effects, we compute the decoherence
culminated during the propagation of a microwave pulse of arbitrary shape through a superconducting qubit.
It is shown that the qubit decoherence vanishes and the pulse shape remains absorption-free when the latter
adopts a soliton shape with npi area. Otherwise, the environmental feedback decelerates the velocity of the
soliton envelop and induces an monotonic increase of phase in the microwave. A pulse of non-npi area thus
ramifies into a transparent part that travels decoherence-free at incident velocity and a slowing part that decays
through space. The ramification explains the environmental origin of pulse splitting observed in self-induced
transparency.
I. INTRODUCTION
Superconducting circuit systems comprising one or a few
qubits are controlled by microwave pulses. When coupled
with a cavity field residing in a coplanar stripline resonator,
these qubits form a pulse-controlled circuit quantum electro-
dynamic (cQED) system [1, 2], which serves as the founda-
tion of solid-state entanglement generation [3, 4] and quan-
tum computing [5, 6]. For examples, resonant and dispersive
square pulses with appropriate lengths are transmitted to read
out qubit states [7]; Gaussian pulses are used to perform x-
and y-rotations to achieve GHZ states [8]. In general, the en-
veloping shapes of the microwave pulses are proven to be piv-
otal to the desired operations on the qubits [9, 10].
A natural question to ask then is whether microwave pulses
can be used to eliminate decoherence. There had been mul-
tiple approaches that targets qubit decoherence. First, the
problem is algebraically approached through decoherence-
free subspaces [11], which is implemented in a superconduct-
ing circuit using Purcell effect [12]. The second approach
is device-based, where the anharmonicity of the qubit is fine
tuned through, for instance, the introduction of transmon [13].
The latter can prolong the decoherence times to over 2µs [14].
In this article, we take a third quantum-optical approach to de-
termine the circumstance when the decoherence of a qubit can
be removed through the interaction of a solitary microwave
pulse with the qubit in a superconducting circuit.
Since a superconducting qubit when biased to an opti-
mal operation point (e.g. reduced flux f = 1/2) is essen-
tially a two-level atom, many optical effects induced by atom-
field interactions, such as electromagnetically induced trans-
parency [15] and parametric amplificataion [16], also apply to
qubits on a superconducting circuit [17]. The closest analo-
gous study to the scenario considered here that occurs in natu-
ral atomic systems is the propagation of narrow pulses in res-
onant atomic media [18], for which the effect of self-induced
transparency (SIT) is a prime manifestation [20, 21]. Never-
theless, the relative scale of a microwave pulse with respect
to a superconducting qubit is incommensurable to that of an
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optical pulse with respect to an atomic medium. For exam-
ple, SIT regards an optical narrow pulse as those widths at
half height being much shorter than the length of the atomic
medium (e.g. 7 nsec pulses in a 1 mm Rb-sample at den-
sity n = 1011cm−3 [22]). In contrast, a microwave pulse at
nanosecond range [7] translates to a length of centimeter range
when propagating in a silicon-substrated circuit and facing a
qubit typically measures at only 300µm [16]. The scenario is
illustrated in Fig. 1.
Therefore, the scenarios of SIT and the microwave prop-
agation through a qubit are analogous although the roles of
the field and the medium are switched due to their relative
length scales. At resonance, the traveling pulse is similarly
described by an inhomogeneous Maxwell equation, with the
inhomogeneous term contributed by the polarization of the
medium, i.e. the density matrix of the qubit. Neverthe-
less, we introduce a microscopic adiabatic master equation
approach to depict the time evolution of the qubit, taking all
decoherence effects into account, in contrast to past analy-
ses where T1 and T2 relaxation times are assumed infinite
to simplify calculations [19, 21]. We analytically solve the
master equation to trace the qubit decay through a complex
decoherence factor, whose real and imaginary parts corre-
spond to the dephasing and the longitudinal relaxation sus-
ceptible by the qubit. A hypersecant solution is found to as-
sociate with a microwave propagation of no absorption by the
qubit. More importantly, during the transparent propagation,
the culminated longitudinal relaxation of the qubit also van-
ishes while the transverse relaxation is determined by an inte-
gral formula. Zero-dephasing evolution during propagation
is theoretically obtainable when the spectral distribution of
the reservoir becomes orthogonal to the sinusoids of the pulse
phase. The absorption-free propagation is similar to SIT but
the decoherence-free propagation has not been discovered be-
fore.
Consequently, solving for the envelop of the pulse shows
that a non-transparent pulse experiences a reduced propaga-
tion velocity while its energy is absorbed. Hence, an arbitrary
solitary pulse is ramified into a hypersecant part which trav-
els at the incident velocity and a remainder part whose travel
is dragged by environmental feedbacks. Therefore, the mi-
croscopic approach here points out the thermal environmental
2FIG. 1. Illustration of the model (not drawn to scale): a supercon-
ducting qubit (detail circuit model shown in the inset, typical dimen-
sion measured at 300µm for a transmon qubit [16]) in the vicinity
of a coplanar waveguide (black core line surrounded by dark gray
ground strips) facing a traveling microwave field (envelop drawn in
orange, wavelength measured at 2 cm for a typical 5 GHz microwave
on a silicon substrate).
origin of pulse splitting observed in SIT [21, 22] and provides
clues for decoherence control using microwave pulses in su-
perconducting circuits. We begin the study by describing the
qubit-pulse interaction model in Sec. II and follow with the
derivation of the decoherence factor in Sec. III. The full solu-
tions of the pulse envelop and phase are presented in Sec. IV
along with the discussion of pulse ramifications, before a con-
clusion is given in Sec. V.
II. QUBIT-PULSE INTERACTION IN THERMAL
ENVIRONMENT
We begin the derivation by assuming the electric field of an
incident microwave pulse take the form
E(x, t) = E(x, t) cos [ϕ(x, t) − kx+ ωt] (1)
where E(x, t) and ϕ(x, t) denote, respectively, its envelop and
phase during its traveling along a waveguide. ω denotes the
frequency and k the associated wavevector of the carrier wave.
In Eq. (1), x and t denote laboratory spatial and time coordi-
nates but they are customarily compressed [18, 23] into the
single variable τ = t − x/v of local time under the refer-
ence frame that travels along with the wavefront. Since dis-
persive effects are not considered, the velocity v of the wave-
front is assumed constant v = ω/k throughout the propaga-
tion and the electric field becomes a single-variant function
E(τ) = E(τ) cos [ϕ(τ) + ωτ ] undering the traveling refer-
ence frame. The system, illustrated in Fig. 1, is described by
the time-dependent Hamiltonian (~ = 1)
HS(τ) =
ω0
2
σz + µE(τ) [σ+ + σ−] (2)
where ω0 and µ are the transition frequency and the effec-
tive dipole moment, respectively, of the qubit. In other words,
E(τ) is non-zero during the propagation of the pulse through
the qubit; otherwise, E(τ) vanishes, letting the qubit evolve
freely and the pulse travel freely.
This semiclassical Hamiltonian is diagonalizable through
the dressed states
|ν+(τ)〉 = e
−iϕ(τ) cos θ(τ) |e〉 − sin θ(τ) |g〉 , (3)
|ν−(τ)〉 = e
−iϕ(τ) sin θ(τ) |e〉+ cos θ(τ) |g〉 (4)
for the eigenvalues Ω± = ±
√
δ2 + (µE)2 in the rotating
frame eiωτ of the microwave carrier. The transformation an-
gle
θ(τ) =
1
2
tan−1
µE
δ
(5)
depends on the qubit-field detuning δ = ω0 − ω. When the
pulse is not overlapping with the qubit, the two dressed states
assume the asymptotic |e〉 or |g〉 of the bare states.
The environmental effects to the qubit are modeled
on a multi-mode-resonator bath with free Hamiltonian
HB =
∑
j ωja
†
jaj . Paired with the diagonalized H
′
S =
Ω+ |ν+〉 〈ν+| − Ω− |ν−〉 〈ν−|, the universe has the Hamilto-
nianH = H ′S +HB +HI, where the system-bath coupling is
the tensor product
HI = hS ⊗ hB = [|e〉 〈g|+ |g〉 〈e|]⊗
∑
j
gj(aj + a
†
j). (6)
Since the system eigenstates does not remain static but rather
follow the change in the amplitude of the microwave pulse,
the basis for system-bath coupling should align with the time-
dependent basis in Eqs. (3)-(4) to take into account of dressed
relaxations [15, 24]. While the dressed system and the bath
mutually affect each other during the process of qubit-field
interaction, the evolution is adiabatic on the system side [25].
That is, following the reference frame of the transient pulse,
we consider the evolution of the system density matrix ρ′ =
UadρU
†
ad under the interaction picture, where
Uad(τ) = |ν+(τ)〉 〈ν+(0)| e
−iφ+(τ)
+ |ν−(τ)〉 〈ν−(0)| e
−iφ−(τ) (7)
denotes the unitary matrix during the adiabatic evolution up
to time τ . In Eq. (7),
φ±(τ) =
ˆ τ
τ0
ds [Ω±(s)− i 〈ν±(s)|ν˙±(s)〉] (8)
expresses the total phase, i.e. both the dynamic (the first term)
and the geometric phase (the second term), culminated in each
dressed state.
Our considerations begin with the Liouville equation for the
system density matrix ρ in the Schroedinger picture, which
reads
dρ′
dτ
= −
ˆ τ
τ0
ds 〈[HI(τ), [HI(s), ρ
′(τ) ⊗ ρ˜]]〉 (9)
where the integral corresponds to the first nontrivial term in
the perturbative expansion of time-ordered evolution of the
universe. The density matrix ρ˜ of the bath will be partial-
traced out when taking the ensemble average. This integral
3represents the memory effect of the bath onto the system dur-
ing the propagating of the pulse through the qubit under the
Born-Markov approximation. Expanding the double commu-
tator will give four terms involving both τ and τ ′. Those re-
lated to the bath part only involves double-time correlations
when taking the trace and read [25]
〈hB(τ)hB(τ − τ
′)〉 =
〈hB(τ)hB(τ − τ
′)〉
∗
=
∑
j
g2j e
−iωjτ
′
. (10)
Those related to the system can be considered separately. Fol-
lowing the method [26], the memory effect can be recorded
by reversing the direction of time (τ ′ → τ − τ ′) such that
Uad(τ − τ
′) = exp {iτ ′HS(τ)}Uad(τ).
III. DECOHERENCE FACTOR
Expanding the commutators and tracing out the bath oper-
ators in the Liouville equation yields the microscopic master
equation in the Lindblad form
dρ
dτ
= −i [HS, ρ] + γ(Ω) sin
2 ϕ
×
[
σˆ−ρσˆ+ −
1
2
{σˆ+σˆ−, ρ}
]
(11)
after converting to the Schroedinger picture. The Pauli ma-
trices are hatted to indicate that the dressed basis is assumed,
e.g. σˆx = |ν+(τ)〉 〈ν−(τ)| + |ν−(τ)〉 〈ν+(τ)|.
γ(Ω) = 2π
∑
j
g2j δ(ωj − Ω) (12)
denotes the spectral density distribution of the bath stemming
from the integration, which is essentially the Fourier trans-
form of Eq. (10). The detailed derivations of Eq. (11) is given
in Appendix A The effect of an incident pulse on the qubit
is reflected in its polarization P (τ) = µtr {(σˆx)ρ(τ)} as a
time-dependent response to the pulse, where the trace is taken
over the dressed system basis. From Eq. (11), one can derive
that P (τ) = µF exp i{ϕ + ωτ}/2 + h.c. where F indicates
a complex factor with the real and imaginary parts
ℜ{F} = 1− e−Γ(τ), (13)
ℑ{F} = −e−Γ(τ)/2 sin
ˆ τ
τ0
Ω(s)ds. (14)
In the two parts of the factor,
Γ(τ) =
ˆ τ
τ0
ds γ(Ω) sin2 ϕ (15)
converts the spectral function γ(Ω) into the time domain to
determine the effective decay in the response of the polariza-
tion. It can be regarded as the bath-spectrum-weighted trans-
form of Eq. (12) and thus a decay factor corresponding to the
bath correlations prescribed in Eq. (10).
Equipped with the expression of P (τ) = P (t − x/v), we
can determine how the microwave pulse responds to the qubit
and when its propagation can be decoherence-free. Consider
the standard Maxwell equation
∂2E
∂t2
+ κc
∂E
∂t
− c2
∂2E
∂x2
= −
1
ǫ0
∂2P
∂t2
(16)
where κ is the classical decay factor of the electric field. Since
E(t) assumes the form of Eq. (1), in which the envelop E(t)
and the phase ϕ(t) are the slow variables compared to ω,
and the precession of P (t) follows F(t), which is also slow
compared to ω, the terms not on the order of ω can be ig-
nored [21, 27] after substituting the expressions of E(t) and
P (t) into the derivatives and Eq. (16) can be linearized. Com-
paring the coefficients of the carrier ei(ϕ+ωt−kx) and its con-
jugate, we obtain the coupled equations
E
(
1
v
−
1
c
)
dϕ
dτ
=
µk
2ǫ0
ℜ{F}, (17)
(
1
v
−
1
c
)
dE
dτ
= −
µk
2ǫ0
ℑ{F}, (18)
about the envelop and the phase, respectively, under the local
time frame τ = t− x/v. In the equations, v is the velocity of
the envelop wavefront and not necessarily equal to the phase
velocity c. The detailed derivations are given in Appendix B.
With Eqs. (17) and (18), it becomes clear that the factor F
affects the envelop E(t) only through its imaginary part and
the phase ϕ(t) through both its real and imaginary parts. For
E(t), the effect from F is the decoherence imposed by the
environment through the factor e−Γ(t)/2. With the precedent
sinusoidal factor, decoherence would vanish when the integral´
Ω(τ)dτ is an integer multiple of π. Note that at qubit-pulse
resonance, Ω(t) reduces to µE(t). That means, omitting the
classical decay occurring in the waveguide owing to κ, the en-
velop would retain its shape during the propagation as long as
the enveloping area of the pulse is an integer multiple of π.
This phenomenon exactly coincides with the observations of
self-induced transparency. In addition, E(t) not only preserves
its energy after traveling through the qubit, but makes the
qubit immune from the environment. That is, the decoherence
factor vanishes along with the sinusoidal factor, showing an
nπ-pulse would propagate absorption-free and decoherence-
free simultaneously. Consequently, the master-Maxwell equa-
tion pair given by Eqs. (11) and (16) serves as a microscopic
foundation of SIT effective for one single artificial atom and
inclusive of environmental effects.
IV. DECOHERENCE-FREE PROPAGATION AND
RAMIFICATION
To find a general solution to Eq. (18) for E(t) with arbitrary
initial area, we converts the integro-differential equation of E
into the second-order differential equation
A¨ = M2e−Γ/2 sinA (19)
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FIG. 2. Plot of the pulse envelop E(τ ) scale to arbitrary unit as a
function of local time τ = t − x/v , illustrating the scenario of
pulse ramification. The single pulse at the initial moment τ = 0
splits into one 2pi-pulse traveling decoherence- and absorption-free
and one non-npi-pulse attenuating over time. System parameters are
taken from experiments of superconducting qubit circuits.
of the enveloped area A(τ) = µ
´ τ
τ0
ds E(s) up to the wave-
front, which is a pendulum equation augmented with a decay
factor. We have used M =
√
µ2kcv/2ǫ0(c− v) to abbrevi-
ate the equation. Note that when the spectral function γ(Ω)
happens to be orthogonal to sin2 ϕ, Γ vanishes by definition,
in which case even the dephasing reduces to zero according
to Eq. (13). However, for most models of thermal bath, such
as the ohmic and the sub-ohmic, the spectral function is an
exponential of Ω and thus would not make Γ vanish in gen-
eral. If the qubit is initially assumed to be totally inverted
with ρ(0) = |e〉 〈e|, the diagonal elements of ρ(t) determined
by the master equation (11) would only retain terms propor-
tional to e−Γ/2. Therefore, we see that nonvanishing Γ leads
to finite dephasing to the qubit as a dipole moment.
To find the analytic expression for A, the pendulum
equation is first reduced to the first-order equation: A˙ =
2Me−Γ/4 sin(A/2), showing that 2nπ-pulses experience
transparent transmission in addition to being free from deco-
herence. For pulses of arbitrary enveloping area, we retain the
phase variable ϕ in the expression of Γ(τ) and solve Eq. (19)
formally as a pendulum equation. The envelop E(τ) as a time
derivative of A reads
E (τ) =
4M
µ
e−Γ(τ)/4sechM
(ˆ τ
τ0
ds e−Γ(s)/4 + τD
)
,
(20)
where τD is a delay time. Note that Eq. (20) retains the char-
acteristic hypersecant hump of a soliton. The environment
culminates an attenuation on the pulse peak amplitude and a
variable time duration in the temporal argument, the latter of
which affects the traveling speed of pulses of different areas.
The derivation process of Eq. (20) is given in Appendix C.
The manifestation of the environmental effects depends on
the knowledge of the spectral density γ(Ω) to determine the
decay factor Γ(τ). Without knowing its exact expression, we
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FIG. 3. The effect of the variation of pulse phase ϕ(t) over time is
shown by the carrier wave under the typical hypersecant envelop of a
soliton pulse. The blue curve for a pulse with finiteϕ(t) is set against
a yellow curve for a constant phase and shows that its oscillations are
completed in advance to pulses free from environmental effects.
give a numerical simulation of the E(τ) evolution during the
first moments of qubit-pulse interaction by making the follow-
ing assumptions: (i) change ofΩ(τ) during the pulse-qubit in-
teraction is small relative to the bare qubit level spacing, thus
adiabatic approximation is valid; and (ii) the change of phase
ϕ(τ) is small over the course of interaction. The latter as-
sumption is correlated to the former, it will be evidence by the
simulations to be given. It follows that the integrand ofΓ(τ) in
Eq. (15) can be regarded as constant 4C0 under the slow vari-
ation, which allows the approximation Γ(τ) ≈ 4C0(τ − τ0)
and leads to an exponential decay of the pulse peak in Eq. (20)
(the scale factor 4 is added to simplify expressions below).
Under such premise, the integral in Eq. (20) is computed
numerically, giving rise to the propagation of a decaying pulse
as illustrated in Fig. 2 Note that E(τ) under the local time
frame τ would appear simply as a decaying envelop peaking at
τ = 0. To appreciate the propagation process in the figure, we
have returned the reference frame to the separate laboratory
axes x/v and t, where parameters are set to values accessible
by typical qubits in superconducting circuits: ω = 5GHz and
a Q-factor of 103 [16, 28]. Since τ0 is an arbitrary initial time
point, it is set to zero to simplify the analysis.
We observe that a pulse of arbitrary enveloping area rami-
fies into two: one of area a multiple of 2π travels freely, shown
as one ridge that converges to a constant height, and one of
non-integral area attenuates over t, shown as the other ridge
in Fig. 2. Following the wavefronts of the two peaks, one ob-
serve that the slopes of their projections onto the x-t plane dif-
fers. The one traveling decoherence-free pertains to a constant
slope and therefore travels at a constant velocity of light while
the other has a curving slope. The separation of wavefronts
increases monotonically over time, showing that the attenu-
ating pulse is decelerating. This can be proved analytically
by taking the τ -derivative of the argument of the hyper-secant
function in Eq. (20), giving the velocity v exp{−C0(t− t0)}.
The approximations taken in giving Fig. 2 is essentially a
first-order perturbative expansion of E(τ), from which the en-
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FIG. 4. The pulse envelop area A(τ ) (solid curves and scaled on the
left axis) and the pulse carrier phase ϕ(τ ) (dashed curves scaled on
the right axis) are plotted as functions of local time τ over the same
duration for the spectral densities γ = 4C0 = 5MHz (blue curves),
50MHz (yellow curves), 100MHz (red curves), and 150MHz (black
curves).
velop and phase governed by Eqs. (17)-(18) are decoupled.
Consequently, the dynamic phase accumulated when propa-
gating through the qubit is computed by integrating Eq. (17),
which reads
ϕ(τ) = ϕ0 +M
ˆ τ
τ0
ds e−C0(s−τ0) sinh {2C0(s− τ0)}
× cosh
{
−
M
C0
(
e−C0(s−τ0) − C0τD − 1
)}
(21)
The second term contributed by the environment feedback
generates an advancement to the phase. Using the same sys-
tem parameters as in Fig. 2, the integrals of Eq. (21) can be
numerically computed, giving rise to the typical carrier wave
oscillations as plotted in Fig. 3, where the phase advancement
over a duration of 20 periods is shown against a carrier of no
phase variation.
Since the three factors in the integrands of Eq. (21) are
either exponential or variants of exponential functions, the
phase culminated on a pulse is a monotonically increasing
function of time. This is evidenced by the plots of ϕ(τ) given
as dashed curves in Fig. 4 for four different constant spec-
tral densities γ. The rate of phase accumulation increases
along with the increment of γ when Γ, regarded as a mea-
sure of rate of feedback from the environment is accordingly
increased. The envelop areaA(τ) computed from the integral
of E(τ) in Eq. (20) is plotted in the same figure, showing that
the area variation accentuates on the range of time where the
phase variation is minimal, thereby ratifying the assumptions
we took above when arriving at the explicit solution of E(τ).
V. CONCLUSION
To conclude, we have taken an adiabatic master equation
approach to analyze the propagation of a pulse through an en-
vironmentally coupled qubit. The qubit would be free from
decoherence when the pulse area is nπ. Further, when an
othorgonal condition between the pulse phase and the bath
spectral density is satisfied, the dephasing vanishes and thus
relaxation times T1 and T2 become essentialy infinite. It is
also proved that when not vanishing the thermal environment
is responsible for inducing pulse ramifications which are fre-
quently observed in self-induced transparency experiments.
The approach has also enabled us for the first time to com-
pute analytically the phase variation in the pulse during its
propagation through a two-level system. Modeled on super-
conducting qubit circuits, the exact knowledge on pulse-qubit
interactions would benefit the designs of more sophisticated
microwave control pulses for quantum information process-
ing.
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Appendix A: Adiabatic quantummaster equation
To construct a master equation for the system when tak-
ing into account the geometric phases, we consider customar-
ily a quantum heat bath consisting of a multimode resonator
HB =
∑
j ωja
†
jaj having dipole-field interaction HI =∑
j gj
(
a†j + aj
)
σx with the qubit.
Since the incident pulse with envelop E(x, t) is a weak driv-
ing field to the qubit, the qubit evolution under the coupling
strength µE could be regarded as an adiabatic process un-
der Born-Oppenheimer approximation when compared to the
thermal decoherence process under couplings {gj}. Under the
total Hamiltonian
H(τ) = H ′S(τ) +HB +HI (A1)
with H ′S(τ) + HB regarded as the free energy, the adiabatic
process is described by the master equation for the universe
U :
dU
dτ
= −
ˆ τ
τ0
ds {[HI(τ), [HI(τ − s), ρ
′(τ) ⊗ ρ˜]]} (A2)
in interaction picture. ρ˜ stands for the density matrix for
the thermal bath. The system-bath interaction HI(τ) =
Uad(τ)HIU
†
ad(τ) has been transformed to the adiabatic evo-
lution frame with the double-time transformation Uad(τ −
s) = eisH
′
S(τ)Uad(τ) being used for the historic Hamiltonian
HI(τ − s) following the convention [25, 26].
As given in Eq. (5) in the main text, the unitary transfor-
mations involve the dressed basis defined at both the initial
6moment τ0 and the current momemt τ or the historic moment
τ−s. In practice, we unify the basis reference to time τ by in-
versing eigenstate definitions of Eqs. (3)-(4), finding Eq. (7),
i.e.
Uad(τ) = |ν+(τ)〉〈ν+(τ0)|e
−iφ+(τ)
+ |ν−(τ)〉〈ν−(τ0)|e
−iφ−(τ), (A3)
based on which we can also derive
Uad(τ − s) = e
isΩ+(τ)|ν+(τ)〉〈ν+(τ0)|e
−iφ+
+ eisΩ−(τ)|ν−(τ)〉〈ν−(τ)|e
−iφ− . (A4)
During the adiabatic process, the bath variables aj and a
†
j
stay relatively static while the operator σx relevant to the sys-
tem is rotated. Therefore, the static σx in the dressed basis
reads
σx = |e〉 〈g|+ |g〉 〈e|
=− cosϕ(τ)|ν+〉〈ν+|+ i sinϕ(τ)|ν+〉〈ν−|
− i sinϕ(τ)|ν−〉〈ν+|+ cosϕ(τ)|ν−〉〈ν−|. (A5)
Then following the qubit-field interaction using the unitary
transformation Eq. (A4), the operator during the interaction
reads for any historic moment s at close resonance (Ω± =
±Ω = ±µE):
σˆx(τ − s) =U
†
ad(τ − s)σxUad(τ − s)
= − cosϕ(τ)U †ad(τ) [|ν+〉〈ν+| − |ν−〉〈ν−|]Uad(τ)
+i sinϕ(τ)U †ad(τ)
[
e−isΩ|ν+〉〈ν−| − h.c.
]
Uad(τ), (A6)
which includes the special case with s = 0.
The derivation of the microscopic master equations begins
with tracing out the bath variables in the Liouville equation
(A2) of the universe, giving
dρ′(τ)
dt
= −
ˆ τ−τ0
0
dstrB {[HI(τ), [HI(τ − s), ρ
′(τ) ⊗ ρ˜]]} ,
(A7)
where the integration limit is modified following Eq. (9). We
note that evoking the commutator generates the double-time
operators σˆx(τ)σˆx(τ − s) according to Eq. (6). Therefore,
equipped with Eq. (A6), we compute
σˆx(τ)σˆx(τ − s) =
− cosϕ(τ)U †ad(τ)σx {σˆ+σˆ− − σˆ−σˆ+}Uad(τ)
+ sin2 ϕ(τ)U †ad(τ)
{
eisΩσˆ+σˆ− + e
−isΩσˆ−σˆ+
}
Uad(τ)
− i sinϕ(τ) cosϕ(τ)U †ad(τ)
{
e−isΩσˆ+ + e
isΩσˆ−
}
Uad(τ)
(A8)
and σˆx(τ − s)σˆx(τ) = [σˆx(τ)σˆx(τ − s)]
†
. At the long-term
limit τ → ∞, Eq. (A7) expands into four terms. In dealing
with the first term, we consider
ˆ ∞
0
dstrB {HI(τ)HI(τ − s)ρ
′(τ)⊗ ρ˜}
=
ˆ
dsσˆx(τ)σˆx(τ − s)ρ
′(τ)trB {hB(τ)hB(τ − s)ρ˜}
=
ˆ
dsσˆx(τ)σˆx(τ − s)ρ
′(τ)
∑
j
g2j e
−iωjs. (A9)
Note from the expression of Eq. (A8) the double-time oper-
ator product would contribute multiple terms in the integral,
but only those with the factor ei(Ω−ωj)s would remain since
the other terms containing the fast-oscillating exponential fac-
tors would vanish after the integration over long period. Con-
sequently, since only this exponential factor involves in the
integration over the variable s, all other factors about time τ
do not participate in the integration and
∑
j
g2j
[ˆ
dsei(Ω−ωj)s
]
= π
∑
j
g2j δ(Ω− ωj) =
1
2
γ(Ω)
(A10)
where the last equation employs the definition of Eq. (12).
The integral would become
−
1
2
γ(Ω) sin2 ϕU †adσˆ+σˆ−Uadρ
′ (A11)
When applying the same arguments to the other three terms
in the expansion of the RHS of Eq. (A7), we arrives at
dρ′
dτ
= −γ(Ω) sin2 ϕ
[
1
2
{
U †adσˆ+σˆ−Uad, ρ
′
}
− U †adσˆ−Uadρ
′U †adσˆ+Uad
]
. (A12)
Finally, seeing that ρ′ = U †adρUad is given in the interaction
picture of the adiabatic evolution, we note that for the conver-
sion back to Schroedinger picture,
dρ
dτ
=
d
dτ
{
Uadρ
′U †ad
}
= Uad
dρ′
dτ
U †ad − iHSUadρ
′U †ad + iUadρ
′U †adHS
= −i [HS, ρ]− γ(Ω) sin
2 ϕ
[
1
2
{σˆ+σˆ−, ρ} − σˆ−ρσˆ+
]
,
(A13)
which is the Lindblad form of the master equation as in
Eq. (11).
Appendix B: Equations of envelope and phase
From the original Maxwell equation (16), the loss κ in the
waveguide is assumed negligible. Then the so-called slowly-
varying envelope approximation [23], that is ∂E/∂t ≪ ωE ,
∂E/∂x ≪ kE , ∂ϕ/∂t ≪ ω, and ∂ϕ/∂x ≪ k for the elec-
tric field E(t); ∂F/∂t ≪ ωF and ∂F/∂x ≪ kF for the
7polarization P (t) can be taken. Thus when substituting the
expressions of E(t) and P (t) (i.e. in the form of Eq. (1)), the
second-order partial derivates with respect to both time and
space are regarded as negligible terms in comparison to the
linear terms ∂E/∂t, etc. The Maxwell equation is essentially
reduced to a first-order PDE.
When comparing the real and the imaginary parts of both
sides of this PDE, one arrives at the coupled equations
∂E
∂x
+
1
c
∂E
∂t
= −
kµ
2ǫ0
ℑ{F}, (B1)
∂ϕ
∂x
+
1
c
∂ϕ
∂t
= −
kµ
2ǫ0
ℜ{F}
E
, (B2)
for the envelope variable and the phase variable. For the local
time τ = t−x/v, the two derivative operators on the left hand
side can be combined, i.e.
∂
∂t
+ c
∂
∂x
=
∂
∂τ
∂τ
∂t
+ c
∂
∂τ
∂τ
∂x
=
(
1−
c
v
) ∂
∂τ
, (B3)
under which Eqs. (B1)-(B2) become ODEs of one variable:
dE
dτ
=
ω
2
(
1− cv
)
ǫ0
ℑ{F}, (B4)
dϕ
dτ
= −
ω
2
(
1− cv
)
ǫ0
ℜ{F}
E
, (B5)
where the equation of E(τ) is decoupled from that of ϕ(τ).
Rearranging the factors on two sides lead to Eqs. (17)-(18).
Appendix C: Solving for envelope and phase
Noticing that the sinusoidal factor in Eq. (14) is simply
sinA, given the definition of the envelope area A, we can
write Eq. (19) as
dE
dτ
= −
µck
2(c/v − 1)ǫ0
e−Γ/2 sinA. (C1)
Recognizing dE/dτ = d2A/dτ2 and using the abbreviation
M =
√
µ2kcv/2ǫ0(c− v), we arrive at the pendulum equa-
tion
A¨ = M2e−Γ/2 sinA. (C2)
Since A¨ = dA˙/dτ = A˙
(
dA˙/dA
)
, the equation can be
rewritten as
A˙dA˙ = M2e−Γ/2 sinAdA. (C3)
Formally integrating on both sides while regarding the decay
factor Γ(τ) as a slow-varying variable compared to A(τ) un-
der a Born-Oppenheimer approximation, one gets
A˙2 = 2M2(1− cosA)e−Γ/2 = 4M2e−Γ/2 sin2
A
2
. (C4)
Then taking the square root, one arrives at a first-order equa-
tion
dA
dτ
= 2Me−Γ/4 sin
A
2
, (C5)
whereby the sinA/2 factor can be moved to LHS and we can
formally solve for A:
ln tan
A
4
= M
ˆ τ
τ0
e−Γ/4ds+ C (C6)
where τ0 is an arbitrary initial time of integration and C is the
integration constant. Hence,
tan
A
4
= C exp
{
M
ˆ τ
τ0
e−Γ/4ds
}
(C7)
and letting A0 = A(τ0) shows C = tanA0/4. Abosrbing C
into the exponential, we can simplify the above into
tan
A
4
= exp
{
M
ˆ τ
τ0
e−Γ/4ds+ τD
}
(C8)
where τD =
1
M ln tanA0/4 can be regarded as
the delay time. Then, using the identity sin 2θ =
2
[
tan θ + (tan θ)
−1
]−1
, Eq. (C5) can be written as
dA
dτ
= 4Me−Γ/4sech
{
M
ˆ τ
τ0
e−Γ/4ds+ τD
}
, (C9)
which gives Eq. (20).
For the phase ϕ(τ), we substitute the decay factor Eq. (13)
into Eq. (17) to get
dϕ
dτ
=
µck
2E(c/v − 1)ǫ0
(
1− e−Γ
)
=
M2
µE
(
1− e−Γ
)
,
(C10)
which is an integro-differential equation, considering the ex-
pression of E in Eq. (20). Like described in the text, we sim-
plify the consideration by reducing Γ(τ) to a linear depen-
dence on time, writting Γ(τ) = 4C0(τ − τ0) and hence
ˆ τ
τ0
e−Γ(s)/4ds =
ˆ τ
τ0
e−C0(s−τ0)ds
= −
1
C0
[
e−C0(τ−τ0) − 1
]
. (C11)
Therefore, Eq. (C10) reads
dϕ
dτ
=
M
4
eΓ/4 − e−3Γ/4
sechM
(´ τ
τ0
ds e−Γ(s)/4 + τD
)
=
M
4
[
eC0(τ−τ0) − e−3C0(τ−τ0)
]
×
cosh
{
−
M
C0
(
e−C0(τ−τ0) − C0τD − 1
)}
. (C12)
Then integrating both sides with respect to the local time τ
yields Eq. (21).
8[1] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.-S. Huang,
J. Majer, S. Kumar, S. M. Girvin, and R. J. Schoelkopf, Nature
431, 162 (2004).
[2] A. Blais, R.-S. Huang, A. Wallraff, S. M. Girvin, and R. J.
Schoelkopf, Phys. Rev. A 69, 062320 (2004).
[3] M. Neeley, R. C. Bialczak, M. Lenander, E. Lucero, M.
Mariantoni, A. D. O’Connell, D. Sank, H. Wang, M. Weides,
J. Wenner, Y. Yin, T. Yamamoto, A. N. Cleland, and J. M. Mar-
tinis, Nature 467, 570 (2010).
[4] C. Eichler, C. Lang, J. M. Fink, J. Govenius, S. Filipp, and A.
Wallraff, Phys. Rev. Lett. 109, 240501 (2012).
[5] M. Mariantoni, H. Wang, T. Yamamoto, M. Neeley, R. C. Bial-
czak, Y. Chen, M. Lenander, E. Lucero, A. D. O’Connell, D.
Sank, M. Weides, J. Wenner, Y. Yin, J. Zhao, A. N. Korotkov,
A. N. Cleland, and J. M. Martinis, Science 334, 61 (2011).
[6] E. Lucero, R. Barends, Y. Chen, J. Kelly, M. Mariantoni, A.
Megrant, P. O’Malley, D. Sank, A. Vainsencher, J. Wenner, T.
White, Y. Yin, A. N. Cleland, and J. M. Martinis, Nat. Phys. 8,
719 (2012).
[7] F. Mallet, F. R. Ong, A. Palacios-Laloy, F. Nguyen, P. Bertet,
D. Vion, and D. Esteve, Nat. Phys. 5, 791 (2009).
[8] L. DiCarlo, M. D. Reed, L. Sun, B. R. Johnson, J. M. Chow, J.
M. Gambetta, L. Frunzio, S. M. Girvin, M. H. Devoret, and R.
J. Schoelkopf, Nature 467, 574 (2010).
[9] F. Motzoi, J. M. Gambetta, P. Rebentrost, and F. K. Wilhelm,
Phys. Rev. Lett. 103, 110501 (2009).
[10] J. M. Chow, L. DiCarlo, J. M. Gambetta, F. Motzoi, L. Frunzio,
S. M. Girvin, and R. J. Schoelkopf, Phys. Rev. A 82, 040305
(2010).
[11] D. A. Lidar, I. L. Chuang, and K. B. Whaley, Phys. Rev. Lett.
81, 2594 (1998).
[12] J. M. Gambetta, A. A. Houck, and A. Blais, Phys. Rev. Lett.
106, 030502 (2011).
[13] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. I. Schus-
ter, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin, and R.
J. Schoelkopf, Phys. Rev. A 76, 042319 (2007).
[14] J. A. Schreier, A. A. Houck, J. Koch, D. I. Schuster, B. R. John-
son, J. M. Chow, J. M. Gambetta, J. Majer, L. Frunzio, M. H.
Devoret, S. M. Girvin, and R. J. Schoelkopf, Phys. Rev. B 77,
180502 (2008).
[15] H. Ian, Y.-X. Liu, and F. Nori, Phys. Rev. A 81, 063823 (2010).
[16] P. Y. Wen, A. F. Kockum, H. Ian, J. C. Chen, F. Nori, and I.-C.
Hoi, Phys. Rev. Lett. 120, 063603 (2018).
[17] J. Q. You and F. Nori, Nature 474, 589 (2011).
[18] G. L. Lamb, Rev. Mod. Phys. 43, 99 (1971).
[19] G. L. Lamb, Phys. Rev. Lett. 31, 196 (1973).
[20] S. L. McCall and E. L. Hahn, Phys. Rev. Lett. 18, 908 (1967).
[21] S. L. McCall and E. L. Hahn, Phys. Rev. 183, 457 (1969).
[22] R. E. Slusher and H. M. Gibbs, Phys. Rev. A 5, 1634 (1972).
[23] N. G. Basov, R. V. Ambartsumyan, V. S. Zuev, P. G. Kryukov,
and V. S. Letokhov, Soviet JETP 23, 16 (1966).
[24] C. M. Wilson, T. Duty, F. Persson, M. Sandberg, G. Johansson,
and P. Delsing, Phys. Rev. Lett. 98, 257003 (2007).
[25] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University, 2002).
[26] T. Albash, S. Boixo, D. A. Lidar, and P. Zanardi, New J. Phys.
14, 123016 (2012).
[27] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge
University Press, 1997).
[28] J. M. Martinis, K. B. Cooper, R. McDermott, M. Steffen, M.
Ansmann, K. D. Osborn, K. Cicak, S. Oh, D. P. Pappas, R. W.
Simmonds, and C. C. Yu, Phys. Rev. Lett. 95, 210503 (2005).
