Abstract. We study a class of perverse sheaves on some spherical varieties which include the strata of the De Concini-Procesi completion of a symmetric variety. This is a generalization of the theory of (parabolic) character sheaves.
Introduction 0.1. Let G be a connected, reductive algebraic group over an algebraically closed field k. In [L3] and [L4] , Lusztig introduced the (G×G)-varieties Z J,y,D and a class of G-equivariant simple perverse sheaves on Z J,y,D which are called "(parabolic) character sheaves". (The precise definition of Z J,y,D can be found in 1.2 below). The varieties Z J,y,D include as a special case the group G itself. In this special case, the "(parabolic) character sheaves" on G are just the usual character sheaves on G introduced by Lusztig in [L1] . The varieties also include more or less as a special case the boundary pieces of the De Concini-Procesi compactification of G (where G is adjoint). 0.2. We now review [L3] and [L4] in more detail.
For Z J,y,D , there exists a finite partition into some smooth, G-stable subvarieties which we call G-stable pieces. This partition is based on some combinatorial result of Bédard (see 2.2). The G-orbits on each piece are in one-to-one correspondence with the "twisted" conjugacy classes of a certain (smaller) reductive subgroup L. Furthermore, there is a natural equivalence between the bounded derived category of Gequivariant, constructible sheaves on that piece and the boundary derived categories of L-equivariant (for the twisted conjugate action), constructible sheaves on L.
To each character sheaf on L, one can associate a G-equivariant simple perverse sheaf on the G-stable piece and call it a character sheaf on the G-stable piece. This provides the "local picture" of the theory of parabolic character sheaves. By imitating the definition of character sheaves on the group, one can obtain certain simple perverse sheaves on Z J,y,D and call them character sheaves on Z J,y,D . This provides the "global picture".
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Lusztig proved the following property: Let i be the inclusion of a G-stable piece to Z J,y,D , then (1) for any character sheaf C on Z J,y,D , any perverse constituent of i * (C) is a character sheaf on that piece; (2) for any character sheaf C on that piece, any perverse constituent of i ! (C) is a character sheaf on Z J,y,D .
As a consequence, the character sheaves on Z J,y,D are just the perverse extensions to Z J,y,D of the character sheaves on G-stable pieces.
These results were also proved later in [Sp2] and [H2] in some different way. In all these proofs, some inductive methods based on Bédard's result were used. For more details, see the introduction of [H2] .
0.3. Let τ be an involution on G and G τ be the τ -fixed point subgroup. In this paper, we study (under a mild assumption on the characteristic of k) a class of G τ -equivariant simple perverse sheaves on varieties X J,τ which we call "(parabolic) character sheaves". The varieties X J,τ are defined in 3.5 and include the varieties Z J,y,D as some special cases. They also include as a special case the strata of the De Concini-Procesi compactification of the symmetric variety G/G τ (hence the symmetric variety G/G τ itself). For more details, see 3.30 and 3.31.
0.4. To achieve this goal, the first thing we need to do is to find a partition of X J,τ which is analogous to the partition of Z J,y,D into Gstable pieces. We call it the partition of X J,τ into G τ -stable pieces. However, there is no results in our general setting that is analogous to Bédard's result. Hence we need to find a different approach.
The idea is to relate the variety X J,τ to certain Z J,y,D . In the special case where X J,τ = G/G τ , we can identify G/G τ with the identity component of G ι•τ , where ι is the inverse map on G (see [Gi, 3.3.0] ). This result can be easily generalized. Namely, we can identify X J,τ with certain irreducible component of Z ι•τ J,y,D , where ι is the "inverse" map on Z J,y,D (see 3.5).
Moreover, ι • τ maps an G-stable piece in Z J,y,D to another G-stable piece. This is what we will show in section 2. Although this result is not needed to establish the partition of X J,τ , it serves as motivation for it. Namely, it suggests that the G τ -stable pieces might be the irreducible components of the intersections of X J,τ with the G-stable pieces in Z J,y,D .
In fact, this is the right definition. (Certainly we need to show that each connected component of the intersection is irreducible and we need to know when the intersection is nonempty and what are the components, etc.) Actually, in 3.21 we will define the G τ -stable pieces in an equivalent way that doesn't involve the G-stable pieces in Z J,y,D .
In section 3, we will also prove some results on the structure of G τ -stable pieces (see 3.26 and 3.28) and show that the G τ -orbits on each G τ -stable piece are in one-to-one correspondence with the L τ 1 -orbits on L/L τ 2 , where L is a (smaller) reductive group and τ 1 , τ 2 are two involutions on L (see 3.29).
0.5. Based on these results, we can establish a natural equivalence between the bounded derived category of G τ -equivariant, constructible sheaves on that piece and the boundary derived categories of L τ 1 -equivariant, constructible sheaves on L/L τ 2 (see 4.14). Hence we obtain the "local picture" in the same way as in 0.2. The "global picture" is obtained by imitating Ginsburg's definition of character sheaves on symmetric varieties in [Gi] . There is also a characterization of character sheaves using Ginsburg's Harish-Chandra functor. This characterization will play an essential role in our proofs of the
For any parabolic subgroup P , we denote by U P its unipotent radical. We simply write U for U B . For J ⊂ I, we simply write U J for U ∩ L J and B J for B ∩ L J .
For J, K ⊂ I, P ∈ P J , Q ∈ P K and u ∈ J W K , we write pos(P, Q) = u if there exists g ∈ G, such that g P = P J and g Q = u P K . For any closed subgroup H of G, we denote by Lie(H) the corresponding Lie subalgebra and denote by H ∆ the image of the diagonal embedding of H in G × G. For any subgroup H and g ∈ G, we write g H for gHg −1 . For each root α, we denote by u α the one-dimensional subspace in Lie(G) that corresponds to α.
If θ be an automorphism on G with θ(T ) = T , then θ induces a bijection on the set of roots and an automorphism on W . By abuse of notation, we use the same symbol θ for the induced maps. We also use the same symbol θ for the induced map on Lie(G).
For a group, we use ι for the inverse map. For an automorphism f on a variety X, we write X f for the fixed point set.
1.2. LetĜ be an algebraic group with identity component G and D be a fixed irreducible component ofĜ. By the conjugation of Borel subgroups and maximal tori we may find an element
We call h J,y,D the base point for the G × G-action on Z J,y,D . Now we may identify Z J,y,D with (G × G)˙y−1
Herep is the image of p under the mapẏ
The varieties Z J,y,D;w are called the G-stable pieces in Z J,y,D . They were introduced by Lusztig in [L4] .
The following properties can be found in [L4, section 8] and [H1, section 1] .
(
where the group P I(J,w,δ) acts on the right on G and acts diagonally on (P I(J,w,δ) w, P I(J,w,δ) )h J,y,D .
(3) The map . As in [L2, 28.19] , we define the map
If J = I and y = 1, then Z J,y,D = D and ∂ is just the restriction to D of the inverse map onĜ.
In Proposition 2.5, we will show that ∂ maps the G-stable pieces in
2.2. In this subsection, we reformulate Bédard's description of W δ(J) . The description below is slightly different from [L3, 2.2] . (In fact, the sequence (J n , w n ) n 0 below corresponds to the sequence (J n , w
Let T (J, δ) be the set of all sequences (J n , w n ) n 0 where J n ⊂ I and
n−1 J n−1 ) for n 1, (3) w n ∈ Jn W δ(Jn) and w n ∈ W J n−1 w n−1 for n 1. For each sequence (J n , w n ) ∈ T (J, δ), we have that J m = J m+1 = · · · and w m = w m+1 = · · · for m ≫ 0. By [L3, 2.4 & 2.5] , w m ∈ W δ(J) for all m 0 and the map T (J, δ) → W δ(J) defined by (J n , w n ) n 0 → w m for m ≫ 0 is a bijection. Moreover, by [H1, 1.4] 
2.3. To (J n , w n ) n 0 ∈ T (J, δ), we associate a sequence (K n , v n ) n 0 with K n ⊂ I and v n ∈ W . We set
0 . Assume that n 1 and that K m , v m are already defined for m < n. Let
This completes the inductive definition.
Proof. We show by induction on n 0 that
For n = 0, (a) is clear. Assume now that n > 0 and that the statement holds when n is replaced by n − 1. Then
).
From (a) and the definition of v n , we deduce that
From (c) and (d), we see that From (b) and (e), we see that
Using induction method, we deduce v
Let n 1. By definition,
Notice that w n−1 w
Proof. For n 0, set
By definition,
For n 0,
Notice that ∂ • ∂(Z J,1,D;w ) = Z J,1,D;w . We have the following consequence.
is the identity map.
The following corollary gives another characterization of the map ǫ J,δ .
Corollary 2.7. For each w ∈ W δ(J) , there exists a unique element in W J which is of the form δ(x) −1 w −1 x for some x ∈ W J . This element is just ǫ J,δ (w).
Proof. The existence of the element follows from the proof of Proposition 2.5. We prove the uniqueness. Assume that δ(x)
On the other hand,
In general, ∂ doesn't map a G-stable piece in Z J,y,D to a G-stable piece in Z J ′ ,y −1 ,D −1 . However, we have a modified version which will be stated in the end of this section.
Proof. We define by induction on n a sequence (J n , w n , u n ) n 0 as follows.
We write x as aδ(b) for a ∈ W δ(J) and b ∈ W J and set
0 . Assume that n > 0 and that J n−1 , w n−1 , u n−1 are defined. Let
n . This completes the inductive definition.
We show that
Notice that w ′ n ∈ W Jn w n and w n , y ∈ Jn W . Then w n = y and (a) follows.
(b) w n ∈ W J n−1 w n−1 for n 1.
By definition, w n w
This follows from (a) and (b).
Assume now that n > 0 and that (d) and (e) hold when n is replaced by n − 1. Then
Thus (d) and (e) are proved.
By (c), there exists m > 0 such that w m ∈ W δ(J) , u m ∈ W Jm and w m δ(J m ) = J m . By [St, Lemma 7.3] 
Proposition 2.9. Let σ be an involution onĜ with σ(
Then there exists a map ℘ :
By Lemma 2.8, there exists a map ℘ :
3. The G σ -stable pieces 3.1. From now on, we assume that the characteristic of k is 0 or sufficiently large. Let σ and τ be involutions on G with σ(T ) = τ (T ) = T and στ (B) = B. SetĜ = G⋉ < στ >. Then σ, τ acts onĜ by
. As in 1.2, we use the symbol δ for the induced maps of στ on Φ, I and W .
Let
Remark. This result is inspired by [Sp1, 2.3] .
. Now the proposition follows from Lemma 3.3.
3.5. By [Gi, Lemma 3.3 
See [RS, Theorem 1.3] for the special case where θ(B) = B and [Sp1, 3.5] for the general case.
By Proposition 3.7, we may write g as kxb
On the other hand, assume that u ∈ W J with wδ(u) ∈ J I,σ and u ∈ J J,τ . Then by Proposition 3.7, there exists x ∈ G with x −1 σ(x) ∈ wδ(u)T and y ∈ L J with y
We can see that for w ∈ W(J, σ, τ ), the elements u ∈ W J such that wδ(u) ∈ I I,σ and u ∈ I J,τ may not be unique. We will study W(J, σ, τ ) in more detail and show that there exists a "distinguished" element u for each w ∈ W(J, σ, τ ).
Proof. Let (J n , w n ) n 0 be the element in T (J, δ) that corresponds to w. By 2.2, it suffices to prove that u ∈ W Jn for n 0.
We argue by induction on n. For n = 0 this is clear. Assume now that n > 0 and that (a) holds when n is replaced by n − 1. Write v as ab for a ∈ W δ(Jn) and b ∈ δ(Jn) W ∩ W δ(J n−1 ) and x as x = cd for c ∈ W J n−1 and
, we see that b = 1 and v ∈ W δ(Jn) . By our assumption, u ∈ W Jn .
Proof. Since wδ(I(J, w, δ)) = I(J, w, δ), there exists a bijection
Applying σ on both sides, we have that δ(u)
Since w ∈ W δ(J) , then wδ{i ∈ J; a i = 0} = {i ∈ J; a i = 0} and wδ{i ∈ J; b i = 0} = {i ∈ J; b i = 0}.
Moreover, for each j ∈ I(J, w, δ), uτ (α j ) is a linear combination of α i with a i = 0 or b i = 0. Thus the vector space spanned by uτ (α j ) for j ∈ I(J, w, δ) is a subspace of the vector space spanned by α i with a i = 0 or b i = 0 and the cardinality of {i ∈ J; a i = 0, or b i = 0} is larger than or equal to the cardinality of I(J, w, δ).
By the definition of I(J, w, δ), we have that I(J, w, δ) = {i ∈ J; a i = 0, or b i = 0}. Therefore, the vector space spanned by uτ (α j ) for j ∈ I(J, w, δ) equals the vector space spanned by α k for k ∈ I(J, w, δ). Hence uτ (Φ I(J,w,δ) ) = Φ I(J,w,δ) . The lemma is proved.
Lemma 3.12. Let θ be an involution on G with θ(T ) = T . Let K ⊂ I, w ∈ W with wθ(Φ
Remark. This result is due to J. F. Thomsen by private communication.
The lemma is proved.
Corollary 3.13. For w ∈ W(J, σ, τ ), there exists a unique element
, wδ(u) ∈ J I,σ and u ∈ J J,τ . Proof. Let a ∈ W J with wδ(a) ∈ J I,σ and a ∈ J J,τ . Then τ (a) = a −1 and σ(wδ(a)) = (wδ(a)) −1 . Hence σ(w) = δ(a) −1 w −1 a. By Lemma 3.11, aτ (Φ I(J,w,δ) ) = Φ I(J,w,δ) Now write a as a = bu for b ∈ W I(J,w,δ) and u ∈ W J with uτ (Φ
Thus wσ(a) ∈ W I(J,w,δ) wδ(u) and g −1 σ(g) ∈ P I(J,w,δ) wδ(u)σ(P I(J,w,δ) ). By Lemma 3.12, there exists l ∈ L I(J,w,δ) , such that (gl) −1 σ(gl) ∈ Bwδ(u)σ(B). In particular, wδ(u) ∈ J I,σ .
Similarly, u ∈ J J,τ . The existence is proved. Now we prove the uniqueness. Assume that u 1 , u 2 ∈ W J with
2 . Then vw = wδ(v). By Lemma 3.10, v ∈ W I(J,w,δ) . Notice that u 1 = vu 2 and u 1 τ (Φ + I(J,w,δ) ) = u 2 τ (Φ + I(J,w,δ) ) = Φ + I(J,w,δ) . Then v = 1 and u 1 = u 2 . The corollary is proved. 3.14. Unless otherwise stated, we fix w ∈ W(J, σ, τ ) in the rest of this section. We will simply write I(J, w, δ) as K. Let u be the unique element in W J with uτ (Φ
Notice that wδ(u)σ(Φ + K ) = Φ + K , By Lemma 3.12, there exists g ∈ v 1 with g −1 σ(g) ∈ Bwδ(u)B. By Proposition 3.7, there exists x 1 ∈ v 1 with x −1 1 σ(x 1 ) ∈ wδ(u)T . Similarly, there exists x 2 ∈ v 2 such that x
Proposition 3.15. Keep the notation of 3.14. Then
The proof will be given in 3.20. The key point is to show that certain equations on U have common solutions (see Lemma 3.19). We use the exponential map exp : Lie(U) → U to reduce this problem to the problem of solving certain equations on Lie(U). (Here we use the fact that exp is an isomorphism when the characteristic of k is 0 or sufficiently large.)
The equations on Lie(U) that we need to solve are nonlinear equations. We will use "linear approximation" to solve these equations. We will provide the setting for "linear approximation" in Lemma 3.16 and we will prove the existence of common solutions for the linear equations in Lemma 3.17.
Lemma 3.16. Set
n for n 0. Proof. We prove (1) by induction on n 0. We have
(3) follows easily from definition. We prove (4) by induction on n 0. By definition,
. Assume now that n > 0 and that (4) holds when n is replaced by n − 1. Then
Proof. We show that (a) For any n 0, Ad(x)u
. Assume now that n > 0 and that (a) hold when n is replaced by n − 1. Then
n . This follows from (a) and Lemma 3.16(4). (c) Let α be a root. If (wδ)
Hence if a j = 0, then j ∈ I(J, w, δ).
Now (d) follows from (c)
.
By (d), b is well-defined. By (b) and Lemma 3.16(4), b ∈ u ′ n . Sincẽ σ ′ is an involution, we have thatσ
3.18. Let us recall the Campell-Hausdorff formula. Let exp : Lie(U) → U be the exponential map. Then for X, Y ∈ Lie(U), exp(X)exp(Y ) = exp(X + Y + n>1 f n (X, Y )), where 
Proof. For b ∈ Lie(P J ), we simply write π J (b) asb. It suffices to prove the following statement: for each n, there exists
We prove by induction on n. For n = 0, we may choose b 0 = 0. Assume that n > 0 and that exp(b n−1 )exp(−τ
) ∈ a+a n−1 +u n for some a n−1 ∈ u n−1 .
Since
, we have that τ ′ (a n−1 ) = −a n−1 . By the definition of f i and Lemma 3.16(4),
By Lemma 3.17, there exists b
3.20. The proof of Proposition 3.15. By definition
Let α be a root with α, σ
In other words,
The proposition is proved.
3.21.
Keep the notation of 3.14. Set
Lemma 3.22. The variety X J,τ ;v 1 ,v 2 consists of the element gl −1 U P J L τ J , where g ∈ v 1 with g −1 σ(g) ∈ wδ(u)T and l ∈ v 2 with l −1 τ (l) ∈ (P K ∩ L J )u. In particular, X J,τ ;v 1 ,v 2 is independent of the choice of x 1 and x 2 .
Proof. It is easy to see that
Proof. By Proposition 3.9,
Let z ∈ Z J,y,D;w ∩ X J,τ . By the proof of Proposition 3.9, z can be written as z = (gbw, g) · h J,D , where b ∈ B, g ∈ G with g −1 σ(g) ∈ Bwδ(u ′ )B for some u ′ ∈ J J,τ . By the proof of Corollary 3.13,
Similar to the proof of Proposition 3.9, z = (σ(kx 1 l −1 ),
3.24. By the proof of Theorem 3.23, each G σ -stable piece in X J,τ is an irreducible component of the intersection of X J,τ with some G-stable piece in Z J,y,D . In particular, in the Example 3.6 (1), the G σ -stable pieces in X J,σ are just the G-stable pieces in Z J,1,G (see remark of Proposition 3.9). (see 3.20) . Unless otherwise stated, the action of
For any variety X with the action of
Lemma 3.26. The map
Proof. By 1.3 (2), the map π : Z J,y,D;w → G/P K defined by
for g ∈ G and p ∈ P K is well-defined and is a G-equivariant morphism. Then its restriction to (x
Notice that (x −1
By the proof of Theorem 3.23,
We have shown in the proof of Lemma 3.22 that l ∈ v 2 with l
J . Now the lemma follows from Lemma 3.3.
Lemma 3.27. Keep the notation of 3.14. Then
is an affine space. Moreover, the isomorphism exp :
Part (2) is obvious.
The following result is an easy consequence of the above lemma and Proposition 3.15.
. Moreover, this map induces a bijection from the set of G σ ′ -orbits on
Notice that the map κ induces a bijection between the set of G σ -orbits on X J,τ ;v 1 ,v 2 and the set of
. Then Corollary 3.29. There is a bijection between the set of G σ -orbits on X J,τ ;v 1 ,v 2 and the set of L
3.30. In the rest of this section, we assume that G is adjoint. We assume furthermore that for α ∈ Φ + , either τ (α) = α or τ (α) ∈ −Φ + . Let I be the set of simple roots and I 0 be the set of simple roots that are fixed by τ .
Let G/G τ be the De Concini-Procesi compactification of G/G τ . Then G/G τ is a smooth, projective variety that contains G/G
τ as an open subvariety. The G σ -action on G/G τ extends in a unique way to a G σ -action on G/G τ . Moreover,
0 (L J ) and P J acts on G on the right and acts on
Theorem 3.31. We have that
We use the same notation as in 3.14. ThenX J,τ ;v 1 ,v 2 is an affine space bundle over
Moreover, this map induces a bijection between the set of G σ -orbits onX J,τ ;v 1 ,v 2 and the set of
The character sheaves
4.1. We follow the notation of [BBD] and [BL] . Let X be an algebraic variety over k and l be a fixed prime number invertible in k. We write
Let K be an algebraic group defined over k. If K acts on X, we denote by D K (X) the equivariant derived category of X.
Let
If X, C, C i are as above and
In the case when K is a trivial group, the notation above is slightly different from the one defined in [L2, 32.15] . Namely, C ∈< C i ; i = 1, 2, · · · , n > if and only if there exists a sequence {C
4.3. Let T be a torus. Let K(T ) be the set of isomorphism classes of Kummer local systems on T , i. e., the set of isomorphism classes of Q l -local systems L of rank one on T , such that L ⊗m ∼ =Q l for some integer m 1 invertible in k.
Let X be a variety with free T -action a :
If moreover, we have an action of an algebraic group K on X that commutes with the action of T , we denote by
where p J is the projection and q J (g, l) = (glU, lU J )T . Then p J is proper and q J is a smooth morphism with fibres isomorphic to U J .
where h(g, u, y) = (gu, y) and m(g, l) = gl. It is easy to see that the square (h ′ , q J , h, q J ) is Cartesian. Now
v v n n n n n n n n n n n n n n b ( ( P P P P P P P P P P P P P P
w w n n n n n n n n n n n n
. It is easy to see that the square (a, p J , b, p J ) is Cartesian. Notice that p J is proper, then
Now we have a partition Z = ⊔ w∈W J Z w , where
Define the map π w :
Then it is easy to see that π w is an affine space bundle map with fibres isomorphic to U J ∩ w U J . Let p w : Z ′ w → Y J be the projection to the first factor and p
Then p ′ w is T -equivariant and p w is T -equivariant with respect to the twisted T -action on Y J defined by t · (xU, yU J )T = (xwtw
* (B). Using the above diagram, one can easily see that (a) a simple perverse sheaf in D G σ (X J,τ ) is a character sheaf if and only if it is a direct summand of ch J (A) for some simple perverse sheaf
J -stable subvariety of Y J that is also stable under the action of T defined in Position 4.6 is of the form for the left T -action.
Let
be the projection map. Then a simple perverse sheaf in D G σ (X J,τ ) is a character sheaf if and only if it is a direct summand of (p 
4.12.
Recall that we have the G σ -stable pieces decomposition
Now we define the character sheaves on each piece X J,τ ;v 1 ,v 2 . The definition is similar to [L3, 4.6] .
We keep the notation of 3.14. Consider the diagram
where a 1 and a 2 are projections.
K is the quotient space. By [BL, Theorem 2.6 .2],
is an equivalence of categories.
Similarly,
is the quotient space. By [BL, Theorem 2.6 .2],
equivalence of categories.
Lemma 4.13. The functors
are equivalences of categories.
Proof. By Corollary 3.28, ϑ is an affine space bundle map. Hence
is also a shift of C ′ . The lemma is proved.
4.14. Combining the above lemma with 4.12 (a), (b) and (c), we have that the categories 
It is easy to see that all the squares in the above diagram are Cartesian.
We have that
Proposition 4.17. Keep the notation of 4.15.
Proof. Consider the following commuting diagram
where a 1 , a 3 are projections, a 2 = d • c, where c, d are defined in 4.15, a 4 is analogous to a 2 and π 1 , π 2 are induced from the projection map HL
Consider the following commuting diagram
′ is analogous to b, a 5 , a 6 are projection maps. It is easy to see that a 5 • a ′ = π and the square (a ′ , a 5 , a 6 , a) is Cartesian. Now
where
are the projection maps, pr i are induced from the projection map pr :
′ and m ′ is analogous to m. It is easy to see that all the squares in the above diagram are Cartesian.
Let A be a simple perverse sheaf in D Consider the diagram
. By 4.11, C ′ is a character sheaf. Let d ′ : ind 2 (X) → ind 1 (X) be the projection map. Then d ′ • p 8 = a 2 , where a 2 is defined in 4.12. Let C 2 be the unique element in D G σ ′ (ind 1 (X ′ )) withã 2 (C 2 ) =p 7 (C ′ ). Then (id × pr)p 7 (C ′ ) = (id × pr)p 8d ′ (C 2 ) =p 6dθ (C 2 ).
Therefore C 1 =dθ(C 2 ). The "if" part is proved. The "only if" part can be proved in the similar way. K acts on Y 0 on the first factor. We also have that ind
. Now consider the following commuting diagram
where p, q are analogous to p J , q J defined in 4.4, π i are the projection maps, a, b, c are defined in 4.15, c ′ is induced from id × p, b ′ :
is the projection map. It is easy to see that all the squares in the above diagram are Cartesian.
Similarly to Proposition 4.5 and 4.6, we can show that
, then some shift of A is a direct summand of p ! q * q ! p * (A);
Now let C be a character sheaf on ind 1 (X ′ ). Then there exists L ∈ K(T ) and a simple perverse sheaf A ∈ D
such thatd(C) is a direct summand ofch(A). Therefore some shift of (b ′ ) * d (C) is a direct summand of c ′ ! a * A.
It is easy to see that there exists a simple perverse sheaf
We can show in the same way that π * Recall that we have a partition L J = ⊔ w∈W J B J wB J . Moreover, B J wB J = ⊔ i∈N∪{0} L w,i , where
It is easy to see that (a) L w,i = ∅ for i ≫ 0; (b) L w,i is stable under the action of B K on the left and the action of B J on the right; (c) for any l ∈ L w,i , l −1 U K l ∩ U J is an affine space of dimension i. Now set
By (b), Z w,i is well-defined. By (a), Z = ⊔ w∈W J ,i∈N∪{0} Z w,i is a finite partition. Hence 
where Z, π 2 , π 3 , π 4 are defined above, p 
