Abstract. In this paper we discuss the spectral properties of one-term symmetric differential operators of even order with interior singularity, namely, we determine the deficiency numbers, describe its self-adjoint extensions and their spectrum. It is assumed that the operators are generated by the differential expression
Introduction
Differential operators with interior singularity occur in physical applicationы and many areas of contemporary analysis. Although they were mentioned already in the book [1] , spectral analysis of such operators is surprisingly rarely examined. One of the first works in this direction was the paper of J.P.Boyd [2] , where he considered Sturm-Liouville operators with an interior pole. Later W.N. Everitt and A.Zettl [3] developed a theory of self-adjoint realization of Sturm-Liouville problems on two intervals in direct sum of Hilbert spaces associated with these intervals. In [4] they extended this theory to higher order differential operators and any number of finite or infinite intervals. In the last few years some articles appeared where self-adjoint domains of ordinary differential operators in direct sum of Hilbert spaces were described in terms of real-parameter solutions of the corresponding differential equations, see, for example, [5] , [6] . In the papers mentioned above, minimal and maximal differential operators, generated by differential expressions on more than one interval are described only in the sense of the direct sum of operators given on each (sub)interval. However, if we consider adjacent intervals then there is also another approach to describe the minimal differential operators which began to develop Y.B. Orochko. Namely, this approach is based on the next heuristic interpretation. The interior singularity could be considered as an interior barrier for two different evolution processes. If these processes can not propagate to the adjacent interval over this point than the minimal differential operator, generated on the whole interval has decomposition into an orthogonal direct sum of the minimal operators, generated on each subinterval.
In other cases such decomposition is not possible and the minimal operator on the whole interval is a symmetric extension of the orthogonal direct sum of the minimal operators, generated on each subinterval. More details could be found in [7] . In the present work we will use this approach to describe one-term minimal differential operators with interior singularity.
Let us consider an ordinary differential expression of the arbitrary order 2m (m = 
is a positive or negative function on
Suppose that the coefficient c(x) of the expression l 2m is determined on I and has on this set a single zero x 0 = 0 of the right order p and the left order q, where p, q ∈ {1, 2, . . . , 2m − 1}, which means it can be represented as
while the functions a(x), b(x) are real-valued functions on I and can be represented as power series which are convergent whenever |z| < 1
Here we note that the further results given in this paper also remain true when the functions a(z), b(z) are analytical with |z| ≤ x 0 < 1 for an x 0 ∈ (0, 1], Lebesgue integrable outside [−x 0 ; x 0 ] and do not vanish there. The case x 0 = 1 is chosen for convenience.
The differential expression (1.1) has one interior singularity x = 0 due to the fact that
is not Lebesgue integrable in left and right neighborhoods of this point. Therefore we also can call (1.1) the differential expression with interior singularity.
We define the quasi-derivatives of a given function f (x) which correspond to the expression l 2m as follows:
Let f and g be two functions for which the expression l 2m is defined. As it is well known,
. . .
Let us note here that the sesquilinear form [f, g](x) is defined by formula (1.2) for x ∈ [−1, 0) ∪ (0, 1] and for any two functions f and g which have absolutely continuous quasiderivatives of all orders up to and including the order of 2m − 1 in the neighborhood of point x, which is a part of the set [−1, 0) ∪ (0, 1]. We denote
provided that the indicated limits exist.
Next we define a minimal closed symmetric differential operator in L 2 (I).
We denote by D There is another equivalent characterization of D 0 in terms of the sesquilinear forms (1.2), namely,
Since L It is proved that for the upper deficiency number n + (= n − ) of operator L 0 the formula n + = 2m + p is true if p ∈ {1, 2, . . . , m}. Moreover, in [10] a hypothesis about the equality n + = 4m − p for p ∈ {m + 1, m + 2, . . . , 2m − 1} is formulated. In [11] this hypothesis is proven.
Y.B. Orochko also studied the problem of determining the deficiency numbers of the minimal symmetric differential operator generated by the irregular differential expression (1.1) on I, whose coefficient c(x) has the different orders of zero p > 0, q > 0 where p, q are not integers. For correct definition of the operator an additional condition is required, namely, it is necessary and sufficient that min{p, q} > m − In this paper, this fact will also form the basis of the assumption that a(z) and b(z) are analytic functions, as in that case, it is already possible to use methods of the analytical theory of differential equations. Such approach was also used in [11] and [12] .
Auxiliary results
Let us formulate some basic facts required in the following sections.
Lemma 2.1. For any function f (x) ∈ D 0 the following is true:
The validity of this lemma follows directly from the definition of quasi-derivatives and in case p ≤ m is included in [10] , p > m is in [11] .
Consider now two auxiliary differential expressions
Fix a complex number λ, ℑλ = 0, and consider the differential equations
We denote by N pq the deficiency subspace of the symmetric operator L pq 0 , corresponding to λ, and by N q and N p the deficiency subspaces of the auxiliary symmetric minimal operators L q 0 and L p 0 , which were generated by the differential expressions
, respectively, and corresponding to the same λ. The deficiency numbers of the operators generated by l 2m,− and l 2m,+ -dim N q and dim N p are determined by the maximum number of the linearly independent solutions of the equations (2.1) and (2.2) in the space L 2 [−1, 0) and L 2 (0, 1], respectively.
Let y + (x) and y − (x) be restrictions of the function y(x) defined for x ∈ I to (0, 1] and
The following lemma is true (see [10] ). 
This lemma implies that in order to find the deficiency numbers of the operator L It should be noted that the process of constructing a fundamental system essentially depends on the order of the zero of the coefficient of the equation, i.e. on number p. For this reason, it is useful to divide values of p into 2 groups, namely, p ∈ {1, 2 . . . m} and
The following lemmas are true: Lemma 2.3. For p = 1, 2, . . . , m the differential equation (2.2) has a fundamental system of solutions y 0,+ , y 1,+ , . . . , y 2m−1,+ , so that all solutions of this system belong to the space L 2 (0, 1] and are determined by the formulae : 
where α can be calculated by the formula
2) for p ∈ {m+1, m+2, . . . , 2m−1} equation (2.2) has a fundamental system of solutions 
0, in all other cases.
Here α k , k ∈ {1, 2, . . . , 2m}\{m − p + 1, m − p + 2, . . . , m} and β k , k = p + 1, p + 2, . . . , 2m
are non-zero constants. 
Proof. The proof scheme of this theorem is the same for all cases and restates the arguments presented in [10] for the case p = q = 1, 2, . . . m.
Above we have determined the structure of linearly independent solutions of the dif- and any function f (x) ∈ D 0 we have
By Lemma 2.5, we determine that
where β k and α k are non-zero numbers.
Let us assume for definiteness that q > p. From the set of functions y(x) we now select the class of those which additionally possess property 3 of Lemma 2.2. This fulfillment of this condition for y(x) with any function f (x) ∈ D 0 is equivalent to the following system Hence, the total number of the coefficients taking arbitrary values equals 2m+2m−q = 4m − q, so, in this case, the deficiency number n pq of the operator L pq 0 is defined by the formula n pq = 4m − q.
In the case q < p, to repeat the arguments above, we have the equality n pq = 4m − p.
Therefore, n pq = 4m − max{p, q}.
The cases p, q ∈ {1, 2, . . . , m} and p ∈ {1, 2, . . . , m}, q ∈ {m + 1, m + 2, . . . , 2m − 1} can be proven similarly. The proof of these two theorems is exactly repeat the proof of Theorems 2 and 4 in
Next, using the ideas of [14] and the approach of [5] , [15] and [16] we can specialize the domain of definition D u of an arbitrary self-adjoint extension L pq u in more applicable way.
Let n pq denote the deficiency index of L pq 0 as above. Let d 1 and d 2 be numbers of linearly independent solutions of (2.1) and (2.2) which form the basis of the deficiency subspace N pq and d 3 be a number of these functions satisfying the conjugation condition.
We note here that
Assume that the functions φ 1 (x, λ), φ 2 (x, λ), . . . , φ npq (x, λ) form the basis of N pq , corresponding λ and ψ 1 (x, λ), ψ 2 (x, λ), . . . , ψ npq (x, λ) form the basis of N pq , corresponding λ.
where φ j,− (x, λ) (j = 1, 2, . . . , d 1 ) and φ j,+ (x, λ) (j = 1, 2, . . . , d 2 ) are the linearly independent solutions of (2.1) and (2.2) which form the basis of the deficiency subspace N pq corresponding λ. We have a similar representation for the functions ψ i (x, λ), (i = 1, 2, . . . , n pq )
For the convenience, we denote which satisfy the following conditions: 
(4.5) Also, we have
Similarly, as it was done in Lemma 1 in [16] we can show that
Therefore, it is possible to arrange the functions χ i , so that the matrices X − and X + can be represented as
where rank X 1,− = 2d 1 − 2m and rank X 1,+ = 2d 2 − 2m. Let
and
Then using ideas of Lemma 2 in [16] it is easy enough to obtain that rank D − = 2m and rank D + = 2m. Therefore the following lemmas take place. We mention that the method of proof given in [16] (see Theorem 1) can be also adapted to prove Lemma 4.5.
In [17] it has been shown that in the one singular end-point case the complex-valued functions χ k,− and χ k,+ in (4.8) can be replaced by the real-valued functions. The solutions u i,− , i = 1, 2 . . . , n q on [−1, 0) can be ordered such that the n 1 × n 1 matrix U − = ([u i,− , u j,− ](−1)), i, j = 1, 2, . . . , n 1 , is given by
and the solutions u i,+ , i = 1, 2 . . . , n p on (0, 1] can be ordered such that the n 2 × n 2 matrix (1)), i, j = 1, 2, . . . , n 2 , is given by
Let us determine functions g j,− ∈ D, j = 1, . . . , 2m such that g j,− (t) = 0 for t ≥ a − (−1 < a − < 0) and the 2m × 2m matrix
, is given by
and functions g j,+ ∈ D, j = 1, . . . , 2m such that g j,+ (t) = 0 for t ≤ a + (0 < a + < 1) and
Using the approach of [17] and Remark 2.2 we have Lemma 4.6. Let the numbers n 1 , n 2 and the functions u i,− , u i,+ , g k,− , g k,+ are determined as above then each y ∈ D can be uniquely written as if and only if there exists complex n pq × 2m matrices A 1 and A 2 , a complex n pq × n 1 matrix B 1 and a complex n pq × n 2 matrix B 2 such that the following conditions hold:
5 Spectrum of the self-adjoint extensions of the operator L pq 0
In order to describe the spectrum of each self-adjoint extension we need, in particularly, the following lemma (see [18] ). Proof. In order to examine the spectrum of self-adjoint extensions of the operator L pq 0 we will use the splitting method (see, for example, [8] , [19] ).
We will analyze the orthogonal decomposition Substituting this expression into the left-hand side of (5.1), we find that the equality (5.1) is valid for 0 < p < 2m. Similarly, we obtain the conditions for q, i.e. 0 < q < 2m.
Therefore, in accordance with Lemma 5.1, the spectrum of the operators L is discrete if 0 < q < 2m and 0 < p < 2m.
Consequently, the spectrum of the self-adjoint extensions of the operator L 
