The following technical report presents a formal approach to probabilistic minimalist grammar parameter estimation. We describe a formalization of a minimalist grammar. We then present an algorithm for the application of variational Bayesian inference to this formalization.
Introduction
In this paper we give an inference algorithm for minimalist grammars (MG) using variational Bayesian inference. Variational Bayesian inference is an technique for inferring a distribution by formulating the inference problem as an optimization problem. It can be contrasted with sampling-based approaches, and in many cases converges more quickly than those approaches. Previous work that has applied the variational Bayesian approach to structured probabilistic models similar to our own include Kurihara and Sato (2004) for context-free grammars and Cohen and Smith (2010) for Adaptor grammars. 1 There is work on other inference algorithms for grammars in the mildly context-sensitive space, such as combinatory categorial grammars (Y. Bisk & Hockenmaier, 2013 , 2012a , 2012b Y. Y. Bisk, 2015; Wang, 2016) and tree-adjoining grammars (Blunsom & Cohn, 2010) . Hunter and Dyer (2013) formulate models and inference strategies for multiple context-free grammars, and show how they can be applied to MGs by exploiting the equivalence between the two formalisms.
Minimalist Grammars
Minimalist grammars are a formalization of Chomsky (1995) 's The Minimalist Program, a theory of grammar which is the framework used for much of the current research in linguistic syntactic theory. The interest in studying these grammars is that they offer a direct line of comparison for resulting syntactic structure predictions within the linguistic minimalist literature.
The following formalization is based on Stabler (1997 Stabler ( , 2011 . A minimalist grammar is composed of a lexicon and structure building operations, typically classified as merge and move.
Definition 1. A Minimalist Grammar is a tuple L, R where L is a finite set of lexical items and R is a finite set of structure building operations. Each lexical item l ∈ L is a tuple l = π, f where π is a sequence of phonetic features (in our case: a word or vocabulary item) and f is a sequence of syntactic features. A tuple π, f is known as a chain and lexical items are special cases of chains. Chains are denoted π : f . A sequence of chains is an expression. Let C denote the set of chains and C * the set of expressions. Every structure building operation ρ ∈ R is a function from one or more expressions to an expression ρ : (C * ) n → C * .
Stabler (2011) defines a variety of minimalist grammars which differ in (i) what the set of structure building operations R contains, and (ii) what sorts of syntactic features are included in the lexicon. We will use a directional minimalist grammar as our reference MG.
Definition 2. A Directional Minimalist Grammar is a tuple L, R where • L is a finite set of lexical items whose syntactic features are of five types:
1. category (e.g. v, d, p) -define the syntactic categories (verb, noun . . . ); 2. right selector (e.g. =d, =p) -select argument constituent to the right; 3. left selector (e.g. d=, p=) -selects argument constituent to the left; 4. licensor (e.g. +case, +wh) -select moving constituent; 5. licensee (e.g. -case, -wh) -selected moving constituent.
• R = {merge, move} is the set of structure building operations. These are defined further below.
Each lexical item is categorized by one category feature, which is to say that there is exactly one category feature in the syntactic feature sequence of each lexical item. If a lexical item has selector features, these are checked by merging with constituents of the corresponding category feature. A licensor feature is used to move a previously merged constituent with the corresponding licensee feature. We assume that all lexical item syntactic feature sequences appear in the following order:
(selector) * (licensor) * category (licensee) * The two structure building operations are defined in (1) as deduction rules.
(1) Let x be a category feature, γ, δ be non-empty sequences of syntactic features and λ 1 , . . . , λ m , ι 1 , . . . , ι n be chains. ii. move-2 (moving item which will move again) In (1), λ 1 , . . . , λ m , ι 1 , . . . , ι n represent constituents which have previously merged using merge-m into the derivation, but still carry licensee features -i.e. items which have not reached their final landing position in the syntactic structure.
A derivation tree represents a record of how a sentence is constructed. An example is given in figure 1 , where we derive a sentence with a long distance dependency between a wh-word and the direct object of the verb.
Adding probabilities to a Minimalist Grammar is straightforward. Each lexical item is paired with a probability, which are normalized over lexical items with the same category feature. Given a MG L, R , let C = {c 1 , . . . , c K } be the set of category features and for each k where 1 ≤ k ≤ K, let each l k = l k1 , . . . , l kM contain M lexical items having category feature c k in an arbitrary order, so that each l km is the mth lexical item with category feature c k .
Definition 3. A Probabilistic Directional Minimalist Grammar (PDMG) is a three tuple L, R, θ where L, R is an MG and θ = θ 1 , . . . , θ K are probability distributions over lexical items.
Recall that C = {c 1 , . . . , c K } is the set of category features found in L. Let l = l 1 , . . . , l K where each l k is a sequence of the lexical items with category feature c k , so that l k = l k1 , . . . , l kM is the sequence of lexical items with the category feature c k . The move c what did you see
4. merge-R: c selects i did you see, what;
5. move: -wh moves to satisfy +wh what did you see;
6. All features are satisfied.
distributions over lexical items follow the same notational scheme: θ = θ 1 , . . . , θ K where each θ k = θ k1 , . . . , θ kM is a probability distribution over l k , such that
Since each θ k is a probability distribution, they satisfy, for each k:
3 The generative model
We will now define the formal representation we are interested in performing inference over. There exists a partial function from sequences of lexical items to well-formed derivation trees. A well-formed sequence corresponds to a depth first traversal of the order in which terminal nodes (lexical items) are merged into the derivation tree. In other words, first the root is listed, then its first child based on the selector features, then the children of that child and back up to the root's second child and so on, in polish notation such that the direction of child selectors does not matter. To guarantee that a sequence corresponds to a well-formed derivation tree, we use the following procedure, is_wellformed, which takes a sequence of lexical items and return a boolean value. We assume the first lexical item in the sequence is the root of a tree (well-formed or not).
(2) is_wellformed Starting with the left most item in the sequence, move to the next item until you reach an item who first feature is a category feature:
1. If the first feature on the item is a selector feature, then move to the next item to the right and continue.
2. Else if the first feature on the current item is a category feature, then (a) If this is the root item (left most at start) delete the feature and continue. (b) Else if the first item to the left with a category feature (skipping items with only licensees) has a corresponding selector feature as its first feature (i.e. =A corresponds with A) delete both the category feature on the current item and the matching selector feature on the other item and continue from the current item. (c) Else the tree is ill-formed.
3. Else if the first feature on the current item is a licensee feature, then move back to the first item to its left.
4. Else if the first feature on the current item is a licensor feature, then find the first item to the right with a corresponding licensee feature (eg. licensee -p corresponds to licensor +p).
(a) If no such item is found then the tree is ill-formed. (b) Else if any items with a category feature are in between the two items with the corresponding licensor/licensee features then the tree is ill-formed. (c) Else delete the licensor feature on the current item and the corresponding licensee feature on the other item to its right and continue from the current item.
5. Else if the current item has no more features, delete the item and move back to the item to its left if there is one, else to its right and continue.
Continue this process until either the tree is found to be ill-formed or until all the items and their syntactic features have been deleted. If the sequence is empty at the end of this procedure, then the tree is well-formed and the procedure returns true, otherwise it returns false.
For example, the sequence : =i +wh c, did:=v i, see:d= =d v, you:d, what:d -wh corresponds to the well-formed derivation tree in figure 1. We can use the procedure described above to prove this.
(3) is_wellformed( : =i +wh c, did:=v i, see:d= =d v, you:d, what:d -wh )
Starting from the first item:
1. The first feature on the current item is the selector =i, so we move to the next item to its right, did:=v i.
2. The first feature on the current item is the selector =v, so we move to the next item to its right, see:d= =d v.
3. The first feature on the current item is the selector d=, so we move to the next item to its right, you:d.
4. The first feature on the current item is the category feature d, so we find the first item to the left with a category feature, see:d= =d v, and confirm that the first feature on this item is the corresponding selector feature d= so we can delete both features and we are now left with the following sequence: : =i +wh c, did:=v i, see:=d v, you:, what:d -wh 5. The current item, you: , has no more features so we can delete it and move back to the previous item to the left, see:=d v, and we are now left with the following sequence: : =i +wh c, did:=v i, see:=d v, what:d -wh
6. The first feature on the current item is the selector =d, so we move to the next item to its right, what:d -wh.
7. The first feature on the current item is the category feature d, so we find the first item to the left with a category feature, see:=d v, and confirm that the first feature on this item is the corresponding selector feature =d so we can delete both features and we are now left with the following sequence: : =i +wh c, did:=v i, see:v, what:-wh 8. The first feature on the current item is the licensee -wh, so we move back to the previous item to the left the next item to its right, see:v.
9. The first feature on the current item is the category feature v, so we find the first item to the left with a category feature, did:=v i, and confirm that the first feature on this item is the corresponding selector feature =v so we can delete both features and we are now left with the following sequence: : =i +wh c, did:i, see:, what:-wh The current item, see: , has no more features so we can delete it and move back to the previous item to the left, did:i, and we are now left with the following sequence: : =i +wh c, did:i, what:-wh 10. The first feature on the current item is the category feature i, so we find the first item to the left with a category feature, : =i +wh c, and confirm that the first feature on this item is the corresponding selector feature =i so we can delete both features and we are now left with the following sequence: : +wh c, did:, what:-wh 11. The current item, did: , has no more features so we can delete it and move back to the previous item to the left, : +wh c, and we are now left with the following sequence: : +wh c, what:-wh 12. The first feature on the current item is the licensor feature +wh, so we find the first item to the left with a corresponding licensee feature, what:d -wh, and confirm that there are no items with a category feature intervening so we can delete both features and are left with the sequence: : c, what:
13. The first feature on the current item is the category feature c and since this is the root item, we can delete it.
14. The current item, :, has no more features so we can delete it and move to the next item, what: .
15. This item, what: , is also out of features so we can delete it and we are left with an empty sequence -confirming that the initial sequence is well-formed.
Given a sequence of lexical items d = l 1 , . . . , l n , we will say that the probability of and ill-formed sequence is 0, however, the probability of a well-formed derivation d is simply be the product of the probabilities of the lexical items that generate it:
For the rest of this technical report, we will assume that we are conditioning on all sequences d being well-formed. For our generative model, we define Dirichlet priors over each θ k , previously introduced in our PDMG, parameterized by a sequence of prior pseudocounts α k = α k1 , . . . , α kM .
Then our model is the following Dirichlet Categorical:
where K is the number of categories in C and M is the respective number of lexical items in each l k . So the joint probability of a well-formed derivation d and parameters θ is
Variational Bayesian Inference for Minimalist Grammars
In Bayesian inference, we are interested in calculating the posterior probability of a latent variables given observed variables. Here, the observed data is a corpus of sentences and the latent variables are the best derivation trees over those sentences along with the probability vectors over the grammar. Let S be our corpus, where S = s 1 , . . . , s N , and let D be the sequence of derivation sets for S, where D = d 1 , . . . , d N , such that d n = {d n1 , . . . , d nJ } is the set of J possible derivations for s n . Recall that θ = θ k K k=1 represents probability distributions over l = l k K k=1 , where each l k is a sequence of lexical items of category c k ∈ C, and that P (l km ) = θ km . Recall also that there is a Dirichlet prior over each θ k , defined by the parameters α k = α km M m=1 . We can now define the posterior we are interested in as follows:
It should be noted that the prior is unnormalized because it is possible to randomly sample sequences of lexical items which do not form proper derivation tree as previously noted. That said, given that we condition only on well formed sequences of lexical items using the procedure described in the previous section the following updates are meaningful. Thus, We wish to find the assignments of probabilities to lexical items which maximize (4). The denominator of (4) is intractable to calculate exactly, so we must approximate the posterior. Here we show how to use variational Bayesian inference to do so. We give a very brief introduction to the technique, and then derive the variational distributions and variational updates needed to implement the technique for MGs.
Variational Inference (VI) was introduced by Attias (1999), though the roots of the technique go back further to the technique called ensemble learning in Hinton and Van Camp (1993) . The derivation given in this section was to a large part based on the application of ensemble learning to HMMs in MacKay (1997) and the application of VI to CFGs in Kurihara and Sato (2004) . VI formulates an inference problem as an optimization problem. If P (D, θ θ θ|S, α) represents the true posterior, let Q(D, θ) represent our approximation. The Kullback-Leibler distance (KL) is a distance metric on probability distributions, so that KL(P ||Q) = 0 iff P = Q. The KL distance is defined in (5).
where z are the latent variables and x are the observed variables. In VI, the objective function we minimize is the KL-distance with respect to Q. It can be shown that minimizing the KL-distance is equivalent to maximizing the Evidence Lower Bound (ELBO) 2 , defined in (6).
So the optimization we wish to approximate is arg min
In VI, we make independence assumptions for our variational approximations to simplify the optimization process. In particular, we assume that the variational distribution Q can be broken up into independent distributions over the components of D and θ as such:
By making this simplifying assumption, we can optimize each component of Q(D, θ) separately.
In § §4.1-4.2, we show how to derive the optimal distributions Q * (D) and Q * (θ). Then, in §4.3, we show how to use the Q * (D) and Q * (θ) that we derived to formulate an iterative update algorithm for finding optimal parameters for the model.
Optimization of Q(θ)
Expanding out the expectations, the ELBO of our distribution Q(D, θ) is
where log P (s n , d n , θ|α) =
Here, we derive the optimal Q(θ). To do so, we wish to express (9) as a function of Q(θ), keeping Q(D) fixed. We restate (9) as (11), where the constant c contains terms that depend only on Q(D).
If we represent (11) in the form x Q(x) log Q(x) P * (x) , then Gibbs inequality implies that it can be minimized by setting Q(x) = P * (x). To this end, (11) is equal to (12) .
where
and where δ is the delta function
Then the optimized Q * (θ) is
Notice that this is a product over the formula for the probability density function of a Dirichlet. Accordingly, we can minimize (14) by choosing Q * (θ) to be a product of Dirichlets:
where ω k = ω k1 , . . . , ω kM .
Optimization of Q(D)
We follow the same procedure as in §4.1. Express (9) as a function of Q(D) with Q(θ) fixed.
To represent (16) in the form x Q(x) log Q(x) P * (x) , we rewrite it as:
Then the optimized distribution Q * (d n ) is
where Z D is a normalizing constant.
We can now obtain the optimal parameters θ * kimi using (18). Given that Q * (θ) is a Dirichlet distribution, we have
where ψ is the digamma function.
Variational Update Algorithm
Given the expressions Q * (θ) and Q * (d n ), we can formulate a variational update algorithm to update Q(θ) and Q(D) iteratively to a local maximum. First consider Q * (θ), repeated in (22-23).
Equations (22-23) show that we can calculate Q * (θ) by taking the prior pseudo-counts α km and adding to them a term that depends on Q(d n ). Consider what the term we are adding to α km represents. We sum over all possible derivations for the N sentences in the corpus and take their probability. The delta term is 1 only for lexical items l kimi = l km , so the sums over the delta terms count how many times l km shows up in the derivations in D. With this in mind, we can restate (23) as (24).
where c(l; d) returns the amount of occurrences of a lexical item l in derivation d. (24) gives us the quantity that we use to update each parameter: the expected count of each lexical item with respect to Q(D). Similarly, equations (18-21) show us how to update Q(D). We simply compute the difference of digammas in (21) over ω, the updated parameters in Q(θ).
Using expressions (24) and (21), we state the variational update algorithm in (25-28). Let q (i) (θ, D) be the approximation of Q(θ, D) at iteration i of the algorithm. We alternate between (i) updating q (i) (θ) via updating its parameters ω (i) , and (ii) updating q (i) (D) via updating its parameters θ (i) . In (25), we initialize ω (0) to the prior parameters α. Then we iterate over i until ELBO(P, q (i) ) converges, updating parameters according to (26) (27) (28) . 
Conclusion
In this paper, we presented a minimalist grammar formalization and an approach to the application of the variational Bayesian inference for minimalist grammar induction. In future work, we hope to implement the variational algorithm we derived to build a working minimalist grammar induction system. We intend to integrate this technical work with the generalized parser developed in Harasim, Bruno, Portelance, Rohrmeier, and O'Donnell (2018) as part of a technical framework for evaluating theories of grammar within the minimalist program. We hope that this work will be used to provide a baseline for future development of language learning models as well as more 'human'-like natural language processing applications.
