Twenty univariate continuous distributions appearing in 2016 were discussed and characterized in Hamedani and Safavimanesh (2017). These characterizations were intended to complete, in some way, the cited papers. The present work is a continuation of their (2017) paper dealing with other interesting univariate continuous distributions, some of which will appear in 2017-2018. These characterizations are also intended to complete, in the same way, the new cited papers. The present work deals with certain characterizations of these new distributions established in various directions. The infinite divisibility of some of these distributions will be determined as well.
Introduction
As mentioned in our (2017) paper, in designing a stochastic model for a particular modeling problem, an investigator will be vitally interested to know if their model fits the requirements of a specific underlying probability distribution. To this end, the investigator will rely on the characterizations of the selected distribution. Generally speaking, the problem of characterizing a distribution is an important problem in various fields and has recently attracted the attention of many researchers. Consequently, various characterization results have been reported in the literature. These characterizations have been established in many different directions. This work is the continuation of Hamedani and Safavimanesh (2017) Note that (i) can be employed also when the cdf (cumulative distribution function) does not have a closed form. In defining the above distributions we shall try to employ the same parameter notation as used by the original authors. Finally, we will discuss the infinite divisibility of some of these distributions.
The cdf and pdf (probability density function) of GIL are given, respectively, by F (x; α, λ) = 1 + λ + λx −α 1 + λ e −λx −α , x ≥ 0,
and f (x; α, λ) = αλ 2 1 + λ
where α, λ are positive parameters. The cdf and pdf of EKPF are given, respectively, by 
and f (x; θ, ξ) = θ 2 θ + 1 g (x; ξ) 1 − log G (x; ξ) G (x; ξ) θ−1 , x ∈ R, (10) where θ > 0 is a parameter and g (x; ξ) is pdf of the baseline distribution, G (x; ξ) , with parameter vector ξ.
The cdf and pdf of OBL are given, respectively, by 
where a, b, λ are positive parameters. The cdf and pdf of EWR are given, respectively, by F (x; α, β, λ, a) = 1 − exp −α e λx 2 − 1 β a , x ≥ 0,
and f (x; α, β, λ, a) = 2aαβλ e λx 2 − 1
where α, β, λ, a are positive parameters. Special cases of EWR: a) Exponentiated Generalized Weibull Gompertz (EGWG) of El-Damcese et al. (2015):
The cdf and pdf of EGWG are given, respectively, by The cdf and pdf of TGG are given, respectively, by
where α, β, ξ > 0 , |λ| ≤ 1 are parameters. Note 2: For λ = 0 , TGG is a special case of EWR. c) Burr Type X Weibull (BrX-W) distribution of Rasekhi et al. (2016) :
The cdf and pdf of BrX-W are given, respectively, by
where θ, β are positive parameters. Note 3: For β = 2, BrX-W is a special case of EWR. The cdf and pdf of TW are given, respectively, by
and
where α, β both positive and |λ| ≤ 1 are parameters.
The cdf and pdf of GOHC are given, respectively, by
where α is a positive parameter and G (x; ξ) is a baseline cdf , which may depend on the vector parameter ξ , with the corresponding pdf g (x; ξ) .
The cdf and pdf of QXG are given, respectively, by
where α, θ are positive parameters. The cdf and pdf of GASN are given, respectively, by
x ∈ R and
where α, λ are positive parameters,
, Φ (.) are pdf and cdf of standard normal distribution, ϕ (x; λ) , Φ (x; λ) pdf and cdf of skew normal distribution and W (.) = ϕ(.) Φ(.) . The cdf and pdf of NEC are given, respectively, by
where a, b, θ are positive parameters, G (x; ξ) , g (x; ξ) are cdf and pdf of the baseline distribution which depend on the parameter vector ξ. Note 4. The NEC is a special case of the New Kumaraswamy Kumaraswamy (NKwKw) family of distributions of Mahmoud et al. (2015) , which has cdf given by
For α = 1, cdf of NKw-Kw reduces to (23) . We believe that these two classes of distributions were obtained independently. We also like to mention that NKw-Kw has been characterized in upcoming monograph by Hamedani and Maadooliat. The cdf and pdf of GPHN are given, respectively, by
where α > 0, σ > 0, θ ∈ (0, 1) are parameters, Φ (x) , ϕ (x) are cdf and pdf of the standard normal distribution. The cdf and pdf of ALTE are given, respectively, by
where α ∈ (−1, ∞) − {0} , β > 0 are parameters. The cdf and pdf of TTPL are given, respectively, by
x ≥ 0 , and
x > 0 , where α > 0, θ > 0 and λ (|λ| ≤ 1) are parameters.
The cdf and pdf of MBIIIG are given, respectively, by
where α, β, γ are positive parameters and G (x; ξ) , g (x; ξ) are cdf and pdf of the baseline distribution. Note 5. The term
can be replaced with
, which may be easier to deal with. That being said, we will use the authors form nonetheless.
The cdf and pdf of APTW are given, respectively, by
where α, β, λ are positive parameters. Note 6. i) For α = 1 , APTW reduces to a Weibull distribution which has been characterized in our previous work. We consider the case α = 1 in the present work. ii) For λ = 1 , APTW reduces to Alpha Power Exponential (APE) distribution of Mahdavi and Kundu (2017) . We believe that APTW and APE were introduced independently.
The cdf and pdf of GPLP are given, respectively, by
x > 0, where θ, λ, β all positive and γ (0 < γ < 1) are parameters. The cdf and pdf of DWW are given, respectively, by
where c, λ are positive parameters and C = (1+c λ )
The cdf and pdf of MLB are given, respectively, by
where α > 0 is a parameter. The cdf and pdf of PL-G are given, respectively, by
where a > 0 is a parameter, K (x; η) (K (x; η) = 1 − K (x; η)) and k (x; η) are cdf and pdf of the baseline distribution which depend on the parameter vector η.
The cdf and pdf of GTL are given, respectively, by
and f (x; α, θ, γ, λ)
x > 0, where α, θ, γ all positive and −1 < λ < 0 or both α, θ positive,
and 0 < λ < 1 are parameters. The cdf and pdf of NW are given, respectively, by
where α, λ positive, p ∈ (0, 1) are parameters, K (x; η) and k (x; η) are cdf and pdf of the baseline distribution which depend on the parameter vector η.
The cdf and pdf of TEG are given, respectively, by
x ∈ R , where α, σ positive, µ ∈ R and |λ| ≤ 1 are parameters.
The cdf and pdf of IK are given, respectively, by
where α, β are positive parameters. Note 7. IK is a special case of BBXII of Paranaiba et al.(2011), which was characterized in Hamedani (2016) .
The cdf and pdf of BGIWG are given, respectively, by
where α, θ, γ positive and p ∈ (0, 1) are parameters. The cdf and pdf of RGTLPS are given, respectively, by
where
x ≤ 1 is a cdf with corresponding pdf g (x) and A (θ) = ∞ z=1 a z θ z finite for a z ≥ 0. The cdf and pdf of EPE are given, respectively, by
where θ, λ, α are positive parameters. The cdf and pdf of TEAW are given, respectively, by
and f (x; α, β, γ, θ, δ, λ)
x > 0, where α, β, γ, θ, δ > 0, with 0 < θ < β (or 0 < β < θ) and |λ| ≤ 1 are parameters. Note 8. For γ = 0 , TEAW reduces to TExGW of Yousof et al. entitled "A new four-parameter Weibull model for lifetime data".
The cdf of TKEIR is given by
where α, θ, a, b all positive and |λ| ≤ 1 are parameters. Note 9. It is easy to see that the number of parameters can be reduced to three as follows
where β, b positive and |λ| ≤ 1 are parameters. So, there is no need to have two unnecessary extra parameters, which could create identifiability problem. The corresponding pdf is
The cdf and pdf of KOBG are given, respectively, by
where a, b, c, k are all positive parameters, B c,
, R (x; η) and r (x; η) are cdf and pdf of the baseline distribution which depend on the parameter η.
The pdf of EIL is given by
where α > 1 and θ > 0 are parameters. Note 10. It would be more appropriate to parametrized the above pdf by taking β = α − 1 > 0. With this new parameter, the pdf will be given by
where β > 0 and θ > 0 are parameters. The cdf and pdf of MOEGG are given, respectively, by
and f (x; α, β, λ, θ)
where α, β, λ, θ (0 < θ < 1) are all positive parameters. The cdf and pdf of EGSHL are given, respectively, by
where a, b are positive parameters.
The cdf and pdf of EKw are given, respectively, by
where α, β, γ, η, λ are all positive parameters. The cdf and pdf of GGP are given, respectively, by
where a, σ are positive and η ∈ R are parameters. The range of x is x > 0 for η ≥ 0 and 0 < x < −σ/η for η < 0. Note 11. WLOG, we take the case η > 0 , x > 0.
Characterizations of distributions
We present our characterizations (i) − (v) in five subsections.
Characterizations based on two truncated moments
This subsection deals with the characterizations of the above mentioned distributions based on the ratio of two truncated moments. Our first characterization employs a theorem of Glänzel (1987) , see Theorem 1 of Appendix A . The result, however, holds also when the interval H is not closed, since the condition of the Theorem is on the interior of H. Proposition 1.1. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) = (1 + x −α ) −1 and q 2 (x) = q 1 (x) e −λx −α for x > 0. Then, the random variable X has pdf (2) if and only if the function ξ defined in Theorem 1 is of the form
Proof. Suppose the random variable X has pdf (2), then
Further,
Conversely, if ξ is of the above form, then
Now, according to Theorem 1, X has density (2) . Corollary 1.1. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.1. The random variable X has pdf (2) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
where D is a constant. We like to point out that one set of functions satisfying the above differential equation is given in Proposition 1.1 with D = 1 2 . Clearly, there are other triplets (q 1 , q 2 , ξ) which satisfy conditions of Theorem1.
The following Proposition may employ a special form of Theorem 1, in which q 1 (x) is taken to be identically 1 and hence it depends on two functions q 2 and ξ (see the last paragraph of Appendix A). 
Proof. Suppose the random variable X has pdf (4), then
and consequently
Now, according to Theorem 1, X has density (4) . Corollary 1.2. Let X : Ω → (0, α) be a continuous random variable and let q 1 (x) be as in Proposition 1.2. The random variable X has pdf (4) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.2 is
where D is a constant. We like to point out that one set of functions satisfying the above differential equation is given in Proposition 1.2 with D = 
β+1 e −βx α ω for x > 0. Then, the random variable X has pdf (6) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.3. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.3. The random variable X has pdf (6) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.3 is
Proposition 1.4. Let X : Ω → (0, ∞) be a continuous random variable and let
for x > 0. Then, the random variable X has pdf (8) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.4. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.4. The random variable X has pdf (8) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.4 is
Proposition 1.5. Let X : Ω → R be a continuous random variable and let
Then, the random variable X has pdf (10) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.5. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.5. The random variable X has pdf (10) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.5 is Corollary 1.6. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.6. The random variable X has pdf (12) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.6 is
Proposition 1.7. Let X : Ω → (0, ∞) be a continuous random variable and let
The random variable X has pdf (14) if and only if the function η defined in Theorem 1 has the form
Corollary 1.7. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.7. The pdf of X is (14) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.7 is
Proposition 1.8. Let X : Ω → (0, ∞) be a continuous random variable and let 
The general solution of the differential equation in Corollary 1.8 is
Proposition 1.9. Let X : Ω → R be a continuous random variable and let
and q 2 (x) = q 1 (x) G (x; ξ) α for x ∈ R. The random variable X has pdf (18) if and only if the function η defined in Theorem 1 has the form
Corollary 1.9. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.9. The pdf of X is (18) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.9 is 
The general solution of the differential equation in Corollary 1.10 is
Proposition 1.11. Let X : Ω → R be a continuous random variable and let
and q 2 (x) = q 1 (x) Φ (x) for x ∈ R. The random variable X has pdf (22) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.11. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.11. The pdf of X is (22) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.11 is
Corollary 1.12. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.12. The pdf of X is (26) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.12 is
Proposition 1.13. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) = 1 + α 1 − e −x/β and q 2 (x) = q 1 (x) e −x/β for x > 0. The random variable X has pdf (28) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.13. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.13. The pdf of X is (28) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.13 is
Proposition 1.14. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) = θ 2 (1 + λ) (1 + αx) − 2λ (θ + α) e θx + 2λ (θ + α + αθx) −1 and q 2 (x) = q 1 (x) e −θx for x > 0. The random variable X has pdf (30) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.14. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.14. The pdf of X is (30) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.14 is
Proposition 1.15. Let X : Ω → R be a continuous random variable and let
for x ∈ R. The random variable X has pdf (32) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.15. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.15. The pdf of X is (32) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.15 is 
The general solution of the differential equation in Corollary 1.16 is
Proposition 1.17. Let X : Ω → (0, ∞) be a continuous random variable and let
e −θx β for x > 0. Then, the random variable X has pdf (36) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.17. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.17. The random variable X has pdf (36) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.17 is
Proposition 1.18. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) = x −1 1 − e −c λ x λ and q 2 (x) = q 1 (x) e −x λ for x > 0. Then, the random variable X has pdf (38) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.18. Let X : Ω → (0, ∞) be a continuous random variable and let h (x) be as in Proposition 1.18. The random variable X has pdf (38) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.18 is
Proposition 1.19. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) = x −2 and q 2 (x) = q 1 (x) e −x 2 /2α 2 for x > 0. Then, the random variable X has pdf (40) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.19. Let X : Ω → (0, ∞) be a continuous random variable and let h (x) be as in Proposition 1.19. The random variable X has pdf (40) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.19 is
Proposition 1.20. Let X : Ω → R be a continuous random variable and let q 1 (x) ≡ 1 and q 2 (x) = exp −a K(x;η) K(x;η) for x ∈ R. Then, the random variable X has pdf (42) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.20. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.20. The random variable X has pdf (42) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.20 is 
The general solution of the differential equation in Corollary 1.21 is
Proposition 1.22. Let X : Ω → R be a continuous random variable and let
and q 2 (x) = q 1 (x) K (x; η) λ for x ∈ R. Then, the random variable X has pdf (46) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.22. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.22. The random variable X has pdf (46) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.22 is for x ∈ R. Then, the random variable X has pdf (48) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.23. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.23. The random variable X has pdf (48) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.23 is
Proposition 1.24. Let X : Ω → (0, ∞) be a continuous random variable and let
and q 2 (x) = q 1 (x) e −γ(αx) −θ for x > 0. Then, the random variable X has pdf (52) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.24. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.24. The random variable X has pdf (52) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.24 is
Proposition 1.25. Let X : Ω → (0, 1) be a continuous random variable and let
and q 2 (x) = q 1 (x) G (x) for x ∈ (0, 1) . Then, the random variable X has pdf (54) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.25. Let X : Ω → (0, 1) be a continuous random variable and let q 1 (x) be as in Proposition 1.25. The random variable X has pdf (54) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
x ∈ (0, 1) .
The general solution of the differential equation in Corollary 1.25 is 
The general solution of the differential equation in Corollary 1.26 is
Proposition 1.27. Let X : Ω → (0, ∞) be a continuous random variable and let
Then, the random variable X has pdf (58) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.27. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.27. The random variable X has pdf (58) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.27 is
Proposition 1.28. Let X : Ω → (0, ∞) be a continuous random variable and let
Then, the random variable X has pdf (60) if and only if the function ξ defined in Theorem 1 is of the form
Corollary 1.28. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.28. The random variable X has pdf (60) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the following differential equation
The general solution of the differential equation in Corollary 1.28 is
Proposition 1.29. Let X : Ω → R be a continuous random variable and let
The random variable X has pdf (62) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.29. Let X : Ω → R be a continuous random variable and let q 1 (x) be as in Proposition 1.29. The random variable X has pdf (62) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.29 is 
The general solution of the differential equation in Corollary 1.30 is 
The general solution of the differential equation in Corollary 1.31 is
Proposition 1.32. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) = e (a−1)x (1 + e −x ) a − 2 a e −ax b−1 and q 2 (x) = q 1 (x) (1 + e −x ) −ab for x > 0. The random variable X has pdf (67) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.32. Let X : Ω → (0, ∞) be a continuous random variable and let q 1 (x) be as in Proposition 1.32. The random variable X has pdf (67) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.32 is
Proposition 1.33. Let X : Ω → (0, 1) be a continuous random variable and let
The random variable X has pdf (69) if and only if the function ξ defined in Theorem 1 has the form
Corollary 1.33. Let X : Ω → (0, 1) be a continuous random variable and let q 1 (x) be as in Proposition 1.33. The random variable X has pdf (69) if and only if there exist functions q 2 and ξ defined in Theorem 1 satisfying the differential equation
The general solution of the differential equation in Corollary 1.33 is 
The general solution of the differential equation in Corollary 1.34 is
Characterization in terms of hazard function
The hazard function, h F , of a twice differentiable distribution function, F , satisfies the following first order differential equation
It should be mentioned that for many univariate continuous distributions, the above equation is the only differential equation available in terms of the hazard function. In this subsection we present non-trivial characterizations of EKPF (for θ = 1), LF , EWR (for a = 1) and TW (for λ = 1) , QXC , GPHN , APTW (for α = 1) , MLB, PL-G , NW , RGTLPS and KOBG distributions in terms of the hazard function, which are not of the trivial form given above.
Proposition 2.1. Let X : Ω → (0, α) be a continuous random variable. The random variable X has pdf (4) (for θ = 1) if and only if its hazard function h F (x) satisfies the following differential equation
Proof. It is clear that the above differential equation holds if X has pdf (4) for θ = 1. Conversely, if the differential equation holds, then
which is the hazard function of the EKPF distribution.
A Proposition similar to that of Proposition 2.1 will be stated (without proof) for each one of the above mentioned distributions. Proposition 2.2. Let X : Ω → R be a continuous random variable. The random variable X has pdf (10) if and only if its hazard function h F (x) satisfies the following differential equation
Proposition 2.3. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X for a = 1, is (14) if and only if its hazard function h F (x) satisfies the differential equation
Proposition 2.4. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X for λ = 1, is (16) if and only if its hazard function h F (x) satisfies the differential equation
Proposition 2.5. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X is (20) if and only if its hazard function h F (x) satisfies the differential equation
Proposition 2.6. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X is (26) if and only if its hazard function h F (x) satisfies the differential equation
Note that for α = 1, we have, clearly a much simpler differential equation. Proposition 2.7. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X , for α = 1, is (34) if and only if its hazard function h F (x) satisfies the differential equation
Note 8. For α = 2, the above differential equation has the following simple form:
Proposition 2.8. Let X : Ω → (0, ∞) be a continuous random variable. Then, X has pdf (40) if and only if its hazard function h F (x) satisfies the differential equation
with the initial condition h F (0) = 0. Proposition 2.9. Let X : Ω → R be a continuous random variable. Then X has pdf (42) if and only if its hazard function h F (x) satisfies the differential equation
with the initial condition h F (0) = ak (0; η) . Proposition 2.10. Let X : Ω → R be a continuous random variable. Then X has pdf (46) if and only if its hazard function h F (x) satisfies the differential equation
Proposition 2.11. Let X : Ω → (0, 1) be a continuous random variable. Then, X has pdf (54) if and only if its hazard function h F (x) satisfies the differential equation
Proposition 2.12. Let X : Ω → R be a continuous random variable. Then, X has pdf (62) if and only if its hazard function h F (x) satisfies the differential equation
Characterization in terms of the reverse (or reversed) hazard function
The reverse hazard function, r F , of a twice differentiable distribution function, F , is defined as
In this subsection we present characterizations of GIL , EKPF , CGT-G , OBL , EWR , TW (for λ = 1) , GPHN , ALTE , MBIIIG , APTW , GTL , NW , BGIWG , EPE , TEAW , KOBG , MOEGG , EGSHL and EKw (for η = 1) distributions (without proofs) in terms of the reverse hazard function.
Proposition 3.1. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (2) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.2. Let X : Ω → (0, α) be a continuous random variable. The random variable X has pdf (4) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.3. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (8) if and only if its reverse hazard function r F (x) satisfies the following differential equation 
Proposition 3.6. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X for λ = 1, is (16) if and only if its hazard function r F (x) satisfies the differential equation
Proposition 3.7. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X is (26) if and only if its hazard function r F (x) satisfies the differential equation
Proposition 3.8. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X is (28) if and only if its hazard function r F (x) satisfies the differential equation
Proposition 3.9. Let X : Ω → R be a continuous random variable. The pdf of X is (32) if and only if its hazard function r F (x) satisfies the differential equation
Proposition 3.10. Let X : Ω → (0, ∞) be a continuous random variable. The pdf of X ,for α = 1, is (34) if and only if its hazard function r F (x) satisfies the differential equation
Proposition 3.11. Let X : Ω → (0, ∞) be a continuous random variable. For α = γ, the random variable X has pdf (44) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.12. Let X : Ω → R be a continuous random variable. For α = 1, the random variable X has pdf (46) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.13. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (52) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.14. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (56) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.15. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (58) if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.16. Let X : Ω → R be a continuous random variable. The random variable X has pdf (62) , for b = 1, if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.17. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (65) , if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.18. Let X : Ω → (0, ∞) be a continuous random variable. The random variable X has pdf (67) , if and only if its reverse hazard function r F (x) satisfies the following differential equation
Proposition 3.19. Let X : Ω → (0, 1) be a continuous random variable. The random variable X has pdf (69) , if and only if its reverse hazard function r F (x) satisfies the following differential equation
Characterization based on the conditional expectation of certain function of the random variable
In this subsection we employ a single function ψ (or ψ 1 ) of X and characterize the distribution of X in terms of the truncated moment of ψ (X) (or ψ 1 (X)). The following propositions have already appeared in Hamedani's previous work (2013), so we will just state them here which can be used to characterize some of the distributions listed in the Introduction.
Proposition H1. Let X : Ω → (a, b) be a continuous random variable with cdf F . Let ψ (x) be a differentiable function on (a, b) with lim x→a + ψ (x) = 1. Then for δ = 1 ,
Proposition H2. Let X : Ω → (a, b) be a continuous random variable with cdf F . Let ψ 1 (x) be a differentiable function on (a, b) with lim x→b − ψ 1 (x) = 1. Then for δ 1 = 1 , where C is chosen so that b a f (u) du = 1. Proof. Differentiating both sides of the functional equation with respect to x and rearranging the terms, we arrive at
, x ∈ (a, b) , from which we obtain f (x) given above.
In designing a stochastic model for a particular modeling problem, an investigator will be vitally interested to know if their model fits the requirements of a specific underlying probability distribution. To this end, the investigator will vitally depend on the characterizations of the selected distribution. A good number of 2016 introduced distributions which have important applications in many different fields have been mentioned in this work. Certain characterizations of these distributions have been established. We hope that these results will be of interest to the investigators who may believe their models have distributions mentioned here and are looking for justifying the validity of their models. It is known that determining a distribution is infinitely divisible or not via the existing representations is not easy. We have used Bondesson's classifications to show that some of the distributions taken up in this work are infinitely divisible. This could be helpful to some researchers. and C is the normalization constant, such that H dF = 1.
We like to mention that this kind of characterization based on the ratio of truncated moments is stable in the sense of weak convergence (see , Glänzel 1990 ), in particular, let us assume that there is a sequence {X n } of random variables with distribution functions {F n } such that the functions q 1n , q 2n and ξ n (n ∈ N) satisfy the conditions of Theorem 1 and let q 1n → q 1 , q 2n → q 2 for some continuously differentiable real functions q 1 and q 2 . Let, finally, X be a random variable with distribution F . Under the condition that q 1n (X) and q 2n (X) are uniformly integrable and the family {F n } is relatively compact, the sequence X n converges to X in distribution if and only if ξ n converges to ξ , where
This stability theorem makes sure that the convergence of distribution functions is reflected by corresponding convergence of the functions q 1 , q 2 and ξ , respectively. It guarantees, for instance, the 'convergence' of characterization of the Wald distribution to that of the Lévy-Smirnov distribution if α → ∞ , as was pointed out in Glänzel and Hamedani (2001) .
A further consequence of the stability property of Theorem 1 is the application of this theorem to special tasks in statistical practice such as the estimation of the parameters of discrete distributions. For such purpose, the functions q 1 , q 2 and, specially, ξ should be as simple as possible. Since the function triplet is not uniquely determined it is often possible to choose ξ as a linear function. Therefore, it is worth analyzing some special cases which helps to find new characterizations reflecting the relationship between individual continuous univariate distributions and appropriate in other areas of statistics.
In some cases, one can take q 1 (x) ≡ 1, which reduces the condition of Theorem 1 to E [q 2 (X) | X ≥ x] = ξ (x) , x ∈ H. We, however, believe that employing three functions q 1 , q 2 and ξ will enhance the domain of applicability of Theorem 1.
