Laser-based spectroscopic techniques, such as cavity ring-down spectroscopy (CRDS), provide a new, cost effective and more widely available approach to measure the oxygen isotope ratio in water molecules, H 2013, 2012, 2009, and 1995 from the AR7W repeat hydrography transect across the Labrador Sea. The within-lab precision of ocean-based CRDS measurements is seen to approach 0.03&, which is better than the manufacturer's typically stated analytical precision (around 1/2 0.05&), and comparable to that achievable with IRMS. The interlaboratory differences of measurements (highest-lowest) reported by the four labs is taken as an indicator of overall accuracy, and is estimated conservatively as being < 0.1&, with the potential to approach 0.05&. Overall, these results show that CRDS based 18 O measurements of seawater can be equivalent to high-quality measurements by IRMS.
The stable oxygen isotope ratio of seawater (H 2 18 O/H 2 16 O, referred to here as d 18 O) is a widely used tracer for separation of freshwater sources (sea-ice melt, glacial melt, precipitation, and river runoff (Østlund and Hut 1984; Schlosser et al. 1994; Bauch et al. 1995; Yamamoto-Kawai et al. 2009 Alkire et al. 2010; McLaughlin et al. 2011; Chandrajith et al. 2013; Newton et al. 2013; Van Geldern et al. 2013) . The SubPolar Gyre of the North Atlantic, including the Labrador Sea, is immediately "downstream" of major existing freshwater sources within the Arctic region, and may be particularly susceptible to these changes (Jahn et al. 2010; Rabe et al. 2013) . To assess and monitor changes in the contribution of freshwater sources, high temporal and spatial resolution sampling, and high accuracy d
18
O measurements are required. However, d
18 O data collection from high latitude oceans remains relatively limited. This is in part due to harsh working conditions, but also because d 18 O in seawater has, until recently, required measurement by isotope ratio mass spectrometry (IRMS): a relatively expensive technique that requires complex analytical instrumentation. This has restricted the ability to produce high-resolution d 18 O measurements of seawater to a few specialized laboratories. The recent advent of laser spectroscopic bench-top instruments, including Cavity Ring-Down Spectroscopy (CRDS) systems manufactured by Picarro and the Integrated Cavity Output Spectroscopy system manufactured by Los Gatos Research, has opened the door to more cost effective and widely available measurement of d 18 O in aquatic environments. As a result, the opportunity exists to add d
O to the list of routinely measured parameters during oceanographic cruises, and increase the resolution of d 18 O data from critical regions. However, the introduction of a new analytical approach for ocean tracer studies requires critical examination of data precision and accuracy, comparability with traditional techniques, and an open discussion between different labs of methodological issues.
Several ocean research groups presently use CRDS (e.g., Munksgaard et al. 2012; Bass et al. 2014) , and the number of laboratories generating data is rapidly growing. However, todate only one study has assessed the influence of salinity on the measurement of d
18 O by CRDS (Skrzypek and Ford 2014) , and we are aware of no assessments of CRDS measurement stability, precision, and accuracy for the analysis of natural seawater samples. Further, comparisons with the IRMS techniques, the basis for all available historical d 18 O data, have yet to be quantified, and published.
This study explores interlaboratory, intercruise and intermethod consistency of CRDS d
O measurements in seawater through: (1) an interlaboratory comparison study on a common set of samples with a range of salinities, and (2) a comparison of repeated measurements of North East Atlantic Deep Water (NEADW) over time (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) Khatiwala et al. (1999) , and the remaining labs are anonymous. (Fig. 1a) , a long-term monitoring program conducted by the Bedford Institute of Oceanography. For the historical 1995 transect, IRMS d
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18
O samples (n 5 20; lab IRMS k ) were collected and measured according to Khatiwala et al. (1999) , and were downloaded from the NASA d
O-global data-base (http://data.giss.nasa.gov/o18data/). For the 2009-2013 transects, samples were collected in 60 mL Amber Boston Rounds with Poly-Seal-Lined caps secured with electrical tape, stored in the dark at room temperature, and analyzed within 1 yr of collection. Post collection, the 2009 samples (n 5 5) were distributed to and measured by lab IRMS 2 , and the 2012-2013 samples (n 5 24 and 28, respectively) were measured by lab CRDS 1 (Table 1; Fig. 2 ).
Salinity and temperature
For the interlaboratory comparison study, five samples per water mass type were measured for salinity using a Guildline Autosal 8400B salinometer at the Bedford Institute of Oceanography. For the NEADW comparison, salinity and temperature was measured using a CTD (SeaBird 911), which was calibrated against salinity measurements made using a Guildline Autosal 8400B salinometer.
Stable isotope analysis
In all cases, the data are reported in the standard delta notation (d), i.e., the per mil (&) deviation from VSMOW according to, d 5 ((R sample 2 R reference )/R reference ) 3 1000, where R is the H 2 18 O/H 2 16 O ratio. We note that, depending on the analytical methods applied, and if the sample had been distilled prior to analysis, for most historical IRMS measurements a salinity correction was required to convert the d
18
O data from an activity, to a concentration scale (Skrzypek and Ford 2014) , and for salt concentrations in the range of seawater, is generally < 0.1&. The CRDS and IRMS Lab CRDS 1 Stable isotope analysis by lab CRDS 1 used a Picarro L2130-i CRDS analyzer, with vaporization module isotopic H 2 O A0211 coupled to a HTC-xt Leap Pal Technologies autosampler. The vaporizer was operated at 1108C, samples were injected using a clean 10 lL SGE auto-sampler syringe with a fixed needle (part# 002977), and the signal levels for samples were within the required range for the instrument (varying between 19,000 and 21,000 ppmv). O values are reported as the average of the last three to four injections out of eight, where the typical coefficient of variation ranged between 0.01% and 0.05%. Three standards were monitored between every sixth sample, and data reduction was performed using the manufacturer's software (ChemCorrect). The main difference is that lab CRDS 2 placed a stainless steel liner in the vaporizer in an attempt to catch accumulating salt residue, and increase the number of saltwater injections achieved before the vaporizer needed to be cleaned. The liners can be removed and cleaned together with every change of the vaporizer's septum, but are still undergoing testing by Picarro, and are not yet commercially available. Using the liners showed no negative impact on precision or accuracy of the data. Regardless, the vaporizer was cleaned regularly depending on the number and type of samples, and was cleaned more often for seawater samples.
Lab IRMS 1
The oxygen isotopic composition of water was analyzed using the water-CO 2 equilibration method modified from Epstein and Mayeda (1953) , using 5 mL of sample water, equilibrated at 188C for 10 h while being shaken. The CO 2 gas was then analyzed by dual-inlet mass spectrometry on a Delta Plus XL mass spectrometer. Two lab standards, one seawater (d 18 O 5 0.11&) and the other deionized lab water (d 18 O 5 210.10&), were run in duplicate with each batch of 20 samples. The isotopic compositions of the lab standards were calibrated using the international standards VSMOW2, SLAP2, and GISP. Tests with lab-made seawater (salinities ranging from 0 to 40) showed that salinity does not influence the result, at least within the error of the method (0.03&).
Lab IRMS 2
The oxygen stable isotopic composition of saline water was analysed using the water/headspace equilibration technique (Thermo Finnigan Application Flash reports 30 and 32), and analyses were performed on a Delta Plus XP IRMS interfaced with a GasBench II, and PAL autosampler. All waters had about 5 g of very fine sand size copper metal shot added to counteract any contamination by dissolved H 2 S, and about 50 mg of activated charcoal for organics contamination (RSIL SOP: 1574; Coplen and Harper 1994). The waters were left in contact with the copper and charcoal for a minimum of 5 d. After the minimum 5 d, 0.6 mL of saline water (greater than 3PSU) was pipetted into a 12 mL Exetainer. Samples and internal standards were flushed offline at a rate of 70 mL/min for 4 min with a gas mixture of 2% CO 2 in helium. Flushed Exetainers were left to equilibrate at room temperature for a minimum of 5 d. The internal water standards used were W-7 (225.55); W-9 (25.06); W-10 (211.84); W-16 (111.97), which cover the natural range in the data. These internal standards were calibrated against the International standards VSMOW, GISP, and SLAP. Precision was evaluated by including a "blind" water of a known value with every set of calibration standards described above. The values of this water (W-20) were then used for long term monitoring and statistical purposes. The standard deviation of W-20 is better than 0.10& for oxygen.
Salt interference on CRDS d
O measurements
The main challenge for several ocean-based research groups using CRDS is the effect of salt on instrument stability after multiple injections of seawater. While strategies, such as injection of freshwater between every 5 th seawater sample, and regularly flushing the CRDS vaporizer, can slow the accumulation of salt, they also decrease sample throughput (e.g., to 15 samples a day for lab CRDS 1 ). In addition, our experience suggests that after 12,000 injections of seawater, memory effects and the precision do not significantly improve after a cleaning procedure. Because the accumulation rate of salt is not only dependent on the methods used to flush the vaporizer, but on the sample salinities, and the frequency of seawater injections, this can be problematic, especially for high volume labs measuring seawater samples daily; Salt-related problems can lead to system downtimes, and the consequent need for repairs. For example, lab CRDS 1 found the vaporizer lifetime to be limited to about 1 yr, over 3 yr of observation. To minimize the influence of salt on CRDS instrument stability (decreasing precision, increasing memory effects, shortening vaporizer lifetimes), liners designed to rest between the injection port and vaporizer were manufactured by Picarro. Laboratories CRDS 1 and CRDS 2 have successfully used these liners, however, the issue of salt residue on instrument stability and data quality has not yet been fully resolved.
Assessment
Interlaboratory comparison
For the interlaboratory comparison, large volume samples were collected from three distinct geographic locations (river, coastal, and shelf waters), and aliquots were measured in parallel using CRDS or IRMS, depending on the laboratory. The standard deviations of measurements made by the IRMS and CRDS laboratories varied between 0.01& and 0.02&, and 0.02& and 0.03& (Table 1; Fig. 2) , respectively, and are lower than the CRDS manufacturer's typically stated analytical precision (around 1/2 0.05&). The standard deviation of all analyses made on the same sample by both CRDS labs was consistently 0.03& (i.e., very close to the individual labs' standard deviations; shaded regions in Fig. 2 ; Table 1 ), irrespective of the salinity of the sample. The consistency of the precision between labs, instruments, and across a range of salinities (0.07-34.91; Table 1 ), suggests that the overall analytical precision of CRDS d
18 O measurements on real seawater samples, including effects of sampling and sample storage, approaches 1/2 0.03&, and is consistent with the repeatability attainable with IRMS (Table 1) . The individual lab averages (n 5 10) differed by 0.08& for the Sackville River samples, 0.04& for the Bedford Basin samples, and 0.06& for the Scotian Shelf samples ( Fig. 2a-c ; Table 1 ). These differences in averages, which were determined by different labs on identical samples, suggest that data collected and analyzed with different instruments can be internally consistent, or accurate to a tolerance in the range of 0.05-0.10&. Combined, the results from the interlaboratory comparison suggest that the performance of the CRDS instruments can match both, the accuracy and precision of historical data collected by IRMS.
Northeast Atlantic Deep-water comparison
In contrast to the samples used for the interlaboratory comparison, the NEADW samples were not true "replicates," but rather multiple samples sets collected at similar geographic locations and depths, over an 18-yr period, and measured using either CRDS or IRMS, depending on the year. The standard deviations associated with the CRDS annual averages (2012-2013) varied from 0.06& to 0.11&, and were slightly larger than those observed for the interlaboratory comparison samples. In addition, the standard deviation of the annual averages (n 5 4) was 1/2 0.08&, showing that the variation between years is also larger than the between-sample variability observed for the interlaboratory comparison.
The higher variation between years (and labs) for the NEADW comparison could be an indication of analytical, and sampling differences between the four datasets, and/or result from "real" (e.g., climate-associated) interannual variations in the water mass. However, application of a three end-member mass balance calculation previously used to quantify freshwater sources to the Arctic Ocean (YamamotoKawai et al. 2009 (YamamotoKawai et al. , 2010 , confirmed that samples from across the 4 yr were composed of 100% marine waters, with virtually 0% contributions from sea ice melt and meteoric waters. Further, the NEADW is the "oldest" water mass along the AR7W transect, and therefore the least susceptible to timevarying freshwater inputs on interannual time scales (Yashayaev et al. 2008) . For these reasons, we tentatively attribute the higher standard deviation of the NEADW annual averages to sampling and analysis-related differences across the four datasets, rather than variations in the water mass itself.
The total range (highest-lowest) of the averages from the 4 yr was only 0.03& (Table 1; Fig. 2d ). This is independent confirmation of the inference from the interlaboratory comparison that seawater d
18 O measurements by different labs, and instruments can be internally consistent or accurate to < 0.1&, and might even approach a tolerance of 0.05&.
Comparison of CRDS and IRMS d
18
O measurements To examine the relationship between CRDS and IRMS d 18 O measurements, and test for any systematic offset, and/or response difference between the CRDS and IRMS techniques, a type-II regression was applied to the combined data from the interlaboratory and NEADW comparisons (Fig. 3) , and the fit of the regression was tested on three linear scenarios: (1) The residual standard error (0.070-0.075&), and standard error of the slopes (0.002) were almost identical for the fits of the three modelled scenarios. Under scenario #2, where only the slope was allowed to vary, the best-fit value of the slope was indistinguishable from 1.000, implying that there is no evidence for differential response between the two techniques. Under scenario #3, where only the y-intercept was allowed to vary, the best-fit value of the y-intercept was close to zero (20.022), implying there is also no evidence for a constant offset between the two techniques. Under scenario #1, where both the response factor and a constant offset term were allowed to vary, the best-fit value of the offset term is of the same order, or smaller, than the precision and accuracy of the individual measurement techniques (see above). Taken together, these results suggest that measurements made by CRDS and IRMS techniques exhibit no systematic bias over the range of d
18 O values and salinities measured in this study, and can be directly compared with each other without correction.
Discussion
Understanding of the large-scale distributions of properties within the ocean, and of long-term changes in these properties, is dependent on the collection and assembly of datasets based on measurements made by multiple groups using varying analytical approaches from different regions of the ocean over time. Knowledge of the level to which the data from different groups and times can be compared, in terms of data quality is fundamental to the interpretation of such datasets. In the case of the use of d
18
O as an ocean tracer, the advent of laser-based spectroscopy has created an opportunity to collect data on a more widespread basis than previously. This raises the question of whether these data can be compared directly with historical data measured by IRMS. Further, the level of agreement of CRDS d
O measurements made by new groups has not been well established. The introduction of the new analytical method to measure d
18 O has the advantage of an existing internationally accepted approach to measurement standardization, and ready availability of primary standards. Nevertheless, each laboratory uses these standards in its own calibration procedures, and there are between-lab differences in sample handling, sample analysis, and data interpretation that could introduce bias and/or uncertainty. This study provides results from an initial interlaboratory examination of ocean-derived CRDS d
18 O measurement data quality, including its comparability to data quality using the IRMS technique. Despite the very significant differences in analytical approaches, the CRDS measurements are shown to have precision and accuracy (the latter quantified by interlab consistency) that are very similar to those achievable with IRMS. Importantly, the results show no evidence for systematic bias between the two techniques and no evidence for any salinity-dependence of overall data quality. The within-lab precision of the CRDS measurements on replicate samples is shown to approach 1/2 0.03&, which is consistent with the precision attainable with the IRMS technique, and better than the precision quoted by the instrument manufacturer (1/2 0.05&). However, it is worth noting that this high CRDS precision is partly a consequence of the analytical procedure, which involves injection of multiple aliquots of the same sample to reduce between-sample memory effects (see Methods). Of more importance is that the level of between-lab agreement on replicate samples, irrespective of analytical method used, was in the range 0.05-0.10&. In other words, the level of agreement of data for the same ocean water sample measured by the four different groups (using CRDS or IRMS) is to within a conservatively estimated tolerance of 0.10&, but can approach 0.05&. These estimates of data precision and accuracy derived from analyses of identical samples are supported by a comparison of data from the Labrador Sea's NEADW, which showed annual average values that were consistent to within 0.03&.
This study validates the potential of bench-top CRDS systems for making reliable measurements of d
18 O in seawater, that can be compared directly with measurements made by other groups with different instruments (including IRMS), or at other times. Although salt build-up in CRDS systems causes practical difficulties for the analysis, and can reduce sample throughput, the agreement between the CRDS and IRMS measurement for ocean water is at least as good as for freshwater, and variations in salinity do not influence the integrity, or quality of the CRDS measurements, as long as workarounds are employed (e.g., monitoring of memory effects, and periodic cleaning as outlined in the Methods).
There are over 26,000 seawater oxygen isotope measurements in the NASA database alone (http://data.giss.nasa.gov/ o18data/). These data, and thousands more that have not been integrated there, are almost entirely based on the IRMS measurement technique. These data cannot be reproduced, and they are critical for the study of changes in freshwater fluxes to and within the ocean. They constitute the baseline against which, for example, ongoing changes can be measured in: the Arctic water column (Newton et al. 2013) , the export of freshwater to the North Atlantic (Jahn et al. 2010; Rabe et al. 2013) , the freshening of Antarctic Bottom Water source regions (Jacobs and Giulivi 2010) , and the acceleration of glacial melt water fluxes to the polar oceans (Jenkins and Jacobs 2008) . Conversely, the costs to establish a CRDS laboratory are an order of magnitude lower than those for IRMS. CRDS devices are relatively portable and have been operated shipboard, which means that it may be possible to have stable isotope data in almost real time. The results reported here clear the way for the straightforward integration of the new generation measurements of the isotopes of water with the pre-existing data, facilitating a broad set of studies of temporal change that would have otherwise been very difficult.
Comments and recommendations
While this study encourages the potential for growth in the collection of high quality, intercomparable CRDS d 18 O data from ocean waters, it is only a single test of data quality involving only four laboratories. To ensure the excellent interlaboratory comparability of data demonstrated here, we recommend that the interlaboratory comparison study should be repeated periodically, and broadened to include as many measurement groups as possible.
