Abstract. Let R be a commutative Noetherian domain, and let M and N be finitely generated R-modules. We give new criteria for determining when M ⊗ R N has torsion. We also give constructive formulas for producing a module in the isomorphism class of T(M ⊗ R N ), where T(−) gives the torsion submodule of a module. In some cases we determine bounds on the length and minimal number of generators of T(M ⊗ R N ). We focus on the case where R is a numerical semigroup ring with the goal of making progress on the Huneke-Wiegand Conjecture.
Throughout R will be a commutative domain. Additionally M and N will denote non-zero finitely generated R-modules. The torsion submodule of M is the set T(M ) = {x ∈ M | rx = 0 for some non-zero r ∈ R}. We say that M is torsion-free provided that T(M ) = 0. Otherwise we say that M has torsion. In this paper we will use the convention that local rings are Noetherian.
It is often the case that the tensor product of two modules has torsion. Over some classes of rings it has been shown that the only cases where M ⊗ R N is torsion free are trivial. In particular, when R is either a regular local ring or a onedimensional local hypersurface domain, then M ⊗ R N is torsion-free if and only if one of M or N is free and the other is torsion-free; see [Au] , [L] and [HW] . On the other hand simple examples show that this property does not in general extend to complete intersection domains of codimension greater than one. For instance when R = k[t 4 , t 5 , t 6 ] the module (t 4 R + t 5 R) ⊗ R (t 4 R + t 6 R) is torsion-free. We determine criteria on M , N and R that often allow one to predict whether M ⊗ R N has torsion. In some special cases we give an explicit formula for constructing T(M ⊗ R N ) up to isomorphism, and we determine bounds on the length and minimal number of generators of T(M ⊗ R N ). In other cases we show how to reduce determining the length of T(M ⊗ R N ) to an equivalent number-theoretic problem involving numerical semigroups.
When R is local and integrally closed and M is a torsion-free R-module, we have that M ⊗ R M * is reflexive if and only if M is free [Au, 3.3] , where M * := Hom R (M, R). C. Huneke and R. Wiegand have conjectured [HW, [473] [474] that if R is a local domain such that M and M ⊗ R M * are Maximal Cohen-Macaulay (MCM), then M is free. Furthermore O. Celikbas and R. Takahashi have shown that if the Huneke-Wiegand conjecture holds when R is one-dimensional and Gorenstein, then it would hold for all Gorentein domains, and the Auslander-Reiten conjecture would also hold over Gorenstein domains [CT, Proposition 5.6 ]. The AuslanderReiten Conjecture claims that, if Ext i R (M, R ⊕ M ) = 0 for all i > 0, then M is projective. Over a one-dimensional Gorenstein domain a module is reflexive if and only if it is torsion-free, and also if and only if it is MCM. In particular we would like to show that if R is a one-dimensional local Gorenstein domain, and M is torsion-free but not free, then M ⊗ R M * has torsion. Trying to make progress on the Huneke-Wiegand conjecture was the original motivation for this research. When R is any commutative domain and I is a two generated ideal of R, we obtain the isomorphism T(I ⊗ I * ) ∼ = (I 2 ) −1 /(I −1 ) 2 , where I −1 := (R : K I) and K is the field of fractions; see Lemma 1.9 for details. In particular given a numerical semigroup S and a field k the following statements are equivalent; see Proposition 4.4 for details.
(1) The Huneke-Wiegand Conjecture holds for two-generated monomial ideals over k [S] . (2) For every n in N \ S there exists a set of the form {x, x + n, x + 2n} ⊂ S, which does not factor as the sum of two sets of the form {y, y + n} ⊂ S and {z, z + n} ⊂ S.
In [SL] P. García-Sánchez and the author use this equivalence to show that twogenerated monomial ideals over complete intersection numerical semigroup rings satisfy the Huneke-Wiegand Conjecture.
Much of the previous work related to torsion and tensor products has been focused on trying to determine when T(M ⊗ N ) = 0. However, we develop tools that allow us to produce bounds on the size of T(M ⊗ R N ) in some special cases. For instance when R is a hypersurface numerical semigroup ring with non-principal monomial ideals I and J, we show that λ R (T(I ⊗ R J)) 1 2 µ(I)µ(J). Here λ R (−) gives the length of a module. Lastly, when R is a hypersurface numerical semigroup ring with monomial ideal J, we show that J ⊗ R J * has a minimal generating set such that 2µ(J) − 2 of the generators are torsion elements. Here µ(−) gives the minimal number of generators of a module.
Torsion over domains
Let I be an ideal of R, let M be a finitely generated torsion-free R-module and let π IM : I ⊗ R M → IM be the R-module homomorphism defined by setting π IM (r ⊗ x) = rx for all r in I and x in M . When I and M are unambiguous we will simply write π for π IM . In general ker(π IM ) = T(I ⊗ R M ). Since IM is torsion-free it follows that T(I ⊗ R M ) ⊆ ker(π IM ). Conversely, given x in I and f = i x i ⊗ y i in ker(π IM ) we have xf = i xx i ⊗ y i = x ⊗ i x i y i = 0.
A local ring is said to be analytically irreducible if its completion is a domain. An analytically irreducible local ring is said to be residually rational if it has the same residue field as its integral closure. Note that in this case the integral closure would necessarily be local by [Ka, 6] . Remark 1.1. Let R be a one-dimensional Noetherian local domain. Then R is analytically irreducible if and only if its integral closure R is finitely generated as an R-module and is a discrete valuation ring (DVR). If R is analytically irreducible then R is reduced; hence by [Kr] , R is a finite R-module. By [Ka, 6] the number of minimal primes in R equals the number of maximal ideals in R. Thus if R is analytically irreducible, then R is a onedimensional local integrally closed domain; hence by [AM, Proposition 9 .2], R is a DVR. Conversely if R is not analytically irreducible, then R is not local and therefore not a DVR. Lemma 1.2. Let R be a domain. Let M be a finitely generated torsion-free Rmodule. Let I, P and Q be finitely generated ideals such that P + Q = I. Then the sequence
Proof. We have the following exact sequence:
Applying (−) ⊗ R M we get the second row of the following commutative exact diagram:
Thus by the Snake Lemma we get the desired exact sequence. Note that the map δ in the lemma is the connecting map from the Snake Lemma.
Let R be a local domain with maximal ideal m. Suppose there exists a fixed t in R such that m = (t n1 , . . . , t ne ). Then I is said to be a fractional monomial ideal whenever I = (t z1 , . . . , t z h ) for some integers z 1 , . . . , z h . Theorem 1.3. Suppose that R is either a Z n standard graded k-subalgebra of k[x 1 , . . . , x n ] or a one-dimensional analytically irreducible residually rational domain with maximal ideal m = (t n1 , . . . , t ne ), for some t in R. Let I = (a 1 , . . . , a m ) and J be finitely generated monomial fractional ideals, where each a i is a monomial.
Let e 1 , . . . , e m be a basis for
Proof. We claim that the sequence
is exact, where γ is the map that replaces direct sums with addition. It suffices to show that ker(γ) ⊆ i<j (a i R ∩ a j R)(e i − e j ). Case 1: Let R be a Z n standard graded k-subalgebra of k[x 1 , . . . , x n ]. Let f be a non-zero homogeneous element of ker(γ) of degree w = [w 1 , . . . ,
Since f is homogeneous and in
Case 2: Let R be a one-dimensional analytically irreducible residually rational domain with maximal ideal (t n1 , . . . , t ne ). Let f be a non-zero element of ker(γ). Then f = m i=1 f i e i for some f i in a i R with m i=1 f i = 0. Let v be the valuation associated to the valuation ring R and let n be the maximal ideal for R. There exists N ≫ 0 such that n N ⊂ a i R for all i. When v(f i ) > N for all i, it follows that f is in i<j (a i R ∩ a j R)(e i − e j ). Let d = min{v(f i )| i = 1, . . . , m}. By induction it suffices to show that there exists
for all i and such that we can write
, and the claim follows. Applying (−) ⊗ R J to the exact sequence above we get the second row of the following commutative exact diagram:
The desired isomorphism follows from the Snake Lemma.
is an analytically irreducible residually rational ring with maximal ideal m = (t n1 , . . . , t ne ) for some t in R. Let I and J be finitely generated monomial fractional ideals of R and let I = (a 1 , . . . , a h ) such that each a i is a monomial. Then the following conditions are equivalent:
(1) T(I ⊗ R J) = 0; (2) (P ∩ Q)J = P J ∩ QJ for all ideals P and Q (not necessarily monomial) such that P + Q = I; and
Proof. (1) =⇒ (2): This follows from Lemma 1.2.
(2) =⇒ (3): This is clear, since (3) is a special case of (2).
(3) =⇒ (1): Let R be a Z n standard graded k-subalgebra of k[x 1 , . . . , x n ]. Fix w in Z n and let V = {i| x w ∈ a i J}. Let G be the graph with vertex set V that contains the edge ij if and only if x w is in (
))J contains x w , then G contains an edge between a vertex in S and a vertex in S ′ . Since this occurs for all S ⊂ {1, . . . , h}, it follows that G is path connected.
Suppose that x w (e y −e z ) is in i<j (a i J ∩a j J)(e i −e j ) for some y, z in {1, . . . , h}. It follows that y and z are in V . Since G is path connected, there is a path i 1 i 2 . . . i h from y to z where i j is in V , i 1 = y and i h = z. By our definition of G, for each edge i j i j+1 , we have that x w (e ij − e ij+1 ) is in i<j (a i R ∩ a j R)J(e i − e j ). Thus
Since this condition holds for all w in Z n it follows that
The case where R is a one-dimensional analytically irreducible residually rational ring with maximal ideal m = (t n1 , . . . , t ne ) is analogous. Pick w in Z and use t w instead of x w in the argument above.
Question 1.5. From Lemma 1.2 it follows that the implication (1) =⇒ (2) in Theorem 1.4 remains true for general ideals over any commutative domain. For which ideals and which classes of rings is the reverse implication also true? Definition 1.6. Let R be a domain with field of fractions K. A fractional ideal I is a finitely generated submodule of K. Let M be a finitely generated rank n submodule of
where · is the dot product. In particular I −1 := (R : K I).
Remark 1.7. Let R be a domain with field of fractions K. Let M and N be rank 
Proof. The lemma will follow if we can show that the map [w → v · w] is invertible. Let e 1 , . . . e n be standard basis vectors in K n . Since M has rank n there exist α 1 , . . . , α n in K \ {0} such that α 1 e 1 , . . . , α n e n are in M . By clearing denominators we may choose the α i to be in R. Our candidate for the inverse map will map f in Hom R (M, R) to the vector
Since f is R-linear it must also be K-linear. This explains the last step in the next display.
(v·αiei)ei αi , proving that composition in the other direction is also the identity. Lemma 1.9. Let R be a domain with field of fractions K. Let I = (f, g) be a two-generated fractional ideal of R and let M be a rank n submodule of K n . Then
Proof. By Lemma 1.2 and the isomorphism M * ∼ = M −1 we get the first step below.
gives the third step in (1), and the result follows.
Correspondence between rings and numerical semigroups
Let N 0 denote the non-negative integers. A numerical semigroup S is a submonoid of (N 0 , +) with finite complement in N 0 . We use the notation n 1 , . . . , n e for the numerical semigroup n 1 N 0 + . . . + n e N 0 . The Frobenius number of a numerical semigroup S is the largest integer not in S and is denoted by F S or simply F , when the underlying semigroup is unambiguous. For a detailed introduction to numerical semigroups see [RS] .
Let S be a submonoid of
n . Let R be a one-dimensional analytically irreducible residually rational domain with field of fractions K. Let (R, n) denote the integral closure of R with maximal ideal n. In this case R is a DVR. Fix a generator t for n and let v : K × → Z be the valuation given by v(f ) := sup{i ∈ Z| f ∈ t i R}. Let I be a fractional ideal of R. We define v(R) := v(R − {0}) and v(I) := v(I − {0}). Then v(R) is a numerical semigroup, and v(I) is a relative ideal of v(R).
is the leading monomial of f . For any non-zero elements f and g in R we define
Note that we will often be considering R as a graded k-subalgebra of k[x 1 , . . . , x n ]. In such cases there may be many monomial orderings on the monomials of R, which are not simply restriction of monomial orderings from k[x 1 , . . . , x n ]. However, we will only be considering monomial orderings from k[x 1 , . . . , x n ].
Let R be a k-subalgebra of k[x 1 , . . . , x n ] and let I be a fractional ideal of R. Then deg(R) is a submonoid of N n 0 and deg(I) is a relative ideal of deg(R). Remark 2.2. Let R be a one-dimensional analytically irreducible residually rational ring with maximal ideal m. Then we have the following:
(1) The conductor (R : K R) equals n F +1 , where
(1): This is shown in the proof of [Ku, Theorem] . (2): Consider the natural map γ :
There exists an element c in k\{0} such that v(f ) = cv(g). Since k = R/m we may choose a unit u in R that maps to c under the natural map R → k. It follows that v(f −ug) = v(f )−cv(g) = 0. Thus f − ug is in n v(f )+1 and the result follows. (3): The inclusion n 1 , . . . , n e ⊆ v(R) is straightforward. Let r be a non-zero element of R. Since R is local, r = h i=1 u i t n·wi where each u i is a unit in R, n = [n 1 , . . . , n e ], each w i is in N e 0 and n · w i n · w i+1 . Let ℓ be maximal such that n · w ℓ = n · w 1 . Since n · w 1 v(r), we may assume that n · w 1 is maximal among all possible choices for w 1 . In this case v(
Remark 2.3. [BDF, Proposition II.1.4] Let R be a one-dimensional analytically irreducible residually rational ring. If I and J are fractional ideals of R with I ⊆ J, then λ R (J/I) = |v(J) \ v(I)|, where λ R denotes length as an R-module.
Since R is a k-algebra, J/I is a k-vector space. By choosing a monomial order, modulo I each element of J is equivalent to a unique reduced polynomial such that none of its terms are divisible by a leading monomial in I. These polynomials form a | deg(J) \ deg(I)|-dimensional k-vector space, which is isomorphic to J/I. Definition 2.5. Let S be a submonoid of N n 0 , and let A and B be relative ideals of S. Then the semigroup tensor product A ⊗ S B is the set A × B modulo the equivalence relation generated by (s + a, b) ∼ (a, s + b) for all a in A, b in B and s in S. Elements of A ⊗ S B will be written in the form a ⊗ b with a in A and b in B.
We fix a map χ :
be the torsion number of A and B.
Remark 2.6. Let I and J be monomial ideals of a numerical semigroup ring R.
To see this consider the exact sequence 0 → T(I ⊗ R J) → I ⊗ R J → IJ → 0. From the additivity of the Hilbert function, we have 
Definition 2.7. Let S be a numerical semigroup with relative ideals A and B minimally generated by a 1 , a 2 , . . . , a m and b 1 , b 2 , . . . , b n respectively. Given an integer z, we define a bipartite graph Γ z (A, B) with respective vertex and edge sets 
The easiest way to see this is that 44 − a 1 − b 3 = 0 is in S and 44 − a 2 − b 2 = 0 is in S. However, none of the other edges appear because there are no other cases where 44 − a i − b j is in S. Similarly we have
Proposition 2.9. Let S be a numerical semigroup with relative ideals A and B.
There is a one to one correspondence between connected components of
Γ z (A, B) and elements a ⊗ b in A ⊗ S B such that a + b = z. The correspondence is given by identifying the connected component containing v i with a i ⊗ S (z − a i ) in A ⊗ S B.
Proof. It follows from the definition of Γ
Suppose that a i ⊗ (b j + g) and a s ⊗ (b t + g ′ ) are elements of A ⊗ S B with a i +b j +g = a s +b t +g ′ = z. Then it suffices to show that a i ⊗(b j +g) = a s ⊗(b t +g ′ ) if and only if v i w j and v s w t are in the same connected component of Γ z (A, B).
Suppose that v i w j and v s w t are in the same connected component of Γ z (A, B). Then there exists a finite sequence of edges
Suppose that for a given value of h we have
It follows by induction on
Then there exists a sequence of ways to write that element
It follows that the edges v i w j and v s b t are connected by the adjacent edges v i0 w j0 , v i0 w j1 , v i1 w j1 , v i1 w j2 , . . . , v i ℓ w j ℓ and the result follows. 
Proof. Since replacing I with f I and J with gJ for any f, g in R does not affect the values on either side of the inequality, we may assume that I and J are ideals. Let A = deg(I), B = deg(J) and S = deg(R). Let < denote the ordering on N n 0 which is associated to the ordering on the monomials of k[x 1 , . . . , x n ]. Note that < extends naturally to an ordering on Z n . Choose k-bases of monic polynomials {f z | z ∈ A}, {g z | z ∈ B} and {r z | z ∈ S} for I, J and R respectively, and write
with α i , β i and ǫ i in k. For each s in S we have f a+s = r s f a + x<a+s δ x f x for some δ x in k. Therefore
for some δ x and γ y in k. It follows that for any a, c in A and
For each z in A + B let c z = τ z (A, B), and fix a z0 , a z1 , . . . , a zcz in A such that
Starting with z = a + b maximal such that α ab = 0 and proceeding inductively as z decreases, we may replace each term α ab f a ⊗ g b with a sum of the form
We may assume that there are only finitely many z in Z n such that τ z (A, B) = 0; otherwise τ (A, B) = ∞ in which case the inequality in the proposition holds.
Let S 0 = {z ∈ A + B| τ z (A, B) = 0}. For each i 0 let M j be the k-vector space generated by elements of the form f azi ⊗ g z−azi with z in S j and let S j+1 = deg(π(M j )). Then S j ⊆ S j+1 and M j ⊆ M j+1 for all j in N 0 . Note that S 0 is a finite set. Choose j in N 0 such that S h is a finite set for all h j. Since f azi g z−azi is a finite sum of scalars times monomials for each i and z, it follows that the set S j+1 = deg{ z,i α zi f azi g z−azi | z ∈ S j } is also finite; hence M j is a finite dimensional k-vector space for all j in N 0 . Fix j in N 0 and choose z j+1 in S j+1 \ S j . Then z j+1 = deg( z∈Sj,i β zi f azi g z−azi ) for some β zi in k. Since z j+1 is not in S j , it follows that there exists z j ∈ S j \ S j−1 such that for some i we have β zj i = 0 and z j > z j+1 (set S −1 = ∅ for the case j = 0). It follows that an increasing sequence S 0 S 1 S 2 . . . yields a decreasing sequence z 0 > z 1 > z 2 > . . .
in v(IJ).
The reason that we must get a decreasing sequence is that for every element of S j \ S j−1 we have a finite decreasing sequence of the form z 0 , . . . , z j and at least one of these must extend to a finite decreasing sequence of the form z 0 , . . . , z j+1 . Since < satisfies the descending chain condition on v(IJ), it follows that z 0 , . . . , z j cannot extend to an infinite decreasing sequence; hence the sequence 
Assume that y is not in S N . Then there exists w in (A + B) \ S N such that α w0 = 0 with w > y. We may choose w to be maximal. However, since the coefficient of x w in π(δ) is zero, we have w = deg( z∈A+B,z>x cz i=0 α zi f azi g z−azi ). Since w was chosen to be maximal this implies w is in S N , which is a contradiction. Thus deg(IJ) \ (deg(I) + deg(J)) ⊂ S N . We have the following: Lemma 2.12. Let R be a one-dimensional analytically irreducible residually rational ring. Let I and J be fractional ideals of R with f, f ′ in I and g, g
Proof. Suppose that v(f ) = v(f ′ ) + s for some s in v(R). Let r be in R such that v(r) = s. By Remark 2.2 (2) there are units u and
Since
it follows that the result holds in this special case. Similarly the result holds when
. In general we may choose sequences f 1 , . . . , f n and g 1 , . . . , g n with f = f 1 , g = g 1 , f ′ = f n and g ′ = g n such that for all i, v(f i g i ) = v(f g) and there exists an element
. Now the general result follows by induction from the elementary case.
Lemma 2.13. Let R be a one-dimensional analytically irreducible residually rational ring. Let I and J be fractional ideals of R and let
for all i, then γ = 0.
Proof. Let x be in I and y be in J such that v(x) and v(y) are minimal. If v(f i ) < F + 1 + v(y), then v(g i ) > F + 1 + v(y) and g i = r i y for some r i in n F +1 . By Remark 2.2 (1) we have that r i is in R, so
Proposition 2.14. Let R be a one-dimensional analytically irreducible residually rational ring. Let I and J be fractional ideals of R. Then 
Proof. For any integer c let
This explains the fourth step in the next sequence.
= λ R (ker(π))
The first step comes from the discussion at the beginning of Section 1. The second step follows from the fact that π maps M isomorphically onto N . The third step follows from surjectivity of π. The fifth step is given by the equality λ R ((IJ)/N ) = |v(IJ) v(N )| from Remark 2.3. The last step is straightforward, and the result follows.
The next example shows that the inequality in Proposition 2.14 can be strict. It follows from Proposition 2.14 that
In this case it turns out that the inequality is strict and λ(T(I ⊗ R J)) = 0. The difference can be accounted for by the relation t 4 ⊗ t 12 − t 5 ⊗ t 11 = 0. Specifically
Proposition 2.16. Let R be a one-dimensional analytically irreducible residually rational ring with maximal ideal m = (t n1 , . . . , t ne ) and let R ′ be a Z n standard graded k-subalgebra of k[x 1 , . . . , x n ]. Let I and J be monomial fractional ideals of R. Let I ′ and J ′ be finitely generated monomial fractional ideals of
Proof. Let I = (t a1 , . . . , t am ). By Propositions 2.11 and 2.14 we have the inequalities λ R (T(I ⊗ R J)) τ (deg(I), deg(J)) and λ R (T(
For each z in deg(IJ) choose h z such that z − a hz is an element of deg(J). Then t z is an element of t a hz J. If we take the quotient of M by all of the distinct non-zero elements of the form t z (e i − e hz ) starting with z as large as possible and letting z decrease, then at each stage the length of the quotient decreases. Thus λ R (M ) is at least the number of elements of this type. Consider the following equivalences.
Thus a r ⊗ (z − a r ) and a s ⊗ (z − a s ) represent the same element in v(I) ⊗ v(R) v(J). It follows that for a given z in v(IJ) the number of distinct non-zero elements in M of the form t z (e i − e hz ) is at least
Hypersurfaces
In this section we fix relatively prime integers a and b such that b > a > 1. Let Z := Z 2 /(b, −a)Z be the quotient group of Z 2 . For any point (x, y) in Z 2 let (x, y) in Z denote the coset containing the point (x, y). Let ψ : Z → Z be the group isomorphism defined by ψ((x, y)) := ax + by. Since ψ is an isomorphism, it establishes an equivalence between sub-semigroups of Z and sub-semigroups of Z. Let S = a, b . Then S Z := ψ −1 (S) is the sub-semigroup of Z generated by ψ −1 (0) = (0, 0), ψ −1 (a) = (1, 0) and ψ −1 (b) = (0, 1). Given a relative ideal A of S we denote the relative ideal
will be referred to as the boundary of A Z . The Apery set of A for some n in S is the set Ap(A, n) := {a ∈ A| a − n / ∈ A}. Note that B(A Z ) = ψ −1 (Ap(A, a + b) ).
Example 3.1. Let S = 5, 7 and A = (17, 21, 25). The generators of A Z are ψ −1 (17) = (2, 1), ψ −1 (21) = (0, 3) and ψ −1 (25) = (5, 0). We represent Z on a section of the lattice in the plain which depicts Z 2 . The region depicted below extends infinitely between the parallel lines. Two points in Z 2 are equivalent when they differ by an integer multiple of the vector v = (7, −5). Every point in Z 2 is uniquely equivalent to one of the points in the region below. We represent each element of A Z with a •, each element of S Z A Z with a • and each element of Z S Z with a " · ".
•
Given a relative ideal A of S. The unique minimal generating sets for A Z and A are Gen( Let v = (b, −a) be a vector and let ϕ : Z → R/Z be the map given by
In particular ϕ sends the elements of B(A Z ) (resp. Gen(A Z )) to distinct elements of R/Z. Therefore, the elements of B(A Z ) are cyclically ordered by the order that their images occur when traversing R/Z in the positively oriented direction. Let p and q be generators of A Z . We say that q follows p and that p precedes q in Gen(A Z ) (resp. B(A Z )) if ϕ(p) is the next element of ϕ(Gen(A Z )) to occur after ϕ(q) when traversing R/Z in the positively oriented direction. 
In the next example one should reference the diagram in Example 3.1 for clarity. (0, 4), (0, 3), (1, 3), (2, 3), (2, 2), (2, 1), (3, 1), (4, 1), (5, 1) , (5, 0) and (6, 0).
Notice that we do not mention (7, 0), since (7, 0) = (0, 5). Also we could have chosen to begin this list with any of the elements since the ordering is cyclic. Lastly the interval [ (5, 1), (1, 3) ] A = {(5, 1), (5, 0), (6, 0), (0, 5), (0, 4), (0, 3), (1, 3)}.
Then we may choose ordered integers x 1 < x 2 < . . . < x n < x 1 + b and y 1 > . . . > y n > y 1 − a such that
Proof. Choose integers x 1 and y 1 such that p 1 = (x 1 , y 1 ). For each generator p i of A Z choose integers x ′ i and y
There exists a unique integer n i such that
Since the p i are distinct generators, it follows that in this case i = j; hence the x i are unique. Now permute the labels x 2 , x 3 , . . . , x n and apply the same permutation to the labels y 2 , y 3 , . . . , y n so that
For i = 2, . . . , n we have x i > x i−1 and (x i , y i ) is not in (x i−1 , y i−1 ) + A Z . Therefore y i < y i−1 . Assume that y n y 1 −a. Then there exists a positive integer ℓ such that y 1 −a < y n +ℓa y 1 . It follows that (x 1 , y 1 ) is in (x n − ℓb, y n + ℓa)+S Z = (x n , y n ) + S Z . This contradicts the minimality of the generators; hence
It follows from the ordering on the elements x i and the y i that
Therefore, (x 1 , y 1 ), . . . , (x n , y n ) occur one after another in the cyclic ordering on Gen(A Z ). Thus the permutation we applied to the labels x 2 , . . . , x n was the trivial permutation, and the result follows.
Theorem 3.8. Let A and B be non-principal relative ideals of S = a, b . Then,
and it follows that τ (A, B) 1 2 µ(A)µ(B). We will postpone the proof of Theorem 3.8 until the end of the paper.
and that R ′ is a one-dimensional analytically irreducible residually rational ring with maximal ideal m = (t a , t b ) for some t in R. Let I and J be monomial ideals of R. Let I ′ and J ′ be monomial ideals of
Proof. Apply Proposition 2.16 and Theorem 3.8.
The inverse of an ideal
Definition 4.1. Let S be a numerical semigroup with relative ideal A. The inverse of A is the relative ideal A * := {z ∈ Z| z + A ⊆ S}.
Remark 4.2. Let R be a one-dimensional analytically irreducible residually rational ring and let R ′ be a k subalgebra of k [x] . Let I and J be fractional deals of R and R ′ respectively. If f is in 
When J is reflexive we get the other implication, since
Let s be an integer and let Γ be a numerical semigroup. An arithmetic-sequence over Γ is a sequence of the form (x, x + s, x + 2s, . . . , x + ns) such that x + is is in Γ for i = 0, . . . , n with n > 0. In this case we say that the arithmetic sequence has n steps. Arithmetic-sequences over Γ with step size s form a semigroup. Given arithmetic-sequences (y, y + s, . . . , y + as) and (z, z + s, . . . , z + bs) over Γ, their sum (y, . . . , y + as) + (z, . . . , z + bs) := (y + z, y + z + s, . . . , y + (a + b)s) is also an arithmetic-sequence over Γ. We will say that an arithmetic-sequence is irreducible when it does not factor as the sum of two arithmetic-sequences. The following result is stated for semigroup rings but an almost identical proof yields a similar result for two-generated monomial ideals over analytically irreducible residually rational rings and also for two-generated monomial ideals over a standard graded k-subalgebra of k[x 1 , . . . , x n ]. 
Proof. By Lemma 1.9, T(I
* is the set of z such that (z, z +s, z +2s) is an arithmetic sequence in Γ. We have that deg((I −1 ) 2 ) = (0, s) * + (0, s) * is the set of sums y + z such that (y, y + s) and (z, z + s) are arithmetic-sequence in Γ. Thus deg((
2 ) is the set of x such that (x, x + s, x + 2s) is an irreducible sequence in Γ, and the result follows. Proof. Applying Hom R (−, R) to the sequence 0 → I → J → J/I → 0 we get the exact sequence (J/I)
Since J/I is torsion and R is torsion-free, (J/I) * = 0; hence
is the injective hull of R/m. Then R → K → E → 0 is a minimal injective resolution of R. Applying Hom R (R/I, −) we get the exact sequence
Since Matlis duality preserves length, the result follows. Definition 4.6. A numerical semigroup S is symmetric when S = {z| F − z / ∈ S}.
In [Ku] E. Kunz showed that a one-dimensional analytically irreducible residually rational ring R is Gorenstein if and only if the semigroup v(R) is symmetric. The following result enriches this theory by extending the result to ideals.
Proposition 4.7. Let R be a one-dimensional analytically irreducible residually rational Gorenstein ring. Let I be a fractional ideal of R. Then
Proof. Let x be an element of
, which explains the fifth step below.
The first step is given by Lemma 4.5. The second and last equalities are from Remark 2.3. The third step is elementary, and the fourth equality is from [Ku, Theorem] .
There exists a monomial ideal I ′ over a one-dimensional analytically irreducible residually rational ring
. . , n) is principal. It follows that there exist at least 2n − 2 elements of Gen(A) + Gen(A * ), which are not in Gen(A + A * ). Consequently, at least 2n − 2 of the generators of I ⊗ R I −1
are in the kernel of the map π : I ⊗ R I −1 → II −1 . Since ker(π) = T(I ⊗ R I −1 ), the result follows.
Question 4.10. Suppose that R is a one-dimensional hypersurface domain and that M is rank r torsion-free R-module. Considering Propostion 4.9 and the fact that T(M ⊗ R M * ) = 0 when M is not free, we are led to the following question. Does the inequality µ(T(M ⊗ R M * ) 2(µ(M ) − r) hold in general? A positive answer in the case where M is graded or simply an ideal would also be interesting.
Proof of Theorem 3.8. Fix generating sets Gen(A) = {a 1 , . . . , a m } and Gen(A Z ) = {p 1 , . . . , p m } such that ψ(p i ) = a i and p i+1 follows p i in Gen(A Z ) for all i in Z/mZ. Also let Gen(B) = {b 1 , . . . , b n } and Gen(B Z ) = {q 1 , . . . , q n } such that ψ(q j ) = b j and q j+1 follows q j in Gen(B Z ) for all j in Z/nZ.
We define a function δ : Z/mZ × Z/nZ → A ⊗ S B and show that it is injective. Since δ is injective, we have
Furthermore we show that for all c ⊗ d in Im(δ) there exist distinct elements e ⊗ f and c ⊗ d in A ⊗ S B with c + d = e + f . Therefore for all z ∈ Im(δ) we have τ z (A, B) = 0. Let H = {z ∈ Z| τ z (A, B) = 0}. From this we deduce the statement of the Theorem:
Since τ (A, B) |H|, it follows that τ (A, B) 1 2 µ(A)µ(B). In each of the following six cases we assume conditions on elements (i, j) in Z/mZ × Z/nZ. In each case we assume that none of the previous cases occurs.
Case 1: Suppose a i + b j is not an element of Gen(A + B). Then there exists u = i and v = j such that a i + b j = a u + b v + s for some s in S. Since a i and b j are minimal generators, it follows that δ(i, j) :
For the remainder of the proof suppose that a i + b j is an element of Gen(A + B). Let C be the relative ideal generated by Gen(A + B) {a i + b j }.
Case 2: Suppose there exists (u, v) = (i, j) such that a u + b v is not in C. In this case a u + b v = a i + b j + s for some s in S. Let δ(i, j) = a i ⊗ (b j + s). Since a u and b v are minimal generators, we have that a u ⊗ b v = a i ⊗ (b j + s) in A ⊗ S B.
Fix g and h such that p g + q h precedes p i + q j in Gen(A Z + B Z ). Case 3: Suppose g = i and h = j. Choose integers x 1 , x 2 , y 1 and y 2 with x 1 < x 2 < x 1 + b and y 1 > y 2 > y 1 − a, such that p g + q h = (x 1 , y 1 ) and p i + q j = (x 2 , y 2 ). Then m := (x 2 , y 1 ) is in MaxB(A Z + B Z ). Let c = x 2 − x 1 and d = y 1 − y 2 . Then ψ(m) = a g + b h + ca = a i + b j + db.
The following graph illustrates the relative positions of the elements (x 1 , y 1 ) and (x 2 , y 2 ) in the plain. Each point is labeled both by its coordinates and by the element of Z that it represents. We wish to show that a g ⊗ (b h + ca) = a i ⊗ (b j + db) in A ⊗ S B. We claim that none of the elements of the form p u + q h with u = g or p g + q v with v = h are on the interval [p g + q h , p i + q j ] A+B ; see Definition 3.4. None of these elements are on the interval (m, p i + q j ] A+B because otherwise we would be in Case 2. By the minimality of the generating sets, it follows that p u is not in p g + S Z and q v is not in q h + S Z . Therefore, p u + q h and p g + q v are not in p g + q h + S Z . It follows that none of the elements in question are on the interval [p g + q h , m] A+B . From this we conclude that a g ⊗ (b h + ca) = a u ⊗ (b h + s) and a g ⊗ (b h + ca) = a g ⊗ (b v + s) for any u = g, v = h and s in S. Consequently,
Fix ℓ and r such that p ℓ + q r follows p i + q j in Gen(A Z + B Z ). Case 5: Suppose g = i. Since A + B is not principle, it follows that h = j. We will show that h = j − 1. The elements p i + q h , p i + q j−1 and p i + q j are minimal generators of p i + B Z . Since q j−1 precedes q j in Gen(A Z ), it follows that p i + q j−1 precedes p i + q j in Gen(p i + B Z ). Applying Lemma 3.7 to the generators of p i + B Z we may choose integers x h x j−1 < x j < x h + b and y h y j−1 > y j > y h − a such that p i + q h = (x h , y h ), p i + q j−1 = (x j−1 , y j−1 ) and p i + q j = (x j , y j ). However, since p i + q h precedes p i + q j in Gen(A Z + B Z ), Lemma 3.7 implies that p i + q j−1 is not in α + S for any α in Gen(A Z + B Z ) \ {p i + q h }; hence p i + q j−1 is an element of p i + q h + S and h = j − 1.
Case 5.1: Suppose that p i+1 + q j−1 is an element of p i + q j + S Z . Then there exists s in S such that a i + b j + s = a i+1 + b j−1 . Since a i+1 and b j−1 are both minimal generators, it follows that δ(i, j) := a i ⊗ (b j + s) = a i+1 ⊗ b j−1 ∈ A ⊗ S B.
The graph below indicates the relative positions of the points involved in this case. In general a coset representative of p i+1 + q j−1 will occur at some point in the enclosed region below, which excludes the dashed line. Since the rectangular regions represented above containing are non-overlapping as (i, j) varies, it follows that if (i, j) and (i ′ , j ′ ) are distinct and each fit the criteria for either Case 2, 4, 5 or 6, then
hence δ(i, j) = δ(i ′ , j ′ ). When (i, j) is in Case 3 and (i ′ , j ′ ) is not in Case 1, if
then (i ′ , j ′ ) is in Case 4 and (i ′ , j ′ ) = (g, h), where p g + q h precedes p i + q j in B(A Z + B Z ). In this case we have shown that
Therefore, δ is injective and the result follows.
