Abstract-In this paper, a nonlinear discrete-time model that simulates a vibrating string exhibiting tension modulation nonlinearity is developed. The tension modulation phenomenon is caused by string elongation during transversal vibration. Fundamental frequency variation and coupling of harmonic modes are among the perceptually most important effects of this nonlinearity. The proposed model extends the linear bidirectional digital waveguide model of a string. It is also formulated as a computationally more efficient single-delay-loop structure. A method of reducing the computational load of the string elongation approximation is described, and a technique of obtaining the tension modulation parameter from recorded plucked string instrument tones is presented. The performance of the model is demonstrated with analysis/synthesis experiments and with examples of synthetic tones available at http://www.acoustics.hut.fi/~ttolonen/tmstr_SAP/.
I. INTRODUCTION

P
HYSICAL modeling is one of the most rapidly advancing areas in computer music and sound synthesis. With multimedia applications emerging into desktop computers and other interactive terminals, physics-based virtual instruments reach a growing consumer group. Algorithms for sound effects and sound synthesis are for the first time being standardized in the proposed MPEG-4 multimedia standard [2] . No doubt, physical modeling is going to play a key role within the area of digital audio in the future.
Physical models are computational algorithms that simulate sound generating mechanisms found, e.g., in musical instruments and the human voice production. From a sound synthesis point of view, the most popular physical modeling approach has been based on the digital waveguide [3] - [5] . In its basic form it is derived from the linear one-dimensional (1-D) wave equation and it is an efficient way to simulate wave propagation in resonators that produce harmonic or nearly harmonic signals, such as a vibrating string or an air column in a wind instrument. Nonlinear extensions to the linear digital waveguide have been presented for the simulation of nonlinear propagation of waves in a Manuscript received October 20, 1998 ; revised June 22, 1999 . This work was supported by the GETA Graduate School, Helsinki University of Technology, Jenny ja Antti Wihurin rahasto (the Foundation of Jenny and Antti Wihuri), and the Academy of Finland. Preliminary results of this study were reported in [1] . The associate editor coordinating the review of this manuscript and approving it for publication was Dr.-Ing. Juergen H. Herre.
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trombone [6] , [7] and for a string that is terminated with a nonlinear double-spring apparatus [8] . These two cases may be generalized to signal-dependent nonlinearities that can be implemented using a time-varying fractional delay (TVFD) filter [9] . Other nonlinear string instrument models include the slap-bass model of Rank and Kubin [10] and the nonlinear commuted synthesis model for the violin by Smith [11] . A model with a memoryless nonlinearity for the kantele, a traditional Finnish plucked string instrument, is presented in [12] . The linear digital waveguide has been extensively used for simulation of wave propagation in a string in synthesis of plucked and struck string instrument sounds; see, e.g., [5] and [13] for references. However, the vibrating string is linear only to the first approximation and, consequently, nonlinear phenomena exhibited by every real string are inherently omitted in the simulation. Perceptually, among the most relevant nonlinear phenomena of a vibrating string are pitch variation and variation of timbre due to nonlinear coupling of the harmonic components. They are related to the modulation of string tension that is caused by elongation of the string during vibration. Other effects caused by tension modulation include missing overtone generation and partial intermodulation.
Nonlinear vibration of an elastic string has been examined both analytically and experimentally. In 1945, Carrier studied the free undamped motion of a string [14] . His work considered planar transversal wave motion and discarded longitudinal vibrations. In 1967, Narasimha extended Carrier's results and took into account the longitudinal vibrations [15] . It was shown that the two transversal and the longitudinal polarizations are nonlinearly coupled (see also [16] ). At the same time Anand [17] showed that the equations of transversal and longitudinal waves are separable if the order of modes of the transverse vibration is small compared to , where is Young's modulus, is the cross-sectional area of the string, and is the nominal string tension. He further showed that under sinusoidal initial conditions the two transversal polarization components possess an oscillatory character. The interaction of transversal and longitudinal wave motion was also tackled in [18] . More recently, experimental results of nonlinear string vibration have been reported. Legge and Fletcher described the coupling of vibrating modes in a one-polarization wave motion and demonstrated the generation of missing harmonics as a result of this coupling [19] . Hansen et al. experimented with coupling of polarizations and reported measured results of amplitudes and phase differences of transversal components under forced motion [20] . More interestingly, they found nonlinear coupling of the two transversal polarizations even at vibration displacements of only a few microns.
In this paper, we develop a nonlinear discrete-time model that simulates the nonlinearity caused by tension modulation in a string. Our model extends the bidirectional linear digital waveguide model of a string, and we also formulate the model as a computationally efficient single-delay-loop structure. The parameters of the model are estimated from recordings of string instrument tones. Audio examples available via the WWW [21] demonstrate that the synthesized tones are more realistic than those produced with a linear model.
The main guideline applied in developing the nonlinear model is perceptual relevance. Our model is not able to accurately simulate all the nonlinear phenomena exhibited by a vibrating string, but it essentially captures the effects that tension modulation nonlinearity has on the tone character. In particular, the proposed model allows parametric control of pitch variation and coupling between the harmonics.
The paper is organized as follows. The vibration of an elastic string exhibiting tension modulation is described in Section II. In Section III, a digital waveguide is formulated for waves with uniformly distributed time-varying propagation speed. Using the results of Section III, the digital waveguide model of a string with tension modulation is described in Section IV. A method for model parameter estimation based on recordings of string instrument tones is described in Section V, and results of synthesis experiments are reported in Section VI. Conclusions are drawn in Section VII.
II. NONLINEARLY VIBRATING STRING
In this study, we are interested in autonomous motion of a simply terminated string that vibrates transversally in a plane. We also assume that the propagation speed of the longitudinal vibration is considerably higher than that of the transversal vibration, as is typically the case with strings of musical instruments, so that tension is approximately uniform along the string. In steel strings, for instance, the speed of the longitudinal vibration is approximately 5100 m/s, whereas the speed of transversal vibration in the high-E string (330 Hz, length 0.65 m) is 446 m/s. The string is taken to be linearly elastic, and the inharmonicity caused by string stiffness (dispersion) is assumed negligible. We further assume that the cross-sectional area of the string, and hence its density, is constant during the vibration.
It is clear that these assumptions prohibit accurate simulation of some of the nonlinear phenomena exhibited by a vibrating string, including couplings between the longitudinal and the two transversal polarizations. However, as demonstrated below, the model derived using these assumptions is capable of qualitatively imitating the essential behavior of a string with tension modulation in both functional and perceptual senses. Elaboration of this model to include the three vibrational polarizations remains an interesting future challenge.
The main cause of nonlinearity in a vibrating string is tension modulation that is related to elongation of the string during vibration. Elongation may be expressed as the deviation from the nominal string length [19] ( 1) where is the displacement of the string and is the spatial coordinate along the string. It is obvious from (1) that the elongation every time the string is in its equilibrium position, and that it oscillates with a period equal to half the period of string vibration.
Tension along the string is linearly related to the elongation and it can be expressed as [19] (
where nominal tension corresponding to the string at rest; Young's modulus; cross sectional area of the string. Equation (2) reveals that the tension also oscillates with half the period of the string vibration, as illustrated in Fig. 1 . The figure depicts a simulation of tension in a string that is plucked at its midpoint. In this simulation, we assume that the end supports are rigid and that there is only frequency-independent damping that results in the decay of the tone. The simulation is conducted using a dual-delay-line digital waveguide model with distributed losses. The oscillating curve shows the time-varying tension of the string. The monotonically decaying curve illustrates the averaged tension, and it is obtained with a running average computation over segments with length of one tension oscillation period. The dashed line shows the constant value of , i.e., the nominal tension corresponding to the string at rest. Note that when the string is plucked at the midpoint, twice during one period of string oscillation. This is intuitively clear since the displacement for all twice in a period. However, when a lossy string is plucked at any other point, the tension only approaches the nominal tension with time.
In the linear case, the propagation speed of the transversal wave is , where is the linear mass density along the string at rest. When we assume that the longitudinal wave propagation speed is considerably larger than the transversal propagation speed, the linear mass density and the tension are approximately spatially constant and we may write the propagation speed of the transversal wave as (3) where is linear mass density of the vibrating string given by . The time-varying tension modifies the effective frequencies of the harmonics. Note that since the propagation velocity of the wave is time-varying, the spatially orthogonal eigenmodes are not separable to sinusoids with constant frequencies in the time variable. Since we are interested in the variation of the fundamental frequency, it is more natural to think in terms of the effective fundamental frequency of vibration, i.e., a fundamental frequency obtained by analysis of the tone or corresponding to a perceived pitch. In the linear case, the fundamental period of vibration is expressed as (4) where is twice the distance (in meters) between the string terminations. In the nonlinear case, the wave propagation speed is a function of time and thus using directly (4) we would obtain a fundamental period that oscillates with approximately double the period of the lowest spatial mode. Since this is ambiguous, we use the term effective fundamental period to refer to a short-time average value of . In that sense, we expect the effective fundamental frequency and also the perceived pitch to behave like the average tension curve of Fig. 1 . As an example, Fig. 2 illustrates two fundamental frequency trajectories detected from a recorded electric guitar tone (top) and a steel-stringed acoustic guitar tone (bottom). The time constant of the fundamental frequency drift is related to the time constant of the attenuation of the tone [19] .
While the average tension explains the time-varying fundamental frequency of the tone, it is not capable of accounting for the coupling between the harmonic modes. Legge and Fletcher showed that such a coupling may only occur when, in addition to the tension modulation, at least one of the end supports is not completely rigid [19] . In the case of rigid end supports, the harmonic modes are always spatially orthogonal and thus they may not interact with each other. In musical instruments the end supports are never completely rigid and mode coupling always takes place.
The assumption that the longitudinal wave propagation velocity is considerably larger than that of the transversal waves leads to a uniform spatial distribution of the transversal velocity. This essentially means that the tension modulation is immediately spread across the string. From a discrete-time simulation viewpoint, this is important since such a wave propagation can be accurately simulated with a computationally efficient structure [9] , as described in Section III.
III. DIGITAL WAVEGUIDE WITH UNIFORMLY TIME-VARYING PROPAGATION SPEED
In a linear 1-D bidirectional digital waveguide, waves and travel to the right and to the left, respectively [3] , [4] . The output of the waveguide at a discrete time instant at position is obtained as The wave propagation speed is related to the spatial and temporal sampling intervals and as . When the propagation speed is spatially uniformly distributed and relatively slowly varying in time, the wave travels a distance between time instances and . Note that only when . The time-varying wave propagation is illustrated in Fig. 3 for the two cases where and . Fig. 3 implies that we have to resample the content of the delay lines in each sampling period. While this may be achieved using fractional delay filtering [22] , [23] , a computationally efficient strategy is required in practice. Furthermore, constant resampling of the traveling wave is bound to degrade the signal since an error is associated with every interpolation operation [23] .
A. Efficient Formulation of the Time-Varying Propagation Speed
A more efficient and accurate implementation of the digital waveguide with time-varying uniformly distributed propagation speed can be developed if we only wish to observe the traveling wave at one or a few spatial positions. For reasons of simplicity, we only consider the right-going wave , in the following; it is straightforward to treat the left-going wave similarly. For convenience in developing the formulation, we assume that the waveguide is lossless. When using the formulation in the actual synthesis model, we will assume that the losses of the string are not significantly altered by the tension modulation so that consolidating the losses into a single linear filter results in a negligible approximation error. Given an initial distribution , , the output at an observation point at is given as , and at as , and so on. More generally (6) Note that, as before, we assume that the propagation speed varies relatively slowly in time so that we allow only to change at sample instants.
We express the time-varying velocity as , where is the deviation from the nominal velocity , and rewrite (6) as (7) In (7) the term equals a spatial distance , i.e., the distance a wave travels with velocity in time . We can thus compute if the wave propagates with a constant velocity in the digital waveguide. This means the digital waveguide is used as in the linear case with constant velocity, and that the timevarying velocity is taken into account by reading the output with a fractional delay filter. This implies that it suffices to utilize a single fractional delay filter operating in the vicinity of position and approximating the real-valued delay (8) Notice that the delay is the time integral of the speed deviations, and if the mean of is nonzero, the value of parameter will diverge. The delay term depends on the time history of the deviation term . This can be interpreted as comprising the locality in time for the locality in position since now we have to store the time history of the deviation term but we only need to apply the fractional delay at a single position in the digital waveguide. When resampling is used, the distance depends only on the current velocity value . Note that since we have developed the single-fractional-delay formulation for the waveguide of infinite length, the time history required is infinite in general. However, in practical applications, only the time history of speed deviation that corresponds to the traveling time between two consecutive observation or modification positions in the waveguide is required.
By applying the preceding treatment to the left-going traveling wave, we can generalize the above result for the bidirectional digital waveguide. After a straightforward computation the waveguide output at position is obtained as (9) i.e., as a sum of the two traveling waves at position .
B. Time-Varying Propagation in Digital Waveguide of Finite Length
In practical applications, the waveguides are always of finite length. Let us consider a unidirectional waveguide where two observation points and are separated by a delay of samples which is related to a physical distance on the string as (10) where is the sampling rate. Note that the modulation of the delay in the digital waveguide implementation corresponds to modulation of the propagation speed in actual string vibration, i.e., it corresponds to the time it takes the wave to travel the distance with varying propagation speed. The delay parameter is in this case obtained as (11) where is the nominal delay rounded to the nearest integer. The summation is thus performed over the delay corresponding to the distance between the two observation points. Note that, as in (8), the sum in (11) is over time, i.e., the delay line corresponds to the delay it takes a wave to travel from to and that this delay is not constant. However, since the deviation in delay is small, it is convenient to compute the sum over a constant delay of integer-valued length. Note that we assume that is defined on the range . It is convenient to define . The summation in (11) may be implemented computationally efficiently with a delay line of unit delays and a state variable that stores the current value . During each sampling interval we only need to subtract the value exiting the delay line from and add the value entering the delay line. The transfer function for the boxcar summation is . We may also approximate the boxcar summation of (11) using a leaky integrator with a transfer function (12) where and is a gain term. The parameters of the leaky integrator of (12) may be matched to the boxcar integration, e.g., by requiring that the sums of the impulse responses of the two integrators match, and that the time constant of the leaky integrator equals the length of the boxcar summation. The time constant is defined to be the time in which the impulse response of the filter in (12) decays into of its maximum value (first sample) and it is computed as [24] (13)
After the parameter is computed using (13), it is straightforward to show that the parameter if we require that where and are the impulse responses of the leaky integrator of (12) and of the boxcar integrator, respectively. In sound synthesis applications, the parameters of the leaky integrator may be used to control the pitch variation and the coupling of the harmonics separately as demonstrated in Section IV.
The finite-length digital waveguide with uniformly time-varying propagation speed may be identified as a special case of a general nonlinear delay line with a signal-dependent time-varying fractional delay (TVFD) filter parameter [9] . The TVFD structure is illustrated in Fig. 4 . The function maps the signal in the delay line into a delay parameter that controls the fractional delay filter.
IV. DISCRETE-TIME SIMULATION OF VIBRATING STRING TENSION MODULATION
With the developments of the previous section, we may now proceed to a bidirectional digital waveguide model that simulates a string with tension modulation. Such a model is depicted in Fig. 5 . The upper and lower delay lines together with the elongation approximation and computation of the delay parameter may be identified as two TVFD structures presented in Fig. 4 . The transfer functions and model the wave reflections at the fret and at the bridge, respectively. The output of the model is taken at the bridge, corresponding to the case of, e.g., the acoustic guitar [13] . For the model to be complete we need to define the two blocks of elongation approximation and delay-parameter computation.
A. Elongation Approximation
The elongation of a string is given by (1) where it is observed that it essentially depends on the first spatial derivative of the displacement, i.e., the slope. It is thus natural to choose slope as the wave variable for the digital waveguide. When slope waves are used, the reflection filters and are inverting, as would be the case with, e.g., velocity waves. Note that while in the linear case the conversion between wave variables is straightforward, in the nonlinear case it is not directly possible in general. The elongation of the string may be approximated by developing (1) for the digital waveguide as (14) where and are, respectively, the right and left going slope waves at position and time instant . The slope waves thus correspond to the first spatial derivative of the displacement in samples. The use of the rounded nominal string length in (14) is typically sufficiently accurate since the discrepancy is always limited to 1/2 samples which is small compared to with practical sampling frequencies. While the elongation given by (14) is readily applicable for a simulation, it may be advantageous in practical implementations to approximate it with a computationally more efficient formula. If we assume that , we may develop a truncated Taylor series approximation of (14) . Note that the assumption made when developing the linear wave equation is which corresponds to in the discrete-time formulation. Now we only assume that . With the truncated Taylor series approximation we obtain (15) The use of the truncated Taylor series approximation reduces the computational complexity of the elongation approximation since the square-root operation is removed. In Section IV-B, we describe how the approximated elongation is used to compute the time-varying delay parameter of Fig. 5 .
B. Computation of the Delay Parameter
The deviation of time-varying propagation speed of (3) from the nominal speed may be written for the discrete-time case as (16) where . The time-varying delay parameter is obtained using (11) and (16) as (17) where since is the sampling interval and equals the sampling frequency, and is given by either (14) or (15), depending on the desired accuracy and computational capacity.
In order to simplify (17) for a computationally more efficient implementation, it is useful to examine the range of values the parameter may have. For a typical high-E string of an acoustic guitar with nylon strings N/m , m , and N [25] , yielding . For a steel string the nominal string tension may be 50% greater than that of the nylon string, and Young's modulus is approximately 40 times that of the nylon string [25] . However, the string diameter may be ten times smaller than that of the nylon string, and thus the value of is only several times larger than that of the nylon string. The length of the string in a typical acoustic guitar is approximately 0.65 m, and the maximum displacement may be several millimeters. For a displacement of 2.0 mm at the middle of the string, the relative elongation is Thus the second-order term is typically negligible. If computational efficiency is emphasized, the square root in (17) may be approximated by the first terms of a Taylor series, assuming , as
The output signal of the model may be a force signal at the bridge of an acoustic guitar or a pickup voltage in an electric guitar. In the first case the output signal is related to the difference of the velocity waves at the bridge [4] , and in the latter case to the velocity output signal, i.e., the sum of the two velocity waves. Thus, a conversion from slope waves to velocity waves is required. In the linear case the two waves are related through the time-invariant propagation speed as and [4] . The velocity wave can thus be computed by subtracting the left-going wave from the right-going wave and multiplying by the propagation speed. In the nonlinear case the conversion is not so straightforward. However, it still seems reasonable to approximate the output velocity signal at position as , since the deviation term is small compared to the nominal propagation speed . In the linear case, the input signal can be fed at a single point of the digital waveguide if acceleration waves are used [26] , [27] . With the nonlinear model using slope variables, the input signal is a distribution that is inserted in the two delay lines. Similarly, if the virtual string is plucked while it still vibrates, the input signal has to be gradually added at all the positions of the delay lines. Fig. 6 illustrates the initial slope variable distribution along the two delay lines corresponding to an ideal pluck 2 at a distance of from the termination. The slope variables are piecewise constant and identical in the two delay lines. It is possible to feed the input signal only to a single position of the delay line. However, this results in inaccuracy of the elongation estimation at the beginning of the signal.
Methods to obtain the parameter from recorded pluckedstring tones are described in Section V. Synthesis examples of the model of Fig. 5 are described in Section VI. In the following, we reduce the dual-delay-line model into a computationally more efficient single-delay-loop model.
C. Single-Delay-Loop Model with Tension Modulation
In the linear case it is straightforward to reduce the dualdelay-line model of Fig. 5 into a single-delay-loop (SDL) model that includes a loop with a delay line, fractional delay filter, and a loop filter that consolidates the reflection filters and , and a comb-filter for the pluck-position effect [13] . It is obvious that the SDL model is computationally more efficient than the dual-delay-line model. While commutation is not allowed in general in nonlinear models, we present an SDL model with tension modulation nonlinearity that approximates the model of Fig. 5 . Examples of synthetic tones obtained with the dual-delay-line and the single-delay-loop models are available through the Internet [21] .
Combining the two delay lines requires the commuting of one of the reflection filters and a delay line. Thereafter the filters can be consolidated. In this case the commutation changes the contents of the delay lines little since the magnitude of the reflection filters is very close to unity [13] . Fig. 7 shows this intermediate stage in developing the single-delay-line model. Loop filter now represents the composite lowpass filtering effect of and . Notice also how the output of the model is simplified. The output transfer function in Fig. 5 may be replaced with a constant multiplier with negligible effect in the output signal since the frequency response is very close to 1 at all frequencies, as explained in [13] .
The two time-varying FD filters may also be combined into a single TVFD unit. This FD element is placed at the end of the delay lines which may then be combined into a single delay line that is twice as long as each of the delay lines in Fig. 5 . The resulting single-delay-loop string model is presented in Fig. 8 . The elongation estimation in Fig. 8 is equivalent to that shown in the dual-delay-line model (Fig. 5 ) and it consists of summing the first sample of the delay line with the last one, the second sample with the second last one, and so on, squaring all the sums, and summing them up according to (15) .
The delay line initialization should account for the fact that the reflection filter and the delay line are commuted. Since slope waves are used, the initial contents of the delay lines in Fig. 6 may be directly aggregated. An example of initial contents of the single-delay-line model corresponding to an ideal pluck at a distance of 1/3 is depicted in Fig. 9 . Note that if, e.g., velocity waves were used, the reflection filters would be inverting and that would have to be taken into account by inverting the left-going (or right-going) wave before aggregation.
D. Reduced-Complexity Estimation of Elongation
The string-length estimation is the most time-consuming operation in both the dual-delay-line model of Fig. 5 and the single-delay-loop model of Fig. 8 . The computational burden of the string-length estimation depends on the nominal string length as can be seen in (14) and (15), and with low tones it requires hundreds of addition and multiplication operations per sampling interval. The computational cost of the other string model components is independent of and they typically require only 10-20 operations.
A simple way to reduce the computational burden of the squared sum is to approximate it with a sparse squared sum, where every th sample pair is included but the rest of the pairs are excluded. The sparse squared sum must be scaled by to compensate the total magnitude. For instance, for a 147 Hz tone at a sampling frequency of 22 050 Hz, the nominal string length is 75 samples. Using (15) we have to complete 149 additions and 76 multiplications for approximation of the elongation. Using the sparse-squared-sum approximation with , we have 12 summing points yielding 23 additions and 13 multiplications. The sparse-squared-sum approximation may be considered a spatial downsampling and it is justified by the fact that summing over the string produces a lowpass-filtering effect on the tension modulation. Examples in Section VI illustrate the results of this method. 
V. PARAMETER ESTIMATION
If a linear model is used for synthesis, the model parameters may be analyzed using a methodology described in [28] - [30] . The parameter estimation may be divided into three subproblems, namely, estimation of the fundamental frequency, design of a loop filter that optimally reproduces the frequency-dependent decay of vibration of the autonomously vibrating string, and computation of an excitation signal. When the tension modulation nonlinearity is added, an additional task is to estimate the modulation depth in the original signal. In this study, we have used isolated tones of acoustic and electric guitars recorded in an anechoic chamber for parameter estimation. We apply the previously reported methods that were developed to parameter estimation in the linear case [28] , [29] and develop a technique for estimation of the tension modulation parameters.
A. Estimation of Parameters for the Linear String Model
The nominal fundamental frequency may be obtained from the short-time autocorrelation function that is computed on the tail of the tone where the tension modulation effect is small. The estimated nominal string length is given by the nominal fundamental frequency as where is the sampling frequency.
The loop-filter parameters are obtained using techniques presented in [28] - [30] that apply sinusoidal modeling [31] , [32] . The amplitude envelopes of the decaying partials are detected in a short-time Fourier transform of the recorded signal and the loop filter is optimized to yield similar decay-time-constants for the partials of the synthetic signal. A one-pole loop filter is used in this study since it has been found a good compromise between computational efficiency and simulation accuracy [28] , [29] . Estimation of the loop-filter parameters is detailed in [28] , [29] ; another approach using heterodyne filtering is described in [30] .
In the linear case, the excitation signal may be obtained by canceling the decaying partials in the recorded tone by inverse filtering [28] or by subtraction of the sinusoidal model and equalizing the attack part of the residual signal [29] , [30] . The synthesis technique using this kind of excitation signal is called commuted waveguide synthesis (CWS) [33] , [34] referring to the commuting of the body response with the string model. In the nonlinear case the CWS technique is not applicable, and we may not aggregate the pluck with the body response. The body response may be simulated with a linear filter that models the impulse response of the body driven at the bridge. In this case it is advantageous to separate the most prominent body responses and resynthesize them with, e.g., parametric second-order resonators that are in cascade with the digital filter modeling the rest of the body response [35] , [29] , [30] . Note that we are no longer able to obtain an exact replica of the recorded tone since the inverse-filtering technique used in CWS is not applicable. However, the proposed method together with the parameter estimation methods allow for better control of the instrument behavior, in particular, the tension modulation nonlinearity.
Models have recently been presented for plucking a string with finger [36] - [38] . In this study we assume an ideally plucked string and discard the dynamics of the plucking event. Thus, the initial slope distributions in the two waveguides are defined by the maximum displacement and the plucking position.
B. Estimation of Parameters for the Tension Modulation Model
Inspection of (17) reveals that the variation of the delay parameter depends on the parameter and the string length deviation . Since we are only able to observe the nonlinearity from a recorded tone via the varying fundamental frequency and generation of missing harmonics, estimation of these parameters directly is difficult. Rather, we match and to produce the desired pitch variation. Parameter can also be derived from the Young's modulus , the cross sectional area , and the nominal tension of the string if such data are available. In some cases the maximum displacement of the string is estimated during the recording, and estimation of by analysis of the recorded tone is straightforward, as described below.
If no information about the maximum displacement is available, a suitable value may be chosen according to the recorded tone. We compute the average of the elongation over the first period of string vibration using the nominal propagation speed
. From the estimated time history of the fundamental frequency we obtain the maximum average delay parameter (corresponding to the maximum fundamental frequency) as (19) where is the maximum value of the detected fundamental frequency. In (19) the difference is divided by 2 since the varying delay is implemented with two fractional delay filters when the dual-delay-line model of Fig. 5 is used. For the single-delay-loop model, the varying delay is . By substituting for and for in (17) , we obtain (20) Parameter may be solved from (20) as (21) Similarly, we may estimate the maximum average elongation using (21) if is known. An example of the determination of the parameter follows. The maximum fundamental frequency of the acoustic guitar tone in bottom of Fig. 2 is approximately Hz and the nominal fundamental frequency is Hz; thus, from (19) with a sampling frequency of 22 050 Hz. The nominal string length corresponds approximately to samples. If we assume that the maximum displacement of the string with a length of 0.65 m is 0.001 m,
. If we assume that the displacement is 0.002 m, . Note that our method of detecting parameter is not a reliable method to derive information about the string properties from the recorded tone. It is only used to derive the tension modulation depth for given displacement so that the original pitch variation is reproduced in the synthetic tone.
With the parameter estimation method described above we are able to produce synthetic tones that have similar tension modulation effects to the original tone. In Section VI we demonstrate the performance of the model with analysis/synthesis examples.
VI. ANALYSIS/SYNTHESIS EXPERIMENTS
In this context, we discuss synthetic tones that were obtained using 1) linear model; 2) nonlinear dual-delay line model of Fig. 5; 3) nonlinear SDL model of Fig. 8; 4 ) nonlinear sparse-squared-sum SDL model. These signals together with more audio examples are available through the WWW [21] .
The signals have a nominal fundamental frequency of 147 Hz, the parameter is 766, and the initial displacement is assumed 2.0 or 4.0 mm on a string with length of 0.65 m. The displacement of 2.0 mm corresponds to the initial displacement used to estimate the parameter from the recorded tone in Section V. The leaky integrator of (12) is used in the SDL models. We have used a sampling frequency of 22 050 Hz in the simulations and the nominal string length samples. The loop-filter parameters were estimated using the method based on sinusoidal modeling, and they were and . The plucking position was 1/3 of the string length from the bridge. The sparse-squared-sum parameter is . In the pitch variation examples of Section VI-A, the parameter of the leaky integrator used in the SDL models is obtained using (13) and it is . As described in Section III-B, the value of parameter is 75.0. In the examples of Section VI-B, these parameters are varied. Note that it is practical to combine the term from (12) with the term from (18) into a single multiplying coefficient when implementing the SDL model with tension modulation nonlinearity.
A. Pitch Variation
Figs. 10 and 11 depict the estimated fundamental frequency trajectories of the synthetic tones obtained using the nonlinear dual-delay-line model (solid line), the nonlinear SDL model (dashed line), and the nonlinear sparse-squared-sum SDL model (dash-dot line). In Fig. 10 the pitch variation has been designed to match the 0.6 Hz deviation detected in the steel-stringed acoustic guitar tone of Fig. 2 . In Fig. 11 we choose the initial displacement larger than when estimating the value of the parameter . Thus, we expected the pitch variation to be larger than in the original recorded guitar tone on the bottom Fig. 2 . This is indeed the case since all the synthetic models exhibit a pitch variation of approximately 2.5 Hz. This suggests that our model behaves physically correctly since the pitch variation is increased by increasing the initial displacement. Comparing the results of Fig. 10 to the pitch deviation in the original tone shown in the bottom plot of Fig. 2 , it is seen that the amplitude and decay of deviation of the fundamental frequency are relatively well matched to the original tone. The nominal fundamental frequencies of the tones are not the same since the fundamental frequency trajectory of the recorded tone approaches 146 Hz while that of the synthetic tone approaches 147 Hz. This is easily corrected by adjusting the nominal string length in the synthetic tone. In Figs. 10 and 11 the curves obtained with different implementations of the model behave similarly.
B. Coupling of Harmonics
As discussed by Legge and Fletcher, the tension modulation nonlinearity together with nonrigid end support provides means for coupling of the harmonic modes [19] . Since we have not incorporated a detailed model of the bridge in this simulation and we assume that there is only slight frequency-dependent damping at the terminations, we expect the coupling between the harmonic modes to be small. Note that in actual instruments the terminations are nonrigid and the harmonic mode coupling is more pronounced.
The coupling of harmonic modes is most clearly detectable by the phenomenon of generation of missing harmonics. If a linear string is plucked at a position that is exactly at a node of a harmonic mode, that mode will not be excited. In the nonlinear string where the harmonic modes are coupled, such a harmonic will in general start to vibrate since it is effectively driven by other harmonic modes. In the simulation, we plucked the virtual string at a distance of one third string length from the bridge, and thus in the linear case every third harmonic is missing. Fig. 12(a) illustrates the magnitude spectrum of a tone obtained using the linear dual-delay line model, and Fig. 12(b) the spectrum of a tone obtained with the nonlinear dual-delay line model. As expected, in the linear case the harmonics are completely missing and in the nonlinear case the spatially almost orthogonal harmonic modes prohibit any significant coupling; the magnitudes of every third harmonic are considerably smaller than those of the other harmonic modes. For sound synthesis purposes, it may be attractive to use a model that permits the harmonic mode coupling. It turns out that if the boxcar integrator is replaced with the leaky integrator of (12), the harmonic modes become coupled. Furthermore, the extent of coupling may be controlled with the parameters of the leaky integrator. Fig. 12(c) -(e) illustrate the harmonic mode coupling when the nonlinear SDL model is used with the leaky integrator. The leaky integrator parameter is , , and in the three plots, respectively, and the parameter . It is seen that with , when the effective integration length is considerably shorter than in the boxcar integration in this case, the magnitudes of the initially missing harmonic modes are comparable to those of the neighboring harmonics. Increasing the effective length of integration by increasing the value of reduces the harmonic mode coupling effect, as illustrated in Fig. 12(d) and (e).
Note that modification of the leaky integrator parameters results in synthetic tones that are not authentic in the sense that the tension modulation simulation with altered integration parameters does not correspond to the physical behavior of the string. However, from a sound synthesis and perceptual viewpoint, the pitch variation and coupling of harmonic modes may be parametrically and intuitively controlled to obtain synthetic tones that retain the string character.
VII. CONCLUSIONS
In this paper, a nonlinear model was developed for the simulation of a string exhibiting tension modulation nonlinearity. It was shown that the tension-modulated string may be simulated with a digital waveguide model with uniformly distributed time-varying propagation velocity that is controlled by the elongation of the string. The structure was first formulated with two time-varying fractional delay filters and it was then simplified into a single-delay-loop model with only one TVFD filter. The computational complexity was further reduced by simplifying the elongation computation using a sparse-squared-sum structure. A technique was described for estimation of the modulation depth parameter from recorded plucked-string instrument tones. The validity and performance of the model was demonstrated by analysis/synthesis examples and synthetic tones available via the WWW [21] .
While the proposed model is not capable of exact resynthesis, the synthesized tones demonstrate that it essentially captures the two perceptually most important tension modulation effects, namely, variation of the fundamental frequency and coupling of the harmonic components. With the nonlinear effects, the synthesized tones appear more lively mainly due to subtle variations in the timbre of the tones similar to real plucked-string tones.
