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Abstract
Let φ be a semi-free action of a group G on a finite digraph . The front divisor /π(φ)
of  has as vertex set the set of the vertex orbits of φ and there are t arcs going from u¯
to v¯ in /π(φ) if from any vertex u of the orbit u¯ there are t arcs of  going towards the
vertices in v¯. Our main result is that the characteristic polynomial of  is a product of the
characteristic polynomial of its front divisor /π(φ) and polynomials associated with the free
part of  under φ. This work extends earlier work of Lee and Kim [Characteristic polynomials
of graphs having a semifree action, Linear Algebra Appl. 307 (2000) 35–46].
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1. Introduction
This paper considers digraphs which may have loops and/or parallel arcs. We will
regard the undirected graphs as symmetric digraphs, namely digraphs possessing an
involution β on its set of arcs such that e and β(e) connect the same pair of vertices
u and v, and are of opposite directions when u /= v. For a digraph  we denote its
vertex set and arc set by V () and E(), respectively. The adjacency matrix A()
of  is the matrix with rows and columns indexed by V () and the uv-entry of
A() equals the number of arcs of  going from u to v (if it is finite). Note that
when  has finite degrees A() is in effect determined by both  and the indexing
method. If  has finite vertex set and arc set, it has the characteristic polynomial
in the indeterminate λ defined by χ(; λ) = det(λI − A()), a monic polynomial
in Z[λ]. Note that χ(; λ) is independent of vertex ordering. In the following, we
will make suitable finiteness assumption on  only upon talking about its adjacency
matrix or characteristic polynomial.
It is natural to hope that a large structure can be understood by breaking it up into
smaller pieces. This can usually be done when there is a group acting on the large
structure nicely. Restricting to the task of computing the characteristic polynomial of
a digraph, quite a few papers have been along this approach [3,6,12,13,14,16,17,20].
Let us recall here the most relevant results and leave the definition of some concepts
about group action to the subsequent sections. Mizuno and Sato [16] presented a
formula for the characteristic polynomial of the derived graph covering of a graph
with voltages in a finite group. We comment that the graphs in their consideration
just correspond to those simple graphs which permit a free action of a finite group.
For a finite weighted pseudograph H which admits a semi-free action of an abelian
group, Wang [20] showed that χ(H ; λ) is factorized into a product of a polynomial
χ1 associated to the so-called orbit graph of the action and a polynomial associated
to the free part of the action. Lee and Kim [14] introduced a method to construct
a finite pseudograph admitting a semi-free action of a group G and further worked
out an explicit formula for its characteristic polynomial when G is abelian. In their
decomposition formula, there is a factor polynomial χ ′1 associated to some kind of
orbit graph as well. Note that the polynomials χ1 and χ ′1 are defined algebraically
in [14] and [20], respectively, and no discussion of their geometrical implication is
ever discussed. In 2002, Lee suggested us consider the possibility of generalizing
the work of [14] to nonabelian and semi-free case. This paper develops the above-
mentioned work of [14,16,20] and can be seen as our answer to the question posed by
Lee. We express the characteristic polynomial of a finite digraph having a semi-free
action as a product and reveal the graph theoretical background of the factor which
corresponds to the polynomials χ1 and χ ′1. We hope that this work may be useful in
the reverse line of research of telling the symmetry of digraphs from the knowledge
of its characteristic polynomials.
This paper goes as follows. In the next section, we show that a digraph permit-
ting a semi-free action has a good representation, namely it can be decomposed into
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two parts, the fixed part and the free part, and the free part can be represented as
a regular cover of a voltage digraph. This good digraph representation and hence
a good adjacency matrix representation will be crucial for our later work. If φ is a
homomorphism from a group G to the automorphism group of a digraph , we can
naturally define two types of quotients of  modulo the group action φ, one is the
orbit digraph /φ and the other the front divisor /π(φ). We investigate in Section
3 the relationship between /φ and /π(φ) which will be used later to identify
the graph theoretical background of the factors appearing in our formula for the
characteristic polynomial of a digraph having a semi-free action. The main result,
namely the above-mentioned formula then appears in Section 4. This is achieved
mainly due to a simple observation summarized in Lemma 4.2. Finally, we close this
paper with some remarks and open problems.
2. Semi-free action and cover of voltage digraph
There have been various ways of defining the concepts of (semi-)free actions on
graphs and digraphs. We here present one which makes our statement of the results
into a form more general than some earlier ones in the literature. Note that we always
speak of digraphs and when restricting to symmetric digraphs we often arrive at
corresponding assertions for graphs.
Consider a digraph . If an arc e goes from a vertex u to a vertex v, we say that
u is the initial vertex (or the tail) of e, and v is the terminal vertex (or the head) of
e. The incidence structure of  is characterized by two maps from E() to V (),
the tail operator i which sends an arc to its initial vertex and the head operator
t which sends an arc to its terminal vertex. Observe that a symmetric digraph is a
digraph  together with an involution β of E() with the properties
iβ = t and tβ = i.
Let  and  be two digraphs. A homomorphism from  to  is a pair of maps ρ =
(ρ0, ρ1) : (V (), E()) → (V (), E()) such that i(ρ1(e)) = ρ0(i(e)) and
t(ρ1(e)) = ρ0(t(e)), i.e., the diagrams in Fig. 1 commute. We mention that t −
i is nothing but the boundary operator on one dimensional simplicial complexes
and thus any chain map from the chain complex of a digraph  to that of another
digraph  will induce a homomorphism from  to . A homomorphism ρ is an
isomorphism if both ρ0 and ρ1 are bijections. The notation  ∼=  refers to the fact
Fig. 1. Digraph homomorphism.
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that the two digraphs  and  are isomorphic, namely there exists an isomorphism
from to. An automorphism of a digraph is an isomorphism of onto itself. The
automorphisms of , under the composition law (ρ0, ρ1)(ρ′0, ρ′1) = (ρ0ρ′0, ρ1ρ′1),
form a group which is denoted Aut().
Given a group G and a digraph , if φ is a homomorphism from G to Aut(), we
say that G acts on  via φ, or  admits a G-action φ. For notational convenience,
when G acts on  we always use g ∈ G rather than its image φ(g) to represent
the corresponding automorphism of . For each v ∈ V () and e ∈ E(), we define
the stabilizers of v and e in  under the action φ to be φv = {g ∈ G : g0(v) = v}
and φe = {g ∈ G : g1(e) = e}, respectively. The set of fixed vertices of φ is Vφ =
{v ∈ V () : φv = G} and the set of fixed arcs is Eφ = {e ∈ E() : φe = G}. We
say that G acts trivially on  via φ or  admits a trivial G-action φ if Vφ = V ().
Note that Vφ = V () does not guarantee Eφ = E(). An action φ on a digraph 
is called a free action provided each vertex of  has as stabilizer the trivial group
{}, where  represents the identity element of G. It is plain that if G acts freely on
 via φ then all arcs of  have {} as the stabilizer under φ as well (or in the usual
language of permutation group, a group action on  which is free on V () must
be free on E()). For any set S ⊆ V (), we denote by 〈S〉 the subdigraph of 
induced by S; the subscripts will be suppressed when this will not cause confusion.
Note that an action φ of G on  naturally induces an action of G on 〈V ()−
Vφ〉, denoted by φ˜. The assertion that G acts semi-freely on  via φ then means
that φ˜ is free, in which case we call 〈V ()− Vφ〉 the free part of  under the
action φ.
For each v ∈ V () the orbit of v under an action φ of a group G is v¯ = {g0(v) :
g ∈ G} and for each e ∈ E() the orbit of e is e¯ = {g1(e) : g ∈ G}. Clearly the arcs
in the orbit e¯ all have terminal vertices in the orbit t(e) and initial vertices in the
orbit i(e). Let V ()/φ = {v¯ : v ∈ V ()} and E()/φ = {e¯ : e ∈ E()}. The orbit
digraph /φ is the digraph with vertex set V ()/φ and arc set E()/φ and the
adjacency relation is specified by t/φ(e¯) = t(e) and i/φ(e¯) = i(e). If  admits
a trivial G-action φ, then /φ ∼= . A map ρ from  to  is called a local isomor-
phism if for each v ∈ V (), ρ1 induces a bijection from {e ∈ E() : i(e) = v} to
{e ∈ E() : i(e) = ρ0(v)} and a bijection from {e ∈ E() : t(e) = v} to {e ∈
E() : t(e) = ρ0(v)}. A digraph homomorphism ρ is a covering projection if it
is a local isomorphism and both ρ0 and ρ1 are surjective. It is easy to verify that a
free G-action φ on  induces a natural covering projection pφ from  to /φ that
sends each element of V () ∪ E() to its orbit. A covering projection ρ : →  is
regular if there exists a free action φ of a group G on  and a digraph isomorphism
ρ′ : → /φ such that pφ = ρ′ρ. Note that the group G here can be viewed as
a subgroup of Aut() as the homomorphism φ from G to Aut() is injective. A
(regular) covering digraph of a given digraph  consists of a digraph  together
with a (regular) covering projection ρ from  to . We assert that  is a (regular)
cover of  when there exists a mapping ρ such that (, ρ) is a (regular) covering
digraph of .
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A voltage digraph is a triple (,G, α), where  is a digraph, G a group, and
α a map which assigns to each arc e ∈ E() a voltage α(e) ∈ G. Given a voltage
digraph (,G, α), we can construct a new digraph ×α G by putting V (×α
G) = V ()×G = {ug : u ∈ V (), g ∈ G} and E(×α G) = E()×G = {eg :
e ∈ E(), g ∈ G}, and choosing the tail and head operators on ×α G such that
i×αG(eg) = i(e)g, t×αG(eg) = t(e)α(e)g (1)
for g ∈ G, e ∈ E(). If  is a symmetric digraph with the involution map β on
E(), a voltage assignment α from E() to a group G is symmetric (with respect to
β) provided for each arc e ∈ E() we have α(β(e))α(e) = . It is noteworthy that
for a symmetric voltage assignment α, the resulting digraph ×α G remains to be
symmetric [14,16].
Gross and Tucker [8,9] proved that a given graph is derivable with ordinary volt-
age assignment from a proposed base graph if and only if the given graph is a regular
cover of the proposed base graph. Similar results for digraphs were observed by Lee
and Kim [14]. Indeed, as we shall show immediately, this connection holds in the
general framework which we have just introduced.
Take the G-action φ on  that fulfils
g0(uh) = uhg−1 and g1(eh) = ehg−1 (2)
for h, g ∈ G, u ∈ V (′), e ∈ E(′). Then we can deduce
Lemma 2.1 [14]. Given a group G, any digraph  has  = ×α G as a regular
cover.
We proceed with the converse direction. Assume now a group G acts freely on a
digraph  via φ and let  = /φ. In order to avoid confusions, an orbit of φ con-
taining a ∈ V () ∪ E() will be denoted O(a¯) to stand for a subset of V () ∪ E()
and assigned the usual notation a¯ to represent an element of V () ∪ E().
Lemma 2.2. With the notation as above, there is a voltage assignment α : E()→
G such that ×α G∼=.
Proof. For any voltage assignment α we establish a map ρ = (ρ0, ρ1) from ×α G
to  as follows. For any vertex u¯ of , we arbitrarily select an element from O(u¯) ⊆
V () (which is surely not empty!) to be ρ0(u¯) and then put
ρ0(u¯g) = g−10 ρ0(u¯) (3)
for any element g ∈ G. Because φ is free, ρ0 induces a bijection from {u¯} ×G to
O(u¯) for each u¯ ∈ V () and thus is itself a bijection from V (×α G) to V (). For
any two different elements e, f in the same arc orbit of φ, say e = g1(f ) for some
g /= , we have i(e) = i(g1(f )) = g0(i(f )) and consequently, since φ is free,
i(e) /= i(f ). Further notice that for any e ∈ E(), it holds {i(f ) : f ∈ O(e¯)} =
O(i(e)). Henceforth for any g ∈ G there is a unique element in O(e¯) with initial
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vertex g−10 (ρ0(i(e¯))) and thus we are allowed to define ρ1(e¯g) to be the one with
the following properties:
i(ρ1(e¯g)) = g−10 (ρ0(i(e¯))), ρ1(e¯g) ∈ O(e¯). (4)
The previous observations also guarantee that the map ρ1 thus defined induces a
bijection from e¯ ×G to O(e¯) for any e¯ ∈ E() and then is itself a bijection from
E(×α G) to E(). Another immediate consequence is that the diagram on the left
of Fig. 1 commutes for current ρ0 and ρ1:
i(ρ1(e¯g)) = g−10 (ρ0(i(e¯))) = ρ0(i(e¯)g) = ρ0(i×αG(e¯g)),
where the first equality is due to Eq. (4), the second comes from Eq. (3), and the last
is straight from the construction of voltage digraph. Moreover, for any g, h ∈ G it
follows
i(ρ1(e¯gh))=(gh)−10 (ρ0(i(e¯))) (by Eq. (4))
=h−10 (g−10 (ρ0(i(e¯)))) (φ is a homomorphism)
=(h−1)0(i(ρ1(e¯g)))(by Eq. (4) and that φ is a homomorphism)
=i((h−1)1(ρ1(e¯g))) (φ is a homomorphism). (5)
We now arrive at
ρ1(e¯gh) = h−11 (ρ1(e¯g)). (6)
Indeed, Eq. (4) guarantees that both sides of Eq. (6) belong to O(e¯); while Eq. (5)
tells us that they also have a common initial vertex. This observation then enables
us to use the same argument as in defining ρ1 to deduce Eq. (6). Since
t((h−1)1(ρ1(e¯g))) = (h−1)0(t(ρ1(e¯g))), applying the head operator on both sides
of Eq. (6) yields
t(ρ1(e¯gh)) = h−10 (t(ρ1(e¯g))). (7)
In order to show that ρ is an isomorphism, it remains to check the commutativity
of the diagram on the right of Fig. 1. This certainly cannot be achieved for a general
α. Let us pick up the special voltage assignment α which satisfies
ρ−10 (t(ρ1(e¯))) = t(e¯)α(e¯) (8)
for any e¯ ∈ E(). We are in a position to complete the last step of the proof:
t(ρ1(e¯g))=g−10 (t(ρ1(e¯))) (by Eq. (7))
=g−10 (ρ0(t(e¯)α(e¯))) (by Eq. (8))
=(α(e¯)g)−10 (ρ0(t(e¯))) (by Eq. (3))
=ρ0(t(e¯)α(e¯)g) (by Eq. (3))
=ρ0(t×αG(e¯g)). 
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Suppose in addition that there is an involution β on E() such that (, β) is a
symmetric digraph which admits a free G-action φ which respects β, that is to say,
g1β = βg1 (9)
for any g ∈ G. Clearly, Eq. (9) guarantees that  = /φ is symmetric with respect
to the involution β ′ inherited from β, namely
β ′(e¯) = β(e). (10)
In this situation, Lemma 2.2 coincides with a classical result of Gross and Tucker
[8,9]:
Corollary 2.1. There is a symmetric voltage assignment α : E() → G such that
×α G ∼= .
Proof. By Lemma 2.2, we can just take  = ×α G. According to Eqs. (3) and (6),
we know that the action φ is given by Eq. (2) and consequently we are clear of its
orbits. Our only task is to show that α is symmetric with respect to β ′, i.e., for any
e¯ ∈ E() it occurs
α(β ′(e¯)) = α(e¯)−1. (11)
Let i(e¯) = u¯, t(e¯) = v¯. Notice that e¯ starts at u¯ and ends at v¯α(e¯) and hence
β(e¯) directs from v¯α(e¯) to u¯ . Now Eq. (10) states that β ′(e¯) = β(e¯) and thus the
fact i(β(e¯)) = v¯α(e¯) along with Eq. (1) implies β ′(e¯)α(e¯) = β(e¯). This in turn
allows us to further write out
i(β
′(e¯)α(e¯)) = v¯α(e¯), t(β ′(e¯)α(e¯)) = u¯ .
The previous identity combined with Eq. (1) yields Eq. (11), as required. 
Lemmas 2.1 and 2.2 tell us that voltage digraphs and digraphs having a free action
are describing two sides of the same thing, one in a constructive manner and one via
exposing symmetries. This connection will be the very basis of our work in this
paper.
For two digraphs  and , when V () = V () = V their union is (V ,E() ∪
E()), where E() and E() are viewed as disjoint sets. The conjunction (or tensor
product) ⊗  of them has V ()× V () as its vertex set, E()× E() as its arc
set and its head and tail operators are given by i⊗(e1, e2) = (i(e1), i(e2)) and
t⊗(e1, e2) = (t(e1), t(e2)), respectively. The tensor product of two matrices
A = (aij )m×n and B = (bij )p×q , denoted by A⊗ B, is the matrix obtained from A
of which each entry aij is replaced by aijB. More precisely, A⊗ B is an mp × nq
matrix with elements defined by (A⊗ B)st = aij bkl where s = p(i − 1)+ k and
t = q(j − 1)+ l. It is trivial to see that
A( ∪ ) = A()+ A() and A(⊗ ) = A()⊗ A(). (12)
The (left) Cayley digraph Cay(G; S) of a group G with respect to S ⊆ G is the
digraph whose vertex set is G, and whose arc set is the set of all ordered pairs
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{(g, sg) : g ∈ G and s ∈ S}. In the sequel, we use |S| to record the cardinality of
a set S. For a finite group G, let us assume here and in what follows that G is given
as an explicitly listed set {g(1) = , g(2), . . . , g(|G|)}. Let R be the regular matrix
representation of a finite group G [18, p. 5]. Recall that for any g ∈ G, R(g) is the
|G| by |G| matrix such that
R(g)(i, j) = δgg(i),g(j), (13)
where δ is the Kronecker Delta defined by δij = 1 if i = j and 0 otherwise. It is easy
to check that for any g ∈ G we have
A(Cay(G; {g})) = R(g). (14)
For a voltage assignment α : E()→ G and g ∈ G, let α,g be the spanning
subdigraph of  with E(α,g) = {e ∈ E() : α(e) = g}. A simple observation is
that
 = ∪g∈Gα,g. (15)
We now arrive at
Lemma 2.3.  = ×α G = ∪g∈GCay(G; {g})⊗ α,g. If, in addition,  is finite
(which amounts to saying that both  and G are finite), then A() =∑g∈G R(g)⊗
A(α,g).
Proof. The result simply follows from the construction of a voltage digraph and Eqs.
(12), (14) and (15). 
Assume hereafter, w.l.o.g., the free part of  under a semi-free action φ of G on
it is not empty, i.e. V () /= Vφ . Clearly, this assumption forces that G has to be a
finite group.
To be able to get χ(; λ), we need to find a good representation for A(). In light
of Lemma 2.2, we first take a look at A(/φ). Since each vertex in Vφ corresponds
a singleton orbit of φ, we will use the same notation Vφ for the set of vertex orbits of
φ consisting of just one vertex. V (/φ) can be partitioned into two sets,
S1 = Vφ and S2 = V (/φ)− Vφ. (16)
Let S1 = {v¯1, . . . , v¯m1} and S2 = {u¯1, . . . , u¯m2}. Using the vertex indexing such that
the ith line corresponds v¯i for 1  i  m1 and the (m1 + i)th line corresponds u¯i
for 1  i  m2, we can write out
A(/φ) =
(
A11 A12
A21 A22
)
, (17)
where Aij is the submatrix representing the adjacency relation from Si to Sj , i, j =
1, 2. If the lines of a matrix A are indexed by a set U , then for any S, T ⊆ U , we will
refer to A(S, T ) as the submatrix of A formed by deleting those rows not indexed by
elements of S and deleting those columns not indexed by elements of T . With this
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notation we have Aij = A(/φ)(Si, Sj ), i, j = 1, 2. Notice that φ˜ is a free action
on 〈V ()− Vφ〉 and there is a canonical isomorphism between 〈V ()− Vφ〉/φ˜
and 〈S2〉/φ . Henceforth, Lemma 2.2 tells us that there is a voltage assignment α :
E(〈S2〉/φ)→ G such that 〈S2〉/φ ×α G ∼= 〈V ()− Vφ〉. We will then identify
〈S2〉/φ ×α G with 〈V ()− Vφ〉 and thus we think of V ()− Vφ = V ()− S1 as
S2 ×G. Correspondingly, V () can naturally be expressed as
T0 ∪ T1 ∪ · · · ∪ T|G|, (18)
where T0 = S1, T1 = S2 × {}, . . . , T|G| = S2 × {g(|G|)}. The reader can check the
proof of Lemma 2.2 to find that
Ti = {u¯jg(i) : 1  j  m2} forms an orbit of φ (19)
for each 1  i  |G| and the action φ is given by
g0(u¯
j
h) = u¯jhg−1 , and g0(v¯i) = v¯i (20)
for any g ∈ G, 1  i  m1, 1  j  m2.
We already get the voltage digraph (〈S2〉/φ,G, α). In view of this voltage assign-
ment, we follow Lemma 2.3 to write A(〈S2〉/φ) = A22 as a sum ∑g∈G A22(α; g),
where A22(α; g) = A((〈S2〉/φ)α,g).
It is time to examine A() by now. Using the aforementioned ordering of G and
that of S2 adopted in Eq. (17) we generate the lexicographic order for the Cartesian
product S2 ×G. This order along with the former fixed order on Vφ (which will
be identified with S1 as we mentioned before) yields a total order on V () = S1 ∪
(S2 ×G) such that (i) v¯i < u¯jg(l) for any v¯i ∈ S1 and u¯jg(l) ∈ S2, and (ii) u¯ig(l) < u¯jg(k)
if l < k or l = k but i < j . For easy of analysis, we will use the ith smallest vertex in
the above ordering to index the ith line to produce an adjacency matrix of . In this
way, to get A(), our task reduces to determining the (Ti, Tj )-block of A() that
indicates the adjacency relation from Ti to Tj , corresponding to the block partition
of V () as displayed in Eq. (18).
Lemma 2.4
A() =


A11 A12 · · · A12
A21
... A(〈S2〉/φ ×α G)
A21

 . (21)
Proof. As we discussed above, by virtue of Lemma 2.2, it suffices to look at the
(T0, Tj )-blocks and (Tj , T0)-blocks. We refer to [14] for details. 
We use A for the transpose of a matrix A and put J for the all ones row vector
of a length depending on the context. Since A((〈S2〉/φ)α,g) = A22(α; g), by using
Lemma 2.3 we get that
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A(〈S2〉/φ ×α G) =
∑
g∈G
R(g)⊗ A22(α; g). (22)
This together with Lemma 2.4 leads to
Lemma 2.5 [14,Theorem 3]. A() =
(
A11 J ⊗ A12
J ⊗ A21 ∑g∈G R(g)⊗ A22(α; g)
)
.
3. Orbit digraph and front divisor
We intend not only to represent a characteristic polynomial as a product of several
factors but also to reveal the geometrical interpretation of these factors. To achieve
the second goal, we will demonstrate here two ways of factoring out a digraph and
develop some easy facts about them.
For a digraph , a partition π of its vertex set V () = ∪ri=1Vi is equitable if
for every i, j ∈ {1, 2, . . . , r} there is a number dij such that for any u ∈ Vi we have
dij = |{e ∈ E() : i(e) = u and t(e) ∈ Vj }|; in other words, A()(Vi, Vj ) has
constant row sum dij for i, j = 1, . . . , r . The front divisor /π of  related to the
equitable partition π is the digraph with adjacency matrix (dij ). It is known that
χ(/π; λ) is a divisor of χ(; λ) [4,5,7,11]. In case that  admits a G-action φ, we
observe that the vertex orbit partition of V () induced by φ, say V () = ∪ri=1Oi ,
forms an equitable partition, which will be denoted by π(φ). Indeed, since G acts
on each vertex orbit transitively, A()(Oi,Oj ) possesses both constant column sum
and constant row sum for each i, j ∈ {1, . . . , r}, which will enable us to define both
the front divisor and the rear divisor of  [5].
Example 3.1. Let  be the complete digraph K+3 , whose automorphism group is
Sym(3), the symmetric group on three elements. Let φ be the inclusion homomor-
phism from the subgroup G = {, (12)}  Sym(3) to Sym(3), which is a semi-
free action on K+3 . The orbit digraph K
+
3 /φ is not isomorphic to the front divisor
K+3 /π(φ), as demonstrated in Fig. 2.
Let us establish a necessary and sufficient condition for the two digraphs /φ and
/π(φ) to be isomorphic, which is immediate from the definitions.
Lemma 3.1. Let G be a group and  a digraph admitting a G-action φ. /π(φ) ∼=
/φ if and only if any two arcs in the same orbit of G does not share a common
initial vertex.
In the next lemma we will see the role played by a free action.
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Fig. 2. A digraph together with its orbit digraph and front divisor.
Lemma 3.2. Let G be a group and  a digraph admitting a G-action φ. If G acts
freely on , then /π(φ) ∼= /φ. The converse holds when  is strongly connected
and ∩v∈V ()φv = {}.
Proof. The first statement is clear from Lemma 3.1. For the second statement, we
assume that g0(v) = v for some g ∈ G and v ∈ V (). Then Lemma 3.1 asserts that
g1(e) = e for all arcs e issuing from v, and henceforth g0(u) = u for all vertices u
adjacent from v. Continuing in this way, since G is strongly connected, we will find
that g ∈ ∩v∈V φv = {}. Everything now follows. 
We are ready to present
Lemma 3.3. Let G be a group and  a finite digraph admitting a semi-free G-action
φ. Then
A(/π(φ)) =
(
A11 |G|A12
A21 A22
)
,
where Aij ’s are given as in Eq. (17).
Proof. Let S1 and S2 be the same as in Eq. (16). Note that /π(φ) has the same
vertex set with /φ. Now we consider the adjacency matrix of /π(φ), with lines
indexed just in the same manner as A(/φ); see Eq. (17). We need to show that
A(/π(φ))(Si, Sj ) =
{|G|A(/φ)(Si, Sj ), if i = 1, j = 2,
A(/φ)(Si, Sj ), otherwise.
Since S1 = Vφ , G acts trivially on 〈S1〉 and so A(/π(φ))(S1, S1) = A()
(S1, S1) = A(/φ)(S1, S1) = A11. On the other hand, φ˜ is free on 〈V ()− S1〉,
and then by Lemma 3.2, A(/π(φ))(S2, S2) = A(〈V ()− S1〉/π(φ˜)) =
A(〈V ()− S1〉/φ˜) = A(/φ)(S2, S2) = A22. Now we consider A(/π(φ))
(Si, Sj ), i /= j , i, j = 1, 2. For any v¯ ∈ S1, u¯ ∈ S2 and g ∈ G, notice that the orbits
of φ are
O(v¯) = {v¯} and O(u¯g) = {u¯} ×G. (23)
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Comparing the forms of A(/φ) and A() as displayed in Eqs. (17) and (21), we
see that
A(/φ)(v¯, u¯) = A()(v¯, u¯g) (24)
and
A(/φ)(u¯, v¯) = A()(u¯g, v¯) (25)
for any g ∈ G. But from relation (23) and the definition of the front divisor, we
have A(/π(φ))(v¯, u¯) =∑g∈G A()(v¯, u¯g), which is just |G|A(/φ)(v¯, u¯) by Eq.
(24). This proves that A(/π(φ))(S1, S2) = |G|A(/φ)(S1, S2) = |G|A12. Simi-
larly, A(/π(φ))(u¯, v¯) = A()(u¯g, v¯) which is A(/φ)(u¯, v¯) by Eq. (25). This im-
plies A(/π(φ))(S2, S1) = A(/φ)(S2, S1) = A21 and then ends the proof. 
4. Characteristic polynomial
In this section, unless specified otherwise,  always means a finite digraph admit-
ting a semi-free G-action. We will present here a decomposition formula for the
characteristic polynomial of .
Let us start with an easy observation.
Lemma 4.1. Let U be a nonsingular complex matrix of order n whose first col-
umn vector is a multiple of J and there is a complex number b1 /= 0 such that
JU = (b1, 0, . . . , 0). Then we have U−1J =
(
n
b1
, 0, . . . , 0
)
.
Proof. The assumption means that the first column vector of U is b1
n
J and every
other column of U has a sum zero. The latter fact trivially implies that the cofactors
of the elements in the first column of U are all equal, that is to say, the first row of
U−1 is b2
n
J for some b2; While the former fact gives that b1b2n = 1 and that each row
sum of U−1 except for the first is zero, as a result of U−1U = I . 
For a matrix U , we use the notation U∗ for its conjugate transpose. We write
⊕si=1Ai for the block diagonal matrix

A1
.
.
.
As


and denote by ⊕si=1fi ◦ Ai the block diagonal matrix ⊕si=1(Ifi ⊗ Ai). For the reg-
ular matrix representation R, there is a nonsingular matrix U of order |G| such that
for all g ∈ G,
U−1R(g)U = f1 ◦ R1(g)⊕ f2 ◦ R2(g)⊕ · · · ⊕ fs ◦ Rs(g), (26)
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where R1 = (1), . . . , Rs are the non-equivalent irreducible unitary matrix represen-
tations of G with degrees f1 = 1, . . . , fs , respectively [18, p. 6, 18]. A key fact we
will need now follows.
Lemma 4.2. The matrix U in Eq. (26) can be chosen to satisfy JU = (√|G|,
0, . . . , 0) and U−1J = (√|G|, 0, · · · , 0).
Proof. Write Y (g) = ⊕si=1fi ◦ Ri(g). Then Eq. (26) becomes
R(g)U = UY(g) ∀ g ∈ G. (27)
Notice that, by Eq. (13) and the assumption g(1) = , we have (R(g(j)))1i = δij
for any g(j) ∈ G. It thus follows (R(g(j))U)11 = uj1, j = 1, 2, . . . , |G|. But we
know that (UY (g))11 = u11 for all g ∈ G as it happens R1 = (1). Therefore, Eq.
(27) implies now uj1 = u11 for all j ∈ {1, 2, . . . , |G|}. Considering that U is non-
singular, we deduce that there is a complex number c /= 0 such that the first column
of U is c√|G| (1, 1, . . . , 1)

.
Observe that both R(g) and Y (g) are unitary matrices. By dint of this, Eq. (27)
tells us
U∗UY(g)= U∗R(g)U = U∗(R(g)−1)∗U = (R(g)−1U)∗U
= (UY (g)−1)∗U = Y (g)U∗U.
This says that U∗U commutes with Y (g) for all g ∈ G. Since we know already that
f1 = 1 and R1 = (1), it then follows from Schur’s lemma [18, p. 13] that for i > 1
it holds
(U∗U)1i = (U∗U)i1 = 0. (28)
Along with what we obtained in the preceding paragraph, Eq. (28) then yields JU =(
c
√|G|, 0, . . . , 0).
We can repeat the above process for U−1 to find U−1J. But with Lemma 4.1
at hand, since in the context of the proof above we already establish the correspond-
ing conditions listed in Lemma 4.1, we can now directly conclude that U−1J =(
c−1
√|G|, 0, . . . , 0).
Because Eq. (26) is still valid after substituting c−1U for U , choose c−1U as the
new U if necessary and then we are finished. 
Theorem 4.1. Let G be a group,  a finite digraph admitting a semi-free G-action
φ, S1 and S2 defined as in Eq. (16) and Aij as in Eq. (17), i, j = 1, 2. Let α be a
voltage assignment on 〈S2〉/φ such that 〈V ()− Vφ〉 ∼= 〈S2〉/φ ×α G. Then A()
is similar to
A(/π(φ))⊕

⊕si=2fi ◦

∑
g∈G
Ri(g)⊗ A22(α; g)



 , (29)
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where A22(α; g) = A((〈S2〉/φ)α,g) and the parameters Ri and fi are as described
in Eq. (26).
Proof. Put
X =
(
Im1
U ⊗ Im2
)
, mi = |Si |, i = 1, 2.
Recall that f1 = 1, R1 = (1), and A22 =∑g∈G A22(α; g). Thus, by Lemmas 2.5
and 4.2 we see that X−1A()X assumes the following form(
A11
√|G|A12√|G|A21 A22
)
⊕

⊕si=2fi ◦

∑
g∈G
Ri(g)⊗ A22(α; g)



 .
Hence we are done by noticing that(
1 √|G|
)−1 (
A11
√|G|A12√|G|A21 A22
)(
1 √|G|
)
=
(
A11 |G|A12
A21 A22
)
= A(/π(φ)). 
We have now all of the ingredients needed for our main theorem.
Theorem 4.2. Let G be a group,  a finite digraph admitting a semi-free G-action
φ and S2 = V (/φ)− Vφ. Let α be a voltage assignment on 〈S2〉/φ such that
〈V ()− Vφ〉 ∼= 〈S2〉/φ ×α G. Then the characteristic polynomial of  is
χ(; λ) = χ(/π(φ); λ)
s∏
i=2

det

λI −∑
g∈G
Ri(g)⊗ A22(α; g)



fi ,
where A22(α; g) = A((〈S2〉/φ)α,g) and the parameters Ri and fi are as described
in Eq. (26).
The following result is a generalization of the main result of [20], in which Wang
considered the case that G is abelian.
Corollary 4.1. Let G be a group,  a finite symmetric digraph admitting a free G-
action φ and let V = V (). Then χ(;λ)
χ(/π(φ);λ) = χ(〈V−Vφ〉;λ)χ(〈V−Vφ〉/φ˜;λ) =
χ(〈V−Vφ〉;λ)
χ(〈V−Vφ〉/π(φ˜);λ) .
Proof. The second equality is due to Lemma 3.2 and thus we need only consider the
first one.
Denote by Z the matrix ⊕si=2fi ◦
(∑
g∈G Ri(g)⊗ A22(α; g)
)
. Theorem 4.2 im-
plies that the leftist term in the equality is just det(λI − Z). But 〈V − Vφ〉 has
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adjacency matrix as displayed in Eq. (22), which is similar to A22 ⊕ Z as can be
seen from the proof of Theorem 4.1; while from Eq. (17) we know that A22 is just the
adjacency matrix of 〈V − Vφ〉/φ˜. This proves that the middle term in the equality
is also det(λI − Z) and hence the first equality does hold. 
By combining Corollary 2.1, Lemma 3.2 and Theorem 4.2, we obtain the follow-
ing variant of [16, Theorem 1].
Corollary 4.2. Let G be a group,  a finite symmetric digraph admitting a free
G-action φ and α a symmetric voltage assignment on E(/φ) such that
(/φ)×α G ∼= . Then
χ(; λ) = χ(/φ; λ)
s∏
i=2

det

λI −∑
g∈G
Ri(g)⊗ A((/φ)α,g)




fi
,
where the parameters Ri and fi are as described in Eq. (26).
It is well-known that a finite abelian group G has exactly |G| nonequivalent irre-
ducible representations and all of them are of degrees one [18, p. 25]. This means
that in formula (29), s = |G| and Ri(g) = λi(g) for i = 1, . . . , |G|, g ∈ G, where
λ1(g) = 1, λ2(g), . . . , λ|G|(g) are the |G| eigenvalues of R(g). This consideration
leads to
Corollary 4.3. Let G be an abelian group,  a finite digraph admitting a semi-free
G-action φ and S2 = V (/φ)− Vφ. Let α be a voltage assignment on 〈S2〉/φ such
that 〈V ()− Vφ〉 ∼= 〈S2〉/φ ×α G. Then
χ(; λ) = χ(/π(φ); λ)
|G|∏
i=2

det

λI −∑
g∈G
λi(g)A22(α; g)



 ,
where A22(α; g) = A((〈S2〉/φ)α,g).
As a consequence of Corollaries 2.1 and 4.3, we get
Corollary 4.4 [14,Theorem 5]. Let G be an abelian group,  a finite symmet-
ric digraph admitting a semi-free G-action φ and S2 = V (/φ)− Vφ. Let α be a
symmetric voltage assignment on 〈S2〉/φ such that 〈V ()− Vφ〉 ∼= 〈S2〉/φ ×α G.
Then
χ(; λ) = χ(/π(φ); λ)
|G|∏
i=2

det

λI −∑
g∈G
λi(g)A22(α; g)



 ,
where A22(α; g) = A((〈S2〉/φ)α,g).
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Fig. 3. The digraph and its front divisor in Example 4.1.
Example 4.1. Recall that the dihedral group of order 6 isD6 = {, a, a2, b, ba, ba2},
where  is the identity, a3 = b2 =  and ab = ba−1. One can easily check that D6
acts semi-freely on  via φ as displayed on the left of Fig. 3 and the digraph pictured
on the right of Fig. 3 is just the front divisor /π(φ). We assert that χ(; λ) =
λ14(λ− 2)(λ+ 1)2(λ2 − 6).
Solution. Evidently, the regular matrix representation R of D6, with respect to the
basis (, a, a2, b, ba, ba2) is equivalent to the representation ⊕3i=1fiRi(g) for the
parameters listed below:
R1(g) = 1 for all g ∈ D6;
R2() = R2(a) = R2(a2) = 1, R2(b) = R2(ba) = R2(ba2) = −1;
R3() =
(
1 0
0 1
)
, R3(a) =
(−1/2 −√3/2√
3/2 −1/2
)
,
R3(a
2) =
( −1/2 √3/2
−√3/2 −1/2
)
, R3(b) =
(−1 0
0 1
)
,
R3(ba) =
(
1/2
√
3/2√
3/2 −1/2
)
, R3(ba
2) =
(
1/2 −√3/2
−√3/2 −1/2
)
;
f1 = 1, f2 = 1, f3 = 2.
The fixed vertex set is Vφ = {z}. Let S2 = V (/φ)− Vφ . The voltage assignment α
on 〈S2〉/φ with 〈V − Vφ〉 ∼= 〈S2〉/φ ×α G is displayed on the right of Fig. 3.
By looking at Fig. 3 and applying Theorem 4.1 we find that A() is similar to


0 0 0 6
0 2 1 0
0 0 0 1
1 0 0 0

⊕

0 −1 00 0 1
0 0 0

⊕


0 −1 0 0 0 0
0 0 −1/2 0 0 √3/2
0 0 0 0 0 0√
3 0 0 −1 1 0
0 0 −√3/2 0 0 −1/2
0 0 0 0 0 0


2
.
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Consequently, χ(; λ) = [λ(λ− 2)(λ2 − 6)]λ3[(λ5(λ+ 1))2] = λ14(λ− 2)
(λ+ 1)2(λ2 − 6). 
5. Concluding remarks
We conclude this paper with some remarks and problems.
Let φ be a semi-free action on a finite digraph . Since both χ(; λ) and
χ(/π(φ); λ) are monic integer polynomial, we know from Theorem 4.2 that
χ(;λ)
χ(/π(φ);λ) is also an integer polynomial. Can we associate any geometrical meaning
with χ(;λ)
χ(/π(φ);λ)? Especially, when is it still a characteristic polynomial of some
digraphs (nonnegative integer matrices)? Note that there is a famous spectral con-
jecture on the characterization of the nonzero spectra of integral matrices; see [15,
Section 11.2]. By checking the Perron condition [15, p. 383], we observe that our
Example 4.1 already demonstrates that in general χ(;λ)
χ(/π(φ);λ) cannot be directly
associated with a digraph. Note that Corollary 4.1 is subject to some symmetry
assumption. We point out that Teranishi [19] gave many interesting formulas about
χ(;λ)
χ(/π;λ) , where π is any equitable partition of , namely only some regularity
assumption is involved. Note that Teranishi stated his results in terms of graphs;
but we can check that they hold for general digraphs.
Example 4.1 tells us that the digraph  can have eigenvalues outside of the spec-
trum of its front divisor /π(φ). How to find a good action φ such that /π(φ) is
small and has as eigenvalues all distinct eigenvalues of ?
A free action φ of H  G on the Cayley graph Cay(G; S) is induced by φ(h)0
(g) = gh−1 for h ∈ H , g ∈ G. We know that Cay(G, S)/φ is isomorphic to the coset
digraph Cos(G,H, S) and a regular digraph is identified with a coset digraph [1,2].
Thus Lemma 2.2 motivates us to ask how to choose a voltage assignmentα from a given
regular digraph to a groupH so that×α H becomes a Cayley digraph. Let us also
collect here a relevant open problem of Heydemann [10]: Give an explicit construction
of a Cayley digraph whose corresponding coset digraph is a Kautz digraph. We men-
tion that a characterization of Kautz digraphs can be found in [21].
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