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Abstract
In this paper, the author has investigated trigonometrical polynomials associated with
f ∈ Lip(α,p) (0 < α  1,p  1) to approximate f in Lp-norm to the degree of
O(n−α) (0 <α  1).
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let f be 2π -periodic and let f ∈ Lp[0,2π] = Lp for p  1. Then we write
sn(f ;x)= 12a0 +
n∑
k=1
(ak coskx + bk sinkx)≡
n∑
k=0
Ak(f ;x), (1.1)
partial sum of the first (n+ 1) terms of the Fourier series of f ∈ Lp (p  1) at a
point x ,
ωp(δ;f )= sup
0<|h|δ
{
1
2π
2π∫
0
∣∣f (x + h)− f (x)∣∣p dx
}1/p
, (1.2)
the integral modulus of continuity ([7, p. 45]) of f ∈Lp .
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If, for α > 0,
ωp(δ;f )=O(δα), (1.3)
then f ∈ Lip (α,p)(p  1).
Throughout ‖ · ‖p will denote Lp-norm with respect to x and will be defined
by
‖f ‖p =
{
1
2π
2π∫
0
∣∣f (x)∣∣p dx
}1/p
(f ∈ Lp (p  1)). (1.4)
In the present paper, we shall consider approximation of f ∈ Lp by trigono-
metrical polynomials Nn(f ;x) and Rn(f ;x), where
Nn(f ;x)= 1
Pn
n∑
m=0
pn−msm(f ;x), (1.5)
Rn(f ;x)= 1
Pn
n∑
m=0
pmsm(f ;x), (1.6)
sn(f ;x)= 1
π
2π∫
0
f (x + t)Dn(t) dt, (1.7)
Dn(t)= sin
(
n+ 12
)
t
2 sin
(
t
2
) , (1.8)
Pn = p0 + p1 + p2 + · · · + pn = 0 (n 0), (1.9)
and by convention, p−1 = P−1 = 0.
The case pn = 1 for all n 0 of either Nn(f ;x) or Rn(f ;x) yields
σn(f ;x)= 1
n+ 1
n∑
m=0
sm(f ;x). (1.10)
Suppose tn is a trigonometrical polynomial of order n, then it is 2π -periodic
and Lebesgue-integrable. If sm(tn;x) denotes partial sum of the first (m+1) terms
of the Fourier series of tn at x , then
sm(tn;x)=
{
tm(x), if m n,
tn(x), if m n.
(1.11)
We also write
∆gn = gn − gn+1, ∆mg(n,m)= g(n,m)− g(n,m+ 1). (1.12)
Among the other results on the trigonometric approximation, Quade [6] proved
the following:
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Theorem A. Let f ∈ Lip(α,p), 0 < α  1. Then∥∥f − σn(f )∥∥p =O(n−α) (1.13)
for either (i) p > 1 and 0 < α  1 or (ii) p = 1 and 0 < α < 1.
And if p = α = 1, then∥∥f − σn(f )∥∥1 =O(n−1 log(n+ 1)). (1.14)
For (1.13), it is further proved that O-large cannot be replaced by o-small.
There are several generalizations of (1.13) for p > 1, see, for example,
Chandra [1,2] and [3], Mohapatra and Russell [4], Sahney and Rao [5]; but most
of these results are not satisfactory for α = 1 in the sense that the estimates for
p > 1 and α = 1 are not of O(n−1) which is obtained by Quade [6] in (1.13).
Therefore this deficiency in generalization of (1.13) has motivated to investigate
other kind of generalizations of Theorem A so as to yield the estimates of
Theorem A as special cases. In this direction, we first obtain more general
trigonometrical polynomials than σn(f ;x) to yield the same estimate as in (1.13).
Secondly, we investigate other kinds of trigonometrical polynomials, which do not
reduce to σn(f ;x) as special case but can approximate f inL1-norm to the degree
O(n−1) as demonstrated in Corollary 5. This provides a sharper estimate than the
one given in (1.14) for p = α = 1. All these facts are discussed in Section 4 of
corollaries.
Precisely, we prove the following:
Theorem 1. Let f ∈ Lip(α,p) and let (pn) be positive such that
(n+ 1)pn =O(Pn). (1.15)
If either
(i) p > 1, 0 < α  1 and (ii) (pn) is monotonic (1.16)
or
(i) p = 1, 0 < α < 1 and (ii) (pn) is non-decreasing. (1.17)
Then ∥∥f −Nn(f )∥∥p =O(n−α). (1.18)
Theorem 2. Let f ∈ Lip(α,p) and let (pn) be positive.
Suppose either
(i) p > 1, 0 < α  1, and
(ii)
n−1∑
m=0
∣∣∣∣∆
(
Pm
m+ 1
)∣∣∣∣=O
(
Pn
n+ 1
)
(1.19)
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or
(i) p = 1, 0< α < 1 and (ii) (pn) (1.20)
with (1.15) is positive and non-decreasing. Then∥∥f −Rn(f )∥∥p =O(n−α). (1.21)
Theorem 3. Let f ∈ Lip(1,1) and let (pn) with (1.15) be positive and that(
(n+ 1)−ηpn
)
be non-decreasing for some η > 0. (1.22)
Then ∥∥f −Rn(f )∥∥1 =O(n−1). (1.23)
2. Lemmas
We shall use the following lemmas in the proof of the theorems:
Lemma 1. If f ∈ Lip(α,p), p  1, 0< α  1, then, for any positive integer n, f
may be approximated in Lp-space by a trigonometrical polynomial tn or order n
such that
‖f − tn‖p =O(n−α). (2.1)
For its proof, see Quade [6, Theorem 4].
Lemma 2. If f ∈ Lip(1,p) (p > 1), then∥∥σn(f )− sn(f )∥∥p =O(n−1). (2.2)
For its proof, see Quade [6, p. 541], last line.
Lemma 3. Let, for 0< α  1 and p > 1, f ∈ Lip(α,p). Then∥∥f − sn(f )∥∥p =O(n−α). (2.3)
See Quade [6, Theorem 6(i), p. 541].
Lemma 4. Let (pn) be positive and non-increasing. Then, for 0 < α < 1,
n∑
m=1
m−αpn−m =O(n−αPn). (2.4)
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Proof. Let r denote the integral part of 12n. Then
n∑
m=1
m−αpn−m =
r∑
m=1
m−αpn−m +
n∑
m=r+1
m−αpn−m
 pn−r
n∑
m=1
m−α + (r + 1)−α
n∑
m=0
pn−m
=O(n1−α)pn−r +O(n−α)Pn
=O(n−α)Pn,
since (pn) is non-increasing.
This completes the proof. ✷
3. Proof of the theorems
3.1. Proof of Theorem 1
We first consider
Case I: p > 1 and 0< α < 1.
By (1.6), we have
Nn(f ;x)− f (x)= 1
Pn
n∑
m=0
pn−m
{
sm(f ;x)− f (x)
}
and hence we get
∥∥f −Nn(f )∥∥p  1Pn
n∑
m=0
pn−m
∥∥f − sm(f )∥∥p
= 1
Pn
n∑
m=1
pn−mO(m−α)+O
(
pn
Pn
)
(by Lemma 3)
=O(n−α),
by (1.15) and Lemma 4.
Case II: p > 1 and α = 1.
By Abel’s transformation,
Nn(f ;x)= 1
Pn
n∑
m=0
Pn−mAm(f ;x),
where
sn(f ;x)=
n∑
m=0
Am(f ;x)= 1
Pn
n∑
m=0
PnAm(f ;x).
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Hence,
sn(f ;x)−Nn(f ;x)= 1
Pn
n∑
m=1
(Pn − Pn−m)Am(f ;x)
= 1
Pn
n∑
m=1
∆m
(
Pn − Pn−m
m
) m∑
k=1
kAk(f ;x)
+ 1
n+ 1
n∑
k=1
kAk(f ;x),
by Abel’s transformation and convention P−1 = 0. Therefore,
∥∥sn(f )−Nn(f )∥∥p = 1Pn
n∑
m=1
∣∣∣∣∆m
(
Pn − Pn−m
m
)∣∣∣∣
∥∥∥∥∥
m∑
k=1
kAk(f )
∥∥∥∥∥
p
+ 1
n+ 1
∥∥∥∥∥
n∑
k=1
kAk(f )
∥∥∥∥∥
p
. (3.1.1)
And, since
σn(f ;x)− sn(f ;x)= 1
n+ 1
n∑
k=1
kAk(f ;x), (3.1.2)
we have by Lemma 2,∥∥∥∥∥
n∑
k=1
kAk(f )
∥∥∥∥∥
p
= (n+ 1)∥∥σn(f )− sn(f )∥∥p =O(1). (3.1.3)
Now, combining (3.1.1) and (3.1.3), we get
∥∥sn(f )−Nn(f )∥∥p =O
(
1
Pn
) n∑
m=1
∣∣∣∣∆m
(
Pn − Pn−m
m
)∣∣∣∣+O(n−1). (3.1.4)
However,
∆m
(
Pn − Pn−m
m
)
= Pn−m−1 − Pn−m
m
+ Pn − Pn−m−1
m(m+ 1)
= Pn −Pn−m−1
m(m+ 1) −
pn−m
m
= 1
m(m+ 1)
{
(Pn − Pn−m−1)− (m+ 1)pn−m
}
= 1
m(m+ 1)
{
n∑
k=n−m
pk − (m+ 1)pn−m
}
,
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which is non-negative or non-positive whenever (pn) is non-decreasing or non-
increasing respectively. Hence{
Pn − Pn−m
m
}n+1
m=1
is monotonic whenever (pn) is monotonic and this implies that
n∑
m=1
∣∣∣∣∆m
(
Pn − Pn−m
m
)∣∣∣∣=
∣∣∣∣pn − Pnn+ 1
∣∣∣∣, (3.1.5)
by using convention P−1 = 0. Thus using (3.1.5) and (1.15) in (3.1.4), we get∥∥sn(f )−Nn(f )∥∥p =O(n−1). (3.1.6)
Finally, by using (3.1.6) and Lemma 3, we get (1.18) with α = 1.
Case III: p = 1 and 0 < α < 1.
By Abel’s transformation and using convention p−1 = 0, we get
Nn(f ;x)− f (x)= 1
Pn
n∑
m=0
pn−m
{
sm(f ;x)− f (x)
}
= 1
Pn
n∑
m=0
∆mpn−m
m∑
k=0
{
sk(f ;x)− f (x)
}
= 1
Pn
n∑
m=0
(m+ 1)∆mpn−m
{
σm(f ;x)− f (x)
}
.
Hence, by (1.13), we get
∥∥f −Nn(f )∥∥1  1Pn
n∑
m=0
(m+ 1)|∆mpn−m|
∥∥f − σm(f )∥∥1
=O
(
1
Pn
) n∑
m=0
(m+ 1)1−α|∆mpn−m|
=O
(
n1−α
Pn
) n∑
m=0
|∆mpn−m|
=O(n−α),
by (1.17)(ii) and (1.15).
This completes the proof of Theorem 1. ✷
3.2. Proof of Theorem 2
We first consider
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Case I: p > 1 and 0 < α < 1.
We have
f (x)−Rn(f ;x)= 1
Pn
n∑
m=0
pm
{
f (x)− sm(f ;x)
}
and hence by Lemma 3,
∥∥f −Rn(f )∥∥p  1Pn
n∑
m=0
pm
∥∥f − sm(f )∥∥p
=O
(
1
Pn
) n∑
m=1
m−αpm, (3.2.1)
where by Abel’s transformation
n∑
m=1
m−αpm =O(1)
n−1∑
m=1
m−α
(
Pm
m+ 1
)
+ n−αPn
=O(n−αPn), (3.2.2)
by (1.19)(ii). Hence, using (3.2.2) in (3.2.1), we get (1.20).
Case II: p > 1 and α = 1.
By Abel’s transformation to Rn(f ;x), we have
Rn(f ;x)− sn(f ;x)=− 1
Pn
n−1∑
m=0
PmAm+1(f ;x). (3.2.3)
Once again, by Abel’s transformation, we get
n−1∑
m=0
PmAm+1(f ;x)=
n−1∑
m=0
∆
(
Pm
m+ 1
) m∑
k=0
(k + 1)Am+1(f ;x)
+ Pn
n+ 1
n−1∑
k=0
(k + 1)Am+1(f ;x)
and hence∥∥∥∥∥
n−1∑
m=0
PmAm+1(f )
∥∥∥∥∥
p
=O(1)
n−1∑
m=0
∣∣∣∣∆
(
Pm
m+ 1
)∣∣∣∣+O
(
Pn
n+ 1
)
=O
(
Pn
n+ 1
)
, (3.2.4)
arguing as in Theorem 1; Case II and using (1.19)(ii). Thus, by using (3.2.4) we
get from (3.2.3),∥∥Rn(f )− sn(f )∥∥p =O(n−1). (3.2.5)
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Finally, by applications of (3.2.5) and Lemma 3 to∥∥f −Rn(f )∥∥p  ∥∥f − sn(f )∥∥p + ∥∥sn(f )−Rn(f )∥∥p,
we get (1.21) for p > 1 and α = 1.
Case III: p = 1 and 0 < α < 1.
Proceeding as in Case III of Theorem 1, we get
∥∥f −Rn(f )∥∥1 = 1Pn
∥∥∥∥∥
n∑
m=0
pm
{
f − sm(f )
}∥∥∥∥∥
1
 1
Pn
n−1∑
m=0
(m+ 1)|∆pm|
∥∥f − σm(f )∥∥1
+ (n+ 1)pn
Pn
∥∥f − σn(f )∥∥1
=O
(
n1−α
Pn
) n−1∑
m=0
|∆pm| +O
(
n−α
)
=O(n−α),
by (1.13) for p = 1 and 0 < α < 1 and (1.20)(ii).
This completes the proof of Theorem 2. ✷
3.3. Proof of Theorem 3
Let tn be a trigonometrical polynomial of Lemma 1 of the present paper. Then
for m n,
sm(tn;x)= tm(x) and sm(f ;x)− tm(x)= sm(f − tn;x).
Hence
Rn(f ;x)− 1
Pn
n∑
m=0
pmtm(x)= 1
Pn
n∑
m=0
pmsm(f − tn;x),
where
sm(f − tn;x)= 1
π
2π∫
0
{
f (x + u)− tn(x + u)
}
Dm(u) du.
Now, by general form of Minkowski’s inequality, we get
∥∥∥∥∥Rn(f )− 1Pn
n∑
m=0
pmtm
∥∥∥∥∥
1
 1
π
2π∫
0
∣∣Kn(u)∣∣du
2π∫
0
∣∣f (x + u)− tn(x + u)∣∣dx
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= 1
π
2π∫
0
∣∣Kn(u)∣∣du
2π∫
0
∣∣f (x)− tn(x)∣∣dx
= 2‖f − tn‖1
2π∫
0
∣∣Kn(u)∣∣du, (3.3.1)
where
Kn(u)= 1
Pn
n∑
m=0
pmDm(u).
We write
2π∫
0
∣∣Kn(u)∣∣du= 2
π∫
0
∣∣Kn(u)∣∣du
= 2
( π/n∫
0
+
π∫
π/n
)
= I1 + I2, say.
Then
I1 =O(1)
π/n∫
0
(
1
Pn
n∑
m=0
(m+ 1)pm
)
du=O(1)
and by (1.22) it follows that (pn) is non-decreasing therefore by Abel’s lemma
I2 =O(1)pn
Pn
π∫
π/n
u−2 du=O(1),
by (1.15). Hence, combining the estimates obtained for I1 and I2, we get
2π∫
0
∣∣Kn(u)∣∣du=O(1), for all n. (3.3.2)
Hence, combining (3.3.1) and (3.3.2), we get∥∥∥∥∥Rn(f )− 1Pn
n∑
m=0
pmtm
∥∥∥∥∥
1
=O(1)‖f − tn‖1. (3.3.3)
Further, by using (3.3.3) and Lemma 1 for p = α = 1, we get
∥∥f −Rn(f )∥∥1 =O(n−1)+
∥∥∥∥∥f − 1Pn
n∑
m=0
pmtm
∥∥∥∥∥
1
, (3.3.4)
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where, once again by Lemma 1 for p = α = 1,∥∥∥∥∥f − 1Pn
n∑
m=0
pmtm
∥∥∥∥∥
1
 1
Pn
n∑
m=0
pm‖f − tn‖1
= 1
Pn
n∑
m=1
pm‖f − tn‖1 +O(n−1)
=O
(
1
Pn
) n∑
m=1
(m+ 1)−1pm +O(n−1)
=O(n−1), (3.3.5)
by (1.22) and (1.15), since ‖f − t0‖1 is constant and by (1.22), (pn) is non-
decreasing therefore
‖f − t0‖1 p0
Pn
 ‖f − t0‖1 pn
Pn
=O(n−1),
by (1.15). Now using (3.3.5) in (3.3.4), we get (1.23).
This completes the proof of Theorem 3. ✷
4. Corollaries
In order to justify the fact that the results of the theorems are significant, we
give a few corollaries of these theorems. Before we do so, we first state the
following result for Lip(α,p) (0 < α  1,p > 1) space which is contained in
Mohapatra and Russell [4] and Chandra [1]:
Theorem B. Let (pn) be positive and non-decreasing sequence and let f ∈
Lip(α,p), where 0 < α  1 and 1 <p <∞. Then
∥∥f −Nn(f )∥∥p =O
(
1
Pn
) n∑
m=1
m−1−αPm +O(n−α). (4.1)
For pn =Aβ−1n (β > 0, n 0), where Aβ−1n are the binomial coefficients of xn
in the expansion of (1 − x)−β(|x| < 1), we write σβn (f ;x) for Nn(f ;x). Then
for 0 < β  1, (4.1) yields the following:
∥∥f − σβn (f )∥∥p=O(n−β)
n∑
m=1
mβ−α−1 +O(n−α) (0 < β  1,0< α  1)
=O(n−α), (4.2)
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unless β > α which is not possible for all α with 0 < α  1. Also Theorem B
does not hold for pn = Aβ−1n (β > 1, n 0). However, the following corollary of
Theorem 1 for the above trigonometrical polynomials yields the following:
Corollary 1. Let f ∈ Lip(α,p) (0 < α  1, p > 1). Then∥∥f − σβn (f )∥∥p =O(n−α) (0 < α  1, β > 0). (4.3)
The above corollary provides Jackson order not only for the trigonometrical
polynomials σβn (f ;x) (0 < β  1) but also for σβn (f ;x) (β > 1). Further, the
case β = 1 of (4.3) was already known (see Theorem A; case (i)) while for other
values of β > 0, Corollary 1 provides new results.
We now consider Nn(f ;x) polynomials with
pn = 1
n+ 1 (n 0)
and write Hn(f ;x) for Nn(f ;x). In this case, Theorem B yields the following:∥∥f −Hn(f )∥∥p =O
(
1
log(n+ 1)
)
(0 < α  1, p > 1), (4.4)
while Theorem 1 yields the following:
Corollary 2. Let f ∈ Lip(α,p) (0 < α  1, p > 1). Then∥∥f −Hn(f )∥∥p =O(n−α). (4.5)
This gives a sharper estimate than the one given in (4.4) for the same class of
polynomials.
For the space Lip(α,1) (0 < α  1), the only result known is (1.13) of
Theorem A and hence Theorem 1 not only generalizes (1.13) but also provides
a new class of trigonometrical polynomials containing σn(f ;x) strictly for which
one can get Jackson order. To illustrate this, we give a corollary for the following
trigonometrical polynomials obtained by such a lower triangular matrix, which
generates non-regular summability method:
En(f ;x)= 1
Pn
n∑
m=0
pn−msm(f ;x),
where pn = cn (c > 1, n 0).
Corollary 3. Let f ∈ Lip(α,1) (0 < α  1). Then∥∥f −En(f )∥∥1 =O(n−α). (4.6)
Now to emphasize the importance of Theorems 2 and 3, we first give the
following known result due to Chandra [2]:
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Theorem C. Let f ∈ Lip(α,p) (0 < α  1, p > 1) and let (pn) be positive and
non-decreasing. Then
∥∥f −Rn(f )∥∥p =


O
(pn
Pn
)α
, 0< α < 1,
O(1)
pn
Pn
log
(
Pn
pn
)
, α = 1. (4.7)
For pn = 1 (n 0), Theorems 2 and 3 yield the known results of Theorem A.
We now state the following corollary of Theorem 2:
Corollary 4. Let (pn) be positive and non-decreasing and let f ∈ Lip(α,p). Then∥∥f −Rn(f )∥∥p =O(n−α) (0 < α  1, p > 1) (4.8)
and if, in addition, (pn) satisfy (1.15) then∥∥f −Rn(f )∥∥1 =O(n−α) (0 < α < 1). (4.9)
We first observe that (4.8) of Corollary 4 provides sharper estimate than that
of Theorem C, since if (pn) is non-decreasing, then
(n+ 1)−α 
(
pn
Pn
)α
.
Secondly, if (pn) increases too rapidly then Theorem C, may not provide any rate
of convergence of (Rn(f )) to f in Lp-norm. For example, if pn = cn (c > 1)
then
pn
Pn
>
c− 1
c
and hence Theorem C does not provide any rate of convergence. On the other
hand, Corollary 4 provides Jackson order as the rate of convergence. Also, (4.9)
is a NEW result.
For the space Lip(1,1), the result which is known is only for σn(f ;x)
trigonometrical polynomials which is given in (1.14) of Theorem A. Estimate
given in (1.14) certainly is not of Jackson order therefore in Theorem 3 a more
general class of trigonometrical polynomials has been investigated to ensure
Jackson order, which is sharper than the one given in (1.14). To emphasize this,
we consider pn = Aβ−1n (β  1, n 0) and write Rβn (f ;x) for Rn(f ;x) to give
the following corollary of Theorem 3:
Corollary 5. Let f ∈ Lip(1,1). Then∥∥f −Rβn (f )∥∥1 =O(n−1) (β > 1). (4.10)
It may be observed that Rβn (f ;x) is σn(f ;x) if and only if β = 1 and for
β > 1, Rβn (f ;x) is a different class of trigonometrical polynomials and hence
Corollary 5 provides a NEW result.
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