Geodemographic classifications are widely used in many different application areas as a means of obtaining a useful descriptive summary ofthe principal types of residential areas that exist in the UK, based on a multivariate classification of census data.' Brown2 writes, "Geodemographics has come into popular use as a shorthand label for both the development and application of area typologies that have proven to be powerful discriminators of consumer behaviour and as aids to market analysis". A This paper briefly describes the development and application of a particular geodemographic segmentation system which was produced as a part of an ESRC funded project and is available free for academic researchers. This paper illustrates the use ofthis system and then outlines how it can be further developed to generate robust, safe, data optimal segmentations of virtually any postcoded medical data.
Spatial classification of 1991 census data
The statistical technology needed to create a crude national classification of small area census data is now widely diffused via popular statistical packages; for example, SAS or SPSS. However, it is not often recognised that many ofthe available classification methods date from the 1960s and are not well suited to handling the special nature of spatial (as distinct from non-spatial survey) data; in particular, problems of non-normal distributions, non-linearity, and spatial dependency are endemic. Census data also introduce a number of additional difficulties; especially those related to small number effects and spatially varying levels of data precision. Whether these matter depends on the nature of the application, on the level of skill used to develop a classification, and the context in which it is used. Better still would be the use of classifiers that at least attempt to handle some of the problems. Accordingly, the classification method used here is based on a particular type of unsupervised neural net known as Kohonen's self organising map.7 This has been modified to handle the data uncertainty present in census data.'89 The attractions of this method include its simplicity and flexibility. It can handle noisy census data and size related data precision issues, and there is a minimum amount of data preprocessing. However, as with all neurocomputing approaches, it is always useful to compare the results that are obtained with more conventionally produced classifications in order to provide performance benchmarks, against which any improvements can be assessed. This naturally leads to having not one but multiple classifications based on different methods, perhaps also using different sets of variables, and offering different levels of data generalisation obtained by varying the numbers of clusters present. The GB Profiles geodemographic system Research performed in the School of Geography at Leeds has produced a series of over a 100 different 1991 census data based geodemographic systems designed solely for academic research usage. The licence that makes the 1991 census data available to academics prohibits commercial or non-university based applications. This restriction made it feasible to develop census classification systems without being hindered by any market factors; for example, similarly to previous products or constrained by conventional geodemographic practices. The resulting GB Profiles system,'2 based on the best possible available technology, is designed to use broadly representative census data, to offer multiple classifications at varying levels of resolution, packaged so that it is easy to use, and is freely available for academic research and teaching purposes.
The GB Profiles system runs under both PC and UNIX environments. The Microsoft Windows PC-based system provides easy access to a whole series of census classifications with variable levels of resolution; ranging from 2 to 5000 clusters. However, to keep matters simple, the system currently restricts external users to four specific classifications (with 10, 49, 64, and 100 clusters) derived by both the neural net classifier and a more conventional K-means method (see ' for details). These are 2  261  94  11  4  225  71  7  3  207  97   7  3  205  62  4  2  200  80  13  6  180  64  5  2  175  15  45  22  173  49  44  23  163  27  20  11  156  87  13  7  152  22  20  12  145  28  10  6  144  79  6  4  144  16  66  40  142 * This is an age-sex estimate of the expected numbers of cases. t 100 is the average for Sheffield.
cidence areas are relatively poor. These are characterised as either struggling, unemployed families and single parents living in council housing. This is a quick and simple way of identifying the type of person and the kind of residential areas that have high numbers of, in this case colorectal cancer registrations. This descriptive information would be of use as part of the larger picture of health needs assessment and disease monitoring. However, this is a very basic approach that may well be too simple to provide completely reliable results.
A data optimal segmentation system
The example presented here is a very brief but not untypical illustration of how a geodemographic approach would be used in health
analysis. There are a number of potential problems: (1) the choice of classification, (2) the best number of clusters to use, (3) problems of an ecological fallacy nature, and (4) possible small number problems that render the results uncertain. With GB Profiles, the greatest immediate source of uncertainty is which classification and how many clusters to use. Select too few clusters and the results might well be over generalised and important associations lost; select too many and the results might be spurious due to small number effects. This dilemma between "too few" and "too many"
clusters is problem dependent and thus data specific. In a highly descriptive preliminary data screening exercise this may not matter. However, there is a world of difference between geodemographics as applied to "junk mail" in the commercial sector and its use with health database analysis of a more critical nature where higher standards should apply and the problems deserve more explicit consideration. One way forward is to develop a more sophisticated geodemographic approach. We have outlined what is termed a data optimal segmentation system that might be developed."
This so called "geodemographic targeting machine" (GTM/1) attempts to identify the best classification to use and within it the best set of clusters so as to maximise coverage of the data and minimise problems due to small number effects. The GTM/l evaluates a number of different geodemographic classifications by using a mix of Monte Carlo significance testing and boot-strapping to delete both unreliable classifications (that is, those yielding results little better than a random classification would) and also to delete clusters within acceptable classifications for which the results appear to be either highly uncertain (due to small number effects) or not particularly interesting (in terms of predefined performance benchmarks). In essence, GTM/1 is an optimisation procedure that evaluates a set of different geodemographic classifications to find that which captures the largest number of cases in clusters that meet user defined constraints.
The GTM/1 approach is illustrated by reanalysing the colorectal cancer data. A selection of 33 different classifications are examined covering a range from 10 to 5000 clusters. The following segmentation constraints are set: * A minimum cluster size of 10 cases, * A minimum cancer incidence 40% greater than expected taking into account age and gender factors, and * Results significantly different from random. Clearly these are arbitrary and can be readily changed as total run times are less than five minutes on a UNIX workstation.
The results are reported in table 2 and mapped in figure 3 . It is very interesting that five of the classifications were dropped because they produced results that were not significantly different from random. The previous 100 cluster classification looked good in table 1 but did in fact only capture 278 cases compared with the 337 in the 25 cluster classification which produced the best results in table 2. Moreover, ifthe small and unreliable clusters are removed, then the 100 cluster classification only captures 219 cases. The labelling of the clusters in this 25 cluster classification would be performed using automatic labelling software and is the subject of continuing research. In general, the results reported here again identify poor housing areas, but with more precision than previously. 
