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1. INTRODUCTION 
The algebraic Riccati equation and linear matrix inequality are important 
tools in linear systems and control theory. Since their introduction in control 
theory in the early sixties, they have appeared in an impressive range of 
problems in control theory, including H, and H, optimal control theory. In 
this paper, we first establish some properties of the general discrete algebraic 
Riccati equation. In particular, we show that an algebraic Riccati equation can 
be associated to a matrix pencil and that the solutions of the algebraic Riccati 
equation have a one to one relationship with deflating subspaces of the matrix 
pencil having only finite eigenvalues. This is an extension of earlier results 
from [12]. Then we concentrate on the Riccati equation appearing in H, and 
linear quadratic control. Establishing a connection between the solutions of a 
linear matrix inequality and its associated algebraic Riccati equation has been 
a longstanding research problem. In the continuous time setting it has been 
shown (see [8, 21, 281) that the set of “boundary” solutions of the continuous 
linear matrix inequality coincides with the set of real symmetric solutions of 
an appropriately defined continuous algebraic Riccati equation. The 
“boundary” solutions of the continuous linear matrix inequality are those 
solutions which minimize the rank of the given matrix in the continuous 
linear matrix inequality and hence are known as rank-minimizing solutions. 
The rank-minimizing solutions of the continuous linear matrix inequality play 
a prominent role in H, optimal control theory, and their characterization in 
terms of an appropriately defined continuous algebraic Riccati equation is of 
significant interest. 
In this paper we will examine the connections between rank-minimizing 
solutions of the linear matrix inequality and solutions of the algebraic Riccati 
equation in a discrete time setting. Our first observation is that, unlike the 
continuous time case, in general the rank-minimizing solutions of the discrete 
linear matrix inequality cannot be obtained from solutions of an appropriately 
defined discrete algebraic Riccati equation. However, we will show that a 
subset of rank-minimizing solutions of the discrete linear matrix inequality, 
which we refer to as strong rank-minimizing solutions, coincides with the set 
of real symmetric solutions of the associated discrete algebraic Riccati equa- 
tion. This fact was noted in [9], and we will present it in a more general 
setting. 
We will show that the rank-minimizing solutions of the linear matrix 
inequality have a one to one relationship with deflating subspaces of the 
matrix pencil. Moreover, the strongly rank-minimizing solutions are solutions 
of the algebraic Riccati equation and hence, as noted before, can be con- 
nected to deflating subspaces of this matrix pencil having only finite eigenval- 
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ues. We will also discuss results such as the existence of solutions to the H, 
algebraic Riccati equation, and in so doing we improve the existing results in 
the literature. 
We will use a reduction technique to derive our results for the general 
case. This is presented in Section 2. The reduction technique for the H, case, 
which is slightly more powerful, is presented in an appendix. Also, some 
properties of matrix pencils, which we will need in our derivations, are 
presented in a second appendix. 
2. THE DISCRETE ALGEBRAIC RICCATI EQUATION 
2.1. Basic Properties and Definitions 
The classical discrete time Riccati equation, as it appears in linear 
quadratic (LQ) control and H, optimal control (see e.g. [2, 16]), is an 
equation for an unknown symmetric matrix X which should be such that 
BTXB + DTD is invertible and 
X = ATXA - ( ATXB + CTD)( BTXB + D’D)-‘( BTXA + DTC) + CTC. 
(2.1) 
Moreover, a special solution of this equation is often needed: the so-called 
stabilizing solution, which additionallv is such that the matrix 
A - B( BTXB + D”D)-‘( BTXA + DTC) (2.2) 
is asymptotically stable. However, it has become more and more obvious over 
the years that this equation does not capture important cases, and we 
therefore need a more general discrete time Riccati equation. To be more 
specific we will list some of these problems: 
(1) If the system characterized by the system parameters (A, B, C, D) is 
not left-invertible, then the classical discrete time Riccati equation has no 
symmetric solutions. 
(2) In the indefinite LQ problem (see [20]) and the H, optimal control 
(see e.g. [3, 11, 261) a Riccati equation appears with a slightly different 
structure. 
(3) The antistabilizing solution of a Riccati equation, where the matrix 
(2.2) has all its eigenvalues outside the unit circle, is in certain cases also of 
interest (for instance in special factorization). It can be shown that the 
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eigenvalues of the stabilizing solution are mirror images with respect to the 
unit circle of the eigenvalues of the antistabilizing solutions. Therefore, if the 
stabilizing solution has eigenvalues at 0, there does not exist an antistabilizing 
solution of the classical discrete time Riccati equation, since a matrix obvi- 
ously only has finite eigenvalues. However, it will be shown in this paper that 
a different definition of stability, not on the basis of the eigenvalues of the 
matrix (2.2) but on the basis of eigenvalues of a pencil, will allow us to 
naturally extend the definition of antistabilizing solutions to these cases. 
The general discrete algebraic Riccati equation we will study in this paper 
is formally introduced in the following definition: 
DEFINITION 2.1. Let A E [WnXn, B E [WnXm, Q E [w”‘“, R E [WmXfn, 
and S E [WmXn, with Q and R being symmetric, be given. Then 
X = ATXA - ( ATXB + ST)( BTXB + R)+( BTXA + S) + Q, (2.3a) 
Ker( BTXB + R) c Ker( ATXB + S), (2.3b) 
is called the general discrete algebraic Riccati equation, where M + denotes a 
generalized inverse of the matrix M. 
A generalized inverse is defined by the properties MMtM = M and 
M ‘MM’ = Mt and is in general not unique. On the other hand, due to the 
condition (2.3b), the equality (2.3a) is independent of the specific generalized 
inverse we are using. 
It is obvious that the above definition is a generalization of Equation (2.1). 
First we replace the inverse by a generalized inverse, and secondly we 
replace the matrices C, D in a more general form with Q, R, S. Note that if 
Q, R, S are such that 
(2.4) 
which we will sometimes refer to as the positive semidefinite case, then there 
exist matrices C, D such that 
(2.5) 
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and then Equation (2.3a) reduces to (2.1) except that the inverse is replaced 
by a generalized inverse. 
We also argued that we need an extension of the definition of stabilizing 
and antistabilizing solutions. The formal definition is presented in the follow- 
ing definition: 
DEFINITION 2.2. Consider the following matrix pencil 
I zl - A -B Q + ATXA -X ATXB + ST BTXA+S B’rXB + R (2.6) 
(1) X is called a stabilizing solution of the algebraic Riccati equation if X 
satisfies (2.3) and is such that the number of infinite zeros of (2.6) precisely 
equals ranMBTXB + R) and the remaining zeros are finite and are inside the 
unit circle. 
(2) X is called a semistabilizing solution of the algebraic Riccati equation 
if X satisfies (2.3) and is such that number of infinite zeros of (2.6) precisely 
equals rank( BTXB + R) and the remaining zeros are finite and are inside or 
on the unit circle. 
(3) X is called a antistabilizing sohtion of the algebraic Riccati equation 
if X satisfies (2.3) and is such that all zeros of (2.6) are outside the unit circle. 
For the definition of zeros of a matrix pencil we refer to Appendix B. 
Note that if a solution of the general Riccati equation (2.3a) is such that 
BTXB + R is invertible, then the finite zeros of the pencil (2.6) are exactly 
the eigenvalues of the matrix (2.2). In other words, this definition is consis- 
tent with the definition given before for the classical case. 
Next we would like to see under what conditions a solution of the 
algebraic Riccati equation will be such that R + BTXB is invertible. In the 
semidefinite case, where we have (2.i3), it is already well known (see e.g. [24]) 
that a solution of the Riccati equation will be such that R + BTXB is 
invertible if and only if (A, B, C, 0) is left-invertible, or, equivalently, the 
following matrix H has full rank for all but finitely many z E Cc: 
H(z) = (BT(:.&I-AT)-’ l,i z ;)((‘I -;)-‘R). (2.7) 
The function is often called the Popov function, and its relation to the Riccati 
equation has been studied in many places (see e.g. [l, 131). In the positive 
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semidefinite case, i.e. if there exist matrices C and D satisfying (2.5), we have 
H = G” G, where G is the transfer matrix of (A, B, C, D) and G”(z) = 
GT(z-r), and then it is obvious that H has full rank if and only if 
(A, B, C, D) is left-invertible. 
The amazing fact for this special case is that either all or none of the 
solutions will satisfy this extra invertibility assumption. We will see that this 
latter property holds in general. We will need the following auxilliary lemma, 
which is an extension of a result in [9]. The latter is the discrete time analog 
of a result found in [23]. 
LEMMA 2.3. For any symmetric matrix X we have 
H(z) = H(z, X) := (BT(--‘I -AT)-1 
Proof. The identity can be verified by writing down a realization in 
descriptor form for H and H(*, X>. 
Just as a reminder, the inertia of a matrix is defined as the triple of the 
number of eigenvalues in the open left half plane, the number of eigenvalues 
on the imaginary axis, and the number of eigenvalues in the open right half 
plane. The following lemma is an extension of [30]. 
THEOREM 2.4. Assume that a symmetric matrix X satisfying (2.3) exists. 
Then : 
(1) H has full normal rank’ if and only if BTXB + R is invertible. 
(2) The inertia of BTXB + R is equal to the inertia of H(z) for all but 
finitely many z on the unit circle. 
(3) BTXB + R > 0 if and only if H(z) > 0 for any point z on the unit 
circle. 
Proof. Assume that a symmetric matrix X satisfies the algebraic Fticcati 
equation. Then it can be checked straightforwardly that 
V’( z-‘)L( X)V( 2) = i”f) ;), (2.8) 
‘The normal rank of a rational matrix H is defined as the maximal rank of H(z) over all 
z E a) which is attained for all but finitely many z; it will be denoted by normrank H. 
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where L and V are given by 
L(X) := Q +ATXA -X 
BTXA+S 
(zZ-A)-'B Z 
V(z) := 
Z -(B'rXB + R)+(B'XA + S) 1 
Note that V is square and invertible for almost all Z. Hence, (2.8) implies 
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that the rank of i(X) equals the normal rank of H. Moreover, for all but 
finitely many p oints on the unit circle, the inertia of L(X) is equal to the 
inertia of H together with an appropriate number of zero eigenvalues. Since 
the Schur complement of BTXB $- R in L(X) is zero, we find that the 
inertia of BTXB + R equals the inertia of H(z) for all but finitely many 
points on the unit circle. This guarantees in particular that H has full normal 
rank if and only if BTXB + R is invertible. Moreover, we have that H(z) > 0 
on the unit circle if and only if BTXB + R > 0. ??
The last point in the above lemma is basically a special case of the second 
point, but is listed separately because it will play an important role in the rest 
of this paper. Note that the above lemma implies that a necessary condition 
for the existence of a solution to the discrete algebraic Riccati equation is that 
the inertia of H(z) is independent of z except possibly for some singularities. 
A necessary condition for the existence of a solution with BTXB + R > 0 is 
that H(z) > 0 for all z on the unit disc. This condition has already been 
presented for discrete time in [2O] and for continuous time in [28]. Finally. 
note that H being of full normal rank guarantees that the generalized inverse 
in (2.3a) is a normal inverse and that (2.3b) 1s automatically satisfied. In other 
words, in that case we can simply focus on the equation 
X+A~XA - ( A~XB + s~)(B~xB + R)-'(B~xA + s) + Q. (2.9) 
In the positive semidefinite case we then obtain the classical case of Equation 
(2.1). 
2.2. Reduction to the Case That H Has Full Normal Rank 
The algebraic Riccati equation presented in the previous subsection is 
very general. In this subsection, we will present a technique to reduce 
problems where H, as defined in (2.7), d oes not have full rank to the case 
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where H has full rank. The method presented here needs an a priori given 
solution of the Riccati equation and is hence not interesting for computa- 
tional purposes, but it is very useful in deriving properties of the Riccati 
equation. A reduction method for the special case where H is positive 
semidefinite on the unit circle is presented in Appendix A and only relies on 
an a priori solution of a linear matrix inequality instead of an a priori 
solution of the Riccati equation. 
To present the reduction scheme, we need the controllability subspace 
(see e.g. [4]) of a linear system (A, B, C, 0): 
DEFINITION 2.5. A subspace 9.’ is called a controllability subspace for 
the system 
2: 
i =Ax + Bu, 
y = Cx + Du 
if for any initial condition x(O) = x0 ~9’ there exists an input u which steers 
the state x to 0 in finite time while keeping the output y identically 0. 
Equivalently, 9 is a controllability subspace if there exists a matrix F such 
that 9 is the smallest A + BF-invariant subspace containing im B n9 and 
contained in Ker(C + DE’). 
S%‘*(C) is defined as the largest controllability subspace of the system IZ. 
An important property of the largest controllability subspace is expressed 
in the following lemma (see e.g. [22]): 
LEMMA 2.6. A system C with realization (A, B, C, D> is left-invertible 
if and only if S%‘*(C) = {0} and (BT DTjT is injective. 
We assume that there exists one solution _% of the algebraic Riccati -- 
equation (2.3). We define S, Q, and R by 
+ATliA-X ATzB+ST (; ;) := ('d'xl+s BT&+B)- (2.10) 
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Then it is easy to check that X satisfies (2.3) if and only if x’ = X - x 
satisfies 
x’ = ATk4 - ( ATXB + ST)( B’r&I + R)+( BTJ& + :) + 0, (2.11a) 
Ker( BTXB + R) c Ker( AT& + S). (2.11b) 
It is straightforward to check that we have 
H(z) = G’(z-l)R+G(z), (2.12) 
where G is the transfer matrix associated to the system C,- with realization -- 
(A, B, S, R). It is also easy to see that the normal rank of H is equal to the 
normal rank of G. Therefore, if H does not have full normal rank, then the 
system Z,- is not left-invertible. We define 9*(C,-) according to Definition 
2.5. Hence there exists a matrix F such that I* is (A + BF)-invariant - - 
and contained in Ker(S + RF). We define the shifted algebraic Riccati 
equation as follows: 
DEFINITION 2.7. The shied discrete algebraic Riccati equation associ- 
ated with the discrete algebraic Riccati equation (2.3) is defined as 
2 = A’_64 - ( ATXB + S“)( BT_?B + QT( B’g + S) + 0, (2.13~) 
Ker( BTXB + R) E Ker( AT_% + S), (2.13b) 
where A = A + BF, .? = 5 + KF, and 0 = 0 + STF + F$ + FRF. 
OBSERVATION 2.8. Let x be a solution of the algebraic Riccati equation 
(2.31, and let F be such that 9*(x,) is (A + BF)-invariant and contained in 
Kel($ + RF). 
(i) 5 is a solu_tion of the discrete algebraic Riccati equation (2.3) if and 
only if X = X - X is a solution of the associated .shified discrete linear rnatrir 
inequality (2.13). 
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(ii> Let X be a solution of the algebraic Riccati equation (2.3). The zeros 
of the matrix pencil (2.6) are equal to the zeros of the following matrix pencil: 
where x’ = X - _?. 
This observation is an immediate consequence of the fact that a matrix X 
satisfies (2.3) if and only if 
rank Q + ATXA - X ATXB + ST 
= rank BTXB + R. 
BTXA+S BTXB + R 
(2.14) 
It shows that without loss of generality we can focus on the shifted algebraic 
Riccati equation, which has more structure and is hopefully easier to handle. 
In particular, suppose we choose a basis in the state space Zr @ Zz such that 
Zr =S?*(Cx) and a basis in the input space sY~ $ YY2 such that ‘ZYr = 
B-‘9*(x,-) n Ker R. In those bases we get that A, B, 0 and fi have a 
special form: 
(2.15) 
such that (A,,, B,,) is controllable. Note that since Rzz is invertible, we can 
even make sure that F is such that s = 0, and since (A,,, B,,) is control- 
lable, we can also guarantee that A,, and A,, have no eigenvalues in 
common by a suitable choice of F. 
Consider H, as defined by (2.7) for the original Riccati equation, for the 
shifted Riccati equation, which we denote by H,. Then analogously to (2.12) 
we obtain 
H,(z) = E. (2.16) 
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Using the particular basis for the input space chosen above, we find 
Consider an arbitrary solution X of the shifted Riccati equation, which we 
decompose in the basis chosen before: 
Then we have 
H,(z) = G;( z-‘)( BTif’B + R)+G,( z), (2.17) 
where G,is the transfer matrix of the system with realization ( A, B, BTXA, 
BTXB + R). Since rank H,(z) = rank G,(Z) for almost all Z, we find that in 
our new basis 
G,(z) = (0 G,,(d). (2.18) 
This implies in particular that BTXB + RIP, = 0 or, equivalently, using the 
decompositions we presented above, 
Next, if we consider (2.13b) in our new basis, we obtain 
Then, (2.18) and the above equalities imply that the transfer matrix associated 
to the system (A,,, B,,, BT2 X,, A, ,, 0) is equal to 0. Since (A,,, B,,) is 
controllable, this implies 
BF2 X,, A,, = 0. 
Finally, since X satisfies the Riccati equation, we must have that 
im(g + Ati - X) C im ATXB, 
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which combined with the above equalities yields that 
A:, X,, A,, - X,, = 0, A;, X; A,, - X; = 0. 
To make use of all the above equalities we will use the following technical 
lemma: 
LEMMA 2.9. Let (A, B) be controllable. Then X = 0 is the unique 
symmetric solution of the following linear matrix inequality: 
ATXA -X ATXB 
BTXA 
(2.19) 
Proof. Let X be an arbitrary solution of (2.19). For any matrix F we 
find 
(A + BF)TX( A + BF) - X (A + BF)TXB 
BTX( A + BF) BTXB 
ATXA - X ATXB 
BTXA BTXB 
z 0. (2.20) 
Since (A, B) is controllable, there exists a matrix F such that A + BF is 
stable, in which case (2.20) tells us that 
(A+BF)TX(A+BF) -X>O. (2.21) 
Standard theory for the discrete time Lyapunov equation (see e.g. [lo]) then 
tells us that X > 0. Conversely, if we choose F such that A + BF is 
antistable, then we again obtain (2.211, but standard theory for the discrete 
time Lyapunov equation then tells us that X < 0. We have that X must be 
positive and negative semidefinite, which clearly implies that X must be 0. ??
We have 
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and the above lemma then obviously implies that Xi, = 0. Moreover, since 
we have chosen F such that A,, and A,, have no eigenvalues in common, 
we find that the Sylvester equation 
A;2X,,A,, - X,, = 0 
has a unique solution X,, = 0. 
In other words, we only have to compute X,,. 
It is easy to see that the algebraic Riccati equation reduces to 
X,, = A;, X,, A,, + Qzz - A;, X,, B,,( B;g X,, B,, + R) -’ B& X,, A,, . 
(2.22) 
Using Lemma 2.4, it is easy to see that in the above reduced order Riccati 
equation we can work with a regular inverse instead of generalized inverse, 
since the rational function H associated to this Riccati equation has full rank. 
This enables us to first derive results for the case that H has full rank and 
then use the above reduction step to derive results for the general case. The 
results of the above reduction scheme are put together in the following 
theorem: 
THEOREM 2.10. Let X be a solution (If the algebraic Riccati equation 
(2.3), and let F be such that ? + RF = 0 and 9*(x,-) is (A + BF)-invariant, -- 
where C,- has realization (A, B, S, R) with s and R defined by (2.10). 
Moreover, we assume that we have chosen the appropriate bases as described 
above. 
(i) X is a solution of the algebraic Riccati equation (2.3) if and only if 
- 0 0 x-x = 0 x,, i i 
and X,, is a solution of the reduced algebraic Riccati equation (2.22). 
(ii) Let X be a solution of the linear matrix inequality. The zeros of the 
matrix pencil (2.6) are equal to the zeros of the following matrix pencil: 
I 
.zJ - A,, -B,, \ 
A& X,, A,, - X,, + Q22 A’;, X,, BP2 . 
\ B& X,, A,, B2’, X,, B,, + R,, / 
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It is in general computationally not very attractive to use this method to 
determine solutions of the linear matrix and Riccati equation, since we first 
have to find an initial solution x of the Riccati equation. But it does yield a 
straightforward method to derive properties of the linear matrix inequality 
and the algebraic Riccati equations, since all important features of solutions 
of the linear matrix inequality are preserved in the reduction scheme. 
2.3. Solutions of the Algebraic Riccati Equation and Deflating Subspaces 
We first consider the case that H, defined by (2.7), has full rank. From 
Theorem 2.4, we know that in this case, if there exists a solution to the 
Riccati equation, then it must be such that BTXB + R is invertible. Hence 
we can study Equation (2.9) instead of (2.3). Moreover, an obvious necessary 
condition for the existence of solutions of the Riccati equation is that we can 
find a matrix 2 such that R + BTZB is invertible. 
Using such a matrix 2, it is easy to check that a matrix X is a solution of 
the algebraic Riccati equation (2.9) if and only if 
where 
L = B(R + BTz13-1RT, 
A= A - B(R + BTZB)-l(BTZA + S), 
0 = Q + ATZA - ( ATZB + ST)( R + BTZB)-l( BTZA + S), 
A,, = A - B( I? + BTXB) -l( BTXA + S). 
In fact, (2.23) states that 
V=im i 
( 1 
(2.24) 
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is a deflating subspace of the matrix pencil 
(2.25) 
such that the zeros of the pencil restricted to Y are the eigenvalues of the 
matrix A,,, which are therefore finite. Note that this is a symplectic pencil. 
Moreover, it is a regular pencil, because it can be constructed as a Schur 
complement of R + BTZB of the following matrix pencil: 
A - ZZ 0 
Z - Q - ATZA I - zAT 
BTZA+S ZBT 
After reordering of rows and columns we obtain the following matrix: 
A - ZI B 
-Z + Q + ATZA ATZB + ST 
BTZA+S R + BTZB 
Using Lemma 2.3, it is then easy to check that this matrix has full rank, 
because we assume H has full rank. In the above we have obtained the 
following lemma: 
LEMMA 2.11. Assume that H, given by (2.71, has full normal rank. A 
subspace Y of the form (2.24) is a deflating subspace of the regular matrix 
pencil (2.25) such that the matrix pencil restricted to Y” has only finite zeros 
if and only af X is a solution of the algebraic Riccati equation (2.3). 
Proof. If X is a solution of the Kiccati equation, then it is easy to show 
that T is a deflating subspace of (2.25) such that the matrix pencil restricted 
to T” has only finite zeros. 
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For the converse we note that if X satisfies (2.23) then the first row 
implies 
im[ Z + B(R + BTZB))‘RT(X - Z)] 
Some straightforward manipulations then yield (2.3b). This makes it easy to 
see that X satisfies (2.3a) as well. Since H has full normal rank, Theorem 2.4 
then tells us that BTXB + R is invertible and hence X satisfies (2.9). ??
The matrix Z plays an important role in the above formulation but can be 
chosen rather arbitrarily. We will transform our problem to get rid of Z. Note 
that this has the disadvantages that we lose the structure of a symplectic 
pencil (and its analogy with the continuous time Hamiltonian pencil) and that 
there is an increase in dimension. Therefore the above characterization has 
some clear advantages, but for a deeper understanding of the structure of the 
problem it is attractive to remove this matrix Z. 
We define the following matrix pencil: 
[-‘Q ; -iT) - j(; iT zTj. (2.26) 
Note that this pencil is no longer symplectic. The following lemma establishes 
that H has full normal rank if and only if this pencil is regular: 
LEMMA 2.12. There exists p such that the matrix 
Z - pA -0 0 
Q ST -/_LZ+A~ 
S R BT I 
(2.27) 
has full rank af and only zfH has full normal rank. In that case (2.27) has full 
rank for all but finitely many CL. As a consequence, H has full normal rank if 
and only if the pencil (2.26) is regular. 
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Proof. First choose p such that A has no eigenvalue at p or p-‘. We 
get 
1 
I--A -I*B 0 
0 ST -pl+AT 
s R BT I 
\ 
I 0 (j.-II-A)-'B 
x0 0 1 
\O (A'- /_LZ)~' @p-I -A)-'A + ST 
= 
! 
(I-PA) 
0 
': 
0 
"j(i jp H(i-,)], 
-BT(pI -il')-' I 
where * denotes an element that is not important in this argument. Hence 
we see that (2.27) has full rank if and only if p is such that H( pP1 ) has full 
rank, which immediately yields the first part of the lemma. 
We choose A E @ such that hp # 1. Then we obtain 
(-I( ; -iT] -*(f iT zr’ 
I 
hl 0 0 
= 
( 11 
I - A-'A -K’B 0 
0 -z 0 v 
$1 -h-’ + AT 
0 0 I s R B1 
This implies that the pencil (2.26) IS regular if the matrix (2.27) has full rank 
for p = A-‘. Therefore it is immediate that the pencil is regular if and only if 
H has full normal.rank. W 
For the pencil (2.26) we will study deflating subspaces of the form 
I 
V= im X . ! I P (2.28) 
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The paper [12] connected solutions of the algebraic Riccati equation to 
deflating subspaces of (2.26) for I_L = 0. In [17, Theorem 15.2.21 a similar 
result was obtained also for /J = 0 and an extra invertibility requirement on 
the invariant subspace. We generalize their results and have the following 
result: 
THEOREM 2.13. Assume that the rational matrix H has full normal rank. 
Choose p such that the matrix in (2.27) has full rank. Let the pencil (2.26) 
be given, and define L by 
L(X) := 
Q + ATXA - X ATXB + ST 
BTXA+S ) BTXB+R . 
(2.29) 
(i) If a symmetric matrix X is such that the rank of L(X) is equal to m, 
then there exists P such that 7 defined by (2.28) is a deflating subspace of 
(2.26). Conversely, if (2.28) is a deflating subspace of (2.26), then X is such 
that the rank of L( X > is equal to m. 
(ii) If a matrix X satisfies the Riccati equation (2.3), then there exists P 
such that Y’ o?ejmed by (2.28) is a deflating subspace of (2.26) and the zeros 
of the pencil restricted to T are finite. Conversely, if (2.28) is a deJlating 
subpsace of (2.26) and the eigenvalues of the pencil restricted to T are finite, 
then X is a solution of the Riccati equation (2.3). 
Proof. Assume L(X) has rank m. Let L, be square but not necessarily 
invertible, and L, be such that 
L(X)( :I) = 0, (z-1) injective. (2.30) 
We know that (2.27) has full rank and therefore 
I - PA -,uB 0 L, - PAL, - /JBL, 
Q ST -pZ+AT 0 
S R BT 0 
must be injective and hence L, - PAL, - ~.LBL,, which is a square matrix, 
must be invertible. 
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We choose 
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V, = AL, + BL,, V,=L,, and P = L,( L, - /_LAL, - pBL,) -‘. 
Then it is easily checked that 
We know that V, - PV, = L, - PAL, - ,uBL,, is invertible and hence 
V, - zV, is a regular pencil. By Lemma B.l, 7 defined by (2.28) is then a 
deflating subspace for (2.26). 
To prove the converse in part (i> we assume that W is a deflating 
subspace of the pencil (2.26). But in that case we know there exist matrices 
V, and V, with (V,’ V,‘) surjective such that 
But after premultiplication with the matrix 
1 0 0 
w= -ATX Z 0 
BTX 0 I 
we obtain that 
L(X) = (P(v2:pv,)) = 0. 
1 V,. (2.32) 
Moreover, 
( P(v2:pvJ 
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is an injective matrix. Finally, if V, x = 0 and /_I,PV, x = 0 for some x # 0, 
then we obtain from (2.32) that V,x = 0, which is in contradiction with the 
fact that V, - zV, is a regular pencil. Hence the rank of L(X) is less than or 
equal to m. However, Lemma 2.3 together with the assumption that H is of 
full rank guarantees that the rank of L(X) is at least m. 
For part (ii) we note that X satisfies the Riccati equation if and only if the 
rank of L(X) is equal to the rank of BTXB + R, which is then invertible. 
Moreover, this is equivalent to the requirement that in (2.3) we can choose 
L, = I. On the other hand, ‘Y is a deflating subspace of the pencil (2.26) 
such that the zeros of the pencil restricted to Y are finite if and only if (2.31) 
is satisfied with V, = I. The same steps as in the proof of part (i) but with 
V, = L, = Z then yield a proof of part (ii>. ??
Suppose we have the matrix pencil (2.26). We can ask ourselves whether 
we have a result equivalent to Theorem 2.13 in case the rational matrix H no 
longer has full rank. By Lemma 2.12, we know that in the general case we 
have to work with singular pencils. We obtain the following result: 
THEOREM 2.14. Choose p such that the matrix in (2.27) has rank equal 
to 2n + normrank H. Assume that a solution of the Riccati equation exists. 
Let the pencil (2.26) be given, and define L by (2.29). 
Zf a matrix X satisfies the Riccati equation (2.31, then there exists a matrix 
p E [w”‘X” and an injective matrix M E Wmx(“- v, such that Y defined by 
(2.28) is a deflating subspace of (2.26) and such that the matrix pencil (2.26) 
restricted to T has no zeros at p-’ or infinity. Conversely, if (2.28) is a 
deflating subspace of (2.26) such that the pencil (2.26) restricted to T has no 
zero at j..-’ or infinity, then X is a solution of the Riccati equation (2.3). 
Proof. Let X be a solution of the algebraic Riccati equation. By Lemma 
B.l, it is sufficient to show that there exist P, V,, and V, satisfying 
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Since X satisfies the algebraic Riccati equation, we can apply the reduction 
technique described in Section 2.2 with X = X. We get 
0 + gTF + FS + F& = 
-- 
using a suitable feedback F and suitable bases. Moreover, Q, S, and R are 
defined by (2.10). By Theorem 2.13, we can find P,, , W, , and W, satisfying 
(2.34) 
and such that W, is invertible, since 
algebraic Riccati equation (2.22). 
We can easily construct suitable P 
X,, = 0 is a solution of the reduced 
V,, and V, in this basis: 
0 0 
p= 0 P,, +F, ( i 
V, = A,, A,,W2 f B,,P,,(W, - puW,) 
0 W, j. 
and we see that the deflating subspace indeed satisfies all the requirements of 
the theorem. 
Conversely, suppose that we have a deflating subspace of the pencil (2.26) 
of the form (2.28) such that (2.33) is satisfied for a regular pencil (V,, V,) 
with no zero at /L’ or a. After some algebraic manipulations we find 
L(X) = ( V, P(V,, - /.LV,) = 1 0 
with V, invertible. This implies that X satisfies the Riccati equation. ??
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One can determine deflating subspaces of a matrix pencil using numerical 
tools, through they are not very well developed for the singular case (see e.g. 
[25, 271). 
We know that each rank-minimizing solution of the linear matrix inequal- 
ity is associated to a deflating subspace of the matrix pencil (2.26). If the 
pencil is regular (i.e., H has full normal rank), then the zeros of the matrix 
pencil restricted to a deflating subspace are also zeros of the original 
(unrestricted) pencil. Although this is in general not true for singular pencils, 
for deflating subspaces with the special structure as in (3.21) we still have 
that the zeros of the matrix pencil restricted to a deflating subspace are also 
zeros of the original (unrestricted) pencil. 
It can be checked that A is an eigenvalue of the matrix pencil restricted to 
“t if and only if the matrix (2.6) has a zero for z = A. Moreover, ~0 is an 
eigenvalue of the matrix pencil restricted to 7 if and only if the matrix (2.6) 
has more than y infinite zeros. 
If X is a strongly rank-minimizing solution and H has full normal rank, 
then BTXB + R is invertible, and the zeros of (2.6) are precisely the 
eigenvalues of the matrix 
A - B(BTXZ? + R)-l(RTXA + S). 
In the case where H no longer has full normal rank, then the matrix pencil 
(2.26) restricted to the deflating subspace (3.21) has less than n zeros (where 
n is the dimension of A). These zeros are exactly the uncontrollable eigenval- 
ues of the pair 
[ A - BT+( BTXA + S), B( Z - T+T)] , (2.35) 
where T = BTXB + R. On the other hand, if we look for a deflating subspace 
of the form (2.28) as in Theorem 2.14, then the matrix pencil (2.26) restricted 
to this deflating subspace has exactly n zeros. Moreover, there exists a matrix 
F such that these zeros are exactly the eigenvalues of the matrix 
A - BT+( BTXA + S) - B( Z - T+T) F. (2.36) 
In the singular case the matrix P in a deflating subspace of the form (2.28) is 
not uniquely determined given X. This freedom translates directly into 
freedom in the location of the zeros determined by the matrix F. 
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We are also interested in (semi)stabilizing solutions of the algebraic 
Riccati equation as defined in Definition 2.2: 
THEOREM 2.15. As.sume that H has full normal rank. A stabilizing 
solution, if it exists, is unique. Moreover, if a semistabilizing solution exists, it 
is actually a stabilizing solution if and only if 
Q ST ?-‘I - ~~ 
s R -BY 
.zI - A - B 0 
(2.37) 
has full rank for all z on the unit circle. 
Proof. A stabilizing solution of the algebraic Riccati equation is clearl) 
unique, since solutions of the algebraic Riccati equation have a one to one 
relation with deflating subspaces of the symplectic pencil (2.25). Since the 
symplectic pencil has at most n stable eigenvalues, a stable n-dimensional 
subspace of the pencil is unique, and hence also the associated solution to the 
algebraic Riccati equation is unique. 
The matrix pencil (2.26) . 1s re 1 ar. Therefore, a semistabilizing solution of g 1 
the algebraic Riccati equation is necessarily stabilizing if the matrix pencil 
(2.26) has no zeros on the unit circle. It is easy to see that if (2.26) has a zero 
A, then (2.37) has a nonempty kernel for .z = A. Hence if (2.37) has full rank 
for all z on the unit circle, then the matrix pencil (2.26) has no zeros on the 
unit circle. ??
3. THE LINEAR MATRIX INEQLJALITY AND ITS 
ASSOCIATED ALGEBRAIC RICCATI EQUATION 
The algebraic Riccati equation studied in Section 2 is very general and 
includes the Riccati equation studied in H, control (see e.g. [3, 11, 261) as 
well as the Riccati equation studied in linear quadratic control (see e.g. [2, 16, 
201). In the rest of the paper we will concentrate on the Riccati equation used 
in linear quadratic control and the linear matrix inequality associated to it. 
We therefore require that the solution of the Riccati equation satisfies the 
additional requirement that 
B=XB + R > 0. (3.1) 
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We know from Section 2 that either all or none of the solutions of the 
algebraic Riccati equation satisfy this additional property. Basically, we need 
to assume that H(z) >, 0 for all z on the unit circle, where H is defined by 
(2.7). Then we know that all solutions of the discrete algebraic Riccati 
equation satisfy (3.1). However, we would like to stress that this assumption 
(3.1) does not need to imply that we are dealing with the positive semidefi- 
nite case where 
is satisfied. This is a sufficient but certainly not a necessary condition. 
DEFINITION 3.1. Let A E [w”‘“, B E [w”‘“, Q E [wnx”, R E [w”‘“‘, 
and S E [wmx” with Q and R symmetric be given. The matrix inequality for 
an unknown n X n matrix X of the form 
L(X) := 
Q +ATXA -X ATXB + ST 
BTXA+S 
(3.2) 
is called the discrete linear matrix inequality. Moreover, a matrix X which 
satisfies (3.2) is referred to as a solution of the discrete linear matrix 
inequality. 
This discrete linear matrix inequality has been used earlier in [9, 141. We 
denote the set of real symmetric solutions of the discrete linear matrix 
inequality (3.2) as r, i.e. 
l? := {X E Iw”‘“I X = XT and L(X) > O}. (3.3) 
Next we define the notion of rank-minimizing solutions for the discrete 
linear matrix inequality: 
DEFINITION 3.2. A solution X E r is said to be rank-minimizing 
rank L(X) = y =: $rank L(Y). 
if 
Moreover, we denote the set of rank-minimizing solutions of the discrete 
linear matrix inequality as Tmin, i.e., 
rmin := {X E r(rank L(X) = r}. (3.4) 
Finally, we need the concept of strongly rank-minimizing solutions. 
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DEFINITION 3.3. A solution X E IY is said to be a strongly rank-mini- 
mizing so2ution of the linear matrix inequality if 
rank L(X) = rank( BTXB + R). (3.5) 
Moreover, we denote the set of strongly rank-minimizing solutions of the 
linear matrix inequality as 
Z&, := {X E l?lrank L(X) = rank( BTXB + R)}. 
The name suggests that strongly rank-minimizing solutions are also rank- 
minimizing. This is indeed true, as will be shown later. Moreover, whether a 
rank-minimizing solution is strongly rank-minimizing is completely deter- 
mined by the zeros at infinity of the following matrix pencil: 
ZZ - A 
Q + ATXA - X (3.6) 
BTXA + s 
This property is stated in the following theorem: 
THEOREM 3.4. Assume y = normrank H. Let a rank-minimizing solu- 
tion of the linear matrix inequality be given. Then the matrix pencil (3.6) has 
at least y zeros at infinity. Moreover, X is a strongly rank-minimizing 
solution if and only if the matrix pencil has exactly y zeros at infinity. 
Proof. Let C, and D, be such that 
and such that (C, 0,) is surjective. Then the matrix pencil is strongly 
equivalent to the following matrix pencil: 
zZ-A -B 
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The zeros at infinity of this pencil are equal to the zeros of the pencil 
Z - sA -sB 
SC, SD, 
at the origin. Since for small s the matrix I - SA is invertible, we can 
transform this matrix using a standard Schur complement in the form 
Z - sA 0 
0 s[ D, + sC,( I - sA))’ B] ’ 
It is easy to show that y = normrank H = normranti D, + &,(I - sA)-‘B]. 
Then it is easy to see that we have at least y zeros at the origin. Moreover, 
we have more than y zeros if and only if D, + sC,( Z - sA)-‘B loses rank at 
the origin. Clearly, for D, + sC,( I - sA)-lB to lose rank at the origin is 
equivalent to the requirement rank D, < 7. Therefore we have y zeros at 
the origin if and only if rank BTXB + R = rank DFD, = y. By definition, 
the latter shows that X is a strongly rank-minimizing solution of the linear 
matrix inequality. ??
We can also define a stabilizing solution of the linear matrix inequality: 
DEFINITION 3.5. A solution X E I is said to be stabilizing if all the 
finite zeros of the matrix pencil (3.6) are inside the unit circle and the 
number of zeros at infinity is equal to the rank of L(X). X E r is called a 
semistabilizing solution if all the finite zeros of the matrix pencil (3.6) are 
inside or on the unit circle and the number of zeros at infinity is equal to the 
rank of L(X). 
Note that Theorem 3.4 guarantees that stabilizing and semistabilizing 
rank-minimizing solutions are also strongly rank-minimizing. 
If H has full normal rank and y = normrank H, then the above defini- 
tion of stabilizing solutions is equivalent, for rank-minimizing solutions, to the 
standard definition that the matrix 
A,, := A - B( BTXB + R)-‘( BTXA + S) 
is stable. This is easy to see by noting that Theorem 3.4 guarantees that 
BTXB + R is invertible. 
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There is a very natural extension to the case where B*XB + R is no 
longer invertible, in which case we can no longer use A,,, since the inverse 
does not exist. The condition that A,, is stable is motivated by optimal 
control problems for the case that y = normrank H. Hence the fact that the 
condition that A,, is stable is not consistent with our definition based on the 
matrix pencil (3.5) if 7 # normrank H is in our view acceptable. 
We define the discrete time algebraic Riccati equation associated with the 
discrete linear matrix inequality (3.2) as follows: 
DEFINITION 3.6. The H, algebraic Riccati equation associated with the 
discrete linear matrix inequality (3.2) is defined as (2.3) with the additional 
requirement (3.1). 
The rest of this section will be devoted to the existence of solutions, 
rank-minimizing solutions, strongly rank-minimizing solutions, and (semi) 
stabilizing solutions of the linear matrix inequality. Moreover, we will derive 
relationships between the different kinds of solutions to the linear matrix 
inequality as well as the relation with the H, algebraic Riccati equation. 
We are interested in those solutions of the discrete linear matrix inequal- 
ity which can be associated to solutions of the discrete algebraic Riccati 
equation. We show that the set L?& in fact coincides with the set of real 
symmetric solutions of the discrete algebraic Riccati equation associated with 
the discrete linear matrix inequality. Obviously X satisfies L(X) > 0 if and 
only if 
(1) Ker(R + BTXB) c Kel(A’rXB + ST), 
(2) BTXB + R 2 0, 
(3) A~XA - x - (A*XB + S%B*XB + R)+(B~XA + s) + Q > 0. 
We have the following straightforward lemma: 
LEMMA 3.7. The set of strongly rank-minimizing solutions of the linear 
matrix inequality coincides with the set of real symmetric solutions of the H, 
algebraic Riccati equation associated with the linear matrix inequality. In 
other words, any symmetric real matrix X satisfying the H, algebraic Riccati 
equation (2.3) and th e additional condition (3.1) belongs to the set Znli,,. 
Conversely, any X E_E?min satisfies the discrete algebraic Riccati equation 
(2.3) and the additional condition (3.1). In particular, 
(3.7) 
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Proof. Let X be any strongly rank-minimizing solution. Then it is easy 
to check that X satisfies the algebraic Riccati equation (2.3) and hence, 
according to Theorem 2.4, the rank of BTXB + R equals the normal rank of 
H. On the other hand, by Lemma 3.9 we have that rank BTXB + DTD = 
rank L(X) is larger than or equal to the normal rank of H. ??
The real symmetric solutions of the algebraic Riccati equation are a 
subset of all the rank-minimizing solutions of the linear matrix inequality. 
Within the set of rank-minimizing solutions they are the ones that maximize 
the rank of BTXB + R. This result is a generalization of a result from [9]. 
The following lemma shows sufficient conditions for the existence of 
strongly rank-minimizing solutions to the linear matrix inequality, i.e., it 
shows existence of real symmetric solutions of the algebraic Riccati equation. 
The result can be found in [15]. 
LEMMA 3.8. Assume that H(z) > 0 for all z on the unit circle, and 
(A, B) is controllable. Then there exists a real symmetric solution of the 
algebraic Riccati equation, and hence there exists a solution of the linear 
matrix inequality. 
The controllability condition in Lemma 3.8 cannot be weakened unless 
other assumptions are imposed. This can be seen by the following example: 
S=(O l), R = 0, 
The linear matrix inequality has no solution. We have H(z) > 0 for all z on 
the unit circle, but (A, B) is not controllable. On the other hand (A, B) is 
stabilizable, and hence we cannot even weaken our controllability assumption 
in the above lemma to stabilizability. 
We will now have a closer look at rank-minimizing solutions of the linear 
matrix inequality. We obtain the following lemma: 
LEMMA 3.9. We have 
rank L( X) > normrank H VXEI-. (3.8) 
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PToaf. This follows from Lemma 2.3. Obviously, since the normal rank 
of H (., X> equals the normal rank of H, we must have that the rank of 
L( X) is larger than normal rank of H. ??
Note that to connect the linear matrix inequality with the Riccati equa- 
tion, we have to require that rank L(X) = normrank H. In general there 
need not be a solution of the linear matrix inequality which achieves equality 
in (3.8). For some of our results we will explicitly assume there are solutions 
achieving equality in (3.81, or equivalently, using the notation of Definition 
3.2, we will assume y = normrank H. 
For the particular case where (A, B) is controllable and H has full rank, 
we can obtain a very explicity characterization of a set of solutions of the 
Riccati equation. This characterization is given in the following lemma, which 
is in a certain sense a generalization of a result from [2O] which showed, 
under some additional assumptions, that there exists a one-one connection 
between the stable subspaces of the symplectic pencil and solutions of the 
Riccati equation. 
LEMMA 3.10. Let (A, B) be controllable. Moreover assume that H has 
full normal rank and H(z) > 0 f or all z on the unit circle. Choose p such 
that (2.27) has full rank. Let h,, . . . , Aj be the finite zeros unequal to t.- ’ 
outside the unit circle, and hj, I,. . . , A, be the zeros unequal to pm1 on the 
closed unit circle of the matrix pencil (2.261, all of them without counting 
multiplicity. Choose pl,. . . , pj such that for i = 1,. . . , j we have either 
pi = h, or p, = A,:‘. Then there exists a symmetm’c solution to the algebraic 
H, Riccnti equation (2.9) with the additional requirement (3.1) such that the 
eigennalues of 
A - B( R + B”XR)-I( B“XA + ST) (3.9) 
Proof. By Lemma 3.8 we know there exists at least one solution _? of 
the linear matrix inequality. Let C and D satisfy (A.1). We can try to find a 
solution of the algebraic Riccati equation: 
ri = CTC + ATJ?A - ( ATXB + CTD)( BTXB + D’D))‘( BTJ?A + DTC). 
(3.10) 
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It is easy to check that X satisfies the Riccati equation (2.9) if and only if 
X = X - x satisfies the Riccati equation (3.10). Moreover, the eigenvalues of 
(3.9) are equal to the eigenvalues of 
A - B( DTD + BT&-l( BTti + DTc). 
Finally, the eigenvalues of the matrix pencil (2.26) are equal to the eigenval- 
ues of the following pencil: 
A 0 B 
-CTC I (3.11) 
DTC 0 DTD 
Next, we know there exists a feedback F and a suitable basis in the state 
space such that 
,.,F=iA;’ ;;I). B=($ C+DF=(O C,), 
where the eigenvalues of A,, are precisely the invariant zeros of (A, B, C, D> 
on the unit circle. We will try to find a solution of the algebraic Riccati 
equation of the form 
0 0 x = 0 x,, . -i i 
We find that X,, should satisfy the following algebraic Riccati equation: 
- (A& X,, B, + C;D)( B,TX,, B, + DTD)- ‘( B,TX,, A,, + DTC,) 
(3.12) 
such that the matrix 
A22 - B,( B,TX,, B, + D’D)-‘( B,TX,, A,, + DTC,) (3.13) 
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has eigenvalues pr, . , . , pj. Moreover, the matrix pencil associated to this 
Riccati equation is 
’ A,, 0 B, ’ ‘1 0 P4 
-c:c, z -C;D --’ 0 Ai -PC:D , (3.14) 
\ DTC, 0 DTD , 0 - B’ 2 pDTD 
and it is easy to check that this matrix pencil has no eigenvalues on the unit 
circle. Moreover, the eigenvalues of the matrix pencil (3.11) are precisely the 
eigenvalues of the reduced matrix pencil (3.14) together with the eigenvalues 
of A, 1. This implies in particular that the eigenvalues of A, 1 are 5 + r, . . . , A,. 
Let A,, by an n, X n, matrix and B, be a n, X vn, matrix. Choose a 
n ,-dimensional deflating subspace 
Xl 
Y”= im X2 ! I X, 
of the pencil (3.14) associated with the eigenvalues /.L,, . . . , pi. In other 
words, we have 
’ A,, 0 B, \ x, lz 0 
- c.l’c. ‘2 J2. Z - C;D ,I) \ x, v, = 0 ,4;, \ D’C, 0 DTD x, 0 -B; 
Since r_~, # p for all j, we have that V, - ,uV, is invertible. Then it is easy to 
check that <XI’ X:jT must be surjective. Moreover, 
V; = im 
x, 
i i x2 - 2x, = im x 
is a deflating subspace of the symplectic pencil [L,, L2] with 
I A,, - B,k’f 0 L, = -C,TC, + A;&& - $‘ti-‘2 - Z Z 
Z 
L, = 
0 
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where $ = B~ZA,, + DTC,, R’ = BZZB, + DTD, and 2 is a symmetric 
matrix chosen such that R is invertible. We have L,XV, = L, XV,. More- 
over, [L,, L,] has no eigenvalues on the unit circle, and hence L, - L, and 
Vi - V, are both invertible. We find 
(T, - TJ1(Tl + T,)X = X(V, + V,)(V, - VJ’. 
Using some algebraic manipulations we find that 
T = (T, - TJ’(T, + T,) = [ _$ _-:) 
-- 
with (A, R) controllable, R 2 0, and p symmetric. Moreover, we find 
T= (_oI ;) = ( -“l $T. 
We can then use the argument from [6, p. 871 to show that Xi is invertible 
and that X:X, is symmetric. In this way, we find that 
1 
im xzx,’ 
i I x,x,i 
is a deflating subspace of (3.14). This guarantees that X,, = X, XT1 satisfies 
(3.12). Moreover, since X:X, is symmetric, we find that X,, is symmetric. 
Finally, the eigenvalues of (3.13) are the required pi, . . . , pj. Then 
- 0 0 x=x+ 0 T&  
i 1 
satisfies the requirements of the lemma. ??
The above can be used to obtain the following characterization of the set 
rmin’ 
LEMMA 3.11. Assume that H has full normal rank m and H(z) 3 0 on 
the unit circle. Moreover, assume that the uncontrollable eigenvalues 
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A,, A,, . *. > Al of (A, B) are such that hihi # 1 for any i, j. Then the H, 
Riccati equation (2.9) with the additional requirement (3.1) has at least one 
symmetric solution. Moreover, 
rnd:rank L(X) = m. (3.15) 
Proof. We write A and B in Kalman canonical form: 
A= B= (3.16) 
Next decompose Q, S, and a potential solution X of the algebraic Riccati 
equation compatibly: 
We first note that the 1, 1 block of the equation (2.9) reduces to 
XII = A:‘AA, 
-(&X,,B, + S,)(B;rX,,B, + R)-l(B:W,, + SI) + 91,. 
(3.18) 
We see that Xi, must be the solution of the discrete algebraic Riccati 
equation associated to the controllable subsystem. Our assumptions with 
respect to the uncontrollable eigenvalues of (A, B) guarantee that there are 
no uncontrollable eigenvalues on the unit circle and if h is an uncontrollable 
eigenvalue then h- ’ is not an uncontrollable eigenvalue. From Lemma 3.10 
we know the existence of a solution Xi, of the Riccati equation (3.18) such 
that the eigenvalues pul, p2, . , . , p,, of 
A, := A,, - B,( B,TX,, B, + DTD)-’ B:X,, A,, (3.19) 
are such that pi’L3 f 1 for i = 1,. . . , n and j = 1,. . . , J. Note that A,, . . . , A, 
are precisely the eigenvalues of A,,. 
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Next we study the 2,1 block of the Riccati equations (2.9). It can be 
written in the following form: 
Due to our condition on the relation between the eigenvalues of A, and 
A 22p we know this equation is uniquely solvable for Xi, (see e.g. [18]). 
Finally, we have the 2,2 block of the Riccati equation (2.9). It can be written 
in the following form: 
where M depends on Xi, and X,, but is independent of X,,. We know A,, 
has no two eigenvalues which are the inverses of each other and hence this 
equation has a symmetric solution X,,. It is easily checked that the so-con- 
structed X is a solution of the algebraic Riccati equation (2.9). 
We know that X is a solution of the discrete linear matrix inequality. 
Moreover, it is easy to check that the rank of L( X> is equal to m. Because of 
(3.8) we find that X is rank-minimizing solution of the discrete linear matrix 
inequality. Equation (3.15) is then an immediate consequence. ??
REMARK. Note that (3.15) does not hold in general. For instance, if 
S=(O l), R = 1, 
then (3.15) is not true. All matrices X yield a matrix L(X) with rank larger 
than or equal to 2. On the other hand, m = I. 
We are of course also interested in an analogous result to the above 
theorem for the case that H no longer has full normal rank. In [I31 we find 
necessary and sufficient conditions for the existence of a stabilizing solution. 
We have the following sufficient conditions for the existence of a (not 
necessarily stabilizingl solution. 
LEMMA 3.12. Assume that H(z) > 0 on the unit circle and there exists a 
solution of the linear matrix inequality. Moreover, assume that the uncontrol- 
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lable eigenvalues Al, A,, . . . , Al of (A, B) are such that A,$ # 1 for any i, j. 
Then the H, Riccati equation (2.3) with the additional requirewzent (3.1) has 
at least one symmetric solution. Moreover, 
lYmi,, = {X E l’lrank L(X) = r}. (3.20) 
Proof. Since there exists a sohltion to the linear matrix inequality, we 
can use the reduction scheme in Section 2.2. Using Theorem A.3, we know 
that we need to find a strongly rank-minimizing solution of L’( X,) > 0. The 
reduced system has an associated H r, defined by (AS), which has full normal 
rank. Moreover, the uncontrollable eigenvalues of ( A,, , B,,) are a subset of 
the uncontrollable eigenvalues of (A, B) and hence also satisfy the above 
property that the product of two uncontrollable eigenvalues is always unequal 
to 1. By applying Lemma 3.11, we than obtain the desired result. ??
REMARK. Note that we have to require the existence of a solution. 
Otherwise the following would yield a counterexample: 
A = 0, B = 0, R = 0, Q = 1, s = 1. 
The above lemma can be weakened by only considering the uncontrol- 
lable eigenvalues of (A, B) which are not unobservable with respect to the 
pair 
Suppose we have the matrix pencil (2.26). Theorem 2.14 gave a one-one 
correspondence between real symmetric solution of the Riccati equation (i.e. 
strongly rank-minimizing solutions of the linear matrix inequality) and deflat- 
ing subspaces of a matrix pencil. But we want more: we also want a one-one 
correspondence between rank-minimizing solutions of the linear matrix in- 
equality and deflating subspaces of (2.26). We are only able to accomplish the 
latter if y = normrank H. This time we study deflating subspaces of the form 
(3.21) 
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where M is an m X (m - y) injective matrix. We obtain the following 
result: 
THEOREM 3.13. Choose p such that the matrix in (2.27) has rank equal 
to 2n + normrank H. Assume that a solution of the linear matrix inequality 
exists and y = normrank H. Let the pencil (2.26) be given, and define L by 
(2.29). 
(i> Zf a symmetric matrix X is a rank-minimizing solution of L(X) B 0, 
then there exists a matrix P E Iw mx n and an injective matrix M E Iw” x trn - y, 
such that 7 defined by (3.21) is a deflating subspace of (2.26) such that the 
matrix pencil (2.26) restricted to F has no zeros in ~_-l. Conversely, if 
(3.21) is a deflating subspace of (2.26) such that the pencil (2.26) restricted to 
V has no zero at p-l, then X is a rank-minimizing solution of L( X) > 0. 
(ii) Zf a matrix X satisfies the Riccati equation (2.3), then there exists a 
matrix P E (wmxn and an injective matrix M E [WmX(m-y) such that “t 
defined by (3.21) is a deflating subspace of (2.26) such that the matrix pencil 
(2.26) restricted to Y” has no zeros in ~_-l or infinity. Conversely, if (3.21) is 
a deflating subspace of (2.26) such that the pencil (2.26) restricted to 7 has 
no zero at ZJ-’ or infinity, then X is a solution of the Riccati equation (2.3). 
Proof. (i) 3 : Let X be given such that L(X) 2 0 and the rank of 
L(X) equals y. By Lemma B.l, it is sufficient to show that there exist P, M, 
Since X is a solution of the linear matrix inequality, we can apply the 
reduction technique described in Section 2.2 with X = X. We get 
DISCRETE ALGEBRAIC RICCATI EQUATION 353 
using a suitable feedback F and suitable bases. Moreover, C, D are defined 
by (A.l). By Theorem 2.13, we can find P,, , W,, and W, satisfying 
I 
A22 0 *22 
-c,Tc, z -C,TD, 
DTCl 0 D;Dl 
Z I ) 0 w2= P 22 
since X,, = 0 is a rank-minimizin,g solution of the reduced linear matrix 
z 0 
0 AL 
0 -*& 
(3.23) 
inequality. We can now easily cons&& P, M, V,, and V, in this basis: 
v, = 
M= I 
1 41 0 A,2W2 + 42P22(W2 I 0 -- PW,) *,I 0 
I 
fZ 1 io ’ 
v, = I 0 z w2 0 0 z 
and we see that the deflating subspaces indeed satisfies all the requirements 
of the theorem. 
6) = : Suppose that we have a deflating subspace of the pencil (2.26) of 
the form (3.21) such that (3.22) is satisfied for a regular pencil (V,, V,) with 
no zero in j,i-‘. After some algebraic manipulations we find 
[I olv, 
[P M](V2 - pV,) 
This guarantees that the rank of L(X) is equal to 7 as soon as we have shown 
that the following matrix is injective: 
[I olv, 
[P Ml(V, - PV,) 
(3.24) 
Suppose x is in the kernel of this matrix. Then the equation (3.22) yields 
[I O]V,x =Oandweget 
( 1 ; ; (V,-pV,)x=O. 
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Since M is injective and V, - FV, is invertible, we get x = 0, and hence the 
matrix (3.24) is injective, and therefore the rank of L(X) equals 7. 
Finally, to show that L(X) > 0, we will use Lemma 2.3. Let z be chosen 
on the unit circle such that H(z) has rank y. Define V by 
We have V *L(X)V = H(z) > 0. This implies by the Courant-Fisher theo- 
rem (see [5]) that L(X) has 7 positive eigenvalues. Since the rank of L(X) is 
equal to 7, this implies t(X) >, 0. Therefore X is a rank-minimizing solution 
of the linear matrix inequality. ??
We know that each rank-minimizing solution of the linear matrix inequal- 
ity is associated to a deflating subspace of the matrix pencil (2.26). If the 
pencil is regular (i.e., H has full normal rank), then the zeros of the matrix 
pencil restricted to a deflating subspace are also zeros of the original 
(unrestricted) pencil. Although this is in general not true for singular pencils, 
for deflating subspaces with the special structure (3.21) we still have that the 
zeros of the matrix pencil restricted to a deflating subspace are also zeros of 
the original (unrestricted) pencil. 
It can be checked that A is an eigenvalue of the matrix pencil restricted to 
Y if and only if the matrix (2.6) has a zero for z = h. Moreover, 00 is an 
eigenvalue of the matrix pencil restricted to 7 if and only if the matrix (2.6) 
has more than y infinite zeros. 
In linear quadratic control or H, control we are particularly interested in 
the semistabilizing rank-minimizing solution of the discrete linear matrix 
inequality. This is defined (see Lemma 3.5) as the rank-minimizing solution 
of the linear matrix inequality for which the matrix (2.6) has all zeros inside or 
on the unit circle and exactly y zeros at infinity. By Theorem 3.4, this must 
necessarily be a strongly rank-minimizing solution. Hence the semistabilizing 
solution can be alternatively defined as a rank-minimizing solution of the 
linear matrix inequality for which the pair (2.35) is stabilizable. We will derive 
some additional properties of the semistabilizing solution. For this, we need a 
preliminary lemma which can be found in [29] and [17, Theorem 13.5.21: 
LEMMA 3.14. Assume that ( A, B) has no uncontrollable eigenvalues on 
the unit circle, Q > 0, R > 0, and H has full normal rank. Let the following 
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algebraic Riccati equation be given: 
X = ATXA - ATXB( R + B’XB) -’ BTXA + Q. 
If X is a symmetric semistabilizing solution of this algebraic Riccati equation ~ 
then X > 0. 
The following theorem, which is in large part an extension of Theorem 
2.15, discusses the uniqueness of the semistabilizing solution: 
THEOREM 3.15. Assume that (‘4, B) has no uncontrollable eigenvalwv 
on the unit circle. Moreover, assume y = normrank H. The semistabilizing, 
rank-minimizing solution c>f the linear matrix inequality, if it exists, is the 
largest solution of the linear mat& inequality, i.e., if X’ is a semi.stabili=ing. 
ra,nk-minimizing solution of the linear matrix inequality and X is an arbitrclry 
solution of the linear matrix inequality, then ze hnvc X > X. In particular 
this implies that the semistabilizing, rank-minimizi~lg solution of the lincwr 
matrir inequality is unique. 
If a semistabilizing solution exists, it is actually (1 stabilizing solutiorr if 
and only if (2.37) &es not lose rank for amy z ou the unit circle. 
Proof. Assume that i is a semistabilizing rank-minimizing solution 01 
the linear matrix equality. Since y = normrank H, Theorem 3.4 guarantees 
that X satisfies the algebraic Riccati equation. Let X be an arbitrary solution 
of the linear matrix inequality. We need to show that x > X. We will Apple 
the reduction scheme presented in Section 2.2. We use 2 + X as a11 initial 
solution of the linear matrix inequaliq._\Ve factorize L(x’) as in (A.1). 
ye obtain a new linear matrix inequality L given in (A.2), and we note that 
X = x’ - X is a semistabilizing solution of this linear matrix inequality. Thcarc 
exists a matrix F such that 9?*(C) is then the largest A + BF-invariant 
subspace containing B Ker D and contained in the kernc,l of C + DF. Using 
a basis as in (2.5), we get that 
0 0 x - * = 0 x,, i 1 
where X,, is such that 
X,, = A;z X,, A,, - A& X,, B,,( DTD, + B;; X,, B2.,) ’ B& X,, A,, , 
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and 
has all eigenvalues inside or on the unit circle. Lemma 3.14 then implies that 
X,, > 0 and hence x’ > X. 
A proof that a semistabilizing solution is actually a stabilizing solution if 
(2.37) has no zeros on the unit circle can be given by first applying the 
reduction scheme and then applying Theorem 2.15. It then only needs some 
algebraic manipulations to translate conditions for the matrix pencil associ- 
ated to the reduced problem into the matrix pencil of the original system. w 
Note that the above theorem only states uniqueness of semistabilizing and 
rank-minimizing solutions of the algebraic Riccati equation. In general there 
can be more semistabilizing solutions, but only one rank-minimizing and 
semistabilizing solution. 
The following corollary of Theorem 3.13 establishes necessary and suffi- 
cient conditions under which the set of rank-minimizing solutions of the 
discrete linear matrix inequality coincides with the set of real symmetric 
solutions of the discrete algebraic Riccati equation associated with the 
discrete linear matrix inequality. 
COROLLARY 3.16. The set of rank-minimizing solutions of the linear 
matrix inequality I?,,,‘,i, equals the set of strongly rank-minimizing solutions of 
the linear matrix inequality L.Z& if the matrix pencil 
Q S Z - zAT 
ST R -.ZBT (3.25) 
zZ-A -B 0 
has precisely y infinite zeros and y = normrank H. 
Proof. According to Theorem 3.13, any rank-minimizing solution is 
connected to a deflating subspace 7 of the matrix pencil (2.26). Moreover, if 
the pencil (2.26) restricted to Y has only finite zeros, then it is a strongly 
rank-minimizing solution. 
Since in general the pencil (2.26) is singular, the zeros of the pencil 
restricted to a deflating subspace might not be zeros of the original pencil. 
However, as noted before, the special structure of a deflating subspace of the 
form (3.21) is such that the zeros of the pencil restricted to this deflating 
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subspace are also invariant zeros of the pencil itself. Therefore, a sufficient 
condition to guarantee that all rank-minimizing solutions are actually strongly 
rank-minimizing is that the pencil (3.22) h as no infinite zeros. This pencil still 
depends on p. It is easy to show that the pencils (3.22) an,d (3.25) have the 
same zeros except that the pencil (3.22) has 7 zeros at /.-I while the pencil 
(3.25) has no zeros at p”-’ (due our choice for p) but y (additional) zeros at 
infinity. The result of the lemma then follows immediately. ??
For the positive semidefinite case, where 
(3.26) 
is satisfied, we know that a sohrtion X = O of the linear matrix inequality 
exists, and we can use the reduction scheme described in the previous section 
to reduce the problem of finding solutions of the general algebraic Riccati 
equation and linear matrix inequality to a reduced algebraic Riccati equation 
and a reduced linear matrix inequality, both of which satisfy the assumption 
that the associated rational matrix H has full rank, and we can solve these 
equations using classical techniques. The later approach is numerically much 
better than determining deflating subspaces of singular pencils. 
In the general case where (3.26) is not satisfied, we can also apply the 
reduction scheme. But to use this as a numerical tool we have to find an 
initial solution X of the linear matrix inequality. This could be done bv 
convex optimization, using e.g. numerically reliable interior point methods 
(see [Ig]). But this extra complication leads us to believe that in this case 
working with deflating subspaces of singular pencils has its advantages. 
4. CONCLUSION 
In this paper we have shown that in general not all rank-minimizing 
solutions of the discrete linear matrix inequality satisfy the associated alge- 
braic Riccati equation. We identified that this problem was related to infinite 
eigenvalues of the symplectic pencil associated with the algebraic Riccati 
equations. Only deflating subspaces for which the pencil restricted to that 
subspace has finite eigenvalues can be associated to solutions of the Riccati 
equation. Otherwise, they will yield rank-minimizing solutions of the linear 
matrix inequality, but they do not satisfy the Riccati equation. 
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APPENDIX A. REDUCTION TO THE CASE THAT H HAS 
FULL NORMAL RANK 
The reduction technique outlined in Section 2.2 is based on a solution of 
the Riccati equation. However, when studying the Riccati equation in linear 
quadratic control and in particular the linear matrix inequality associated to it, 
it is desirable to have a reduction technique available which is based on a 
solution of the linear matrix inequality instead of on a solution of the Riccati 
equation. In this appendix we will present a technique to reduce problems 
where H, as defined in (2.7), does not have full rank to the case where H has 
full rank, based on a solution of the linear matrix inequality. 
As noted before, in contrast with Section 2.2, we start with the assump- 
tion that there exists. one solution X of the linear matrix inequality, i.e. 
X E I. We factorize L(X) as 
L(X) = 
i 1 ;: cc 0). (A J> 
We define a new discrete linear matrix inequality: 
L(X) := CTC + ATXA - X 
BTXA + DTC ’ (A .2) 
and we have that 
L(X) > 0 ifandonlyif z(X -2) > 0. 
We define 9*(Z) according to Definition 2.5. Hence there exists a matrix F 
such that Z*(Z) is (A + RF&invariant and contained in Kel(C + DF). We 
define the shifted linear matrix inequality as follows: 
DEFINITION A. 1. The sh$ted discrete linear matrix inequality associated 
with the discrete linear matrix inequality (3.2) is defined as 
L”(X) 2 0, (‘4 -3) 
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where 
= 6’6 + /i’rti - X 
BTti + 0’6 
(‘4.4) 
in which A = A + BF and c’ = C + DF. 
OBSERVATION A.2. Let X be a solution of the linear matrix inequalit?g 
(3.2), and let F be such that Z*(C) is (A + BF)-invariant and contained in 
Ker(C + DF), where C is the system with realization (A, B, C, D) with 
C, D defined by (A.l). 
(i) _X is a solution of the discrete linear matrix inequality (3.2) if and onhy 
if X - X is a solution of the associated shifted discrete linear matrix ineyualit!y 
(A.3). 
(ii) Let X be a solution of the linear matrix inequality. Then the rank of 
L(X) equals the rank of L”(X - 2). In particular, X is a r(~nk-minirrzi~irLg 
solution of the linear matrix inequality (3.2) if ancl only if X - .? i.r a 
rank-minimizing solution of the associated shifted discrete linear matrix 
inequality (A.3). 
(iii) Let X be a solution of the linear matrix inequality. The zeros of the 
matrix pencil (2.6) are equal to the zer0.s of the following matrix pencil: 
/ 
Zl - A 
\ 
-B 
where X = X - x. 
The above observation shows that without loss of generality we can focus 
on the shifted discrete linear matrix inequality, which has more structure and 
is hopefully easier to handle. In particular, if we choose a basis in the state 
space F, @ ZY such that pi = L%‘*(C) and a basis in the input space %Y/, @ ‘SY? 
such that 2/, = B-‘B!‘*(C) n Ker D, then in those bases we get that A, B, C, 
360 ANTON A. STOORVOGEL AND AL1 SABER1 
and D have a special form: 
c=(O Cl), D=(o Dl), (A -5) 
such that (A,,, B,,) is controllable, CTD, = 0, and (A,,, B,,,C,, D,) is 
left-invertible. We can then look at the linear matrix inequality restricted to 
Zi @ %r to obtain 
which according to Lemma 2.9 implies that X,, = 0. Denote by V the 
projection onto tz; $ FYI. Then we find that VTL(X)V = 0 and L(X) >/ 0. 
Hence L( X>V = 0. When we write this out in terms of our decomposition 
and use X,, = 0, we get 
(A 4 
Let F be such that A,, + B,, F has no eigenvalues in common with A,,, 
which is possible, since (A,,, B,,) is controllable. It is easy to see that (A.61 
implies that 
A%,( A,, + *,P) - &I = 0 
and the standard theory guarantees that this Sylvester equation has a unique 
solution X,, = 0. In other words, we only have to compute X,,. It is easy to 
see that the linear matrix inequality reduces to 
(A .7) 
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However, since (A,,, B,,, C,, D,) is left-invertible, this is a linear matrix 
inequality such that the associated rational matrix Hr has full rank, where 
H’(z) = ( B;2(z-‘Z -A;,)-' I) 
= G’r( -z)G( z), 
where G is the transfer matrix of (A,,, B,,, C,, D,). This enables us to first 
derive results for the case that H has full rank and then use the above 
reduction step to derive results for the general case. The results of the above 
reduction scheme are put together in the following theorem: 
THEOHEM A.3. Let X he a solution of the linear matrix inequality (3.2) 
and let F be such that S*(C) is (A + BF)-incariant and contained in 
KedC + DF), where C has realization (A, B, C, D> with C, D dejned by 
(A,l). Moreover, we assume that we bane chosen the appropriate bases a~ 
described above. 
(i> X is a solution of the discrete linear matrix inequality (3.2) if and only 
if 
0 0 x - x = 0 x,, -( I 
and X,, is a solution of reduced linear matrix inequality (A.7). 
(ii> Let X be a solution of the linear matrix inequality. Then the rank of 
L(X) equals the rank of L’(X,,). In particular, X is a rank-minimizing 
solution of the linear matrix inequality (3.2) if and only i.j-X,, is a rank-m& 
mizing solution of the associated reduced linear matrix inequality (A.7). 
(iii) Let X be a solution of the linear matrix inequality. The zeros c>f the 
matrix pencil (2.6) are’ equal to the zeros of the following matrix pencil: 
I zl - A,, - B,, 
A;2 X,, A,, - x,, + c,Tc, A;,Xzz B,, + C,TD, 
\ B,T2Xez A,, + DTC, B,T, X,, B,, + DTD, 
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Even though this time we only need an a priori solution of the linear 
matrix inequality and we no longer need an a priori solution of the Riccati 
equation, it is still in general computationally not very attractive to use this 
method to determine solutions of the linear matrix inequality and Riccati 
equation. However, it does yield a straightforward method to derive proper- 
ties of the linear matrix inequality and the algebraic Riccati equations, since 
all important features of solutions of the linear matrix inequality are pre- 
served in the reduction scheme. If an initial solution of the linear matrix 
inequality is available (e.g. in the positive semidefinite case), then the above 
does yield a computationally attractive method to determine solutions of the 
Riccati equation. 
APPENDIX B. MATRIX PENCILS AND GENERALIZED 
EIGENVALUE PROBLEMS 
Matrix pencils and their properties presented in this appendix can be 
found in more detail in [7, 251. 
Consider a matrix pencil H, - zH,. We call the matrix pencil regular if 
the pencil is square and invertible for almost all A. We call A a zero of the 
matrix pencil if H, - zH, loses rank for z = A. We call ~0 a zero if H, - zH, 
loses rank at infinity, or equivalently rank H, < normrank (H, - zH,). Zeros 
of the matrix pencil can be equivalently defined as the zeros of the invariant 
factors of the (associated) Kronecker normal form. The (algebraic) multiplic- 
ity of a zero A is defined as the sum of the multiplicities of the zero A of each 
of the invariant factors. For a regular pencil H, - zH, the multiplicity of a 
finite zero can be determined via the multiplicity of this zero of the 
polynomial det(H, - zH,). Th e multiplicity of a zero at infinity is equal to 
the multiplicity of the zero at the origin of the polynomial det(sH, - H,). 
For a singular pencil the multiplicity of a finite zero A can be determined by 
finding rational matrices V(z) and W(z) w ic are invertible in a neighbor- h’ h 
hood of z = A and a square rational matrix T(z) with full normal rank such 
that 
V(z)( H, - zH,)W(z) = (T($) 0). 
Then the multiplicity of the zero at h is equal to the multiplicity of the zero 
at A of the rational function det T(z). Th e multiplicity of a zero at ~0 of the 
matrix pencil H, - zH, is equal to the multiplicity of a zero at 0 of the 
matrix pencil sH, - H,. 
DISCRETE ALGEBRAIC RICCATI EQUATION 363 
A regular 2ndimensional matrix pencil H, - zH, which satisfies the 
property that 
Hl( _‘:, q: = 4( _9,, ‘;)%L 
where 1, denotes the n X n identity matrix, is called a symplectic pencil. It is 
easy to see that this implies that A is a zero if and only if A-’ is a zero. 
A subspace z/ is called deflating with respect to the matrix pencil 
H, - .zH, if 
dim( H,Y+ H,F) G dim Y. (R.11 
For regular pencils we have equality in (B.1). We have the following 
alternative characterization: 
LEMMA B.l. T is a deflating subspace if and only if there exists a 
regular matrix pencil L, - zL, such that 
H,VL, = H,VL, 
where V is an injective matrix such that im V = “Y. 
lf H, - zH, is a regular pencil, then the pencil L, - zL, is unique up to 
pre- and postmultiplication by invertible matrices. 
The matrix pencil H, - zH, restricted to 7 is defined by H, 17 - zH, Iv. 
For regular pencils the zeros of the pencil L, - zL, are the zeros of the 
pencil H, - zH, restricted to W. It is important to realize that for singular 
pencils the zeros of the symplectic pencil H, - zH, restricted to Y are not 
necessarily zeros of H, - zH,. However, this latter property holds if for all 
but finitely many zeros the dimension of the kernel of H, - zH, is equal to 
the dimension of the kernel of H, IT/ - zH,Iv. 
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