This paper discusses determinization of conditional term rewriting systems with oriented constructor rules. We present a rule-based transformation system, which transforms a non-deterministic one into a deterministic one, together with examples of the transformation. We prove that the transformation system is simulation sound and simulation complete. We also prove that the transformation system is complete for some class by introducing a strategy for the transformation system.
Introduction
Conditional term rewriting systems (CTRSs, for short) are extended term rewriting systems whose rewrite rules may be guarded by conditions. CTRSs play an important role in integration of logic and functional programming as well as in algebraic specification of abstract data types. CTRSs are classified by the form of conditions into several classes. The class of oriented CTRSs is one of them and is suitable as a model of functional programs since rules guarded by oriented conditions correspond to the 'let' construct of functional programming languages. For example, consider the following ML-like functional program:
datatype Nat = Zero | S of Nat; fun add(x, Zero) = x | add(x, S(y)) = let val z = add(x, y) in S(z) end;
This program is naturally represented as the following CTRS:
where s represents the successor function. The determinacy [1] of CTRSs is a basic property of oriented CTRSs so that important properties such as operational termination [2] are discussed on deterministic CTRSs. A rule l → r ⇐ s 1 → t 1 ; · · · ; s n → t n is deterministic if each variable occurring in s i also appears in at least one of l, t 1 , . . ., and t i−1 . This means that the values of variables of s i are determined when the condition s i → t i is evaluated as far as the conditions of the rule are evaluated from left to right. Since R add is deterministic, i.e., its two rules are deterministic, the evaluation can naturally progress. The variable z in the right-hand side of the second rule is called an extra variable: a variable not occurring in the left-hand side of the same rule. The value of such a variable is, however, determined properly when evaluating a term. For example, add(0, s(0)) is rewritten to s(0) by the second rule because z is determined to be 0 from the conditional part.
On the other hand, consider the following non-deterministic CTRS E sub ∪ R add , where
There is a problem in applying the rule sub(z, y) → x ⇐ add(x, y) → z to sub(s(0), s(0)). By matching sub(z, y) to sub(s(0), s(0)) the values of variables z and y are determined, but not the value of x in the right-hand side of the rewrite rule, and hence the condition add(x, y) → z cannot be evaluated. The term sub(s(0), s(0)) is, nevertheless, rewritten to 0 with the substitution {x → 0, y → s(0), z → s(0)} since add(0, s(0)) is reduced to s(0).
Our interest is in constructing a systematic way that transforms nondeterministic CTRSs like E sub into equivalent deterministic CTRSs like R sub :
R sub = sub(z, 0) → z, sub(s(z), s(y)) → x ⇐ sub(z, y) → x .
In this paper, we assume that CTRSs are all oriented, i.e., the rules of any CTRS are all oriented because the class of deterministic CTRSs is defined as a subclass of the oriented CTRSs [3, 4] .
We concentrate on pure-constructor systems and constructor-based reductions. A pure-constructor system [3] is such a system that for any rewrite rule and any condition, the left-hand side is a pattern, and the right-hand side is a constructor term. A constructor-based reduction [5] is a reduction such that ranges of matching substitutions are restricted to constructor terms. These restrictions are natural if we consider functional programs with eager evaluation. Moreover these restrictions make entire discussion simple and clear drastically. One may think that the innermost reduction is more general and natural. However, it is known that innermost reduction of conditional systems is not well-defined [6] . In pure-constructor systems right-hand sides of the rules are restricted to patterns. This is however no problem. For example, nested function call of a rule f (x) → h(g(x)) can be represented by decomposing the nesting into conditions like f (x) → z ⇐ g(x) → y; h(y) → z.
In Section 3, we define a rule-based transformation system DT 0 consisting of rules Nar, Fld 0 and Def, which is inspired by unfold/fold transformations. We give examples of the transformation in order to explain intuitive meaning of each transformation rule. In Section 4, we prove simulation soundness of the transformation system DT 0 . On the other hand, it is shown that DT 0 is not simulation complete. We propose three side conditions (C1), (C2) and (C3) for Fld 0 and define DT 123 to be the transformation system DT 0 having Fld 1 , Fld 2 and Fld 3 instead of Fld 0 . Then we prove that DT 123 is simulation complete. In Section 5, we discuss syntactic conditions related to inductive theorems used in the folding transformations and the condition, called the level condition, used in (C2). In Section 6, we prove that the transformation system DT 3 , which is DT 0 having Fld 3 , is complete if no conditional part of rules in E contains a symbol defined in E and R is quasidecreasing. Here, the completeness means that for any input CTRS there exists a transformation sequence that leads to a deterministic CTRS. In order to prove the completeness we introduce a strategy for DT 3 and show that the strategy is terminating and produces a deterministic CTRS. In Section 7, we present larger examples. In Section 8, we refer to related works on inversion computation and on program generation. In Section 9, we give concluding remarks.
Preliminaries
In this section, we introduce notations used later. We assume that the reader is familiar with basic concepts of term rewriting [7, 8] .
Let F be a signature, a finite set of function symbols accompanied with a mapping arity which maps each function symbol f to a natural number arity(f ). F is assumed to be partitioned into two disjoint sets D of defined symbols and C of constructors, that is, F = D ⊎ C. Let V be a countably infinite set of variables such that F ∩ V = ∅. A function symbol g ∈ F is called a constant symbol if arity(g) = 0.
The set of terms over F and V is denoted by T (F , V), the set of variables occurring in terms t 1 , . . . , t n by Var(t 1 , . . . , t n ), and the set of function symbols occurring in terms t 1 , . . . , t n by F un(t 1 , . . . , t n ). We will abuse Var(P 1 , . . . , P n ) to denote the set of (free) variables occurring in objects P 1 , . . . , P n such as terms, equations, conditions, rewrite rules and so on, and similarly F un(P 1 , . . . , P n ) for function symbols. A term t ∈ T (F , V) is called ground if Var(t) = ∅. The set of all ground terms is denoted by T (F ). A term t ∈ T (C, V) is called a constructor term. A term of the form f (t 1 , . . . , t n ) is called a pattern in T (F , V) if f ∈ D and t 1 , . . . , t n ∈ T (C, V). We denote the root symbol of a term t by root(t).
Let P ∈ F ∪ V be a special constant symbol, called a hole. A context is a term C ∈ T (F ∪ {P}, V) with exactly one occurrence of P. We write C[t] for the term obtained from C by replacing the occurrence of P in C with a term t. A term t is a subterm of a term s, denoted by s ¤ t, if there exists a context C such that C[t] = s. In the case C = P, t is called a proper subterm of u, denoted by s £ t.
A substitution is a function σ : V → T (F , V) such that {x | σ(x) = x} is finite. The set {x | σ(x) = x} is denoted by Dom(σ) and called the domain of σ. A substitution σ with Dom(σ) = {x 1 , . . . , x n } is often denoted by {x 1 → σ(x 1 ), . . . , x n → σ(x n )}. A substitution σ with Dom(σ) = ∅ is called the empty substitution. A substitution σ can be extended to σ : T (F , V) → T (F , V) in a natural way. We sometimes simply write tσ instead of σ(t) for the term to which σ maps t.
A substitution σ is ground if xσ ∈ T (F ) for all x ∈ Dom(σ). A substitution σ is a constructor substitution if xσ ∈ T (C, V) for all x ∈ Dom(σ). A term s is an instance of a term t if s = tσ for some substitution σ. Especially it is a constructor-instance if σ is a constructor substitution. The composition σθ of two substitutions σ and θ is defined as x(σθ) = (xσ)θ. The restriction of a substitution σ to a set V of variables, denoted by σ| V , is the substitution obtained from σ by restricting the domain of σ to V . That is, x(σ| V ) = xσ if x ∈ V and x(σ| V ) = x otherwise. A substitution δ is an extension of a substitution θ if Dom(δ) ⊇ Dom(θ) and xδ = xθ for any x ∈ Dom(θ).
An equation is a pair of terms s, t ∈ T (F , V), which is denoted by s ∼ t. A substitution σ is a unifier of a set E of equations if sσ = tσ for every s ∼ t ∈ E. E is said to be unifiable if there is a unifier of E. If σ is a unifier of {s ∼ t}, we say that σ is a unifier of s and t, and also that s and t are unifiable. A unifier σ of E is a most general unifier of E if for any unifier θ of E, there exists a substitution δ such that θ = σδ. It is known that most general unifiers of E are unique up to renaming. We denote the most general unifier of E by mgu(E).
A binary relation ⇀ on T (F , V) is monotonic if for all s, t ∈ T (F , V), s ⇀ t implies f (. . . , s, . . .) ⇀ f (. . . , t, . . .), and ⇀ is stable under (constructor) substitutions if for all s, t ∈ T (F , V) and for all (constructor) substitution σ, s ⇀ t implies sσ ⇀ tσ. The reflexive transitive closure of ⇀ is denoted by * ⇀. We write n ⇀ for the n-fold composition of ⇀, i.e., We introduce a relational logic over T (F , V). An atom is a pair of terms s and t, denoted by s → t. Formulas are atoms, existentially quantified formulas, conjunction of formulas and implication of formulas. Satisfaction of a formula ϕ by a pair of a relation ⇀ on T (F , V) and a substitution σ : V → T (F , V), denoted by ⇀, σ |= ϕ, is inductively defined as follows:
A sequence of conditions
An oriented conditional rewrite rule (rewrite rule, for short) is a formula in the form of l → r ⇐ u 1 → v 1 ; · · · ; u n → v n (n ≥ 0). l → r and u 1 → v 1 ; · · · ; u n → v n are called the body part and conditional part of the rule, respectively. Terms l and r are called the left-hand side and right-hand side of the rule. u i → v i is called a condition of the rule. A rewrite rule whose conditional part is empty is called an unconditional rule, denoted as l → r by omitting ⇐.
A condition u → v is called a pattern condition if u is a pattern and v is a constructor term. A rewrite rule l → r ⇐ c is called a pure-constructor rule if l is a pattern, r is a constructor term, and the conditions of c are all pattern conditions. Note that pure-constructor rules are also normal [3] . A rewrite rule l → r ⇐ c is said to be of type 3 [4] if Var(r) ⊆ Var(l) ∪ Var(c), and of type 4 if no restriction. A conditional rewrite rule
, and unknown otherwise. The deterministic rules of type 4 are defined in the same way as type 3. Two different rules l 1 → r 1 ⇐ c 1 and l 2 → r 2 ⇐ c 2 overlay if l 1 and l 2 are unifiable.
An oriented conditional term rewriting system (CTRS, for short) is a finite set R of oriented conditional rewrite rules. For a CTRS R, let D R be the set of all defined symbols occurring in the left-hand sides of the rules of R, i.e., D R = {root(l) | l → r ⇐ c ∈ R}. A pure-constructor system is a CTRS R whose rewrite rules are all pure-constructor rewrite rules 1 . A CTRS R is deterministic if all rewrite rules of R are deterministic.
The
R of R is inductively defined as follows:
• − → (0) R = ∅, and
R . The constructor-based reduction − → c R of a CTRS R [5] can be defined in the same way as the ordinary reduction of a CTRS except that matching substitutions are restricted to constructor substitutions. Note that − → c R ⊆ − → R . A deterministic oriented CTRS R of type 3 is quasi-decreasing [10, 2] if there exists a well-founded partial order ≻ on T (F , V) satisfying
It is known that the class of operationally terminating CTRSs [2] and that of quasi-decreasing CTRSs are equivalent [2] .
Transformation system
In this section, we define a transformation system, which is inspired by unfold/fold transformations like [11] .
All CTRSs in this paper are oriented and pure-constructor systems. We use R for a fixed deterministic CTRS and E for a (possibly) non-deterministic CTRS to be determinized where
We give the notion of inductive theorems before defining the transformation system. We say that a formula ϕ is an inductive theorem of R if − → c R , σ |= ϕ for every ground constructor substitution σ such that Dom(σ) = Var(ϕ). For example, add3(x 1 , x 2 , x 3 ) → y ⇔ ∃z.add(x 1 , x 2 ) → z; add(x 3 , z) → y is an inductive theorem of R add3 ∪ R add , where
Let Var(c) \ Var(l, r) = {y 1 , . . . , y k }. We write X c\l,r for y 1 · · · y k . This is typically used in the form of l → r OP ∃X c\l,r .c, where OP is either ⇒, ⇐, or ⇔. Note that l → r ⇐ c is an inductive theorem if and only if l → r ⇐ ∃X c\l,r .c is an inductive theorem. We have also that l → r ⇒ ∃X c\l,r .c is an inductive theorem if l → r ⇒ c is an inductive theorem, however the reverse does not hold. Definition 3.1 (Transformation System DT 0 ). The transformation system DT 0 consists of the rules given in Figure 1 . We write E ⇛ R E ′ for a one-step transformation from an oriented pure-constructor CTRS E (on an oriented pure-constructor deterministic CTRS R) into another CTRS E ′ by applying downward one of transformation rules in Figure 1 . We say that a transformation of the form E = E 1 ⇛ R · · · ⇛ R E n succeeds if E n is deterministic.
(Nar: Narrowing)
(Def: Definition) If l → r ⇐ c is a pure-constructor rewrite rule with root(l) ∈ D E∪R , then We give intuitive explanations of transformations by using simple examples. The first example explains Nar and Fld 0 . Example 1. Consider CTRSs E sub and R add in the introduction. We have only one non-deterministic rule
Now we transform ρ 1 by Nar to obtain the following rewrite rules:
Because this is very complex, we intuitively explain this transformation by decomposing it into several steps. The first step is case splitting of the conditional part of ρ 1 . We have two cases 0 and s(y ′ ) for the second argument y of add, which is induced by the rules defining add. We obtain the following two rules:
The second step takes reductions of the conditions. The term add(x, 0) in the conditional part of ρ 2 ′ is reduced to x by R add , hence ρ 2 ′ is transformed to ρ 2 ′′ below. However add(x, s(y ′ )) is not reducible by R add because the conditional part of ρ 3 ′ is not reducible. When the rule ρ 3 ′ is applied to a term with a substitution σ, the term add(x, s(y ′ ))σ is reduced to zσ, where only the rule add(x, s(y
Here variables are renamed for ease of understanding. Thus add(x, y ′ )σ must be reduced to a term t such that s(t) = zσ. Summarizing this observation, the rule ρ 3 ′ is transformed to ρ 3 ′′ :
Note that although ρ 2 ′′ and ρ 3 ′′ are not pure-constructor rules, these rules are used only for explaining the intuition behind the transformation rules and do not appear in the real transformations. The third step removes conditions that contain no defined symbols. Intuitively the condition x → z means that the values of z and x are equal. Thus ρ 2 ′′ is simplified to ρ 2 by substituting x for z and by removing x → x. By a similar reason, ρ 3 ′′ is simplified to ρ 3 by substituting s(z ′ ) for z and by removing s(z ′ ) → s(z ′ ). The series of splitting, reductions, simplification are formalized as the transformation rule named Nar, which transforms ρ 1 into ρ 2 and ρ 3 in one step. We sometime describe this rule like Nar add with the function used in the reductions attached. If a rule contains an infeasible condition like s(x) → 0 then both sides are not unifiable and it fails the simplification by removing such conditions with no defined symbol in left-hand side. Such a rule, however, is not produced by Nar since we take the most general unifier also from right-hand sides.
Since ρ 3 is still non-deterministic, we will fold by replacing add(z, y ′ ) → z ′ with sub(z ′ , y ′ ) → x according to the following rule ρ 1 ′ , which is ρ 1 with variables (partially) renamed:
By this folding, we obtain the following rule ρ 4 :
This is formalized as the transformation rule Fld 0 . The formula
′ in the transformation rule Fld 0 are typically selected from rewrite 
is an inductive theorem of {ρ 2 , ρ 3 } ∪ R add by using structural induction. This is also proved by using Lemma 5.4 shown later in this paper. Now, we have a successful transformation sequence
and stop the transformation because the rules are all deterministic. Note that the name of the rule is attached to each one-step transformation like ⇛ Nar R . This transformation sequence is represented a proof-tree-like notation as in Figure 2 , which we use in the sequel.
The side condition on variables in Fld 0 rule is necessary as shown by the next example.
Example 2. Consider E oneThird and R add :
If we ignored the variable condition of Fld 0 , the latter rule could be folded by the former rule, producing E ′ oneThird :
It is possible to reduce isTwoThird(
The third example explains a typical choice of formulas used in Fld 0 transformation. 
Note that the latter rule of R ′ add is modified a bit from R add . The transformation is shown in Figure 3 . We obtain a deterministic CTRS E ′ sub slightly different from Example 1. In the folding step, add(s(x),
according to the following inductive theorem, which is a constructor-instance of ρ 1 :
Note that constructor substitutions preserve inductive theorems. as shown by Proposition 5.3 in Section 5.
The fourth example explains Def rule.
Example 4. Consider the following CTRSs E div and R mul , where div is the division on natural numbers:
From E div and R mul , we obtain a successful transformation E div ⇛ * R mul R div as shown in Figure 4 . The rewrite rule ρ 11 in Figure 4 is still non-deterministic since the occurrence of w is unknown. If we can replace add(w,
by an atom u → w such that the term u contains no occurrence of w, the rule becomes deterministic. Thus we define the rule sub(z, y) → x ⇐ add(x, y) → z and replace add(w,
Typically we introduce rules like this example to make left-hand side of a condition deterministic by combination with Fld 0 .
As a result of the transformation, we obtained a deterministic CTRS R div ∪ R mul :
Remark that the transformation rule Fld 0 does not preserve constructorbased reduction as shown in the following example.
we obtain the following rule by Fld 0 :
However, it is not possible to reduce sub(0, 0) to 0 by the resulting CTRS.
Additional conditions to avoid this problem are discussed in Section 4.3.
The following important syntactic property holds obviously from the construction of the transformation rules.
Proposition 3.2. Let R and E 1 be oriented and pure-constructor CTRSs such that D E 1 ∩ F un(R) = ∅. Then E 2 obtained from E 1 by one transformation step is also an oriented and pure-constructor system satisfying
Soundness
In this section, we first redefine the constructor-based reduction of a CTRS. We then show that the transformation system is simulation sound and also simulation complete, that is, the system is correct.
Redefinition of the constructor-based reduction
We redefine the constructor-based reduction. The k-level constructor-
The constructor-based reduction − → c R is the monotonic closure of k≥0 − → c
This definition is simpler than the ordinary one and makes proofs of this paper easier and clearer. These definitions are equivalent for pure-constructor CTRSs as shown by the following proposition. Proof . In this proof, we distinguish the ordinary constructor-based reduction from the redefined one by attaching a prime to the former, e.g., − → c ′ R for the ordinary one and − → c R for the redefined one.
Consider the more interesting direction that − → c
R v for any pattern u and any constructor term v.
Since u = v we have at least one step reduction in u * − → c
Since u i σ is a pattern and v i σ is a constructor term, we obtain
Here rσ is a constructor term. Therefore,
R t for some k and hence there exists a rule l → r ⇐ c in R and a constructor substitution
R , which concludes the proof. P
The following proposition guarantees that it is enough to consider patterns in order to prove the simulation soundness and simulation completeness. Proposition 4.2. Let R and E 1 be oriented and pure-constructor CTRSs such that R is deterministic satisfying
Proof . We prove that s
′ by induction on the number n of the former reduction steps. Since the case n = 0 is trivial, we consider the case n > 0. Then the former reduction is represented as
the rule used in the first step is in R, and from the assumption and the fact that lσ is a pattern, otherwise. We also have
′ from the induction hypothesis, which concludes the proof. P
Simulation soundness
We show the simulation soundness, that is,
It suffices to show the simulation soundness for one step reduction by Proposition 4.2. Instead, we have to be careful with newly defined symbols introduced by the rule Def.
Proof . We show that s − → c
Note that this rule does not contain any newly introduced symbol in E 2 . Thus
Otherwise we consider separately each transformation rule in the transformation.
• Nar:
We can assume that s = lσθ, t = rσθ and − → c
E 2 ∪R r ′ θ for a ground constructor substitution θ. Here we can assume that Dom(θ) = Var(l, r, c, l
• Def: Since s does not contain the newly introduced symbol root(l), the term s is reduced by a rule in E. P Theorem 4.4 (Simulation Soundness). Let R and E be oriented and pureconstructor CTRSs. If R is deterministic satisfying D E ∩ F un(R) = ∅, then the transformations of DT 0 are simulation sound, i.
Proof . The property D E ∩ F un(R) = ∅ is preserved by Proposition 3.2. We prove by induction on the number n of the steps of the transformation that s − → c E ′ ∪R t implies s − → c E∪R t. Thanks to Proposition 4.2 we can assume that s is a pattern in T (D E ∪ C).
Since the case n = 0 is trivial, consider the case n > 0.
Thus s − → c E∪R t follows from the induction hypothesis. P
Simulation completeness
We show the simulation completeness, that is,
Since Fld 0 is not simulation complete as shown in Example 5, we must be careful in applying Fld 0 . Before giving additional side conditions of Fld 0 , we define a necessary definition.
Definition 4.5 (Level condition).
Let l → r ⇐ c be a formula that satisfies the following for every k ≥ 0 and ground constructor substitution σ:
Then l → r ⇐ c is said to be an inductive theorem of R satisfying the level condition.
A rule l → r ⇐ c in R is clearly an inductive theorem of R satisfying the level condition.
We define three additional side conditions of Fld 0 as follows;
′ is an inductive theorem of E 1 ∪ R satisfying the level condition, and there exists a well-founded order a such that (lσ, rσ) a (l ′ σ, r ′ σ) for any ground constructor substitution σ such that − → c E 1 ∪R , σ |= c; c ′ .
(C3) There exists a well-founded order a such that
It is generally undecidable whether a given formula is an inductive theorem (with level condition). In Section 5.1, we discuss syntactic conditions for the inductive theorem used in the side-condition of Fld 0 . We also give a syntactic condition for the level condition of (C2) in Section 5.2. We use the condition (C3) to prove a completeness result in Section 6. We use Fld i for Fld 0 with (Ci) attached for each i. We use DT 123 for denoting the system obtained from DT 0 by replacing Fld 0 with three transformation rules Fld 1 , Fld 2 and Fld 3 .
The condition (C1) is a simple restriction that takes a constructor-instance of a rule in E (not E 1 ) for folding. This is simple but valuable, especially when replacing a conditional part by a function introduced by Def.
Unfortunately Fld 1 is insufficient for the transformation in Example 1, because sub(x, y) → z already disappeared in an earlier stage in the transformation sequence. Now consider the condition (C2). By comparing the applications of Fld 0 in Examples 1 and 5, we observe that the resulting rewrite rules constitute a recursive definition of sub. The former application is successful because l is smaller than l ′ in some sense, which makes sense as a recursive definition. The folding application in Example 5 is not successful because l and l ′ are equal in some sense, and hence the rule l → r ⇐ l ′ → r ′ is nonsense as a recursive definition. This is why the order constraint is necessary.
In the following example, the order for (C2) is designed by the recursive path order [12] .
Example 6. Consider the transformation sequence in Example 1:
The second step ⇛
where > rpo is the recursive path order [12] . Then a is well-founded and
This is guaranteed by Lemma 5.5, as discussed in Section 5.
In general, it is enough to find a well-founded order that is stable under substitution such that (l, r) ≻ (l ′ , r ′ ), and the monotonicity property is not necessary. This enables us to combine the argument filtering technique [13] and simplification orders [12] like recursive path order in order to design a suitable order.
In the condition (C2), the constraint imposed on the order is strongly localized and hence we have to show only (lσ, rσ) a (l ′ σ, r ′ σ). The level condition for inductive theorems in (C2) is necessary as shown by the following example.
Example 7. Consider E even and R double :
We have the following transformation sequence:
where
The second folding step satisfies the order condition in (C2), but not the level condition in (C2). It is possible to reduce odd(0) to ff by {ρ 15 , ρ 14 } ∪ R double , but impossible by {ρ 15 , ρ 16 } ∪ R double .
The conditions (C1) and (C2) have a benefit that they do not require a kind of termination property of CTRSs. However, they are not sufficient for the completeness result that we discuss in Section 6. In this sense the condition (C3) is more powerful and we use this condition for the completeness proof of transformations. Instead it requires to design a well-founded order such that every rewrite rule in E ∪ R must be ordered. Note that it is not necessary to use the same order a in each application of Fld 2 or Fld 3 during the entire transformation sequence. This greatly eases the design of the orders especially for Fld 2 .
In the rest of subsection, we prove the simulation completeness of DT
′ is a constructor-instance of a rule in E. We show that for a pattern s ∈ T (D E 1 ∪ C) and ground constructor term t, s − → c
Consider the case that the reduction s − → c
′′ for a ground constructor substitution θ. Since − → c E 2 ∪R , θ |= c ′′ by the induction hypothesis, we have s = l ′′ θ − → c E 2 ∪R r ′′ θ = t.
Consider the case that the reduction s − → c E 1 ∪R , θ |= c; c ′ for a ground constructor substitution θ, where we can assume that Dom(θ) = Var(l, r, c, c ′ ) without loss of generality. By the induction hypothesis, − → c E 2 ∪R , θ |= c; c ′ . Since l ′ → r ′ ⇐ c ′ is a constructor-instance of a rule in E ⊆ E 2 , let the rule be l ′′ → r ′′ ⇐ c ′′ . Then there exists a constructor substitution γ such that
The transformation rule Fld 2 is simulation complete.
We show for a pattern s ∈ T (D E 1 ∪ C) and ground constructor term t that s − → c (k) E 1 ∪R t implies s − → c E 2 ∪R t by (well-founded) induction on the (k, (s, t)) ordered by the lexicographic product > N × lex a.
E 1 ∪R , θ |= c ′′ for a ground constructor substitution θ. Since − → c E 2 ∪R , θ |= c ′′ by the induction hypothesis, we have s = l ′′ θ − → c E 2 ∪R r ′′ θ = t.
E 1 ∪R , θ |= c; c ′ for a ground constructor substitution θ, where we can assume that Dom(θ) = Var(l, r, c, c ′ ) without loss of generality.
Since
by the induction hypothesis. Since − → c E 2 ∪R , θ |= c also holds by the induction hypothesis, it follows that s = lθ = lσ − → c E 2 ∪R rσ = rθ = t. P Lemma 4.8. The rule Fld 3 is simulation complete.
We show for a pattern s ∈ T (D E 1 ∪ C) and constructor term t that s − → c (k) E 1 ∪R t implies s − → c E 2 ∪R t by (well-founded) induction on the ((s, t), k) ordered by the lexicographic product a × lex > N .
E 1 ∪R , θ |= c ′′ for a ground constructor substitution θ. From the first condition of (C3), for any condition u → v in c ′′ we have (s, t) = (l ′′ θ, r ′′ θ) ⊒ (uθ, vθ). It follows from the induction hypothesis that − → c E 2 ∪R , θ |= c ′′ , and hence
E 1 ∪R , θ |= c; c ′ where we can assume that Dom(θ) = Var(l, r, c, c ′ ) without loss of generality.
Thus we have l ′ σ − → c E 2 ∪R r ′ σ by the induction hypothesis. From the first condition of (C3), for any condition u → v in c; c ′ we have (s, t) = (lθ, rθ) ⊒ (uθ, vθ) = (uσ, vσ). It follows from − → c (k−1) E 1 ∪R , σ |= c that − → c E 2 ∪R , σ |= c by the induction hypothesis. Therefore s = lθ = lσ − → c E 2 ∪R rσ = rθ = t. P
The simulation completeness for the remaining transformation rules is shown as follows.
Lemma 4.9. The rules Nar and Def are simulation complete.
Proof . Let E 2 be a CTRS obtained from E 1 by a rule Nar or Def. We show that for a pattern s on T (D E 1 ∪ C) and constructor term t, s − → c (k)
′′ by the induction hypothesis, we have s = l ′′ θ − → c E 2 ∪R r ′′ θ = t. Otherwise we separately consider each transformation rule in the transformation.
• Nar: Let E 1 = E ∪ {ρ : l → r ⇐ c; u → v} and 
Since the domains of θ and θ ′ are disjoint, there exists an extension θ ′′ of these two substitution.
Here σδ is an extension of θ and θ ′ . Thus we have − → c E 2 ∪R , σδ |= c; c ′ . Therefore, s = lθ = lσδ − → c E 2 ∪R rσδ = rθ = t.
• Def: Trivial since E 1 ∪ R ⊆ E 2 ∪ R. P Now we obtained the simulation completeness of DT 123 .
Theorem 4.10 (Simulation completeness)
. Let R and E be oriented and pure-constructor CTRSs. If R is deterministic satisfying D E ∩ F un(R) = ∅, then the transformations of DT 123 are simulation complete, i.e. E ⇛ * R E ′ and
Proof . Shown by applying Proposition 3.2 and Lemmas 4.6, 4.7, 4.8 and 4.9 repeatedly. P
Syntactic conditions
This section gives syntactic sufficient conditions for the folding transformations.
On inductive theorems
Here, we discuss the side condition in Fld 0 . Consider a transformation sequence E 1 ⇛ R · · · ⇛ R E n , and syntactic conditions that guarantee that
Proposition 5.1. Let l → r ⇐ c ∈ E be a rule such that it has no other overlay rule in E. Then l → r ⇔ ∃X c\l,r .c is an inductive theorem of E ∪ R. Moreover l → r ⇐ ∃X c\l,r .c satisfies the level condition.
E∪R rδ. Thus l → r ⇐ ∃X c\l,r .c is an inductive theorem with level condition.
We show that l → r ⇒ ∃X c\l,r .c is an inductive theorem. Assume that lθ − → c E∪R rθ for some ground constructor substitution θ. Since D E ∩ F un(R) = ∅, only the rule l → r ⇐ c is applicable to the reduction. Thus − → c E∪R , δ |= c for some extension δ of θ. P From the simulation soundness and simulation completeness results, it immediately follows that the transformations of DT 123 preserve inductive theorems.
Lemma 5.2. The transformations of DT 123 preserve inductive theorems, that is, if a formula ϕ is an inductive theorem of E ∪R, then ϕ is an inductive theorem of
Proof . This is shown by structural induction on ϕ by using Theorems 4.4 and 4.10. P
The following proposition is also useful. ′ be a transformation sequence of DT 123 . Let l → r ⇐ c be a rule in E having no other overlay rule in E. Then constructor instances of l → r ⇔ ∃X c\l,r .c are inductive theorems of E ′ ∪ R.
On level condition
Here we discuss the level condition in (C2). Consider a transformation sequence E 1 ⇛ R · · · ⇛ R E n , and an application of Fld 2 to E n . From the proof of Proposition 5.1, l ′ → r ′ ⇐ c ′ in E n ∪R is an inductive theorem of E n ∪R that satisfies the level condition. This is not so powerful because we often choose a rule l ′ → r ′ ⇐ c ′ not in E n but one that previously appeared in E j (1 ≤ j < n). Recalling Example 7, ρ 13 is chosen from E even in the second folding step. However, it does not satisfy the level condition in {ρ 15 , ρ 14 } ∪ R double after modifying ρ 13 by the first folding step. Now we introduce a technical notion of descendants. In the transformation E ∪ {ρ} ⇛ R E ∪ E ′ , we say a rule ρ is transformed into rules in E ′ and say each rule in E ′ is a child of ρ. We use the term descendant as the transitive closure of the child relation.
Observing a transformation E = {ρ 1 } ⇛ Nar R add {ρ 2 , ρ 3 } = E ′ in Example 1, descendants ρ 2 and ρ 3 of ρ 1 are only by Nar. Roughly speaking, ρ 2 is an instance of ρ 1 substituted 0 for y, and ρ 3 is an instance of ρ 1 substituted s(y ′ ) for y. We can say that ρ 1 is also an inductive theorem on E ′ ∪ R with level condition. This is summarized as the following lemma.
Lemma 5.5. Let E ⇛ * R E ′ be a transformation sequence of DT 123 . Let ρ : l → r ⇐ c be in E such that any descendants of ρ are produced by Nar in the sequence. Then ρ is an inductive theorem of E ′ ∪ R with level condition.
Proof . First we define a notion of proof reductions. As in [2] , a reduction of a CTRS is captured as a proof tree. A set of proof reductions of − → c R , σ |= s → t is the set of all reductions of a proof tree with s → t as the goal. Note that they are not uniquely determined. Secondly we prove the following claim by induction on the number n of the transformation steps.
Let σ be a ground constructor substitution such that − → c E ′ ∪R , σ |= c. Let PR be a set of all proof reductions of − → c E ′ ∪R , σ |= c. Then there exist ground constructor substitutions θ, δ and a rule ρ ′ : lθ → rθ ⇐ c ′ ∈ E ′ such that ρ ′ is a descendant of ρ, lθδ = lσ, rθδ = rσ, − → c E ′ ∪R , δ |= c ′ and there exists a set of proof reductions of − → c E ′ ∪R , δ |= c ′ which is a subset of PR.
In the case of n = 0 this is trivial by taking empty substitution as θ, c as c ′ , and σ as δ.
We consider the case that n > 0.
From the simulation soundness of the transformation, we have − → c E 1 ∪R , σ |= c. Let PR 1 be one of its sets of proof reductions. Then by the induction hypothesis there exist ground constructor substitutions θ 1 , δ 1 and a rule ρ 1 : lθ 1 → rθ 1 ⇐ c 1 ∈ E 1 such that ρ 1 is a descendant of ρ, lθ 1 δ 1 = lσ, rθ 1 δ 1 = rσ, − → c E 1 ∪R , δ |= c 1 and there exists a set of proof reductions PR
We can take θ 1 as θ, δ 1 as δ and ρ 1 as ρ ′ . We can construct a set of proof reductions of − → c E ′ ∪R , δ 1 |= c 1 which is a subset of PR by modifying PR ′ 1 according to the difference between PR 1 and PR.
Suppose
′ ) = ∅ and hence there exists an extension δ ′′ of δ 1 and δ ′ , without loss of generality. Thus Nar produces a rule
′ whose reduction set is a subset of PR 1 . We can construct a set of proof reductions of − → c E ′ ∪R , δ |= c ′ which is a subset of PR. Thirdly we show that l → r ⇐ c is an inductive theorem of E ′ with level condition. Let σ be a ground constructor substitution such that − → c (k) E ′ ∪R , σ |= c. By the claim, there exist ground constructor substitutions θ, δ and a rule lθ → rθ ⇐ c ′ ∈ E ′ such that lθδ = lσ, rθδ = rσ and − → c
Consider the transformation sequence in Example 1:
The second step ⇛ Fld 0 R add satisfies the condition (C2), which follows from the fact that the descendants ρ 2 and ρ 3 of ρ 1 are produced by Nar by Lemma 5.5.
Completeness: strategy and termination
The transformations of DT 123 are not terminating in general, because infinitely many applications of Nar and Def are possible.
This section proposes a simple strategy SS for DT 3 . We show that SS is complete, i.e., the transformations according to SS always terminate and produce deterministic CTRSs if no conditional part of the rules in E contains a symbol in D E and R is quasi-decreasing [10, 2] .
The first step of SS selects a non-deterministic rule ρ from E if one exists, introduces new rewrite rules by Def, and transforms ρ to a deterministic one by applying Fld 3 . The second step applies Nar to the new rewrite rules introduced in the first step, and goes back to the first step. We design SS so that the number of new rewrite rules introduced by Def is finite, which guarantees the termination of the strategy. In the strategy, we assume the set C of constructors contains tp i (0 ≤ i ≤ m) such that arity(tp i ) = i, where m is the maximum number of arity(f ) in f ∈ F . By using these constructors we present a tuple (t 1 , . . . , t i ) of terms as tp i (t 1 , . . . , t i ) [14] .
We explain SS intuitively by using an example. Consider E div and R mul in Example 4.
In the first step, we choose a non-deterministic rule from E, if one exists. We have the following non-deterministic rule ρ 7 :
The first condition mul(z, y) → x of ρ 7 has one unknown occurrence of z. If we have a function that computes the first argument of mul from the second argument and the result of mul, it is possible to make ρ 7 deterministic by folding. Thus we introduce the following new rewrite rule by Def:
where each number i in the suffix of mul [02] [1] corresponds to x i in mul(x 1 , x 2 ) → x 0 . The first part of the suffix [02] of mul [02] [1] means that this function takes the result and the second argument of the original function mul, and the second part [1] of the suffix means that the result of mul [02] [1] is the first argument of mul. Note that we don't introduce new rewrite rules if they are already introduced in the past steps.
We can now erase the unknown occurrence in ρ 7 by Fld 0 with ρ 17 :
and the side condition of Fld 0 is satisfied by Lemma 5.4.
The second step applies Nar to the rewrite rules introduced by Def in the first step. We apply Nar to ρ 17 , which produces the following three rules:
Then we go back to the first step. Here rules produced by Nar contain no symbols in D E .
We repeatedly execute the first and the second steps and finally obtain a deterministic CTRS. Note that this strategy eventually terminates because the function symbols possibly introduced are finitely many.
The SS is defined as follows:
Step 1: Choose a non-deterministic rule ρ : l → r ⇐ u 1 → v 1 , . . . , u n → v n from E if one exists; otherwise stop. Repeat the following until ρ becomes deterministic:
1-1: Let the leftmost unknown variable occurrence in u 1 , . . . , u n be in u i . Suppose u i → v i be f (s 1 , . . . , s n ) → s 0 . Let w be the sorted sequence of suffixes of s i 's such that s i has no unknown occurrence of variable. Let w ′ be the sorted sequence of suffixes of the remaining s i 's. Introduce the following rewrite rule by Def if it has not already been introduced:
where x w 1 w 2 ···w j represents the list of variables x w 1 , x w 2 , . . . , x w j .
1-2:
Apply Fld 0 to ρ with a constructor-instance of ρ ′ .
Step 2: Apply Nar to all ρ's introduced in the last execution of Step 1, and goes back to Step 1.
From the definition of SS, the following properties are obtained.
Proposition 6.1. Let E 0 ⇛ R · · · ⇛ R E n be a transformation sequence according to the strategy SS. If it holds for i = 0 that no conditional part of rules in E i contains a symbol in D E i , then it holds also for 1 ≤ i ≤ n.
Proposition 6.2. Transformations according to the strategy SS eventually terminate.
Proof . The application of Fld 0 in Step 1-2 erases an unknown variable occurrences in u i , and hence i increases at least by 1. Thus the loop inside
Step 1 terminates. Rewrite rules introduced by Def in Step 1 are non-deterministic, but their number is bounded. One execution of Step 1 makes one rule deterministic. Thus the loop consisting of Step 1 and 2 also terminates. P
In the rest of this section, we prove the completeness of DT 3 by showing that Fld 0 steps of the strategy satisfy the condition (C3).
Since this section assumes that R is quasi-decreasing, there exists a wellfounded order ≻ on T (F un(R), V) that satisfies the conditions of the quasidecreasing property of R. We design an order a on pairs of terms for the condition (C3) based on ≻. We regard a pair of terms like (mul [02] [1] (s 0 , s 2 ), tp 1 (s 1 )) as the term mul(s 1 , s 2 ) and compare the resulting term by ≻. Thus we prepare a function φ, which represents such a translation, that is,
This is defined as follows.
where arity(f ) = n, i + j = n + 1 and
′ be a transformation according to SS. The partial order a on pairs of terms in F un(E ′ ∪ R) is the strict part of ⊒, which is defined by
We prepare two propositions related to a. The former shows that the body part and the conditional part of the rule introduced by Def in Step 1-1 are equal with respect to ⊒. The latter shows that a satisfies the conditions of the quasi-decreasing property of R.
Proposition 6.4. Let l → r ⇐ u → v be a constructor instance of a rewrite rule introduced by Def in the strategy. Then (lθ, rθ) ⊒ (uθ, vθ) and (uθ, vθ) ⊒ (lθ, rθ) for any ground constructor substitution θ. 
Therefore the proposition holds. P Proposition 6.5. Let R be a quasi-decreasing CTRS, which satisfies D E ∩ F un(R) = ∅. Let l → r ⇐ c be a rewrite rule in R. Then (lθ, rθ) a (uθ, vθ) for any condition u → v in c and any ground constructor substitution θ such that − → c E∪R , θ |= c.
Since φ(lθ, rθ) = lθ and φ(uθ, vθ) = uθ, and R is quasi-decreasing, it follows that φ(lθ, rθ) = lθ ≻ uθ = φ(uθ, vθ). Thus (lθ, rθ) a (uθ, vθ). P Now we give the key lemma of this section which asserts that Fld 0 steps in SS are also Fld 3 steps. Lemma 6.6. Let R and E 0 be oriented and pure-constructor CTRSs such that D E 0 ∩ F un(R) = ∅ and no conditional part of rules in E 0 contains a symbol in D E 0 . Let R be deterministic and quasi-decreasing. Then the transformation sequence E 0 ⇛ R · · · ⇛ R E n according to SS is also a DT 3 sequence.
Proof . We show the following claims by induction on n:
by Def in Step 1-1 then (lθ, rθ) a (uθ, vθ) for any condition u → v in c and any ground constructor substitution θ such that − → c En∪R , θ |= c.
In the case of n = 0, the claim 1 trivially holds, hence we will show the claim 2. Let l → r ⇐ c be a rewrite rule in E 0 such that − → c E 0 ∪R , θ |= c. We have root(lθ) ∈ D E 0 and root(uθ) ∈ D E 0 . Thus (lθ, rθ) a (uθ, vθ) follows.
Consider the case n > 0. We can write the sequence as E 0 ⇛ n−1 R E n−1 ⇛ R E n . For the claim 1, it is enough to consider the case that Fld 0 is applied in the last step. Let For the claim 2, we have three cases according to the transformation rule used in the last step. Here, from the soundness of the transformation (Theorems 4.4 and 4.10) and the claim 1, we have − → c E n−1 ∪R = − → c En∪R .
• Nar: In the strategy, Nar is used in Step 1-2 and is applied only to rules introduced by Def. Let E n−1 = E ∪ {l → r ⇐ u → v} and
′ σ be a rule produced in the last transformation step, and θ be a ground constructor substitution such that − → c En∪R , θ |= c ′ σ. Let u ′ → v ′ be a condition in c ′ . For the claim 2, it suffices to show that (lσθ, rσθ) a (u ′ σθ, v ′ σθ).
By Proposition 6.4, (lσθ, rσθ) ⊒ (uσθ, vσθ). Since σ is the most general unifier, we have uσ = l ′ σ and vσ = r ′ σ.
• Fld 0 : In the strategy, Fld 0 is used in Step 1-1. Let E 1 = E ∪ {l → r ⇐ c; u → v} and E 2 = E ∪ {l → r ⇐ c; l ′ → r ′ }, where l ′ → r ′ ⇐ u → v is a constructor instance of previously introduced rule by Def. The rule l → r ⇐ c; u → v is not the one introduced by Def, because rules introduced by Def disappear in Step 1-2.
Suppose − → c En∪R , σ |= c; u → v, then − → c E n−1 ∪R , σ |= c; u → v since − → c E n−1 ∪R = − → c En∪R . By the induction hypothesis of the claim 2, we have (lσ, rσ) a (uσ, vσ) and
For rules in E, the claim 2 follows from − → c E n−1 ∪R = − → c En∪R and the induction hypothesis of the claim 2.
• Def: In this case, we have nothing to show for the claim 2. P Summarizing this section, we obtain the following theorem.
Theorem 6.7 (Completeness). Let R and E be oriented and pure-constructor CTRSs such that D E ∩ F un(R) = ∅ and no conditional part of any rule in E contains a symbol in D E . If R is deterministic and quasi-decreasing, then the transformation according to the strategy SS eventually stops with producing a deterministic CTRS.
In this section, we developed the strategy SS, which is terminating and always produces deterministic CTRSs if no conditional part of the rules in E contains a symbol in D E and R is quasi-decreasing. This means that DT 123 is a complete determinization transformation system for non-deterministic CTRSs satisfying the restrictions. The former restriction is not a problem from the viewpoint of program generation of rewriting systems. A specification of f is usually given as properties c that must be satisfied, which is a relationship between inputs x 1 , . . . , x n of f and its output y. This is representable in the form of f (x 1 , . . . , x n ) → y ⇐ c. The latter restriction is currently problematic since quasi-decreasingness, which is equivalent to the operational termination, is difficult to show. The deterministic CTRSs presented in this paper including the resulting CTRSs by the determinization are, nevertheless, quasi-decreasing except for R div , R ′ lib , R ′ ssp and R ′′ ssp . These quasi-decreasing CTRSs have equivalent simply terminating TRSs, where a simply terminating TRS [15] is a TRS whose termination is proved by a simplification order [12] . It is not difficult to show that a pure-constructor CTRS transformed from a simply terminating TRS is quasi-decreasing because a simplification order has the subterm property, i.e. l ≻ C[t] implies l ≻ t.
Examples
In this section, we present larger examples.
Example 9. In this example, we generate a deterministic CTRS R ssp , which solves the sub-list summation problem. The inputs and outputs of ssp are described below:
Input: a list xs of natural numbers and a natural number v.
Output: a sub-list ys of xs satisfying y∈ys y = v.
CTRSs E ssp and R lib are given as follows:
subL(nil, nil) → tt, subL(xs, y :: ys) → z ⇐ subL(xs, ys) → z, subL(y :: xs, y ::
As a result of the transformation shown in Figure 5 , we obtained a CTRS : Example 10. This is another example, we generate a deterministic CTRS R ′ ssp , which is the multi-set version of the subset summation problem. CTRSs E ′ ssp and R ′ lib are given as follows: 
: xs, ys) → z ⇐ del(x, ys) → some(ws); ⊆ m (xs, ws) → z, del(x, nil) → none, del(x, x :: ys) → some(ys), del(x, y :: ys) → some(y :: zs) ⇐ del(x, ys) → some(zs), sum(nil) → 0, sum(x :: xs) → z ⇐ sum(xs) → w; add(w,
We omit to present the transformation because it is rather complex. We obtain the following CTRS: 
Related works
To the best of our knowledge, there has been no existing work on determinization of CTRSs. However, in the course of our work, we have noticed that the determinization is closely related to partial program inversion [16, 9] .
Partial inversion of g(x, y), where the value of the second argument is given, is a function g {2} (z, y) satisfying g(x, y) = z ⇐⇒ g {2} (z, y) = x, where the set {2} contains the positions of the known arguments. The function g {2} directly corresponds to g [02] [1] which discussed in Section 6. This means that if we can compute partial inversion functions, non-deterministic CTRSs can be determinized in the same way as in Section 6.
There are a lot of studies on program inversion [17, 18, 19, 20, 21, 14, 22, 16, 23, 24, 9, 5] . Most of them are devoted to produce a full-inversion function, that is, a functionḡ {} (z) satisfying g(x, y) = z ⇐⇒ḡ {} (z) = (x, y). Unfortunately full-inversion is insufficient for the determinization.
Nishida et al. presented a partial program-inversion algorithm for term rewriting systems [16] . Their algorithm consists of two stages. The first stage transforms a constructor TRS, which is a CTRS having no conditions, into a CTRS that defines partial inversion functions. The second stage transforms the CTRS obtained from the first stage into a TRS by using the unraveling technique. It is shown that the first stage preserves innermost reduction. The relationship between the method of [16] and our transformation according to the strategy SS is summarized as follows:
• The first stage of [16] allows only TRSs as input. Transforming a constructor CTRS into an equivalent TRS is difficult even for deterministic CTRSs [25, 26, 27] .
• The transformation according to SS may possibly simulate the first stage of [16] , if we combine the transformation according to SS with the transformation from a constructor TRS into an equivalent pureconstructor CTRS. (This is a conjecture.)
A non-mechanical transformation of DT 123 can produce results different from the first stage of [16] . For instance, no program inversion method obtains R ssp in Example 9, which works efficiently. The inversion technique, instead, produces the following CTRS R ′′ ssp , which is less efficient than R ssp :
ssp(xs, v) → ys ⇐ subL {2} (tt, xs) → ys; sum(ys) → v, subL {2} (tt, nil) → nil, subL {2} (z, y :: ys) → xs ⇐ subL {2} (z, ys) → xs, subL {2} (z, y :: ys) → y :: xs ⇐ subL {2} (z, ys) → xs, sum(nil) → 0, sum(x :: xs) → z ⇐ sum(xs) → w; add(w, x) → z
This R ′′ ssp can also be produced by our transformation DT 3 with the strategy SS.
Almendros-Jiménez and Vidal proposed a simple method for partial program inversion [9] . Their method is applicable for a subclass of constructor and left-linear TRSs, which means that their method can be applied no wider than the method of [16] .
On the other hand, determinization can be regarded as a program generation, because a non-deterministic CTRS is also regarded as a non-executable specification. The study of program generation has a long history. A wellknown method is unfold/fold transformation, firstly introduced for functional programs [28] and formulated for logic programs [11] (see the paper [29] for a survey). This method has also been studied extensively for logic [30, 31, 32, 33, 34, 35] , constraint logic [36, 37, 38, 39] , functional [40] and functional-logic [41] programs.
There is a one-to-one correspondence between the constructor-based reduction of a pure-constructor CTRS and the execution of the CTRS as a definite logic program, where a definite logic program is a set of clauses without negative literals in the premise. For example, add(0, s(0)) − → c f (t 1 , . . . , t n ) → t 0 as an atom F (t 1 , . . . , t n , t 0 ):
ADD(x, 0, x) ADD(x, s(y), s(z)) ⇐ ADD (x, y, z) .
Under the program, ADD(0, s(0), s(0)) holds because ADD(0, 0, 0) holds. In this sense, our transformation system is deeply related to fold/unfolding transformations of definite logic programs [30, 31, 32, 33, 34, 35] . Actually, the unfolding rule corresponds to Nar. The goal replacement rule corresponds to Fld 1 . The logical soundness of transformations of logic programming is defined as follows: an atomic formula is true under the initial program if it is true under the final program. The logical soundness corresponds to the simulation soundness. Similarly the logical completeness corresponds to the simulation completeness.
Since the logical completeness does not hold in general and depends on the termination property of final program [28] , the history of studies on fold/unfold transformation can be rephrased as a history of fights with termination. Roychoudhury et al. proposed a general treatment of termination for the logical completeness [34] . They introduced a measure for atoms and two measures for clauses on a single domain, and defined measure-preserving folding/unfolding. They proved that the system is logically complete if the initial program is measure-consistent. The main differences between the method [34] and the method of this paper are as follows:
• The method in this paper does not define simultaneous folding with multiple rules.
• Measures are fixed in advance in the method [34] , while in our approach orders are allowed to be different in each folding application.
Pettorossi et al. proposed a method to attach integer constraints to a fold/unfold transformation sequence and to check the logical completeness by the satisfiability of the constraints [35] . This approach has a benefit that a relevant measure is found by the satisfiability check. The measure found by satisfiability check is for the entire transformation, which is the main difference between [35] and this paper.
Concluding remarks

Garbage
Infeasible rewrite rules, whose conditions are never satisfied, may be produced. For example, both the conditions = N (y, x) → tt and = N (y, x) → ff may appear in a rule. If we know that = N has the confluence property, we can remove the infeasible rule. However, it is generally difficult to remove infeasible rules in a systematic way.
Obtaining efficient CTRSs
The transformations of DT 3 are mechanized by the strategy SS proposed in Section 6. However, the resulting CTRS is not efficient in general. For example, we can generate R ssp , which works efficiently, by DT 123 as shown in Example 9, but the strategy SS generates the less efficient R ′′ ssp as shown in Section 8. Thus we should develop another strategy that generates more efficient CTRSs mechanically.
