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COMBINATORIAL PROOF OF SELBERG’S INTEGRAL FORMULA
ALEXANDER HAUPT
Abstract. In this paper we present a combinatorial proof of Selberg’s integral formula. We
start by giving a bijective proof of a Theorem about the number of topological orders of a certain
related directed graph. Selberg’s Integral Formula then follows by induction. This solves a
problem posed by R. Stanley in 2008. Our proof is based on Andersons analytic proof of the
formula. As part of the proof we show a further generalisation of the generalised Vandermonde
determinant.
1. Introduction
1.1. Selbergs Integral Formula. Stanley has stated the following result in his collection of
open bijective problems.
Theorem 1.1 (Problem 27 [Sta15]). Let n ě 2 and t ě 0. Let fpn, tq be the number of sequences
of length n ` 2t`n2˘ with n symbols named x and 2t symbols named aij’s where 1 ď i ă j ď n,
such that each aij occurs between the ith and the jth copy of x in the sequence. Then we have
fpn, tq “ pn` 2t
`
n
2
˘q!
n!p2tq!pn2q
nź
j“1
ppj ´ 1qtq!2pjtq!
t!p1` pn` j ´ 2qtq! .
You can find a slightly more general version, together with a sketch of proof, is in his book
“Enumerative Combinatorics” [Sta12][Chapter 1, Problem 11]. The striking fact about this result
is that the only known proof is non-combinatorial in that it uses an analytical result known as
the Selberg’s Integral Formula. He stresses that a combinatorial proof would be very interesting,
as the problem definition and solution are both of combinatorial nature. We now give a very
brief sketch of the analytical proof:
Sketch of proof using Selberg’s Integral Formula. For each of the n`2t`n2˘ symbols choose a point
independently and uniformly at random from r0, 1s. The order of the points in r0, 1s gives a
sequence of symbols, where every permutation is equally likely. We can deduce that the number
of sequences that follow the rules above equals:`
n` 2t`n2˘˘!
n!p2tq!pn2q
ż 1
0
¨ ¨ ¨
ż 1
0
ź
jąi
|xj ´ xi|2tdx1 . . . dxn.
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Now for the last step we evaluate the integral using the Selberg’s Integral Formula, which
immediately gives the result. 
Selberg’s integral formula in its general form was first proved by Selberg in 1944 and then was
rediscovered and generalised a number of times since then.
Theorem 1.2 (Selberg’s integral formula). Define
Snpa, b, cq :“ 1
n!
ż 1
0
¨ ¨ ¨
ż 1
0
ź
i
xa´1i p1´ xiqb´1
ź
iăj
|xi ´ xj|2cdx1 . . . dxn.
Then if the integral converges absolutely, we have
Snpa, b, cq “
n´1ź
j“0
Γpa` cjqΓpb` cjqΓpc` cjq
ΓpcqΓpa` b` pj ` n´ 1qcq .
With the aim of finding a combinatorial proof of Theorem 1.1, Kim et al defined Selberg pages
and Young pages in 2014 [KO17] and proposed that one could find a combinatorial proof via
these constructs. However, they showed that not for all Young-pages there exist “nice” product
formulas. This means that arguments via induction on Young-pages will most likely fail.
In this paper we like to argue about topological orderings of directed acyclic graphs, which we
define now. For a more detailed introduction of topological orderings, see [Knu97].
Definition 1.3. Given a directed acyclic graph G “ pV,Eq on n vertices we define a topological
ordering as a bijection f : V Ñ rns such that for each directed edge iÑ j we have fpiq ą fpjq.
We denote by TOPpGq the set of of topological orderings of G and define toppGq :“ |TOPpGq|.
We use graphs instead of sequences, as they are easier to visualise. However, both views are
essentially equivalent, as rules for these sequences can be translated into directed graphs, and
vice versa. For example the rule that a symbol named aij must be between xi and xj can be
expressed with two edges xj Ñ aij and aij Ñ xi, which we sometimes combine to xj Ñ aij Ñ xi.
The following special graph captures the rules for our sequences.
Definition 1.4. For integers n, a, b, c ě 1 let GSpn, a, b, cq “ pVS, ESq be the graph with vertex
set:
VS “ tx1, x2, . . . , xnu
Y tpi,k : @i P rns @k P ra´ 1su
Y tqi,k : @i P rns @k P rb´ 1su
Y tri,j,k : @i ă j P rns @k P r2csu
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Figure 1.1. The directed graph GSp3, 3, 2, 1q
and edge set
ES “ txi`1 Ñ xi : @i P rn´ 1su
Y txi Ñ pi,k : @i P rns @k P ra´ 1su
Y tqi,k Ñ xi : @i P rns @k P rb´ 1su
Y txj Ñ ri,j,k Ñ xi : @i ă j P rns @k P r2csu.
See Figure 1.1 for a drawing of such a graph, where we have grouped some vertices and edges
together. Theorem 1.2 for integers n, a, b, c ě 1 can be stated combinatorially in terms of
topological orderings as follows:
Theorem 1.5 (Combinatorial interpretation). For integers n, a, b, c ě 1, we have:
toppGSpn, a, b, cqq
“
ˆ
npa` b´ 1q `
ˆ
n
2
˙
¨ 2c
˙
!
n´1ź
j“0
pa` cj ´ 1q!pb` cj ´ 1q!pc` cj ´ 1q!
pc´ 1q!pa` b` pj ` n´ 1qc´ 1q! .
Note that for a “ b “ 1 this implies Theorem 1.1, and in general implies the more general version
as seen in [Sta12][Chapter 1, Problem 11].
The proof of Theorem 1.5 is essentially a combinatorial analogue of Anderson’s proof [And91]
of Theorem 1.2. Most of the steps in his proof have combinatorial interpretations, and so the
problem basically reduces to finding a combinatorial proof of Theorem 2.2.
1.2. Structure of the paper. In section 2 we investigate the number of topological orderings
of a special graph related to the graph GS. We state and prove Theorem 2.2, first showing the
motivation, then turning the ideas into a bijection. In section 3 we use Theorem 2.2 to prove
Theorem 1.5 by induction. For better understanding we also give an example, which shows how
Theorem 2.2 is applied. We finish the paper with remarks and open questions.
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Figure 2.1. The directed graph GXp2, 1, 3q
2. Bijective proof of Theorem 2.2
2.1. Motivation. In this section we will investigate the topological orders of the following graph.
Definition 2.1. For fixed α “ pα1, . . . , αnq with αi ě 0, let GXpαq “ pVA, EAq be the directed
graph with vertex set:
VA “ tu1, u2, . . . , unu
Y twi,j,k : @i ă j P rns, @k P rαi ¨ αjsu
and edge set
EA “ tui`1 Ñ ui : @i P rn´ 1su
Y tuj Ñ wi,j,k Ñ ui : @i ă j P rns, @k P rαi ¨ αjsu.
Figure 2.1 shows an example of such a graph for α “ p2, 1, 3q.
Theorem 2.2. Fix α1, . . . , α2n´1 ě 0 with αi “ 1 for i even and let GA “ GXpα1, α2, . . . , α2n´1q
and GB “ GXpα1 ` 1, α3 ` 1, . . . , α2n´1 ` 1q. Note that both graphs have
N :“ n`
ÿ
1ďiăjďn
pα2i´1 ` 1qpα2j´1 ` 1q
vertices. Fix any distinct p1, p3, . . . , p2n´1 P rN s and let
A :“ tf P TOPpGAq : fpuiq “ pi @i oddu
B :“ tf P TOPpGBq : fpuiq “ p2i´1 @iu.
In other words, in B we have fixed labels of the diagonal. In A we have fixed every other label of
the diagonal. We have a bijection
rp
ÿ
αiq!s ˆ AØ
ź
rαi!s ˆB.
This Theorem is essentially a combinatorial interpretation of the following result.
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Theorem 2.3. Fix α1, . . . , α2n´1 ě 0 with αi “ 1 for i even. We have˜
2n´1ÿ
i“1
αi
¸
!
ż x3
x1
. . .
ż x2n´1
x2n´3
ź
iăj
pxj ´ xiqαiαjdx2n´2 . . . dx2 “
2n´1ź
i“1
pαi!q
ź
iăj
both odd
pxj ´ xiqpαi`1qpαj`1q.
Here we can divide through the common factor
ś
iăj
both odd
pxj ´ xiqαiαj , which results in Corollary
2.4, which is used in Andersons Proof of Theorem 1.2 and proved there using a cunning change
of variables. In this section, we show a new idea, which does not rely on change of variables and
which can then be turned into a bijection..
Corollary 2.4. Fix α1, . . . , α2n´1 ě 0 with αi “ 1 for i even. We haveż x3
x1
. . .
ż x2n´1
x2n´3
ź
iăj
not both odd
pxj ´ xiqαiαjdx2n´2 . . . dx2 “
ś
αi!
přαiq! źiăj
both odd
pxj ´ xiqαi`αj`1.
Example 2.5. For α “ p2, 1, 3q we haveż x3
x1
px2 ´ x1q2px3 ´ x2q3px3 ´ x1q6 dx2 “ 160px1 ´ x3q
12
or after dividing through the common factor:ż x3
x1
px2 ´ x1q2px3 ´ x2q3 dx2 “ 160px1 ´ x3q
6
We want to prove Example 2.5 without a bijection first, to show the idea of the proof. Most of
the effort in this section is spent writing the proof as a bijection.
Proof of Example 2.5. We write the expression as a determinant of a matrix, in which x2 appears
in one row only. This allows us to integrate each entry in that row separately.ż x3
x1
px2 ´ x1q2px3 ´ x2q3 dx2
“
ż x3
x1
px3 ´ x1q´6 ¨ det
¨˚
˚˚˚˚
˚˚˚˚
˝
1 x1 x21 x31 x41 x51
0 1 2x1 3x21 4x31 5x41
1 x2 x22 x32 x42 x52
1 x3 x23 x33 x43 x53
0 1 2x3 3x23 4x33 5x43
0 0 1 3x3 6x23 10x33
‹˛‹‹‹‹‹‹‹‹‚
dx2
5
“ px3 ´ x1q´6 ¨ det
¨˚
˚˚˚˚
˚˚˚˚
˝
1 x1 x21 x31 x41 x51
0 1 2x1 3x21 4x31 5x41
x3 ´ x1 12px23 ´ x21q 13px33 ´ x31q 14px43 ´ x41q 15px53 ´ x51q 16px63 ´ x61q
1 x3 x23 x33 x43 x53
0 1 2x3 3x23 4x33 5x43
0 0 1 3x3 6x23 10x33
‹˛‹‹‹‹‹‹‹‹‚
“ px3 ´ x1q´6 ¨ 2!3!6! ¨ det
¨˚
˚˚˚˚
˚˚˚˚
˚˝˚
1 x1 x21 x31 x41 x51 x61
0 1 2x1 3x21 4x31 5x41 6x51
0 0 1 3x1 6x21 10x31 15x41
1 x3 x23 x33 x43 x53 x63
0 1 2x3 3x23 4x33 5x43 6x53
0 0 1 3x3 6x23 10x33 15x43
0 0 0 1 4x3 10x23 20x33
‹˛‹‹‹‹‹‹‹‹‹‹‚
“ 160 ¨ px3 ´ x1q
6

The first and last matrix in above proof can be evaluated using the Generalised Vandermonde
Determinant, as found for example in [Kal84]. We state it next.
Theorem 2.6 (Generalised Vandermonde Determinant). Fix α “ pα1, . . . , αnq with αi ě 1. Let
m “ řαi and Mpα,m, xq be the following α ˆm matrix:
Mpα,m, xq :“
¨˚
˚˚˚˚
˚˝
1 x x2 . . .
`
α´1
0
˘
xα´1 . . .
`
m´1
0
˘
xm´1
0 1 2x . . .
`
α´1
1
˘
xα´2 . . .
`
m´1
1
˘
xm´2
0 0 1 . . .
`
α´1
2
˘
xα´3 . . .
`
m´1
2
˘
xm´3
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 . . .
`
m´1
α´1
˘
xm´α
‹˛‹‹‹‹‹‚.
Then we have:
det
¨˚
˝Mpα1,m, x1q. . .
Mpαn,m, xnq
‹˛‚“ź
iăj
pxj ´ xiqαiαj .
Note that for αi “ 1 @i this reduces to the usual Vandermonde determinant. Before we start
with the bijective proof, we want to highlight the following result: Gessel found a bijective proof
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of the Vandermonde determinant [Ges79], by comparing terms in the expansion. For example
px2 ´ x1qpx3 ´ x1qpx3 ´ x2q “ det
¨˚
˝1 x1 x
2
1
1 x2 x22
1 x3 x23
‹˛‚,
where the terms x1x2x3 and ´x1x2x3 on the left hand side cancel. We will reformulate this using
signed sets and sijections and then generalise it to the Generalised Vandermonde Determinant
above.
2.2. Signed sets and sijections. In a recent paper by Fischer and Konvalinka [FK19] the
concept of signed sets and sijections was introduced. Sijections take the role of bijections for
signed sets. We give a short introduction here, but do change the notation slightly, as we also
want to use weight functions.
A signed set is a finite set S together with a weight function wS, where we allow positive and
negative weights. In this paper all weights are positive or negative products of formal variables.
Define the weight of the whole set wpSq :“ řsPS wpsq.
A sijection f between signed sets S and T is an involution on the set S \ T , where \ denotes
the disjoint union, such that for x P S \ T :
wpfpxqq “
$&%´wpxq, if px P S and fpxq P Sq or px P T and fpxq P T qwpxq, otherwise.
The motivation behind this definition is the following: If we have a sijection between A and B
then wpAq “ wpBq. This is analogous to the fact that if we have a bijection between A and
B, then |A| “ |B|. In [FK19] they had wpsq P t´1, 1u, in which case we call the signed set
unweighted.
If A is a signed set, we define ´A as a copy of A, except we have w´Apaq :“ ´wApaq.
If A and B are signed sets, define A`B as the set A\B together with the weight function
wA`Bpxq :“
$&%wApxq, if x P AwBpxq, if x P B.
Similarly we define A´B as the signed set A` p´Bq.
Example 2.7. Let A and B be the following weighted signed sets. Here the symbols are arbitrary,
but their shape is chosen in accordance to their weight.
A “ t‚,u ˆ t˝, ˝u
“ tp‚, ˝q, p, ˝q, p‚, ˝q, p, ˝qu
B “ pteu, tauq
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with weights:
wp‚q “ x, wpq “ y, wp˝q “ x,
wp˝q “ ´y, wpeq “ x2, wpaq “ ´y2
and implicit weights:
wpp‚, ˝qq “ x2, wpp, ˝qq “ xy,
wpp‚, ˝qq “ ´xy, wpp, ˝qq “ ´y2.
Then the following involution is a sijection:
p‚, ˝q Ø e, p, ˝q Ø a, p, ˝q Ø p‚, ˝q.
Later in the paper, we will not use different symbols for every single object, as seen above, but
instead write the weights immediately:
A “ tx, yu ˆ tx,´yu
B “ tx2,´y2u
From this the underlying reason why a sijection exists is clearer also:
wpAq “ px` yqpx´ yq “ x2 ´ y2 “ wpBq.
2.3. Binomial coefficients.
Definition 2.8. Let x1, x2, . . . , xn be formal variables and k any integer. Define the following
weighted signed set
Bppx1, x2, . . . , xnq, kq :“ tpa1, . . . , anq : ai ě 0,
ÿ
ai “ ku
with weight wpaq “śxaii . For k ă 0 the set is empty.
Example 2.9. The weighted signed set Bppx1, x1, x2q, 2q has
`
n`k´1
k
˘ “ `42˘ “ 6 elements, for
example by the stars and bars method, and their weights are: x21, x21, x21, x1x2, x1x2, x22.
Lemma 2.10. Fix any integers 1 ď q ď j. We have a weight-preserving bijection
rqs ˆBppx, . . . , xlooomooon
q`1 times
qq, j ´ qq Ø rjs ˆBppx, . . . , xlooomooon
q times
q, j ´ qq.
Proof. All elements have weight xj´q, so we can ignore the weights for our bijection. Given an
element p`, pa1, . . . , aq`1qq with ` P rqs and řiPrq`1s ai “ j ´ q, we create a q-tuple by merging a`
and a``1 as follows: pa1, . . . , a`´1, a`` a``1, a``2, . . . , aq`1q. Of course the total sum is unchanged
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and still equals j ´ q. Additionally we record ``řiď` ai P rjs, as to be able to undo the merging
step. This completes our bijection:
p`, pa1, . . . , aq`1qq Ø p``
ÿ
iď`
ai, pa1, . . . , a`´1, a` ` a``1, a``2, . . . , aq`1qq.

Example 2.11. For j “ 4, q “ 2, Lemma 2.10 gives the following bijection:
p1, p2, 0, 0qq Ø p3, p2, 0qq, p2, p2, 0, 0qq Ø p4, p2, 0qq, p1, p1, 1, 0qq Ø p2, p2, 0qq
p2, p1, 1, 0qq Ø p4, p1, 1qq, p1, p1, 0, 1qq Ø p2, p1, 1qq, p2, p1, 0, 1qq Ø p3, p1, 1qq
p1, p0, 2, 0qq Ø p1, p2, 0qq, p2, p0, 2, 0qq Ø p4, p0, 2qq, p1, p0, 1, 1qq Ø p1, p1, 1qq
p2, p0, 1, 1qq Ø p3, p0, 2qq, p1, p0, 0, 2qq Ø p1, p0, 2qq, p2, p0, 0, 2qq Ø p2, p0, 2qq
We need one more lemma. By setting k “ 2,m “ 0, one can see that it is a generalisation of
Example 2.7.
Lemma 2.12. Fix integers k ě 1,m ě 0 and formal variables xi, xj, y1, . . . , ym. Then we have a
weight-preserving sijection
Bppxj, y1, . . . , ymq, kq ´Bppxi, y1, . . . , ymq, kq Ø txj,´xiu ˆBppxi, xj, y1, . . . , ymq, k ´ 1q.
Proof. Let A :“ Bppxi, xj, y1, . . . , ymq, kq. We clearly have
ta P A : a1 “ 0u ` ta P A : a1 ě 1u Ø AØ ta P A : a2 “ 0u ` ta P A : a2 ě 1u.
Rearranging gives the sijection
ta P A : a1 “ 0u ´ ta P A : a2 “ 0u Ø ta P A : a2 ě 1u ´ ta P A : a1 ě 1u.
We also have a bijection ta P A : a1 “ 0u Ø Bppxj, y1, . . . , ymq, kq by simply discarding the first
entry in the tuple, which is always 0. Similarly we have ta P A : a2 “ 0u Ø Bppxi, y1, . . . , ymq, kq.
On the other hand we have a bijection ta P A : a2 ě 1u Ø txju ˆ Bppxi, xj, y1, . . . , ymq, k ´ 1q
by decreasing a2 by 1, but instead multiply by a singleton set with an element with weight
xj to keep the bijection weight-preserving. Similarly we have ta P A : a1 ě 1u Ø txiu ˆ
Bppxi, xj, y1, . . . , ymq, k ´ 1q. This completes the proof, as txju ´ txiu “ txj,´xiu. 
2.4. Topological orders. We start this subsection by showing a sijection between unweighted
signed sets of topological orders.
Lemma 2.13. Let G be any directed graph with three vertices b, g, v with v Ñ g, v Ñ b and
b Ñ g. Let G1 be a copy of G without the edge b Ñ g and G2 a copy of G without v Ñ b and
bÑ g but instead g Ñ b.
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We have a sijection
TOPpGq Ø TOPpG1q ´ TOPpG2q.
Proof. Any topological order f of G1 either has fpbq ą fpgq or fpbq ă fpgq. In the first case, f
is also a topological order of G, while in the second case it is instead a topological order of G2.
On the other hand, any topological order of G or G2 is also a topological order of G1. 
Comparing the sizes of the signed sets on both sides yields the equation toppGq “ toppG1q ´
toppG2q. Or graphically:
top
¨˝ ‚˛“ top
¨˝ ‚˛´ top
¨˝ ‚˛. (2.1)
Example 2.14. We now apply this expansion on all three vertices below the diagonal of GX p1, 1, 1q
as follows:
top
˜ ¸
“ top
˜ ¸
´ top
˜ ¸
´ top
˜ ¸
` top
˜ ¸
´ top
˜ ¸
` top
˜ ¸
` top
˜ ¸
´ top
˜ ¸
Note, that the sign equals ´1 to the power of the number of vertical arrows.
2.5. Weight preserving sijections.
Definition 2.15. Fix integers n ď N P N and let X “ px1, . . . , xnq be a tuple of formal symbols.
Let S be a weighted signed set, in which all elements have weights of the form ˘śiPrns xcii withř
ci “ N ´ n constant, and let P “ pp1, . . . , pnq with all pi P rN s distinct.
We define an unweighted signed set:
φpS,X, P q :“ tps, Lq : s P S,wpsq “ ˘
ź
iPrns
xcii , L “ pL1, . . . , Lnq, Li “ p`i,1, . . . , `i,ciq,
all `i,j and pi distinct integers in rN s, @`i,j P Li `i,j ă piu
with weight wpps, Lqq “ signpwSpsqq.
Remark 2.16. Note that every integer in rN s appears either in P or in some Li. Also note that
we allow ci “ 0, in which case the corresponding tuple Li is an empty tuple, which we write as pq.
Furthermore we have
φpA,X, P q ` φpB,X, P q “ φpA`B,X, P q
and for an unweighted signed set C there is a bijection
C ˆ φpA,X, P q Ø φpC ˆ A,X, P q.
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Finally, if we have a weight-preserving sijection ψ between A and B, then there is a sijection
between φpA,X, P q and φpB,X, P q. This holds as weight-preservation corresponds to the lists Li
having the same lengths.
Now, we can formalise Example 2.14 as follows:
Example 2.17. We again let α “ p1, 1, 1q. And here we set p1 “ 1, p2 “ 4, p3 “ 6. Then
tf P TOP
˜ ¸
: fpuiq “ piu
Ø tf P TOP
˜ ¸
: fpuiq “ piu ´ tf P TOP
˜ ¸
: fpuiq “ piu
“
$’&’%
1
2 4
3 5
6 ,
1
2 4
5 3
6 ,
1
3 4
2 5
6 ,
1
3 4
5 2
6
,/./-´
$’&’%
1
2 4
5 3
6 ,
1
3 4
5 2
6
,/./-
Ø  px2x23, ppq, p2q, p3, 5qqq, px2x23, ppq, p2q, p5, 3qqq, px2x23, ppq, p3q, p2, 5qqq, px2x23, ppq, p3q, p5, 2qqq(
´  px22x3, ppq, p2, 3q, p5qqq, px22x3, ppq, p3, 2q, p5qqq(
“ φpx2x23, px1, x2, x3q, p1, 4, 6qq ´ φpx22x3, px1, x2, x3q, p1, 4, 6qq
“ φppx2 ´ x1qpx3 ´ x1qpx3 ´ x2q, px1, x2, x3q, p1, 4, 6qq,
where we have omitted the sets corresponding to vertical arrows down from u1, because these sets
are empty.
More generally we have:
Lemma 2.18. Fix α “ pα1, . . . , αnq with αi ě 1 and let X “ px1, . . . , xnq a tuple of formal
variables. Then for any tuple P “ pp1, . . . , pnq with p1 ă . . . ă pn and pi P rn`ř1ďiăjďn αiαjs
we have
tf P TOPpGXpαqq : fpuiq “ piu Ø φp
ź
1ďiăjďn
txj,´xiuαiαj , px1, . . . , xnq, P q
Proof. We apply Lemma 2.13 on all vertices wi,j,k, as in Example 2.17. For each vertex wi,j,k we
can choose between a horizontal arrow from uj or a vertical arrow from ui. The sign equals ´1
to the power of times we chose the vertical arrow.
Now, for each term in this expansion, we construct the tuples Lp as follows: We iterate over all
vertices wi,j,k sorted by their indices in lexicographical order. If up Ñ wi,j,k, we add fpwi,j,kq to
the tuple Lp. This way the lists are guaranteed to have the correct length, and we can undo the
process by iterating over all vertices wi,j,k in the same order. 
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Lemma 2.19. Fix 1 ď j ‰ k ă n and p1, . . . , pj´1, pj`1, . . . , pn and X “ px1, . . . , xnq.
Let S be a signed set for which all weights are of the form ˘śiPrns xcii with cj “: `. We have a
sijection
r`` 1s ˆ
ÿ
pjăpk
φpS,X, pp1, p2, . . . , pnqq
Ø φpS 1, px1, . . . , xj´1, xj`1, . . . , xnq, pp1, . . . , pj´1, pj`1, . . . , pnqq
where S 1 is a copy of S, for which x`j is replaced by x``1k in all weights.
Proof. Consider an element px, ps, Lqq P r`` 1s ˆ φpS,X, pp1, p2, . . . , pnqq for any pj. Note that
the tuple Lj contains exactly ` elements. Insert pj into this tuple at position x and append the
resulting tuple to Lk. Since pj is the larger than all elements in Lj , this process is reversible. 
Lemma 2.20. Fix p1 ă . . . ă pj´1 ă pj`1 ă . . . ă pn. We have a sijectionÿ
pj´1ăpjăpj`1
φpS,X, pp1, p2, . . . , pnqq
Ø
ÿ
pjăpj`1
φpS,X, pp1, p2, . . . , pnqq ´
ÿ
pjăpj´1
φpS,X, pp1, p2, . . . , pnqq
Proof. Every choice of pj ă pj`1 either satisfies pj´1 ă pj ă pj`1 or pj ă pj´1. The result
follows. 
2.6. Matrices. We start this subsection with a definition of a signed set D:
Definition 2.21. Let M be an n ˆ n matrix, where each Mi,j is any signed set with weight
function wMi,j . Define a signed set
DpMq :“ tpσ, pm1, . . . ,mnqq : σ P Sn,mi PMi,σpiqu
together with the weight function
wDpMqpσ, pm1, . . . ,mnqq :“ sgnpσq ¨
ź
i
wMi,σpiqpmiq.
Note, that wpDpMqq “ detpM 1q, where M 1 is the matrix with entries M 1i,j “ wpMi,jq.
Using Definition 2.21, one could rewrite Gessels proof of the Vandermonde Determinant as a weight-
preserving sijection between the signed sets
ś
1ďiăjďntxj,´xiu and D
¨˚
˚˝
¨˚
˚˝1 x1 . . . xn´1... ...
1 xn . . . xn´1n
‹˛‹‚‹˛‹‚.
For the rest of this subsection we extend this to a weight-preserving sijection for the generalised
Vandermonde Determinant. For usual matrices, we know that we can add or subtract a row from
another without changing the determinant. We can express this fact for DpMq using a sijection
as follows:
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Lemma 2.22. Fix any i ‰ j P rns. Let A be an nˆ n matrix and A1 be the result after adding
(resp. subtracting) the ith row of A from (resp. to) the jth row. In other words we have
pA1qs,t “
$&%As,t, if s ‰ jAj,t ˘ Ai,t, if s “ j
where addition or subtraction of signed sets is as defined above. We have a sijection
DpAq Ø DpA1q.
Proof. We have DpAq Ă DpA1q, as Aj,t Ă Aj,t ˘ Ai,t, so we only need to find a sign-reversing
involution φ on DpA1qzDpAq. Take any x “ pσ, pm1, . . . ,mnqq P DpA1qzDpAq, so we have
mi P Ai,σpiq and mj P Ai,σpjq. Now define φpxq :“ pσ1, pm11, . . . ,m1nqq with σ1 :“ σpi jq and
m1k :“
$’’’&’’’%
mj, if k “ i
mi, if k “ j
mk, otherwise.
We have m1i “ mj P Ai,σpjq “ Ai,σ1piq and m1j “ mi P Ai,σpiq “ Ai,σ1pjq, so φpxq P DpA1qzDpAq.
Additionally we have sgnpσ1q “ ´sgnpσq, i.e. φ is sign-reversing. Also, φ is clearly an involution.

Definition 2.23. Let α,m ě 0 and y1, . . . , yk, x be formal variables. Define M as the α ˆm
matrix with entries:
Mppy1, . . . , ykq, x, α,mqi,j “ Bppy1, . . . , yk, x, . . . , xlooomooon
i times
q, j ´ iq.
Definition 2.24. Let α “ pα1, . . . , αnq with αi ě 0, m “ řαi and X “ px1, . . . , xnq and
Y “ py1, . . . , ykq tuples of formal variables.
Define the following mˆm block matrix:
HpY,X, αq “
¨˚
˚˝MpY, x1, α1,mq...
MpY, xn, αn,mq
‹˛‹‚.
Before stating the next Theorem in its general form, we would like to show how to use Lemmas
2.22 and 2.12 with an example.
Example 2.25. Let n “ 2, α1 “ 2, α2 “ 2. Then
DpHppq, px1, x2q, p2, 2qqq “ D
¨˚
˚˝˚˚
¨˚
˚˝˚˚Bppx1q, 0q Bppx1q, 1q Bppx1q, 2q Bppx1q, 3qH Bppx1, x1q, 0q Bppx1, x1q, 1q Bppx1, x1q, 2q
Bppx2q, 0q Bppx2q, 1q Bppx2q, 2q Bppx2q, 3q
H Bppx2, x2q, 0q Bppx2, x2q, 1q Bppx2, x2q, 2q
‹˛‹‹‹‚
‹˛‹‹‹‚.
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Now we apply Lemma 2.22 by subtracting row 1 from row 3. Using Lemma 2.12 the entry at
position p3, jq then becomes
Bppx2q, j ´ 1q ´Bppx1q, j ´ 1q Ø tx2,´x1u ˆBppx1, x2q, j ´ 2q
We can pull out the common factor tx2,´x1u out of row 3.
Ø tx2,´x1u ˆD
¨˚
˚˝˚˚
¨˚
˚˝˚˚Bppx1q, 0q Bppx1q, 1q Bppx1q, 2q Bppx1q, 3qH Bppx1, x1q, 0q Bppx1, x1q, 1q Bppx1, x1q, 2q
H Bppx1, x2q, 0q Bppx1, x2q, 1q Bppx1, x2q, 2q
H Bppx2, x2q, 0q Bppx2, x2q, 1q Bppx2, x2q, 2q
‹˛‹‹‹‚
‹˛‹‹‹‚.
Now we apply Lemma 2.22 by subtracting row 3 from row 4. The entry at position p4, jq then
becomes
Bppx2, x2q, j ´ 2q ´Bppx1, x2q, j ´ 2q Ø tx2,´x1u ˆBppx1, x2, x2q, j ´ 3q
We can pull out the common factor tx2,´x1u out of row 4.
Ø tx2,´x1u2 ˆD
¨˚
˚˝˚˚
¨˚
˚˝˚˚Bppx1q, 0q Bppx1q, 1q Bppx1q, 2q Bppx1q, 3qH Bppx1, x1q, 0q Bppx1, x1q, 1q Bppx1, x1q, 2q
H Bppx1, x2q, 0q Bppx1, x2q, 1q Bppx1, x2q, 2q
H H Bppx1, x2, x2q, 0q Bppx1, x2, x2q, 1q
‹˛‹‹‹‚
‹˛‹‹‹‚.
Now all entries in the left-most column are empty sets, except the top-left corner, which contains
a single element with weight 1. Hence we have a sijection
Ø tx2,´x1u2 ˆD
¨˚
˝
¨˚
˝Bppx1, x1q, 0q Bppx1, x1q, 1q Bppx1, x1q, 2qBppx1, x2q, 0q Bppx1, x2q, 1q Bppx1, x2q, 2q
H Bppx1, x2, x2q, 0q Bppx1, x2, x2q, 1q
‹˛‚‹˛‚.
We have shown:
DpHppq, px1, x2q, p2, 2qqq Ø tx2,´x1u2 ˆD pHppx1q, px1, x2q, p1, 2qqq .
Lemma 2.26. Fix α “ pα1, . . . , αnq with αi ě 0, m “ řαi and X “ px1, . . . , xnq and Y “
py1, . . . , ykq tuples of formal variables.
a) For α1 ě 1 there exists a sijection
DpHpY,X, αqq
Ø
ź
2ďjďn
txj,´x1uαj ˆDpHppy1, . . . , yk, x1q, X, pα1 ´ 1, α2, . . . , αnqqq.
b) For α1 “ 0 we have
DpHpY,X, αqq “ DpHpY, px2, . . . , xnq, pα2, . . . , αnqqq
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Proof. For part a) we do the same as in Example 2.25. We start with the matrix DpHpY,X, αqq
with α1 ě 1. We apply Lemmas 2.22 and 2.12 multiple times by doing row operations as follows:
We subtract row 1 from row α1 ` . . .` αj´1 ` 1 for all j P t2, . . . , nu with αj ě 1. Then for all
q P t2, . . . , αju we subtract row α1 ` . . .` αj´1 ` q ´ 1 from row α1 ` . . .` αj´1 ` q. Each time
we pull out the factor txj,´x1u.
In the resulting matrix the left-most column only has empty sets, except for the top-left corner,
which contains a single element with weight 1. We can therefore delete the first row and column
and are left with the matrix DpHppy1, . . . , yk, x1q, X, pα1 ´ 1, α2, . . . , αnqqq.
Part b) follows directly from the definition of H: The top-most block simply has height 0. 
Theorem 2.27. Fix α “ pα1, . . . , αnq with αi ě 0, m “ řαi and X “ px1, . . . , xnq and
Y “ py1, . . . , ykq tuples of formal variables.
Then there exists a sijection
DpHpY,X, αqq Ø
ź
1ďiăjďn
txj,´xiuαiαj .
Proof. Proof by induction on n. For n “ 0, DpHpY, pq, pqqq “ t1u, the statement is true. Now
suppose n ě 1. We apply Lemma 2.26 part a) until α1 is decreased down to 0. In total we have
pulled out a factor
ś
2ďjďntxj,´x1uα1αj . Then we remove α1 and x1 by applying Lemma 2.26 b)
and by the induction hypothesis, the result follows. 
For Y “ pq this theorem is a sijective version of Theorem 2.6. In Appendix A, you can find a
further generalisation of this theorem, but it is not relevant to our proof.
2.7. Putting it all together. We need to define some more matrices
Definition 2.28. Let α,m ě 0 and x be formal variables. Define M1 as the αˆm matrix with
entries:
M1px, α,mqi,j “ Bppx, . . . , xlooomooon
i`1 times
q, j ´ iq.
Define M2 as the 1ˆm matrix with entries:
M2px,mq1,j “ rjs ˆBppxq, j ´ 1q.
Define M3 as the 1ˆm matrix with entries:
M3px, y,mq1,j “ Bppyq, jq ´Bppxq, jq.
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Definition 2.29. Let α “ pα1, α3, . . . , α2n´1q with αi ě 0, m “ řαi. Define the following
mˆm block matrices:
H1ppx1, . . . , x2n´1q, αq :“
¨˚
˚˚˚˚
˚˝˚
M1px1, α1,mq
M2px2,mq
M1px3, α3,mq
...
M1px2n´1, α2n´1,mq
‹˛‹‹‹‹‹‹‚
and
H2ppx1, x3, . . . , x2n´1q, αq :“
¨˚
˚˚˚˚
˚˝˚
M1px1, α1,mq
M3px1, x3,mq
M1px3, α3,mq
...
M1px2n´1, α2n´1,mq
‹˛‹‹‹‹‹‹‚
.
Lemma 2.30. Fix X “ px1, . . . , xnq, P “ pp1, . . . , pnq with p1 ă . . . ă pn and α “ pα1, . . . , αnq.
We have a sijection
tf P TOPpGXpαqq : fpuiq “ pi @iu Ø φpDpHppq, X, αqq, X, P q
Proof. Follows directly from Lemmas 2.18 and 2.27. 
Lemma 2.31. Fix α “ pα1, . . . , α2n´1q with αi ě 0 for i odd and αi “ 1 for i even. Also fix
X “ px1, . . . , x2n´1q a tuple of formal variables. Then we have a sijection
rp
ÿ
αiq!s ˆDpHppq, X, αqq Ø
ź
i odd
rαi!s ˆDpH1pX, pα1, α3, . . . , α2n´1qqq
Proof. By Lemma 2.10 we have:
rjs ˆMppq, x, α,mqi,j “ rjs ˆBppx, . . . , xlooomooon
i times
q, j ´ iq Ø ris ˆBppx, . . . , xlooomooon
i`1 times
q, j ´ iq “ ris ˆM1px, α,mq
We also have rjs ˆMppq, x, 1,mq1,j “ rjs ˆBppxq, j ´ 1q “M2px,mq1,j
From these two facts it follows that multiplying the jth column of DpHppq, α,Xqq through by rjs
for all j yields the same signed set as if one multiplies the jth row of the blockM1px2i´1, α2i´1,mq
through by j, for all j and i. 
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Example 2.32. Let α “ p1, 1, 2q, X “ px1, x2, x3q. Then
r4!s ˆDpHppq, X, αqq
Ø r4!s ˆD
¨˚
˚˝˚˚
¨˚
˚˝˚˚Bppx1q, 0q Bppx1q, 1q Bppx1q, 2q Bppx1q, 3qBppx2q, 0q Bppx2q, 1q Bppx2q, 2q Bppx2q, 3q
Bppx3q, 0q Bppx3q, 1q Bppx3q, 2q Bppx3q, 3q
H Bppx3, x3q, 0q Bppx3, x3q, 1q Bppx3, x3q, 2q
‹˛‹‹‹‚
‹˛‹‹‹‚
Ø D
¨˚
˚˝˚˚
¨˚
˚˝˚˚r1s ˆBppx1q, 0q r2s ˆBppx1q, 1q r3s ˆBppx1q, 2q r4s ˆBppx1q, 3qr1s ˆBppx2q, 0q r2s ˆBppx2q, 1q r3s ˆBppx2q, 2q r4s ˆBppx2q, 3q
r1s ˆBppx3q, 0q r2s ˆBppx3q, 1q r3s ˆBppx3q, 2q r4s ˆBppx3q, 3q
H r2s ˆBppx3, x3q, 0q r3s ˆBppx3, x3q, 1q r4s ˆBppx3, x3q, 2q
‹˛‹‹‹‚
‹˛‹‹‹‚
Ø D
¨˚
˚˝˚˚
¨˚
˚˝˚˚r1s ˆBppx1, x1q, 0q r1s ˆBppx1, x1q, 1q r1s ˆBppx1, x1q, 2q r1s ˆBppx1, x1q, 3qr1s ˆBppx2q, 0q r2s ˆBppx2q, 1q r3s ˆBppx2q, 2q r4s ˆBppx2q, 3q
r1s ˆBppx3, x3q, 0q r1s ˆBppx3, x3q, 1q r1s ˆBppx3, x3q, 2q r1s ˆBppx3, x3q, 3q
H r2s ˆBppx3, x3, x3q, 0q r2s ˆBppx3, x3, x3q, 1q r2s ˆBppx3, x3, x3q, 2q
‹˛‹‹‹‚
‹˛‹‹‹‚
Ø r1!2!s ˆD
¨˚
˚˝˚˚
¨˚
˚˝˚˚ Bppx1, x1q, 0q Bppx1, x1q, 1q Bppx1, x1q, 2q Bppx1, x1q, 3qr1s ˆBppx2q, 0q r2s ˆBppx2q, 1q r3s ˆBppx2q, 2q r4s ˆBppx2q, 3q
Bppx3, x3q, 0q Bppx3, x3q, 1q Bppx3, x3q, 2q Bppx3, x3q, 3q
H Bppx3, x3, x3q, 0q Bppx3, x3, x3q, 1q Bppx3, x3, x3q, 2q
‹˛‹‹‹‚
‹˛‹‹‹‚
Ø r1!2!s ˆDpH1pX, p1, 2qqq
Lemma 2.33. Fix α “ pα1, α3, . . . , α2n´1q with αi ě 0. Also fix X “ px1, . . . , x2n´1q, P “
pp1, p3, . . . , p2n´1q with p1 ă p3 ă . . . ă p2n´1.
ÿ
p1ăp2ă...ăp2n´1
φpDpH1pX,αqq, X, pp1, p2, . . . , p2n´1qq
Ø φpDpH2ppx1, x3, . . . , x2n´1q, αqq, px1, x3, . . . , x2n´1q, P q
Proof. By Lemma 2.19 and Lemma 2.20 we have for fixed j P rms:
ÿ
p1ăp2ăp3
φpM2px2,mq1,j, px1, x2, x3q, pp1, p2, p3qq Ø φpM3px1, x3,mq1,j, px1, x3q, pp1, p3qq.
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Thereforeÿ
p1ăp2ă...ăp2n´1
φpDpH1pX,αqq, X, pp1, p2, . . . , p2n´1qq
Ø
ÿ
p1ăp2ă...ăp2n´1
φpDp
¨˚
˚˚˚˚
˚˚˚˚
˝
M1px1, α1,mq
M2px2,mq
M1px3, α3,mq
M2px4,mq
...
M1px2n´1, α2n´1,mq
‹˛‹‹‹‹‹‹‹‹‚
q, X, pp1, p2, . . . , p2n´1qq
Ø
ÿ
p3ăp4ă...ăp2n´1
φpDp
¨˚
˚˚˚˚
˚˚˚˚
˝
M1px1, α1,mq
M3px1, x3,mq
M1px3, α3,mq
M2px4,mq
...
M1px2n´1, α2n´1,mq
‹˛‹‹‹‹‹‹‹‹‚
q, px1, x3, x4, . . . , x2n´1q, pp1, p3, p4, . . . , p2n´1qq
where we condition on the exponent of x2. We repeat this argument for every pi for i even:
Ø φpDpH2ppx1, x3, . . . , x2n´1q, αqq, px1, x3, . . . , x2n´1q, P q

Lemma 2.34. Fix α “ pα1, α2, . . . , αnq with αi ě 0. Also fix X “ px1, . . . , xnq, P “ pp1, . . . , pnq
with p1 ă . . . ă pn.
φpDpHppq, X, pα1 ` 1, . . . , αn ` 1qqq, X, P q Ø φpDpH2pX,αq, X, P q
Proof. We start with the matrix Hppq, X, pα1`1, . . . , αn`1qq and do the following row operations:
We subtract row α1 ` . . .` αi´1 ` 1 from row α1 ` . . .` αi ` 1 for every i “ n´ 1, n´ 2, . . . , 2, 1
in this order.
In the resulting matrix the entry in row α1 ` . . . ` αi ` 1 and column j is Bppxiq, j ´ 1q ´
Bppxi´1q, j ´ 1q. For j “ 1, we have a sijection from Bppxiq, 0q ´ Bppxi´1q, 0q Ø H. Therefore
the first column contains only empty sets, except for the entry in row 1, which contains a single
positive element of weight 1. Hence we can delete the first row and first column.
Also note, that for j ě 2, we have Bppxiq, j ´ 1q ´Bppxi´1q, j ´ 1q “M3pxi´1, xi,mq1,j´1. 
Proof of Theorem 2.2. In the definition of A, the values of f for all odd i are fixed. Therefore
we can sum over all possible values of the even i:
rp
ÿ
αiq!s ˆ AØ
ÿ
p1ăp2ă...ăp2n´1
rp
ÿ
αiq!s ˆ tf P TOPpGAq : fpuiq “ pi @iu
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where the sum is over all pi with even i. Now we apply Lemma 2.30 to move from topological
orders to determinants.
Ø
ÿ
p1ăp2ă...ăp2n´1
rp
ÿ
αiq!s ˆ φpDpHppq, pα1, . . . , α2n´1q, Xqq, X, pp1, . . . , p2n´1q.
Now apply Lemma 2.31, which does some row operations on the matrix.
Ø
ź
i odd
rαi!s ˆ
ÿ
p1ăp2ă...ăp2n´1
φpDpH1pX, pα1, α3, . . . , α2n´1qqq, X, pp1, . . . , p2n´1q.
Apply Lemma 2.33, which corresponds to the integrals in Theorem 2.3.
Ø
ź
i odd
rαi!sˆφpDpH2ppx1, x3, . . . , x2n´1q, pα1, . . . , α2n´1qqq, px1, x3, . . . , x2n´1q, pp1, p3, . . . , p2n´1q.
Apply Lemma 2.34, which does some more row operations on the matrix.
Ø
ź
i odd
rαi!sˆφpDpHppq, px1, x3, . . . , x2n´1q, pα1`1, . . . , α2n´1`1qqq, px1, x3, . . . , x2n´1q, pp1, p3, . . . , p2n´1q.
Finally apply Lemma 2.30 again, which relates the determinant back to topological orders:
Ø
ź
i odd
rαi!s ˆB.

3. Proof of Theorem 1.5
Definition 3.1. For fixed α1, . . . , α2n´1 ě 0 with αi “ 1 for even i, let GApα1, α3, . . . , α2n´1q “
pVA, EAq be the graph with vertex set:
VA “ tu1, u2, . . . , u2n´1u
Y twi,j,k : @i ă j P r2n´ 1s, not both odd
@k P rαi ¨ αjsu
and edge set
EA “ tui`1 Ñ ui : @i P r2n´ 2su
Y tuj Ñ wi,j,k Ñ ui : @i ă j P r2n´ 1s, not both odd
@k P rαi ¨ αjsu.
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Definition 3.2. For fixed α1, . . . , α2n´1 ě 0 with αi “ 1 for even i, let GBpα1, α3, . . . , α2n´1q “
pVB, EBq be the graph with vertex set:
VB “ tu1, u3, . . . , u2n´1u
Y twi,j,k : @i ă j P t1, 3, . . . , 2n´ 1u
@k P rαi ` αj ` 1su
and edge set
EB “ tui`2 Ñ ui : @i P r2n´ 3su
Y tuj Ñ wi,j,k Ñ ui : @i ă j P t1, 3, . . . , 2n´ 1u
@k P rαi ` αj ` 1su.
Corollary 3.3. Fix α “ pα1, . . . , α2n´1q with αi ě 0 for i odd and αi “ 1 for even i and let GA
and GB be as in Definitions 3.1 and 3.2. Fix any p1, p3, . . . , p2n´1. Then we have
p
ÿ
αiq! ¨ |tf P TOPpGAq : fpuiq “ pi, @i oddu| “
ź
αi! ¨ |tf P TOPpGBq : fpuiq “ pi, @i oddu|.
Proof. One way of proving this is by momentarily consider polynomials: Theorem 2.2 is equivalent
to Theorem 2.3 which is equivalent to Corollary 2.4 which again is equivalent to Corollary 3.3.
We can prove it in an alternate way: If this is not true for all tuples pp1, p3, . . . , p2n´1q. Choose min-
imal counterexample, with respect to the lexicographical ordering on the tuples pp1, p3, . . . , p2n´1q.
Define p11, p13, . . . , p12n´1 as follows:
p1k :“ pk `
ÿ
1ďiăjďk
i,j odd
αiαj
and consider
tf P TOPpGXpαqq : fpuiq “ p1i, @i oddu.
We can enumerate this set, by first considering all possible labels of the vertices wi,j,k for i and j
odd, and then the rest, which is a topological order of GA, for which the labels of u1, u3, . . . , u2n´1
has been fixed to be pp21, p23, . . . , p22n´1q. We can do the same for GXpα1` 1, α3` 1, . . . , α2n´1` 1q
with GB. The cruxial point here is that although p2 depends on the choices of the fpwi,j,kq, we
always have pp21, p23, . . . , p22n´1q ď pp1, . . . , p2n´1q. Therefore by Theorem 2.2 and minimality of
pp1, p3, . . . , p2n´1q, we have that Corollary 3.3 holds for pp1, p3, . . . , p2n´1q also, a contradiction. 
Remark 3.4. One could have stated Corollary 3.3 as a bijection. But above proof would result
in a bijection
LHS ˆX Ø RHS ˆX,
for some large set X, which we cannot simply divide through.
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Finally, we define the last graph GK which we relate to GS in two different ways. This part of
the proof is analogous to Anderson’s Proof [And91], except that rather than defining a graph
GK , they instead define an integral K.
Definition 3.5. For fixed integers n, a, b, c ě 1 let GKpn, a, b, cq “ pVK , EKq be the graph with
vertex set:
VK “ tx1, x2, . . . , xnu
Y ty1, y2, . . . , yn´1u
Y tvi,j : @i ă j P rnsu
Y twi,j : @i ă j P rn´ 1su
Y tpi,k : @i P rns @k P ra´ 1su
Y tqi,k : @i P rns @k P rb´ 1su
Y tri,j,k : @i P rns @j P rn´ 1s @k P rc´ 1su
and edge set
EK “ txi`1 Ñ yi Ñ xi : @i P rn´ 1su
Y txj Ñ vi,j Ñ xi : @i ă j P rnsu
Y tyj Ñ wi,j Ñ yi : @i ă j P rn´ 1su
Y txi Ñ pi,k : @i P rns @k P ra´ 1su
Y tqi,k Ñ xi : @i P rns @k P rb´ 1su
Y tyj Ñ ri,j,k Ñ xi : @j P rn´ 1s @i P rjs @k P rc´ 1su
Y tyj Ð ri,j,k Ð xi : @i P rns @j P ri´ 1s @k P rc´ 1su.
Lemma 3.6. For fixed integers n, a, b, c ě 1 let GK “ GKpn, a, b, cq and GS “ GSpn, a, b, cq.
Then we have
toppGKq “ pc´ 1q!
n
pnc´ 1q! ¨ toppGSq.
Proof. Note that the induced subgraph H of KG on the vertices xi, yi, wi,j, ri,j,k is isomorphic to
the graph GApc´ 1, . . . , c´ 1q (c.f. Definition 3.1). Replacing this copy of GA within GK by the
graph GB (keeping the old vertices x1, . . . , xn) yields the graph GS (c.f. Definition 1.4). The
result follows immediately by Theorem 3.3. 
Lemma 3.7. For fixed integers n, a, b, c ě 1 let GK “ GKpn, a, b, cq and GS “ GSpn ´ 1, a `
c, b` c, cq. Then we have
toppGKq “ pnpa` b` cpn´ 1q ´ 1qq!ppn´ 1qpa` b` cn´ 1qq!
pa´ 1q!pb´ 1q!pc´ 1q!n´1
pa` b` pn´ 1qc´ 1q! ¨ toppGSq.
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Proof. First construct from GK the graph G1K by adding vertices y0 and yn to the vertex set
and edges x1 Ñ y0, yn Ñ xn and pi,k Ñ y0, yn Ñ qi,k @i, k to the edge set. It is easy to see that
toppGKq “ toppG1Kq, because vertices y0 (resp. yn) need to be assigned the smallest (resp. largest)
label. Then note that the induced subgraph H of K 1G on the vertices xi, yi, vi,j, pi,k, qi,k, ri,j,k is
isomorphic to the graph GApa ´ 1, c ´ 1, . . . , c ´ 1, b ´ 1q (c.f. Definition 3.1). Replacing this
copy of GA within G1K by the graph GB (keeping the old vertices y0, . . . , yn) and removing y0
and yn yields the graph GS (c.f. Definition 1.4) together with a` b´ 1 isolated vertices. Now,
there are pnpa`b`cpn´1q´1qq!ppn´1qpa`b`cn´1qq! ways of choosing labels for these a` b´ 1 vertices. The other factor
follows immediately by Theorem 3.3. 
Now Theorem 1.5 follows by chaining these Lemmas together and using induction on n with base
case toppGSp0, a, b, cqq “ 1:
toppGSpn, a, b, cqq
“ pnpa` b` cpn´ 1q ´ 1qq!ppn´ 1qpa` b` cn´ 1qq!
pnc´ 1q!pa´ 1q!pb´ 1q!
pc´ 1q!pa` b` pn´ 1qc´ 1q!
ˆ toppGSpn´ 1, a` c, b` c, cqq.
We can illustrate this using an example:
Example 3.8. Let n “ 3, a “ 3, b “ 2, c “ 1, We want to evaluate toppGSp3, 3, 2, 1qq and start
by conditioning on the labels of the red vertices as follows:
top
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
“
ÿ
labels of red vertices
top
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
.
Having fixed the labels of the red vertices, we can apply Theorem 3.3 to each summand.
22
“
ÿ
labels of red vertices
2 ¨ top
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
.
Undoing the first step then yields:
“ 2 ¨ top
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
.
We introduce two new vertices which have to be labelled with the minimum and maximum label
and again, condition on the red (now different) vertices, as follows:
“ 2 ¨
ÿ
labels of red vertices
top
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
.
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Applying Theorem 3.3 yields:
“ 1180 ¨
ÿ
labels of red vertices
top
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝˚˚
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
.
Next we remove again the new vertices:
“ 1180 ¨ top
¨˚
˚˚˚˚
˚˚˚˚
˚˝
‹˛‹‹‹‹‹‹‹‹‹‚
There are 18 ¨ 17 ¨ 16 ¨ 15 possibilities for the four independent vertices, and hence we get:
“ 408 ¨ top
¨˚
˚˚˚˚
˚˚˚˚
˝
‹˛‹‹‹‹‹‹‹‹‚
“ 408 ¨ toppGSp2, 4, 3, 1qq
4. Conclusion
We have presented a bijective proof of Theorem 2.2 or equivalently Corollary 2.3. Unfortunately,
because of the “division” going to Corollary 3.3, we don’t have a bijection from topological orders
of GSpn, a, b, cq, but only a bijection from GSpn, a, b, cq ˆX for some set X. A direct bijective
proof for Theorem 3.3 would be very interesting.
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Appendix A.
Further Generalisation of the Vandermonde Matrix
Theorem A.1. Let fptq be a formal power series in t with fp0q “ 1. Fix α1, . . . , αn ě 1, let
m “ řαi, and Mpα,m, xq be the following α ˆm matrix:
Mpα,m, xqi,j :“ rtj´is fptqp1´ txqi .
Then we have:
det
¨˚
˝Mpα1,m, x1q. . .
Mpαn,m, xnq
‹˛‚“ź
iăj
pxj ´ xiqαiαj .
Proof. This can be proven analogously to Theorem 2.27. The crucial insight is that
Mpα,m, xq1,j ´Mpβ,m, yq1,j “ rtj´1sfptq
ˆ
1
1´ tx ´
1
1´ ty
˙
“ rtj´1sfptq
ˆ
tpx´ yq
p1´ txqp1´ tyq
˙
“ px´ yqrtj´2s fptqp1´ txqp1´ tyq
and
Mpα,m, xqi,j ´ rtj´is fptqp1´ txqi´1p1´ tyq
“ rtj´isfptq
ˆ
1
p1´ txqi ´
1
p1´ txqi´1p1´ tyq
˙
“ px´ yqrtj´i´1s fptqp1´ txqip1´ tyq .

For fptq “ 1 this reduces to the Generalised Vandermonde Matrix, as mentioned in [Kal84],
which in turn reduces to the Vandermonde Matrix if all αi “ 1.
The case fptq “śiPrks 11´tyi corresponds to Theorem 2.27.
For example, for fptq “ 11´t we get:
det
¨˚
˚˚˚˚
˚˝
1 x1 ` 1 x21 ` x1 ` 1 x31 ` x21 ` x1 ` 1 x41 ` x31 ` x21 ` x1 ` 1
0 1 2x1 ` 1 3x21 ` 2x1 ` 1 4x31 ` 3x21 ` 2x1 ` 1
1 x2 ` 1 x22 ` x2 ` 1 x32 ` x22 ` x2 ` 1 x42 ` x32 ` x22 ` x2 ` 1
0 1 2x2 ` 1 3x22 ` 2x2 ` 1 4x32 ` 3x22 ` 2x2 ` 1
0 0 1 3x2 ` 1 6x22 ` 3x2 ` 1
‹˛‹‹‹‹‹‚“ px2 ´ x1q
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