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1. INTRODUCTION 
We present in this paper some comparison and oscillation theorems for 
the nonlinear Volterra-Stieltjes integral equations 
r(t) x’(t) = r(a) xr(a) - j’ j-(x(s)) da,(s) 
u 
(1.1) 
R(f) y’(t) = R(a) Y’(U) - Jhs)) da2(s), (1.2) 
a 
where x’(t) and y’(t) denote the right derivative of x(t) and y(t), respec- 
tively, and gl, a2 are right-continuous and of locally bounded variation on 
[a, a). 
A Hille-Wintner type comparison theorem for (1.1) and (1.2) has been 
obtained by Chen [S] recently. It extends a comparison result given by 
Butler [4]. The latter is valid for nonlinear ordinary differential equations 
which corresponds to the special case where the functions a,(s), a2(s) are 
continuously differentiable on [a, co). The assumption they made on a,(t) 
is j: doi < co for i = 1, 2. In this paper we deal also with the case where 
Q=J: da,(s)= co. Breuer and Gottlieb [2] obtained an extension of a 
comparison theorem of Levin [7] which gives a comparison result for a 
linear ordinary differential equation. Butler [4] pointed out that their 
result makes sense only for Q = co and not for Q < co. The main purpose 
of this paper is to give an extension of a theorem of Levin [7] and, based 
on this extension, to give some oscillatory results for general nonlinear 
integral equations (1.1) and (1.2). 
For Eqs. (1.1) and (1.2) it is assumed through this paper that 
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(Al) R(f), v(t), a,(t), (T~( t) are right-continuous and of locally 
bounded variation on [a, co), 
(A2) l/R(t), l/r(t) are positive and locally integrable on [a, co), and 
R(t) > r(t) on [a, 03 ), 
(A3) f(x) E C( - 00, co), f(x) is continuously differentiable on 
(-co,O)u(O, co), xf(x)>O for x#O, andf’(x)>O for x#O, 
(A4) f’ is nonincreasing on (0, co) and is nondecreasing on (- co, 0). 
An absolutely continuous real-valued function x(t) on a real interval Z is 
said to be a solution of (1.1) if the right derivative of x(t) exists on Z and 
satisfies (1.1). A solution x(t) of (1.1) on [t,, CXI), [,>a, will be called 
oscillatory if its set of zeros is unbounded, and it will be called non- 
oscillaroty otherwise. An equation will be called oscillatory if for each 
t, > a, every solution on [t, , Go) oscillates. 
2. PRELIMINARY THEOREM AND LEMMAS 
The following theorem ensures the existence of solutions of (1.1) or (1.2) 
on [a, co). 
THEOREM 2.1. Let CI and /I be two given constants. Then Eq. ( 1.1) has a 
solution on [a, co) satisfying x(a) = CI and x’(a) = /?. 
Proof. Let b be any number such that b >a and c= b-a. Define a 
sequence of functions #j on [a, b], j = 1, 2, . . . . by 
(2.1) 
for t E [a, a + c/j] and 
for t E [a + c/j, b]. We will show that {#j} is uniformly bounded on [a, b]. 
Since If’1 is nonincreasing with 1x1 >O, there is an L >O such that 
If(x)l < Llxl for 1x1 > 1. Now, from (2.1)-(2.2), for t E [a, b] 
Idji(t)l G 1~1 +r(a) IBI H(t) + ff(t) Ji If(dji(u))l Idyll 
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where H(t) = ji (M(s)), M, = jt (d@(s)), M, = maxlXl G i If(x and 
M, = 1 + Ial + r(a) IBI M, + M,M,Ji Idai(s An application of the 
extended Gronwall lemma [ 1, p. 4551 shows that 
Idii(t)l d Jf, exp {M,U(o 11 + fJ,*)(t) - (all + a,*)(a)1 > 
for t E [a, h] which implies { dj} is unifomly bounded by some M, > 0 on 
[a, b], where cri = (T,, -G,~ and o,,, gi2 are positive and nondecreasing on 
[a, 61. 
If we let R(t) be a sontinuous extension on [a - c, b] of H(t) with 
A(t) =0 on [u-c, a], then it follows from (2.1)-(2.2), for t,, tze [a, b], 
that 
Idj(f2)-4ji(tl)l Grtu) IBI IA(t*)-B(tI)l 
where MS = max ,X, s Mq If(x Since B(t) is uniformly continuous on 
[a - c, b], this inequality implies the equicontinuity of {$j} on [a, b]. 
Consequently it follows by the Ascoli lemma that the sequence {#j} has 
a subsequence {dj}, say, converging uniformly on [a, b] to a continuous 
function 4(t). Then, by letting j -+ co in (2.2), we can obtain 
from which we get a solution qi(t) of (1.1) on [a, a + c]. From the above, 
the solution d(t) can be continued at the right of a + c to get a solution on 
[a, a + 2c]. Repeating this process, a solution b(t) on [a, co) can be easily 
derived. We complete the proof of the theorem. 
LEMMA 2.1. Suppose that in Eq. ( 1.2) either 
(Cl) the function f satisj?es a local Lipschitz condition on (- 00, oo), 
or 
(C2) the function a2 is nondecreasing on [a, co). 
Zf a > ~13 a and y(t) is a solution of Eq. (1.2) satisfying y(p) = 0 and 
y(t)#O on [cr, P), then R(B-) y’(B-)#O. 
Proof: Suppose on the contrary that R(b- ) y’(/I- ) = 0. By virtue of 
the hypotheses, we separate the proof into two cases: 
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Case (i). Assume that Condition (Cl) holds. It follows from (1.2) and 
y(B) = 0 that, for t E [a, p], 
(2.3) 
for some L > 0, where L is the Lipschitz constant of f on [ -M, M], 
M = supI E Ca,B, I y( t)l. If for each interval I we define 
then (2.3) leads to 
for t E [a, /I]. From this we can choose t, E [cr, /I) sufficiently near jl that 
II Yll [I,,@] G i II Yll [f,,fl]? 
which implies y(t) = 0 on [t, , /I] and contradicts the hypothesis y(t) # 0 
on CM, P). 
Case (ii). Assume that Condition (C2) holds. From the hypothesis, we 
can assume y(t) > 0 on [a, /I). Then it follows from (1.2) and y(p) = 0 that 
for t E [a, /I) and thus y(t) = -jf y’(s) ds 60 for t E [c1, j), which is a 
contradiction. This completes the proof. 
LEMMA 2.2. Zf 
(2.4) 
then each nonoscillatory solution x( t ) of ( 1.1) satisfies -r(t) x’( t)/f (x( t)) 
2 1 on [t 1, 00 ) for sufficiently large t, . 
Proof: We can suppose x(t) > 0 on [a, co) for a sufficiently large ~1. 
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Putting w(t) = - Y( t ) x’( t )lf(x( t)), we obtain from (1.1) the integral 
equation 
w(t)=w(o)+j~do,(s)+j~~fyx(s))ds (2.5) 
for t E [cc, co). Letting t -+ cc in this equation and using (A2), (A3), and 
(2.4) we obtain lim,, ~ w(t) = co. And the lemma is easily derived. 
LEMMA 2.3. Suppose the function o1 in ( 1.1) is nondecreasing on [a, CO) 
and satisfies (2.4). If{: (ds/r(s)) = co then Eq. (1.1) is oscillatory. 
Proof Suppose on the contrary that there is a nonoscillatory solution 
x(t) of (1.1) satisfying x(t) > 0, say, on [t,, co) for some t,. An application 
of Lemma 2.2 then gives that x’(t) < 0 on [t,, co) for some t, 3 t,. From 
this and (1.1) it follows that for t > t,, 
r(t) x’(t) = r(t,) x’(tl) - j’ f(x(s)) doI 
11 
<r(tl)x’(flkO, 
and we deduce that 
as t + cc, which is a contradiction. This completes the proof. 
3. MAIN RESULTS 
In addition to the assumptions (Al)-(A4) we made in Section 1, it is 
also assumed through this section that either 
(Cl) The function f in (l.l)-( 1.2) satisfies a locally Lipschitz condi- 
tion on ( - co, cc ), or 
(C2) The function (r2 in ( 1.2) is nondecreasing on [a, cc ). 
The following theorem is essentially an extension of Levin’s theorem [7]. 
THEOREM 3.1. Let x(t) and y(t) he nontrivial solutions of(l.1) and (1.2), 
respectively, on an interval [cc, /I?]. Suppose x(t) does not vanish on [a, fl], 
and such that y(a) =x(u). Moreover, let the inequality 
-r(a) X’(CY) 
+j’dq(s)> -;;;;nY,;‘)+ j’dciz(s)l 
.0X(@)) OL 
(3.1) 
1 
409/141:2-11 
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holdfor all t in [a, B]. Then y(t) does not oanish on [a, 81 and 
-r(t) x’(t) -R(t) y’(t) 
f(x(t)) a f(At)) 
(3.2) 
for t in [a, p-J. 
Proof: Since x(t) does not vanish, we can assume x(t) > 0 on [a, 81. As 
in the proof of Lemma 2.2, we put w(t) = -r(t) x’(t)/f(x(t)) for t E [a, p], 
then we obtain from (1.1) that w(t) satisfies Eq. (2.5) for t E [a, /?I. Using 
(3.1) in (2.5) and in view of (A2)-(A3), we find that w(t)>0 and hence 
that -x’(t) > 0 on [cc, /?I. Now -x’/f (x) = w/r, so that 
where c= -X(M). Denoting s;r (du/f( --a)) by Q(x) for X-CO and the 
inverse function of Q by r, we have 
X(t)= -r(jlz&) (3.3) 
and we may write (2.5) in the form 
w(t)=w(a)+j~‘d+(s)+ j;%f( -T[j;zdu])ds (3.4) 
for t E [a, /?I. Here we note that r is an increasing function with range 
( - co, 0). Since y(a) = x(a) > 0, we can define z(t) = -R(t) y’(t)/f( y(t)) on 
an interval [cc, ~1, for some y, a < y < /?, for which y(t) > 0 on this interval. 
As in the above, we can deduce from (1.2) that for t E [a, y], 
z(t)=z(a)+ jG’d~2(s)+ j;sf’( -$j”$$du])ds. (3.5) 
I 
From (3.5) and in view of (A2)-(A3), we have for t in [a, r] that 
z(t)>z(cc)+ ‘do2(s) 
s a 
> -w(+/‘da,(s)> -w(t), 
I 
where we have used (3.1) and (3.4). In order to show that lz( t)l < w(t) 
on [a, y], it is sufficient to show that w(t) >z(t) on [cc, y]. Let 
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t, = sup{t E [a, y]: z(t) < w(t)}. In view of (3.1), we note that 
z(m) - w(a) -=c 0. From this and the right-continuity of z(t) - w(t), we see 
that t,, > CC. This implies [z(t)1 d w(t) on [a, to). Using this inequality, 
letting t = t, in (3.4))(3.5) and comparing the values of the right-hand 
sides of (3.4) and (3.5), we deduce that z(to) < w( to). Here we have used 
(3.1) (A4), and the property that -r is nonincreasing. If t, < y, then the 
right-continuity of z(t) - w(t) would imply that z(t) < w(t) on [to, tl] for 
some t,, t, > t,, which contradicts the definition of t,. Thus t, = y. And this 
shows that Iz(t)( d w(t) on [a, y] for which y(t) >O on this interval. 
Finally, we will show that y(t) cannot vanish on [a, /I]. Suppose on the 
contrary that v(t) vanishes at some point in [a, /?I. Let 
6=inf{tE [a, 81: y(t)=O}. 
Then y(t)>0 on [a, 6) and y(6)=0. From the above, /z(t)1 d w(t) on 
[a, 6), and therefore 
lim sup Iz(t)/ d lim w(t) = w(6-) < cc. 
r-6- , +a- 
(3.6) 
On the other hand, an application of Lemma 2.1 shows that 
R(6 - ) ~‘(6 - ) # 0 and it follows that 
lim sup [z(t)1 = lim -R(l) y’(t) 
r+6- t-6- f(y(t)) =Ooy 
which contradicts (3.6). The proof is completed. 
The following result is a nonlinear extension of the classical theorem of 
Leighton [6]. 
THEOREM 3.2. If 
(3.7) 
then ( 1.1) is oscillatory. 
Proof. Suppose on the contrary that (1.1) has a nonoscillatory solution 
x(t) which we can take to be positive for sufficiently large t. From 
Lemma 2.2, it follows that -r(t) x’(t)/f(x(t)) > 1 and x(t) > 0 on [tI, co) 
for sufficiently large t,. Now we consider, for each a >, f,, the differential 
equation 
u”+f(u)=O, (3.8) 
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with a nontrivial solution u,(t) on [0, co) satisfying u,(O) = x(a) and 
u:(O) = 0. From Theorem 2.1 such a solution does exist, and from 
Lemma 2.3 it must be oscillatory. Let 
m,=inf{tE [0, co): oJt)=O}, 
then u,(t) > 0 on [O, m,) and u,(m,) = 0. From Lemma 2.1, this implies 
that vh(m,) -C 0 and therefore that u,(r) < 0 on (m,, n,) and u,(n,) = 0 for 
some n, > m,. Let qa be a number at which u,(t) assumes its minimum on 
Cm,, n,]. Then u,(O)>O, u,(q,) ~0, and u&(O) =O. Now, for each a L t,, 
we associate with (1.1) the equation 
with a solution 
where u,(t) is the oscillatory solution, given above, of (3.8). We note that 
y,(or) =x(a) and yk(cr) = 0. 
If we can show that there exist o! and /I in [t,, co) and a k = k(a, /I) such 
that 
as well as 
(3.10) 
for all TV [cr, fi], then (3.1) would be satisfied for y(t)= y,(r) and 
Theorem 3.1 would show that y,(t) # 0 for t E [CC, fi]. From y,(u) > 0 and, 
because of (3.9), y&I) = u,(q,) < 0, it would follow that y,(t) vanishes at 
some point in (a, /-I) and a contradiction would be obtained. Thus the non- 
oscillation of (1.1) would be contradicted, proving the theorem. To show 
that a, /I, and k(cr, p) can be found, define k(cc, /I) by 
(3.11) 
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Suppose (3.10) cannot be realized for any ~1, /?, and such k(cr, /I), i.e., 
suppose there is an increasing sequence {CC,,} from [t,, co) such that 
where a,, < a,, + 1 </I” for each n. Here for each n we take /I, large enough 
that 
qa,,k(a,, B,) d l/n*. (3.13) 
Such choices of /?, are possible from (3.11). Using (3.11) in (3.12) we 
obtain 
(3.14) 
Summing (3.14) on n, we get 
f qa,k(a,,, B,) 2 2 1+ j:o da,(s) = ~0, (3.15) 
n=O fl=O 
where y < co. However, an application of (3.13) shows that the left-hand 
side of (3.15) converges, contradicting (3.15). This completes the proof of 
this theorem. 
The following result is a nonlinear extension of the classical nonoscilla- 
tion theorem or Moore [9]. 
THEOREM 3.3. Zf 
I m ds R(s)<* and (3.16) Li 
then (1.2) has a nonoscillatory solution. 
Proof To prove the theorem, for each a > a, we associate with (1.2) the 
equation 
(Rx’)‘f$j-(x)=0 
with a solution 
x,(t)=+ j;&), 
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where v(t) is a solution of Eq. (3.8) on [0, co) satisfying u(t) > 0 on [0, c), 
u(c) = 0 and u’(O) < 0. Here we note that x,(t) satisfies 
and 
kv’(0) 
XL(M) = - 
R(u) ’ 
It follows from Theorem 2.1 that there exists a solution y,(t) of (1.2) on 
[cc, co) satisfying y,(a) =x,(a) and y&(a) =O. If we can find a and a 
k = k(a) such that 
as well as 
(3.18) 
(3.19) 
for all t 2 ~1, then for each /I > 0, x(t) = x,(t) and y(t) = y,(t) on [cc, p] 
satisfy the conditions of Theorem 3.1, and hence the solution y,(t) of (1.2) 
is nonoscillatory. To this end, define, for each CI, 
(3.20) 
If no such k(a) satisfies (3.19) there is an increasing sequence {tin} such 
that 
where we have used (3.17). From this inequality, we have 
-44 u’(O) 
f(40)) d a 
/s’“‘do,(s)- jando,(s 
0 
(3.21) 
If y = sup, tl, < co, then by letting n --+ cc in (3.21), we get 
o < -k(y) o’(O) <o 
f(W)) ’ ’ 
which is a contradiction. If y = 00 then by using (3.16) in (3.21) we get 
-44 u’(O) 
f(v(0)) ,+m :dc2(s) <Co. 
< 2 lim sup 
lj I 
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And an application of (3.20) shows that the left-hand side of this inequality 
diverges as n + co. This contradiction proves our theorem. 
Remark. Recently, Butler [3] and Mingarelli [S] obtained some 
oscillatory results for ordinary differential equations and Volterra-Stieltjes 
integral equations, respectively. The conditions they made on the function 
f in (1.1) are different from ours. They required that f is “superlinear,” i.e., 
that j 1;” Wf(4) converge. Instead of this we require that - IfI is convex 
on (0, co) and on (-co, 0), respectively 
EXAMPLE 1. Let d be a constant with d< 1, 
f(x)=w(x)((lxl + lY- 1) 
for x E ( - co, CC ); and a,(t) be a function satisfying 
a;(t) = [ 1 + sgn(sin tn)]/t - [ 1 - sgn(sin 0c)]/t*, 
where sgn(x) = 1 if x > 0 and sgn(x) = - 1 if x < 0. If we let r(t) = t on 
[ 1, co) then the hypotheses of Theorem 3.2 are fulfilled, and Eq. (1.1) 
becomes 
(tx’)‘= -f(x) a;(t), 
which is oscillatory. Here al(t) is not increasing on [tl, co) for any t, > 0. 
EXAMPLE 2. If in (1.1) we let f be that given in Example 1, r(t) = 1, 
and al(t) be a right-continuous step function on (0, co) with jump 
c,=(l+(-l)“)/n-(l-(-l)“)/n* at n for each n=l,2,..., we get the 
difference quation 
d2x,-, = -c,fk), 
which is, from Theorem 3.2, oscillatory. 
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