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Chapitre 0
Introduction ge´ne´rale
Les proble`mes de propagation d’ondes acoustiques et e´lectromagne´tiques sont pre´sents
dans de multiples domaines. Citons pour la propagation des ondes acoustiques la re´duction
des nuisances sonores des automobiles, avions, he´licopte`res, l’optimisation de l’acous-
tique des salles de concert. Pour la propagation des ondes e´lectromagne´tiques, on peut
citer le dimensionnement des antennes de te´le´communications, la mesure des effets de
la te´le´phonie mobile, la de´tection et la caracte´risation de menaces (missiles, avions de
combat, ...), la protection des e´quipements e´lectroniques embarque´s. Le travail pre´sente´
dans cette the`se concerne la re´solution du proble`me de diffraction d’une onde incidente
par un obstacle. Cela consiste a` de´terminer le champ diffracte´ par l’obstacle e´tudie´. Nous
nous inte´ressons tout d’abord au proble`me de la diffraction d’une onde acoustique har-
monique en temps. Ce premier proble`me est re´gi par les e´quations de Helmholtz. Nous
nous inte´resserons ensuite au proble`me de diffraction d’une onde e´lectromagne´tique har-
monique en temps, re´gi par les e´quations de Maxwell. Pour re´soudre ces proble`mes
exte´rieurs, il est ne´cessaire de se ramener a` un proble`me e´quivalent pose´ dans un do-
maine borne´. Parmi les me´thodes les plus simples a` mettre en œuvre, nous pouvons citer
les me´thodes base´es sur des conditions aux limites transparentes locales. Ces me´thodes
consistent a` imposer sur la frontie`re fictive du domaine de calcul, des conditions artifi-
cielles approche´es, telles que les conditions de Sommerfeld a` distance finie [1], ou les
conditions aux limites transparentes de type Bayliss-Gunzburger-Turkel de premier et de
second ordre ([2] [3] [4] [5]). Une discre´tisation par e´le´ments finis standard du syste`me
re´sultant de ces me´thodes donne un syste`me line´aire dont la matrice est creuse. L’in-
conve´nient de ces me´thodes est que pour obtenir des re´sultats satisfaisants, on est amene´
a` imposer le bord du domaine de calcul suffisamment loin de la frontie`re de l’obstacle.
Cela peut eˆtre un facteur limitant de ces me´thodes du point de vue du couˆt du calcul
et de la me´moire. Nous citons par ailleurs la me´thode PML ([6]), qui peut e´galement
eˆtre une bonne alternative a` la re´solution des proble`mes exte´rieurs. Elle consiste a` rem-
placer la frontie`re artificielle par une couche absorbante de telle sorte a` annuler toute
re´flexion. Cette me´thode bien que tre`s efficace pour les guides d’ondes, reste plus diffi-
cile a` ge´ne´raliser pour des obstacles quelconques. Une autre alternative consiste a` res-
treindre les calculs au bord de l’obstacle : la me´thode des e´quations inte´grales de frontie`re
([7][8][9]). La matrice re´sultant de la discre´tisation est dense et mal conditionne´e. De
plus les noyaux de Green (potentiel de simple couche et de double couche) intervenant
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dans la matrice sont singuliers, ce qui oblige a` avoir recours a` des strate´gies complexes
de traitement des singularite´s. Malgre´ le de´veloppement de pre´conditionneurs tre`s per-
formants ces dernie`res anne´es, plusieurs proble`mes restent difficiles a` aborder a` l’aide de
cette me´thode. Notons a` titre d’exemple la diffraction par des cavite´s lorsque l’ouverture
de la cavite´ est de l’ordre de la longueur d’onde. Pour les proble`mes de diffraction d’une
onde e´lectromagne´tique par un obstacle die´lectrique (coefficients variables a` l’inte´rieur
de l’obstacle) la construction de bons pre´conditionneurs reste tre`s difficile. L’objectif de
cette the`se est de nous inte´resser plus particulie`rement a` une me´thode utilisant une condi-
tion artificielle exacte de´finie par la repre´sentation inte´grale de la solution a` l’exte´rieur
du domaine de calcul. Cette me´thode est appele´e me´thode de couplage entre e´le´ments
finis et repre´sentation inte´grale et sera de´signe´e par l’acronyme CEFRI ([10] [11] [12]
[13]). L’un des avantages de cette me´thode est le fait d’e´viter le traitement des singula-
rite´s pre´sentes dans la me´thode des e´le´ments finis de frontie`re. Par ailleurs, la frontie`re
fictive qui a permis de construire le domaine de calcul peut eˆtre choisie assez proche de
celle de l’obstacle. Malgre´ la bonne connaissance des proble`mes mathe´matiques pose´s
par la me´thode CEFRI, plusieurs questions restent pose´es concernant leur mise en œuvre
nume´rique. La me´thode de couplage entre e´le´ments finis et repre´sentation inte´grale s’in-
terpreˆte comme une me´thode de de´composition de domaines pour la re´solution d’un
proble`me en domaine non borne´.
Plusieurs aspects et possibilite´s restent a` explorer : une premie`re expe´rimentation ana-
lytique et nume´rique de la technique de Schwarz pour la re´solution de l’e´quation de Helm-
holtz dans la the`se de F. Jelassi ([14], [15]) a oriente´ le choix d’un pre´conditionneur a` une
me´thode de type Krylov. L’exploration, de type analytique, qui est faite dans la the`se de
F. Jelassi illustre bien leur fiabilite´ et leur apport. Il reste, bien entendu, a` e´tendre ces
re´sultats aux e´quations de Maxwell ce qui est fait dans le cadre de mes travaux de the`se.
Nous montrons l’analogie de certains algorithmes utilise´s pour la re´solution du syste`me
line´aire obtenu par la me´thode CEFRI et la me´thode de Schwarz, pour la re´solution des
e´quations de Maxwell en domaine exte´rieur. Cette e´tude est examine´e dans un premier
temps, puis pour le proble`me de Maxwell re´gularise´ dans un deuxie`me temps. Cette relec-
ture de la me´thode CEFRI nous a permis d’orienter le choix d’un pre´conditionneur pour
les me´thodes de Krylov. Nous avons justifie´ la convergence de la me´thode de GMRES
([16]) pour le proble`me de Maxwell re´gularise´. En fait, une analyse approfondie du com-
portement de celui-ci est faite prouvant sa convergence superline´aire est examine´e pour
les proble`mes continus et se base sur des re´sultats de la the´orie spectrale. Sur le plan
nume´rique, le projet de the`se est base´ sur la participation au de´veloppement de la li-
brairie ME´LINA++ [17] (en langage C++) initialement de´veloppe´e par Daniel Martin
a` l’universite´ de Rennes 1 et de´sormais par l’e´quipe Analyse Nume´rique de l’IRMAR.
Nous nous sommes inte´resse´s dans un premier temps au cas de la diffraction par une
onde acoustique. Une mise en œuvre nume´rique est e´tablie par les librairies ME´LINA
[18] et ME´LINA++. Dans un second volet, nous nous sommes inte´resse´s a` la re´solution
nume´rique du proble`me de diffraction e´lectromagne´tique par un conducteur parfait. Pour
la mise en œuvre nume´rique, l’objectif e´tait de greffer au sein de la librairie e´le´ments
finis ME´LINA++ les outils ne´cessaires a` la re´solution du proble`me. Ce travail a contribue´
de manie`re tre`s significative au de´veloppement de la librairie. Il consiste a` inte´grer l’en-
semble des inte´grands relatifs a` son proble`me mathe´matique, des inte´grands volumiques
et des inte´grands surfaciques relatifs a` des ope´rateurs inte´graux. L’utilisation de la li-
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la strate´gie de la re´gularisation des e´quations de Maxwell ([13]) et la pe´nalisation de la
condition essentielle impose´e sur le bord de l’obstacle. Ces spe´cificite´s ont ne´cessite´ une
analyse fine du comportement nume´rique afin d’obtenir la validation de chacun des as-
pects. Au cours de ces travaux, j’ai e´galement mis en e´vidence quelques bugs initiaux de
la librairie et permis ainsi la correction et la validation de quelques objets essentiels de la
librairie dont je n’e´tais pas l’auteure.
Lors de la re´solution d’un syste`me faisant intervenir des ope´rateurs inte´graux, il est in-
dispensable d’avoir recours a` des me´thodes de re´duction des couˆts relatifs aux inte´grands
issus des ope´rateurs inte´graux. En fait, la discre´tisation par la me´thode e´le´ments finis in-
duit la pre´sence d’une matrice pleine issue de la me´thode de couplage entre e´le´ments finis
et repre´sentation inte´grale, du fait de l’apparition d’un ope´rateur inte´gral couplant les deux
frontie`res (le bord de l’obstacle et le bord artificiel) du domaine. Les produits matrice-
vecteur peuvent devenir un facteur limitant en temps de calculs et en couˆt de me´moire.
En effet, la partie e´le´ments-finis induisant des matrices creuses, les calculs relatifs a` la
repre´sentation inte´grale peuvent rapidement, selon les cas, repre´senter un pourcentage gi-
gantesque du couˆt de re´solution. La me´thode multipoˆles rapide (Fast Multipole Method ou
FMM) permet de repousser ces limitations. Pour le cas des e´quations de Helmholtz nous
pouvons nous re´fe´rer aux papiers [19] [20] [21] [22]. En effet, le calcul limitant un algo-
rithme ite´ratif est le produit matrice-vecteur, qui pour une matrice pleine de taille N ×N ,
est proportionnel a` N2. Dans des applications physiques, on est amene´ a` conside´rer des
situations ou` le nombre d’onde est tre`s grand. Et comme N croıˆt avec le nombre d’onde
de manie`re quadratique pour la discre´tisation d’une surface, le produit matrice-vecteur de-
vient tre`s couteux. La me´thode multipoˆles rapide re´duit les couˆts en temps de calcul et en
place me´moire du produit matrice-vecteur. La FMM existe sous deux formes : la me´thode
1 niveau permet de calculer le produit matrice-vecteur enO(N3/2) ope´rations. La me´thode
multiniveaux permet d’obtenir une complexite´ de l’ordre de O(N lnN). Nous avons mis
en œuvre la me´thode multipoˆles rapide 1 niveau dans le cadre de la re´solution de proble`me
de Helmholtz par la me´thode CEFRI. En fait, nous avons imple´mente´ la me´thode FMM
dans la librairie ME´LINA. Vu la limitation de l’allocation dynamique de ME´LINA qui est
lie´e aux spe´cificite´s du fortran 77, nous e´tions restreints a` des cas tests de taille modeste.
Cet obstacle peut eˆtre surmonte´ en utilisant ME´LINA++. La strate´gie adopte´e dans notre
de´veloppement de la me´thode FMM se base sur un de´veloppement du noyau de Green se-
lon la se´rie de Gegenbauer. Cette me´thode s’ave`re limite´e face au proble`me dit de basses
fre´quences. Ce proble`me apparaıˆt aussi a` haute fre´quence lorsque la dimension des de´tails
ge´ome´triques est petite devant la longueur d’onde du proble`me physique traite´. Les tra-
vaux de E. Darve et P. Have´ ([23] [24]) ont donne´ lieu a` une nouvelle version de la FMM
valable pour un large spectre de fre´quences incluant les basses fre´quences. Pour cela, nous
contribuons au de´veloppement de la librairie FastMMLib [25]. L’objectif de cette librairie
est d’offrir a` la communaute´ scientifique une version ge´ne´rique des me´thodes multipoˆles
rapides. Plus pre´cisement, nous participons au de´veloppement de la version multiniveaux
de la FMM.
Plan de la the`se
Ce me´moire de the`se comporte deux parties : la premie`re concerne l’e´tude du proble`me
de Helmholtz en domaine exte´rieur et la seconde partie concerne le proble`me de Max-
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well en domaine non borne´. Le but de la premie`re partie est de se familiariser avec les
diffe´rentes me´thodes auxquelles nous nous inte´ressons pour la re´solution d’un proble`me
de diffraction en domaine non borne´ (me´thode CEFRI, me´thode FMM). L’objectif ma-
jeur consiste a` appliquer ces me´thodes dans le cadre des e´quations de Maxwell. Le pre-
mier chapitre pre´sente une comparaison de la me´thode CEFRI avec quelques me´thodes a`
condition aux limites transparentes locales. A travers une se´rie d’expe´riences nume´riques
avec la librairie ME´LINA, nous montrons l’efficacite´ de la me´thode CEFRI par rapport a`
des me´thodes base´es sur des conditions de rayonnement a` distance finie ou des conditions
aux limites transparentes de type BGT de premier et de second ordre. Le chapitre 2 est
de´die´ a` pre´senter la me´thode multipoˆles rapide. La plupart des de´veloppements lie´s a` la
FMM ne sont pas nouveaux. Le but est d’appliquer ces notions et de montrer l’apport
de la FMM dans le cadre de la re´solution du proble`me de Helmholtz dans un domaine
tridimensionnel non borne´ re´solu par la me´thode CEFRI.
Dans un second volet, nous nous sommes inte´resse´s au proble`me de diffraction e´lectro-
magne´tique par un conducteur parfait. Nous pre´sentons au troisie`me chapitre le mode`le
physique auquel nous nous inte´ressons. Nous abordons l’algorithme de Schwarz avec re-
couvrement total pour le proble`me de Maxwell classique exte´rieur en 3D. Nous avons
montre´ l’analogie de certains algorithmes utilise´s pour la re´solution du syste`me line´aire
obtenu par la me´thode CEFRI et la me´thode de Schwarz, pour la re´solution des e´quations
de Maxwell en domaine exte´rieur. L’analogie, que nous avons faite, avec la me´thode
de Schwarz permet une exploration analytique de la me´thode afin d’illustrer les taux de
convergence. Pour la mise en œuvre nume´rique de ce proble`me dans la librairie e´le´ments
finis ME´LINA++, nous nous inte´ressons a` un proble`me e´quivalent dit proble`me de Max-
well re´gularise´. Au chapitre 4, nous e´tudions le comportement de la me´thode de Schwarz
pour ce proble`me. Nous montrons que la me´thode CEFRI est interpre´te´e comme une
me´thode de Schwarz qui sugge`re un pre´conditionneur pour un solveur de type Krylov.
Une analyse the´orique est aussi faite de la convergence de la me´thode de GMRES pour le
proble`me de Maxwell re´gularise´. Le dernier chapitre pre´sente des simulations nume´riques
qui ont permis la validation de la mise en œuvre de la me´thode CEFRI pour le proble`me
de Maxwell dans ME´LINA++ et du choix de la strate´gie ite´rative.
A` la fin de ce manuscrit de the`se, nous avons regroupe´ dans l’annexe A des re´sultats
mathe´matiques utiles pour l’e´tude des phe´nome`nes de propagation d’ondes acoustiques et
e´lectromagne´tiques. Nous pre´sentons a` travers l’annexe B une bre`ve introduction concer-
nant la me´thode de Schwarz. L’annexe C donne une ide´e sur les diffe´rents outils inte´gre´s
dans ME´LINA++ ainsi que la structure du code de la mise en œuvre de la me´thode CE-
FRI.
Premie`re partie
Re´solution du proble`me de la
propagation d’onde acoustique en
domaine non borne´
Cette partie est de´die´e a` la pre´sentation des diffe´rentes me´thodes auxquelles nous
nous inte´ressons afin de re´soudre un proble`me de diffraction en domaine non borne´. Nous
avons choisi de commencer avec le proble`me de Helmholtz vu sa simplicite´ par rapport
au proble`me de Maxwell. Plus pre´cise´ment, nous nous inte´ressons a` la me´thode de cou-
plage entre e´le´ments finis et repre´sentation inte´grale CEFRI. Nous avons mene´ une e´tude
comparative avec quelques me´thodes de re´solution des proble`mes exte´rieurs. Du point de
vue de la re´solution du syste`me line´aire, nous avons tire´ quelques caracte´ristiques de la
me´thode CEFRI. D’autre part, nous avons e´value´ l’utilite´ de faire appel aux me´thodes
multipoˆles rapides FMM pour limiter le couˆt en temps de calculs et en place me´moire.
Pour cela, nous pre´sentons deux variantes de me´thodes FMM. La premie`re est destine´e
plutoˆt aux proble`mes de hautes fre´quences. La deuxie`me me´thode est plus ge´ne´rale et
peut eˆtre employe´e pour un large spectre de fre´quences.
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Chapitre 1
Comparaison de la me´thode CEFRI a`
des me´thodes a` une condition aux
limites transparente locale
1.1 Position du proble`me de Helmholtz exte´rieur
On s’inte´resse au calcul du potentiel de perturbation u d’une onde incidente plane
induite par la pre´sence d’un obstacle Ωi de frontie`re Γ, solution du proble`me exte´rieur :
∆u+ k2u = 0 dans Ωe = R3 \ Ωi,
∂nu = f sur Γ,
lim
R→∞
∫
||x||=R
|∂nu− iku|2 dγ = 0.
(1.1)
ou` k > 0 est le nombre d’onde et n est la normale sortante du domaine exte´rieur. La
donne´e f de la premie`re condition est l’oppose´e de la de´rive´e normale de l’onde incidente
sur l’obstacle et la seconde condition est appele´e condition de rayonnement de Sommer-
feld ; elle de´finit le comportement de la solution a` l’infini. Le proble`me est pose´ sur le
comple´mentaire du corps Ωi dans R3 et pour tout f dans L2(Γ), ce proble`me admet une
unique solution dans H1loc(Ω
e).
On s’inte´resse a` une classe de me´thodes qui me`ne la re´solution du proble`me de diffrac-
tion exte´rieur a` un proble`me pose´ dans un domaine borne´ entre l’obstacle et la frontie`re
fictive simulant l’infini. Plus pre´cise´ment, on se propose dans cette partie de pre´senter
une e´tude comparative entre quelques me´thodes transparentes locales et la me´thode de
couplage entre e´le´ments finis et repre´sentation inte´grale qu’on de´signera dans la suite par
CEFRI ([10] [11] [12] [13]).
1.2 Me´thode CEFRI pour le proble`me de Helmholtz
La me´thode CEFRI consiste a` introduire une frontie`re Σ essentiellement arbitraire et
qui entoure l’obstacle sur lequel nous construisons une condition aux limites au moyen de
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la repre´sentation inte´grale sur la frontie`re Γ : pour tout x appartenant a` Ωe
u(x) =
∫
Γ
∂nyu(y)G(x, y)− u(y) ∂nyG(x, y)dγ(y) (1.2)
ou` G est la fonction de Green associe´e a` l’e´quation de Helmholtz en dimension 3 est
de´finie par
G(x, y) =
eik||x−y||
4pi||x− y|| .
ny repre´sente le vecteur normal unitaire a` la surface Γ dirige´ vers l’exte´rieur du domaine
Ω. Nous nous ramenons alors a` un proble`me pose´ dans le domaine borne´ Ω, de´limite´ par
les frontie`res Γ et Σ :
∆u+ k2u = 0 dans Ω,
∂nyu = f sur Γ,
(∂nx − ik)u(x) = (∂nx − ik)
∫
Γ
f(y)G(x, y)− u(y) ∂nyG(x, y)dγ(y) sur Σ.
(1.3)
nx repre´sente le vecteur normal unitaire a` la surface Σ de´rige´ vers l’exte´rieur du domaine
Ω. Les deux proble`mes (1.1) et (1.3) sont e´quivalents ([26]) au sens ou` la solution de (1.3)
est la restriction de la solution de (1.1) a` Ω et la solution de (1.3) peut eˆtre prolonge´e d’une
fac¸on unique dans Ωe a` l’aide de (1.2). Bien que l’e´quivalence entre le proble`me exte´rieur
(1.1) et (1.3) est e´tablie, nous exposerons dans la suite une de´monstration le´ge`rement
diffe´rente et qui donne une interpre´tation en termes de me´thode de de´composition de
domaines. Pour cela on va proce´der en deux e´tapes :
• Montrer l’e´quivalence entre le proble`me (1.1) et le proble`me (1.4-1.6,1.7-1.10)
de´fini dans la suite.
• Montrer l’e´quivalence entre les proble`mes (1.3) et (1.4-1.6,1.7-1.10).
En fait, le proble`me (1.1) peut s’interpre´ter comme issu d’une technique de de´composition
de domaine. Ce re´sultat est e´nonce´ dans la proposition suivante :
Proposition 1.2.1. Si (u1, u2) est solution du proble`me (1.4-1.6,1.7-1.10)
∆u1 + k
2u1 = 0 dans Ω,
∂nyu1 = f sur Γ,
(∂nx − ik)u1(x) = (∂nx − ik)u2(x) sur Σ.
∆u2 + k
2u2 = 0 dans Ωi ∪ Ωe,[
∂nyu2
]
= ∂nyu1 sur Γ,
[u2] = u1 sur Γ,
Condition de rayonnement.
(1.4)
(1.5)
(1.6)
(1.7)
(1.8)
(1.9)
(1.10)
alors
u =
∣∣∣∣ u1 dans Ωu2 dans Ωe
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est solution de (1.1) et u1 = u2 dans Ω ∩ Ωe. Et re´ciproquement, si u est une solution de
(1.1) alors
u1 = u|Ω et u2 =
∣∣∣∣ 0 dans Ωiu dans Ωe (1.11)
sont respectivement solutions de (1.4-1.6) et (1.7-1.10).
Γ
Ωi
Ω
e
Γ
Σ
Ω
Preuve :
Pour montrer l’implication directe, on conside`re u1 solution de (1.4-1.6) et u2 solution de
(1.7-1.10) et nous allons montrer que :
u =
∣∣∣∣ u1 dans Ωu2 dans Ωe
est solution de (1.1) et que u1 = u2 dans Ω ∩ Ωe.
Il est clair que ∂nyu = f sur Γ et que u ve´rifie la condition de rayonnement. De plus u
ve´rifie l’e´quation de Helmholtz dans Ωe. Il reste a` montrer que u1 et u2 coı¨ncident sur Ω.
Pour cela conside´rons la fonction suivante :
ψ =
∣∣∣∣ u2 − u1 dans Ωu2 dans Ωi
On a donc {
∆ψ + k2ψ = 0 dans Ω¯i ∪ Ω,
(∂nx − ik)ψ = 0 sur Σ. (1.12)
Ce proble`me admet pour unique solution ψ = 0 dans Ω¯i ∪ Ω ([26]). Par suite, u1 = u2
dans Ω et u2 = 0 dans Ωi.
Etant donne´ une solution u de (1.1), on ve´rifie aise´ment que u1 (respectivement u2)
donne´ par (1.11) ve´rifie les e´quations (1.4) et (1.5) (respectivement (1.7) et (1.10)). De
plus
[u2]Γ = u|Γ
= u1|Γ ,
et [
∂nyu2
]
Γ
= ∂nyu|Γ
= ∂nyu1|Γ .
Par ailleurs, on a d’une part, u = u1 dans Ω donc en particulier :
u = u1 sur Σ et ∂nxu = ∂nxu1 sur Σ.
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D’autre part, en vertu de la formule de repre´sentation inte´grale (voir Annexe 1) nous
aurons
u2(x) =
∫
Γ
[
∂nyu2(y)
]
G(x, y)− [u2(y)] ∂nyG(x, y)dγ(y) ∀x ∈ Ωi ∪ Ωe.
Ceci implique que
u2(x) =
∫
Γ
∂nyu(y)G(x, y)− u(y) ∂nyG(x, y)dγ(y) ∀x ∈ Ωi ∪ Ωe.
En particulier on a sur x ∈ Σ.
(∂nx − ik)u2(x) = (∂nx − ik)
∫
Γ
∂nyu(y)G(x, y)− u(y) ∂nyG(x, y)dγ(y) sur Σ.
Cela donne
(∂nx − ik)u2(x) = (∂nx − ik)u(x) sur Σ
= (∂nx − ik)u1(x) sur Σ,
ce qui permet de montrer le second sens de la proposition.
Proposition 1.2.2. Le proble`me en domaine borne´ (1.3) est e´quivalent au proble`me (1.4-
1.6,1.7-1.10).
Preuve :
Soit u solution de (1.3) alors en posant
v(x) =
∫
Γ
∂nyu(y)G(x, y)− u(y) ∂nyG(x, y)dγ(y), ∀x ∈ Ωi ∪ Ωe,
on a
(∂nx − ik)u(x) = (∂nx − ik)v(x) sur Σ.
Proposition 1.2.3. Conside´rons un domaine O. Soit u la fonction de´finie sur O∪O′ par :
u(x) =
∫
∂O
[
∂nyu(y)
]
G(x, y)− [u(y)] ∂nyG(x, y)dγ(y),
ou` O′ est le domaine comple´mentaire de O et ny la normale exte´rieure a` O′.
Alors (∆ + k2)u = 0 se´pare´ment dans O et O′ et u ve´rifie la condition de rayonnement.
Compte tenu de la proposition pre´ce´dente (u, v) est solution du proble`me (1.4-1.6,1.7-
1.10). Inversement, si u1 et u2 sont des solutions respectives de (1.4-1.6) et (1.7-1.10) on
a d’apre`s la formule de repre´sentation inte´grale dans Ωi ∪ Ωe (voir annexe A)
u2(x) =
∫
Γ
∂nyu1(y)G(x, y)− u1(y) ∂nyG(x, y)dγ(y)∀x ∈ Ωi ∪ Ωe.
Or puisque
(∂nx − ik)u1(x) = (∂nx − ik)u2(x) sur Σ,
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on a alors
(∂nx − ik)u1(x) = (∂nx − ik)
∫
Γ
f(u)G(x, y)− u1(y) ∂nyG(x, y)dγ(y) sur Σ.
Ainsi, u1 est solution de (1.3) et ceci ache`ve la de´monstration. On peut donc conclure,
d’apre`s les deux propositions 1.2.1 et 1.2.2, que le proble`me non borne´ (1.1) est e´quivalent
au proble`me tronque´ (1.3).
La formulation variationnelle du proble`me (1.3) consiste a` :

Trouver u ∈ H1(Ω) tel que pour tout v ∈ H1(Ω)∫
Ω
∇u(x)∇v(x)dx− k2
∫
Ω
u(x)v(x)dx− ik
∫
Σ
u(x)v(x)dσ(x)
+
∫
Σ
DΓu(x)v(x)dσ(x) =
∫
Γ
f(x)v(x)dγ(x) +
∫
Σ
SΓf(x)v(x)dσ(x)
(1.13)
ou` les ope´rateurs DΓ et SΓ sont de´finis par : ∀v ∈ L2(Γ) ∀x ∈ Σ
DΓv(x) =
∫
Γ
v(y)∂nyK(x, y)dγ(y) et SΓv(x) =
∫
Γ
v(y)K(x, y)dγ(y)
avec le noyau de´fini par
K(x, y) = (∂nx − ik)G(x, y).
La discre´tisation de (1.13) par une approximation d’e´le´ments finis standard (de La-
grange), dont la base est note´e {wα}α conduit au syste`me line´aire dont les inconnues sont
les valeurs nodales uα de l’approximation
∑
α
uαwα de la solution u :
(A+ C)U = FΓ − FΣ (1.14)
avec
Aβα =
∫
Ω
∇wα(x)∇wβ(x)− k2wα(x)wβ(x) dx− ik
∫
Σ
wα(x)wβ(x) dσ(x),
Cβα =
∫
Σ
DΓ(wα)(x)wβ(x) dσ(x),
FΓα =
∫
Γ
f(x)wα(x) dγ(x), F
Σ
β =
∫
Σ
SΓ(f)(x)wβ(x) dσ(x).
La matrice A est inversible, creuse, syme´trique et a` coefficients complexes, par contre
la matrice C comporte un bloc plein duˆ au couplage des deux frontie`res du domaine
de calcul. La matrice A + C est complexe et non hermitienne ; de plus A + C est mal
conditionne´e et si nous choisissons A comme pre´conditionneur on obtient le syste`me
(I + A−1C)U = A−1(FΓ − FΣ). (1.15)
Si on choisit comme solveur l’algorithme GMRES, au cours des ite´rations, la multiplica-
tion de A−1 par un vecteur donne´ est effectue´e simplement par la re´solution d’un syste`me
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line´aire de matriceA par la me´thode LU en re´solvant deux syste`mes line´aires triangulaires
par la me´thode de descente et la me´thode de remonte´e.
On poseH(x, y) = ∂nyK(x, y) pour tout (x, y) ∈ Σ×Γ, et on approche la fonctionH
par interpolation sur les fonctions de base e´le´ments finis de´finies sur les nœuds de Σ×Γ :
H(x, y) ≈
∑
σ
∑
γ
H(xσ, yγ)wσ(x)wγ(y),
ou` l’indice σ (resp. γ) est ge´ne´rique des nœuds de Σ (resp. Γ). La matrice C peut s’e´crire
alors sous forme du produit des matrices
C = P tΣ MΣHΣΓMΓ PΓ
ou` PΓ (resp. PΣ) est la (matrice de) projection sur Γ (resp. sur Σ), MΓ (resp. MΣ) la
matrice de masse sur Γ (resp. sur Σ) etHΣΓ la matrice noyau de coefficients H(xσ, yγ).
Avec des notations analogues, le terme FΣ peut s’e´crire comme produit matrice-vecteur
FΣσ =
∑
γ
Rσγfγ ou` R = P tΣMΣKΣΓMΓ
et fγ est la γ-e`me composante de l’interpole´e de la donne´e f sur Γ :
f(x) ≈
∑
γ
fγwγ(x)
et KΣΓ la matrice noyau de coefficients K(xσ, yγ).
1.3 Me´thodes base´es sur des conditions aux limites trans-
parentes locales
1.3.1 Condition de rayonnement a` distance finie
L’ide´e de cette me´thode consiste a` introduire une frontie`re fictive Σ entourant l’obs-
tacle sur laquelle on impose une condition aux limites provenant de la condition de radia-
tion de type Sommerfeld ([1]). Cette condition aux limites sur Σ est aussi de´signe´e condi-
tion de rayonnement a` distance finie (CRDF). Ceci, nous ame`ne a` e´tudier le proble`me
suivant : 
∆u+ k2u = 0 dans Ω,
∂nyu = f sur Γ,
(∂nx − ik)u(x) = 0 sur Σ.
(1.16)
Avec cette me´thode, il est ne´cessaire d’e´loigner suffisamment la frontie`re Σ pour avoir
une bonne approximation de la condition de rayonnement de Sommerfeld. La formulation
variationnelle consiste a`
Trouver u ∈ H1(Ω) tel que pour tout v ∈ H1(Ω)∫
Ω
∇u(x)∇v¯(x)dx− k2
∫
Ω
u(x)v¯(x)dx− ik
∫
Σ
u(x)v¯(x)dσ(x)
=
∫
Γ
f(x)v¯(x)dγ(x)
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Apre`s une discre´tisation par e´le´ments finis, on aboutit au syste`me line´aire suivant :
AU = FΓ.
ou` A et FΓ sont les meˆmes e´le´ments du syste`me (1.14) de´fini dans la section pre´ce´dente.
1.3.2 Condition transparente de type BGT
Les conditions aux limites transparentes locales de´signe´es BGT de premier et de se-
cond ordre sont les conditions introduites par Bayliss, Gunzburger et Turkel ([2]) pour
des frontie`res fictives circulaires et sphe´riques. Ces me´thodes ont e´te´ ensuite e´tendues
dans ([3],[4], [5]) pour des frontie`res artificielles de formes ge´ne´rales convexes et pour
un ordre e´leve´ et donc plus pre´cises. Le proble`me exte´rieur (1.1) se rame`ne a` re´soudre le
proble`me suivant : 
∆u+ k2u = 0 dans Ω,
∂nyu = f sur Γ,
∂nxu = −Mlu sur Σ ; l = 1, 2.
En 2D :
– Condition de premier ordre BGT1 : ∂nxu = −M1u := iku−
κ
2
u
– Condition de deuxie`me ordre BGT2 :
∂nxu =M2u := −M1u+
κ2
8(κ− ik)u+ ∂s
(
1
2(κ− ik)∂su
)
ou` κ est la courbure de la surface et s l’abscisse curviligne.
La formulation variationnelle consiste a`
Trouver u ∈ H1(Ω) tel que pour tout v ∈ H1(Ω)∫
Ω
∇u(x)∇v¯(x)dx− k2
∫
Ω
u(x)v¯(x)dx+
∫
Σ
Mlu(x)v¯(x)dσ(x)
=
∫
Γ
f(x)v¯(x)dγ(x)
Une discre´tisation par e´le´ments finis me`ne a` la re´solution de ce syste`me line´aire :
BU = FΓ.
ou` B est de´finie comme suit
Bβα =
∫
Ω
∇wα(x)∇wβ(x)− k2wα(x)wβ(x) dx+
∫
Σ
Mlwα(x)wβ(x) dσ(x)
et FΓ est de´fini dans la section pre´ce´dente. On remarque que la matrice B n’est autre que
la somme de la matrice A de´finie pre´ce´demment et une matrice creuse. Par exemple pour
le cas de la condition BGT1 en 2D, on a
B = A+
κ
2
M
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ou` M est la matrice de masse sur Σ.
Les me´thodes a` condition aux limites transparentes locales conduisent a` des syste`mes
line´aires dont la matrice est a` coefficients complexes, creuse, syme´trique et non her-
mitienne. On peut utiliser des me´thodes directes de re´solution telles que la me´thode
d’e´limination de Gauss ou la factorisation LU. On peut choisir aussi un solveur ite´ratif
adapte´ au proble`me traite´. Les me´thodes directes sont rubustes en comparaison avec les
me´thodes ite´ratives mais elles peuvent devenir couˆteuses en termes de me´moire et de
temps du calcul de`s qu’il s’agit de proble`mes en 3D.
1.4 Tests nume´riques
On pre´sente des re´sultats nume´riques qui ont e´te´ obtenus a` l’aide de la bibliothe`que
ME´LINA dans sa version Fortran 77 [18] de´veloppe´e au sein de l’IRMAR par D. Martin et
au sein de l’ENSTA. ME´LINA a e´te´ utilise´e dans d’autres applications que les proble`mes
de diffraction acoustique (voir section Pressbook de [18]).
On conside`re le cas d’une onde incidente plane et un nombre d’onde k. On vise a`
re´soudre le proble`me de Helmholtz a` l’exte´rieur du disque unite´. Dans ce cas, on dispose
d’une solution exacte. Les simulations nume´riques sont faites dans un premier temps par
une interpolation P1 puis en P2 . Dans la suite, on de´signe par h le pas de discre´tisation
du maillage et R le rayon du bord artificiel entourant l’obstacle.
1.4.1 Etude de l’erreur en fonction de la taille du domaine, a` discre´ti-
sation fixe´e
On s’inte´resse au cas ou` le pas de discre´tisation h est fixe´ et on fait varier la distance
de´limite´e entre la frontie`re de l’obstacle et la frontie`re artificielle de rayon R. On trace
l’e´volution de l’erreur quadratique relative entre la solution calcule´e par CEFRI et la
solution exacte, l’erreur quadratique relative entre la solution calcule´e par CRDF et la
solution exacte et l’erreur quadratique relative entre la solution calcule´e par BGT2 et la
solution exacte qu’on de´signe rescpectivement err_c, err_r et err_bgt2.
Au regard de la figure 1.1, on remarque que l’erreur relative entre la solution nume´rique
et la solution exacte est plus faible pour la me´thode CEFRI. De plus, l’erreur err_c
donne une bonne pre´cision pour R = 1.06. Puis, lorsqu’on augmente davantage la dis-
tance entre l’obstacle et la frontie`re fictive, l’erreur se de´grade de nouveau vraisembla-
blement a` cause du conditionnement du syste`me qui devient mauvais lorsque la taille de
la matrice e´le´ments finis grandit. Pour l’erreur err_r et l’erreur err_bgt2, lorsque R
augmente l’approximation s’ame´liore puis a` partir de R = 1.6 les erreurs d’arrondi de-
viennent trop importantes et masquent l’ame´lioration quand R augmente. On remarque
que la valeur optimale de l’erreur err_r et l’erreur err_bgt2 n’est pas satisfaisante
par rapport a` l’erreur err_c mais l’erreur err_bgt2 reste toujours meilleure que l’er-
reur err_r. Dans la figure 1.2, on refait la meˆme e´tude de pre´cision en augmentant le
nombre de points par longueur d’onde : on a fait le choix d’une discre´tisation d’environ
20 points par longueur d’onde. On constate les meˆmes observations. On remarque que
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FIGURE 1.1 – Cas interpolation P1, k = 10 ;
λ = 10h (h = 0.06).
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FIGURE 1.2 – Cas interpolation P1, k = 10 ;
λ = 20h (h = 0.03).
pour la me´thode CRDF, l’erreur err_r atteint une valeur optimale e´gale a` environ 5%
pour un R = 2.5 qui reste toujours supe´rieur a` celle de l’erreur err_c qui est e´gale a` 1%
pour R = 1.09. La distance entre l’obstacle et le bord artificiel joue un roˆle important sur
la pre´cision de la me´thode CRDF et de la me´thode BGT2. Mais en comparant les deux
figures 1.1 et 1.2, on observe que le comportement de la pre´cision de ces deux me´thodes
de´pend aussi de la finesse du maillage. En fait, dans le cas test ou` on a mis dix points
par longueur d’onde l’erreur err_r optimale est environ 9% pour R = 1.6, tandis que
pour un choix de vingt points par longueur d’onde, l’erreur err_r pour R = 2.5 est
environ 5%. Au regard des deux figures, on voit bien que l’erreur err_r aussi bien que
l’erreur err_bgt2 de´croıˆt puis commence a` croıˆtre tandis que ce phe´nome`ne apparaıˆt
plus vite dans le test 1 (figure 1.1) que dans le test 2 (figure 1.2) ou` on a mis plus de
points par longueur d’onde. Dans les figures 1.3 et 1.4, on refait la meˆme e´tude en choi-
1 1.5 2 2.5 3 3.5 4
0
5
10
15
20
25
30
35
R
e
rr
e
u
r 
re
la
tiv
e 
en
 %
 
 
err_c
err_r
err_bgt2
FIGURE 1.3 – Cas interpolation P2, k = 10 ;
λ = 10h (h = 0.06).
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FIGURE 1.4 – Cas interpolation P2, k = 10 ;
λ = 20h (h = 0.03).
sissant k = 10 et une interpolation P2 : le pas de discre´tisation est h = 0.06 a` gauche
et h = 0.03 a` droite. On remarque toujours que la pre´cision de la me´thode CEFRI est
beaucoup plus satisfaisante que celle des me´thodes CRDF et BGT2. Mais en comparant
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avec les re´sultats en P1, on observe qu’avec une interpolation P2 il n’y a qu’une le´ge`re
diffe´rence entre les re´sultats donne´s avec une discre´tisation par dix points par longueur
d’onde et ceux obtenus par vingt points par longueur d’onde. Dans 1.5 et 1.6, on se place
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FIGURE 1.5 – Cas interpolation P1, k = 10,
λ = 10h (h = 0.06).
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FIGURE 1.6 – Cas interpolation P2, k = 20,
λ = 5h (h = 0.06).
dans une configuration ou` on a le meˆme pas de discre´tisation du maillage (h=0.06). Pour
une interpolation P1 (figure 1.5), on a mis dix points par longueur d’onde. Pour le cas
d’une interpolation en P2 (figure 1.6) on a 5 points par longueur d’onde. Le but de ces
choix est de se situer dans un cas similaire pour les deux interpolations. On refait la meˆme
e´tude. On observe que les re´sultats en P2 sont meilleurs que ceux en P1.
Dans la suite, on se propose de regarder chaque me´thode inde´pendamment : CEFRI,
CRDF ou BGT2. Sur les figures (1.7), (1.8) et (1.9), on repre´sente l’erreur relative com-
mise en fonction de R pour diffe´rents degre´s d’interpolation de la me´thode e´le´ments finis
P1 et P2. On voit que les re´sultats en P2 sont plus pre´cis et plus stables que ceux obtenus
en P1.
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FIGURE 1.7 – Etude de la pre´cision de la
me´thode CEFRI en P1 et P2, h = 0.06,
k = 10 (λ = 10h).
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FIGURE 1.8 – Etude de la pre´cision de la
me´thode CRDF en P1 et P2, h = 0.06,
k = 10 (λ = 10h).
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FIGURE 1.9 – Etude de la pre´cision de la me´thode BGT2 en P1 et P2, h = 0.06, k = 10
(λ = 10h).
1.4.2 Etude de l’erreur en fonction du nombre d’onde a` un domaine
fixe´
On se propose d’e´tudier le cas ou` on fait varier conjointement le nombre d’onde et
le pas de discre´tisation h et on fixe la distance de´limite´e par la frontie`re de l’obstacle de
rayon 1 et la frontie`re artificielle de rayon R. Dans un premier temps, on choisit R = 1.5
puis, on regardera ce qui se passe pour le cas R = 4.
h 0.3 0.1 0.08 0.06 0.04 0.02
k 1 3 4 5 7.8 15.7
nombre d’e´le´ments 109 918 1479 2569 6050 24213
err_c en % 2.75 1.55 1.59 1.41 1.6 2.1
err_r en % 37.97 17.59 14.79 13.33 12.05 10.43
err_bgt2 en % 9.54 9.34 8.83 8.22 7.22 6.91
TABLE 1.1 – Cas interpolation P1 : R = 1.5, λ=20h.
h 0.3 0.1 0.08 0.06 0.04
k 1 3 4 5 7.8
nombre d’e´le´ments 1192 11132 18074 31236 71993
err_c en % 3.08 2.29 2.79 3.07 5.04
err_r en % 9.48 4.18 3.89 3.94 5.41
err_bgt2 en % 3.36 2.74 3.06 3.16 5.34
TABLE 1.2 – Cas interpolation P1, R = 4, λ=20h.
18 CHAPITRE 1. COMPARAISON DE CEFRI A` DES ME´THODES LOCALES
0 2 4 6 8 10 12 14 16
0
5
10
15
20
25
30
35
40
k
e
rr
e
u
r 
re
la
tiv
e 
en
 %
 
 
err_c
err_r
err_bgt2
FIGURE 1.10 – Cas interpolation P1,
R = 1.5, λ = 20h.
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FIGURE 1.11 – Cas interpolation P1,
R = 4, λ = 20h.
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FIGURE 1.12 – Cas interpolation P2,
R = 1.5, λ = 20h.
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FIGURE 1.13 – Cas interpolation P2,
R = 4, λ = 20h.
Dans cette partie, on pre´cise au lecteur qu’on va e´tudier la pre´cision des me´thodes CE-
FRI, CRDF et BGT2 pour diffe´rents proble`mes physiques. En fait, pour chaque choix du
nombre d’onde k on a mis environ 20 points par longueur d’onde (Voir tableau 2.1 et 2.2).
Au regard des figures 1.10, 1.11, 1.12 et 1.13, on remarque que l’erreur err_c est plus
faible que l’erreur err_r et l’erreur err_bgt2. Mais on remarque que l’erreur err_r
dans 1.10 diminue en raffinant le maillage du domaine de calcul pour atteindre une valeur
optimale e´gale a` environ 10%. On observe que cette valeur est atteinte dans la figure 1.11
pour R choisi suffisamment grand (cas R = 4) et pour un choix du nombre d’onde k = 1.
Pour ce choix de R, l’erreur err_r a une valeur minimale d’environ 4%. On remarque
aussi que l’erreur se de´grade pour h = 0.04 ce qui correspond a` un maillage de 71993
triangles d’ordre 1. On peut expliquer cette instabilite´ nume´rique par une accumulation
des erreurs d’arrondi des calculs e´le´ments finis P1 vu la taille du domaine de calcul. Et ce
phe´nome`ne n’apparait pas pour des e´le´ments finis d’ordre 2 (voir figures 1.12 et 1.13).
A travers cette se´rie de tests nume´riques, on a constate´ que la me´thode CEFRI donne
un re´sultat plus satisfaisant que les me´thodes CRDF et BGT2. En comparant les re´sultats
pour le choix d’une frontie`re fictive de rayonR = 1.5 au cas ou`R = 4, on a ve´rifie´ que les
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me´thodes base´es sur des conditions aux limites transparentes locales se comportent mieux
pour une frontie`re artificielle assez loin de l’obstacle. Ce comparatif ne me´rite pas d’eˆtre
fait pour la me´thode CEFRI. Concernant la me´thode CEFRI, on se propose de mener une
e´tude plus pertinente dans la section suivante : analyse a` un nombre de couches e´le´ments
finis fixe´.
1.4.3 Etude de l’erreur de CEFRI en fonction de la discre´tisation a`
un nombre de couches e´le´ments finis fixe´
Dans cette partie, on se propose d’e´tudier le comportement de la me´thode CEFRI en
fonction de la finesse du maillage. Ceci correspond a` de´finir la distance entre le bord de
l’obsctacle Γ et la frontie`re artificielle Σ en fonction du choix du pas de la discre´tisation h,
de telle sorte qu’on a un nombre de couches e´le´ments finis fixe´. Dans ce cas, le domaine
de calcul devient de plus en plus petit quand h tend vers 0. On de´signe par CEF le groupe
nominal : couche e´le´ments finis. On pre´sente des re´sultats nume´riques pour un choix
d’une seule couche e´le´ments finis pour une interpolation P1 puis une interpolation P2. La
meˆme e´tude est effectue´e pour deux couches e´le´ments finis. Dans les figures 1.15 et 1.17,
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
2
4
6
8
10
12
14
16
18
h
e
rr
e
u
r 
re
la
tiv
e 
en
 %
 
 
err_c
FIGURE 1.14 – Cas interpolation P1,
1 CEF, k = 10.
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FIGURE 1.15 – Cas interpolation P1,
2 CEF, k = 10.
on constate, pour le cas d’un choix de deux couches e´le´ments finis une bonne stabilite´ du
comportement de l’erreur err_c en P1 aussi bien que en P2 . L’erreur err_c de´croıˆt
en choisissant un pas de discre´tisation h de plus en plus fin. Par contre avec une seule
couche e´le´ments finis, (voir figures 1.14 et 1.16) on observe que l’erreur de´croıˆt puis on
remarque une instabilite´ nume´rique : l’erreur err_c augmente en raffinant de plus en plus
le maillage. La courbe 1.18 repre´sente une autre manie`re de pre´senter le comportement
de la pre´cision err_c en utilisant l’e´chelle logarithmique. En trac¸ant les re´sultats par
exemple du cas d’une interpolation P1 et P2 avec deux couches e´le´ments finis dans le
domaine de calcul, on obtient une droite qui traduit encore une fois la stabilite´ nume´rique
explique´e pre´ce´demment.
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FIGURE 1.16 – Cas interpolation P2,
1 CEF, k = 10.
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FIGURE 1.17 – Cas interpolation P2,
2 CEF, k = 10.
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FIGURE 1.18 – Cas interpolation P1, P2 ; 2 CEF ; k=10 en e´chelle logarithmique
1.4.4 Comparaison du temps de calcul
On se propose dans cette partie de mener une e´tude comparative du temps de calculs
pour les me´thodes auxquelles on s’inte´resse. L’analyse est faite pour deux choix d’inter-
polation e´le´ments finis P1 et P2.
A partir de la figure 1.19, la me´thode CEFRI atteint une pre´cision optimale pour un
rayon du bord artificiel R = 1.06 qui correspond a` un temps de calcul e´gal a` 0.11. On
pre´sente dans la figure 1.19 l’e´volution du temps de calcul mis pour re´soudre le proble`me
avec la me´thode CRDF et BGT2 en fonction de R. On trace la droite t_cefri qui
repre´sente le temps e´coule´ pour avoir la meilleure pre´cision de la me´thode CEFRI. On
observe que les courbes du temps de calcul de CRDF et BGT2 de´signe´es respective-
ment t_crdf et t_bgt2 croisent la courbe de temps t_cefri pre´sente´e pour le cas
R = 1.6. Dans la figure 1.19, un choix de rayon du bord artificiel e´gal a` 1.6 correspond a`
une erreur err_r de l’ordre de 10% et l’erreur err_bgt2 est de l’ordre de 8% qui sont
toutes les deux supe´rieures a` l’erreur err_c qui est de l’ordre de 6%.
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FIGURE 1.19 – Cas k = 10, λ = 10h (h = 0.06), temps de calcul en P1 (la figure a` droite
est un zoom de celle qui est a` gauche).
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FIGURE 1.20 – Cas interpolation P1, k = 10 ; λ = 10h (h = 0.06).
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FIGURE 1.21 – Cas k = 10, λ = 10h (h = 0.06), temps de calcul en P2 (la figure a` droite
est un zoom de celle qui est a` gauche.
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FIGURE 1.22 – Cas interpolation P2, k = 20, λ = 5h (h = 0.06).
A travers la figure 1.21, on me`ne une e´tude comparative entre la pre´cision des me´thodes
CEFRI, CRDF et BGT2 pour le cas d’une interpolation P2. On remarque que l’erreur
err_r et l’erreur err_bgt2 sont plus au moins de l’ordre de 1% pour le cas d’un
R = 4, que le temps mis pour la re´solution est a` peu pre`s e´gal a` 60 secondes (voir figure
1.21). La me´thode CEFRI atteint cette pre´cision mais avec un domaine de calcul beau-
coup plus petit qui correspond a` R = 1.06 ce qui favorise un temps de calcul tre`s petit
(e´gal a` 0.36 seconde) par rapport a` celui donne´ par les me´thodes transparentes.
erreur t_cefri t_crdf t_bgt2
' 1% 0.36 59.11 57.39
' 5% - 3.61 1.38
' 10% - 1.31 0.37
TABLE 1.3 – Etude du temps de calcul a` une pre´cision fixe´e, cas interpolation P2 : h =
0.06, k = 10.
D’autre part, nous e´tudions dans le tableau 1.3 le temps mis pour chacune de ces
me´thodes a` une pre´cision donne´e par e´le´ments finis en P2. Nous rappelons que la me´thode
CEFRI permet d’avoir une pre´cision de 1% en variant le domaine de calcul (on peut
consulter la figure (1.9). Nous remarquons que les me´thodes CRDF et BGT2 atteignent
aussi cette pre´cision mais en mettant une dure´e a` peu pre`s e´gale a` 170 fois le temps mis
par la me´thode CEFRI. Nous constatons aussi que les me´thodes a` condition aux limites
transparentes locales peuvent eˆtre satisfaisantes pour la re´solution du proble`me exte´rieur.
Ceci est vrai si on n’exige pas d’avoir une tre`s bonne pre´cision.
1.4.5 Conclusions
A travers ces tests nume´riques, nous constatons que la me´thode CEFRI est robuste
du point de vue pre´cision et complexite´ en temps de calcul. Ceci, est vrai meˆme pour un
choix de deux couches e´le´ments finis. Nous n’avons pas besoin d’e´largir le domaine de
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calcul comme c’est le cas pour les me´thodes CRDF et BGT2. Le seul inconve´nient par
rapport aux me´thodes a` condition aux limites transparentes locales telles que les me´thodes
de CRDF et BGT est la mise en œuvre nume´rique. En fait, les me´thodes CRDF et BGT2
sont faciles a` imple´menter dans une librairie e´le´ments finis. Par contre, la me´thode CE-
FRI me´rite plus de de´veloppement nume´rique surtout pour l’imple´mentation du terme
de couplage qui fait interagir la surface de l’obstacle et le bord artificiel (voir l’e´quation
1.14). Ces techniques existent de´ja` dans la librairie ME´LINA dans le cadre de la re´solution
du proble`me de Helmholtz exte´rieur. La mise en œuvre de la me´thode CEFRI dans une
librairie en C++ (ME´LINA++) pour la re´solution des proble`mes de propagation d’onde
acoustique et e´lectromagne´tique est l’un des objectifs de mes travaux de the`se.
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Chapitre 2
Mise en œuvre de la me´thode multipoˆles
rapide pour la me´thode CEFRI
2.1 Historique de la FMM
Le calcul limitant un algorithme ite´ratif est le couˆt du produit matrice-vecteur, qui pour
une matrice pleine de taille N , est proportionnel a` N2. Dans des applications physiques,
on est amene´ a` conside´rer des situations ou` le nombre d’onde est tre`s grand. Et comme N
croıˆt avec le nombre d’onde de manie`re quadratique pour une surface, le produit matrice-
vecteur devient tre`s couteux. Pour surmonter ce proble`me, on fait appel a` la me´thode
multipoˆles rapide (FMM) qui re´duit les couˆts en temps de calcul et en place me´moire du
produit matrice-vecteur. Historiquement, les me´thodes multipoˆles rapides ont e´te´ intro-
duites pour le proble`me a` N-corps de l’astronomie ([27]). Elles ont e´te´ ensuite e´tendues
au proble`me des e´quations de Laplace re´solues par des me´thodes inte´grales (V. Rokh-
lin et L. Greengard dans [28] et [29]). Le cas des e´quations de Helmholtz a e´te´ aborde´
par V. Rokhlin dans le cas 2D dans l’article [19] puis en 3D dans [20]. Ces algorithmes
conduisent a` une complexite´ en O(N
3
2 ) pour la me´thode a` un niveau et N lnN pour la
me´thode multiniveaux. Le de´veloppement FMM le plus re´pandu est base´ sur la se´rie de
Gegenbauer ([30]).
2.2 Exemple d’application de la FMM en configuration
1D
La me´thode multipoˆles rapide note´e FMM permet de re´aliser de manie`re e´conomique
des produits matrice-vecteur. Nous pre´sentons dans ce qui suit le principe et les notions
fondamentales de la me´thode FMM a` partir d’un cas simplifie´ en dimension 1. Pour cela,
nous conside´rons une matrice A de´finie par la formule suivante :
Aij =
1
xi − yj .
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On se propose d’acce´le´rer le produit matrice-vecteur AV ou` V est un vecteur donne´ de
RN . Il s’agit d’acce´le´rer le calcul de l’expression suivante :
∀i = {1, ..., N},
N∑
j=1
1
xi − yjVj.
Les points xi sont nomme´s “points observateurs” ou “points cibles” et les yj sont appele´s
“points sources”. L’ide´e clef de la me´thode FMM est le de´couplage des points xi et yj .
Pour cela, nous utilisons un regroupement ade´quat de ces points comme suit : soit le seg-
ment [0,2] tel que les points xi et yj sont re´partis de manie`re approximativement uniforme
respectivement sur [0,1[ et ]1,2]. On regroupe ces points dans des boıˆtes : les xi sont dans
la boıˆte B1 = [0, 12 [ et la boıˆte B2 = [
1
2
,1[ et les points yj sont dans la boıˆte B3 = [1,32 [ et
la boıˆte B4 =[32 , 2[. Notons Ck le centre de la boıˆte Bk avec k ∈ {1, ..., 4}.
0 2
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x y
ji
FIGURE 2.1 – Constuction des boıˆtes 1D
Si xi ∈ B2 et yj ∈ B4 (voir Fig. 2.1) alors
| C2 − xi |<| C2 − yj | . (2.1)
En e´crivant Aij sous la forme suivante :
1
xi − yj =
1
xi − C2 + C2 − yj
=
1
(C2 − yj)
(
1− C2 − xi
C2 − yj
)
et en utilisant (2.1) on a
Aij =
1
C2 − yj
∞∑
n=0
(
C2 − xi
C2 − yj
)n
.
Si on se donne une tole´rence ε > 0, il existe un nombre Lε tel que∣∣∣∣∣ 1xi − yj −
Lε∑
l=0
(C2 − xi)l
(C2 − yj)l+1
∣∣∣∣∣ ≤ ε.
Soit α ∈ R tel que ∣∣∣∣C2 − xiC2 − yj
∣∣∣∣ < α < 1
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alors ∣∣∣∣∣
∞∑
l=Lε+1
(C2 − xi)l
(C2 − yj)l+1
∣∣∣∣∣ ≤ C
(
1
1− α
)
αLε+1.
Nous avons choisi Lε tel que c˜ αLε+1 ≤ ε avec c˜ = C 1
1− α . Ceci implique
ln c˜+ (Lε + 1) lnα ≤ ln ε
Lε ≥ ln ε
−1 + ln c˜
lnα−1
− 1
Lε ' ln ε−1.
La matrice A peut eˆtre de´compose´e sous la forme suivante :
Aij = A
proche
ij + A
loin
ij
avec
Aprocheij =
{
Aij si (xi ∈ B2 et yj ∈ B3)
0 sinon
et
Aloinij =
{
Aij si (xi ∈ B2 et yj ∈ B4) et (xi ∈ B1 et yj ∈ B3 ∪B4)
0 sinon.
La matriceAproche reste inchange´e car la condition de convergence (2.1) n’est pas ve´rifie´e.
Par contre pour la matrice Aloin, nous utilisons l’approximation que nous avons e´crite
pre´ce´demment. Ainsi, on a pour tout i ∈ {1, ..., N} tel que xi ∈ B2 :
(AV)i =
N∑
j=1
AijVj
=
∑
j/yj∈B3
1
xi − yjVj +
∑
j/yj∈B4
1
C2 − yj
Lε∑
n=0
(
C2 − xi
C2 − yj
)n
Vj
=
∑
j/yj∈B3
1
xi − yjVj +
Lε∑
n=0
(C2 − xi)n
∑
j/yj∈B4
Vj
(C2 − yj)n+1 .
On peut conclure que l’expression (AV)i est de´compose´e en une somme d’interac-
tions proches (xi et yj appartiennent a` des boıˆtes voisines) et d’interactions lointaines
(xi et yj appartiennent a` des boıˆtes non voisines), ou` les interactions lointaines sont ap-
proche´es par la FMM.
Etude de la complexite´
On de´signe par Bi la boıˆte contenant le point observateur xi et V(Bi) la re´union des
boıˆtes voisines avecBi. En ge´ne´ral, “B est une boıˆte voisine deB′” veut dire que les deux
boıˆtes B et B′ se touchent. On note M le nombre de boıˆtes regroupant les points xi et yj .
– Interactions proches : ∑
j/yj∈V(Bi)
Vj
xi − yj .
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La complexite´ du calcul des interactions proches est de O
(
N2
M
)
.
– Interactions lointaines :
Lε∑
n=1
(Ci − xi)n
∑
j/yj /∈V(Bi)
Vj
(Ci − yj)n+1 .
Ce calcul se fait en 2 e´tapes :
1. Pour chaque boıˆte Bi et pour chaque n ∈ {1, ..., Lε}, nous calculons l’expres-
sion
Sni =
∑
j/yj /∈V(Bi)
Vj
(Ci − yj)n+1 .
Cette e´tape ne´cessite O(M.Lε.N) ope´rations.
2. Pour chaque boıˆte Bi, pour chaque point xi de Bi, nous calculons
Lε∑
n=0
(Ci − xi)nSni .
Cette somme ne´cessite O(N.Lε) ope´rations.
La complexite´ du calcul des interations lointaines est de O(M.N. ln ε−1). On en
de´duit que la complexite´ totale est
N2
M
+M.N. ln ε−1.
Le choix du nombre de boıˆtes se fait de fac¸on a` minimiser ce couˆt algorithmique.
Ainsi, le choix optimal est M ∼ √N et la complexite´ optimale est (N3/2. ln ε−1).
Remarque 2.2.1. Les boıˆtes utilise´es sont de meˆme taille. On parle dans ce cas d’une
me´thode FMM a` un niveau. Pour l’exemple pre´sente´ pre´ce´dement, nous avons remarque´
que la condition de convergence (2.1) n’est pas ve´rifie´e pour xi ∈ B2 et yj ∈ B3. Mais
nous pouvons subdiviser a` nouveau chacune de ces deux boıˆtes en deux boıˆtes identiques.
On les note B21, B22, B31, B32. Dans ce cas, si xi ∈ B22 et si yj ∈ B32 la condition
de convergence est ve´rifie´e alors on peut suivre le meˆme raisonnement que pre´ce´dement.
Dans ce cas nous avons fait un regroupement des points en fonction de l’e´loignement par
rapport au point observateur. On parle de me´thode FMM multiniveaux.
2.3 Application de la FMM 1 niveau a` CEFRI en 3D
Maintenant que la structure ge´ne´rique de l’algorithme multipoˆles rapide a e´te´ pre´sente´e,
nous allons e´tudier son application au proble`me de Helmholtz en domaine non borne´
re´solu par la me´thode CEFRI. Plus pre´cise´ment, nous e´tudions le produit de la matrice
H, vue dans le chapitre 1, par un vecteur donne´.
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2.3.1 Construction du pavage et notion de voisinage
Construction ge´ome´trique des boıˆtes :
Soit un ensemble de points (xσ) repartis de manie`re assez uniforme sur un domaine Σ
et des points (yγ) repartis sur Γ. On construit un pavage de la re´gion de l’espace qui
contient les (xσ) et les (yγ) . En 3D, nous choisissons un cube qui contient toutes les par-
ticules (xσ) et (yγ). Nous construisons le pavage de manie`re re´cursive : a` chaque e´tape,
nous subdivisons chaque cube en huit cubes identiques. Ainsi de suite jusqu’a` obtenir une
taille de boıˆtes convenables et un nombre de particules par boıˆte convenable. Par abus
d’e´criture, on notera Bσ la boıˆte contenant un point xσ donne´ et Cσ le centre de Bσ. Pour
une boıˆte B du pavage, on note V(B) l’ensemble de boıˆtes “proches” de B. B′ /∈ V(B)
signifie qu’il existe α < 1 tel que
∀x ∈ B ∀y ∈ B′ | y − CB′ | + | x− CB |< α | CB − CB′ |
avec CB est le centre de la boıˆte B et CB′ le centre de la boıˆte B′. La matrice H ( voir
chapitre 1) peut eˆtre de´compose´e sous la forme suivante :
H = Hproche +Hloin
avec
Hprochelm =
{ Hlm si xσ et yγ appartiennent a` des boıˆtes proches
0 sinon.
et
Hloinσγ =
{
0 si xσ et yγ appartiennent a` des boıˆtes proches
Hσγ sinon
La matriceHproche est calcule´e d’une manie`re classique. La partieHloin est conside´re´e au
travers de la me´thode FMM. Le produit de la matriceH par un vecteur donne´ v est
(Hv)σ = (Hv)procheσ + (Hv)loinσ tels que
(Hv)procheσ =
∑
B′∈V(Bσ)
∑
γ/yγ∈B′
H(xσ, yγ)vγ
=
∑
B′∈V(Bσ)
∑
γ/yγ∈B′
∂K(xσ, yγ)
∂nyγ
vγ
=
∑
B′∈V(Bσ)
∑
γ/yγ∈B′
∂
∂nyγ
((
∂
∂nxσ
− ik
)
G(xσ, yγ)
)
vγ.
Le calcul de (Hv)loinσ est base´ sur un de´veloppement judicieux du noyau de Green. En
fait, l’ide´e de base de la me´thode mutipoˆles rapide est de tenter de se´parer les variables
xσ et yγ . Il nous faut re´e´crire le noyau de Green diffe´remment. Pour cela, nous pre´sentons
quelques outils mathe´matiques que nous allons utiliser par la suite.
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2.3.2 De´veloppement multipolaire
La fonction de Green de l’e´quation de Helmholtz pour un domaine tridimentionnel
infini est, a` un coefficient multiplicatif pre`s, la fonction de Hankel sphe´rique de premie`re
espe`ce et d’ordre ze´ro :
G(k, |xσ − yγ|) = ik
4pi
h0(k|xσ − yγ|).
The´ore`me 2.3.1. : (The´ore`me d’addition de Gegenbauer)
h0(k|r0 + r|) =
∞∑
q=0
(−1)q(2q + 1)hq(k|r0|)jq(k|r|)Pq(cos(r, r0))
ou` r et r0 sont des vecteurs tel que |r| < |r0| avec
r = rσ − rγ avec rσ = xσ − Cσ et rγ = yγ − Cγ
r0 = Cσ − Cγ
cos(r, r0) est le cosinus de l’angle entre les vecteurs r et r0, hq est la fonction de Hankel
de premie`re espe`ce, jq est la fonction de Bessel et Pq est un polynoˆme de Legendre.
La convergence de cette se´rie est assure´e si et seulement si r et r0 ve´rifient la relation
|r| < |r0|. Cette contrainte oblige de distinguer les couples de boıˆtes voisines des couples
de boıˆtes non voisines.
r
r
BB
x
x1
2
2
0
r1
C1
2C
1 2
FIGURE 2.2 – Cas de deux boıˆtes non voisines (σ = 1 et γ = 2).
Proposition 2.3.1. : (Formule de Funk-Hecke)
jq(k|r|) Pq(cos(r, r0)) = (i)
q
4pi
∫
S
Pq(cos(s, r0))e
ik(s,xσ−Cσ)e−ik(s,yγ−Cγ) ds
ou` S est la sphe`re unite´ de R3 et (.,.) de´signe le produit scalaire de R3.
On tronque la se´rie de Gegenbauer et en utilisant la formule de Funk-Hecke, on ob-
tient :
h0(k|r0 + r|) '
Q∑
q=0
(−i)q
4pi
(2q + 1)hq(k|r0|)
∫
S
Pq(cos(s, r0))e
ik(s,r) ds
ou` Q est le parme`tre de troncature de la se´rie de Gegenbauer
On note :
T Qr0 (s) =
Q∑
q=0
(−i)q(2q + 1)Pq(cos(s, r0))hq(k|r0|). (2.2)
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T Qr0 (s) est appele´e fonction de transfert.
Ensuite, on fait commuter la sommation avec l’inte´grale donc on peut e´crire
h0(k|r0 + r|) ' 1
4pi
∫
S
T Qr0 (s)eik(s,r) ds
=
1
4pi
∫
S
T Qr0 (s)eik(s,xσ−Cσ)e−ik(s,yγ−Cγ) ds.
Dans la suite, nous allons exploiter ces re´sultats dans le but de de´terminer le calcul des
interations lointaines (Hv)loinσ .
H(xσ, yγ) =
∂
∂nyγ
[(
∂
∂nxσ
− ik
)
G(xσ, yγ)
]
=
ik
4pi
∂
∂nyγ
[(
∂
∂nxσ
− ik
)
h0(k|xσ − yγ|)
]
.
Nous avons besoin alors de de´terminer le calcul de ces quantite´s :
∂h0(k|xσ − yγ|)
∂nyγ
,
∂h0(k|xσ − yγ|)
∂nxσ
et
∂2h0(k|xσ − yγ|)
∂nyγ∂nxσ
.
∂h0(k|xσ − yγ|)
∂nxσ
' ik
4pi
∫
S
T Qr0 (s)(s,nxσ)eik(s,xσ−Cσ)e−ik(s,yγ−Cγ) ds,
∂h0(k|xσ − yγ|)
∂nyγ
' −ik
4pi
∫
S
T Qr0 (s)(s,nyγ )eik(s,xσ−Cσ)e−ik(s,yγ−Cγ) ds,
∂2h0(k|xσ − yγ|)
∂nyγ∂nxσ
' k
2
4pi
∫
S
T Qr0 (s)(s,nxσ)(s,nyγ )eik(s,xσ−Cσ)e−ik(s,yγ−Cγ) ds,
H(xσ, yγ) ' −ik
3
(4pi)2
∫
S
T Qr0 (s)(1− (s,nxσ))eik(s,xσ−Cσ)e−ik(s,yγ−Cγ)(s,nyγ ) ds.
L’e´tape suivante consiste a` discre´tiser l’inte´grale. Pour cela, nous choisissons S points sp
de quadrature sur la sphe`re S et un ensemble de poids wp tels que∫
S
f(s) ds '
S∑
p=1
f(sp)wp.
La discre´tisation sur la sphe`re unite´ nous donne l’approximation suivante
H(xσ, yγ) ' −ik
3
(4pi)2
S∑
p=1
wp(1− (sp,nxσ))eik(sp,xσ−Cσ)T Qr0 (sp)e−ik(sp,yγ−Cγ)(sp,nyγ ).
On remarque bien que deux approximations sont ne´cessaires pour l’e´valuation nume´rique
de notre calcul. La premie`re est la troncature de la se´rie :
∞∑
q=0
(−1)q(2q + 1)hq(k|r0|)jq(k|r|)Pq(cos(r, r0)).
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Le choix du parame`tre de troncature Q se fait de telle sorte qu’on a∣∣∣∣∣ ik4pi
∞∑
q=Q+1
(−1)q(2q + 1)hq(k|r0|)jq(k|r|)Pq(cos(r, r0))
∣∣∣∣∣ < ε
ou` ε est l’erreur d’approximation de´sire´e. Une analyse asymptotique du terme jq(k|r|)
donne
jq(k|r|) ∼ (k|r|)
q
(2q + 1)(2q − 1)...3.1 (1−
(k|r|)2
2(2q + 3)
+ ...)
donc q 7→ jq(k|r|) converge tre`s vite vers 0 de`s que q > k|r|. L’analyse asymptotique de
hq est donne´e par le comportement de la fonction de Neumann yq du fait que hq = jq+iyq.
Asymptotiquement yq(k|r0|) s’e´crit
yq(k|r0|) ∼ −(2q − 1)...3.1
(k|r0|)q+1 (1−
(k|r0|)2
2(1− 2q) + ...)
ce qui implique que q 7→ hq(k|r0|) diverge lorsque q tend vers ∞ de`s que q > k|r0|.
Alors, nous ne pouvons pas augmenter inde´finiment la valeur du parame`tre de troncature
Q. Par suite, on a
(2q + 1)jq(k|r|)yq(k|r0|) ∼ 1
k|r0|
( |r|
|r0|
)q
.
Cette analyse asymptotique montre que ce produit se comporte comme une se´rie ge´ome´trique
de raison
|r|
|r0| . Nous montrons les variations de jq(30) et yq(60) dans la figure (2.3) .
besselj(r)
bessely(2r)
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FIGURE 2.3 – Variation des fonctions de Bessel et de Hankel
Pour la fonction q 7→ jl(30), on voit que tout d’abord (pour une trentaine de termes
environ) il n’y a pas de convergence du tout. Puis a` partir de q > 30 = k|r| apparait une
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zone ou` la de´croissance est assez rapide. Inversement, q 7→ yq(60) diverge tre`s vite lorsque
q devient plus grand que 60 = k|r0|. Avec la condition |r| < |r0|, le comportement de
de´croissance rapide de jq(k|r|) intervient avant la divergence de yq(k|r0|), la convergence
vers 0 du produit jq(k|r|) yq(k|r0|) a lieu de`s que q devient plus grand que k|r|. Cette
convergence aboutit au re´sultat suivant : Pour tout ε, il existe Q tel que∣∣∣∣∣ ik4pi
∞∑
q=Q+1
(−1)q(2q + 1)h(1)q (k|r0|)jq(k|r|)Pq(cos(r, r0))
∣∣∣∣∣ < ε.
Dans la litte´rature, on trouve de nombreuses formules empiriques. Par exemple une e´tude
de WC Chew [31] a abouti a` la formule suivante :
Q = k|r|+ C(k|r|) 13 .
Apre`s une se´rie de tests nume´riques, nous choisissons C = 2.5 le plus ade´quat a` notre
configuration.
La seconde approximation va eˆtre la discre´tisation sur la sphe`re unite´. La discre´tisation
de l’inte´grale sur la sphe`re unite´ revient a` de´terminer des points de quadrature sp et des
poids wp qui inte`grent exactement les harmoniques sphe´riques Ylm. Nous rappelons que
Ylm(θ, ϕ) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pmσ (cos θ)e
imϕ.
En fait, en tenant compte du de´veloppement suivant
ei(s,r) =
∞∑
q=0
(−1)q(2q + 1)jq(k|r|)Pq(cos(s, r)) (2.3)
et le the´ore`me d’addition des harmoniques sphe´riques [32] :
The´ore`me 2.3.2. Soient deux vecteurs de coordonne´es sphe´riques (r, θ, ϕ) et (r′, θ′, ϕ′).
Notons γ l’angle entre ces deux vecteurs. Alors
Pσ(cos γ) =
4pi
2l + 1
l∑
m=−l
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ)
ou` cos γ = cos θ cos θ′ + sin θ sin θ′ cos(ϕ− ϕ′).
L’inte´grand T Qr0 (s)eik(s,r) peut alors eˆtre approche´ par une combinaison d’harmoniques
sphe´riques. On choisit des points sp de la forme (θj, ϕi) tels que 0 ≤ i < I et 0 ≤ j < J .
On suppose qu’une bijection a e´te´ e´tablie entre
{sp, p = 1, · · · , IJ − 1} et {(θj, ϕi), i = 1 · · · I − 1, j = 1, · · · , J − 1}. Une formule
d’inte´gration de Gauss-Legendre a` J points permet d’inte´grer exactement tous les po-
lynoˆmes de Legendre de degre´ infe´rieur ou e´gal a` 2J . Si on note sp = (θj, ϕi), on de´finit
le poids wp associe´ a` sp comme suit
wp =
2pi
I
GLj
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avec GLj les poids de Gauss-Legendre. Les θj sont de´finis sur [0, pi] et ϕi =
2pii
I
. Si nous
choisissons I = 2Q + 1 et J = Q + 1, nous obtenons une formule exacte pour toutes les
harmoniques sphe´riques de degre´ infe´rieur ou e´gal a` 2Q. On peut donc prendre
S = (2Q+ 1)× (Q+ 1).
Pour les e´tudes de complexite´ que nous allons pre´senter dans la suite, nous conside´rons
Q ≈ k|r| et donc S ≈ 2(k|r|)2.
Le calcul des interations lointaines consiste alors a` :
(Hv)loinσ =
∑
B′ /∈V(Bσ)
∑
γ/yγ∈B′
−ik3
(4pi)2
S∑
p=1
wp(1− (sp,nxσ))eik(sp,xσ−Cσ)T Qr0 (sp)
e−ik(sp,yγ−Cγ)(sp,nyγ )vγ
=
−ik3
(4pi)2
S∑
p=1
wp(1− (sp,nxσ))eik(sp,xσ−Cσ)
∑
B′ /∈V(Bσ)
T Qr0 (sp)
∑
γ/yγ∈B′
e−ik(sp,yγ−Cγ)(sp,nyγ )vγ.
2.3.3 Algorithme et calcul de la complexite´ de la FMM un niveau
– Etape 0 : Partie inde´pendante du vecteur v
∀r0 ∀sp T Qr0 (sp) =
Q∑
q=0
(−i)q
4pi
(2q + 1)Pq(cos(sp, r0))hq(k|r0|).
∀yγ ∀sp fγ(sp) = (sp,nyγ )e−ik(sp,yγ−Cγ).
∀xσ ∀sp gσ(sp) = (1− (sp,nxσ))eik(sp,xσ−Cσ).
– Etape 1 – “Far fields” : Rassemblement de l’information dans le centre de la boıˆte
source.
∀Bγ ∀sp FBγ (sp) =
∑
γ/yγ∈Bγ
fγ(sp)vγ.
– Etape 2 – “Close fields” : Transfert de l’information des boıˆtes sources Bγ vers la
boıˆte cible Bσ.
∀Bσ ∀sp GBσ(sp) =
∑
Bγ /∈V(Bσ)
T Qr0 (sp)FBγ (sp).
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– Etape 3 : Passage de l’information de Cσ vers le point cible xσ.
∀Bσ ∀σ/xσ ∈ Bσ (Hv)loinσ =
ik3
(4pi)2
S∑
p=1
wp gσ(sp)GBσ(sp)
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FIGURE 2.4 – Sche´matisation du passage de l’information : cas d’une boıˆte cible et deux
boıˆtes sources B1 et B2
Complexite´ des interactions lointaines
Notons NΣ (resp. NΓ) le nombre total de degre´s de liberte´ sur Σ (resp sur Γ) et MΣ (resp.
MΓ) le nombre de boıˆtes contenant la surface Σ (resp. la surface Γ). La complexite´ du
calcul des interactions lointaines re´sulte des de´comptes par e´tapes suivants :
– L’e´tape 0 est une e´tape inde´pendante du vecteur v et du second membre du syste`me
qui ne´cessite un nombre d’ope´rations de l’ordre de SQMΣ + NΓS + NΣS et une
place me´moire de l’ordre de SMΣ +NΓS +NΣS.
– L’e´tape 1 ne´cessite un couˆt de calcul de l’ordre de NΓS ope´rations et un couˆt de
place me´moire de l’ordre deMΓS. L’e´tape 2 couˆte de l’ordre deMΓMΣS ope´rations
et O(SMΣ) place me´moire.
– L’e´tape 3 ne´cessite un couˆt de calcul de l’ordre de NΣS ope´rations et une place
me´moire en O(NΣ).
Comme le nombre de degre´s de liberte´ sur Σ est du meˆme ordre que celui sur Γ qu’on
de´signe par N dans la suite. Le nombre de boıˆtes MΣ est du meˆme ordre que le nombre
de boıˆtes MΓ qu’on note M . Par suite le calcul des interactions lointaines ne´cessite un
nombre d’ope´rations de l’ordre de SQM + M2S + NS et une place de me´moire de
l’ordre de SM + NS + MS. Si on note d le diame`tre des boıˆtes comme Q ∼ k|r|, on a
Q ∼ kd et S ∼ (kd)2. Cela donne S ∼
N
M
et le couˆt du calcul des interactions lointaines
devient O
(
MN +
N2
M
)
et O
(
N2
M
)
place me´moire.
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Complexite´ des interactions proches
En adoptant les meˆmes notations que pre´ce´demment, le calcul des interactions proches
ne´cessite O
(
N2
M
)
ope´rations et O(N) place me´moire.
En conclusion, le produit de la matrice H par un vecteur ne´cessite O
(
N2
M
+NM
)
ope´rations et O
(
N +
N2
M
)
place me´moire. Si on choisit M =
√
N dans le but de mi-
nimiser l’expression MN +
N2
M
alors la complexite´ optimale est N3/2 pour les calculs et
pour la place me´moire.
2.4 Application de la FMM multiniveaux a` CEFRI en 3D
2.4.1 Pre´sentation ge´ne´rale
La me´thode FMM multiniveaux repose sur une division de chaque boıˆte en huit boıˆtes
plus petites. Donc, de nouvelles boıˆtes non voisines sont ainsi cre´es. Par suite, les calculs
des interactions proches sont limite´es aux boıˆtes adjacentes au niveau le plus fin de la
subdivision. La FMM multiniveaux permet d’obtenir une complexite´ optimale de l’ordre
de N lnN ou N ln2N suivant l’imple´mentation, plus pre´cise´ment suivant la me´thode
d’interpolation choisie, tandis que le stockage est toujours de l’ordre de N lnN .
Remarque 2.4.1. Avec la FMM 1 niveaux , si les boıˆtes deviennent nombreuses alors
le transfert est de plus en plus long. En utilisant la me´thode multiniveaux, on re´duit
conside´rablement le nombre de transferts. Pour cela, on commence par utiliser les boıˆtes
les plus grandes de notre pavage. Elles sont en nombre re´duit. On effectue pour ce niveau
tous les transferts pour les couples de boıˆtes qui ne sont pas voisines l’une de l’autre.
– Construction du pavage et notion de voisinage
Soit un ensemble de points (xσ) repartis de manie`re assez uniforme sur un domaine
Σ et des points (yγ) repartis sur Γ. On construit un pavage de la re´gion de l’es-
pace qui contient les (xσ) et les (yγ). En 3D, on choisit un cube qui contient toutes
les particules (xσ) et (yγ), il s’agit du niveau 0. On construit le pavage de manie`re
re´cursive : a` chaque e´tape, on subdivise chaque cube en huit cubes ou boıˆtes iden-
tiques, ainsi de suite jusqu’a` obtenir une taille de boıˆtes convenable et un nombre de
particules par boıˆte convenable. Si le niveau n est construit alors le niveau (n + 1)
se fait en subdivisant chaque cube BnD du niveau n en 8 boıˆtes de coˆte´s de longueur
ln avec ln+1 =
ln
2
. Ces boıˆtes sont appele´es boıˆtes filles de BnD . Et B
n
D est la boıˆte
me`re de Bn+1d , ou` B
n+1
d de´signe une boıˆte donne´e du niveau (n+ 1) contenue dans
BnD.
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Remarque 2.4.2. Les boıˆtes voisines sont des boıˆtes ayant au moins un sommet en
commun et se trouvant au meˆme niveau du pavage. On conserve la notation V pour
de´signer les boıˆtes voisines. De´finissons de nouveaux ensembles de boıˆtes :
TLn+1(d) =
{d′ ∈ {1, · · · ,Mn+1} tels que Bn+1d′ non voisine de Bn+1d et BnD′ voisine de BnD}
ou` BnD (respectivement B
n
D′)de´signe la boıˆte me`re de la boıˆte B
n+1
d (respectivement
Bn+1d′ ) et Mn+1 est le nombre de boıˆtes au niveau n+ 1.
Remarque 2.4.3. Si la re´partition des e´le´ments du maillage est non uniforme alors
la complexite´ des interactions proches devient grande, ce qui fait perdre l’inte´reˆt de
la FMM multiniveaux.
– Choix du niveau final
On a vu que le passage d’un niveau a` un autre plus fin ne´cessite la division de la
longueur des coˆte´s des boıˆtes par deux. Par suite, en 3D surfacique d’un niveau n
donne´ a` un autre, on garde un nombre de boıˆtes
Mn ≈ 4n.
Il en re´sulte que le niveau le plus fin est donne´ par la relation suivante
nfin ≈ lnM
ln 4
ou` M est le nombre de boıˆtes souhaite´es dans le niveau le plus fin.
2.4.2 Algorithme : FMM multiniveaux
– Etape 0 : Partie inde´pendante du vecteur v
Calcul de la fonction de transfert pour tout niveau n
∀rnDD′ ∀sp T Q
n
rn
DD′
(sp) =
Qn∑
q=0
(−i)q
4pi
(2q + 1)Pq(cos(sp, r
n
DD′))h
1
q(k | rnDD′ |)
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ou` rnDD′ = C
n
D − CnD′ , CnD (resp. CnD′) e´tant le centre de la boıˆte donne´e BnD (resp.
BnD′). Q
n e´tant le parame`tre de troncature de l’ope´rateur de transfert au niveau n.
Cette e´tape doit eˆtre effectue´e pour tout vecteur rnDD′ tel que B
n
D′ ∈ TLn(BnD),
lorsque n de´crit l’ensemble des niveaux.
Calcul des moments au niveau le plus fin
∀yγ ∀s(nfin)p fγ(s(nfin)p ) = (s(nfin)p ,nyγ )e−ik(s
(nfin)
p ,yγ−C(nfin)D ).
∀xσ ∀s(nfin)p gσ(s(nfin)p ) = (1− (s(nfin)p ,nxσ))eik(s
(nfin)
p ,xσ−C(nfin)D′ ).
Pour n allant de nfin− 1 a` 2,∀D ∈ {1, · · · ,Mn} et ∀s(n)p
hσ(s
(n)
p ) = e
ik(s
(n)
p ,C
n
D−Cn+1d ).
Pour n allant de nfin− 1 a` 2,∀D ∈ {1, · · · ,Mn} et ∀s(n)p
h˜σ(s
(n)
p ) = e
ik(s
(n)
p ,C
n+1
D −CnD).
– Etape 1 : Calcul de la fonction de radiation lointaine au niveau le plus fin
F
(nfin)
D (s
(nfin)
p ) =
∑
γ/xγ∈BnfinD
fD(s
(nfin)
p )vσ.
– Etape 2 : Agre´gation des fonctions jusqu’au niveau 2
pour n allant de nfin− 1 a` 2, ∀D ∈ {1, · · · ,Mn}
F
(n)
D (s
(n)
p ) =
∑
d∈fille(D,n)
hσ(s
(n)
p )Int(F (n+1)d )(s(n)p )
ou` fille(D,n) = {d tel que Bn+1d est une boıˆte fille de BnD} et Int de´signe l’ope´rateur
d’interpolation.
– Etape 3 : Transferts de l’information des boıˆtes sources BnD′ vers la boıˆte cible B
n
D.
Le transfert se fait en deux e´tapes :
Transfert entre boıˆtes non voisines pour le niveau grossier e´gal a` 2
∀D ∈ {1, · · · ,M2}
G
(2)
D (s
(2)
p ) =
∑
B2
D′ /∈V(B2D)
T Q2rn
DD′
(sp)F
(2)
D′ (s
(2)
p ).
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Transfert entre boıˆtes banlieues ce qui revient a` calculer
∀n ∈ {3, · · · , nfin}, ∀D ∈ {1, · · · ,Mn}
G
(n)
D (s
(n)
p ) =
∑
D′∈TLn(D)
T Qnrn
DD′
(sp)F
(n)
D′ (s
(n)
p ).
– Etape 4 : “De´saggre´gation” des fonctions de radiation locales (les fonctions transfe´re´es)
jusqu’au niveau le plus fin nfin.
Pour n allant de 2 a` nfin− 1, ∀D ∈ {1, · · · ,Mn}
G
(n+1)
d (s
(n+1)
p ) = G
(n+1)
d (s
(n+1)
p ) +Ant(h˜σ(s(n)p )G(n)D )(s(n+1)p )
G
(n)
D est la fonction de radiation locale pour la boıˆte me`re B
n
D de la boıˆte B
n+1
d et
Ant de´signe l’ope´rateur d’anterpolation.
– Etape 5 : Passage de l’information de Cnfind vers le point observateur.
∀d ∈ {1, · · · ,Mnfin}, ∀σ/xσ ∈ Bnfind
(Hv)loinσ =
ik3
(4pi)2
Snfin∑
p=1
wpgσ(s
nfin
p )G
nfin
d (s
nfin
p ).
En conclusion, la me´thode multiniveaux consiste a` :
– Evaluer les fonctions de radiation au niveau le plus fin.
– Interpoler les fonctions de radiation pour obtenir celles des niveaux pre´ce´dents.
– Effectuer les transferts a` tous les niveaux.
– Anterpoler les fonctions de radiation du niveau le plus grossier vers le niveau final.
– Transmettre l’information au point observateur.
On remarque que deux nouvelles e´tapes par rapport a` la me´thode FMM 1 niveaux sont
l’interpolation et l’anterpolation. En fait, lors de la monte´e et de la descente en niveau, on
est ramene´ a` de´terminer les fonctions de radiation sur des discre´tisations diffe´rentes. Les
ope´rateurs d’interpolations et d’anterpolations permettent de prendre en conside´ration le
changement de discre´tisation. La pre´sentation de ces notions sera l’objectif de la partie
qui suit.
2.4.3 Interpolation et anterpolation
Le but de l’interpolation est l’e´valuation des fonctions de radiation F (n) en Sn points
de discre´tisation au niveau n a` partir des fonctions connues en Sn+1 points au niveau
n + 1. En tenant compte du fait qu’au niveau n les boıˆtes sont deux fois plus grandes
que celles au niveau n + 1, on a la relation suivante : Sn = 4Sn+1. On remarque aussi
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que plus le niveau nfin est grand plus l’appel a` l’ope´rateur d’interpolation est fre´quent.
Parmi les me´thodes d’interpolation on peut citer par exemple la me´thode semi-naı¨ve [33].
C’est un algorithme de complexite´ S
3
2 ou` S de´signe le nombre de points de discre´tisation
sur la sphe`re unite´ S . Une deuxie`me me´thode est une ame´lioration de la pre´ce´dente en se
ramenant a` la FMM 1D ([34], [35], [36]). C’est un algorithme approche´ et de complexite´
S lnS. Dans [22], E. Darve propose aussi un algorithme de complexite´ S. Pour la mise en
œuvre nume´rique on se contente ici d’utiliser la premie`re me´thode.
Interpolation semi-naı¨ve
On fait appel a` l’interpolation au cours de l’e´tape 2 de l’algorithme multiniveaux. En effet,
pour n allant de nfin− 1 a` 2 et ∀D ∈ {1, . . . ,Mn}
F
(n)
D (s
(n)
p ) =
∑
xσ∈BD
(s(n)p ,nxσ)e
ik(s
(n)
p ,C
(n)
D −xσ)vσ
=
∑
d∈fille(D,n)
∑
xσ∈B(n+1)d
(s(n)p ,nxσ)e
ik(s
(n)
p ,C
(n)
D −C
(n+1)
d )eik(s
(n)
p ,C
(n+1)
d −xσ)vσ
=
∑
d∈fille(D,n)
eik(s
(n)
p ,C
(n)
D −C
(n+1)
d )Int(F (n+1)d )(s(n)p ).
La fonction F (n+1)d peut eˆtre e´value´e aux points s
(n+1)
p et non pas aux points s
(n)
p . C’est
la raison pour laquelle nous utilisons l’ope´rateur d’interpolation Int. D’apre`s (2.3), la
fonction a` interpoler peut eˆtre approche´e comme suit :
F
(n+1)
d (s) =∑
xσ∈Bd
(s,nxσ)e
ik(s,C
(n+1)
d −xσ)vσ
≈
∑
xσ∈Bd
(s,nxσ)vσ
l′∑
p=0
(2p+ 1)ipjp(k | C(n+1)d − xσ |)Pp(cos(s, C(n+1)d − xσ)).
On a donc pour tout s
F
(n+1)
d (s) ≈
l′∑
p=0
(s,nxσ)(2p+ 1)i
p
∑
xσ∈Bd
vσjp(k | C(n+1)d − xσ |)Pp(cos(s, C(n+1)d − xσ))
:= F˜
(n+1)
d (s).
(2.4)
Or, F˜ (n+1)d (s) peut eˆtre de´compose´e sur la base des harmoniques sphe´riques comme suit
F˜
(n+1)
d (s) =
∞∑
l=0
l∑
m=−l
[F˜
(n+1)
d ]lmYlm(s), (2.5)
avec [F˜ (n+1)d ]lm le coefficient de Fourier relatif a` cette base de´finie par
[F˜
(n+1)
d ]lm =
∫
S
Y ∗lm(s)F˜
(n+1)
d (s)ds,
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pour tous les −l ≤ m ≤ l, 0 ≤ l ≤ l′. L’inte´reˆt des fonctions harmoniques sphe´riques
est que notre fonction est tre`s bien approche´e par une combinaison line´aire finie de ces
fonctions et que l’on sait construire une quadrature efficace pour ces fonctions. La fonc-
tion Y ∗lm(s)F˜
(n+1)
d (s) est de largeur de bande e´gale a` 2l
′ donc on peut calculer l’inte´grale
exactement avec 2l′ + 1 points dans la direction de ϕ et l′ points dans la direction de θ.
Soit
[F˜
(n+1)
d ]lm =
∑
sp
wpY
∗
lm(s)F˜
(n+1)
d (sp).
En tenant compte des formules (2.4) et (2.5), on a
Int(F (n+1)d )(snp ) ≈
∑
−l≤m≤l
0≤l≤l′
Ylm(s
(n)
p )
∑
s
(n+1)
p
wpY
∗
lm(s
(n+1)
p )F˜
(n+1)
d (s
(n+1)
p )
=
∑
s
(n+1)
p
wpF˜
(n+1)
d (s
(n+1)
p )
∑
−l≤m≤l
0≤l≤l′
Ylm(s
(n)
p )Y
∗
lm(s
(n+1)
p ).
(2.6)
Nous rappellons que les harmoniques sphe´riques peuvent s’exprimer sous la forme
Ylm(θ, ϕ) =
1√
4pi
P¯lm(x)e
imϕ
avec P¯lm(x) la fonction de Legendre normalise´e de´finie par
P¯lm(x) =
√
(2l + 1)
(l −m)!
(l +m)!
Pl(x).
Proposition 2.4.1. : (Formule de sommation de Christoffel-Darboux)
Pour tout x, x′ dans [−1, 1] tel que x 6= x′ on a
l′∑
l=|m|
P¯lm(x)P¯lm(x
′) = εl′+1,m
P¯l′+1,m(x
′)P¯l′,m(x)− P¯l′+1,m(x)P¯l′,m(x′)
x′ − x
avec εl,m =
√
l2 −m2
4l2 − 1 .
Dans la suite on note Plm(x, x′) = εl′+1,m P¯l′+1,m(x
′)P¯l′,m(x)− P¯l′+1,m(x)P¯l′,m(x′)
x′ − x .
En utilisant la formule de sommation de Christoffel-Darboux ,
Int(F (n+1)d )(snp ) ≈∑
s
(n+1)
p
wp
4pi
F˜
(n+1)
d (s
(n+1)
p )
∑
−l≤m≤l
0≤l≤l′
eim(ϕ
(n)−ϕ(n+1)i )Pl′m(cos θ(n), cos θ(n+1)j ).
En de´composant la somme sur sp en une somme sur i et une somme sur j, on a
Int(F (n+1)d )(snp ) ≈∑
−l≤m≤l
0≤l≤l′
eimϕ
(n)
J(n+1)∑
j=1
wj
4pi
Plm(cos θ(n), cos θ(n+1)j )
I(n+1)∑
i
e−imϕ
(n+1)
i F˜
(n+1)
d (s
(n+1)
p )
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ou` s(n)p = (θ(n), ϕ(n)) et s
(n+1)
p = (θ
(n+1)
j , ϕ
(n+1)
i ). En conclusion, l’algorithme de l’inter-
polation semi–naı¨ve se fait en trois phases :
– Transforme´e de Fourier rapide pour calculer pour tout m
F˜ 1(m, θn+1j ) =
I∑
i
e−imϕ
(n+1)
i F
(n+1)
d (s
(n+1)
p ).
– Produit matrice-vecteur pour tous les angles θ(n) d’interpolation
F˜ 2(m, θn) =
J∑
j=1
wj
4pi
Plm(cos θ(n), cos θ(n+1)j )F˜ 1(m, θn+1j ).
– Transforme´e de Fourier inverse pour tout ϕ(n)
F
(n+1)
d (s
n
p ) ≈
∑
−l≤m≤l
0≤l≤l′
eimϕ
(n)
F˜ 2(m, θn).
Pour la meˆme raison qu’il a fallu utiliser l’ope´rateur d’interpolation du niveau le plus
fin vers le niveau le plus grossier, lors des calculs des fonctions de radiation locales au
niveau le plus fin, on va faire appel a` l’ope´rateur d’anterpolation pour passer d’un niveau a`
un niveau plus fin. L’algorithme de l’anterpolation est identique a` celui de l’interpolation
mais il est moins pre´cis que celui de l’interpolation. En fait, les fonctions a` anterpoler
sont les fonctions qui de´pendent des fonctions de transferts, ce qui n’est pas le cas pour
l’interpolation. La pre´sence de l’ope´rateur de transfert induit des erreurs nume´riques lors
de la “de´saggre´gation” des fonctions de radiation locales (voir e´tape 4 de l’algorithme
FMM multiniveaux).
2.5 Tests nume´riques : cas FMM un niveau
Nous pre´sentons dans cette partie des expe´riences nume´riques en trois dimensions de
la re´solution du proble`me (1.15) re´alise´es a` l’aide de l’environnement de programmation
ME´LINA. Nous conside´rons un obstacle sphe´rique de rayon R = 1 centre´ a` l’origine et
soumis a` une onde incidente plane. Nous de´signons par uGMRES la solution donne´e par la
me´thode GMRES. uFMM est la solution calcule´e par un solveur ite´ratif GMRES combine´
avec la me´thode FMM et uEXA la solution exacte du proble`me. On note
• Temps E.F : temps de calcul des e´le´ments finis intervenant dans le calcul de la
matrice A et du second membre.
• Temps LU : temps de la factorisation LU de la matrice A.
• Temps GMRES : temps mis apre`s une re´solution par la me´thode de GMRES.
• Temps GMRES+FMM : temps mis apre`s une re´solution par la me´thode de GMRES
combine´e avec la me´thode FMM.
Le tableau (2.1) montre bien que nous avons une bonne pre´cision et des temps de calculs
tre`s satisfaisants, compte tenu de la taille des proble`mes traite´s. Le gain du calcul de la
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k = 4.1 k = 8.2
1024 points 4098 points
Ope´rations communes (s) Temps EF 0.36 3.09
Temps LU 0.16 2.8
Ope´rations Calcul noyau de green 8.40 136.43
GMRES sans FMM (s) Calcul matrice de green 0.37 19.17
Assem. mat. Green 0.02 0.83
Re´solution 0.22 2.78
Q = 4 Q = 8
Ope´rations Pre´calculs 0.59 29.51
GMRES+FMM (s) Re´solution 0.43 3.91
|| uGMRES − uEXA ||2
|| uEXA ||2 0.21e-1 0.22e-1
|| uFMM − uEXA ||2
|| uEXA ||2 0.19e-1 0.22e-1
TABLE 2.1 – Temps d’exe´cution et pre´cision pour GMRES et GMRES+FMM : cas 1024
points sur Γ et Σ et 4098 points sur Γ et Σ.
FMM est duˆ au fait que pour un point donne´ de Σ on ne calcule plus tous les noyaux
de Green pour tout point de Γ comme c’est fait dans ME´LINA et qui est tre`s couteux
surtout lorsqu’on a un tre`s grand nombre de nœuds sur les deux frontie`res du domaine
de calcul. En fait le produit FMM est de´compose´ en somme d’interactions proches et
lointaines comme c’est pre´sente´ dans la section 2.3. Le calcul des interactions proches
ne´cessite le calcul des noyaux de Green pour un nombre de points sur Γ bien de´fini et
qui est nettement infe´rieur a` celui de ME´LINA et ceci est fait dans la partie pre´calculs
de la FMM (Voir tableau 2.1). Et pour le calcul des interactions lointaines c’est juste un
assemblage des informations pre´calcule´es (voir l’algorithme FMM un niveau) sans avoir
besoin de calculer inte´gralement les matrices de´finies par les noyaux de Green.
Dans la suite, nous e´tudions la pre´cision et le temps d’exe´cution de chaque solveur en
faisant varier le parame`tre de troncature Q (voir tableau suivant).
Q 4 8 12 16
|| uFMM − uGMRES ||2
|| uGMRES ||2 0.66 10
−2 0.97 10−4 0.55 10−5 0.1 10−5
|| uFMM − uEXA ||2
|| uEXA ||2 0.19 10
−1 0.21 10−1 0.21 10−1 0.21 10−1
Temps GMRES+FMM (s) 1.54 2.08 3.19 4.63
TABLE 2.2 – Pre´cision et temps de calcul en fonction de Q, Cas 1024 points sur Γ et Σ.
On peut conclure que l’erreur sur le calcul du noyau de Green de´croıˆt lorsque Q
augmente. Par contre cette erreur reste bien infe´rieure a` l’erreur e´le´ments finis qui est
44 CHAPITRE 2. MISE EN ŒUVRE DE LA ME´THODE MULTIPOˆLES RAPIDE
pour ce cas 0.21 10−1. Ainsi, l’erreur multipoˆles
|| uFMM − uGMRES ||2
|| uGMRES ||2 ne change pas
la pre´cision entre la solution calcule´e uFMM et la solution exacte qui est de meˆme ordre
que celle entre la solution exacte du proble`me et la solution calcule´e uGMRES . Le choix
de Q est impose´ par le code de calcul de telle sorte que nous n’avons pas d’instabilite´
nume´rique. Mais, on se permet de modifier Q dans ce test nume´rique afin de montrer
l’impact de Q sur le temps de calcul sans gain de pre´cision entre la solution calcule´e
uFMM et la solution exacte. Par conse´quent, il est inutile d’augmenter le parame`tre de
troncature Q. Il suffit de choisir Q = 4.
Les de´veloppements classiques de la FMM pre´sentent une instabilite´ lorsque le mailla-
ge a des densite´s de maillage locales importantes devant la longueur d’onde. Ce proble`me
est connu sous le nom d’instablite´ basses fre´quences. Pour spe´cifier l’instabilite´ nume´rique
due a` l’accumulation des fonctions de Hankel dans l’ope´rateur des transferts (2.2), regar-
dons une configuration simple : Σ = [(0, 0, 0), (1, 0, 0)] et Γ = [(0, 0.1, 0.1), (1, 0.1, 0.1)]
avec une discre´tisation 80 points par domaine. Dans la figure 2.5, on a k = 50 (soit
λ = 10h) et dans la figure 2.6 on a k = 0.5 (soit λ = 1000h). Nous remarquons une
instabilite´ nume´rique pour les deux cas, mais elle survient plus vite dans le deuxie`me test,
montrant l’importance de le cohe´rence entre la discre´tisation et le nombre d’onde. En fait,
pour le cas test ou` on a 10 points par longueur d’onde l’erreur de´croıˆt jusqu’a` 10−13. Par
contre, l’erreur est limite´e a` 10−4 pour le cas d’un choix de 1000 points par longueur
d’onde.
10 15 20 25 30 35 40 4510
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FIGURE 2.5 – Cas 80 points, k = 50.
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FIGURE 2.6 – Cas 80 points, k = 0.5.
La re´solution nume´rique est faite par l’inte´gration des modules en fortran 90 d’un code
FMM dans la librairie ME´LINA. Vu la limitation de l’allocation dynamique de ME´LINA
qui est lie´e aux spe´cificite´s du fortran 77, nous n’avons pas pu avoir des re´sultats pour des
cas tests ou` le nombre de degre`s de liberte´ est tre`s grand. C’est la raison pour laquelle nous
avons choisi d’utiliser la librairie ME´LINA++ (version C++) par la suite. Notre but est la
mise en œuvre de la me´thode FMM multiniveaux dans ME´LINA++ afin de quantifier ses
apports pour la re´solution des proble`mes de diffraction acoustiques et e´letromagne´tiques
avec la me´thode CEFRI. Dans ce cadre un de´veloppement d’une librairie FastMMlib est
en cours et a pour objectif d’offrir une version ge´ne´rique des me´thodes multipoˆles rapides.
Vu que le choix de de´veloppement du noyau de Green selon une se´rie de Gegenbauer
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s’ave`re limite´ face aux proble`mes connus sous le nom de proble`me a` basses fre´quences,
nous souhaitons inte´grer de re´centes versions de la FMM valables pour un large spectre
de fre´quences incluant les basses fre´quences.
2.6 FMM stable pour toutes fre´quences
Plusieurs de´veloppements ont e´te´ re´alise´s pour l’e´laboration d’une FMM valable en
re´gime “basses fre´quences” ([37], [38], [39]). Greengard et al. ([40]) ont propose´ un
de´veloppement se´parant et traitant diffe´remment les termes e´vanescents et les termes pro-
pagatifs. Darve et al ([24]) se sont inspire´s de ces travaux pour e´tablir une FMM valide a`
toute fre´quence. En fait, pour e´viter le proble`me de la stabilite´ nume´rique, Greengard et
al. [40] ont propose´ un autre de´veloppement de la solution fondamentale de l’e´quation de
Helmholtz en 3D par le the´ore`me suivants :
The´ore`me 2.6.1.
eik|r|
|r| =
ik
2pi
∫
Sz+
eik(σ,r)dσ +
1
2pi
∫ 2pi
φ=0
∫ +∞
χ=0
e−χzei
√
χ2+k2(x cosφ+y sinφ)dχdφ (2.7)
ou` Sz+ = {r = (x, y, z) ∈ R3, |r| = 1, z > 0}.
Soit le vecteur r′ = (x′, y′, z′). On de´signe par wσk , σk et w
χφ
k , χk, φk les poids et les
points de quadrature. La formule (2.7) peut alors s’e´crire
eik|r+r
′|
|r + r′| ≈
ik
2pi
∑
p
wσp (r)e
ik(σp,r′) +
1
2pi
∑
p
wχφp e
−χkz′ei
√
χ2p+k
2(x′ cosφp+y′ sinφp).
Dans cette section, on se propose de pre´senter une version de la me´thode FMM stable
pour toute fre´quence de´veloppe´e dans [24]. En fait dans cet article, E. Darve et P. Have´ ont
donne´ lieu a` une nouvelle version de la FMM valable pour un large spectre de fre´quences.
Nous remarquons dans la nouvelle formule (voir 2.7), ni fonctions de Hankel ni se´rie a`
l’infini mais plutoˆt une inte´grale ge´ne´ralise´e. Nous pre´sentons comment la formule (2.7)
est discre´tise´e.
• Traitement de
∫
Sz+
eik(σ,r)dσ
On a ∫
Sz+
eik(σ,r+r
′)dσ =
∫
S
Tr(σ)e
ik(σ,r′)dσ (2.8)
ou` Tr(σ) = 1Sz+ (σ)e
ik(σ,r) pour σ ∈ S2, r ∈ R3. Nous pouvons approcher (2.8)
par une de´composition sur la base des harmoniques sphe´riques en se basant sur les
re´sultats suivants :
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Proposition 2.6.1. [24] Pour tout ε > 0, nous avons :
| eik(σ,r) −
∑
0≤|m|≤l≤L
[eik(σ,r)]lmYlm(σ) |≤ ε
avec [eik(σ,r)]lm =
∫
S
eik(σ,r)Y ∗lm(σ)dσ et L ≥ k|r| + 1.8 d2/30 (k|r|)1/3 tel que d0 =
log10(1/ε).
Proposition 2.6.2. [24] Soit Tr(σ) la fonction de transfert de´finie par
Tr(σ) = 1Sz+ (σ)e
ik(σ,r) pour σ ∈ S, r ∈ R3,
Soient ε > 0 l’erreur conside´re´e sur l’approximation de l’inte´grand du terme∫
Sz+
eik(σ,r)dσ et d le diame`tre des boıˆtes au niveau ou` Tr ope`re. Soit T˜Lr la projec-
tion de la fonction de transfert Tr dans une base d’harmoniques sphe`riques :
T˜Lr (σ) =
∑
0≤|m|≤l≤L
[Tr]lmYlm(σ)
avec L ≈ kd + 1.8 d2/30 (kd)1/3, d0 = log10(1/ε). T˜Lr est une approximation de Tr
par une formule de quadrature a` (L+ 1)× (L+ 1) points.
En conclusion, le terme T˜Lr e
ik(σ,r′) est exactemet inte´gre´ par (L+ 1)2 points.
• Traitement de
∫ 2pi
φ=0
∫ +∞
χ=0
e−χzei
√
χ2+k2(x cosφ+y sinφ)dχdφ
Nous nous proposons de rappeler les outils mathe´matiques pour la discre´tisation
de l’inte´grale auquel nous nous sommes inte´resse´s dans cette partie. En fait, nous
pre´sentons comment se fait la troncature de l’inte´grale ge´ne´ralise´e afin de discre´tiser
l’inte´grale suivant χ par la me´thode de de´composion en valeurs singulie`re. Nous
exposons les re´sultats concernant la discre´tiser l’inte´grale suivant φ. A la fin de cette
section nous e´crivons les e´tapes de l’algoritme FMM a` toutes fre´quences. Pour cela,
nous adoptons les notations suivantes :
V (x, y, z) =
1
2pi
∫ ∞
0
dχ
∫ 2pi
0
dφK(χ, z, x cosφ+ u sinφ)
tel que
K(x, y, z) = e−χzei(x cosφ+y sinφ)
√
χ2+k2 .
Nous de´finissons l’approximation de V a` ε pre`s par
V˜ε(x, y, z) =
1
2pi
∫ χ′max(ε)
0
dχ
∫ 2pi
0
dφK(χ, z, x cosφ+ y sinφ)
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tel que χ′max(ε) ve´rifie l’ine´galite´ suivante
χ′max(ε) ≥ −
log(zminε)
zmin
.
avec zmin de´signe la borne infe´rieure suivant z. SoitR0 le coˆte´ d’une boıˆte au niveau
auquel on souhaite calculer V . La discre´tisation suivant la variable χ se fait par une
de´composition en valeurs singulie`res du noyau K [41]
Proposition 2.6.3. [24] Pour tout ε > 0, il existe un ensemble de fonctions re´elles otho-
normale {up(χ)}0≤p≤N , un ensemble de fonctions complexes orthonormales {vp(χ)}0≤p≤N
et des coefficients re´els positifs {cp}0≤p≤N tels que
∀(χ, z, ρ) ∈ [0, χmax]× [zmin, zmax]× [−ρmax, ρmax],
| K(χ, z, ρ)−
N−1∑
p=0
cpup(χ)vp(z, ρ) |≤ ε
avec ρ = x cosφ+ y sinφ.
Une application de l’approche de quadrature gaussienne ge´ne´ralise´ de [42], offre la possi-
bilite´ de construire une quadrature en χ de N/2 points et N/2 poids permettant d’inte´grer
exactement lesN fonction up(χ). E. Darve et P. Have´ ont montre´ a` travers des expe´riences
nume´riques que nous pouvons approcher d’une manie`re efficaceK(χ, z, ρ) avec un nombre
re´duit de terme dans la de´composition en valeurs singulie`res. La discre´tisation suivant φ
se fait par la technique de de´composition de Fourrier par une quadrature uniforme de taille
Lφ + 1 avec Lφ = L0 + 1.8d
2/3
0 L
1/3
0 , tel que d0 = log(1/ε) et L0 =
R0√
2
√
(2d0
R0
)2 + k2.
2.7 Pre´sentation de la librairie FastMMlib
Les me´thodes multipoˆles rapides ont participe´ a` ame´liorer la performance des codes de
calculs des proble`mes aux de´rive´es partielles. Citons par exemple le proble`me de Laplace
et les proble`mes des ondes acoustiques et e´lectromagne´tiques. La mise en œuvre des ces
me´thodes est souvent propre a` une the´matique pre´cise. La librairie FastMMLib initie´e
par Eric Darrigrand et Yvon Lafranche, a` l’IRMAR, universite´ de Rennes 1, est destine´e
a` inte´grer plusieurs familles de me´thodes rapides. Elle est de´veloppe´e dans un contexte
ge´ne´rique de sorte a` pouvoir traiter une gamme de proble`mes la plus vaste possible. Elle
devra eˆtre simple a` utiliser et elle pourra eˆtre appele´e par des librairies de re´solution
nume´rique comme les librairies e´le´ments finis ME´LINA et ME´LINA++. Pour un point
donne´ xσ dans la boıˆte Bσ et en supposant que yγ dans Bγ tel que Bγ /∈ V(Bσ), la
quantite´ H(xσ, yγ) admet le de´veloppement suivant :
H(xσ, yγ) = c
P∑
p=1
cp g
(p)
γ,B
P˜∑
p˜=1
T
(p,p˜)
B,B˜
f
(p,p˜)
σ,B˜
.
Dans le cadre de l’application de la FMM a` la me´thode CEFRI pour l’e´quation de Helm-
holtz, H est de´finie comme suit
H(xσ, yγ) ' −ik
3
(4pi)2
S∑
p=1
wp(1− (sp,nxσ))eik(sp,xσ−Cσ)T Qr0 (sp)e−ik(sp,yγ−Cγ)(sp,nyγ )
48 CHAPITRE 2. MISE EN ŒUVRE DE LA ME´THODE MULTIPOˆLES RAPIDE
ou` c =
−ik3
(4pi)2
, cp = wp, T
(p,p˜)
B,B˜
= T Qr0 (sp), f (p,p˜)σ,B˜ = (1− (sp,nxσ))eik(sp,xσ−Cσ)
et g(p)γ,B = (sp,nyγ )e
−ik(sp,yγ−Cγ).
La librairie FastMMlib est constitue´e de plusieurs types de classes :
• Des classes internes dans la librairie :
– classe Particles
– classe Level
– classe FMMBox
– classe TargetBox.
• Des classes manipule´es par l’utilisateur :
– classe FMM
– classe Levels
– classe SetofParticles
– classe GreenKernel.
La classe FMM permet de de´finir un objet qui porte le produit matrice-vecteur FMM et qui
est calcule´ par la me´thode matVec. L’utilisateur doit choisir son propre noyau de Green
par la classe MyGreenKernelClass en fonction du proble`me auquel il s’inte´resse. Il
doit spe´cifier ses propres particules a` l’aide de la classe MyParticleClass. En fait, les
particules sont associe´es aux points dans la formulation discre´tise´e du proble`me a` re´soudre
(cas de la dynamique mole´culaire ou cas de nœuds e´le´ments finis d’un maillage). L’utili-
sateur fournit ses informations en de´finissant ses objets en suivant la syntaxe suivante :
vector<Particle*> MyParticles;
// chaque element du vecteur pointe vers une particule
SetOfParticles MySetsofParticles(SpaceDim, SetDim, MyParticles);
//definition des donnees de la FMM:
//dimension de l’espace,
//dimension de l’ensemble contenant les particules,
//les particules.
Levels MyLevels(MySetsofParticles);
// construction des boites
GreenKernel MyKernel;
// definition du noyau de Green
FMM MyFMM(MyLevels, MyKernel);
// definition de l’objet qui porte le produit matrice-vecteur
V = MyFMM.MatVec(U);
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// calcul du produit FMM
Les alternatives que nous envisageons d’e´tudier, d’un point de vue insertion dans la
librairie FastMMLib, sont les suivantes :
• En paralle`le a` la FMM, O. Bruno et ses co-auteurs ([43], [44], [45]) ont de´veloppe´
une me´thode base´e sur la transforme´e de Fourier rapide. Elle s’apparente fortement
aux me´thodes FMM et sur le plan de la mise en œuvre nume´rique, la diffe´rence ma-
jeure re´side dans la conside´ration des boıˆtes : perc¸ues au travers de leur centre pour
la FMM, dans la me´thode de O. Bruno, elles interviennent au travers d’un ensemble
de points uniforme´ment re´partis sur les faces des boıˆtes.
• W. Hackbusch et son e´quipe ont de´veloppe´ la me´thode dite des H-matrices ([46],
[47], [48]). Compte tenue de sa structure octree semblable a` celle de la FMM, cette
me´thode inspire´e des de´compositions en valeurs singulie`res par bloc, devrait pou-
voir eˆtre inte´gre´e dans la librairie FastMMLib.
• Une dernie`re alternative que l’on peut citer est la me´thode tensorielle pre´sente´e par
B. Khoromskij ([49]) lors des Journe´es Singulie`res Augmente´es 2013 a` l’IRMAR.
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Deuxie`me partie
Re´solution du proble`me de la
propagation d’onde e´lectromagne´tique
en domaine non borne´
Dans cette partie, nous nous inte´ressons a` la re´solution du proble`me de diffraction
e´lectromagne´tique par un conducteur parfait. Dans un premier volet, nous justifions l’in-
terpre´tation de la me´thode CEFRI comme une me´thode de Schwarz avec recouvrement
total. Ceci nous a permis d’e´tudier la convergence de cet algorithme et d’orienter le choix
d’un pre´conditionneur pour les me´thodes de Krylov. Dans un second volet, la mise en
œuvre de la re´solution du proble`me nous a permis d’enrichir la librairie ME´LINA++ en
inte´grant des nouveaux objets qui ouvrent les portes a` la re´solution nume´rique d’autres
configurations de proble`mes e´lectromagne´tiques par la me´thode CEFRI. Compte tenu de
ME´LINA++ , nous avons choisi de travailler avec des e´quations de Maxwell re´gularise´es
plutoˆt qu’avec des e´quations de Maxwell classiques afin de pouvoir utiliser les e´le´ments
finis de Lagrange. De plus, la prise en compte de la condition essentielle est e´tablie par
la me´thode de pe´nalisation. Nous avons analyse´ chacun de ces aspects afin de valider le
couplage entre e´le´ments finis et repre´sentation inte´grale pour le proble`me de Maxwell
exte´rieur.
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Chapitre 3
Me´thode de Schwarz avec recouvrement
total pour le proble`me de Maxwell
classique exte´rieur en 3D
3.1 Ele´ments constitutifs du mode`le
Dans ce document, nous de´signons respectivement, ∇, div et rot le gradient, la di-
vergence et le rotationnel. Nous notons respectivement divx et rotx le rotationnel et la
divergence par rapport a` un point x ∈ R3. Pour une matrice M donne´e, le rotationnnel de
la matrice M , qu’on note rotM , est une matrice dont la lie`me colonne est rotM l ou` M l
est la lie`me colonne de M . Nous de´finissons aussi la divergence de la matrice M comme
un vecteur dont la lie`me composante est la divergence de la lie`me colonne de M . Nous
notons aussi le produit scalaire par · et le produit vectoriel par ∧.
3.1.1 Pre´sentation des e´quations de Maxwell
Le champ e´lectromagne´tique est constitue´ par quatre champs vectoriels qui ve´rifient
les e´quations de Maxwell donne´es par ([50]) :
rot E + ∂B
∂t
= 0 Loi de Faraday, (3.1)
rotH− ∂D
∂t
= J Loi de Maxwell-Ampe`re, (3.2)
divD = ρ Loi de Gauss, (3.3)
divB = 0 Loi de Gauss-magne´tique, (3.4)
avec les notations usuelles ( pour F = (F1,F2,F3), x = (x1, x2, x3))
divF =
3∑
i=1
∂Fi
∂xi
,
rotF =
(
∂F3
∂x2
− ∂F2
∂x3
,
∂F1
∂x3
− ∂F3
∂x1
,
∂F2
∂x1
− ∂F1
∂x2
)
.
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et
E = E(x, t) : l’intensite´ du champ e´lectrique,
D = D(x, t) : la densite´ du flux e´lectrique,
H = H(x, t) : l’intensite´ du champ magne´tique,
B = B(x, t) : la densite´ du flux magne´tique,
J = J (x, t) : la densite´ du courant e´lectrique,
ρ = ρ(x, t) : la densite´ de la charge e´lectrique.
Remarque 3.1.1. Par de´rivation par rapport au temps t de (3.3) et en appliquant l’ope´rateur
de divergence a` (3.2), on obtient la relation dite de conservation de l’e´lectricite´ :
∂ρ
∂t
+ divJ = 0. (3.5)
On se place en re´gime harmonique ou` chaque grandeur physique varie pe´riodiquement
en temps sous la pulsation ω = 2pif avec f la fre´quence :
F(x, t) = Re(F(x) exp−iωt)
ou` F de´signe une des grandeurs physiques B, H, E , D, J et ρ. On note parRe la partie
re´elle de l’expression entre parenthe`ses. Les e´quations (3.1) et (3.2) s’e´crivent alors sous
la forme suivante :
rotE− iωB = 0, (3.6)
rotH+ iωD = J. (3.7)
Pour re´soudre le proble`me de Maxwell (3.1-3.4), nous rajoutons des conditions dites
constitutives qui sont des lois de comportement, entreE etD,B etH. Elles de´pendent des
conside´rations physiques et de´crivent les proprie´te´s du mate´riau conside´re´. Ces relations
sont ge´ne´ralement donne´es sous les formes suivantes :{
D = εE,
B = µH.
(3.8)
avec ε = ε0.εr la permittivite´ du milieu ou` εr est la permittivite´ relative et ε0 est la per-
mittivite´ du vide. De meˆme µ = µ0.µr est la perme´abilite´ magne´tique du mate´riau ou` µr
est la perme´abilite´ relative et µ0 est la perme´abilite´ du vide. Lorsque ε et µ sont constants,
on dit que le milieu est homoge`ne. Ces parame`tres sont des tenseurs pour des milieux
anisotropiques et scalaires pour des milieux isotropiques. Remarquons que la de´pendance
line´aire des termes dans les relations (3.8) n’est pas ge´ne´rale. Elle n’est pas ve´rifie´e pour
une classe importante de mate´riaux. Dans ce qui suit, nous conside´rons le cas ou` ε et
µ sont des variables scalaires et inde´pendantes du temps. Aussi on ne conside`re que les
mate´riaux ve´rifiant le syste`me (3.8) qui caracte´rise les milieux line´aires sans polarisation.
Dans le cas d’un corps conducteur, d’apre`s la loi d’Ohm le champ e´lectrique E est
proportionnel a` la densite´ du courant :
J = σE
ou` σ repre´sente la conductivite´. C’est une quantite´ positive, nulle dans les isolants comme
le vide ou l’air.
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On obtient alors le proble`me de Maxwell harmonique suivant :

rotE− iωµH = 0,
rotH+ iωεE = 0,
divεE = ρ,
divµH = 0.
(3.9)
ou` E (resp. H) de´signe le champ e´lectrique (resp. magne´tique).
Remarque 3.1.2. L’expression de la permittivite´ de´pend du milieu de propagation. En
fait, dans le cas d’un domaine de permittivite´ ε, s’il est de plus conducteur le proble`me
harmonique a une permittivite´ ε˜ donne´e par ε˜ = ε+
iσ
ω
.
En e´liminant H dans (3.9), on obtient une EDP d’ordre 2 en E
rot(
1
µ
rotE)− ω2εE = 0. (3.10)
Les composantes E et H e´tant lie´es par la relation
H = − i
ωµ
rotE.
Remarque 3.1.3. Dans le cas ou` µ et ε sont constants l’e´quation (3.10) prend la forme
simplifie´e suivante :
rot rotE− k2sE = 0 (3.11)
avec k2s = ω
2εµ.
3.1.2 Conditions de transmission entre deux milieux
On e´tudie le comportement des champs au passage d’une surface. Soit une surface
re´gulie`re Γ se´parant un milieu Ω1 d’un milieu Ω2. Soit n la normale a` Γ oriente´e du
milieu 1 vers le milieu 2. On note par ρΓ et JΓ respectivement la densite´ de charge et de
courant sur la surface Γ. Les conditions de transmission du champ e´lectromagne´tique sur
cette surface sont : 
(D2 −D1).n = ρΓ sur Γ,
(H2 −H1) ∧ n = −JΓ sur Γ,
(B2 −B1).n = 0 sur Γ,
(E2 − E1) ∧ n = 0 sur Γ.
(3.12)
ou` l’indice i de´signe la restriction des champs au milieu Ωi (i = 1, 2). Ainsi, a` la traverse´e
de l’interface :
– La composante normale de B et la composante tangentielle de E sont continues a`
la traverse´e de Γ.
– Si ρΓ et JΓ sont non nuls, la composante normale deD et la composante tangentielle
de H sont discontinues.
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Les me´taux posse`dent des charges libres qui se de´placent vers leur surface sous l’ac-
tion d’un champ e´lectrique applique´. Elles forment alors une couche tre`s mince qui peut
eˆtre mode´lise´e par une densite´ superficielle ρΓ. Par contre, les die´lectriques parfaits ne
contiennent, par de´finition, aucune charge libre, et il n’existe a priori aucune densite´ su-
perficielle de charge ρΓ ou de courant JΓ a` l’interface entre deux tels die´lectriques.
3.1.3 Conditions aux limites d’un conducteur parfait
On appelle conducteur parfait le cas limite ou` la conductivite´ σ est infinie. Les me´taux
permettent d’approcher la notion du conducteur parfait (la constante σ est tre`s e´leve´e).
Dans un conducteur parfait, les champs e´lectromagne´tiques ne pe´ne`trent pas et les cou-
rants sont surfaciques. En conse´quence, le champ e´lectrique et le champ magne´tique
sont nuls a` l’inte´rieur. Ainsi, l’onde incidente se propageant dans l’air et tombant sur
un conducteur parfait est donc totalement diffracte´e. Si on est dans la situation de deux
milieux diffe´rents, comme vu pre´ce´demment, par exemple le cas ou` le milieu 1 est un
conducteur parfait, le champ e´lectromagne´tique est nul dans ce milieu :
E1 = B1 = 0.
Pour simplifier, on e´limine l’indice 2 et on a suivant la nature de la surface Γ dans ce cas :
• ou bien des conditions aux limites de type conducteur e´lectrique parfait :
B.n = 0 sur Γ, (3.13)
E ∧ n = 0 sur Γ. (3.14)
• ou bien des conditions aux limites de type conducteur magne´tique parfait :
D.n = 0 sur Γ, (3.15)
H ∧ n = 0 sur Γ. (3.16)
Remarque 3.1.4. Les conditions d’interfaces des composantes normales se de´duisent de
celle sur les composantes tangentielles et l’e´quation de Maxwell (3.10).
3.2 Proble`me de diffraction e´lectromagne´tique par un con-
ducteur parfait
3.2.1 Proble`me de Maxwell classique en domaine non borne´
Nous nous inte´ressons a` la propagation d’une onde e´lectromagne´tique dans un milieu
conducteur parfait. Pour cela nous conside´rons un obstacle parfaitement conducteur Ωi de
R3 ouvert, borne´ et connexe, avec une frontie`re Γ assez re´gulie`re. On note Ωe = R3\Ωi et
on de´signe par n la normale sortante sur Γ. On e´claire cet obstacle par une onde incidente
plane qu’on notera dans la suite par Einc dont l’expression est :
Einc(x) = peiksx·d
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ou` ks est le nombre d’onde tel que {
k2s = ω
2µε,
Imks = 0.
d est un vecteur unitaire qui donne la direction de l’onde incidente plane et p ∈ R3 est la
polarisation ve´rifiant p · d = 0.
Einc ve´rifie l’e´quation suivante
rot rotEinc − k2sEinc = 0 dans R3.
L’onde se propage dans le milieu exte´rieur. Il s’agit d’un die´lectrique homoge`ne. Notre but
est de de´terminer l’expression du champ diffracte´ Es ou du champ total E = Einc + Es.
Puisque le diffracteur est parfaitement conducteur, on a dans ce cas E|Ωi = H|Ωi = 0.
Nous serons amene´s alors a` la re´solution du proble`me de Maxwell classique ([13]) de´fini
comme suit : 
rot rotE− k2sE = 0 dans Ωe,
E ∧ ne = 0 sur Γ,
lim
R→∞
∫
||x||=R
||rotEs ∧ ne − iksEs||2dγ = 0.
(3.17)
avec ne la normale sortante du domaine exte´rieur Ωe. La deuxie`me condition dite condi-
tion de Silver-Mu¨ller traduit le comportement du champ diffracte´ loin de l’obstacle.
Γ
Ωi
Ωe
3.2.2 Proble`me en domaine borne´
Notre objectif est de pouvoir de´terminer le champ diffracte´ en faisant appel a` des
techniques nume´riques. Le proble`me est naturellement pose´ sur le comple´mentaire du
corps dans R3. Il existe plusieurs me´thodes qui permettent de se ramener a` un domaine
de calcul borne´. On se propose d’utiliser la me´thode de couplage entre e´le´ments finis et
repre´sentation inte´grale (CEFRI). Elle a e´te´ introduite pour le syste`me de Maxwell dans
[12, 13, 51]. L’ide´e consiste a` introduire un bord Σ qui entoure l’obstacle et sur lequel on
de´finit une condition aux limites au moyen d’une repre´sentation inte´grale.
Γ
Σ
Ω
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Le proble`me de Maxwell classique en domaine non borne´ se rame`ne a` un proble`me
pose´ sur un domaine borne´ Ω compris entre Γ et Σ :
rot rotE− k2sE = 0 dans Ω,
E ∧ ne = 0 sur Γ,
rotE ∧ nσ − iks(E)t = T (Einc − I(Γ,E)) sur Σ.
(3.18)
ou` nσ repre´sente le vecteur normal unitaire a` la surface Σ dirige´ vers l’exte´rieur de Ω,
(E)t = nσ ∧ (E∧ nσ) de´signe la composante tangentielle de E sur Σ et l’ope´rateur T est
de´fini comme suit :
T (E) = rotE ∧ nσ − iks(E)t
et pour tout x ∈ Ωe, on a
I(Γ,E)(x) =
∫
Γ
(G(x, y)(rot E(y) ∧ n(y))−∇yG(x, y) ∧ (E(y) ∧ n(y)))dγ(y),
ou` n repre`sente le vecteur normal unitaire a` la surface Γ de´rige´ vers l’exte´rieur du do-
maine Ωi. G = GI + 1
k2s
Hess(G), I e´tant la matrice identite´ de R3, Hess repre´sente
l’ope´rateur Hessien, et G est la solution fondamentale de l’e´quation de Helmholtz (pour
plus de de´tails, voir annexe A).
Remarque 3.2.1. I(Γ,Einc) = 0 ou` Einc de´signe le champ incident. Par suite, le champ
total E peut alors s’e´crire en dehors de Γ comme suit
E = Einc − I(Γ,E).
3.2.3 Formulation variationnelle, existence et unicite´
On introduit maintenant l’espace de Hilbert
H = {E ∈ H(rot,Ω) tel que, (E ∧ n)Γ = 0, (E ∧ n)Σ ∈ L2(Σ)3
}
muni du produit scalaire (., .) de´fini par :
(E,E′) =
∫
Ω
E · E′dΩ +
∫
Ω
rotE · rotE′dΩ +
∫
Σ
(E ∧ nσ) · (E′ ∧ nσ)dσ.
Si E ∈ H, alors le terme rotE ∧ n est non de´fini. On a besoin donc d’e´tendre la
repre´sentation inte´grale I(Γ,E)(x) par :
IR(Γ,E)(x) =
∫
Ω
rotyRG(x, y)rotE(y) dΩ(y)−
∫
Ω
k2sRG(x, y)E(y) dΩ(y)
−
∫
Γ
∇yG(x, y) ∧ (E(y) ∧ n(y))dγ(y).
R est un rele`vement re´gulier de Γ vers Ω qui transforme toute fonction re´gulie`re φ de´finie
sur Γ en une fonction re´gulie`reRφ de´finie sur Ω ve´rifiant :
Rφ =
{
φ sur Γ,
0 sur Σ.
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On peut de´finirRφ comme suit
Rφ(x, y) = χ(y)φ(x, y)
ou` χ ∈ C∞(Ω) satisfaisant χ =
{
1 sur Γ,
0 sur Σ.
La formulation variationnelle consiste a` trouver E ∈ H∫
Ω
rotE · rotE′ − k2sE · E′dΩ− iks
∫
Σ
(nσ ∧ E) · (nσ ∧ E′)dσ
+
∫
Σ
T (IR(Γ,E)) · E′dσ =
∫
Σ
T (Einc) · E′dσ ∀ E′ ∈ H. (3.19)
De manie`re e´quivalente, la formulation variationnelle du proble`me de Maxwell tronque´
(3.18) consiste a` {
Trouver E ∈ H
a(E,E′) + c(E,E′) = F (E′) ∀ E′ ∈ H.
(3.20)
ou` a(., .) et c(., .) sont les formes sesquiline´aires de´finies sur H×H par
a(E,E′) =
∫
Ω
rotE · rotE′ + k2sE · E′dΩ− iks
∫
Σ
(nσ ∧ E) · (nσ ∧ E′)dσ
c(E,E′) = −2k2s
∫
Ω
E · E′dΩ +
∫
Σ
T (IR(Γ,E)) · E′dσ
et F (.) est la forme semi-line´aire de´finie par
F (E′) =
∫
Σ
T (Einc) · E′dσ.
D’apre`s le the´ore`me de repre´sentation de Riesz, le proble`me variationnel de (3.18) consiste
a` trouver E ∈ H tel que
(Ac + Cc)E = F . (3.21)
Les ope´rateurs Ac et Cc : H→ H sont de´finis selon les formules suivantes :
(AcE,E′) =
∫
Ω
rotE · rotE′ + k2sE · E′dΩ− iks
∫
Σ
(nσ ∧ E) · (nσ ∧ E′)dσ
(CcE,E′) = −2k2s
∫
Ω
E · E′dΩ +
∫
Σ
T (IR(Γ,E)) · E′dσ
et F est donne´ par : ∀ E ∈ H
(F ,E′) =
∫
Σ
T (Einc) · E′dσ.
Le proble`me (3.18) est bien pose´. Ac et Cc sont respectivement un automorphisme et
un ope´rateur compact ([13]). On constate donc que le proble`me (3.18) s’exprime sous
forme d’une e´quation de Fredholm. Si on e´tudie le proble`me homoge`ne alors la solution
est ne´cessairement triviale (voir the´ore`me 3.1 de [13]). Par suite, on en de´duit alors que
le proble`me (3.18) admet une unique solution. Pour plus de de´tails, nous renvoyons le
lecteur a` [13].
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Dans ce qui suit nous allons donner une relecture du proble`me re´sultat de l’utilisation
de la me´thode CEFRI au proble`me de Maxwell exte´rieur. En fait, la me´thode CEFRI peut
eˆtre interpre´te´e comme une me´thode de de´composition de domaine. Plus pre´cise´ment,
nous nous inte´ressons a` la me´thode de Schwarz multiplicative (voir annexe B).
3.3 Me´thode de Schwarz avec recouvrement total pour le
proble`me de Maxwell exte´rieur classique
On s’inte´resse dans cette section a` l’e´tude du comportement de l’algorithme de Schwarz
pour le proble`me de Maxwell exte´rieur. Jin et Liu proposent dans [12] une technique qui
consiste a` de´coupler la condition exacte pose´e sur la frontie`re artificielle. Ceci est l’appli-
cation de l’algorithme du point fixe pour les proble`mes d’EDP. La re´solution du proble`me
en domaine borne´ (4.5) par la me´thode de point fixe de Cauchy se rame`ne a` de´terminer a`
chaque ite´ration En+1 solution de
rot rotEn+1 − k2sEn+1 = 0 dans Ω,
En+1 ∧ n = 0 sur Γ,
rotEn+1 ∧ nσ − iks(En+1)t = T (Einc − IRt (Γ,En)) sur Σ.
(3.22)
Les re´sultats nume´riques encourageants re´alise´s dans les articles de Jin et Liu, montrent
l’inte´reˆt d’utiliser des algorithmes ite´ratifs dans les domaines de la diffraction d’ondes
e´lectromagne´tiques. On a illustre´ dans ces travaux le lien entre ces me´thodes et l’al-
gorithme de Schwarz. Cette ide´e est initialement pre´sente´e dans [14] pour le proble`me
de Poisson pose´ dans un domaine non borne´. Les auteurs de cet article montrent que le
proble`me (3.22) revient simplement a` une me´thode de de´composition de domaine dite
me´thode de Schwarz ou` la re´gion de recouvrement est la totalite´ du domaine Ω. F. Je-
lassi a e´galement e´tudie´ de nombreuses extensions de cette technique ([52] ) tels que le
proble`me des courants de Foucault, proble`me de Helmholtz, mode`le des plaques minces et
le syste`me de Stockes pose´s dans le domaine exte´rieur. L’application du processus ite´ratif
de Schwarz avec recouvrement total sur le proble`me (3.22) consiste a` construire une suite
(En)n de´termine´e par la re´solution des deux sous proble`mes. Le premier est un proble`me
de transmission
rot rotE2n+1 − k2sE2n+1 = 0 dans Ωi ∪ Ωe,
n ∧ [E2n+1] = 0 sur Γ,
n ∧ [rotE2n+1] = −n ∧ rotE2n sur Γ,
lim
R→∞
∫
||x||=R
||rotEs2n+1 ∧ ne − iksEs2n+1||2dγ = 0.
(3.23)
et le deuxie`me proble`me consiste a` trouver E2n+2 tel que
rot rotE2n+2 − k2sE2n+2 = 0 dans Ω,
E2n+2 ∧ n = 0 sur Γ,
(rotE2n+2) ∧ nσ − iks(E2n+2)t =
(rotE2n+1) ∧ nσ − iks(E2n+1)t sur Σ.
(3.24)
3.4. DIFFRACTION PAR UNE SPHE`RE CONDUCTRICE 61
La solution E2n+1 du proble`me (3.23) est de´termine´e explicitement au moyen d’une
repre´sentation inte´grale (voir Annexe A) puis on l’inse`re dans la deuxie`me condition du
second proble`me (3.24). On retrouve ainsi le syste`me (3.22). Le proble`me (3.22) est ce-
lui qu’on peut re´soudre nume´riquement. Mais le voir comme deux proble`mes se´pare´s
(3.23) et (3.24) permet d’utiliser tous les progre`s re´alise´s dans le domaine des me´thodes
de de´composition de domaine et permet donc de faire l’e´tude de convergence dans le
cas d’une ge´ome´trie simplifie´e. L’algorithme de Schwarz avec recouvrement total peut
s’e´crire a` la nie`me ite´ration comme suit
A En+1 = −CEn + F (3.25)
ou` les ope´rateurs A et C : H→ H sont de´finis selon les formules suivantes :
(AE,E′) =
∫
Ω
rotE · rotE′ − k2sE · E′dΩ− iks
∫
Σ
(nσ ∧ E) · (nσ ∧ E′)dσ,
(CE,E′) =
∫
Σ
T (IR(Γ,E)) · E′dσ.
Proposition 3.3.1. Conside´rons un ouvert borne´ O. Le proble`me suivant n’admet que la
solution nulle : {
rot rotE− k2sE = 0 dans O,
rotE ∧ n− iks(E)t = 0 sur ∂O. (3.26)
avec n la normale sortante du domaine O.
Preuve : En effet, en e´crivant sa formulation variationnelle et en utilisant la condition
sur le bord ∂O, on obtient∫
O
rotE · rotE′ − k2sE · E′dO − iks
∫
∂O
(n ∧ E) · (n ∧ E′)d∂O = 0.
Si on choisit E′ = E alors n∧E = 0 sur ∂O. Compte tenu de la condition aux limites sur
∂O, on a rotE ∧ n = 0. Cela donne, d’apre`s la formule de repre´sentation inte´grale sur
∂O (voir Annexe A), que
E(x) = 0 ∀x ∈ O.
D’apre`s la proposition 3.3.1, l’ope´rateurA est inversible. L’e´quation (3.25) est e´quiva-
lente a`
En+1 = −A−1CEn +A−1F (3.27)
ou` A et C sont les ope´rateurs mentionne´s pre´ce´demment. Les deux sche´mas ite´ratifs
(3.25) et (3.27) convergent si et seulement si le rayon spectral de (-A−1C) est stricte-
ment infe´rieur a` l’unite´. On constate alors que la me´thode de Schwarz avec recouvrement
total est naturellement pre´conditionne´e par A.
3.4 Diffraction par une sphe`re conductrice
Nous nous inte´ressons dans cette partie a` mener une e´tude analytique en 3D qui permet
de mettre en e´vidence la convergence de l’algorithme de Schwarz avec recouvrement total
pour le proble`me de Maxwell exte´rieur (3.17).
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3.4.1 Outils mathe´matiques
Nous rappelons que jl est la fonction de Bessel sphe´rique d’ordre l et hl est la fonction
de Hankel sphe´rique d’ordre l de premie`re espe`ce. ρ, θ et φ de´signent les coordonne´es
sphe´riques de x ∈ R3 et xˆ = x|x| .
De´finition 3.4.1. Les harmoniques sphe´riques ont pour expression
Y ml (xˆ) =
√
2l + 1
4pi
(l − |m|)!
(l + |m|)!P
|m|
l (cos θ)e
imφ.
Les P |m|l sont les polynoˆmes de Legendre modifie´s
P
|m|
l = (1− t2)
dmPl(t)
dtm
et les Pl sont les polynoˆmes de Legendre
Pl(t) =
(−1)l
2ll!
dl
dtl
[(1− t2)l].
Remarque 3.4.1. Soit u une solution de l’e´quation de Helmholtz ∆u + k2u = 0. La
fonction de´finie par U(x) = rot(xu(x)) est solution de l’e´quation de Maxwell de second
ordre
rot rotU− k2U = 0. (3.28)
The´ore`me 3.4.1. Soit Y ml une fonction harmonique d’ordre l > 0 alors les fonctions
Mlm = rot {x jl(k|x|)Y ml (xˆ)} ,
1
ik
rotMlm
sont solutions de l’e´quation de Maxwell (3.28) dans R3. Les fonctions
Nlm = rot {xhl(k|x|)Y ml (xˆ)} ,
1
ik
rotNlm
sont solutions radiales de l’e´quation de Maxwell (3.28) dans R3 \ {0} .
The´ore`me 3.4.2. Pour toute base orthonormale Y ml ,m = −l, ..., l d’harmoniques sphe´ri-
ques d’ordre l > 0, les champs tangentiels a` la sphe`re unite´ S que nous de´finissons par
ulm =
1√
l(l + 1)
∇SY ml et vlm = n ∧ ulm
sont appele´s harmoniques sphe´riques vectorielles d’ordre l avec ∇S le gradient surfa-
cique sur S. De plus, ulm et vlm forment une base orthonormale comple`te de
T 2(S) = {a : S → C3 tel que a ∈ L2(S)3, a.n = 0} .
Pour la de´monstration de ces the´ore`mes, on se re´fe´rera a` [8] et a` [50].
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3.4.2 Investigation analytique en 3D
On se place dans le cas ou` l’obstacle Ωi est une boule de rayon R∗ = 1 qu’on notera
B1 et on suppose que Σ est la frontie`re de la boule concentrique a` B1 et de rayon R > 1.
Le but de cet exemple est le calcul explicite du taux de convergence de la me´thode de
Schwarz avec recouvrement total. La solution du proble`me de Maxwell en domaine non
borne´ est donne´e par ([8])
E =
∞∑
l=0
l∑
m=−l
(αlmNlm + βlmrotNlm) + E
inc.
On note (wn)n la suite des erreurs :
w2n = E2n − E dans Ω
et
w2n+1 =
{
E2n+1 − E dans Ωe,
E2n+1 dans Ωi,
rot rotw2n+1 − k2sw2n+1 = 0 dans Ωi ∪ Ωe,
n ∧ [w2n+1] = −n ∧w2n = 0 sur Γ,
n ∧ [rotw2n+1] = −n ∧ rotw2n sur Γ,
lim
R→∞
∫
||x||=R
||rotw2n+1 ∧ ne − iks(w2n+1)t||2dγ = 0,
(3.29)
et w2n+2 est solution du proble`me dans le domaine borne´ Ω
rot rotw2n+2 − k2sw2n+2 = 0 dans Ω,
w2n+2 ∧ n = 0 sur Γ,
rotw2n+2 ∧ nσ − iks(w2n+2)t =
rotw2n+1 ∧ nσ − iks(w2n+1)t sur Σ.
(3.30)
w2n+1 =

∞∑
l=0
l∑
m=−l
(a2n+1lm Mlm + b
2n+1
lm rotMlm) |x| ≤ 1,
∞∑
l=0
l∑
m=−l
(c2n+1lm Nlm + d
2n+1
lm rotNlm) |x| > 1,
w2n+2 =
∞∑
l=0
l∑
m=−l
(e2n+2lm Nlm + f
2n+2
lm Mlm + e˜
2n+2
lm rotNlm + f˜
2n+2
lm rotMlm).
On pose
Hl(k|x|) = hl(k|x|) + k|x|h′l(k|x|),
Jl(k|x|) = jl(k|x|) + k|x|j′l(k|x|).
On a
xˆ ∧Nlm =
√
l(l + 1)hl(k|x|)ulm,
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xˆ ∧Mlm =
√
l(l + 1)jl(k|x|)ulm,
xˆ ∧ rotNlm =
√
l(l + 1)
|x| Hl(k|x|)vlm,
xˆ ∧ rotMlm =
√
l(l + 1)
|x| Jl(k|x|)vlm.
Prise en compte de la condition aux limites sur Γ
On a
xˆ ∧w2n+2 = 0 sur Γ,
ce qui implique
∞∑
l=0
l∑
m=−l
(e2n+2lm xˆ∧Nlm+f 2n+2lm xˆ∧Mlm+ e˜2n+2lm xˆ∧rotNlm+ f˜ 2n+2lm xˆ∧rotMlm) = 0.
∞∑
l=0
l∑
m=−l
(√
l(l + 1)
[
e2n+2lm hl(ksR∗) + f
2n+2
lm jl(ksR∗)
]
ulm
+
√
l(l + 1)
R∗
[
e˜2n+2lm Hl(ksR∗) + f˜
2n+2
lm Jl(ksR∗)
]
vlm
)
= 0,
ce qui donne 
e2n+2lm = −f 2n+2lm
jl(ksR∗)
hl(ksR∗)
,
e˜2n+2lm = −f˜ 2n+2lm
Jl(ksR∗)
Hl(ksR∗)
.
(3.31)
Prise en compte des conditions de transmissions sur Γ
Premie`re condition : xˆ ∧ [w2n+1] = 0
∞∑
l=0
l∑
m=−l
(a2n+1lm xˆ ∧Mlm + b2n+1lm xˆ ∧ rotMlm)
−
∞∑
l=0
l∑
m=−l
(c2n+1lm xˆ ∧Nlm + d2n+1lm xˆ ∧ rotNlm) = 0,
∞∑
l=0
l∑
m=−l
(
a2n+1lm
√
l(l + 1)jl(ksR∗)ulm + b2n+1lm
√
l(l + 1)
R∗
Jl(ksR∗)vlm
)
−
∞∑
l=0
l∑
m=−l
(
c2n+1lm
√
l(l + 1)hl(ksR∗)ulm + d2n+1lm
√
l(l + 1)
R∗
Hl(ksR∗)vlm
)
= 0,
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ce qui donne 
a2n+1lm = c
2n+1
lm
hl(ksR∗)
jl(ksR∗)
,
b2n+1lm = d
2n+1
lm
Hl(ksR∗)
Jl(ksR∗)
.
(3.32)
Deuxie`me condition : xˆ ∧ [rotw2n+1] = −xˆ ∧ rotw2n
∞∑
l=0
l∑
m=−l
[
(a2n+1lm + f
2n
lm) xˆ ∧ rotMlm + (e2nlm − c2n+1lm ) xˆ ∧ rotNlm
+(f˜ 2nlm + b
2n+1
lm ) xˆ ∧ rot rotMlm + (e˜2nlm − d2n+1lm ) xˆ ∧ rot rotNlm] = 0.
Comme Mlm et Nlm sont solutions de l’e´quation de Maxwell (3.28), on a alors
∞∑
l=0
l∑
m=−l
(√
l(l + 1)
R∗
[
(a2n+1lm + f
2n
lm)Jl(ksR∗) + (e
2n
lm − c2n+1lm )Hl(ksR∗)
]
vlm
+k2
√
l(l + 1)
[
(f˜ 2nlm + b
2n+1
lm )jl(ksR∗) + (e˜
2n
lm − d2n+1lm )hl(ksR∗))
]
ulm
)
= 0,
ce qui donne{
(a2n+1lm + f
2n
lm)Jl(ksR∗) + (e
2n
lm − c2n+1lm )Hl(ksR∗) = 0,
(f˜ 2nlm + b
2n+1
lm )jl(ksR∗) + (e˜
2n
lm − d2n+1lm )hl(ksR∗)) = 0.
(3.33)
Calcul du taux de convergence de la me´thode de Schwarz
Pour e´valuer le taux de convergence de la me´thode de Schwarz, on de´termine l’ope´rateur
des ite´rations K de´fini par la relation :
Λn+1 = KΛn (3.34)
ou` Λn = T (w2n), se de´veloppe dans la base forme´e par les harmoniques sphe´riques
vectorielles (voir le the´ore`me 3.4.2) sous la forme suivante :
Λn =
∞∑
l=0
l∑
m=−l
(
e2nlmT (Nlm) + f
2n
lmT (Mlm) + e˜
2n
lmT (rotNlm) + f˜
2n
lmT (rotMlm)
)
.
Par de´finition de T et de Nlm, il vient :
T (Nlm) = rotNlm ∧ xˆ− iksxˆ ∧ (Nlm ∧ xˆ)
= −
√
l(l + 1)
R
Hl(ksR)vlm − iks
√
l(l + 1)hl(ksR)(ulm ∧ xˆ)
= −
√
l(l + 1)
R
[Hl(ksR)− iksRhl(ksR)]vlm.
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Les quantite´s T (Mlm), T (rotNlm) et T (rotMlm) s’expriment d’une manie`re analogue.
Par conse´quent,
Λn =
∑
l,m
λ1,nlm ulm + λ
2,n
lm vlm
avec
λ1,nlm = −
√
l(l + 1)
R
[e˜2nlm(iksHl(ksR) + k
2
sRhl(ksR)) + f˜
2n
lm(iksJl(ksR) + k
2Rjl(ksR))],
λ2,nlm = −
√
l(l + 1)
R
[e2nlm(Hl(ksR)− iksRhl(ksR)) + f 2nlm(Jl(ksR)− iksRjl(ksR))].
et 
λ1,n+1lm = (−
√
l(l + 1)
R
)d2n+1lm (iksHl(ksR) + k
2Rhl(ksR)),
λ2,n+1lm = (−
√
l(l + 1)
R
)c2n+1lm (Hl(ksR)− iksRhl(ksR)).
Il en de´coule alors la relation suivante entre les coefficients du de´veloppement de Λn
dans la base forme´e par les vecteurs ulm et vlm :{
λ1,n+1lm = τ1,lλ
1,n
lm
λ2,n+1lm = τ2,lλ
2,n
lm .
ou` 
τ−11,l =
e˜2nlm
d2n+1lm
+
f˜ 2nlm
d2n+1lm
ikJl(ksR) + k
2Rjl(ksR)
ikHl(ksR) + k2sRhl(ksR)
,
τ−12,l =
e2nlm
c2n+1lm
+
f 2nlm
c2n+1lm
Jl(ksR)− iksRjl(ksR)
Hl(ksR)− iksRhl(ksR) .
En tenant compte des re´sultats (3.31) et (3.32) dans (3.33), on a{
e˜2nlm = d
2n+1
lm ,
e2nlm = c
2n+1
lm .
On a alors 
τ−11,l = 1−
Hl(ksR∗)
Jl(ksR∗)
Jl(ksR)− iksRjl(ksR)
Hl(ksR)− iksRhl(ksR) ,
τ−12,l = 1−
hl(ksR∗)
jl(ksR∗)
Jl(ksR)− iksRjl(ksR)
Hl(ksR)− iksRhl(ksR) .
(3.35)
Il en de´coule donc que l’ope´rateur des ite´rations K se diagonalise dans la base forme´e
par les vecteurs ulm,vlmet son spectre est forme´ par les valeurs propres τ1,l et τ2,l. L’algo-
rithme de Schwarz avec recouvrement total converge lorsque |τ1,l| et |τ2,l| sont infe´rieurs
a` l’unite´. L’e´tude asymptotique des fonctions sphe´riques jl et hl pour l grand et x fixe´
donne
jl(x) ∼ x
l
(2l + 1)!!
,
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hl(x) ∼ (2l − 1)!!
ixl+1
.
Le symbole n!! de´signe le produit de tous les entiers infe´rieurs a` n et de meˆme parite´ que
n. On a alors
τ1,l ∼ τ2,l ∼ 1
1−R2l .
On conclut que la me´thode de Schwarz avec recouvrement total converge si les frontie`res
Σ et Γ sont assez e´loigne´es. Ce re´sultat est confirme´ par des tests nume´riques ou` on a
change´ l’e´paisseur du domaine de´limite´ par Γ et Σ.
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FIGURE 3.1 – Variation de τ1,l selon les modes l pour l’e´paisseur e =
λ
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FIGURE 3.2 – Variation de | τ1,l | selon les modes l pour l’e´paisseur e = λ
4
(a` gauche) et
e = λ (a` droite) . Cas ks = 1, ks = 10 et ks = 30.
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FIGURE 3.4 – Variation de | τ2,l | selon les modes l pour l’e´paisseur e = λ
4
(a` gauche) et
e = λ (a` droite) . Cas ks = 1, ks = 10 et ks = 30.
Au regard de la figure 3.1, dans ce cas (R w R∗), on observe que pour un grand
nombre de modes l, on a |τ1,l| > 1 et plus le nombre d’onde k est grand, plus cette plage
de modes est large. Par contre, en conside´rant une e´paisseur e´gale a`
λ
4
et λ (voir Fig. 3.2) la
valeur maximale de |τ1,l| est infe´rieure a` l’unite´ pour la totalite´ des modes. D’une manie`re
similaire, on refait les meˆmes cas tests pour e´tudier |τ2,l| et on observe les meˆmes compor-
tements (voir figures 3.3 et 3.4). Cette e´tude permet d’e´valuer les cas de convergence de
cet algorithme. Apre`s cette analyse, le choix de l’e´paisseur entre le bord de l’obstacle et
la frontie`re artificielle joue un roˆle important pour assurer la convergence de l’algorithme
de Schwarz avec recouvrement total sans augmenter le couˆt de la re´solution du proble`me.
Pour cette raison, nous nous inte´ressons plutoˆt a` un solveur rapide et convergeant lorsque
le bord fictif est proche de l’obstacle. En fait, une seconde alternative plus efficace des
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me´thodes ite´ratives consistent a` utiliser des approximations polynomiales de la forme
En = E0 + pn−1(A+ C)r0
ou` r0 = F − (A+ C)E0 est le re´sidu initial et pn−1(A+ C) est un polynoˆme de degre´ au
plus n−1. Pour cela on peut citer par exemple les me´thodes de Krylov comme la me´thode
GMRES ou la me´thode BI-CGstab. Dans ce cas,
En ∈ E0 +K((A+ C), r0)
ou` K((A + C), r0) = SPAN(r0, (A + C)r0, . . . , (A + C)n−1r0) est l’espace de Krylov
associe´ a` (A+ C) et r0.
L’expe´rimentation analytique et nume´rique de l’algorithme de Schwarz avec recou-
vrememt total a oriente´ le choix d’un pre´conditionneur aux me´thodes de type Krylov.
Autrement dit nous nous inte´ressons plutoˆt a` la re´solution du proble`me pre´conditionne´
par A :
(I +A−1C)E = A−1F .
L’analyse faite sur la convergence de la me´thode de Schwarz montre que dans le cas ou` le
domaine de calcul est assez large toutes les valeurs propres de l’ope´rateur (−A−1C) sont
dans le disque unite´. Ceci induit que les me´thodes de type Krylov convergent aussi. Si la
distance entre les deux bords Γ et Σ n’est pas suffisamment grande alors on a un nombre
fini de valeurs propres qui sont en dehors du disque unite´. Ceci cause la divergence de la
me´thode de Schwarz. Dans ce cas, on peut toujours avoir recours a` des me´thodes de type
Krylov qui s’adaptent a` ce type de proble`me et assurent mieux la convergence ([53]). Nous
proposons dans le chapitre suivant de montrer la convergence the´orique de la me´thode
GMRES pre´conditionne´e par le pre´conditionneur de Schwarz.
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Chapitre 4
Analyse de la me´thode de Schwarz et de
la convergence de GMRES pour le
proble`me de Maxwell re´gularise´
4.1 Equation de Maxwell re´gularise´e
Afin de mettre en œuvre le couplage entre e´le´ments finis et repre´sentation inte´grale
pour les e´quations de Maxwell, nous avons fait le choix de travailler avec la librairie
e´le´ments finis ME´LINA ++. Compte tenu de sa structure et de l’e´tat de son avancement,
nous avons e´tabli une approximation par des e´le´ments finis de Lagrange (une analyse sera
de´veloppe´e dans le chapitre 5). Ceci, ne´cessite le passage des e´quations de Maxwell clas-
siques aux e´quations de Maxwell re´gularise´es. En fait, pour garder l’emploi des e´le´ments
finis nodaux pour la re´solution nume´rique de l’e´quation de Maxwell, de nombreux auteurs
ont propose´ une technique de re´gularisation ([13]). Cette technique consiste a` ajouter un
terme re´gularisant ∇div a` l’e´quation de Maxwell (3.10). On obtient une e´quation dite
e´quation de Maxwell re´gularise´e donne´e par
rot (
1
µ
rotE)− ε¯∇(s−1div εE)− ω2εE = 0. (4.1)
En choisissant s−1 = 0, on se rame`ne a` l’e´quation de Maxwell classique (3.10). Aussi,
pour toute valeur s (re´elle ou complexe), la solution E de l’e´quation (3.10) sera toujours
solution de (4.1) puisque on a div εE = 0.
Remarque 4.1.1. Dans le vide, ou` µ et ε sont constants et σ = 0. Pour un choix d’un s
constant, l’e´quation (4.1) devient
rot rotE− t−1∇(divE)− k2sE = 0 (4.2)
avec t−1 = s−1µ|ε|2. Dans le cas particulier t = 1 et par la relation vectorielle
rot rotE−∇divE = −∆E,
l’e´quation (4.2) n’est autre que l’e´quation de Helmholtz vectorielle :
−∆E− k2sE = 0.
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Nous allons e´tudier la convergence de l’algorithme de Schwarz avec recouvrement to-
tal applique´ a` la formulation re´gularise´e des e´quations de Maxwell, e´tablie par M. Lenoir
et C. Hazard dans [13].
4.2 Proble`me de Maxwell re´gularise´ en domaine non borne´
On se place dans le meˆme cadre physique que le proble`me pre´sente´ dans le chapitre
pre´ce´dent. On s’inte´resse a` la re´solution du proble`me de Maxwell suivant :
rot rotE− k2sE = 0 dans Ωe,
E ∧ ne = 0 sur Γ,
lim
R→∞
∫
||x||=R
||rotEs ∧ ne − iksEs||2dγ = 0.
(4.3)
Le proble`me (19) est e´quivalent au proble`me re´gularise´ suivant ([13]) :
rot rotE− t−1∇(divE)− k2sE = 0 dans Ωe,
E ∧ ne = 0, divE = 0 sur Γ,
lim
R→∞
∫
||x||=R
||rotEs ∧ ne − iksne ∧ (Es ∧ ne)||2dγ = 0,
lim
R→∞
∫
||x||=R
|
√
t−1divEs − iksEs · ne|2dγ = 0.
(4.4)
La premie`re (resp. deuxie`me) condition a` l’infini est dite condition transverse (resp. ra-
diale). Pour re´soudre le proble`me en domaine non borne´ (4.4), on se propose d’utiliser
la me´thode de couplage entre e´le´ments finis et repre´sentation inte´grale. On se rame`ne a`
re´soudre le proble`me de Maxwell tronque´ pose´ sur le domaine borne´ Ω de´limite´ par les
deux frontie`res Σ et Γ :
rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
E ∧ ne = 0, divE = 0 sur Γ,
rotE ∧ nσ + ν1nσ ∧ (E ∧ nσ) = Tν1(Einc − It(Γ,E)) sur Σ,
divE+ ν2E · nσ = Nν2(Einc − It(Γ,E)) sur Σ.
(4.5)
nσ est la normale unitaire exte´rieure a` Σ oriente´e vers l’exte´rieur de Ω. Les ope´rateurs Tν1
et Nν2 sont de´finis par :
Tν1E = rotE ∧ nσ + ν1nσ ∧ (E ∧ nσ) et Nν2E = divE+ ν2E · nσ.
ou` ν1 et ν2 sont des parame`tres complexes arbitraires. Les deux conditions aux limites sur
Σ sont appele´es “conditions de couplage”. Pour tout x ∈ Ωe,
It(Γ,E)(x) =
∫
Γ
Gt(x, y)(rotE(y) ∧ n(y) + t−1n(y) divE(y))dγ(y)
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−
∫
Γ
roty Gt(x, y)(E(y)∧n(y))dγ(y)− t−1
∫
Γ
divyGt(x, y)T (E(y) ·n(y))dγ(y). (4.6)
Nous introduisons maintenant l’espace de Hilbert
Ht =
{
E ∈ H(rotE,Ω) tel que divE ∈ L2(Ω), (E ∧ n)Γ = 0,
(E ∧ n)Σ ∈ L2(Σ)3 et (E · n)Σ ∈ L2(Σ)
}
muni du produit scalaire (., .)t de´fini par :
(E,E′)t =
∫
Ω
E · E′dΩ +
∫
Ω
rotE · rotE′dΩ
+|t|−1
∫
Ω
divE divE′dΩ +
∫
Σ
(E ∧ n) · (E′ ∧ n)dσ + |t|−1
∫
Σ
(E · n)(E′ · n)dσ.
La formulation de repre´sentation inte´grale It(Γ,E) n’est pas toujours de´finie pour tout
E ∈ Ht. Pour cela, on conside`re un rele`vement re´gulier R de Γ vers Ω. Dans la partie
nume´rique de ce rapport, on de´taillera le choix qu’on a fait pour la de´finition deRGt dans
ME´LINA++. La formule de repre´sentation inte´grale modifie´e a` l’exte´rieur de Γ est
IRt (Γ,E)(x) = −k2s
∫
Ω
RGt(x, y)E(y)dΩ(y) +
∫
Ω
roty RGt(x, y)rotE(y)dΩ(y)
+t−1
∫
Ω
divyRGt(x, y)TdivE(y)dγ(y)−
∫
Γ
roty Gt(x, y)(E(y) ∧ n(y))dγ(y)
− t−1
∫
Γ
(divyGt(x, y)T )(E(y) · n(y))dγ(y). (4.7)
On obtient alors le proble`me pose´ en domaine borne´ suivant qui consite a` trouver E
dans Ht tel que
rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
E ∧ ne = 0, divE = 0 sur Γ,
rotE ∧ nσ + ν1nσ ∧ (E ∧ nσ) = Tν1(Einc − IRt (Γ,E)) sur Σ,
divE+ ν2E · nσ = Nν2(Einc − IRt (Γ,E)) sur Σ.
(4.8)
The´ore`me 4.2.1. : (Equivalence entre le proble`me initial et le proble`me tronque´) :
Soient ν1 ∈ C choisi de telle sorte que Imν1 < 0 et ν2 ∈ C tel que Imν2 < 0,
les proble`mes (4.4) et (4.8) sont e´quivalents, tant pour l’existence que pour l’unicite´ : le
proble`me (4.4) admet au moins (respectivement au plus) une solution si et seulement si il
est de meˆme pour le proble`me tronque´ (4.8). La relation entre ces solutions :
– Si E est solution de (4.4) alors la restriction de E a` Ω est solution de (4.8).
– Si EΩ est solution de (4.8) alors E de´fini par{
E = EΩ dans Ω,
E = Einc − IRt (Γ,EΩ) dans Ωe\Ω.
est solution de (4.4).
Pour la de´monstration, on se re´fe´rera a` [13].
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4.3 Formulation variationnelle, existence et unicite´
On suppose que E est suffisament re´gulie`re. A l’aide des formules de Green suivante :∫
Ω
∇divE · E dΩ = −
∫
Ω
divE divE′ +
∫
Σ
divE (E′ · nσ)dσ −
∫
Γ
divE (E′ · n)dγ,∫
Ω
rotE · rotE′dΩ =
∫
Ω
rot rotE · E′dΩ +
∫
Σ
rotE · (nσ ∧ E′)dσ
−
∫
Γ
rotE · (n ∧ E′)dγ,
pour toute fonction test E′, on a∫
Ω
rotE · rotE′ + t−1divE divE′ − k2sE · E′dΩ +
∫
Σ
(nσ ∧ rotE) · E′dσ
−
∫
Γ
(n ∧ rotE) · E′dγ − t−1
∫
Σ
divE (nσ · E′)dσ + t−1
∫
Γ
divE (n · E′)dγ = 0.
En utilisant les conditions sur Σ on a∫
Ω
rotE · rotE′ + t−1divE divE′ − k2sE · E′dΩ + ν1
∫
Σ
(nσ ∧ E) · (nσ ∧ E′)dσ
+t−1ν2
∫
Σ
(nσ ·E)(nσ ·E′)dσ+
∫
Σ
Tν1(IRt (Γ,E)·E′dσ+t−1
∫
Σ
Nν2(IRt (Γ,E))(nσ ·E′)dσ
=
∫
Σ
Tν1E
inc · E′dσ + t−1
∫
Σ
Nν2E
inc(nσ · E′)dσ.
D’apre`s le the´ore`me de repre´sentation de Riesz, le proble`me variationnel de (4.8) consiste
a` trouver E ∈ Ht tel que
(ActE,E′)t + (CctE,E′)t = (Ft,E′)t ∀ E′ ∈ Ht. (4.9)
Les ope´rateurs Act et Cct : Ht → Ht sont de´finis selon les formules suivantes :
(Act E,E′)t =
∫
Ω
rotE·rotE′+t−1divE divE′+k2sE·E′dΩ+ν1
∫
Σ
(nσ∧E)·(nσ∧E′)dσ
+t−1ν2
∫
Σ
(nσ · E)(nσ · E′)dσ,
(Cct E,E′)t = −2k2s
∫
Ω
E · E′dΩ +
∫
Σ
Tν1(IRt (Γ,E)) · E′dσ
+t−1
∫
Σ
Nν2(IRt (Γ,E))(nσ · E′)dσ,
et Ft est donne´ par :∀ E′ ∈ Ht
(Ft,E′)t =
∫
Σ
Tν1E
inc · E′dσ + t−1
∫
Σ
Nν2E
inc(nσ · E′)dσ.
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Act et Cct sont respectivemment un automorphisme et un ope´rateur compact ([13]). On
constate donc que le proble`me (4.5) s’exprime sous forme d’une e´quation de Fredholm.
On sait que dans ce cas les questions de l’exitence et de l’unicite´ de la solution sont
e´quivalentes. Si on e´tudie le proble`me homoge`ne (cas ou` Ft est nulle) alors la solution est
ne´cessairement triviale (voir the´ore`me 3.1 de [13]). Cela donne que le proble`me (4.5) ad-
met une unique solution pour tout choix du second membre et elle en de´pend continuˆment.
Le the´ore`me (4.2.1) assure que le proble`me en domaine non borne´ (4.4) est aussi bien
pose´.
Remarque 4.3.1. En ge´ne´ral, Ht(Ω) 6⊂ H1(Ω)3 [54]. Si le domaine Ω est lipschitz et
ne pre´sente pas des singularite´s ge´ome´triques entrantes (coins, areˆtes, sommets) alors
Ht(Ω) ∩H1(Ω)3 est dense dans Ht(Ω) [55]. On peut alors approcher la solution par des
e´le´ments finis de Lagrange.
Par contre, si le domaine pre´sente des areˆtes ou des coins entrants alors Ht(Ω) ∩
H1(Ω)3 est un sous-espace ferme´ de Ht(Ω) ([56]). Par conse´quent, Ht(Ω) n’admet pas
de sous-espace dense inclus dansH1(Ω)3. Dans ce cas, la discre´tisation par des e´le´ments
finis de Lagrange de l’e´quation de Maxwell re´gularise´e conduit a` une solution qui ne
converge pas vers la solution physique ([57]). De fait dans cette dernie`re configuration,
il est conseille´ de faire appel a` la me´thode de re´gularisation a` poids ([58], [59]). Pour la
re´solution nume´rique du proble`me (4.4), nous allons nous restreindre au cas des obstacles
qui ne pre´sentent pas des singularite´s ge´ome´triques entrantes.
4.4 Me´thode de Schwarz avec recouvrement total pour le
proble`me de Maxwell re´gularise´
Dans cette section, on pre´sente l’application de la me´thode de Schwarz avec recou-
vrement total sur le proble`me de Maxwell re´gularise´ sans donner de de´tails. Pour plus de
pre´cisions, on invite le lecteur a` lire le chapitre pre´ce´dent. Le but de cette section est de
comparer les re´sultats obtenus a` ceux trouve´s pour le cas du proble`me de Maxwell clas-
sique. La re´solution du proble`me en domaine borne´ (4.5) en se basant sur l’ide´e du point
fixe de Cauchy me`ne a` de´terminer En+1 solution de

rot rotEn+1 − t−1∇(divEn+1)− k2sEn+1 = 0 dans Ω,
En+1 ∧ n = 0, divEn+1 = 0 sur Γ,
rotEn+1 ∧ nσ + ν1nσ ∧ (E ∧ nσ) = Tν1(Einc − IRt (Γ,En)) sur Σ,
divEn+1 + ν2En+1 · nσ = Nν2(Einc − IRt (Γ,En)) sur Σ.
(4.10)
L’algorithme pre´ce´dent s’interpre`te comme une me´thode de Schwarz avec recouvrement
total applique´ au proble`me (4.8) et revient donc a` construire une suite (En)n ve´rifiant ces
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deux proble`mes :
rot rotE2n+1 − t−1∇(divE2n+1)− k2sE2n+1 = 0 dans Ωi ∪ Ωe,
n ∧ [ E2n+1] = 0 sur Γ,
n ∧ [rotE2n+1] = −n ∧ rotE2n sur Γ,
[div E2n+1] = 0 sur Γ,
n · [E2n+1] = −n · [E2n] sur Γ,
lim
R→∞
∫
||x||=R
||rotEs2n+1 ∧ ne − iksne ∧ (Es2n+1 ∧ ne)||2dγ = 0.
lim
R→∞
∫
||x||=R
|
√
t−1divEs2n+1 − iksEs2n+1 · ne|2dγ = 0.
(4.11)

rot rotE2n+2 − t−1∇(divE2n+2)− k2sE2n+2 = 0 dans Ω,
E2n+2 ∧ n = 0 sur Γ,
divE2n+2 = 0 sur Γ,
(rotE2n+2) ∧ nσ + ν1(E2n+2)t =
(rotE2n+1) ∧ nσ + ν1(E2n+1)t sur Σ.
divE2n+2 + ν2E2n+2 · nσ =
divE2n+1 + ν2E2n+1 · nσ sur Σ.
(4.12)
La solution E2n+1 du proble`me (4.11) e´quivaut a` une de´termination au moyen d’une
repre´sentation inte´grale. Ainsi sa conside´ration dans la deuxie`me condition de (4.12)
rame`ne au proble`me de de´part (4.10). L’algorithme de Schwarz avec recouvrement to-
tal peut s’e´crire a` la nie`me ite´ration comme suit
At En+1 = −CtEn + Ft (4.13)
ou` les ope´rateurs At et Ct : Ht → Ht sont de´finis selon les formules suivantes :
(AtE,E′)t =
∫
Ω
rotE · rotE′ + t−1divE divE′ − k2sE · E′dΩ
+ ν1
∫
Σ
(nσ ∧ E) · (nσ ∧ E′)dσ + t−1ν2
∫
Σ
(nσ · E)(nσ · E′)dσ,
(CtE,E′)t =
∫
Σ
Tν1(IRt (Γ,E)) · E′dσ + t−1
∫
Σ
Nν2(IRt (Γ,E))(nσ · E′)dσ.
At est inversible. La preuve se fait de la meˆme fac¸on que la proposition 3.3.1. L’e´quation
(4.13) s’e´crit d’une manie`re e´quivalente comme
En+1 = −A−1t CtEn +A−1t Ft. (4.14)
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4.5 Investigation analytique en 3D :
Dans cette partie, on se propose d’e´tudier la convergence de l’algorithme de Schwarz
avec recouvrement total pour le proble`me de Maxwell re´gularise´ exte´rieur (4.4) . Pour
cela, on se place toujours dans le cas d’une boule de rayon R∗ = 1 qu’on notera B1 et on
suppose que Σ est la frontie`re de la boule concentrique a` B1 et de rayon R > 1. Puisque
le proble`me de Maxwell classique est e´quivalent au proble`me de Maxwell re´gularise´ dans
un domaine non borne´, la solution du proble`me de (4.4) est donne´e par ([8])
E =
∞∑
l=0
l∑
m=−l
(αlmNlm + βlmrotNlm) + E
inc.
On note (wn)n la suite des erreurs :
w2n = E2n − E dans Ω et w2n+1 =
{
E2n+1 − E dans Ωe,
E2n+1 dans Ωi.
rot rotw2n+1 − t−1∇(divwn+2)− k2sw2n+1 = 0 dans Ωi ∪ Ωe,
n ∧ [w2n+1] = −n ∧w2n = 0 sur Γ,
n ∧ [rotw2n+1] = −n ∧ rotw2n sur Γ,
[divw2n+1] = 0 sur Γ,
n · [w2n+1] = −n · [w2n] sur Γ,
lim
R→∞
∫
||x||=R
||rotw2n+1 ∧ ne − iksn ∧ (w2n+1 ∧ ne)||2dγ = 0,
lim
R→∞
∫
||x||=R
|
√
t−1divw2n+1 − iksw2n+1 · ne|2dγ = 0.
(4.15)
et w2n+2 est solution du proble`me dans le domaine borne´ Ω :
rot rotw2n+2 − t−1∇(divw2n+2)− k2sw2n+2 = 0 dans Ω,
w2n+2 ∧ n = 0, divw2n+2 = 0 sur Γ,
rotw2n+2 ∧ nσ + ν1(w2n+2)t =
rotw2n+1 ∧ nσ + ν1(w2n+1)t sur Σ,
divw2n+2 + ν2w2n+2 · nσ = divw2n+1 + ν2w2n+1 · nσ sur Σ.
(4.16)
En comparant l’e´tude faite pour le proble`me de Maxwell classique, on remarque qu’on va
prendre en conside´ration en plus la condition aux limites sur Γ
divw2n+2 = 0, (4.17)
les conditions de transmission sur Γ
[divw2n+1] = 0 (4.18)
et
n · [w2n+1] = −n · [w2n]. (4.19)
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On a aussi une condition supple´mentaire sur Σ
divw2n+2 + ν2w2n+2 · nσ = divw2n+1 + ν2w2n+1 · nσ. (4.20)
Comme Nlm, Mlm, rotNlm et rotMlm sont des fonctions a` divergence est nulle ainsi
les deux conditions (4.17) et (4.18) donnent deux e´quations redondantes. Comme Nlm et
Mlm sont a` composantes normales nulles, on en de´duit de (4.19) que
b2n+1l,m n · rotMlm − d2n+1l,m n · rotNlm + e˜2nlmn · rotNlm + f˜ 2nlmn · rotMlm = 0.
On obtient alors la deuxie`me e´quation de (3.33) trouve´e pour l’e´tude du proble`me de
Maxwell classique.
Pour de´terminer le taux de convergence de la me´thode de Schwarz avec recouvrement
total pour le proble`me de Maxwell re´gularise´, nous conside´rons les deux conditions sur le
bord Σ qui assurent l’e´change entre les deux sous proble`mes (4.15) et (4.16). La premie`re
condition est la meˆme que celle e´tudie´e pour le cas du proble`me de Maxwell classique.
Par suite, la relation qui lie Λn+1 et Λn dans (3.34) reste inchange´e par rapport a` ce qui est
fait dans le chapitre pre´ce´dent (voir le syste`me d’e´quations (3.35) qui fait intervenir τ1,l et
τ2,l. De la deuxie`me condition sur Σ, on de´termine l’ope´rateur des ite´rations ve´rifiant :
δn+1 = τ3,l δ
n
avec
δn = −iks
∞∑
l=0
l∑
m=−l
1
R
l(l + 1)(e˜2nlm hl(ksR) + f˜
2n
lm jl(ksR))Y
m
l
et
δn+1 = −iks
∞∑
l=0
l∑
m=−l
d2n+1lm rotNlm · xˆ
= −iks
∞∑
l=0
l∑
m=−l
d2n+1lm
1
R
l(l + 1)hl(ksR))Y
m
l .
En de´terminant la relation entre les coefficients du de´veloppement de δn+1 et δn dans la
base des harmoniques sphe´riques scalaires Y ml on a
τ−13,l = 1−
Hl(ksR∗)
Jl(ksR∗)
jl(ksR)
hl(ksR)
.
L’algorithme de Schwarz avec recouvrement total pour le proble`me de Maxwell re´gularise´
converge lorsque |τ1,l|, |τ2,l| et |τ3,l| sont infe´rieurs a` l’unite´. On montre le comportement
des taux de convergence |τ1,l| et |τ2,l| dans les figures (3.1), (3.2), (3.3) et (3.4). Il suf-
fit donc de tracer la simulation nume´rique de |τ3,l| pour les meˆmes cas tests. L’e´tude
asymptotique des fonctions sphe´riques jl et hl pour l grand et x fixe´ donne que
τ1,l ∼ τ2,l ∼ τ3,l ∼ 1
1−R2l .
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FIGURE 4.1 – Variation de | τ3,l | selon les modes l pour l’e´paisseur e = λ
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FIGURE 4.2 – Variation du | τ3,l | selon les modes l pour l’e´paisseur e = λ
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FIGURE 4.3 – Variation de | τ3,l | selon les modes l pour l’e´paisseur e = λ. Cas ks = 1,
ks = 10 et ks = 30.
On conclut, que l’asymptotique du taux de convergence de la me´thode de Schwarz avec
recouvrement total pour le proble`me de Maxwell re´gularise´ est la meˆme que celle trouve´e
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pour le cas du proble`me de Maxwell classique.
Les conclusions tire´es dans le chapitre pre´ce´dent concernant la me´thode de Schwarz,
le choix du pre´conditionneur et l’utilisation des me´thodes de Krylov restent valables pour
la re´solution du proble`me de Maxwell re´gularise´ (4.8).
4.6 Analyse de la me´thode GMRES
On se propose dans cette partie, d’e´tudier la convergence de la me´thode GMRES pour
le proble`me pose´ sur le domaine Ω
(I +A−1t Ct)E = A−1t Ft. (4.21)
Pour cela, nous conside´rons un proble`me e´quivalent a` celui ci et qui fait intervenir une
e´quation pose´e sur le bord artificiel Σ. Le taux de convergence du GMRES pour ce
proble`me interme´diaire est le meˆme que celui du proble`me (4.21). La diffe´rence ne re´side
que dans la taille de stockage de la base d’Arnoldi pour la me´thode GMRES.
4.6.1 Formulation du proble`me sur le bord artificiel
Il existe une autre manie`re de poser le proble`me (4.8). Elle consiste a` se ramener a` un
proble`me pose´ sur le bord Σ. Pour cela, on introduit une nouvelle inconnue Ψ de´finie sur
Σ comme suit :
Ψ(x) = Λ(x) + t−1 nσλ(x) ∀ x ∈ Σ
avec
Λ = Tν1(E
inc − IRt (Γ,E))
et
λ = Nν2(E
inc − IRt (Γ,E)).
Le proble`me (4.8) devient alors
rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
E ∧ n = 0, divE = 0 sur Γ,
rotE ∧ nσ + ν1nσ ∧ (E ∧ nσ) = Λ sur Σ,
divE+ ν2 E · nσ = λ sur Σ.
(4.22)
En adoptant les notations vues pre´ce´demment, le proble`me variationnel (4.9) devient
AtE−DtΨ = 0 (4.23)
ou`
(DtΨ,E′)t =
∫
Σ
Ψ · E′dσ.
Re´soudre le proble`me (4.8) revient a` de´terminer Ψ puis trouver l’inconnue E.
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4.6.2 Etude de la convergence du GMRES
On se propose dans cette section d’e´tudier la convergence the´orique de la re´solution du
proble`me (4.23). Plus pre´cisement, on s’inte´resse a` la re´solution en Ψ. L’ide´e de l’e´tude
est initialement pre´sente´e dans [15] pour le proble`me de Helmholtz. Les auteurs de cet
article ont montre´ une convergence superline´aire de la me´thode GMRES en se basant sur
les re´sultats de la the´orie spectrale. Dans notre contexte, on conside`re un ope´rateur BRΓ
de´fini par
BRΓ (Ψ) = Tν1(IRt (Γ,E)) + t−1Nν2(IRt (Γ,E))nσ (4.24)
de sorte que la nouvelle inconnue Ψ ve´rifie l’e´quation suivante
Ψ(x) + BRΓ (Ψ)(x) = Tν1(Einc) + t−1Nν2(Einc)nσ ∀ x ∈ Σ.
On s’inte´resse donc a` re´soudre le proble`me suivant
(I + BRΓ )Ψ = F˜t dans L2(Σ)3, (4.25)
avec F˜t donne´ par le the´ore`me de repre´sentation de Riesz : ∃! F˜t ∈ L2(Σ)3 tel que ∀Ψ′ ∈
L2(Σ)3
(F˜t,Ψ′)L2(Σ)3 =
∫
Σ
Tν1(E
inc) ·Ψ′dσ + t−1
∫
Σ
Nν2(E
inc) (nσ ·Ψ′)dσ.
D’apre`s [13], l’ope´rateur BRΓ est un ope´rateur continu de L2(Σ)3 dansHt. On rappelle
que
Ht =
{
E ∈ H(rotE,Ω) tel que divE ∈ L2(Ω), (E ∧ n)Γ = 0,
(E ∧ n)Σ ∈ L2(Σ)3 et (E · n)Σ ∈ L2(Σ)
}
.
De plus, comme l’injection Ht ↪→ L2(Ω)3 est compacte et l’injection L2(Ω)3 ↪→ L2(Σ)3
est continue. Donc, l’injection Ht ↪→ L2(Σ)3 est compacte. Ceci implique que BRΓ est
un ope´rateur compact sur L2(Σ)3. Donc d’apre`s le the´ore`me de Moret ([60]), on a la
convergence de GMRES pour re´soudre le proble`me (4.25). Dans la suite on se propose
d’e´tudier le taux de de´croissance des valeurs singulie`res de BRΓ afin de pre´ciser le taux de
convergence de la me´thode GMRES.
Proposition 4.6.1. : Principe min-max de Courant-Weyl ([61])
γp = minPp
|| BRΓ − Pp ||L(L2(Σ)3)
Pp parcourant l’ensemble des ope´rateurs line´aires sur L2(Σ)3 de rang p et {γp}p≥0
de´signe les valeurs singulie`res de l’ope´rateur BRΓ .
La premie`re e´tape consiste alors a` construire l’ope´rateur (BRΓ )p qui approche BRΓ .
Comme le proble`me (4.8) admet une unique solution E dans Ht, alors E ∈ L2(Ω)3.
En tenant compte de l’e´quation de Maxwell re´gularise´e, le terme rotE∧n+ t−1n divE
appartient a` H−1/2(Γ)3. Dans ce cas, on peut utiliser la formule It(Γ,E) sans passer par
la repre´sentation inte´grale modifie´e IRt (Γ,E). On rappelle la formule suivante ([8]) :
Gks(x, y) = iks
∞∑
l=0
l∑
m=−l
hl(ks|x|)Y ml (xˆ)jl(ks|y|)Y ml (yˆ). (4.26)
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La se´rie (4.26) et ses de´rive´es premie`res par rapport a` x et y sont absolument et uni-
forme´ment convergentes sur tout compact de {(x, y) ∈ R3 × R3 tel que |x| > |y|}.
D’autre part, on a pour un vecteur fixe v
Gks(x, y)v =
i
ks
∞∑
l=1
1
l(l + 1)
l∑
m=−l
rotNlm(x) rotMlm(y) · v
+iks
∞∑
l=1
iks
l(l + 1)
l∑
m=−l
Nlm(x)Mlm(y) · v
+
i
ks
∞∑
l=1
l∑
m=−l
∇(hl(ks|x|)Y ml (xˆ))∇(jl(ks|y|)Y ml (yˆ)) · v
(4.27)
ou` Mlm(x) = rot {xjl(ks|x|)Y ml (xˆ)} ,Nlm(x) = rot {xhl(ks|x|)Y ml (xˆ)} et xˆ =
x
|x| .
La se´rie (4.27) et ses de´rive´es par rapport a` x ou par rapport a` y sont uniformement et
absolument convergentes pour tout compact de {(x, y) ∈ R3 ×R3 tel que |x| > |y|} ([8],
[50]).
D’autre part, on a ∀ x ∈ Ωe
It(Γ,E)(x) = rotxrotx
∫
Γ
Gks(x, y)(rotE(y) ∧ n(y))dγ(y)
−
∫
Γ
∇yGkp(x, y)(E(y) · n(y))dγ(y).
Donc,
It(Γ,E)(x) =
rotxrotx
∫
Γ
i
ks
∞∑
l=1
1
l(l + 1)
l∑
m=−l
rotNlm(x) rotMlm(y) · (rotE(y) ∧ n(y))dγ(y)
+rotxrotx
∫
Γ
iks
∞∑
l=1
1
l(l + 1)
l∑
m=−l
Nlm(x)Mlm(y) · (rotE(y) ∧ n(y))dγ(y)
+ikp
∫
Γ
∞∑
l=0
l∑
m=−l
jl(kp|y|)Y ml (yˆ)(kpxˆh
′
l(kp|x|)Y ml (xˆ)+hl(kp|x|)
1
|x|∇SY
m
l (xˆ))(E(y)·n(y))dγ(y).
Pour le choix de ν1 = ν2 = −iks, on a ∀ x ∈ Σ
BRΓ Ψ(x) =
∫
Γ
∞∑
l=1
ik3s
l(l + 1)
l∑
m=−l
(Nlm(x) ∧ nσ(x)) rotMlm(y) · (rotE(y) ∧ n(y))dγ(y)
+
∫
Γ
∞∑
l=1
ik3s
l(l + 1)
l∑
m=−l
(rotNlm(x) ∧ nσ(x))Mlm(y) · (rotE(y) ∧ n(y))dγ(y)
+
∫
Γ
∞∑
l=1
k2s
l(l + 1)
l∑
m=−l
(nσ(x) ∧ (rotNlm(x) ∧ nσ(x))) rotMlm(y) · (rotE(y) ∧ n(y))dγ(y)
+
∫
Γ
∞∑
l=1
k4s
l(l + 1)
l∑
m=−l
(nσ(x) ∧ (Nlm(x) ∧ nσ(x)))Mlm(y) · (rotE(y) ∧ n(y))dγ(y)
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+
∫
Γ
k2p
t
nσ(x)
∞∑
l=0
l∑
m=−l
jl(kp|y|)Y ml (yˆ)(ikphl(kp|x|)+ksh′l(kp|x|))Y ml (xˆ)(E(y)·n(y))dγ(y).
Proposition 4.6.2. On conside`re un obstacle dont le bord ne pre´sente ni des areˆtes ni des
coins entrants. Le bord artificiel entourant l’obstacle est sphe´rique. Il existe alors deux
constantes positives c et τ tel que
0 ≤ γp ≤ c e−τ
√
p, ∀ p ≥ 0.
Preuve :
Soit p un entier donne´ et p∗ la partie entie`re de
√
p. On de´signe (BRΓ )p la troncature de
l’ope´rateur BRΓ .
|| (BRΓ − (BRΓ )p)Ψ ||L2(Σ)3≤
α1
∞∑
l=p∗+1
k3s
l(l + 1)
l∑
m=−l
|| nσ ∧Nlm ||L2(Σ)3 || n ∧ rotMlm ||L2(Γ)3
+α2
∞∑
l=p∗+1
k3s
l(l + 1)
l∑
m=−l
|| nσ ∧ rotNlm ||L2(Σ)3 || n ∧Mlm ||L2(Γ)3
+α3
∞∑
l=p∗+1
k2s
l(l + 1)
l∑
m=−l
|| nσ ∧ (rotNlm ∧ nσ)||L2(Σ)3|| n ∧ rotMlm||L2(Γ)3
+α4
∞∑
l=p∗+1
k4s
l(l + 1)
l∑
m=−l
|| nσ ∧ (Nlm ∧ nσ) ||L2(Σ)3 || n ∧Mlm ||L2(Γ)3
+α5
∞∑
l=p∗+1
k2p
t
l∑
m=−l
|| (ikphl(kp|.|) + ksh′l(kp|.|))Y ml (ˆ.) ||L2(Σ)3|| jl(kp|.|)Y ml (ˆ.) ||L2(Γ)3 .
(4.28)
Remarque 4.6.1. Les αi pour i = 1...4 de´pendent de || rotE ||H1/2(Γ)3 et α5 de´pend de
|| E · n ||H−1/2(Γ) .
Nous pre´cisons dans ce qui suit comment nous avons obtenu le re´sultat pre´ce´dent par
un calcul d’un terme pre´sent dans l’expression de || (BRΓ − (BRΓ )p)Ψ ||L2(Σ)3 . Les autres
termes sont traite´s de la meˆme fac¸on.
||
∞∑
l=p∗+1
ik3s
l(l + 1)
l∑
m=−l
(nσ ∧Nlm)
∫
Γ
rotMlm(y) · (rotE(y) ∧ n(y))dγ(y) ||L2(Σ)3
≤ c
∞∑
l=p∗+1
k3s
l(l + 1)
l∑
m=−l
||nσ ∧Nlm ||L2(Σ)3 |
∫
Γ
(n(y) ∧ rotMlm(y)) · rotE(y)dγ(y)| .
(4.29)
On rappelle que par abus de notation, on a garde´ l’inte´grale sur Γ plutoˆt que les crochets
de dualite´ entre H−1/2(Γ)3 et H1/2(Γ)3. En utilisant l’ine´galite´ de Cauchy-Schwarz et le
fait que l’injection
L2(Γ)3 ↪→ H−1/2(Γ)3
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est continue, on alors
||
∞∑
l=p∗+1
ik3s
l(l + 1)
l∑
m=−l
(nσ ∧Nlm)
∫
Γ
rotMlm(y) · (rotE(y) ∧ n(y))dγ(y) ||L2(Σ)3
≤ α1
∞∑
l=p∗+1
k3s
l(l + 1)
l∑
m=−l
|| nσ ∧Nlm ||L2(Σ)3 || n ∧ rotMlm ||L2(Γ)3 .
L’expression (4.28) devient
|| (BRΓ − (BRΓ )p)Ψ ||L2(Σ)3≤
α1
∞∑
l=p∗+1
k3s
l(l + 1)
l∑
m=−l
√
l(l + 1) | hl(ksR) | R l(l + 1) | jl(ks) + kj′l(ks) |
+α2
∞∑
l=p∗+1
k3s
l(l + 1)
l∑
m=−l
√
l(l + 1) | hl(ksR) + ksRh′l(ksR) | l(l + 1) | jl(ks) |
+α3
∞∑
l=p∗+1
k2s
l(l + 1)
l∑
m=−l
√
l(l + 1) | hl(ksR)+ksRh′l(ksR) | l(l+1) | jl(ks)+ksj′l(ks) |
+α4
∞∑
l=p∗+1
k4s
l(l + 1)
l∑
m=−l
√
l(l + 1) | hl(ksR) | R l(l + 1) | jl(ks) |
+α5
∞∑
l=p∗+1
k2p
t
l∑
m=−l
| ikphl(kpR) + ksh′l(kpR) | R | jl(kp) |.
Le comportement asymptotique des fonctions spe´ciales pour un l qui tend vers l’infini
est :
| hl(kR) |≤ c (2l − 1)!!
(kR)l+1
,
| h′l(kR) |≤ c (l + 1)
(2l − 1)!!
(kR)l+2
,
| hl(kR) + kRh′l(kR) |≤ c (l + 1)
(2l − 1)!!
(kR)l+1
,
| jl(k) |≤ c k
l
(2l + 1)!!
,
| j′l(k) |≤ c l
kl−1
(2l + 1)!!
,
| jl(k) + kj′l(k) |≤ c l
kl
(2l + 1)!!
.
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Il en re´sulte que
|| (BRΓ − (BRΓ )p)Ψ ||L2(Σ)3≤ c1
∞∑
l=p∗+1
l
√
l(l + 1)
k2s
Rl
+ c2
∞∑
l=p∗+1
√
l(l + 1)
3
2
k2s
Rl+1
+c3
∞∑
l=p∗+1
(l(l + 1))
3
2
ks
Rl+1
+ c4
∞∑
l=p∗+1
√
l(l + 1)
k3s
Rl
+c5
∞∑
l=p∗+1
(l + 1)
ks
Rl+1
,
avec ci depend de αi pour i = 1 . . . 5 et les constantes induites par le comportement
asymptotique des fonctions spe´ciales. D’ou`
|| (BRΓ − (BRΓ )p)Ψ ||L2(Σ)3≤ α e−τ(p
∗+1) ≤ c e−τ√p,
avec α, c et τ sont des constantes positives.
Proposition 4.6.3. La convergence du GMRES est superline´aire.
Preuve : On de´signe par rm le mie`me re´sidu et {µp}p≥0 les valeurs singulie`res de
(K)−1 avec
K = I + BRΓ .
K est continu et bijectif. On a alors K−1 continu. Les valeurs singulie`res µp sont borne´es.
D’apre`s le the´ore`me 1 de [60], on a
|| rm ||L2(Σ)3≤ (
m∏
p=1
γpµp) || F˜t ||L2(Σ)3 .
De la proposition 4.6.2, on a
γp ≤ α
pτ
∀p ≥ 1,
ou` α est une constante positive. Par suite
(|| rm ||L2(Σ)3) 1m ≤ (β α
m
m!τ
)
1
m
avec β est une constante positive de´pendant de || F˜t ||L2(Σ)3 . En approchant m! par la
formule de Stirling on a
(|| rm ||L2(Σ)3) 1m ≤ c
mτ
; ∀m ≥ 0.
Par conse´quent,
lim
m→∞
(|| rm ||L2(Σ)3) 1m = 0
Cela justifie une convergence superline´aire de la me´thode GMRES.
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Remarque 4.6.2. Dans notre e´tude, on conside`re Γ et Σ deux sphe`res concentriques :
Γ est de rayon 1 et Σ est de rayon R. Si le bord de l’obstacle est non sphe´rique et ne
pre´sente pas de singularite´s ge´ome´triques entrantes (coins, areˆtes), on peut conside´rer
une frontie`re interme´diaire Γ˜ sphe´rique de rayon R˜ entre les deux fontie`res Γ et Σ sur la-
quelle on e´crit la repre´sentation inte´grale et dans ce cas on peut mener la meˆme de´monstra-
tion.
Remarque 4.6.3. Nous pouvons montrer d’une manie`re similaire que la convergence du
GMRES est superline´aire pour le proble`me de Maxwell classique.
Chapitre 5
Discre´tisation et mise en œuvre
nume´rique avec ME´LINA++
5.1 Approximation par e´le´ments finis de Lagrange
La me´thode de couplage entre e´le´ments finis et repre´sentation inte´grale permet de
formuler le proble`me exte´rieur en un proble`me pose´ sur un domaine borne´ ce qui donne la
possibilite´ d’utiliser une approximation par e´le´ments finis du syste`me d’e´quations obtenu.
Nous de´taillerons dans cette partie la discre´tisation du proble`me obtenu pour de´finir les
matrices intervenant dans le syste`me line´aire a` re´soudre. Le principe de la me´thode des
e´le´ments finis est de de´composer Ω en une partition, appele´e maillage ou triangulation Th
et de chercher une approximation de la solution dans un sous-espace de dimension finie
Vh constitue´ des fonctions polynomiales par morceaux sur chaque e´le´mentK de Th. Deux
e´le´ments quelconques de la triangulation Th ont soit une intersection vide, soit un sommet
commun, soit une areˆte commune ou une surface commune. Les e´le´ments de Th sont de
diame`tre infe´rieur ou e´gal a` h. Le parame`tre h est un parame`tre destine´ a` tendre vers 0.
h est choisi en fonction de la pre´cision souhaite´e et en cohe´rence avec les parame`tres
physiques.
Dans notre cas, nous conside´rons une de´composition e´le´ments finis Th du domaine
borne´ Ω de´limite´ par Γ et Σ. Notons Vh l’espace des e´le´ments finis de dimension N de´fini
par
Vh =
{
vh ∈ C0
(
Ω¯
)3
; vh|K ∈ Pm (K)3 ,∀K ∈ Th
}
Pm de´signe l’ensemble des polynoˆmes de degre´ total m ≥ 1 pour les te´trae`dres et de
degre´ m ≥ 1 par rapport a` chaque variable d’espace pour les cubes et les rectangles. On
de´signe par N le nombre total de degre´s de liberte´. La base de l’espace Vh est forme´e par
les fonctions vectorielles wjek, j variant de 1 a` N et k de 1 a` 3. Le choix de travailler avec
une base scalaire est lie´ au spe´cificite´ de la librairie MELINA++. Nous nous inte´ressons a`
chercher Eh aux points du maillage de´fini comme suit :
Eh =
N∑
j=1
Ejwj,
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ou` Ej = E1j e1 + E
2
j e2 + E
3
j e3 avec ek le k
ie`me vecteur de la base canonique de R3.
On approche la solution de la formulation variationnelle (4.9) dans l’espace discret. Cela
nous rame`ne a` re´soudre le proble`me suivant{
Trouver Eh ∈ Vh
(AtEh,E′h)t + (CtEh,E′h)t = (Ft,E′h)t ∀ Eh′ ∈ Vh.
(5.1)
En de´composant Eh dans la formulation variationnelle (5.1) et en choisissant E′h = wiek,
∀k ∈ {1, ..., 3}, ∀i ∈ {1, ..., N} il vient que :
∀i ∈ {1, ..., N}, ∀k ∈ {1, ..., 3},
N∑
j=1
3∑
l=1
((Atwjel, wiek)t + (Ctwjel, wiek)t)Elj = (Ft, wiek)t
ce qui est e´quivaut a` e´crire le syste`me line´aire suivant :
(A¯+ C¯)E¯ = F¯ (5.2)
ou` A¯ (resp. C¯) est de´finie par blocs Aij (resp. Cij) ∈ C3, i = 1 . . . N et j = 1 . . . N tels
que le bloc
Aij =
 (Atwje1, wie1)t (Atwje2, wie1)t (Atwje3, wie1)t(Atwje1, wie2)t (Atwje2, wie2)t (Atwje3, wie2)t
(Atwje1, wie3)t (Atwje2, wie3)t (Atwje3, wie3)t

et le bloc
Cij =
 (Ctwje1, wie1)t (Ctwje2, wie1)t (Ctwje3, wie1)t(Ctwje1, wie2)t (Ctwje2, wie2)t (Ctwje3, wie2)t
(Ctwje1, wie3)t (Ctwje2, wie3)t (Ctwje3, wie3)t
 .
E¯ = (Ei)i=1,..,N est l’inconnu vectorielle : pour chaque i,Ei ∈ C3 et F¯ = (Fi)i=1,..,N tel
que Fi le vecteur appartenant a` C3 et compose´ des valeurs (Ft, wiek)t pour k = 1, 2, 3. Si
on choisit A¯ comme pre´conditionneur, on obtient le syste`me :
(I¯ + A¯−1C¯)E¯ = A¯−1F¯. (5.3)
5.2 Tests de validation du code CEFRI Maxwell
Nous pre´sentons des re´sultats nume´riques qui ont e´te´ obtenus a` l’aide de la bibliothe`-
que ME´LINA++. Nous nous inte´ressons a` la re´solution nume´rique en 3D du proble`me
(5.3). On se place dans le cas ou` l’obstacle Ωi est une boule unite´ B1 et on choisit Σ la
frontie`re de la boule concentrique a`B1 et de rayonR. Vu la complexite´ de l’imple´mentation
nume´rique du proble`me (5.3) du point de vue de la prise en compte de la condition es-
sentielle et du choix nume´rique d’un rele`vement. Nous avons choisi de commencer par
5.2. TESTS DE VALIDATION DU CODE CEFRI MAXWELL 89
la re´solution de quelques proble`mes plus simples afin de valider les diffe´rents outils pro-
gramme´s dans ME´LINA++. Dans un premier temps, nous nous inte´ressons a` l’e´tude du
proble`me avec une condition de type Neumann. Dans ce cas, nous n’avons pas besoin de
la pe´nalisation et du rele`vement, ce qui permet de valider quelques inte´grands e´le´ments
finis et des noyaux de Green sans rele`vement que nous avons inte´gre´s dans ME´LINA++.
L’e´tape suivante consiste a` tester le cas d’un proble`me avec une condition essentielle. Les
maillages sont construits avec le logiciel GMSH [62]. Dans les tableaux 5.1 et 5.2, nous
pre´sentons le nombre de te´trae`dres en fonction du pas de discre´tisation. Nous travaillons
avec des e´le´ments finis P1. Les tests nume´riques sont effectue´s avec ν1 = ν2 = −iks et
un parame`tre de re´gularisation t = 1. Nous conside´rons un point source artificiel note´ x0
appartenant a` la boule B1 et e´gal a` (0, 0, 0.01). On de´signe par Ee (resp. Ec) la solution
exacte (resp. calcule´e) du proble`me e´tudie´ dans la suite. Nous nous proposons d’e´tudier le
comportement du re´sidu du solveur ite´ratif et l’erreur relative entre Ee et Ec. De plus, une
analyse est faite, pour chaque cas test, concernant la ve´rification de Ee dans le syste`me
line´aire a` re´soudre. On note par F le second membre du syste`me line´aire a` re´soudre.
h 0.3 0.2 0.15 0.12 0.1 0.09 0.08 0.07 0.06
Nombre de te´trae`dres 4142 3832 4482 7046 9778 13006 18786 33890 48472
TABLE 5.1 – Cas R = 1.1.
h 0.3 0.2 0.15 0.12
Nombre de te´trae`dres 2787 8823 20331 45083
TABLE 5.2 – Cas R = 1.5.
5.2.1 Proble`me de Maxwell avec une condition de Neumann
Le crite`re d’arreˆt du solveur ite´ratif correspond a` un re´sidu infe´rieur a` 10−6 et le choix
du nombre d’onde a` ks = 6. Nous travaillons dans cette section avec les maillages du
tableau 5.1.
Cas sans la repre´sentation inte´grale
Nous nous inte´ressons a` la re´solution d’un proble`me sans la repre´sentation inte´grale.
Ce proble`me est artificiel et sans signification physique. L’inte´reˆt est la validation des
outils inte´gre´s dans la librairie ME´LINA++. Nous de´signons par G1t la premie`re colonne
de la fonction de Green dyadique Gt = GksI +
1
k2s
Hess(Gks − Gkp). Nous conside`rons
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de´sormais le proble`me suivant :
rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
n ∧ rotE = n ∧ rotG1t (., x0) sur Γ,
divE = divG1t (., x0) sur Γ,
Tν1(E) = Tν1(G1t (., x0)) sur Σ,
Nν2(E) = Nν2(G1t (., x0)) sur Σ.
(5.4)
Les ope´rateurs Tν1 et Nν2 sont de´finis par
Tν1E = rotE ∧ nσ + ν1nσ ∧ (E ∧ nσ) et Nν2E = divE+ ν2E · nσ.
Pour ce proble`me, G1t est la solution exacte.
h Re´sidu
||A¯Ee − F||2
|| F ||2
|| Ec − Ee ||2
|| Ee ||2 Nombre
d’ite´rations
0.15 7.10−7 0.087 0.017 94
0.12 9.10−7 0.052 0.016 79
0.1 8.10−7 0.06 0.015 110
0.09 9.10−7 0.1 0.015 120
0.08 910−7 0.21 0.016 172
0.07 8.10−7 0.38 0.012 182
0.06 9.10−7 0.075 0.006 184
TABLE 5.3 – Re´solution par la me´thode du gradient conjugue´.
Au regard du comportement du re´sidu dans le tableau 5.3,
||A¯Ec − F||2
|| F ||2 , nous consta-
tons que le gradient conjugue´ converge. A partir de l’e´tude du terme
||A¯Ee − F||2
|| F ||2 , nous
constatons que la solution exacte ve´rifie le syste`me line´aire conside´re´. Du point de vue
pre´cison, nous remarquons que l’erreur relative de´croıˆt en choisissant un pas de maillage
de plus en plus petit.
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Cas avec la repre´sentation inte´grale
Nous conside´rons de´sormais le proble`me de Neumann suivant :

rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
n ∧ rotE = n ∧ rotG1t (., x0) sur Γ,
divE = div G1t (., x0) sur Γ,
Tν1(E) = −Tν1(It(Γ,E)) sur Σ,
Nν2(E) = −Nν2(It(Γ,E)) sur Σ.
(5.5)
La solution exacte Ee du proble`me (5.5) est G1t (., x0). Afin de valider la strate´gie CE-
FRI, nous menons l’e´tude faite dans le tableau (5.4). En e´tudiant le comportement du
h Re´sidu
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F ||2
|| Ec − Ee ||2
|| Ee ||2 Nombre
d’ite´rations
0.15 7.10−7 0.09 0.09 22
0.12 5.10−7 0.07 0.06 17
0.1 6.10−7 0.06 0.06 18
0.09 9.10−7 0.06 0.058 20
0.08 4.10−7 0.08 0.086 19
0.07 9.10−7 0.05 0.054 18
0.06 9.10−7 0.05 0.054 21
TABLE 5.4 – Re´solution par la me´thode du gradient biconjugue´ stabilise´.
re´sidu qui est e´gal a`
||(I + A¯−1C¯)Ec − A¯−1F||2
|| A¯−1F ||2
, nous constatons qu’on a une bonne
convergence du solveur ite´ratif. A travers la troisie`me colonne du tableau (5.4), nous
remarquons que la solution exacte ve´rifie le proble`me discre´tise´. De plus, la quantite´
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F ||2
devient de plus en plus petite en raffinant de plus en plus
le maillage. Pour un nombre d’onde ks fixe´ et en raffinant le maillage, nous remarquons
que l’erreur relative entre la solution calcule´e et la solution exacte devient de plus en plus
petite.
92 CHAPITRE 5. MISE EN ŒUVRE NUME´RIQUE
5.2.2 Proble`me de Maxwell avec une condition de Dirichlet
Nous nous proposons d’e´tablir une e´tude nume´rique avec des maillages du tableau
(5.2). Ce choix est fait a` cause de la pre´sence de la strate´gie du rele`vement dans les termes
inte´graux.
Cas sans la repre´sentation inte´grale
Nous conside´rons le proble`me suivant :
rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
E ∧ n = G1t (., x0) ∧ n sur Γ,
divE = div G1t (., x0) sur Γ,
Tν1(E) = Tν1(G1t (., x0)) sur Σ,
Nν2(E) = Nν2(G1t (., x0)) sur Σ.
(5.6)
Pour des raisons pratiques de mise en œuvre nume´rique dans MELINA++, la prise en
compte de la condition essentielle sur Γ
E ∧ n = G1t (., x0) ∧ n (5.7)
se fait par la strate´gie de pe´nalisation qui consiste a` remplacer la condition (5.7) par
εp (n ∧ rotE) + (E− G1t (., x0)) ∧ n = 0,
ou` εp est choisi petit. Nous menons une e´tude du choix optimal du parame`tre de pe´nalisation
εp. Nous choisissons un nombre d’onde e´gal a` 6, le test d’arreˆt du solveur est 10−6 et le
nombre d’ite´rations maximum est 200 ite´rations. Nous de´signons par
||A¯Ec − F||2
|| F ||2 le
re´sidu de la re´solution ite´rative.
h Re´sidu
||A¯Ee − F||2
|| F ||2 Nombre
d’ite´rations
0.3 0.25 0.08 200
0.2 0.08 0.09 200
0.15 0.06 0.08 200
0.12 0.04 0.07 200
TABLE 5.5 – Re´solution par la me´thode du gradient biconjugue´ stabilise´, cas εp = 10−2.
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h Re´sidu
||A¯Ee − F||2
|| F ||2 Nombre
d’ite´rations
0.3 0.63 8.10−3 200
0.2 1.29 9.10−3 200
0.15 0.1 8.10−3 200
0.12 0.36 7.10−3 200
TABLE 5.6 – Re´solution par la me´thode du gradient biconjugue´ stabilise´, cas εp = 10−3.
h Re´sidu
||A¯Ee − F||2
|| F ||2 Nombre
d’ite´rations
0.3 267 8.10−4 200
0.2 8.4 9.10−4 200
0.15 3.25 8.10−4 200
0.12 2.42 7.10−4 200
TABLE 5.7 – Re´solution par la me´thode du gradient biconjugue´ stabilise´, cas εp = 10−4.
D’apre`s les tableaux 5.5, 5.6 et 5.7, nous pouvons tirer plusieurs conclusions :
• Ve´rification de la solution exacte : nous constatons queEe ve´rifie le syste`me line´aire.
Nous remarquons que la quantite´
||A¯Ee − F||2
|| F ||2 devient de plus en plus petite lorsque
εp de´croıˆt. Par exemple, pour le cas h = 0.12 si nous choisissons εp = 10−2 alors
||A¯Ee − F||2
|| F ||2 est e´gale a` 0.07. Par contre, cette quantite´ devient plus petite pour un
choix de εp = 10−4. Cela valide la strate´gie de la pe´nalisation qui doit mieux fonc-
tionner pour le choix de εp qui tend vers 0.
• Convergence du solveur ite´ratif : nous observons que le re´sidu devient de plus en
plus grand en choisissant εp de plus en plus petit. Ainsi, nous constatons l’effet de
la strate´gie de la pe´nalisation sur la re´solution nume´rique du proble`me. Ce re´sultat
est inte´ressant : il montre la ne´cessite´ d’e´tablir une strate´gie de pre´conditionnement
relative au proce´de´ de pe´nalisation pour re´soudre le proble`me avec la repre´sentation
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inte´grale.
Cas avec la repre´sentation inte´grale
Nous conside´rons le proble`me de Dirichlet suivant :

rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
E ∧ n = G1t (., x0) ∧ n sur Γ,
divE = div G1t (., x0) sur Γ,
Tν1(E) = −Tν1(IRt (Γ,E)) sur Σ,
Nν2(E) = −Nν2(IRt (Γ,E)) sur Σ.
(5.8)
Nous nous inte´ressons dans un premier temps a` la validation nume´rique du code CE-
FRI en fixant le nombre d’onde a` ks = 3. Le test d’arreˆt du solveur est 10−6. Nous
e´tudions le comportement du re´sidu ainsi que la pre´cision pour diffe´rents choix du parme`tre
de pe´nalisation (cas εp = 10−3, 10−4, 10−5 et 10−6). L’e´tude de l’erreur relative ponde´re´e
h Re´sidu
||(A¯+ C¯)Ee − F||2
|| F ||2
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F ||2
Nombre
d’ite´rations
0.3 4.10−7 0.01 0.77 11
0.2 7.10−7 0.009 0.82 14
0.15 3.10−7 0.007 0.81 15
0.12 4.10−7 0.006 0.75 11
TABLE 5.8 – Etude du re´sidu =
||(I + A¯−1C¯)Ec − A¯−1F||2
|| A¯−1F ||2
et ve´rification de la solution
exacte ; cas ks = 3, εp = 10−3, RΣ = 1.5.
par la matrice du syste`me line´aire montre que nous avons une bonne convergence vers la
solution exacte en raffinant le maillage. Cette analyse explique aussi l’effet de pre´conditionner
par la matrice A¯ sur la re´solution nume´rique.
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h
||Ec − Ee ||2
|| Ee ||2
||(A¯+ C¯)(Ec − Ee)||2
|| (A¯+ C¯)Ee||2
||Ec − Ee ||∞
|| Ee ||∞
||(A¯+ C¯)(Ec − Ee)||∞
|| (A¯+ C¯)Ee||∞
0.3 1.19 0.01 2.48 0.12
0.2 1.61 0.009 2.52 0.1
0.15 1.38 0.007 2.16 0.09
0.12 1.11 0.006 1.59 0.09
TABLE 5.9 – Erreurs relatives cas ks = 3, εp = 10−3, RΣ = 1.5.
h Re´sidu
||(A¯+ C¯)Ee − F||2
|| F||2
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F||2
Nombre
d’ite´rations
0.3 3.10−7 0.01 1.01 10
0.2 6.10−7 0.008 0.98 16
0.15 8.10−7 0.005 0.97 14
0.12 7.10−7 0.003 0.87 13
TABLE 5.10 – Etude du re´sidu et ve´rification de la solution exacte ; cas ks = 3, εp = 10−4,
RΣ = 1.5.
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h
||Ec − Ee ||2
|| Ee ||2
||(A¯+ C¯)(Ec − Ee)||2
|| (A¯+ C¯)Ee ||2
||Ec − Ee ||∞
|| Ee ||∞
||(A¯+ C¯)(Ec − Ee)||∞
|| (A¯+ C¯)Ee||∞
0.3 5.8 0.01 17 0.11
0.2 3.6 0.008 14.6 0.09
0.15 2.27 0.005 8.6 0.08
0.12 1.55 0.003 4.9 0.06
TABLE 5.11 – Erreurs relatives cas ks = 3, εp = 10−4, RΣ = 1.5.
h Re´sidu
||(A¯+ C¯)Ee − F||2
|| F ||2
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F||2
Nombre
d’ite´rations
0.3 7.10−7 0.01 1.01 8
0.2 4.10−7 0.008 1.001 12
0.15 5.10−7 0.005 1.009 13
0.12 8.10−7 0.003 0.99 10
TABLE 5.12 – Etude du re´sidu et ve´rification de la solution exacte ; cas ks = 3, εp = 10−5,
RΣ = 1.5.
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h
||Ec − Ee ||2
|| Ee ||2
||(A¯+ C¯)(Ec − Ee)||2
|| (A¯+ C¯)Ee ||2
||Ec − Ee ||∞
|| Ee ||∞
||(A¯+ C¯)(Ec − Ee)||∞
|| (A¯+ C¯)Ee||∞
0.3 23 0.01 78 0.1
0.2 19.5 0.008 85 0.09
0.15 12.8 0.005 47.6 0.08
0.12 8.6 0.003 36.6 0.06
TABLE 5.13 – Erreurs relatives cas ks = 3, εp = 10−5, RΣ = 1.5.
h Re´sidu
||(A¯+ C¯)Ee − F||2
|| F ||2
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F ||2
Nombre
d’ite´rations
0.3 9.10−7 0.01 1 8
0.2 10−7 0.008 0.99 10
0.15 10−7 0.005 1.002 11
0.12 9.10−7 0.003 0.99 11
TABLE 5.14 – Etude du re´sidu et ve´rification de la solution exacte ; cas ks = 3, εp = 10−6,
RΣ = 1.5
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h
||Ec − Ee ||2
|| Ee ||2
||(A¯+ C¯)(Ec − Ee)||2
|| (A¯+ C¯)Ee ||2
||Ec − Ee ||∞
|| Ee ||∞
||(A¯+ C¯)(Ec − Ee)||∞
|| (A¯+ C¯)Ee||∞
0.3 75 0.01 296 0.1
0.2 61 0.008 390 0.09
0.15 58 0.005 238 0.08
0.12 37 0.003 236 0.06
TABLE 5.15 – Erreurs relatives cas ks = 3, εp = 10−6, RΣ = 1.5.
A travers les tableaux 5.8, 5.10, 5.12 et 5.14, nous constatons que le solveur ite´ratif
converge pour un nombre d’ite´rations re´duit. L’analyse du terme
||(A¯+ C¯)Ee − F||2
|| F ||2
montre que la solution exacte ve´rifie le syste`me line´aire conside´re´ pour tout choix de εp.
Or, la ve´rification deEe sur le meˆme syste`me pre´conditionne´ par la matrice A¯ en calculant
le terme
||(I + A¯−1C¯)Ee − A¯−1F||2
|| A¯−1F ||2
nous me`ne a` poser des questions sur le condition-
nement de la matrice A¯. Au regard des tableaux 5.9, 5.11, 5.13 et 5.15, nous pouvons
tirer la meˆme conclusion pre´ce´dente. En fait, nous remarquons une grande diffe´rence
entre l’erreur relative
||Ec − Ee ||2
|| Ee ||2 et l’erreur relative ponde´re´e par la matrice du syste`me
||(A¯+ C¯)(Ec − Ee)||2
|| (A¯+ C¯)Ee ||2
. Ces deux quantite´s sont e´galement calcule´es en norme infinie. De
plus, l’e´cart entre la solution calcule´e et le solution exacte devient de plus en plus grand
lorsque εp diminue. Tous ces re´sultats nume´riques nous me`nent a` e´tudier le conditionne-
ment de la matrice A¯. Cette matrice peut s’e´crire comme une somme d’une matrice A¯EF
et A¯eps ou` A¯eps est la matrice re´sultant de la pe´nalisation de la condition essentielle. Nous
de´signons λg (resp. λp) la plus grande (resp. petite) valeur propre d’une matrice donne´e.
D’apre`s les tableaux 5.16, 5.17 et 5.18, nous constatons l’effet de la matrice A¯eps sur le
conditionnement de la matrice A¯ lorsque εp tend vers 0. On observe que la plus grande
valeur propre de la matrice A¯ est du meˆme ordre que celle de la matrice A¯eps. De plus, elle
est proportionelle a` ε−1p . Ceci, explique la perturbation observe´e au niveau de l’e´tude de
la ve´rification de la solution exacte sur le syste`me line´aire pre´conditionne´ ainsi que sur la
pre´cision de calcul. Nous pouvons donc conclure que la strate´gie de pe´nalisation de´te´riore
ce conditionnement des matrices du syste`me line´aire ce qui nous donne un re´sultat limite´
en terme de pre´cision.
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λg λp cond2
(14.4865) - (7.32195 10−6) i 0.0859181 - (0.087054) i 118.43854
TABLE 5.16 – Matrice A¯EF , cas h = 0.3 et ks = 2.1, RΣ = 1.5.
εp λg λp cond2
10−2 8.84872 6.51797 10−7 13575883.
10−3 88.4582 7.66253 10−7 1.154D+08
10−4 884.565 −2.04043 10−7 4.335D+09
10−5 8845.66 7.35942 10−7 1.202D+10
10−6 88456.7 9.1692 10−7 9.647D+10
TABLE 5.17 – A¯eps, cas h = 0.3 et ks = 2.1, RΣ = 1.5.
εp λg λp cond2
10−2 (16.2733) - (4.46251 10−6) i (0.111321) + (0.111321) i 103.36
10−3 (89.2469) - (1.60268 10−8) i (0.141682) - (0.123085) i 475.52
10−4 (885.346) - (1.3209 10−10) i (0.153267) - (0.135483) i 4327.96
10−5 ( 8846.45) - (1.1022 10−12) i (0.154249) - (0.135636) i 43069.01
10−6 (88457.5) - (1.57468 10−12) i (0.154346) - (0.135646) i 430489.5
TABLE 5.18 – Matrice A¯ = A¯EF + A¯eps, cas h = 0.3 et ks = 2.1, RΣ = 1.5.
Un autre facteur contribuant a` cette limitation est l’utilisation de la me´thode LU pour
pre´conditionner le syste`me line´aire par la matrice A¯. En fait, nous avons e´tudie´ l’impact
de εp sur la re´solution de la me´thode LU. Ceci consiste a` comparer le second membre
donne´ d’un syste`me line´aire de´fini par la matrice A¯, avec le produit de A¯ par la solution
calcule´e par la me´thode LU. A travers les re´sultats du tableau 5.19, nous constatons que
le choix de εp de plus en plus petit ge´ne`re une instabilite´ du solveur LU.
εp 10
−2 10−3 10−4 10−5 10−6 10−7
Ve´rification LU 3.10−15 7.10−14 5.10−12 4.10−10 7.10−7 2.10−3
TABLE 5.19 – Ve´rification LU en fonction de εp ; cas h = 0.3, ks = 3.
Nous e´tudions dans la figure 5.1, les re´sultats de l’erreur relative ponde´re´e par la ma-
trice A¯ + C¯ pour diffe´rents choix de εp (voir Fig. 5.1). On constate que le choix de εp de
plus en plus petit , donne une solution de plus en plus proche de la solution exacte. Nous
remarquons que la courbe pour le cas εp = 10−4 est la meˆme que celle pour εp = 10−5.
Dans notre cas, nous ne pouvons plus avoir mieux que ce re´sultat a` cause de l’effet des
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FIGURE 5.1 – Etude de l’erreur relative ponde´re´e par la matrice A¯ + C¯ en fonction du
parame`tre de pe´nalisation
erreurs e´le´ments finis sur la re´solution du proble`me. Nous e´tudions aussi (figure 5.2) le
comportement des re´sidus du gradient biconjugue´ stabilise´ pour un choix de hk fixe´ (en
mettant 10 points par longueur d’onde). Nous constatons que l’algorithme converge ra-
pidement et que le nombre d’ite´rations ne de´passe pas les 16 ite´rations pour atteindre la
convergence souhaite´e (cas ks = 3.1).
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FIGURE 5.2 – Etude du comportement des re´sidus, cas hks fixe´, cas ks = 2.1, ks = 3.1,
ks = 4.2, εp = 10−4, RΣ = 1.5.
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5.3 Re´solution du proble`me de Maxwell initial
Nous rappelons le proble`me auquel nous nous inte´ressons :
rot rotE− t−1∇(divE)− k2sE = 0 dans Ω,
E ∧ n = 0 sur Γ,
divE = 0 sur Γ,
Tν1(E) = Tν1(E
inc − IRt (Γ,E)) sur Σ,
Nν2(E) = Nν2(E
inc − IRt (Γ,E)) sur Σ.
(5.9)
Nous conside´rons le cas d’une onde incidente plane de direction (0, 0, 1) et de polarisa-
tion (1, 0, 0). Le crite`re d’arreˆt du gradient biconjugue´ stabilise´ correspond a` un re´sidu
infe´rieur a` 10−6. Nous choisissons ν1 = ν2 = −iks et un parame`tre de re´gularisation
t = 1, ainsi que le parame`tre de pe´nalisation εp = 10−4.
h
||(A¯+ C¯)Ec − F||2
|| F ||2
||(I + A¯−1C¯)Ec − A¯−1F||2
|| A−1F ||2 Nombre
d’ite´rations
0.3 10−7 10−7 8
0.2 6.10−7 5.10−7 9
0.15 3.10−7 3.10−7 11
TABLE 5.20 – Etude du comportement des re´sidus du BI-CGstab, cas h varie et ks = 3.
Nous nous proposons d’e´tablir une analyse comparative entre les re´sultats de la re´solution
du proble`me (5.9) par deux choix de pre´conditionneur. En fait, le proble`me (5.9) peut
s’e´crire de deux manie`res e´quivalentes comme
(At + Ct)E = Ft. (5.10)
ou
(Act + Cct )E = Ft. (5.11)
Les ope´rateursAt, Ct,Act et Cct sont de´finis dans le chapitre 4. L’e´tude the´orique que nous
avons faite permet de justifier le choix du pre´conditionneur de la me´thode de Schwarz
comme un pre´conditionneur au proble`me (5.10). Dans cette partie, nous avons e´tudier le
comportement du solveur pour la re´solution de
(I +A−1t Ct)E = A−1t Ft. (5.12)
Puis, nous avons refait l’e´tude en pre´conditionnant par l’ope´rateur coercifAct ce qui donne
(I + (Act)−1Cct )E = (Act)−1Ft. (5.13)
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Le syste`me line´aire correspondant au proble`me (5.13) est
(I + (A¯c)−1C¯c)E = (A¯c)−1F.
Pour les tests nume´riques, nous avons choisi un nombre d’onde e´gal a` ks = 2.1, ks = 3.1
et ks = 4.2, avec des maillages satisfaisant la pre´sence de 10 points par longueur d’onde.
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FIGURE 5.3 – Etude du comportement des re´sidus du BI-CGstab pre´conditionne´ par A¯,
cas hks fixe´, εp = 10−4, RΣ = 1.5.
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FIGURE 5.4 – Etude du comportement des re´sidus du BI-CGstab pre´conditionne´ par A¯c,
cas hks fixe´, εp = 10−4, RΣ = 1.5.
Au regard des coubes des figures 5.3 et 5.4, nous constatons que le gradient biconjugue´
stabilise´ converge rapidement. Nous remarquons l’avantage de choisir le pre´conditionneur
de Schwarz. Par exemple, pour le cas de ks = 3.1, le solveur ite´ratif avec le pre´condition-
neur de Schwarz converge apre`s 9 ite´rations. Par contre en choisissant A¯c, la convergence
est atteinte apre`s 18 ite´rations.
A l’aide de Medit, nous visualisons la partie re´elle et la partie imaginaire de la premie`re
composante de la solution calcule´e par le programme CEFRI avec le pre´conditionneur de
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la me´thode de Schwarz. Pour cela, nous avons fait une coupe selon le plan d’e´quation
x = 0 et nous pre´sentons le re´sultat pour chaque cas e´tudie´.
FIGURE 5.5 – Cas ks = 2.1, h = 0.3 ; a` droite (respectivement a` gauche) une coupe de
la premie`re composante de la partie imaginaire du champ total (respectivement la partie
re´elle).
FIGURE 5.6 – Cas ks = 3.1, h = 0.2 ; a` droite (respectivement a` gauche) une coupe de
la premie`re composante de la partie imaginaire du champ total (respectivement la partie
re´elle).
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FIGURE 5.7 – Cas ks = 4.2, h = 0.15 ; a` droite (respectivement a` gauche) une coupe de
la premie`re composante de la partie imaginaire du champ total (respectivement la partie
re´elle).
Au regard de ces figures, nous remarquons que les re´sultats semblent cohe´rents. On
voit en particulier que les oscillations augmentent avec la fre´quence.
Nous conside´rons de´sormais le GMRES pour les meˆmes cas tests que ceux re´alise´s
avec le gradient biconjugue´ stabilise´. Nous nous inte´ressons a` l’investigation nume´rique
de la convergence de la me´thode GMRES afin de valider nume´riquement l’e´tude the´orique
effectue´e au chapitre 4.
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FIGURE 5.8 – Etude du comportement des re´sidus du GMRES pre´conditionne´ par A¯, cas
hks fixe´, εp = 10−4, RΣ = 1.5.
Dans la figure 5.8, nous pre´sentons les re´sidus du GMRES a` chaque restart. En fait,
le GMRES de ME´LINA ++ est programme´ de telle sorte que le choix de la dimension de
l’espace de Krylov est donne´ par l’utilisateur ou de´fini par de´faut. Par exemple, pour le
cas test ks = 2.1, le GMRES effectue 3 restarts avec un espace de Krylov de dimension
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attribue´e par de´faut par ME´LINA++ e´gale a` 65. Le nombre d’ite´rations correspondant a` ce
choix est 24 ite´rations (voir tableau 5.21). La meˆme e´tude est effectue´e pour les nombres
d’onde ks = 3.1, ks = 4.2 et ks = 5.2. A travers ces cas tests simples, nous pouvons
conclure que le comportement asymptotique du GMRES valide l’e´tude the´orique de la
vitesse de convergence du solveur.
ks Dimension de Krylov Nombre de restarts Nombre d’ite´rations
2.1 65 3 24
3.1 108 4 46
4.2 161 6 115
5.2 232 8 240
TABLE 5.21 – Etude du nombre d’ite´rations du GMRES pre´conditionne´ par A¯ pour les
dimensions d’espace de Krylov donne´es par de´faut par ME´LINA++, cas hks, εp = 10−4,
RΣ = 1.5.
Une question que nous proposons de regarder plus pre´cise´ment concerne l’impact
du choix de la dimension de l’espace de Krylov sur la me´thode GMRES. Pour cela, nous
avons fait varier la dimension de l’espace de Krylov pour le cas test ou` ks = 2.1. A travers
la figure 5.9, nous remarquons qu’on n’a pas encore atteint le comportement asymptotique
du GMRES pour le choix d’une dimension de l’espace de Krylov infe´rieure a` 6. Mais au-
dela` de ceci, le GMRES converge d’une manie`re superline´aire. Compte-tenu des re´sultats
du tableau 5.22, nous constatons que le choix optimal de la dimension de l’espace de
Krylov pour cette configuration est 4. Pour ce cas, le nombre de restarts du GMRES est
e´gal a` 3 correspondant a` 12 ite´rations. Dans notre configuration, il semble pre´fe´rable de
choisir une dimension d’espace de Krylov petite pour atteindre la convergence a` un temps
de calcul satisfaisant.
0 5 10 15 20 25−16
−14
−12
−10
−8
−6
−4
−2
itérations
lo
g(r
és
idu
s)
Variation de la dimension de l espace de Krylov
 
 
dim=2
dim=3
dim=4
dim=5
dim=6
dim=7
dim=8
dim=9
dim=10
dim=11, dim=65
FIGURE 5.9 – Etude du comportement des re´sidus du GMRES pre´conditionne´ par A¯ en
fonction du choix de la dimension de l’espace de Krylov, cas ks = 2.1 (λ = 10h),
εp = 10
−4.
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Dimension Nombre Nombre CPU
de Krylov de restarts d’ite´rations re´solution GMRES (s)
2 6 2+2+2+2+2+2=12 19
3 4 3+3+3+3=12 17
4 3 4+4+4=12 16
5 3 5+5+5=15 19
6 3 6+6+5=17 21
7 3 7+7+5=19 23
8 3 8+8+5=21 25
9 3 9+8+5=22 28
10 3 10+8+5=23 27
11 3 11+8+5=24 28
12 3 11+8+5=24 28
65 3 11+8+5=24 28
TABLE 5.22 – Etude du nombre d’ite´rations du GMRES pre´conditionne´ par A¯ en fonction
du choix de la dimension d’espace de Krylov, cas ks = 2.1 (λ = 10h), εp = 10−4,
RΣ = 1.5.
Nous avons mene´ la meˆme e´tude avec une fre´quence plus grande (ks = 4.2). Au regard
de la figure 5.10 et du tableau 5.23, nous pouvons tirer les meˆmes conclusions que celles
cite´es pre´ce´demment. Dans ce cas, le choix optimal de la dimension de l’espace de Krylov
est 6. Le temps de calcul de la re´solution du GMRES est a` peu pre`s e´gal a` un tiers de celui
obtenu avec la dimension par de´faut de l’espace de Krylov (161). Nous constatons que le
choix optimal de la dimension de l’espace de Krylov croıˆt avec le nombre d’onde.
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FIGURE 5.10 – Etude du comportement des re´sidus du GMRES pre´conditionne´ par A¯
en fonction du choix de la dimension de l’espace de Krylov, cas ks = 4.2 (λ = 10h),
εp = 10
−4 (la figure a` droite est un zoom de celle qui est a` gauche).
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Dimension Nombre Nombre CPU
de Krylov de restarts d’ite´rations re´solution GMRES (s)
2 14 2+2+. . . +2=28 1003
3 9 3+3+. . . +3=27 863
4 7 4+4+. . . +4=28 845
5 6 5+5+. . . +5=30 862
6 5 6+6+. . . +6=30 844
7 5 7+7+. . . +7=35 956
11 6 11+11. . . +11+10=65 1689
14 6 14+14. . . +14+10 =80 2040
20 6 20+20+20+18+15+10=103 2565
27 6 27+24+21+18+15+10=115 2860
161 6 27+24+21+18+15+10=115 2859
TABLE 5.23 – Etude du nombre d’ite´rations de GMRES pre´conditionne´ par A¯ en fonction
du choix de la dimension d’espace de Krylov, cas ks = 4.2 (λ = 10h), εp = 10−4,
RΣ = 1.5.
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Conclusions et perspectives
Nous nous sommes inte´resse´s a` la re´solution des proble`mes de diffraction en domaine
non borne´ par la me´thode de couplage entre e´le´ments finis et repre´sentation inte´grale
CEFRI. L’e´tude comparative entre diffe´rentes approches pour le traitement du caracte`re
infini du domaine e´tablie pour le proble`me de Helmholtz a montre´ quelques avantages
de la me´thode CEFRI. Nous avons constate´ que la me´thode CEFRI n’a pas besoin de
conside´rer un domaine de calcul tre`s large. En fait, il suffit de placer le bord artificiel a`
une ou deux couches e´le´ments finis du bord de l’obstacle pour avoir des re´sultats satisfai-
sants. Ceci, n’est pas vrai pour les me´thodes a` condition aux limites transparentes locales
telles que la me´thode a` condition de rayonnement a` distance finie (CRDF) et la me´thode a`
condition transparente de type Bayliss-Gunzburger-Turkel (BGT). Mais, la me´thode CE-
FRI ne´cessite plus de de´veloppement nume´rique par rapport a` celui employe´ pour les
me´thodes CRDF et BGT. Le syste`me a` re´soudre fait intervenir des ope´rateurs inte´graux
ce qui rend crucial le recours a` des me´thodes rapides pour la conside´ration de hautes
fre´quences. Dans ce cadre, nous avons mis en œuvre la me´thode FMM 1 niveau et nous
avons constate´ le gain en temps de calcul. De plus, a` travers des tests nume´riques nous
avons mis l’accent sur la mise en e´vidence des limitations du de´veloppement classique de
la me´thode FMM qui s’ave`re limite´ face au proble`me dit de basses fre´quences.
D’ailleurs, nous avons e´tendu les re´sultats faits dans [15] pour le proble`me de Helm-
holtz pose´ en domaine non borne´ au proble`me de Maxwell. En fait, nous avons montre´
l’analogie entre la me´thode de couplage entre e´le´ments finis et repre´sentation inte´grale
CEFRI et la me´thode de Schwarz avec recouvrement total pour la re´solution du proble`me
de Maxwell en domaine non borne´. Ceci nous a permis de faire une exploration analytique
de la me´thode de Schwarz pour une ge´ome´trie simplifie´e afin d’illustrer le taux de conver-
gence. Nous avons constate´ que la me´thode de Schwarz avec recouvrement total converge
pour le choix d’un domaine de calcul assez large. Cette relecture de la me´thode CEFRI
offre e´galement une technique de pre´conditionnement pour les solveurs de Krylov et nous
a permis d’avoir une ide´e pre´liminaire sur la convergence de ces me´thodes. Ainsi, nous
nous inte´ressons plutoˆt a` des me´thodes ite´ratives rapides. Pour cela, nous avons mene´ une
analyse the´orique afin de montrer la convergence superline´aire du GMRES.
D’un point de vue nume´rique, une validation de ces aspects est e´tablie par la librairie
e´le´ments finis ME´LINA++. Dans un premier volet, nous avons greffe´ au sein de la librairie
ME´LINA++ les inte´grands et les noyaux de Green ne´cessaires a` la re´solution du proble`me.
On a e´galement mis en e´vidence quelques bugs initiaux de la librairie ce qui a permis ainsi
la correction et la validation de quelques objets essentiels de la librairie. Compte-tenu de
la librairie ME´LINA++, nous avons choisi la me´thode de pe´nalisation pour la prise en
compte de la condition essentielle du proble`me de diffraction e´lectromagne´tique par un
conducteur parfait. Ceci a ne´cessite´ une e´tude minutieuse du comportement nume´rique.
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Nous avons conclu que la strate´gie de la pe´nalisation de´te´riore le conditionnement des
matrices du syste`me line´aire. Ceci a un effet sur les re´sultats de la me´thode LU uti-
lise´e pour le pre´conditionnement du syste`me line´aire. Cette limitation a participe´ d’une
manie`re significative a` la de´gradation de la pre´cision des calcul. La re´solution nume´rique
est e´tablie par les me´thodes rapides de type Krylov : le Bi-CGstab et le GMRES. Nous
avons constate´ une convergence rapide de ces deux solveurs avec le pre´conditionneur de la
me´thode de Schwarz. Nous avons mis l’accent sur l’analyse nume´rique de la convergence
de GMRES afin de justifier l’e´tude the´orique que nous avons accomplie. A travers des
cas tests simples, nous avons montre´ que le choix de la dimension de l’espace de Krylov
impacte sur le temps de la re´solution du GMRES. Nous avons ve´rifie´ que le GMRES a
un comportement asymptotique superline´aire. Ainsi, dans le cadre de notre application, le
GMRES devrait eˆtre stable a` une monte´e en fre´quence.
Dans le cadre d’une application de la me´thode CEFRI a` une configuration concreˆte
des proble`mes de diffraction des ondes e´lectromagne´tiques, l’utilisation de la me´thode
FMM peut eˆtre une solution aux proble`mes lie´s a` l’optimisation des couˆts de calcul et
de la place me´moire. Pour cela, nous envisageons de mettre en œuvre la me´thode FMM
multiniveaux valable pour un large spectre de fre´quences incluant les basses fre´quences
en faisant appel aux travaux de E. Darve et P. Have´ [24]. Nous souhaitons aussi mettre
en œuvre les travaux de O. Bruno ([43], [44], [45]) et la me´thode dite des H matrices
([46], [47], [48]) pour la me´thode CEFRI. Ces me´thodes sont destine´es aussi a` re´duire la
complexite´ de la mise en œuvre des proble`mes de grande taille contenant des blocs pleins.
Pour cela, nous comptons comparer ces diffe´rentes me´thodes afin d’e´tudier la pertinence
de chacune d’elles dans le cadre de nos applications. D’autre part, nous souhaitons e´tendre
le travail que nous avons e´tabli au proble`me de diffraction e´lectromagne´tique par un obs-
tacle qui pre´sente des singularite´s ge´ome´triques entrantes (coins, areˆtes, sommets). Dans
ce cas, nous pouvons faire appel a` la me´thode de la re´gularisation a` poids pour garder
l’usage des e´le´ments finis de Lagrange ([58], [59]).
Annexe A :
De´finitions des espaces
L2(Ω) = {u mesurable sur Ω tel que
∫
Ω
u2dΩ <∞} muni de la norme
‖u‖L2(Ω)= (
∫
Ω
u2dΩ)1/2.
L2(∂Ω) = {u mesurable sur ∂Ω tel que
∫
∂Ω
u2dΩ <∞}.
H1(Ω) = {u ∈ L2(Ω) tel que ∇u ∈ L2(Ω)3} muni de la norme
‖u‖H1(Ω)= (‖u‖2L2(Ω)+‖∇u‖2L2(Ω))1/2.
H1/2(∂Ω) = {u ∈ L2(∂Ω) tel que
∫
∂Ω
∫
∂Ω
u(x)− u(y))2
‖x− y‖3 dσ(x)dσ(y) <∞}.
L2(Ω)3 muni de la norme ‖v‖L2(Ω)3= (‖v1‖2L2(Ω)+‖v2‖2L2(Ω)+‖v3‖2L2(Ω))1/2.
H1(Ω)3 muni de la norme ‖v‖H1(Ω)3= (‖v‖2L2(Ω)3+‖∇v‖2L2(Ω)3×3)1/2.
H(rot,Ω) = {v ∈ L2(Ω)3 tel que rot v ∈ L2(Ω)3} muni de la norme
‖v‖H(rot,Ω)= (‖v‖2L2(Ω)3+‖rot v‖2L2(Ω)3)1/2.
H0(rot,Ω) =
{
v ∈ H(rot,Ω);v ∧ n|Γ = 0
}
.
H(div,Ω) = {v ∈ L2(Ω)3 tel que div v ∈ L2(Ω)} muni de la norme
‖v‖H(div,Ω)= (‖v‖2L2(Ω)3+‖div v‖2L2(Ω))1/2.
Ope´rateurs de traces
On de´finit les ope´rateurs de traces suivants :
γ : H1(Ω) → H1/2(Γ)
v 7→ v|Γ
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γn : H(div,Ω) → H−1/2(Γ)
v 7→ v.n|Γ
γt : H(rot,Ω) → H−1/2(Γ)3
v 7→ v ∧ n|Γ
ou` H−1/2(Γ) de´signe le dual de H1/2(Γ) =
{
v|Γ; v ∈ H1(Ω)
}
.
De´finitions des sauts
Si Γ est une surface interme´diaire entre deux milieux 1 et 2 et ni la normale unitaire
sortante au milieu i. On de´finit le saut de v pour x ∈ Γ par :
[v] = v1 − v2,
avec v1 (resp. v2) est la trace de v sur Γ du coˆte´ exte´rieur (resp. du coˆte´ inte´rieur) du
milieu 1. On de´finit le saut tangentiel de v pour x ∈ Γ par :
[v]t = n1 ∧ v1 + n2 ∧ v2 = n1 ∧ [v].
et le saut normal de v pour x ∈ Γ par :
[v]n = n1.v1 + n2.v2 = n1.[v]
Repre´sentations inte´grales
Cas de l’e´quation de Helmholtz
Soit G la fonction de Green associe´e a` l’e´quation de Helmholtz en dimension 3, elle
est de´finie par
G(x, y) =
eik||x−y||
4pi||x− y|| .
Proposition .0.1. : Conside´rons un domaineD borne´, de frontie`re Γ re´gulie`re et une fonc-
tion ψ de´finie sur D solution de l’e´quation de Helmholtz ; on la supposera “suffisamment
re´gulie`re” au voisinage de Γ. Si la fonction ψ est solution de l’e´quation de Helmholtz
dans le domaine borne´ D alors on a la formule de repre´sentation inte´grale suivante :∫
Γ
(
ψ(y)
∂G(x− y)
∂ny
− ∂ψ(y)
∂ny
G(x− y)
)
dγ(y) =
{
ψ(x) pour x ∈ D,
0 pour x ∈ D′,
ou` ny est la normale exte´rieure a` D′ avec D′ le domaine comple´mentaire a` D.
Proposition .0.2. : Si la fonction ψ est solution (suppose´e encore re´gulie`re) de l’e´quation
de Helmholtz dans le domaine exte´rieur D′ du domaine borne´ D et satisfait la condition
de rayonnement de Sommerfeld, alors la formule de repre´sentation inte´grale suivante est
valable :∫
Γ
(
ψ(y)
∂G(x− y)
∂ny
− ∂ψ(y)
∂ny
G(x− y)
)
dγ(y) =
{ −ψ(x) pour x ∈ D′,
0 pour x ∈ D,
ou` ny est la normale exte´rieure a` D′.
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Proposition .0.3. : Si la fonction ψ est solution de l’e´quation de Helmholtz se´pare´ment
dansD etD′, et satisfait la condition de rayonnement de Sommerfeld, alors pour tout x ∈
D ∪D′
ψ(x) =
∫
Γ
([
∂ψ(y)
∂ny
]
G(x− y)− [ψ(y)] ∂
∂ny
G(x− y)
)
dγ(y).
Cas de l’e´quation de Maxwell
Conside´rons un domaine D borne´, de frontie`re Γ re´gulie`re et n la normale unitaire
oriente´e vers l’exte´rieur de D. Soit Gt la fonction de Green dyadique de l’e´quation de
Maxwell
rot rotE− t−1∇(divE)− k2sE = 0 (14)
de´finie par Gt = GksI+
1
k2s
Hess(Gks−Gkp), I est la matrice identite´ 3× 3, kp = ks
√
t,
et Gk est la fonction de Green associe´e a` l’e´quation de Helmholtz de´finie par
Gk(x, y) =
eik||x−y||
4pi||x− y|| .
Si t = ∞ (resp. t 6= ∞) on retrouve alors l’e´quation de Maxwell classique (resp.
l’e´quation de Maxwell re´gularise´e). D’apre`s [13] on a les formules de repre´sentations
inte´grales suivantes :
Proposition .0.4. Soit E ∈ H(rot, D) ∩ H(div, D) ve´rifiant au sens de distribution
l’e´quation (14) dans D. On a alors la formule de repre´sentation inte´grale suivante :∫
Γ
Gt(x, y)(rotE(y) ∧ n(y) + t−1n(y) divE(y))dγ(y)
−
∫
Γ
rotyGt(x, y)(E(y) ∧ n(y))dγ(y)− t−1
∫
Γ
divyGt(x, y)T (E(y) · n(y))dγ(y)
=
{
E(x) pour x ∈ D,
0 pour x ∈ D′ = R3 \D. (15)
Proposition .0.5. Soit E ∈ Hloc(rot, D′)∩Hloc(div, D′) ve´rifiant au sens de distribution
l’e´quation (14) dans D′ et satisfait les conditions de rayonnement de (4.4). On a alors la
formule de repre´sentation inte´grale suivante :∫
Γ
Gt(x, y)(rotE(y) ∧ n(y) + t−1n(y) divE(y))dγ(y)
−
∫
Γ
rotyGt(x, y)(E(y) ∧ n(y))dγ(y)− t−1
∫
Γ
divyGt(x, y)T (E(y) · n(y))dγ(y)
=
{
0 pour x ∈ D,
−E(x) pour x ∈ D′ = R3 \D. (16)
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Remarque .0.1. Dans ces formules, les quatite´sE·n etE∧n sont de´finies dansH−1/2(Γ)
et en ajoutant l’hypothe`se que
rot rotE− t−1∇(divE) ∈ L2(D)
l’expression rotE ∧ n + t−1n divE se trouve dans H−1/2(Γ). Par abus de notation, on
garde les inte´grales plutoˆt que les crochets de dualite´ entre H−1/2(Γ) et H1/2(Γ).
Fonctions spe´ciales
Nous introduisons dans cette partie les fonctions de Bessel et pour plus de de´tails,
nous invitons le lecteur a` consulter ([63]). On appelle e´quation de Bessel l’e´quation
z2
d2F
dz2
+ z
F
dz
+ (z2 − ν2)F = 0, (17)
ou` ν est un nombre arbitraire re´el ou complexe. On de´finit les fonction suivantes :
– Fonctions de Bessel de premier espe`ce :
Jν(z) =
∞∑
p=0
(−1)p
p! Γ(p+ ν + 1)
(z
2
)2p+ν
,
ou` Γ(z) est la fonction Gamma ([63]). En particulier, pour ν entier,
Jν(z) =
∞∑
p=0
(−1)p
p!(ν + p)!
(z
2
)2p+ν
.
– Fonctions de Bessel de deuxie`me espe`ce pour ν non entier :
Yν(z) =
Jν(z) cos(νpi)− J−ν(z)
sin(νpi)
. (18)
Pour ν entier, le terme de droite de l’expression (18) est remplace´ par une limite. Les
fonctions de Hankel H1ν (resp. H
2
ν ) de premie`re espe`ce (resp. de deuxie`me espe`ce)
sont de´finies a` partir des fonctions de Bessel :
H1ν = Jν + i Yν ,
H2ν = Jν − i Yν .
Les fonctions Jν , Yν , H1ν et H
2
ν sont solutions de l’e´quation (17). D’autre part,
on peut de´finir les fonctions de Bessel sphe´riques qui sont introduites a` partir des
fonctions de Bessel classiques. On de´signe par h1ν (resp. h
2
ν) la fonction de Hankel
sphe´rique de premie`re espe`ce (resp. de deuxie`me espe`ce) et jν (resp. yν) la fonction
de Bessel sphe´rique de premie`re espe`ce (resp. de deuxie`me espe`ce). La fonction yν
est aussi appele´e fonction de Neumann.
jν(z) =
√
pi
2z
Jν+ 1
2
et yν(z) =
√
pi
2z
Yν+ 1
2
.
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De plus, ∀ ν ∈ N, on a
jν(z) =
∞∑
p=0
(−1)pzν+2p
2pp!1.3 · · · (2ν + 2p+ 1) ,
yν(z) = −(2ν)!
2νν!
∞∑
p=0
(−1)pz2p−ν−1
2pp!(−2ν + 1)(−2ν + 3) · · · (−2ν + 2p− 1) .
Les fonctions h1ν et h
2
ν sont de´finies comme suit :
h1ν = jν + i yν ,
h2ν = jν − i yν .
Pour ν = 0, j0(z) =
sin z
z
et y0(z) = −cos(z)
z
. Ceci implique que
h10(z) =
eiz
iz
.
Chacune de ces fonctions ve´rifie les relations de re´currence suivante :
fν+1(z) + fν−1(z) =
2ν + 1
z
fν(z), ν ∈ N∗,
fν+1(z) = −zν d
dz
(z−νfν(z)), ν ∈ N,
f ′ν(z) = fν−1(z)−
ν + 1
z
fν(z), ν ∈ N∗.
Dans le corps de ce manuscrit, nous de´signons par hν la fonction de Hankel sphe´rique de
premie`re espe`ce h1ν .
Relations vectorielles
Identite´s vectorielles
a ∧ b = −b ∧ a
a · (b ∧ c) = (a ∧ b) · c = (c ∧ a) · b
Identite´s diffe´rentielles
rot(∇u) = 0,
div(rot v) = 0,
div(uv) = ∇u · v + u divv,
rot(uv) = u rot v +∇u ∧ v,
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rot(v ∧w) = v (divw)− w(divu) + (w · ∇)v − w(∇ · u),
rot rot v = ∇(div v)−∆v,
div(v ∧w) = w · rot v − v · rotw.
Annexe B :
Introduction a` la me´thode de Schwarz
La me´thode de de´composition de domaine repose sur l’ide´e que le domaine de cal-
cul est de´coupe´ en n sous domaines, note´s Ωi, i = 1, .., n. On distingue deux types de
de´composition de domaine selon la de´composition de Ω en Ωi. On dit que la de´composition
de domaine est sans recouvrement si l’intersection entre les sous domaines se limite aux
interfaces. Elle est avec recouvrement si chaque sous-domaine recouvre une partie de
ses sous-domaines voisins. Le proble`me initial est alors reformule´ sur chaque domaine,
conduisant ainsi a` une famille de sous proble`mes de taille plus petite. Ils sont couple´s
les uns aux autres par les inconnues sur les interfaces des sous-domaines. Parmi les ou-
vrages de re´fe´rence sur la me´thode de de´composition de domaine, on cite par exemple le
livre [64].
Nous nous inte´ressons dans notre e´tude a` la me´thode de Schwarz qui est une me´thode
de de´composition de domaine avec recouvrement. Elle a e´te´ initialement propose´e par
H. A. Schwarz en 1869 dans le but de trouver la solution analytique d’un proble`me de
Poisson sur un domaine borne´ Ω re´union d’un disque et d’un rectangle qui se recouvrent
(voir Fig. 11).
FIGURE 11 – Domaine de calcul Ω = Ω1 ∪ Ω2
On conside`re le proble`me de Poisson suivant :
{ −∆u = f dans Ω,
u = 0 sur ∂Ω, (19)
On note dans la suite Γ12 = ∂Ω1\(∂Ω∩Ω1) et Γ21 = ∂Ω2\(∂Ω∩Ω2). On fixe u02 sur Γ12
et pour n ≥ 0, H. A. Schwarz a re´solu le proble`me (19) en re´solvant alternativement ces
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deux sous proble`mes 
−∆un+11 = f dans Ω1,
un+11 = 0 sur ∂Ω1 ∩ ∂Ω,
un+11 = u
n
2 sur Γ12,
(20)
et 
−∆un+12 = f dans Ω2,
un+12 = 0 sur ∂Ω2 ∩ ∂Ω,
un+12 = u
n+1
1 sur Γ21.
(21)
En fait, son ide´e consistait a` de´couper le domaine Ω en deux sous-domaines (un rectangle
et un disque) pour lesquels il connaissait une solution analytique du proble`me de Laplace
((20) et (21)). En suivant l’algorithme mentionne´ pre´ce´demment, il a de´termine´ la solution
analytique sur le domaine tout entier Ω. H. A. Schwarz a montre´ la convergence de cet
algorithme a` l’aide du principe du maximum. P. L. Lions a donne´ une autre de´monstration
en se basant sur une interpre´tation variationnelle. Cet algorithme est dit “algorithme de
Schwarz alterne´” ou “algorithme de Schwarz multiplicatif”. On distingue aussi une autre
version de la technique de Schwarz : c’est la version additive qui consiste a` fixer u01, u
0
2 et
re´soudre alternativement 
−∆un+11 = f dans Ω1,
un+11 = 0 sur ∂Ω1 ∩ ∂Ω,
un+11 = u
n
2 sur Γ12,
(22)
et 
−∆un+12 = f dans Ω2,
un+12 = 0 sur ∂Ω2 ∩ ∂Ω,
un+12 = u
n
1 sur Γ21.
(23)
La diffe´rence entre ces deux algorithmes re´side dans le choix des conditions de bord.
Pour l’algorithme de Schwarz multiplicatif, on prend comme condition de Dirichlet les
dernie`res valeurs d’interface calcule´es par le sous domaine voisin. Par contre, pour l’algo-
rithme de Schwarz additif, on prend comme condition de Dirichlet pour un sous domaine
donne´ les valeurs donne´es par le domaine voisin a` l’ite´ration pre´ce´dente. Ceci donne une
re´solution totalement inde´pendante dans chaque sous domaine.
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Outils inte´gre´s dans ME´LINA++
La mise en œuvre de la me´thode CEFRI pour le proble`me auquel nous nous inte´ressons
ne´cessite tout d’abord l’inte´gration dans ME´LINA++ des inte´grands e´le´ments finis et des
noyaux de Green avec et sans rele`vement. On de´signe par i l’indice pour l’inconnue en
ligne (fonction test) note´e par v si elle est scalaire et par V si elle est vectorielle. On
note par j l’indice pour l’inconnue en colonne (fonction inconnue) note´e par u si elle est
scalaire et par U si elle est vectorielle. On de´signe par D un domaine d’inte´gration qui
peut eˆtre soit un volume, soit une surface. Les inte´grands e´le´ments finis que nous avons
imple´mente´ dans ME´LINA++ sont :
• EI_idUNcrossV matrice e´le´mentaire dont chaque coefficient ij a pour inte´grand
wiwj
 0 n3 −n2−n3 0 n1
n2 −n1 0

cela correspond a`
∫
D
u (n ∧V).
• EI_NcrossUidV matrice e´le´mentaire dont chaque coefficient ij a pour inte´grand
wiwj
 0 −n3 n2n3 0 −n1
−n2 n1 0

cela correspond a`
∫
D
(n ∧U) v.
• EI_idUNcrossNcrossV matrice e´le´mentaire dont chaque coefficient ij a pour
inte´grand
wiwj
 −n
2
2 − n23 n1n2 n1n3
n1n2 −n22 − n23 n2n3
n1n3 n2n3 −n21 − n22

cela correspond a`
∫
D
u (n ∧ (n ∧V)).
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• EI_iduNdotV matrice e´le´mentaire dont chaque coefficient ij est vectoriel et a
pour inte´grand
wiwjn
cela correspond a`
∫
D
u (n · V) et a`
∫
D
(n · U)v. Ceci provient du fait que dans
ME´LINA++ il n’y a pas de distinction entre vecteur ligne et vecteur colonne.
• EI_CurlUidV matrice e´le´mentaire dont chaque coefficient ij a pour inte´grand 0 −wi∂3wj wi∂2wjwi∂3wj 0 −wi∂1wj
−wi∂2wj wi∂1wj 0

cela correspond a`
∫
D
(rotU) v. La quantite´ ∂lwj de´signe la de´rive´e partielle de wj
par rapport a` la lie`me composante (l = 1, 2, 3).
On approche les noyaux de Green par une interpolation sur les fonctions de base
e´le´ments finis de´finie sur les nœuds de Σ × Γ ou Σ × Ω. On note NΣ (resp. NΓ) le
nombre de points sur le bord Σ (resp. Γ) et NΩ est le nombre de points total. On de´signe
par Gα les noyaux de Green et parRGα les noyaux de Green avec rele`vement. LesRGα
sont de´finis comme suit :
RGα(x, y) = Gα(x, y)f(y)
avec f est une fonction de rele`vement. Dans ME´LINA++, on a fait le choix d’un rele`vement
line´aire pour un obstacle sphe´rique de rayon RΓ = 1 et de frontie`re artificielle sphe´rique
de rayon RΣ. Autrement dit, nous conside`rons dans ce cas la fonction f de´finie par :
f : R3 → R
y 7→

1 si || y ||∈ [RΓ, RΓ + ε[,
1
ε−δ || y || − 1ε−δ (RΓ + δ) si || y ||∈ [RΓ + ε, RΓ + δ[,
0 si || y ||∈ [RΓ + δ, RΣ].
ou` δ re´sulte de la mutiplication de la distance se´parant les deux frontie`res Σ et Γ par un
taux choisi par l’utilisateur qui fixe le domaine de rele`vement. On approche les noyaux de
Green de´finis sur les nœuds de Σ× Γ par :
G(x, y) ≈
∑
σ
∑
γ
G(xσ, yγ)wσ(x)wγ(y).
ou` l’indice σ (resp. γ) est ge´ne´rique des nœuds de Σ (resp. Γ). De meˆme, on approche les
noyaux de Green de rele`vement de´finis sur les nœuds de Σ× Ω par :
RG(x, y) ≈
∑
ω
∑
γ
RG(xσ, yω)wσ(x)wω(y).
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ou` l’indice ω est ge´ne´rique des nœuds de Ω. LesG(xσ, yγ) inte´gre´s dans ME´LINA++ sont :
NV_Div_xDyadicDiv_yK, NV_DyadicDiv_yK,
NV_DyadicRot_yK, NV_Id3plusgrad_xgrad_yK,
NV_Rot_xDyadicRot_yK, NV_grad_xK,
NV_grad_xgrad_yK, NV_grad_yK,
NV_DyadicRot_xK.
LesRG(xσ, yω) sont :
NV_Div_x_DyadicRot_y_Relev_yK,
NV_Div_x_Rot_yDyadicRot_y_Relev_yK,
NV_DyadicDiv_xRelev_yK,
NV_DyadicDiv_yRelev_yK,
NV_DyadicRot_xRelev_yK,
NV_DyadicRot_yRelev_yK,
NV_Id3plusgrad_x_grad_yRelev_yK,
NV_Rot_xDyadicRot_yRelev_yK,
NV_Rot_xRot_yDyadicRot_yRelev_yK,
NV_Rot_x_DyadicDiv_y_Relev_yK,
NV_Rot_yDyadicRot_yRelev_yK.
Les noms de G(xσ, yγ) et RG(xσ, yω) sont structure´s de telle sorte a` de´finir le noyau de
Green. Par exemple, NV_DyadicRot_xK correspond au noyau de Green rotxGt(xσ, yγ).
On de´taille cette interpolation pour la de´composition des termes de couplage par les
deux exemples suivants :
• Premier exemple :
∫
Σ
∫
Ω
rotx(RGt(x, y))E(y)dΩ(y) · (nσ(x) ∧ E′(x))dσ(x)
≈
NΣ∑
σ=1
[(∫
Σ
wσ(x)wi(x)(nσ(x) ∧ Ei(x))dσ(x)
)T
NΩ∑
ω=1
rotx(RGt(xσ, yω))
NΩ∑
j=1
∫
Ω
wω(y)wj(y)Ej(y)dγ(y)

(24)
Cet exemple fait intervenir l’inte´grand EI_idUNcrossV et le noyau de Green
NV_DyadicRot_xRelev_yK. Le facteur
∫
Σ
wσ(x)wi(x)(nσ(x)∧Ei(x))(x)dσ(x)
correspond au terme
∫
D
u (n ∧V) ou` wσ joue le roˆle de la fonction test et wj joue
le roˆle de la fonction inconnue par rapport a` la de´finition de l’inte´grand.
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• Deuxie`me exemple :∫
Σ
∫
Γ
divyGt(x, y)TE(y) · n(y) dγ(y) · (nσ(x) ∧ (nσ(x) ∧ E′(x)))dσ(x)
≈
NΣ∑
σ=1
[(∫
Σ
wσ(x)wi(x)(nσ(x) ∧ (nσ(x) ∧ Ei(x)))dσ
)
 NΓ∑
γ=1
divyGt(xσ, yγ)T
NΓ∑
j=1
∫
Γ
wγ(y)wj(y)Ej(y) · n(y)dγ(y)

(25)
Cet exemple fait intervenir l’inte´grand EI_idUNcrossNcrossV, le noyau de
Green NV_DyadicDiv_yK et l’inte´grand EI_iduNdotV. Le facteur∫
Σ
wσ(x)wi(x)(nσ(x)∧ (nσ(x)∧Ei(x)))dσ(x) correspond au terme
∫
D
u (n∧ (n∧
V)) ou` wσ joue le roˆle de la fonction inconnue et wi joue le roˆle de la fonction test
par rapport a` la de´finition de l’inte´grand. Le facteur
∫
Γ
wγ(y)wj(y)Ej(y)·n(y)dγ(y)
correspond au terme
∫
D
(n ·U)v ou` wγ joue le roˆle de la fonction test et wj joue le
roˆle de la fonction inconnue par rapport a` la de´finition de l’inte´grand.
Par la discre´tisation e´le´ments finis et par l’interpolation des noyaux de Green, la matrice
C¯ peut s’e´crire alors sous forme du produit suivant
C¯ =
∑
α
CαP
t
ΣMαΣ GαΣΓ MαΓ PΓ +
∑
β
dβP
t
Σ MβΣRGβΣΩMβΩ (26)
ou` PΓ (resp. PΣ) est la matrice de projection sur Γ (resp. sur Σ), et MβΓ(resp. MαΣ)
la matrice de masse sur Γ (resp. sur Σ). GαΣΓ (resp.RGβΣΓ) les matrices noyaux de co-
efficients Gα(xσ, yγ) (resp.RGβΣΓ). cα et dβ e´tant des constantes de´pendant du nombre
d’onde.
Remarque .0.2. Le choix fait du rele`vement dans ME´LINA++ est limite´ au cas d’un
obstacle sphe´rique entoure´ d’un bord fictif sphe´rique. Il est inte´ressant de ge´ne´raliser la
formule du rele`vement choisie pour n’importe quel diffracteur.
Programmation a` l’aide de ME´LINA++
Le programme principal du code CEFRI est structure´ comme suit :
– lire les parame`tres qui sont donne´s par l’utilisateur (par exemple le nombre d’onde)
a` partir d’un fichier de donne´e,
– cre´er d’une liste de parame`tres, objet de la classe me_parameterList contenant
les parame`tres ne´cessaires au calcul du second membre,
– de´finir la fonction de Green comme objet de la classe GreenFunction,
– de´finir le domaine, le maillage et choisir l’espace d’approximation (les e´le´ments
finis),
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– de´clarer les TermMatrix qui seront calcule´s par ME´LINA++ ; pour cela on utilise
deux classes :
FETermMatrix pour la de´finition des matrices e´le´ment finis, constituants de la
matrice A¯,
NVTermMatrix pour de´finir les matrices GΣΓ et RGΣΩ contenant les valeurs des
noyaux de Green,
– de´finir le second membre sur le domaine Γ en de´clarant tout d’abord un objet de la
classe me_function,
– de´clarer les vecteurs de la classe NVTermVector qui seront utilise´s pour la res-
triction (sur les nœuds de Γ ou Σ) ou l’extension sur tous les nœuds du maillage
d’un vecteur connu sur un bord (me´thode resphaeas),
– calculer les termes de´clare´s,
– re´soudre le syste`me line´aire.
Le but est de re´soudre le syste`me (5.2) a` l’aide d’une me´thode ite´rative. La strate´gie
ge´ne´ralement utilise´e est de sommer les matrices A¯ et C¯ puis d’utiliser un solveur ite´ratif
avec pre´conditionnement. Dans ce travail, nous avons re´solu (5.2) sans avoir recours a`
cette ope´ration. A terme, il s’agit d’appliquer la me´thode FMM a` la matrice C¯ sans avoir
besoin de modifier la matrice du syte`me line´aire A¯ + C¯. Le calcul du produit de la ma-
trice C¯ par un vecteur donne´ est re´alise´ sans stocker la matrice comple`te. Ceci est fait en
suivant la strate´gie (26). Par exemple, pour le cas d’une matrice contenant un noyau de
Green sans rele`vement, on applique la proce´dure suivante :
– restreindre l’inconnue E¯ a` Γ := E¯Γ = PΓE¯ (fonction reshapeas),
– multiplier la matrice MαΓ par E¯Γ,
– multiplier la matrice des noyaux de Green GαΣΓ par le vecteur re´sultat (MβΓPΓE¯),
– multiplier la matrice MαΣ au vecteur re´sultat (GαΣΓMαΓ PΓE¯),
– e´tendre le vecteur MαΣGαΣΓMβΓ PΓE¯ sur le domaine Ω (fonction reshapeas).
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Re´sume´ :
Le travail effectue´ dans cette the`se a consiste´ a` analyser diffe´rents aspects mathe´mati-
ques et nume´riques d’une strate´gie de re´solution des proble`mes de propagation d’onde
acoustique et e´lectromagne´tique en domaine exte´rieur. Nous nous inte´ressons plus par-
ticulie`rement a` la me´thode de couplage entre e´le´ments finis et repre´sentation inte´grale
(CEFRI) ou` nous analysons un algorithme de re´solution ite´rative par analogie avec une
me´thode de de´composition de domaine ainsi que l’utilisation de la me´thode multipoˆles
rapide (FMM). Le syste`me a` re´soudre fait intervenir des ope´rateurs inte´graux ce qui
rend crucial le recours a` des me´thodes rapides telles que la FMM. L’analogie avec une
me´thode de de´composition de domaine s’obtient par extension au proble`me de Maxwell
des re´sultats e´tablis par F. Ben Belgacem et al. pour le proble`me de Helmholtz pose´ en
domaine non borne´. Pour cela, nous avons montre´ le lien entre la me´thode CEFRI et la
me´thode de Schwarz avec recouvrement total pour la re´solution du proble`me de Maxwell
en domaine non borne´. Cette relecture de la me´thode CEFRI offre e´galement une tech-
nique de pre´conditionnement pour les solveurs de Krylov et nous a permis d’avoir une
ide´e pre´liminaire sur la convergence de ces me´thodes. Ainsi, nous nous inte´ressons plutoˆt
a` des me´thodes ite´ratives rapides. Pour cela, nous avons mene´ une analyse the´orique afin
de montrer la convergence superline´aire du GMRES dans une configuration sphe´rique.
La validation de ces aspects a e´te´ re´alise´e par l’enrichissement de nombreux inte´grands
de la librairie e´le´ments finis Me´lina++, en C++.
Mots cle´s : Proble`mes de diffraction, Acoustique, Electromagne´tisme, Repre´sentation
inte´grale, Ele´ment finis, Me´thode de Schwarz, Me´thodes multipoˆles rapides.
Abstract :
We are concerned with the study of different aspects of a numerical strategy for the
resolution of acoustic and electromagnetic scattering problems. We focus more particu-
larly on a coupling of finite element and integral representation (CEFRI) : we study an
iterative algorithm by analogy with a domain decomposition method, and consider the
use of the Fast Multipole Method (FMM). The system to be solved involves integral
operators which requires the use of fast methods such as the FMM. The correspondence
with a domain decomposition method is obtained by extending to the exterior Maxwell
problem the results derived by F. Ben Belgacem et al. for the Helmholtz problem posed
in unbounded domain. To this aim, we show the analogy to the Schwarz method with
total overlap. This interpretation of CEFRI suggests a preconditioner for Krylov solvers
and enables us to have a preliminary idea of their convergence. We derive in this context
an analytical proof of a superlinear convergence of GMRES in a spherical configuration.
The validation of these aspects has been achieved by the enrichment of the finite element
library Me´lina++ in C++.
Key words : Diffraction problems, Acoustic, Electromagnetism, Integral representa-
tion, Finite element, Schwarz method, Fast Multipole Method.
