A zero-sum finite-horizon differential game with linear dynamics and bounded controls is considered. The target set is a given hyperplane in the state space. The cost function is the distance between the terminal state and this hyperplane. The complete game solution is obtained in two classes of controls: open-loop and feedback-based controls.
2 of 49 V. Y. Glizer and V. Turetsky dynamics of the first player (pursuer) and an ideal dynamics of the second player (evader) was studied in [7] . The time-invariant game with the first-order dynamics of both players was solved in [8] . This result was extended to the time-varying case in [10] . In all of these works, the feedback solution was obtained by using necessary conditions based on the Maximin Principle [6] . In [9] , the method of stochastic program synthesis was applied to obtain a feedback solution of the game with rather general linear dynamics and cost functional, and the detailed analysis was carried out for a two-dimensional example.
The structure of solutions, obtained in [6, 8, 10] and in the example considered in [9] , is determined by some scalar function of the time (determining function). This function is constructed based on the system dynamics and cost functional. In these works, only the cases, where determining function either is of a constant sign or changes the sign once during the game, were treated. Although cases with more than one sign changes of the determining function occur in practice [16] , the general case involving an arbitrary number of changes in sign, to the best of authors' knowledge, is yet to be studied properly.
In this paper, a game with n-dimensional time-varying linear dynamics and bounded scalar controls is solved. The cost function is the distance between the terminal system state and a given hyperplane. Two types of solution are obtained: namely, ones involving open-loop and feedback control. For the feedback solution, the case, where the determining function changes the sign an arbitrarily many but finite number of times, is investigated in details.
The paper is organized as follows. In Section 2, the problem statement is presented, including the scalarized version of the original game. In Section 3, the open-loop solution is obtained and its analysis is carried out. The feedback solution is derived in Section 4. Concluding remarks are given in Section 5. In Appendix, the proofs of some theorems are presented.
Problem Statement

Original game formulation
Consider the differential game with the dynamics described by the equatioṅ
x = A(t)x + b(t)u + c(t)v + f(t), t ∈
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Solution of a Differential Game 3 of 49 where x ∈ R n is the state vector; u and v are scalar controls of the first and second players, respectively; t 0 and t f (t 0 < t f ) are fixed time instants; the matrix function A(t)
and the vector functions b(t), c(t), f(t) are given and assumed continuous for t ∈ [t 0 , t f ];
x 0 ∈ R n is a given initial state. The controls of the players are assumed to be measurable on [t 0 , t f ] and satisfying the constraints |u(t)| ≤ 1, |v(t)| ≤ 1, t ∈ [t 0 , t f ].
The set of all such functions is denoted by C.
Now, we introduce the hyperplane
where 
Below, a feasibility of this formally defined cost function is justified.
The dynamics equation (1) with the initial condition (2), the control constraints (3) and the cost function (5), along with the objectives of the players, constitute the differential game. We call this differential game the Game with Bounded Controls (GBC).
Below, we present two types of the GBC solution: (a) the open-loop solution (the controls of the players are functions of the time only) and (b) the feedback solution (the controls of the players are functions of a current game position in the (t, x)-space).
Reduced game
By the transformation of the state variable in (1),
where (t f , t) is the transition matrix of equationẋ = A(t)x, this vector differential equation and the respective initial condition can be reduced to the scalar initial value problem:
with
Note that (t f , t) satisfies
In the sequel, it is assumed that the functions h 1 (t) and h 2 (t) have no more than a finite number of distinct zeros in the interval [t 0 , t f ].
Due to (6) , the cost function (5) is reduced to
The dynamics equation (7) with the initial condition (8), the control constraints (3) and the cost function (12) constitute the reduced game with bounded controls (RGBC), in which the first player minimizes (12) , while the second player maximizes it.
3 Open-Loop Solution
Main definitions
For any functions u(·) ∈ C and v(·) ∈ C, the initial value problem (1)-(2) has the unique absolutely continuous solution x(t) for t ∈ [t 0 , t f ]. Moreover, there exists a finite limit
In the case (33), due to (28),
Summarizing Theorems 1-3 and Corollary 4 yields the following proposition. The optimal value of J z and the respective optimal minimizer countercontrol are given as follows. In Figure 1 The set of these positions is called the successful countercontrol region (SCR).
In Figure 2 , the optimal trajectory of the game, starting from the SPR, is depicted.
It is generated from the initial position (t 0 , z 0 ) = (0, 10) by the pair of optimal controls Figure 3 shows the game trajectory, generated by the maximizer control v(t) ≡ 1 and the minimizer countercontrol (40). This trajectory starts from the initial position (0, 4), falling in the SCR. It is seen that in this case, by using the countercontrol, the minimizer provides the zero game outcome.
In Figure 4 , two game trajectories, starting from the initial position (0, 6.5), are depicted. This initial position belongs neither to the SPR, nor to the SCR. This means that for this point, the RGBC has no saddle point, and the minimizer cannot provide the zero game outcome against any maximizer control, even by using a countercontrol. The first trajectory (the dotted line) is generated by the minimizer optimal control
and the maximizer optimal control v * (t) = sign h 2 (t). Note that (47) is generated by the same maximizer control (optimal one) and minimizer countercontrol u c (t) = −sign h 1 (t) [see (46)]. In this case, the outcome of the game coincides with the lower game value J zl = 1.83.
Example 2. In this example
The decomposition of the (t 0 , z 0 )-plane is shown in Figure 5 . It is seen that, in contrast to Example 1, the SCR is a nonconnected set in the (t 0 , z 0 )-plane.
In Figure 6 , two successful countercontrol trajectories for v(t) ≡ 1, starting from both parts of the SCR, are depicted.
4 Feedback Solution
Main definitions
In this section, in contrast to Section 3, we assume that the minimizer and maximizer controls are functions not only of the time t, but also of the current state x, i.e. the players use the feedback strategies u(t, x), v(t, x). This assumption implies that the perfect state information is available for both players.
Let G x be the set of functions g(t, x), t ∈ [t 0 , t f ], x ∈ R n , satisfying the following inequality: 
. Thus, in the sequel, the solution of (1) is understood in the sense of the Krasovskii's constructive motion [3, Section 6] . This argument implies that the solution is defined as a limit of a convergent subsequence of piecewise-linear Eiler's functions, associated with (1). Due to results of [3] , such solution exists for any initial position (t 0 , x 0 ) and any admissible pair
it is not in general unique. The graphs of such solutions are called the trajectories of (1).
Definition 5.
The minimizer feedback strategy u 0 (·) ∈ G x is called optimal in the GBC, if for any initial game position (t,x),t ∈ [t 0 , t f ),x ∈ R n , and for any The value
is called the upper value in feedback strategies of the GBC.
Definition 6. The maximizer feedback strategy v 0 (·) ∈ G x is called optimal in the GBC, if for any initial game position (t,x),t ∈ [t 0 , t f ),x ∈ R n , and for any
The value
is called the lower value in feedback strategies of the GBC. Note that Definitions 4-7 and Remark 2 can be directly reformulated for the RGBC by introducing the respective sets G z , F z , and using J z instead of J x .
Connection between GBC and RGBC
In this section, we present preliminary arguments that, similarly to the open-loop solution, the feedback solution of the GBC can be obtained based on the feedback solution of the RGBC.
First, we convert the original system (1) to a simpler one by the transformation
leading to the differential equatioṅ
, and the cost function (5) can be rewritten as
Thus, the GBC is transformed to the auxiliary differential game with bounded controls (AGBC) having the dynamics (55), control constraints (3) and the cost function (56).
Note that for all t ∈ [t 0 , t f ], the transformation (54) is invertible: by virtue of
The latter means that there exists a one-to-one mapping between the sets of admissible pairs of strategies in the GBC and AGBC: to each admissible pair (u(t, x), v(t, x)) in the
GBC, there corresponds a unique admissible pair (u(t, y), v(t, y)) = (u(t, x(t, y)), v(t, x(t, y)))
in the AGBC, where x(t, y) is given by (57). Similarly, to each admissible pair (u(t, y), v(t, y)) in the AGBC, there also corresponds a unique admissible pair (u(t, x), v(t, x))
= (u(t, y(t, x)), v(t, y(t, x))) in the GBC, where y(t, x)
is given by (54). Moreover, the optimal feedback strategies in these games are transformed to each other by this one-to-one mapping. In this sense, the GBC and AGBC are equivalent.
Consider the AGBC. The target hyperplane in this game is
Let y(t) be the current state of this game. We can construct the hyperplane, containing y(t) and parallel to (58):
The distance between the hyperplanes (58) and (59) is and, due to (6) and (54),
Note that for all t ∈ [t 0 , t f ], the distance between the hyperplanes Y(t) and D y coincides with the distance between the hyperplane D y and the point y(t), regardless of its position
Thus, the cost function (56) (6) and (54), this scalar function is z(t). Based on these arguments, we can replace a search for the optimal feedback strategies in the AGBC by another that explores the optimal feedback strategies in the RGBC.
Solution of RGBC
In this section, we construct the saddle point of the RGBC in the feedback strategies. This construction is based on the saddle point (24)- (25) Due to (27), the pair (24)-(25) can be rewritten as:
Recall that this saddle point exists only asubject to the condition (23). In this subsection, by using (62)-(63), the saddle point of the RGBC in feedback strategies is constructed formally and justified in the entire game space.
Preliminary discussion
Substituting (62) and (63) into (7) yieldṡ
For any z(t f ) = 0, Equation (64) generates the candidate optimal trajectory z 
are given by (62)- (63) with sign z(t f ) = −1. By varying the position (t,z) ∈ R r , we construct the feedback strategies u 0 (t, z) and v 0 (t, z) uniquely defined on R r . Since these feedback strategies generate, by construction, the candidate optimal trajectories, they constitute the candidate optimal feedback strategies in R r . Note that the points of R r that lie on more than one candidate optimal trajectory, constitute a set of a zero Lebesgue measure.
For these points, u 0 (t,z) and v 0 (t,z) can be defined in some different ways. This issue is clarified in the following paragraphs.
If R r coincides with the entire strip
sequel R s is called the singular region). Note that in this case, the boundary of R r is formed by two curves z = z + (t) and z = z − (t) = −z + (t), symmetrical with respect to the t-axis. These curves can be of two types. The curves of the first type are arcs of "extreme"
candidate optimal trajectories and, by definition, they belong to R r . The second type is obtained as limits of the trajectories z
respectively. For the positions on these curves, we define u 0 (·) and v 0 (·) as follows. If (t,z) lies on the curve z = z
are uniquely defined on these curves. This argument allows inclusion of all the points of the second type curves z = z + (t) and z = z − (t) into the regular region R r . This makes R r Since the regular region R r consists of the trajectories of the differential equation (64), its structure is completely defined by the determining function
Different cases of the behavior of the determining function and the respective structure of R r are analyzed in the following subsection. Based on this structure, the feedback strategies u 0 (·) and v 0 (·) are formally derived.
Formal feedback construction
We assume that the determining function R(t) has a finite number of distinct zeros on (t 0 , t f ). Moreover, it changes its sign N R times on (t 0 , t f ). Let t s1 < t s2 < · · · < t sN R (t s1 > t 0 , t sN R < t f ) are all zeros of R(t) where its sign changes.
Consider the following cases of the behavior of the function R(t).
Case 0. N R = 0.
Case 0.1. R(t) ≥ 0 for all t ∈ (t 0 , t f ).
If z(t f ) > 0, the right-hand side of (64) is positive. Hence, the candidate optimal trajectory slopes down monotonically from z(t f ) to zero while t varies from t f backwards.
Similarly, if z(t f ) < 0, this trajectory slopes up monotonically from z(t f ) to zero. Note that the candidate optimal trajectory cannot be extended beyond z = 0, because on its continuation, the respective maximizer control is no more a candidate optimal one [see Theorem 1 and Theorem 3, case (33)]. This phenomenon is illustrated by Figure 7 . In this figure, a trajectory AC of (64) for h 1 (t) = t, h 2 (t) = 2t, t 0 = 0.5, t f = 5, is depicted. It starts from the point (t f = 5, z(t f ) = 10) in a backward time. This trajectory is generated by the pair of open-loop controls u
the condition (31) is not valid. Hence, due to Theorems 1 and 3, the maximizer control v * (t) = sign h 2 (t) cannot be a candidate optimal one on the arc BC of this trajectory, because along this arc, z < 0.
Thus, the family of candidate optimal trajectories (FCOT) has the form presented in Figure 8 .
It is seen that the FCOT completely covers the strip S [t 0 ,t f ) , i.e. R r = S [t 0 ,t f ) and R s = ∅. Any point (t,z) ∈ R r , for whichz = 0, lies on the unique candidate optimal trajectory z * (t; u * (·), v * (·), z(t f )). Moreover, the sign ofz coincides with the sign of z(t f ). This observation allows the following definition of the candidate optimal feedback strategies for t ∈ [t 0 , t f ), z = 0:
Remark 3. The pair (66)-(67) of candidate optimal feedbacks generates two symmetric trajectories (Krasovskii's constructive motions) of (7), starting from the points (t, 0), independently of values of u 0 and v 0 for z = 0. In the sequel, for the sake of the definiteness, it is assumed that
Thus, the candidate optimal feedback strategies are formally designed in this case.
Case 0.2. R(t) ≤ 0 for all t ∈ (t 0 , t f ).
In this case, in contrast with the Case 0.1, the candidate optimal trajectories slope up monotonically for z(t f ) > 0 and slope down monotonically for z(t f ) < 0. The family of these trajectories is depicted in Figure 9 .
In this figure, the curves z = z + (t) and z = z − (t) are the limits of the candidate optimal trajectories for z(t f ) → +0 and z(t f ) → −0, respectively:
Note that the pair (70)-(71) constitutes the Krasovskii's constructive motions of (7) generated by (66)-(69) from (t f , 0) in the backward time. The FCOT covers the part of S [t 0 ,t f ) over the curve z = z + (t) and under the curve
, while between these curves, there are no candidate optimal trajectories. Thus,
Based on the preliminary discussion, the candidate optimal feedback strategies in the regular region R r are defined by (66)-(67).
We next proceed to defining the candidate optimal feedback strategies in the singular region R s . For any trajectory, starting in R s and generated by an admissible pair (u(·), v(·)), there are only two possibilities of its behavior. First, it can remain in R s till t = t f . This possibility yields z(t f ) = 0 and, consequently, the zero game outcome.
Second, it can achieve the boundary of R s (z = z + (t) or z = z − (t)) at some t =t < t f . For the sake of the definiteness, assume that the trajectory achieves the upper boundary z = z + (t). If, from the point (t, z + (t)), the game is governed by the pair (66)-(67), then, due to (70), the trajectory coincides with the arc z = z + (t),t ≤ t ≤ t f . This possibility also yields z(t f ) = 0 and the zero game outcome. Therefore, the candidate optimal feedback strategies in R s can be chosen arbitrarily, subject to Definition 4. 
Case 1.1. R(t) ≥ 0 for all t ∈ (t s1 , t f ).
In this case, there are two types of candidate optimal trajectories (see Figure 10 ). Figure 10 , the curves z = z + (t) and z = z − (t) are the arcs of the candidate optimal trajectories, tangent to the t-axis at the point (t s1 , 0):
The family of the candidate optimal strategies covers the strip
, excepting the singular region
Hence, the regular region is
where
Remark 4. In this case, the strip S [t 0 ,t f ) can be decomposed into two strips S [t s1 ,t f ) and S [t 0 ,t s1 ) . If we set formally t 0 = t s1 , the function R(t) becomes non-negative on the new interval (t 0 , t f ) = (t s1 , t f ) and we are in the conditions of Case 0.1. Therefore, in the new strip S [t 0 ,t f ) = S [t s1 ,t f ) the FCOT is constructed due to Case 0.1 (see Figure 11a) . Note that the end points of these trajectories fill the entire line t = t 0 = t s1 . Furthermore, if we set formally t f = t s1 , the function R(t) becomes non-positive on the new interval (t 0 , t f ) = (t 0 , t s1 ) and we are in the conditions of Case 0.2. Therefore, in the new strip
the FCOT is constructed due to Case 0.2 (see Figure 11b) . By joining Figures 11a and   11b along the line t = t s1 , we obtain the FCOT in the entire strip S [t 0 ,t f ) (compare with Figure 10 ).
Due to Remark 4, the candidate optimal feedback strategies for (t, z) ∈ S [t s1 ,t f ) are constructed as in Case 0.1, while for (t, z) ∈ S [t 0 ,t s1 ) , they are constructed as in Case 0.2. This results in the following. For (t, z) ∈ R r , excepting the segment [t s1 , t f ) of the t-axis, they are given by (66)-(67), while at this segment they are given by (68)-(69). For (t, z) ∈ R s , the candidate optimal feedback strategies can be chosen arbitrarily subject to Definition 4.
Case 1.2. R(t) ≤ 0 for all t ∈ (t s1 , t f ).
In this case, for z(t f ) > 0, the candidate optimal trajectories slope up monotonically on [t s1 , t f ] and slope down monotonically on [t 0 , t s1 ], while t varies backwardly. The FCOT is either of the form, shown in Figure 12 , or of the form, shown in Figure 13 . In both figures, the curves z = z + (t) and z = z − (t) are the limits of the candidate optimal trajectories for z(t f ) → +0 and z(t f ) → −0, respectively. In Figure 12 , it is shown the case The case of nonexistence of such t in (Case 1.2.2) is shown in Figure 13 . Figures 12 and 13 , the singular region R s is
t). Due to
In Case 1.2.1, the regular region R r is
while in Case 1.2.2, the regular region R r is given by (72).
Remark 5.
Similarly to Case 1.1, the FCOT can be constructed by some decomposition of the strip S [t 0 ,t f ) .
Namely, if we set t 0 = t s1 formally, the function R(t) becomes nonpositive on the new interval (t 0 , t f ) = (t s1 , t f ) and we are in the conditions of Case 0.2. Therefore, in the new strip S [t 0 ,t f ) = S [t s1 ,t f ) the FCOT is constructed due to Case 0.2 (see Figures 14a and   15a ).
However, in contrast to Case 1.1, the end points of these trajectories fill only two half-lines {t = t s1 , z ≥ z + (t s1 )} and {t = t s1 , z ≤ z − (t s1 )}. Furthermore, if we set formally t f = t s1 , the function R(t) becomes non-negative on the new interval (t 0 , t f ) = (t 0 , t s1 ), i.e.
we fall into the conditions of Case 0.1. In order to provide a proper matching of the FCOT in the strips S [t 0 ,t s1 ) and S [t s1 ,t f ) , we should use this case in a reduced form, i.e.
only for initial values z(t)| t=t f =t s1 in two half-lines {t = t s1 , z ≥ z + (t s1 )} and {t = t s1 , z ≤ z − (t s1 )}. Such a structure of the set of initial positions yields the singular region R s (see Figures 14b and 15b ), although the "pure" Case 0.1 lacks a singular region.
The trajectory, emanating from (t s1 , z + (t s1 )) can either achieve the t-axis (t in , satisfying (79), exists, see Figure 14b ), or not (t in does not exist, see Figure 15b) ). By joining two parts of Figure 14 , as well as two parts of Figure 15 , along the line t = t s1 , we obtain the FCOT in the entire strip S [t 0 ,t f ) for Case 1. Based on Remark 5, for (t, z) ∈ R s , the candidate optimal feedback strategies can be chosen arbitrarily subject to Definition 4. For (t, z) ∈ R r , excepting the segment [t 0 , t in ) of the t-axis in Case 1.2.1, the candidate optimal feedback strategies are given by (66)-(67), while at this segment they are given by (68)-(69).
Case 2.1. R(t) ≥ 0 for all t ∈ (t s2 , t f ).
In this case, similarly to Case 1.2, the family of candidate optimal trajectories can be of two types, depending on the existence of t in ∈ [t 0 , t s1 ), satisfying (79). If such t in exists, the family has the form shown in Figure 16 (Case 2.1.1).
If such t in does not exist, the family of candidate optimal trajectories has the form shown in Figure 17 (Case 2.1.2). The curves z = z + (t) and z = z − (t) are the arcs of the candidate optimal trajectories, tangent to the t-axis at the point (t s2 , 0). The curve z = z + (t) is given by (80), wheret = t in in Case 2.1.1 andt = t 0 in Case 2.1.2, while t f is replaced by t s2 ; z
Remark 6. In this case (two sign changes of R(t)), the FCOT can be also constructed It is seen that in the strip S [t s1 ,t f ) , we have Case 1.1 (see Figures 18a and 19a ).
In the strip S [t 0 ,t s1 ) , we have Case 0.1 with initial positions z(t)| t=t f =t s1 in two half-lines Figures 18b and 19b ). Joining two parts By using Remark 6, the candidate optimal feedback strategies for
are constructed as in Case 1.1, while for (t, z) ∈ S [t 0 ,t s1 ) , they are constructed as in Case 0.1.
Case 2.2 R(t) ≤ 0 for all t ∈ (t s2 , t f ).
In this case, the FCOT can be of three types, depending of existence and placement of t in ∈ [t 0 , t s2 ), satisfying (79). If such t in ∈ (t s1 , t s2 ) exists, the family has the form shown in Figure 20 (Case 2.2.1).
It is seen that the singular region R s is a nonconnected set in the (t, z)-plane:
where R si is the closure of R si , i = 1, 2, and
Note that the boundary of the singular region consists of the curves of two types. Namely, the curves z = z + 1 (t) and z = z − 1 (t) are the limits of the candidate optimal trajectories for z(t f ) → +0 and z(t f ) → −0, respectively. The curves z = z + 2 (t) and z = z − 2 (t) are the arcs of the candidate optimal trajectories, tangent to the t-axis at the point (t s1 , 0).
If such t in exists and t in = t s1 , the family of candidate optimal trajectories has the form shown in Figure 21 (Case 2.2.2). In this case, similarly to Case 2.2.1,
However, in contrast to Case 2.2.1, their closures intersection is R s1 R s2 = {t s1 , 0} = ∅. Moreover, the curves z = z + (t) and z = z − (t) are the limits of the candidate optimal trajectories for z(t f ) → +0 and z(t f ) → −0, respectively, and simultaneously they are tangent to the t-axis at the point (t s1 , 0).
In the last subcase (Case 2.2.3, see Figure 22 ), t in does not exist. In this case, similarly to Case 2.2.2, the curves z = z + (t) and z = z − (t) are the limits of the candidate optimal trajectories for z(t f ) → +0 and z(t f ) → −0, respectively, but they are not tangent to the t-axis. 
By using Remark 7, the candidate optimal feedback strategies for (t, z) ∈ S [t s1 ,t f )
are constructed as in Case 1.2, while for (t, z) ∈ S [t 0 ,t s1 ) , they are constructed as in Case 0.2.
Based on the previous cases and Remarks 4-7, the FCOT can be constructed by the decomposition of the strip S [t 0 ,t f ) into two strips S [t 0 ,t s1 ) and S [t s1 ,t f ) . In the strip
, the FCOT is constructed by Case (k − 1).1. Let E 1 be the set of all end points of the trajectories of this FCOT. Note that E 1 can be either entire line t = t s1 , or two half-lines, belonging to t = t s1 and symmetrical with respect to the t-axis. In the strip S [t 0 ,t s1 ) , the FCOT is constructed by Case 0.1 (for even k) and Case 0.2 (for odd k), with the initial positions in E 1 .
Case k.2. R(t)
≤ 0 for all t ∈ (t sk , t f ).
In the strip S [t s1 ,t f ) , the FCOT is constructed by Case (k − 1).2. Let E 2 be the set of all end points of the trajectories of this FCOT. The set E 2 has the similar structure as E 1 in Case k.1. In the strip S [t 0 ,t s1 ) , the FCOT is constructed by Case 0.2 (for even k) and Case 0.1 (for odd k), with the initial positions in E 2 .
The candidate optimal feedback strategies in Cases k.1 and k.2 are obtained in accordance with the construction of the FCOT described in the preceding paragraphs.
We illustrate Case k by the following examples.
[0. 5, 5] . In Figure 23 , the graph of the determining function R(t), given by (65), is shown.It is seen that in the interval [0. 5, 5] , this function changes its sign three times, i.e. N R = 3.
In this example, t s1 = 1.0616, t s2 = 3.5088, t s3 = 4.4296, and R(t) > 0 for t ∈ (t s3 , t f ). Thus, we are in Case 3.1.
In Figure 24a the construction of the FCOT in the strip S [t s1 ,t f ) by Case 2.1 is presented (compare with Figure 16 ). Here, E 1 = {(t, z) : t = 1.0616, z ∈ R}. In Figure 24b the construction of the FCOT in the strip S [t 0 ,t s1 ) by the "pure" Case 0.2, is shown (compare with Figure 9 ).
In Figure 25 , the FCOT in the entire strip consists of two disconnected sets R s1 and R s2 , where
, t s2 ) satisfies Equation (79). Based on this structure of the FCOT, the candidate optimal feedback strategies are designed as follows. For (t, z) ∈ R s1 R s2 , the candidate optimal feedback strategies can be chosen arbitrarily subject to Definition 4. For (t, z) ∈ R r , excepting the segments [t s1 , t in ) and [t s3 , t f ) of the t-axis, the candidate optimal feedback strategies are given by (66)-(67), while at this segment they are given by (68)-(69). In Figure 27a the construction of the FCOT in the strip S [t s1 ,t f ) by Case 2.2 is presented (compare with Figure 22 ). Here,
In Figure 27b the construction of the FCOT in the strip S [t 0 ,t s1 ) by Case 0.2 with the initial positions in E 2 , is shown.
In Figure 28 , the FCOT in the entire strip S [t 0 ,t f ) , obtained by the joining of Figures 27a and 27b along the line t = t s1 , is depicted. It is seen that the singular region R s is simply connected, given by (73), where By using this structure of the FCOT, we derive the candidate optimal feedback strategies. For (t, z) ∈ R s , the candidate optimal feedback strategies can be chosen arbitrarily subject to Definition 4. For (t, z) ∈ R r , the candidate optimal feedback strategies are given by (66)-(67).
Remark 8. Let
where it changes the sign from negative to positive in the forward time.
Let
and K be the number of elements of the set T . It is clear that K = K + 1 if T f = ∅, and
We redenote the elements of
From the formal recursive construction of the FCOT presented in the preceding paragraphs, we can derive the algorithm of constructing the singular region R s .
Step 1. Construct the set
where eithert 1 = t 0 , if t t f R(ξ )dξ > 0 for t ∈ (t 0 ,t 1 ), ort 1 is the maximal zero of
in the interval (t 0 ,t 1 ); z
Step 2. Lett 1 > t 0 . Choosê
and construct the set R s2 similarly to (90) with replacingt 1 byt l 2 . This construction yields the interval (t 2 ,t l 2 ) and the respective functions z + 2 (t) and z − 2 (t), given on this interval. If
Step
Then chooset l M+1 = max{t i ∈ T :t i <t M } and construct the set R s,M+1 similarly to the set
Since the set T is finite, this algorithm consists of a finite number of steps K s ≤ K.
Finally,
and
We call the pointst l 1 =t 1 ,t l 2 , . . . ,t l Ks active elements of the set T . 
The proof of the theorem is presented in Appendix.
GBC solution
The strategies (66) and (67) generate the following feedback strategies in the GBC:
where z(t, x) is given by (6). 
Remark 9. In Theorem 6, the sets R si (the components of the singular region R s ) are constructed according to the iterative algorithm given. The boundary of each set R si is a semipermeable curve [1] . Note that the boundary of the resulting set R s is not, in general, the trajectory of (64), but it is the union of separated segments of such trajectories.
Remark 10. Theorems 5 and 6 imply that GBC and RGBC are equivalent with respect to the saddle point and game value, despite the constraint that the scalarizing transformation (6) is not a bijection.
5 Concluding Remarks 1. In this paper, the zero-sum differential game with the n-dimensional timevarying linear dynamics was considered. The duration of the game is prescribed. The scalar controls are subject to geometrical constraints. The cost function is the distance between the terminal system state and a given hyperplane. 4. For the feedback solution, it was proved that the saddle point always exists.
The solution yields the decomposition of the scalar game space into two regions, the regular and singular ones. In the regular region the optimal strategies have a bang-bang structure and the value of the game is nonzero, depending on the initial conditions. In the singular region, consisting of a finite number of nonintersecting parts, the optimal strategies are arbitrary admissible and the value of the game in each part is constant.
The decomposition structure is based on the behavior of the determining function R(t).
The general recursive (by the number of R(t) sign changes) decomposition procedure has been proposed.
Since J z (u(·), v(·)) ≥ 0 for all u(·), v(·) ∈ C, the equality (A.16) implies that in the case
