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Abstract
We present a theory for the chemically-induced volume transitions of hydrogels. Consistent
with experimental observations, we account for a sharp interface separating swelled and
collapsed phases of the underlying polymer network. The polymer chains are treated as
a solute with an associated diﬀusion potential and their concentration is assumed to be
discontinuous across the interface. In addition to the standard bulk and interfacial equa-
tions imposing force balance and solute balance, the theory involves an ancillary interfacial
equation imposing conﬁgurational force balance. Motivated by experimental observations,
we specialize the theory to the situation where the time scale associated with the interface
motion is slow compared to those associated with diﬀusion in the bulk phases. We present
a hybrid eXtended-Finite-Element/Level-Set Method (XFE/LSM) for obtaining approxi-
mate solutions to the equations arising under this specialization. As an application, we
consider the swelling of a spherical specimen whose boundary is traction-free and is in
contact with a reservoir of uniform chemical potential. Our numerical results exhibit good
qualitative comparison with experimental observations and predict characteristic swelling
times that are proportional to the square of the specimen radius. Our results also suggest
several possible synthetic pathways that might be pursued as a means to engineer hydrogels
with optimal response times.
Keywords: A. Hydrogels; A. Phase transitions; A. Chemo-mechanical process; B. Con-
ﬁgurational forces; B. Sharp interface
1 Introduction
Hydrogels are crosslinked, hydrophilic polymer networks whose composition can be tuned
to exhibit large volumetric swelling in response to a variety of environmental stimuli. Im-
portantly, hydrogels may act as both sensors and switches. When combined with the lack
of a need for an external power source, this multifunctionality suggests a broad spectrum
of applications. For example, hydrogels have recently been designed to serve as drug
carriers/pumps in the bloodstream for therapeutic biomedical applications (Eichenbaum
et al., 1999) and as microﬂuidic actuators (Beebe et al., 2000). But a lack of under-
standing of the relationship between gel composition and response kinetics has hindered
the design of these materials and, accordingly, delayed the transfer of new applications
from the laboratory to the marketplace. In this paper, we present a new theory for the
chemo-mechanical response of hydrogels and demonstrate its predictive capabilities with
the aid of advanced numerical methods.
For particular hydrogel compositions and external environmental conditions, a phase
interface develops and the motion of this interface corresponds with the swelling response
of the gel. The transition from a distinct collapsed phase to a swollen phase with the
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evolution of the interface was ﬁrst observed by Tanaka (1978) for polyacrylamide-based
hydrogels. The phenomenon is often referred to as a “volume transition” (Dusˇek, 1993)
and a similar type of behavior has been observed by Budtova and Navard (1998) for
polyelectrolyte gels in saline solutions. More recently, Olsen et al. (2000) developed a
particle-imaging technique to observe the evolution of such hydrogel “microstructures.”
The importance of understanding this phenomenon rests on the fact that the kinetic
response of hydrogels is directly coupled to the motion of the phase interface. Moreover,
understanding the chemo-mechanical interaction between distinct phases facilitates the
design of new hydrogels with speciﬁc drug release characteristics (Budtova, 1998).
In addition to the distinct phase transition exhibited by hydrogels, recent attention
has focused on the “ripple” patterns observed on the surface of gel specimens during
suﬃciently large volumetric swelling or shrinking (Tanaka et al., 1987). The surface
instability is initiated at the microscale, and the size of the associated cusps on the surface
can expand to the characteristic size of the specimen itself. Indeed, rather dramatic
changes in surface pattern have recently been observed on N -isopropylacrylamide (NIPA)
gels as a function of temperature drift rate or superheating (Bai and Suzuki, 2000). These
phenomena seem to mandate the need for models that account for curvature eﬀects during
the swelling process and, in addition, for the possibility of cusp formation on the interface
during its evolution.
A signiﬁcant number of phenomenological and empirical models have been developed
to describe the swelling of hydrogels; a review of many of these can be found in Onuki
(1993). With regard to representing the transition dynamics for multi-phase gels sep-
arated by a sharp interface, however, only a limited amount of previous research can
be identiﬁed. Tomari and Doi (1994) developed a one-dimensional model that corre-
lates with the experimental result of swelling times proportional to the square of gel
radius. This model was later extended to the spherically symmetric case by Tomari and
Doi (1995), where the authors employed a Flory–Huggins type free-energy functional for
ionic gels in a neutral solution. For pH-sensitive gels, Gehrke et al. (1992) adopted a
classical shrinking core model to cylindrical conﬁgurations and correlated their results
to experimental measurements of the motion of the sharp ionization front. Their model
did not consider large volume changes and the diﬀusion coeﬃcients obtained from the
correlation process were found to be signiﬁcantly lower than those reported elsewhere.
In the majority of the above cases, the “collective diﬀusion” assumption proposed
by Tanaka et al. (1973) was invoked. Collective diﬀusion assumes that swelling occurs
simultaneously throughout the medium. Under this assumption, the characteristic time
of swelling is incorporated by modifying the force balance to consider the “frictional force”
acting between the polymer network and the solute. This yields a parabolic governing
equation that, indeed, predicts collective diﬀusion. Swelling times obtained using this
approach do correlate reasonably well with experimental results. However, in contrast
with the assumptions underlying this approach, the observations of Olsen et al. (2000)
show clearly that swelling proceeds with the propagation of interfaces separating swelled
and collapsed phases.
In this paper, we present a theory which accounts for the role of interface propagation
in the chemo-mechanical swelling of hydrogels. Faced with the task of developing such
a theory, we adopt the perspective of Gibbs (1878), who modeled phase interfaces as
surfaces across which the material properties of the bulk phases may suﬀer discontinu-
ities and, to account for localized interactions between phases, endowed these surfaces
with excess ﬁelds. The structure of our theory closely resembles a theory developed by
Gurtin and Voorhees (1993) for diﬀusional phase transitions in crystalline solids. Of
key importance in this theory is an interfacial equation, expressing conﬁgurational force
balance (Gurtin and Struthers, 1990; Gurtin, 1995; Gurtin, 2000), which generalizes the
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Gibbs–Thomson relation arising in descriptions of alloy solidiﬁcation (cf., e.g., Mullins
and Sekerka (1963)) and supplements the conventional equations which express mass
balance and standard force balance in the bulk phases and across the interface.
A number of alternative strategies have been advocated for the construction of ap-
proximate numerical solutions to problems arising in sharp-interface models for phase
transitions. As it is not our intention to provide a comprehensive account of these meth-
ods, we refer the reader to the recent review of Udaykumar et al. (1999). The main point
is that optimal rates of convergence in suitable error norms can be obtained for these
problems only if the numerical approximation retains the sharp interface representation.
Within the context of ﬁnite-element approximations, this result imposes overly restrictive
conditions on the mesh. Until recently, one of the few strategies for capturing the local
discontinuities near an evolving sharp interface was to adopt moving-mesh formulations
akin to those developed in the pioneering work of Lynch and O’Neill (1981). Among
the many concerns with such formulations is the potential for severe mesh distortion,
especially in two- and three-dimensional problems where the geometry of the interface is
generally non-planar.
The eXtended-Finite-Element Method (X-FEM) (Moe¨s et al., 1999; Dolbow, 1999) is
a variation on the partition-of-unity framework (Melenk and Babusˇka, 1996) for building
local, non-polynomial ansatz spaces into an approximation. A further variation on this
theme concerns the eXtended-Finite-Element/Level-Set Method (XFE/LSM), wherein
both the local solution and geometry of arbitrarily evolving features are represented
with evolving functions. The coupling of the two methods was ﬁrst conceived in Suku-
mar et al. (2001), albeit for stationary geometric features. Recently, the XFE/LSM has
been employed to simulate phase transition problems where the interface is assumed to
be sharp. Merle and Dolbow (2002) developed a one-dimensional formulation for Stefan
problems and Ji et al. (2002) recently generalized this approach to multi-dimensional
solidiﬁcation problems. In this paper, the basic techniques are extended to account for
the ﬁnite strains associated with the extreme (∼ 1000%) volumetric change possible in
hydrogels. Central to our approach is the use of discontinuous enrichment functions
to capture discontinuities in the gradients of the deformation and the diﬀusion poten-
tial across the phase interface. Lagrange multipliers are employed to satisfy additional
constraints at the interface and the multipliers are subsequently used to interpret the
pertinent ﬂux quantities. This allows for the accurate simulation of the evolution of the
phase interface without recourse to remeshing or moving mesh techniques. It is also
qualitatively diﬀerent from previous numerical strategies (Tomari and Doi, 1994; Tomari
and Doi, 1995), strategies wherein the interface is smeared over a single element.
As an elementary application of the theory presented here, we consider the case of
a spherical specimen subjected to purely radial chemo-mechanical boundary conditions.
In particular, the boundary of the specimen is assumed to be traction free and in contact
with a solvent-rich reservoir within which the diﬀusion potential is spatially uniform but
may vary in time. We seek solutions in which the deformation and diﬀusion potential
are assumed to be radially symmetric. This leads to a nonlinear initial-boundary-value
problem which we solve numerically using the XFE/LSM method.
This paper is organized as follows. In Section 2, we develop a theoretical framework
capable of describing a gel subjected to combined mechanical and chemical loading. This
framework is based upon balances for deformational force, conﬁgurational force, and
solute concentration as well as a dissipation imbalance that, in the isothermal context to
which we conﬁne our attention, imposes the ﬁrst and second laws of thermodynamics.
Section 3 then presents a specialization of the theory that invokes a number of simplifying
assumptions. Section 4 describes the variational form of a generic mixed boundary-value
problem and the discretization with the XFE/LSM. In Section 5, we consider a spherically
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symmetric specimen subjected to purely radial loadings and provide the numerical results
obtained by our algorithm. Finally, a summary of our results and discussion of future
directions are provided in Section 6.
2 Background
Our approach to the basic theory follows closely that of Gurtin and Voorhees (1993),
except that, to account for the extreme distortions that occur during the swelling of
hydrogels, we allow for ﬁnite strains.
2.1 Kinematics
We consider a two-phase body identiﬁed with a bounded region R of three-dimensional
Euclidean point space that it occupies in a ﬁxed reference conﬁguration. Labeling the
swelled and collapsed phases by α and β, respectively, we assume that for each t: R is
separated by a interface S(t) into complementary subregions Rα(t) and Rβ(t) occupied
by phases α and β.
The theory requires two types of ﬁelds:
• bulk ﬁelds, deﬁned on Rα(t) and Rβ(t) for all t, which characterize behavior within
the two phases;
• interfacial ﬁelds, deﬁned on S(t) for all t, which characterize the behavior of the
interface.
Given a bulk ﬁeld g, we use
−
g and
+
g to denote the limits of g as the interface is
approached from the α- and β-phase regions, [[g]] to denote the jump of g across the
interface, and 〈〈g〉〉 to denote the average of g across the interface. Thus, for x on S(t),
−
g(x, t) = lim
ξ→x
ξ∈Rα(t)
g(ξ, t),
+
g(x, t) = lim
ξ→x
ξ∈Rβ(t)
g(ξ, t),
[[g]](x, t) =
+
g(x, t)− −g(x, t), 〈〈g〉〉(x, t) = 12
(+
g(x, t) +
−
g(x, t)
)
.

 (2.1)
We conﬁne our attention to circumstances under which S(t) is, for each t, a smoothly
orientable surface that evolves smoothly in time. We write n for the unit normal on S,
directed outward from Rα as shown in Figure 1,
P = I− n⊗n (2.2)
for the projector on S, and
v = vn (2.3)
for the scalar and vector normal velocities of S.
We use Grad and GradS to denote the gradient operators in bulk and on the interface,
with the associated divergence operators being Div and DivS . In particular,
L = −GradSn and K = P·L = trL = −DivSn (2.4)
denote the curvature tensor and total curvature (i.e., twice the mean curvature) of S.
Further, we use a superposed dot to denote diﬀerentiation with respect to time with
position in bulk held ﬁxed and a superposed box to denote diﬀerentiation with respect to
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Figure 1: Schematic indicating: the regions occupied by the swelled and collapsed phases;
the evolving interface S, with unit normal n directed into the collapsed phase; a ﬁxed
control volume P, with outward unit normal m, divided by S into time-dependent regions
Pα and Pβ in the swelled and collapsed phases; and the portion Q = P ∩ S of S, with
outward unit binormal m, contained within P.
time following the normal trajectories of the interface. The orientation n and the scalar
normal-velocity v are then related by the identity

n = −GradSv. (2.5)
We write y for the motion of the body. Basic to the theory is the assumption of
coherence,
[[y]] = 0, (2.6)
which requires that the motion be continuous across the phase interface. Introducing the
deformation gradient F = Grady and the velocity y˙, we have, as consequences of this
assumption, the compatibility conditions
[[F]]P = 0 and [[y˙]] + [[F]]v = 0. (2.7)
Motivated by the coherency condition (2.6), we introduce the interfacial deformation
y = y|S and the interfacial deformation gradient
F = GradSy. (2.8)
Direct calculations based on the compatibility conditions (2.7) then show that
GradSy = AP and

y = 〈〈y˙〉〉+ Av, (2.9)
with
A = 〈〈F〉〉 (2.10)
the interfacial average of the deformation gradient.
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2.2 Mechanics
In addition to deformational forces associated with the motion of material particles, we
account for conﬁgurational forces (Gurtin and Struthers, 1990; Gurtin, 1995; Gurtin,
2000) associated with the motion of the nonmaterial interface separating the swelled and
collapsed phases. We neglect inertia and external body forces.
To state the fundamental balances, we work with an arbitrary ﬁxed control-volume
P with outward unit normal m, as depicted in Figure 1. Further, using Q(t) = P ∩S(t)
to denote the (possibly empty) portion of the interface that lies within P at time t, we
write m for the unit binormal to ∂Q and w for the tangential edge-velocity of ∂Q in the
direction of m.
2.2.1 Deformational force balance
Since we neglect external force, the deformational force system consists only of the bulk
and interfacial deformational stresses S and S.1 The deformational force and moment
balances are therefore expressed by the requirement that∫
∂P
Sm da+
∫
∂Q
Sm dl = 0 (2.11)
and ∫
∂P
y×Sm da+
∫
∂Q
y×Sm dl = 0 (2.12)
hold for all P and all time. Using the bulk and interfacial divergence theorems along
with the arbitrary nature of P, we localize these balances to obtain the classical bulk
relations
DivS = 0 and SF = FS (2.13)
and the interfacial relations
[[S]]n + DivSS = 0 and SF = FS. (2.14)
2.2.2 Conﬁgurational force balance
The conﬁgurational force system consists of a bulk conﬁgurational stress C, a bulk con-
ﬁgurational force density f , an interfacial conﬁgurational stress C, and an interfacial
conﬁgurational force density f.2 We assume that these ﬁelds comply with the conﬁgura-
tional force balance ∫
∂P
Cm da+
∫
P
f dv +
∫
∂Q
Cm dl +
∫
Q
f da = 0 (2.15)
for all P and all time. Using the bulk and interfacial divergence theorems, this balance
localizes to yield the bulk relation
DivC + f = 0 (2.16)
1The interfacial stress S is superﬁcal (Gurtin and Struthers, 1990; Gurtin, 2000) in the sense that
Sn = 0.
2Like S, C obeys Cn = 0.
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and the interfacial relation
[[C]]n + DivSC + f = 0. (2.17)
Introducing the decompositions
C = Ctan + n⊗c,
{
Ctan = PC,
c = Cn,
(2.18)
and
f = ftan + fn,
{
ftan = Pf,
f = f·n.
(2.19)
we obtain from (2.17) the normal conﬁgurational force balance
n·[[C]]n + Ctan ·L + DivSc + f = 0, (2.20)
which is of central importance in the theory.
2.3 Solute balance
We treat the polymer chains as a solute with concentration c and ﬂux h. Neglecting
diﬀusion within the interface, solute balance is the requirement that
˙∫
P
c dv = −
∫
∂P
h·m da (2.21)
for all P and all time. Using the bulk transport and divergence theorems, this balance
localizes to yield the classical bulk relation
c˙ = −Divh (2.22)
and the interfacial relation
v[[c]] = [[h]]·n. (2.23)
2.4 Energetics
2.4.1 Energy densities. Total energy of a control volume
Introducing the bulk free-energy density Ψ and the interfacial free-energy density Ψ, the
net free-energy of P is ∫
P
Ψ dv +
∫
Q
Ψ da. (2.24)
Thus, accounting for energy transport across ∂Q as the interface propagates through P,
the rate at which the free-energy in P changes with respect to time is
˙∫
P
Ψ dv +
∫
Q
Ψ da−
∫
∂Q
Ψw dl. (2.25)
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2.4.2 Diﬀusion potential. Energy inﬂow due to solute transport
To account for changes in energy associated with solute transport, we introduce a dif-
fusion potential u. The energy carried into P by the transport of solute across ∂P is
then
−
∫
∂P
uh·m da. (2.26)
Basic to our theory is the assumption of local chemical equilibrium,
[[u]] = 0, (2.27)
which requires that the diﬀusion potential be continuous across the interface. Motivated
by (2.27), we introduce the interfacial diﬀusion potential
u = u|S . (2.28)
2.4.3 Power
The power expended on P must account not only for the working of the deformational
traction Sm distributed over the boundary ∂P of the control volume, but also for the
workings of the deformational traction Sm and the conﬁgurational traction Cm dis-
tributed over the curve ∂Q formed by the intersection of the interface S with ∂P. As
a material surface, P may be described intrinsically in terms of the motion. The trac-
tion Sm is therefore power-conjugate to the associated material velocity y˙. By analogy,
we expect that the interfacial deformational traction Sm should be power-conjugate to
the motion velocity y following the interface (Gurtin and Struthers, 1990; Gurtin, 1995;
Gurtin, 2000). On the other hand, the conﬁgurational traction Cm is associated with
the change in material structure accompanying the evolution of the phase interface and
is thus power-conjugate to the intrinsic velocity v = vn of the interface (Gurtin and
Struthers, 1990; Gurtin, 1995; Gurtin, 2000). Thus, bearing in mind that P is ﬁxed
(whereby there is no working associated with the conﬁgurational traction Cm over ∂P),
it follows that the total power expended on P by external agencies is∫
∂P
Sm·y˙ da+
∫
∂Q
(
Sm·y + Cm·v) dl, (2.29)
which, in view of (2.3) and the decomposition (2.18), can be written alternatively as∫
∂P
Sm·y˙ da+
∫
∂Q
(
Sm·y + c·(vm)) dl. (2.30)
2.4.4 Free-energy imbalance
We conﬁne our attention to isothermal circumstances. The ﬁrst and second laws of
thermodynamics then combine to yield a free-energy imbalance which requires that, for
each control volume P and each time, the rate of change of the free energy of P not
exceed the sum of the energy carried into P by bulk diﬀusion across its boundary and
the power expended on P by external agencies. Bearing in mind (2.25), (2.26), and
(2.30), free-energy imbalance is the requirement that
˙∫
P
Ψ dv +
∫
Q
Ψ da−
∫
∂Q
Ψw dl ≤ −
∫
∂P
uh·m da+
∫
∂P
Sm·y˙ da+
∫
∂Q
(Sm·y + (c·m)v) dl
(2.31)
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for all P and all time. In view of bulk transport theorem and its interfacial counterpart
(Gurtin, 1995), the bulk and interfacial divergence theorems, the bulk balances (2.13)1
and (2.22), the kinematic identities (2.4)2, (2.5), (2.7)2, and (2.9)2, the commutator
identity (Gurtin, 2000)
GradS

y =

F + Fn⊗n− vFL = AP− An⊗ n− vFL, (2.32)
and the interfacial balances (2.14)1, (2.20), and (2.23), the imbalance (2.31) localizes to
yield the familiar bulk free-energy inequality
Ψ˙− uc˙− S·F˙ + h·Gradu ≤ 0 (2.33)
and, as well, the interfacial free-energy inequality

Ψ− S· A + p· n + (f + n·[[D]]n + D·L)v ≤ 0, (2.34)
where we have introduced
p = c + ASn, D = C− (Ψ− cu)I + FS, and D = Ctan −ΨP + FS. (2.35)
2.5 Eshelby relations
If, following Gurtin (1995, 2000), we consider the free-energy imbalance for a migratrat-
ing control-volume, the requirement that the imbalance be invariant under changes of
parameterization of the boundary of that volume implies that the bulk conﬁgurational
stress is given by the classical Eshelby relation
C = (Ψ− cu)I− FS (2.36)
and that the tangential component Ctan of the interfacial conﬁgurational stress C is given
by the analogous relation
Ctan = ΨP− FS. (2.37)
In view of (2.36) and (2.37), D and D as deﬁned in (2.35)2 vanish and the interfacial
free-energy inequality (2.34) reduces to

Ψ− S· A + p· n + f v ≤ 0, (2.38)
2.6 Constitutive equations
2.6.1 Bulk constitutive equations
Our framework for bulk constitutive equations follows those presented by Gurtin and
Voorhees (1993) and Fried and Gurtin (1999), excepting that we account for ﬁnite strains.
Introducing the Gibbs-energy density
Ω = Ψ− cu, (2.39)
we rewrite the bulk free-energy inequality (2.33) as
Ω˙ + cu˙− S·F˙ + h·Gradu ≤ 0 (2.40)
and assume that, in each phase γ = α, β,
Ω = Ωγ(F, u), S =
∂Ωγ(F, u)
∂F
, c = −∂Ωγ(F, u)
∂u
, (2.41)
10 J. Dolbow, E. Fried, H. Ji
with Ωγ suitably smooth, and
h = −Mγ(F, u)Gradu, (2.42)
with the molecular mobility tensor Mγ positive-deﬁnite, viz.,
g·Mγ(F, u)g > 0 for all g. (2.43)
To account for the isotropy of a gel-like substance, we assume that
Ωγ(F, u) = Ωˆγ(ı(B), u) (2.44)
and that
Mγ(F, u) = Mˆ
γ
0 (ı(B), u)I + Mˆ
γ
1 (ı(B), u)B + Mˆ
γ
2 (ı(B), u)B
2, (2.45)
where B = FF is the left Cauchy–Green tensor and
ı(B) = (I1(B), I2(B), I3(B)), (2.46)
with
I1(B) = trB, I2(B) = 12 (I
2
1 (B)− I1(B2)), and I3(B) = detB (2.47)
the principal invariants B.
2.6.2 Interfacial constitutive equations
Turning to the interface, we assume that Ψ, S, p, and f are determined constitutively by
smooth functions of A and v.3 It follows that the inequality (2.38) holds if and only if
Ψ = Ψ˜(A), S =
∂Ψ˜(A)
∂A
, p = 0, (2.48)
and
f = −b(A, v)v, (2.49)
where b must satisfy
b(A, v) ≥ 0. (2.50)
Consistent with our treatment of the bulk phases, we assume that the interfacial consti-
tutive response is isotropic, so that
Ψ˜(A) = Ψˆ(ı(AA)) and b(A, v) = bˆ(ı(AA), v). (2.51)
3For an anisotropic material, it would also be reasonable to allow for constitutive dependence on the
interfacial orientation n. The constitutive framework considered here is therefore a specialization of that
developed by Gurtin (2000, §21e) for anisotropic materials.
Chemically-induced swelling of hydrogels 11
2.7 Evolution equations
Combining the bulk constitutive equations (2.41) and (2.42) with the bulk deformational
force balance (2.13)1 and mass balance (2.22) yields equations,
Div
(∂Ωγ(F, u)
∂F
)
= 0,
˙
∂Ωγ(F, u)
∂u
= −Div(Mγ(F, u)Gradu),

 (2.52)
on the evolving regions Rγ occupied by the bulk phases γ = α, β. Similarly, combining
the bulk and interfacial constitutive equations (2.41), (2.42), (2.48), and (2.49) with the
interfacial deformational force balance (2.14)1 and mass balance (2.23) yields equations,[ ∂Ωγ(F, u)
∂F
]
n + DivS
(∂Ψ˜(A)
∂A
)
= 0,
v
[ ∂Ωγ(F, u)
∂u
]
= [[Mγ(F, u)Gradu]]·n,

 (2.53)
on the evolving phase interface S. The normal conﬁgurational force balance (2.20) yields
an additional evolution equation,
n·
[
Ωγ(F, u)I− F∂Ωγ(F, u)
∂F
]
n +
(
Ψ˜(A)P− F∂Ψ˜(A)
∂A
)
·L
+ DivS
((∂Ψ˜(A)
∂A
)
An
)
= b(A, v)v, (2.54)
on S. Here, consistent with the convention that n points into Rβ , [[gγ ]] = gβ − gα.
The interface conditions (2.53) and (2.54) are supplemented by the conditions (2.6) of
coherency and (2.27) and local equilibrium.
Missing from the foregoing list of equations are the bulk and interfacial moment bal-
ances (2.13)2 and (2.14)2, the bulk conﬁgurational force balance (2.16), and the tangen-
tial component of the interfacial conﬁgurational force balance (2.17). Implicit to (2.44),
(2.45), and (2.51) is the requirement that the constitutive response functions be properly
invariant under superposed rigid motions. Hence, granted (2.44) and (2.51), the bulk and
interfacial moment balances (2.13)2 and (2.14)2 are satisﬁed and may be removed from
further consideration. Because it does not appear in the free-energy inequality (2.33),
the bulk conﬁgurational force f cannot be determined independently via a constitutive
relation. Instead, this force is assigned to ensure satisfaction of the bulk conﬁgurational
force balance (2.16). That is, f is given by f = −DivC. To determine the form of f ,
we use the constitutive relations (2.41) in the bulk Eshelby relation (2.36) and compute
DivC. As a consequence of the bulk deformational force balance (2.52) and the homo-
geneity of (2.41), it follows that DivC = −cGradu and, thus, that f = cGradu. Hence,
f vanishes when the diﬀusion potential is uniform. The role of the tangential component
ftan of the interfacial conﬁgurational force f is analogous to that of f . Being absent from
the free-energy inequality (2.38),4 ftan is assigned to ensure satisfaction of the tangential
component of the interfacial conﬁgurational force balance (2.17). That is, ftan is given by
ftan = −P([[C]]n+DivSC). To determine the form of ftan, we use the constitutive relations
(2.41) and (2.48)1,2 in the bulk and interfacial Eshelby relations (2.36) and (2.17) and
4For the application under consideration, changes in material structure are limited to those associated
with transitions between the collapsed and swelled phases. Constitutively, such transitions are embodied
by the relation (2.49) determining f.
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compute [[C]]n + DivSC. As a consequence of the interfacial deformational force balance
(2.14) and the homogeneity of (2.48)1,2, it follows that P([[C]]n + DivSC) = 0 and, thus,
that ftan = 0.
2.8 Boundary conditions
Writing ν for the unit orientation of ∂R, directed outward from R, we assume that
y|(∂R)m = η and (Sν)|(∂R)t = s, (2.55)
with (∂R)m and (∂R)t complementary subsets of ∂R, and that
u|(∂R)p = υ and (h·ν)|(∂R)f = h, (2.56)
with (∂R)p and (∂R)f complementary subsets of ∂R.
3 Specialization of the theory
Motivated by the experimental observations of Gehrke et al. (1992), we now specialize the
theory to situations in which the time scale associated with the motion of the interface is
slow with respect to that associated with diﬀusion in the bulk phases. Following Gurtin
and Voorhees (1993), such a theory arises by restricting the Gibbs-energy density in each
phase to be linear in u, viz.,
Ωγ(F, u) = Wγ(F)− cγu, (3.1)
with cγ constant. Consistent with the intuitive expectation that the solute concentration
in the collapsed phase should exceed that in the swelled phase, we assume that
0 < cα < cβ < 1. (3.2)
In keeping with (2.44), we note that the bulk strain-energy densities Wγ must obey
Wγ(F) = Wˆγ(ı(B)).
In addition, we assume that
Mγ(F, u) = mγI, (3.3)
where mγ is the constant (scalar) molecular mobility in phase γ and, by (2.43), consistent
with
mγ > 0. (3.4)
Further, for simplicity, we assume that the interfacial free-energy density is constant
Ψ˜(A) = σ, (3.5)
so that S = 0, and we neglect transition kinetics by setting
b(A, v) = 0. (3.6)
Granted the constitutive specializations (3.1) and (3.3), (2.52) yields
Div
(∂Wγ(F)
∂F
)
= 0,
mγDiv(Gradu) = 0.

 (3.7)
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Similarly, granted the constitutive specializations (3.5) and (3.6), (2.53) and (2.54) yield[ ∂Wγ(F)
∂F
]
n = 0,
[[cγ ]]v + [[mγGradu]]·n = 0,
[[cγ ]]u = σK + n·
[
Wγ(F)I− F∂Wγ(F)
∂F
]
n.


(3.8)
The interface conditions (3.8) are supplemented by the conditions (2.6) of coherency and
(2.27) and local equilibrium.
The only explicit coupling between the ﬁelds y and u evident from (3.7) and (3.8) is
through the normal conﬁgurational balance (3.8)3.
4 Numerical approximation
Here, we use the hybrid eXtended-Finite-Element/Level-Set Method (XFE/LSM) to dis-
cretize the bulk and interfacial equations (3.7) and (3.8), while enforcing the conditions
(2.6) and (2.27) of coherency and local chemical equilibrium. Our approach follows upon
work of Merle and Dolbow (2002) and Ji et al. (2002) (see Dolbow (1999) for additional
details). We begin by deriving an equivalent variational formulation of the governing
equations. We then construct an enhanced approximation space for capturing gradient
discontinuities across the phase interface. We conclude with a discussion of the solution
strategy for the coupled systems of equations.
4.1 Variational formulation
4.1.1 Weak statement of the deformational force balance and coherency
Our variational formulation is non-standard in that the coherency condition (2.6) is
enforced weakly using a Lagrange multiplier p. We begin by deﬁning a functional
F (y,p) =
∑
γ=α,β
∫
Rγ
Wγ(F) dv −
∫
(∂R)t
s·y da−
∫
S
p·[[y]] da. (4.1)
The bulk force balance (3.7)1, the interfacial force balance (3.8)1, the coherency condi-
tion (2.6), and the traction boundary condition (2.55)2 follow on requiring that F be
stationary.
We let Am and Lm denote, respectively, the space of motions and that are suﬃciently
regular and comply with the Dirichlet conditions (2.55)1 and the space of suﬃciently reg-
ular Lagrange multipliers.5 The requirement that F be stationary yields the variational
boundary-value-problem: ﬁnd y in Am and all p in Lm such that∑
γ=α,β
∫
Rγ
∂Wγ(F)
∂F
·Gradw dv =
∫
(∂R)t
s·w da+
∫
S
p·[[w]] da,
∫
S
q·[[y]] da = 0,


(4.2)
for all variations w of y and q of p belonging to suitable spaces of variations Vm and
Lm.
5We consider a space of admissible motions that allows for discontinuities across S, even though such
discontinuities are not expected in the solution to the strong form of the boundary value problem. Such
variational formulations are often termed hybrid.
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4.1.2 Weak statement of bulk solute balance, interfacial conﬁgurational force
balance, and local chemical equilibrium
Our next step is also nonstandard. Analogous to our variational treatment of the force
balance, we enforce the condition (2.27) of local chemical equilibrium using a scalar-
valued Lagrange multiplier k which may jump across the interface.6 Furthermore, as
opposed to formulating a weak statement that imposes the bulk and interfacial solute
balances (3.7)2 and (3.8)2, we formulate a weak statement that imposes the bulk solute
balance (3.7)2, the interfacial conﬁgurational balance (3.8)3, and the condition of local
chemical equilibrium. We begin by deﬁning a functional
G(u, p) =
∑
γ=α,β
∫
Rγ
1
2mγ |Gradu|2 dv −
∫
∂Rh
hu da+
∫
S
[[k(u− u)]] da. (4.3)
The requirement that this functional be stationary implies satisfaction of the bulk solute
balance (3.7)2, requires that the interfacial limits
+
u and
−
u of the diﬀusion potential
coincide and be equal to u (cf. (2.28)), viz.,
+
u =
−
u = u, (4.4)
and thus ensures satisfaction of the normal conﬁgurational force balance (3.8)3 and the
condition (2.27) of local chemical equilibrium, while providing identiﬁcations,
±
k =
±
mγGradu·n, (4.5)
of the interfacial limits of the Lagrange multiplier with the corresponding interfacial
limits of the normal component of the solute ﬂux.
We denote the spaces of suﬃciently regular diﬀusion potentials and Lagrange mul-
tipliers by Ap and Lp. The requirement that G be stationary yields the variational
boundary-value problem: ﬁnd u in Ap and k in Lp such that∑
γ=α,β
∫
Rγ
mγGradu·Gradw dv =
∫
(∂R)f
hw da−
∫
S
[[kw]] da,
∫
S
[[(u− u)l]] da = 0,


(4.6)
for all variations w of u and l of k belonging to suitable spaces of variations Vp and Lp.
4.1.3 Interfacial solute balance. Level-set formulation
We have presented variational formulations that lead to weak restatements of all of the
equations in (3.7) and (3.8) except the interfacial solute balance (3.8)2. Relying on
the expressions (4.5) determining the interfacial limits of the Lagrange multiplier k, we
impose (3.8)2 in the strong sense via
[[cγ ]]v = −[[k]]. (4.7)
We represent the interface as the zero-level set
S(t) = {x : ζ(x, t) = 0} (4.8)
6In practice, two independent Lagrange multipliers are employed and these are indeterminate away
from the interface. For the sake of convenience, we refer to these here as separate limiting values of a
single bulk ﬁeld k.
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of a function ζ and, following Osher and Sethian (1988), replace (4.7) with the evolution
equation
ζ˙ + v|Gradζ| = 0, (4.9)
where the extension velocity v is constrained to obey
v|ζ=0 = v = − k[[cγ ]] (4.10)
Further, we require that
Gradv ·Gradζ = 0, (4.11)
which is both necessary and suﬃcient (Sethian, 1996) to ensure that ζ is the signed
distance from the interface S. Since ζ is deﬁned throughout R, (4.9) is an evolution
equation over R.
4.2 Discretization with the XFE/LSM
4.2.1 Approximation for the motion y
Finite-element computations entail the projection of the solution space Am and the asso-
ciated space Vm of variations onto ﬁnite-dimensional subspaces Ahm and Vhm, and similarly
for the Lagrange multipliers. The Galerkin approximation of the variational boundary-
value problem stated in Section 4.1.1 reads: ﬁnd yh in Ahm and ph in Lhm such that
∑
γ=α,β
∫
Rγ
∂Wγ(Fh)
∂Fh
·Gradwh dv =
∫
(∂R)t
s·wh da+
∫
S
ph ·[[wh]] da,
∫
S
qh ·[[yh]] da = 0,


(4.12)
for all variations wh of yh and qh of ph belonging to Vhm and Lhm.
We use M to denote the total number of elements in the mesh and consider a regular
ﬁnite-element-triangulation Qh = ∪Me=1Qe, with Qh = R but with element edges chosen,
generally, to be independent of the interface geometry. Letting P j(Qe) denote the space
of complete polynomials of order less than or equal to j over element Qe, we introduce
{φi ∈ C0(Qh) : φi|Qe ∈ P j(Qe)}, (4.13)
where φi, i = 1, 2, . . . , are the nodal shape functions. We next consider the set of
overlapping subdomains {ωi} deﬁning the support of each nodal shape function and an
enrichment function g that possesses desirable approximation properties in the vicinity
of the interface. The approximation for the deformation is given by
yh(x, t) =
∑
i∈I
ci(t)φi(ξ(x))︸ ︷︷ ︸
classical approximation
+
∑
j∈J
ej(t)φj(ξ(x))g(x, t)
︸ ︷︷ ︸
enrichment
(4.14)
where ξ are the local element coordinates. In the above, I denotes the set of all nodes
in the mesh and J = {j ∈ I : ωj ∩ S = ∅} the set of nodes that form a partition of unity
for g (Melenk and Babusˇka, 1996).
16 J. Dolbow, E. Fried, H. Ji
As shown by Ji (2001), g must meet speciﬁc conditions to ensure optimal rates of
convergence in the energy norm and the local quantities of interest at the interface, such
as the jump [[mγGradu]] appearing in (3.8)2. Here, we use the characteristic function for
the β phase, in which case
g(x, t) = χβ(x, t) =
{
0 x ∈ Rα(t),
1 x ∈ Rβ(t).
(4.15)
As the discontinuity of χβ coincides with the phase interface, the choice g = χβ provides
a mechanism for the approximation (4.14) to represent the geometry of the interface
independent of the element boundaries.7 Furthermore, as the interface evolves, we update
the enrichment function and the set J ; no remeshing is performed.
With the preceding deﬁnitions, we introduce a set
{Φr}Nr=1 = {φi}NIi=1 ∪ {φjχβ}NJj=1, (4.16)
of linearly independent functions Φr; this set forms a basis for Ahm, where NI and NJ
denote, respectively, the number of elements in the sets I and J and N = NI +NJ . We
then represent Ahm as
Ahm = span{Φr}Nr=1. (4.17)
We employ a Bubnov–Galerkin approximation and use this same set of functions to
construct Vhm.8
The Lagrange multipliers are approximated by polynomial functions deﬁned on the
element interiors. Speciﬁcally,
Lhp = span{λi}Nli=1, with {λi ∈ P k(Se)},
where Se denotes the intersection of the interface with the element domain Qe. So, the
approximation for the Lagrange multipliers is written as a linear combination
ph(x, t) =
∑
i
pi(t)λi(x) (4.18)
of these functions. Details of the construction can be found in Dolbow et al. (2001) and
Ji et al. (2002). A similar approximation is employed for the variations qh.
Substitution of the above and (4.14) into (4.12) results in a nonlinear system of
equations in {ci, ej ,pi}. We employ the standard Newton–Raphson procedure and solve
the above with a sequence of linearized problems. These take the form
K(n)f ∆df = r
(n), (4.19)
with Knf the tangent stiﬀness matrix at iteration n, r
n the residual vector, and ∆df the
vector gathering the incremental degrees of freedom ∆ci, ∆ej , and ∆pi. After solving the
above, the solution is updated by cn+1i = c
n
i + ∆ci, e
n+1
j = e
n
j + ∆ej . The construction
of the tangent stiﬀness matrix and residual vector requires the accurate integration of
terms containing the classical and enriched basis functions over the element subdomains.
The standard element-based quadrature routines are modiﬁed for those elements wherein
the functions are discontinuous. Details for these modiﬁcations are provided by Dolbow
et al. (2000).
7Similar approaches have been employed by Krongauz and Belytschko (1998) and Sukumar et al.
(2001). However, these approaches use continuous enrichment functions.
8The construction of Vhm only employs those functions Φk which vanish on the Dirichlet boundary
(∂R)m.
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4.2.2 Approximation for the diﬀusion potential u
The Galerkin approximation to variational boundary-value problem stated in Section 4.1.2
reads: ﬁnd uh in Ahp and kh in Lhp such that∫
R
mγGraduh ·Gradwh dv =
∫
(∂R)f
hwh da−
∫
S
[[khwh]] da,
∫
S
[[(u− uh)lh]] da = 0,


(4.20)
for all variations wh of uh and lh and kh belonging to Vhp and Lhp.
The approximation for the diﬀusion potential takes a form,
uh(x, t) =
∑
i∈I
ai(t)φi(ξ(x)) +
∑
j∈J
bj(t)φj(ξ(x))χβ(x, t), (4.21)
in which {φi} is the set of nodal shape functions used in the approximation for the
motion. The above may be viewed as the scalar analog to (4.14). Here, the enrichment
allows the approximation uh to represent the arbitrary gradient discontinuities in the
diﬀusion potential across the interface. The approximation for the Lagrange multiplier
k takes a scalar form analogous to (4.18), viz.,
±
kh(x, t) =
∑
i
±
ki(t)λi(x). (4.22)
We again adopt a Bubnov–Galerkin approximation and write approximations for
the variations wh and lh in the forms similiar to (4.21) and (4.22), respectively. Upon
substituting the approximations into the discrete weak form (4.20) and invoking the
arbitrariness of the variations, we obtain a linear system of equations
Kudu = fu, (4.23)
where du gathers the degrees of freedom ai, bj , and ki.
4.2.3 Staggered solution strategy
Equation (4.9) is solved using a ﬁnite-diﬀerence stencil independent of the ﬁnite-element
mesh. The technique employs standard upwinding algorithms taken from those developed
for the solution of hyperbolic conservation laws. The details of the approach are given
by in Chopp (2001) and Ji et al. (2002).
We now describe the solution strategy for the full system. Assuming that all ﬁelds
and the geometry of the interface S are known at some time tn, the ﬁrst step it to advect
the level-set function through the system (4.9) and, thereby, to obtain the position of
the interface at tn+1. The nonlinear system (4.19) is then solved and the ﬁelds are post-
processed to obtain the interfacial diﬀusion potential through the normal conﬁgurational
force balance (3.8). Finally, the approximation for the diﬀusion potential is obtained by
solving (4.23), completing the determination of all bulk ﬁelds at time tn+1. The solution
of (4.23) also yields the approximation for the Lagrange multipliers. These are used at
time step tn+1 to evaluate the velocity of the interface through (4.7). The above process
is then repeated. This strategy is exact and does not require iteration within a time step.
The feasibility of the above solution strategy rests on the constitutive specializations
described in Section 3, which lead to equations in which the coupling between the defor-
mation and diﬀusion potential is solely through the interfacial conditions. In the more
general equations (2.52) and (2.53), the strong coupling of the bulk ﬁelds would require
an alternative strategy.
18 J. Dolbow, E. Fried, H. Ji
5 Application: Swelling of a spherical specimen
5.1 Constitutive specialization
To model the deformational response of the bulk phases, we now specify a bulk strain-
energy density Wγ for each phase γ. For simplicity, we assume that
Wγ(F) =
µγ
2
(|F|2 − 2J 23γ log det(J−
1
3
γ F)− 3J
2
3
γ )
+
λγJ
2
3
γ
4
(
(det(J−
1
3
γ F)− 1)2 + log2 det(J−
1
3
γ F)
)
+ J
2
3
γ wγ , (5.1)
with µγ > 0 and λγ > 0 mechanical moduli for phase γ and wγ constant.
To illustrate some features of this choice, we consider pure dilatations F = ξJ1/3γ I,
with ξ > 0, and introduce
Wγ(ξ) = Wγ(ξJ
1
3
γ I). (5.2)
Then, for all admissible ξ, direct calculations show that, by the assumed positivity of µγ
and λγ ,
Wγ(ξ) ≥ wγJ
2
3
γ and
d2Wγ(ξ)
dξ2
≥ 0. (5.3)
Hence, when restricted to pure dilatations, Wγ is bounded below by J
2/3
γ wγ and is convex.
Further, since
min
ξ>0
Wγ(ξ) = Wγ(1) = wγJ
2
3
γ , (5.4)
Jγ is the energetically-preferred dilatation for phase γ.
A sense of the relative importance of the moduli µγ and λγ is given by considering
the scaled diﬀerence
Wγ(ξ)− wγJ
2
3
γ
µγJ
2
3
γ
(5.5)
for a range of the dimensionless parameter µγ/λγ (Figure 2).
Since a strain-energy density can be determined only up to an arbitrary additive
constant, it is the diﬀerence
[[J
1
3
γ wγ ]] = J
1
3
β wβ − J
1
3
αwα (5.6)
rather than the individual values J
1
3
γ wγ that are important in what follows.
Next, an easy calculation shows that
∂Wγ(F)
∂F
= µγ(F− J
2
3
γ F−)
+
λγJ
2
3
γ
2
(
(det(J−
1
3
γ F)− 1) det(J−
1
3
γ F) + log det(J
− 13
γ F)
)
F−. (5.7)
Thus,
∂Wγ(F)
∂F
∣∣∣
F=J
1
3
γ I
= 0, (5.8)
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Figure 2: Relative importance of µγ and λγ to bulk strain-energy density.
and we conclude that phase γ is stress-free at the energetically-preferred dilatation F =
J
1/3
γ I.
Further, a lengthy calculation yields
∂2Wγ(F)
∂F2
= µγ(II + J
2
3
γ T(F−F−))
− λγJ
2
3
γ
2
((det(J−
1
3
γ F)− 1) det(J−
1
3
γ F)) + log det(J
− 13
γ F))T(F−F−))
+
λγJ
2
3
γ
2
((2 det(J−
1
3
γ F)− 1) det(J−
1
3
γ F) + 1)F−⊗F−, (5.9)
where HK, T, H⊗K are the fourth-order tensors deﬁned (Del Piero, 1979) so that, for
any second-order tensor A, (HK)A = HAK, TA = A, and (H⊗K)A = (K·A)H.
An immediate consequence of (5.9) is that
∂2Wγ(F)
∂F2
∣∣∣
F=J
1
3
γ I
= µγ(I I + T(I I)) + λγI⊗I. (5.10)
Thus, µγ and λγ correspond to conventional shear and Lame´ moduli for inﬁnitesimal
deviations from the stress-free state in phase γ. A more far-reaching consequence of
(5.9) is that, by the assumed positivity of µγ and λγ ,
a⊗b·
(∂2Wγ(F)
∂F2
a⊗b
)
= µγ(|a|2|b|2 + 2J
2
3
γ (F−1a·b)2)
+
λγJ
2
3
γ
2
(
1 +
(detF
Jγ
)2
− 1
2
log
(detF
Jγ
))
(F−1a·b)2 > 0. (5.11)
Thus, the strain-energy density of each phase is rank-one convex.
Without loss of generality, we assume that
Jβ = 1. (5.12)
Then, since α is the swelled phase, we must necessarily have
Jα > 1. (5.13)
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5.2 Kinematical specialization
We consider the problem of a traction-free specimen suspended in a solvent-rich reservoir
of solution with uniform diﬀusion potential. We assume that, in the reference conﬁgura-
tion, the specimen occupies the spherical region
R = {x : |x| ≤ R}. (5.14)
Writing
e =
x
|x| , (5.15)
the requirement that the specimen be traction-free yields
Se|∂R = 0. (5.16)
Further, writing U(t) for the value of the diﬀusion potential of the reservoir at time t,
we have
u|∂R = U. (5.17)
We restrict attention to circumstances in which the deformation and the diﬀusion
potential depend at most on radial position r = |x| and time t, viz.,
y(x, t) = y(r, t)e and u(x, t) = u(r, t). (5.18)
Consistent with these assumptions, we suppose that the interface is concentric, and write
S(t) = {x : |x| = s(t)} (5.19)
for its position at time t. Anticipating that swelling should proceed from the boundary
inwards towards the center of the specimen,
n = −e, K = GradSn = −2
s
, and v = −s˙. (5.20)
We use g′ to denote the partial derivative of a ﬁeld g with respect to r. Thus, by
(5.18)1, the deformation gradient has the particular form
F(r, t) = y′(r, t)e⊗e + y(r, t)
r
(I− e⊗e) (5.21)
and the associated Jacobian is given by
J(r, t) = detF(r, t) =
y2(r, t)y′(r, t)
r2
> 0. (5.22)
Since detF > 0, it follows that y must obey
y(r, t) ≥ 0 and y′(r, t) > 0, (5.23)
for 0 < r ≤ R, as well as
y(r, t) ∼ r and y′(r, t) ∼ 1 as r → 0. (5.24)
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5.3 Reduced governing equations
5.3.1 Bulk equations
In view of (5.7), (5.21), and (5.22),
∂Wγ(F)
∂F
= S‖e⊗e + S⊥(I− e⊗e), (5.25)
with
S‖(r, t) = µγ
(
y′(r, t)− J
2
3
γ
y′(r, t)
)
+
λγJ
2
3
γ D(r, t)
2y′(r, t)
(5.26)
and
S⊥(r, t) = µγ
(y(r, t)
r
− J
2
3
γ r
y(r, t)
)
+
λγJ
2
3
γ rD(r, t)
2y(r, t)
(5.27)
the components of radial and hoop stress, and (cf. (5.22))
D(r, t) =
J(r, t)
Jγ
(J(r, t)
Jγ
− 1
)
+ log
(J(r, t)
Jγ
)
. (5.28)
Thus, the deformational force balance (3.7)1 reduces to the scalar equation (r2S‖(r, t))′ =
2rS⊥(r, t), which, by (5.26) and (5.27), can be written as
(
µγr
2
(
y′(r, t)− J
2
3
γ
y′(r, t)
)
+
λγJ
2
3
γ r2D(r, t)
2y′(r, t)
)′
= 2µγ
(
y(r, t)− J
2
3
γ r2
y(r, t)
)
+
λγJ
2
3
γ r2D(r, t)
y(r, t)
. (5.29)
Similarly, by (5.18)2, the solute balance (3.7)2 simpliﬁes to
mγ
(
r2u′(r, t)
)′ = 0. (5.30)
5.3.2 Interfacial equations
On appealing to (5.25) and (5.20)1, the deformational force balance (3.8)1 reduces to the
scalar equation [[S‖]] = 0, which, by (5.26), can be written as
[
µγ
(
y′(s(t), t)− J
2
3
γ
y′(s(t), t)
)
+
λγJ
2
3
γ D(s(t), t)
2y′(s(t), t)
]
= 0. (5.31)
Similarly, by (5.18)2 and (5.20)1,3, the solute balance (3.8)2 simpliﬁes to
s˙(t) = − [[mγu
′(s(t), t)]]
[[cγ ]]
. (5.32)
Finally, by (5.1), (5.21), (5.25), (5.26), (5.27), and (5.20), the normal conﬁgurational
force balance (3.8) becomes
[[cγ ]]u(t) = − 2σ
s(t)
− 1
2
[
µγ
(
(y′(s(t), t))2 +
2y2(s(t), t)
s2(t)
+ 2J
2
3
γ log
(J(s(t), t)
Jγ
)
− 3J 23γ
)]
+
1
4
[
λγJ
2
3
γ
((J(s(t), t)
Jγ
− 1
)2
+ log2
(J(s(t), t)
Jγ
)
− 6D(s(t), t)
)]
+ [[J
2
3
γ wγ ]].
(5.33)
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In view of (5.18), the conditions (2.6) and (2.27) of coherency and local equilibrium
hold if and only if
[[y(s(t), t)]] = 0 and [[u(s(t), t)]] = 0. (5.34)
5.3.3 Boundary conditions
The asymptotic restriction (5.24) yields the condition
y(0, t) = 0 (5.35)
at the center of the specimen. By (5.25), the traction-free condition (5.16) reduces to
µα
(
y′(R, t)− J
2
3
α
y′(R, t)
)
+
λαJ
2
3
α J(R, t)
2y′(R, t)
= 0. (5.36)
The requirement that u be radially-symmetric requires that
u′(0, t) = 0. (5.37)
By (5.18)2, (5.17) becomes
u(R, t) = U(t). (5.38)
5.3.4 Initial condition
We suppose that the position of the interface is given initially, so that
s(0) = s0, with 0 ≤ s0 ≤ R. (5.39)
5.4 Analytical observations
Equations (5.29)–(5.39) form an initial-boundary-value problem for determining the bulk
deformation y, the bulk diﬀusion potential u, the interfacial position s, and the interfacial
diﬀusion potential u (with the understanding that u(s(t), t) = u(t) for each time t).
If s is treated as given, the bulk and interfacial deformational force balances (5.29)
and (5.31), the condition (5.34)1 of coherency, and the boundary conditions (5.35) and
(5.36) form a problem that might, in principle, be solved to determine y parametrically
in terms of s and the parameters µγ , λγ , and Jγ . Particular (time-independent) solutions
which can be easily veriﬁed are
y(r) = J
1
3
α r, (5.40)
corresponding to a specimen which is completely swelled (s = 0), and
y(r) = J
1
3
β r, (5.41)
corresponding to a specimen which is fully collapsed (s = R). However, for 0 < s < R,
we have not been able to determine y in closed form.
Nevertheless, the bulk solute balance (5.30), the condition (5.34)2 of local chemical
equilibrium, and the boundary conditions (5.37) and (5.38) can be solved easily to obtain
an expression
u(r, t) =


u(t), 0 < r ≤ s(t),
U(t)− s(t)(U(t)− u(t))
R− s(t)
(R
r
− 1
)
, s(t) ≤ r < R,
(5.42)
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for u in terms of s, u, and the diﬀusion potential U in the reservoir. This expression
shows that, at each time t, the diﬀusion potential of the collapsed phase is uniform and
equal to the interfacial diﬀusion potential u(t). Further, unless U(t) = u(t), (5.42) shows
that the diﬀusion potential of the swelled phase varies monotonically with r—decreasing
or increasing from the boundary value U(t) to the interfacial value u(t) when u(t) < U(t)
and u(t) > U(t), respectively.
Not covered by (5.42) are the (time-independent) states of complete swelling (s = 0)
and collapse (s = R) corresponding to ﬁelds y of the forms (5.40) and (5.41), respectively.
In both of these cases, (5.42) is replaced by the (time-independent) expression
u(r) = U. (5.43)
It follows that completely swelled and collapsed states can only occur if the diﬀusion
potential of the specimen is uniform and equal to that of the reservior.
As a simple consequence of (5.42), we may rewrite the interfacial solute balance (5.32)
in the form
s˙(t) = − mα
[[cγ ]]
R(U(t)− u(t))
s(t)(R− s(t)) . (5.44)
Together with the initial condition (5.39), (5.44) yields an initial-value problem for s.9
At any time t, the instantaneous kinetic response of the gel can be characterized by the
velocity s˙ of the interface. Bearing in mind (3.2), (3.4), and (5.44),
s˙(t)


< 0 if U(t) > u(t),
= 0 if U(t) = u(t),
> 0 if U(t) < u(t).
(5.45)
Hence, whether the specimen swells or shrinks at an instant t is dictated entirely by the
diﬀerence between the diﬀusion potential U(t) of the reservoir and the diﬀusion potential
u(t) in the collapsed phase. When u(t) < U(t), the interface moves toward the center of
the specimen, which increases in volume as the swelled phase grows at the expense of the
collapsed phase. When u(t) = U(t), the diﬀusion potential is uniform and the volumes
occupied by the phases are ﬁxed. When u(t) > U(t), the interface moves toward the
boundary of the specimen, which decreases in volume as the collapsed phase grows at
the expense of the swelled phase.
Returning to (5.44), we note that, provided the time-dependence of the diﬀerence
U − u is weak in the sense that
U(t)− u(t) ≈ U0, (5.46)
with U0 constant, then, bearing in mind the initial condition (5.39), the diﬀerential
equation (5.44) can be integrated in closed form to yield s. In the special case where
the specimen is initially collapsed, this expression predicts that the time required for
complete swelling of the specimen is ﬁnite and given by
τ =
[[cγ ]]R2
6mαU0
. (5.47)
Despite the unrealistic nature of the assumption (5.46), the prediction (5.47) of swelling
time concurs with experimental observations, which indicate that the time required for
complete swelling of a collapsed specimen scales with the square of the initial radius of
the specimen (Tanaka et al., 1985; Matsuo and Tanaka, 1989)
9Using the normal conﬁgurational force balance (5.33) in (5.44) leads to an alternative version of the
interfacial solute balance which, granted knowledge of y constitutes a nonlinear diﬀerential equation for
s. For brevity, we do not reproduce this equation here.
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Property Normalization Collapsed phase (β) Swelled phase (α)
cγ cγ 0.2 0.1
mγ
mγ T
R2(cβ − cα)Θ 0.001 0.002
σ
σ
R(cβ − cα) 0.01 0.01
µγ
µγ
(cβ − cα)Θ 200.0 100.0
λγ
λγ
(cβ − cα)Θ 10000 5000
Jγ Jγ 1.0 10.0
wγ
wγ
(cβ − cα)Θ 0.0 20.0
Table 1: Baseline material properties and parameters used in the parametric studies.
Normalized quantities are provided based on a gel with radius R = 1.00 cm, characteristic
swelling time T = 100 s, and characteristic diﬀusion potential Θ = 1.00 J.
5.5 Numerical results
In view of (5.42) and (5.44), the initial-boundary-value problem (5.29)–(5.39) is equiva-
lent to a reduced problem for y, u, and s and consisting of (5.29), (5.31), (5.33), (5.34)1,
(5.35), (5.36), and (5.39). This reduction occurs solely due to the radial symmetry of
the problem at hand. Under more general circumstances, (5.42) would replaced by an
integral representation for the diﬀusion potential and the corresponding reduced problem
would be nonlocal. With a view to studying problems involving specimens of arbitrary
geometry, we use the numerical method described in Section 4.2 to study the initial-
boundary-value problem (5.29)–(5.39).
In the sections that follow, we conduct studies that examine how particular material
parameters in the model inﬂuence the numerical predictions. The baseline quantities for
these studies, considering a gel with an initial radius of R = 1.00 cm, a characteristic
swelling time of T = 100 s, and a characteristic diﬀusion potential of Θ = 1.00 J, are
provided in Table 1. We begin by investigating static solutions that result on ﬁxing the
position of the interface along with the diﬀusion potential of the reservoir. We then study
problems in which the interface is allowed to evolve and equilibrate under the inﬂuence
of a given diﬀusion potential of the reservoir. Finally, we consider the response of the
specimen to cyclic changes of the diﬀusion potential of the reservoir.
5.5.1 Static two-phase states
Assuming that the value U of the diﬀusion potential of the reservoir is time-independent,
we consider the artiﬁcial problem of constructing solutions for given ﬁxed positions s of
the interface. In this case, the problem reduces to determining t-independent y and u
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from (5.29)–(5.38), excepting (5.32).
We ﬁrst examine the inﬂuence of the preferred dilation Jα > 1 of the swelled phase
and the mechanical moduli µγ and λγ on the net volumetric expansion of the specimen.
To quantify this change, we introduce the macroscopic swelling ratio
Q =
y3(R)
R3
. (5.48)
An upper bound Qmax for this ratio is provided by the completely-swelled state (5.40),
which yields Qmax = Jα. We note that this bound is independent of the mechanical
moduli µγ and λγ .
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analytical
y
/R
r/R
Figure 3: Normalized deformation for equally-spaced intervals of interfacial position along
the gel radius.
We now examine static two-phase states for a reservoir level of U = 1.0 J and in-
cremental interface positions corresponding to s/R = 1.0, 0.8, 0.6, 0.4, 0.2, and 0.0. The
dimensionless deformation y/R and diﬀusion potential u/Θ are shown in Figures 3 and 4.
The numerical approximation for the deformation exactly reproduces the solutions (5.40)
and (5.41) when the interface is ﬁxed at s = 0 and s = R, respectively. For 0 < s < R,
the numerical approximation for the diﬀusion potential is also seen to be indistinguish-
able from the analytically determined expression (5.42) for u. We note that when the
interface is located on the interior of the specimen, its position is clearly delineated by
discontinuities in both y′ and u′.
Figures 5–6 depict, for the same incremental interface positions used in plotting Fig-
ures 3–4, the dimensionless radial stress S‖/(µβ −µα) and the dimensionless hoop stress
S⊥/(µβ − µα) as functions of the dimensionless radial position r/R. These plots indi-
cate that the collapsed phase is not stress-free. The mismatch in material moduli at
the interface induces a compressive hoop stress in the swelled phase and a tensile hoop
stress in the collapsed phase, as shown in Figure 6. To satisfy force balance in the bulk,
this gives rise to a non-zero radial stress in the collapsed phase. Satisfaction of the bulk
deformational balance then entails a non-trivial radial stress in the collapsed phase.
From Figure 5, we observe that the interfacial force balance and traction-free bound-
ary condition are weakly enforced by the approximation. Finally, we remark that the
stress components are identical in the collapsed phase, i.e., S‖= S⊥ for r < s.
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Figure 4: Normalized diﬀusion potential at incremental interface locations.
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Chemically-induced swelling of hydrogels 27
For static two-phase states, the deformation ﬁeld y/R is a nonlinear function of both
the parameters Jγ and wγ as well as the moduli µγ and λγ . It is independent of the
diﬀusion potential U of the reservoir. To convey the complex relationships as concisely as
possible, we now examine how these properties inﬂuence the swelling ratio Q as a function
of s/R. Figure 7 plots Q−Qmax against (s/R)3 for various values of the parameter Jα.
The curves appear to be linear, and a simple analysis yields
Q−Qmax ≈ (1− Jα)
( s
R
)3
.
Equivalently, since Qmax = Jα and Qmin = 1, we may rewrite this as
Q−Qmax
Qmin −Qmax ≈
( s
R
)3
. (5.49)
A plot of the deviation from this relationship is shown in Figure 8 for the same choices
of Jα. Analogous studies indicate that the deviation is relatively insensitive to variations
in λγ , µγ , and wγ . The dilatation parameter Jα therefore appears to be the dominant
factor in determining the swelling ratio Q.
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Figure 7: Inﬂuence of Jα on swelling ratio.
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Figure 8: Deviation from scaling relationship (5.49) with various Jα.
5.5.2 Kinetics
We now present solutions to the initial-boundary-value problem (5.29)–(5.39). We begin
by considering the initial and boundary conditions
s0 = R, U = constant, (5.50)
corresponding to a specimen that is initially collapsed, with the diﬀusion potential of the
reservoir held constant.
As discussed in Section 5.4, the tendency for the specimen to shrink or swell depends
on the diﬀerence U − u of the diﬀusion potential U of the reservoir and that u on the
interface. If at some time t∗ these two quantities come into balance, i.e. u(t∗) = U , the
position of the interface comes to a rest and the system reaches a state of equilibrium.
Using the values of the material properties given in Table 1, we have obtained a series
of solutions to the above over a range of U . Figure 9 plots the equilibrium swelling
ratio Qeq for this range of diﬀusion potential of the reservoir. We note that for U below
a minimum level identiﬁed on the plot as Uc, the equilibrium state is identical to the
initial condition speciﬁed above and the gel remains as a single collapsed phase. Above
a threshold level identiﬁed as Uth, the equilibrium state corresponds to a gel that is fully
swelled. Hereafter, we refer to such a plot as the Q− U breakthrough curve.
Of the material parameters which enter our model, the Q − U breakthrough curves
are most sensitive to variations in Jγ , σ, and cγ . As implied by the normalization
used in Figure 9, the curves exhibit a simple scaling with the jump [[cγ ]] of the polymer
concentration between the swelled and collapsed phases. If [[cγ ]] is doubled, for example,
then both Uc and Uth decrease by half. The breakthrough curves for various Jα are shown
in Figure 10. Clearly, increasing Jα lowers both the equilibrium diﬀusion potential Uc
for the collapsed phase and threshold level Uth for the swelled phase. These curves were
generated for the various Jα while holding the remaining material parameters ﬁxed at the
values listed in Table 1. Similar breakthrough curves for various choices of the interfacial
energy density σ are shown in Figure 11. We note that a marked deviation from the curve
shown in Figure 9 is only observed when the dimensionless quantity σ/R[[cγ ]] becomes
suﬃciently large.
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Figure 9: A “breakthrough” curve for the equilibrium swelling ratio Qeq as a function of
constant reservoir potential U0. This curve is generated numerically by solving (5.52) for
a sequence of diﬀerent U0. The calculations are performed for a suﬃciently large interval
of time such that the interface comes to an equilibrium position, yielding Qeq.
-1000 -5000
0.2
0.4
0.6
0.8
1
(Q
e
q
−
Q
m
in
)/
(Q
m
a
x
−
Q
m
in
)
U0[[cγ ]]/Θ
Jα = 4.0
Jα = 6.0
Jα = 8.0
Jα = 10.0
Figure 10: “Breakthrough” curves for various Jα.
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With the data from the above breakthrough curves, we next examine the inﬂuence of
the material properties on the swelling kinetics by investigating solutions to (5.29)–(5.39)
with the boundary and initial conditions
s0 = R, U(t) = Uc + αH(t), (5.51)
where H is the Heaviside function. These conditions correspond to a specimen that is
initially in a collapsed equilibrium state and is subsequently subjected to a step change in
the reservoir potential. To trigger an eventual transition to a completely swelled state, we
set α = 1.05(Uth−Uc). Associated with this initial-boundary-value problem we introduce
a characteristic swelling time τ for the gel, deﬁned as the time at which s(τ) = 0.
Figure 12 plots the dimensionless interface position as a function of dimensionless
time for specimens with initial radii of 1.0 cm, 2.0 cm, 4.0 cm, and 8.0 cm. These curves
were obtained using the parameter values given in Table 1 and the values of Uc and Uth.
We note that these curves bear a strong qualitative resemblance to the experimental
results of Gehrke et al. (1992). Since T = 100 s, these results indicate swelling times on
the order of minutes for the centimeter-scale gels. Such swelling times are also consistent
with the experimental measurements of Gehrke et al. (1992).
We repeat the above calculations for the same set of initial gel radii and for Jα =
4.0, 6.0, 8.0, and 10.0. For each Jα, the values of Uc and Uth obtained from Figure 10
are employed in (5.51). The dimensionless characteristic swelling time is plotted against
the square of the gel radius in Figure 13. The results clearly indicate that τ ∼ R2, with
increasing Jα corresponding to faster characteristic swelling times.
As discussed in Section 5.4, the scaling τ ∼ R2 is expected if the diﬀerence U − u
is approximately constant. For comparison, Figure 14 shows the analytical prediction
given by (5.47) plotted alongside the numerical results for the limiting choices of Jα. For
the analytical prediction, the diﬀerence U − u was approximated as U − Uth. The plots
indicate that the analytical prediction yields swelling times that are approximately 50%
longer than those obtained numerically.
The diﬀerence between the analytical and numerical predictions is attributable to
the fact that U − u is not constant in time. A plot of this quantity, normalized by Θ, is
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Figure 12: Normalized interface position with time for gels of increasing radii.
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Figure 14: Comparison of numerical and analytical (5.47) characteristic swelling times.
0 0.25 0.5 0.75 10
500
1000
1500
2000
Jα = 4.0
Jα = 6.0
Jα = 8.0
Jα = 10.0
(U
−
u
)/
Θ
t/τ
Figure 15: Diﬀusion potential diﬀerence as a function of time for various Jα.
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shown for dimensionless time t/τ in Figure 15 for the same choices of Jα used to generate
Figure 13. This plot indicates that deviations from the scaling τ ∼ R2 are most likely to
occur during the early and late stages of the swelling. In particular, (U − u)/Θ increases
sharply as the characteristic swelling time τ is approached. In this regime, the interface
is nearing the center of the specimen and the ﬁrst term −2σ/s on the right side of (5.33)
is dominant.
The characteristic swelling time τ is also sensitive to the molecular mobility mα in
the swelled phase, [[cγ ]], and σ. The inﬂuence of the mobility mα on the characteristic
swelling time follows directly from (5.44). Doubling the mobility in the swelled phase
simply doubles the velocity of the interface, and therefore decreases the swelling time by
a factor of two. Similarly, the interface velocity is inversely proportional to the jump
[[cγ ]] in polymer chain concentration. As discussed above, the levels Uc and Uth are also
inversely proportional to [[cγ ]]. It follows that the characteristic swelling times obtained
using (5.51) are proportional to 1/[[cγ ]]
2.
The interfacial energy density σ does not inﬂuence the scaling τ ∼ R2 until the ratio
σ/R becomes suﬃciently large. The eﬀect is akin to surface tension dominating the local
force balance of ﬂuid interfaces at small length scales. In Figure 16, the dimensionless
characteristic swelling time t/τ is displayed for various choices of σ/R[[cγ ]]. We note
the slight deviation from τ ∼ R2 for suﬃciently large σ. In Figure 17, plots of the
dimensionless diﬀerence (U − u)/Θ of the diﬀusion potential of the reservoir and the
diﬀusion potential on the interface are shown for the same choices of σ/R[[cγ ]] used in
generating Figure 16. As σ is increased, so too does the variation in U − u. Although
we observe some deviation from τ ∼ R2 for these cases, the associated magnitude of σ
appears artiﬁcially large.
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5.5.3 Response to Cyclic Loading
We now consider solutions to (5.29)–(5.39) with the initial and boundary conditions
s0 = R, U(t+ T∗) = U(t), (5.52)
corresponding to an initially collapsed specimen that is subjected to a cyclic variation,
with period T∗, of the diﬀusion potential U of the reservoir. In particular, we discuss the
response to a sawtooth cycle with amplitude Θ∗ and minimum U0 (Figure 18).
U(t)
Θ∗
U0
T∗ tT∗2 T∗3
Figure 18: Excitation of diﬀusion potential on gel surface with period T and height Θ.
As U oscillates between Uc and Uth, our model predicts a hysteretic response in the
swelling ratio Q. To illustrate this, we consider the case where the minimum diﬀusion
potential of the reservoir is given by U0 = Uc + 0.40(Uth − Uc), Θ = 0.75(Uth − Uc),
and T∗ = τ/10. The swelling ratio Q is plotted against U in Figure 19. Subsequent
to an initial transient, the material response enters a limit cycle. Figure 20 compares
the diﬀusion potential on the boundary to that of the interface. The situation U > u
corresponds to increasing Q and similarly U < u to decreasing Q. We note that although
the diﬀusion potential of the reservoir exceeds the threshold Uth, the period T∗ of the
cycle is not large enough to trigger total swelling. From Figure 20, it appears that the
minimum of the diﬀusion potential u on the interface is shifted away from that of the
reservoir. In other words, there is a short interval of time during which U is increasing
with time while u is still decreasing. During this interval the interface is still moving
toward the boundary of the specimen, because U < u.
6 Summary and concluding remarks
With the emergence of technologies that rely on the novel swelling behavior of hydro-
gels comes a convincing need for physically accurate theories and numerical simulations
capable of capturing analyzing and predicting this behavior. To design micro-actuation
and sensing devices based on hydrogels, for example, predictions of swelling times and
available force densities will be critical. By the same token, purely phenomenological or
empirical models do not provide suﬃcient physical links to the various processes associ-
ated with the swelling of hydrogels. Without such links, the performance characteristics
of the gels cannot be “optimized” during fabrication.
Motivated by the above as well as recent experimental observations, we present a
new theory for describing the chemo-mechanical swelling behavior of hydrogels. This
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theory models the interface separating the swelled and collapsed phases of the gel by
a sharp surface of discontinuity. The polymer chains are treated as a solute with an
associated diﬀusion potential, and their concentration is assumed to be discontinuous
across the interface. The governing equations for the bulk phases and the interface are
then obtained by considering deformational force balance, conﬁgurational force balance,
and solute balance. A bulk dissipation imbalance, which represents the ﬁrst and second
laws under isothermal conditions, is also imposed as a means to provide restrictions on
constitutive equations.
As an approximation, the theory is specialized to the situation in which the motion
of the interface is slow compared to the diﬀusion in the bulk phases, as is suggested by
the experimental observations of Gehrke et al. (1992). This results a system of governing
equations where the coupling between the deformation and solute concentration is solely
through the normal conﬁgurational force balance which holds across the interface. This
system of evolution equations is then recast into an equivalent, hybrid variational form,
with the interfacial solute balance viewed within the framework of the level-set method.
We describe suitable approximations for the deformation and diﬀusion potential in the
context of the eXtended-Finite-Element/Level-Set Method (XFE/LSM). In particular,
local enrichment functions are employed to capture the discontinuities in the gradients
of the primary ﬁelds at the interface.
Finally, to ilustrate some features of the theory and its numerical approximation, the
swelling of a spherical specimen is studied. We consider a specimen whose boundary is
traction-free and is in contact with a reservoir of uniform chemical potential. To capture
the dramatic volume changes associated with swelling and collapse, we rely on a strain-
energy function which depends on the energetically preferred dilatation for each phase.
A series of parametric studies indicate good qualitative agreement with experimental
observations. Most notably, we predict characteristic swelling times that are proportional
to the square of the initial gel radius for a wide range of material properties. Previous
models that provided this result were based upon the assumption of collective diﬀusion,
which assumes that swelling occurs spontaneously throughout the material. In a further
departure from models based on the notion of collective diﬀusion, our model also predicts
a hysteretic response in the swelling ratio to cyclic variations of the diﬀusion potential
in the reservoir.
From the perspecitive of materials design, several key conclusions can be extracted
from our results. In particular, the results suggest that the response time for swelling
can be decreased in at least three ways:
(i) by designing the underlying polymer network such that the preferred dilatation Jα
in the swelled phase is as large as possible;
(ii) by increasing the mobility of the polymer chains in the swelled phase; and
(iii) by adjusting the solvent such that the jump [[cγ ]] in polymer concentration between
swelled and collapsed phases is maximized.
Obviously, a number of the above properties may not be independent, and only a detailed
comparison with careful experiments will reveal the ﬁdelity of our predictions.
We also remark that many stimulus-responsive gels swell in response to changes in
pH or temperature and that our framework could easily be extended to account for these
eﬀects.
As a caveat to the foregoing remarks, we emphasize that the assumption that the time
scale for swelling is much slower than that for bulk diﬀusion and the particular constitive
equations that we use may limit the applicability of our model. Further studies are
necessary to determine the extent and nature of any such limitations.
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Furthermore, our treatment of the boundary conditions for the gel surface neglects
eﬀects such as surface tension and the exchange of material, eﬀects which may be central
to the understanding of wrinkling and other surface patterns. Extension of the theory to
account for such eﬀects and numerical studies of two-dimensional problems is therefore
necessary.
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