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Chapter 1
Introduction
Collective excitations of physical systems such as extended objects are ex-
pressed by the conservation of charges which have the interpretation of overall
Poincare momenta and, in a supersymmetry context, their associated super-
charges. Generally, these overall charges do not describe intrinsic excitations
of the system; rather, their algebra reflects the symmetries and the topology
of a fixed ”background” where the system is propagating in. For genuine
Noether charges, this is true independent of whether the charges are con-
served or not (see chapter 2, section 2.1); if they are conserved, then the
Lagrangian describing the system shares the symmetry of the background
in the sense that the action of the symmetry group leaves the Lagrangian
invariant. It is for this reason that large classes of dynamical systems have
isomorphic algebras of overall Noether charges.
It need not be true, however, that the algebra of conserved charges coin-
cides with the algebra of Noether charges. If a Lagrangian transforms under
the group only semi-invariantly, this being a term that will be explained in
chapter 2, the conserved charges extend the Noether charge algebra by topo-
logical, central or non-central, charges. These charges measure the non-trivial
homology of the background spacetime as well as non-trivial topological con-
figurations of gauge fields in the Lagrangian. Now, on every configuration of
the system, i.e. on every solution of the underlying dynamical equations, each
charge takes on a certain real or Grassmann-value. This specific n-tupel of
values in turn distinguishes a class of configurations of the underlying theory,
namely those for which the collection of conserved charges produces the same
n-tupel of real or Grassmann-values. If the algebra of charges determines (on
exponentiation) a (super-)Lie group G, say, then we will refer to these dis-
tinguished classes of configurations as G-states (see section 4.17 in chapter
4), or simply states. We can now state that the major topic of this thesis is
the interplay of states that transform under a given (super-)Lie group, and
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the geometry and topology of the background in which the physical system
is evolving. In chapter 4 we will see that an important tool in handling these
problems in a classical context will be a mapping of phase spaces of different
topologies, which nevertheless ”look locally the same”; technically speaking,
we shall relate the dynamics on a topologically non-trivial phase space to the
dynamics on a covering phase space, by preserving the local structure of the
dynamics involved, ultimately in order to gain a better understanding of the
multiplets of states on the topologically nontrivial phase space.
Aspects of these ideas are worked out in chapters 2–4. The line of rea-
soning connecting the different chapters is as follows:
In chapter 2 we study classical solutions of D = 10 type II supergravity
describing extended objects commonly called D-p-branes. p-branes are soli-
tons carrying conserved charges that act as sources for antisymmetric gauge
fields in the underlying supergravity theory. D-p-branes arise from mixed
boundary conditions on open strings in type II string theory; they are in-
troduced as (p+ 1)-dimensional hypersurfaces in a spacetime, where open
strings are constrained to end on. A spacelike section of a D-brane can ac-
quire a finite volume in a spacetime with compact dimensions by wrapping
around non-trivial homology cycles of the spacetime. In this case the super-
translation algebra of conserved charges carried by the D-brane is extended
by topological charges. In chapter 2 we perform a ”naive” analysis of these
topological extensions of the modified Noether charge algebras carried by D-
branes. This analysis is called ”naive”, as, in the first place, we are assuming
that the brane is propagating in a flat 10-dimensional super-Minkowski space,
whose super-isometry group is maximal and coincides with the N = 2 super-
Poincare group in ten dimensions. This super-Minkowski space is known to
be a solution of massless type IIA supergravity in ten dimensions. Propa-
gation of the brane in this fixed background is described by a Lagrangian
which is semi-invariant under the supertranslation group; this means that
apart from a supersymmetric kinetic term, the Lagrangian contains a term
LWZ which arises from the pull-back of a (p+ 1)-form β on the target space
whose differential dβ is a nontrivial cocycle in the Chevalley-Eilenberg co-
homology on the super-translation group; consequently, the form β, which
is usually called a Wess-Zumino form, is not left-invariant. Physically, the
Wess-Zumino term in the Lagrangian describes the coupling of the extended
object to the various antisymmetric tensor fields in the underlying supergrav-
ity. The fact that β is not left-invariant gives rise to the algebra extensions
encountered in the sequel. This follows, since subjecting LWZ to supertrans-
lations produces de Rham cocycles on the worldvolume of the brane which
can be non-trivial, i.e. closed but not exact, provided that both the world-
volume and the background space time have nontrivial homology, and the
4
brane is wrapping around such homology cycles. These de Rham cocycles
make themselves apparent by central charges in the modified Noether charge
algebra which extend the supertranslation algebra on the super-spacetime.
Technically, these central charges arise as integrals of the non-trivial de Rham
cocycles over non-trivial homology cycles in the worldvolume of the extended
object. Further extensions can arise from gauge fields on the worldvolume
of the brane that are forced to transform under the supersymmetry group
on the super-Minkowski space in order to keep the kinetic term in the La-
grangian of the brane supertranslation-invariant. The analysis in chapter 2
shows how these extensions appear in principal by the mechanism just de-
scribed; in actuality, the central charges that describe non-trivial homology
of the target space all vanish in this case, since a flat super-Minkowski space
is topologically trivial, and has no nontrivial homology cycles (The exten-
sions that are solely due to the gauge field might still be non-zero, however).
Put it another way, assuming that some of the central charges pertaining to
spacetime homology that appear in the extension 2.233 are indeed nonzero
implies that the actual target space cannot be a flat super-Minkowski space,
but rather must be a compactified, and possibly non-flat, supergravity so-
lution. In this case, the isometry group of the actual target space will be
only a proper subgroup of the maximal supertranslation group in ten flat
spacetime dimensions. Therefore, the analysis of this chapter gives only a
general pattern, which has to be refined, once a compactified version of the
ten-dimensional target space has been chosen, which is why we have called
this approach ”naive”.
These considerations naturally lead us to the question how a compactified
spacetime can arise as a solution of an underlying supergravity; in particular,
is it possible to obtain a compactified spacetime from a non-compactified one,
without violating the property of being a solution to some underlying field
theory, say, a supergravity? Here a crucial point is that the supergravity field
equations are purely local; this means that once we have found a solution
to these equations, constructing identification spaces, typically orbit spaces
of the non-compactified solution under the free, properly discontinuous ac-
tion of a discrete subgroup of the isometry group of the non-compactified
version, must yield another solution to the underlying supergravity, simply
because identifying points of the spacetime under such a group action pre-
serves all local properties of the spacetime, changing only the global topol-
ogy. If the non-compactified solution was a manifold (and not itself a more
complicated topological space) then the compactified orbit space is again a
manifold. More generally, the non-compactified version is a covering space of
the compactified one. It is important to understand in which sense this con-
struction changes the global topology of the spacetime: The main statement
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here is that the fundamental group (and hence the first homology group)
becomes larger in the process of identification; the fundamental group of the
non-compactified spacetime becomes a normal subgroup of the fundamen-
tal group of the compactified version; and the quotient of the compactified
fundamental group over this normal factor basically gives the discrete group
whose orbits define the compactification. Another important classical re-
sult is that the higher homotopy groups of the spacetime are left invariant
in this process. However, higher homology groups can become non-trivial
as well. As an example, think of an r-dimensional torus factor in a com-
pactified spacetime, which gives rise to a non-trivial homology group Hr.
Although toroidal compactifications of a flat non-compactified spacetime are
conceptually very simple, they are nevertheless of central importance, since
an important result by [1] states that, in the flat case, it is precisely the class
of toroidally compactified spacetimes that are geodesically complete homoge-
neous spaces; in this case the discrete group acting on the non-compactified
flat version is a group of pure translations. This result is a special case of a
more general beautiful structure theorem about flat connected homogeneous
geodesically complete pseudo-Riemannian manifolds proven on p. 135 in [1].
If a compactified spacetime arises as an orbit space from an n-dimensional
covering spacetime as discussed above, it is comparatively easy to obtain
the precise form of the (bosonic part of the super-) isometry group of the
compactified version from the larger isometry group of the covering space; in
particular this means that global aspects of the residual isometry group can
be computed. It it for this reason that we have mainly worked with Riemann-
flat spacetimes in chapters 2 and 3. In chapter 4 we made no assumptions
about curvature properties of the underlying manifolds, however, so that the
results derived in this chapter hold in full generality.
It is a well-known result that, if Γ denotes a discrete subgroup of the
larger isometry group which acts on a covering spacetime, then the isome-
try group of the orbit space, i.e. the compactified version, is given by the
quotient N (Γ) /Γ, where N (Γ) denotes the normalizer of the group Γ in
the larger isometry group (for an explanation of the term ”normalizer” see
chapter 3). The bosonic part of the isometry group of the compactified
spacetime in this construction typically has the structure of a product of a
lower-dimensional (super-)Poincare- or Galilei-group with a discrete or Lie
group which describes internal symmetries. In particular, this is true if the
group Γ is a discrete group of translations acting on a flat Minkowski-type
covering space. In this case the resulting compactification is a Cartesian
product of a flat (n−m)-dimensional space with an internal m-dimensional
torus. – This approach via the normalizer does not explain the reduction of
the number of supersymmetry generators, however. A precise investigation
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of this point must involve global computations of Killing spinors equations,
and has to examine whether the bosonic part of the supermanifold admits
a spin structure. These considerations are outside the scope of this work,
however.
In a torus-compactification of a Riemann-flat spacetime, one can distin-
guish two major cases, according to whether all basic lattice vectors of the
group Γ are spacelike, or whether one of these lattice vectors is lightlike
(timelike lattice vectors are not considered in this work, as they give rise to
a compact time direction; see, for example, [2] and the references therein).
It is fairly well-known that if all m basis vectors are spacelike, the ”external”
spacetime is an (n−m) -dimensional (super-) Minkowski spacetime, and the
restriction of the metric to the internal torus is Euclidean. Furthermore, the
associated isometry group is a direct product of a lower-dimensional (n−m)-
dimensional ”external” (super-) Poincare group and a semidirect product of
a discrete rotation group with a product U (1)m, this last factor describing
the translational symmetries of the internal torus. In chapter 3 we have per-
formed an analogous investigation for the case that one lattice vector in the
group Γ is lightlike, with the purpose to understand the precise structure
of the resulting isometries, including possible discrete transformations. The
analysis reveals the somewhat unexpected result that the resulting isometry
group admits a natural extension to a semigroup. The semigroup transfor-
mations form a discrete set isomorphic to the positive natural numbers with
multiplication as composition, and arise from the fact that the metric of the
covering spacetime when restricted to the subspace spanned by the lattice
vectors generating Γ is degenerate. In this case the compactified spacetime
is again a Cartesian product of some Rn−m times an internal torus, but the
restriction of the metric to both the external and the internal factor is now
degenerate. The Lie algebra of the isometry group of the compactified space-
time turns out to be the direct sum of an Abelian Lie algebra isomorphic to
Rm−1 and a centrally extended Galilei algebra in (n−m− 1) dimensions.
The semigroup transformations correspond to discrete transformations gen-
erated by the ”mass” generator which spans the central extension of the
extended Galilei group. As the mass generator commutes with all other
generators of the Lie algebra, its quantum version should provide a super-
selection operator for the spacetime degrees of freedom of the theory. This
means that the discrete winding numbers of the lightlike torus around it-
self should label noncoherent, i.e. non-superposable, subspaces of physical
states in the overall Hilbert space of a system defined on this compactified
spacetime.
The motivation for the developments in chapter 4 lies again in the results
of chapter 2 on topological extensions of Noether charge algebras: We may
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naturally pose the question on which kind of space such an extended algebra
is represented or realized. In a quantum context the answer would normally
be straightforward; we would assume that the overall Hilbert space of states
of the theory containes physical subspaces, each of which is labelled by the
collection of (conserved) values of the topological generators. This would
be even more natural, as the topological charges typically take on discrete
values, according to the fact that they represent winding numbers, degrees of
maps, or are associated with Chern classes of gauge fields, as in formula 2.233
of chapter 2. But what would be the analogous classical construction? Before
we can think about this problem we must understand what we mean by saying
that a physical state transforms under a symmetry group G. Again, in the
quantum context the answer is comparatively simple. A state transforming
under a group G, or a G-state, is an element of a subvector space of an overall
Hilbert space which serves as a carrier space for an irreducible representation
of G. If eiB is an irreducible representation of G on this carrier space, and
|ψ〉 is a state vector in this subspace, then the mean value of the observable
A, being an element of the Lie algebra of G, on the transformed state eiB |ψ〉
is
〈A〉eiB|ψ〉 =
〈
Ad
(
e−iB
)
A
〉
|ψ〉 . (1.1)
The last two statements can be transferred into the classical domain as fol-
lows: Irreducibility means that the group acts transitively on a certain sub-
space of states (we learned this from [3]); but transitivity of a group action
is a meaningful concept in the classical context as well. Also formula (1.1)
has a classical counterpart, given by the Ad (G)-transformation behaviour
of global moment maps associated with the action of G, as defined in sec-
tion 4.12 of chapter 4. With the help of a global moment map one can
partition the underlying phase space into subsets such that the dynamics of
every physical system that is G-invariant (which means that the Hamilto-
nian Poisson-commutes with all phase space functions representing the Lie
algebra of the group G) lies completely in one of these subsets; this follows,
since the moment map is constant on each of these subsets, and hence all
generators of G are conserved on trajectories that lie entirely in one of these
subsets. These subsets coincide with the G-states described in the second
paragraph of this introduction. Now the following problem arises: On a
phase space, or more general, on a symplectic manifold, a global moment
map associated with a symplectic group action is available only if the phase
space is simply connected. But this is not true in general for the phase spaces
we are concerned in this work, as these spaces will have non-trivial topology
in general. However, symplectic group actions can be defined on non-simply
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connected phase spaces as well, and clearly, the concept of conserved charges
makes sense also on a phase space with non-trivial topology. In chapter 4 we
therefore take up the problem of how one can define G-states as defined by
moment maps on such a space. The non-simply connectedness is an obstruc-
tion to the existence of global moment maps; we will show, however, how
one can remove this obstruction be transferring the dynamics to a universal
symplectic covering manifold, on which a global moment map exists. This
construction is based on the fact that a covering projection is a local dif-
feomorphism which can be regarded as a local symplectomorphism between
simply connected and non-simply connected phase spaces. In turn, one can
define G-states on the compactified phase space via the notion of G-states
on the covering space. At the end of chapter 4 it is shown, then, that the
G-states on the compactified phase space and its covering space are related
by an identification map, where states on the covering space are identified
under the action of the deck transformation group of the covering. This
works out successfully some aspects of the idea that was alluded to at the
beginning of this introduction, which proposed that the multiplet structure
of states living on a topologically non-trivial phase space can be related to
multiplets on a phase space whose topological structure is simpler: Namely,
such a simplifying construction is available whenever the non-trivial homol-
ogy of a phase space can be traced back to the fact that the phase space is
an orbit space of a topologically simpler symplectic covering manifold.
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Chapter 2
Topological extensions of the
algebra of Noether charges
Introduction
Topological extensions of the algebra of Noether currents and correspond-
ing Noether charges have been studied in the past by a number of authors
[4, 5]. In [4] the extensions of the algebra of Noether and modified Noether
charges carried by supersymmetric extended objects have been examined;
furthermore, it has been pointed out that the origin of these modifications
is the Wess-Zumino term in the Lagrangian of the extended object. In [5]
the algebra of the Noether supercharges of the M-5-brane was derived, and
it was observed that not all central charges occuring in the superalgebra ex-
tension are entirely due to the Wess-Zumino term; it was shown that another
contribution to the central charges originates in the presence of a gauge field
potential on the worldvolume of the M-5-brane, which takes part in the ac-
tion of the superPoincare group acting on the target space. In this chapter
we shall prove a theorem explaining that this is a general feature for a whole
class of Lagrangians containing a gauge potential on the worldvolume which
is forced to transform under a Lie group that acts on the target space of the
theory; in this case even the algebra of the (unmodified) Noether charges
suffers modifications, which otherwise would close into the original algebra
of the group that acts on the target space, possibly up to a sign, which is a
consequence of whether the group acts from the left or from the right.
In this chapter we have performed an analysis of the extensions of the
superalgebra of Noether and modified Noether charges carried by D-p-branes
in a IIA superspace. In doing so, however, we have faced a number of diffi-
culties which could not be illuminated by consulting the literature; in section
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2.1 we therefore provide an introduction to the basic concepts of the alge-
bra of Noether currents, Noether charges, and associated modified currents
and charges, which might arise from a Lagrangian transforming as a semi-
invariant under the action of the group. We show that for a left action
the algebra of the associated Noether charges always closes to the original
algebra, regardless of whether the Lagrangian is invariant under the trans-
formation or not; we derive the action of the Noether charges on the currents
and show that for a left action the Noether currents transfom in the ad-
joint representation of the group. We then extend this analysis to the case of
semi-invariant Lagrangians and examine carefully under which circumstances
certain contributions to the Poisson brackets of the modified currents van-
ish or may be neglected; this question is not always fully adressed in the
literature, and becomes even more non-trivial in the case of having a gauge
field present on the worldvolume, since the gauge field degrees of freedom
are subject to primary and secondary constraints (in Dirac’s terminology).
We analyze the constraint structure of a theory possessing such a gauge field
on the world-volume; the results apply to D-branes and M-branes as well.
We derive conditions under which the additional charges obtained so far are
conserved and central. We finish the first section with showing how modifi-
cations of the Noether charge algebra arise from the presence of such a gauge
field, even if the modifications of the charge algebra due to semi-invariant
pieces in the Lagrangian are not yet taken into account.
In section 2.5 we apply these ideas to derive the extensions of the algebra
of modified Noether charges for D-p-brane Lagrangians in IIA superspace.
We first derive a general form of these extensions applicable for the most
general forms of gauge fields (NS-NS and RR) on the superspace; then we
choose a particular background in putting all bosonic components of the
gauge fields to zero, and taking into account that the remainder are subject
to superspace constraints which allow to reconstruct the leading components
of the RR gauge field strengths unambiguously. In doing so we must check
whether the RR field strengths thus derived actually satisfy the appropriate
Bianchi identities; we find that this question can be traced back to the validity
of a set of generalized Γ-matrix identities; it is known that the first two
members in this set are actually valid; as for the rest we derive a necessary
condition using the technique that has been applied in similar circumstances
previously, see [6, 7], and find that it is satisfied. The extended algebra thus
derived contains topological charges that probe the existence of compact
spacetime dimensions the brane is wrapping around; furthermore, which is a
new feature here, we find that central charges show up that probe the non-
triviality of the worldvolume regarded as a U (1)-bundle of the gauge field
Aµ; we find that for the D-4-, 6- and 8-branes there exist central charges
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originating in the Wess-Zumino term that can be interpreted as probing the
coupling of these non-trivial gauge-field configurations to compact dimensions
in the spacetime; they are zero if either there are no compact dimensions, or
the brane is not wrapping around them, or the U (1)-bundle is trivial, which
requires the gauge field configuration to be trivial. As for the D-2-brane
such a coupling of spacetime topology to the gauge field is only present in
the central charges that stem from the fact that the gauge field transforms
under supersymmetry; they have nothing to do with the Wess-Zumino term;
for the special case of a D-2-brane given by R × S2, where R denotes the
time dimension, we find that the algebra can contain the charge of a Dirac
monopole of the gauge field; this result is very neat, so we present it here:
{Qα, Qβ} = 2 (CΓm)αβ · Pm − 2i (CΓ11Γm)αβ · Y m −
− i (CΓm2m1)αβ · Tm1m2 − 2i (CΓ11)αβ · 4πg .
Here Y m is a central charge that couples the canonical gauge field momentum
to compact dimensions in the spacetime allowing for 1-cycles in the brane
wrapping around them; Tm1m2 probes the presence of compact dimensions
in spacetime the brane wraps around, i.e. allowing for 2-cycles wrapping
around them, and g is the quantized charge of a Dirac monopole resulting
from the gauge field.
2.1 Actions of a Lie group and associated Noether
charges
2.1.1 Noether currents
Let (xµ) = (t, σr), µ = 0, . . . , p; r = 1, . . . , p denote coordinates on a (p+ 1)-
dimensional manifold (”worldvolume”) W . Here t refers to a ”timelike” co-
ordinate, σr refers to ”spacelike” coordinates. Let W (t) denote the hyper-
surfaces in W with constant t. Let L = L (φ, ∂µφ) be a Lagrangian of a field
multiplet multiplet φ = (φi) defined onW , with unspecified dimension. The
objects (φi) are regarded to be coordinates on a target space Σ; at present we
do not make any further assumptions on the precise nature of Σ. Let G be a
Lie group with generators TM ∈ Lie (G), where Lie (G) is the Lie algebra of
G; the generators TM act on φ
i according to φ 7→ δMφ = (δMφi); here δMφi
are the components of the vector field T˜M induced by the generator TM on
Σ, i.e., the action of et·TM defines a flow (φ, t) 7→ (et·TMφ)i, which generates
12
the vector field [8]
d
dt
(
et·TMφ
)i∣∣∣∣
t=0
∂
∂φi
=
(
T˜M
)i∣∣∣∣
φ
∂
∂φi
=
(
δMφ
i
) ∂
∂φi
= T˜M . (2.1)
For a right action the map Lie (G) ∋ X 7→ X˜ , which sends an element
of the Lie algebra of G to an induced vector field on Σ, is a Lie algebra
homomorphism into the set of all vector fields on Σ endowed with the Lie
bracket as multiplication:
[˜X, Y ] =
[
X˜, Y˜
]
. (2.2)
For a left action this is true for the map Lie (G) ∋ X 7→ −X˜ , since in this
case
[˜X, Y ] = −
[
X˜, Y˜
]
. (2.3)
Now denote the expression for the equations of motion for the fields φi by
(eq,L)i :=
∂L
∂φi
− ∂µ ∂L
∂∂µφi
, (2.4)
then the action of the generator TM on L takes the form
δML = δMφi · (eq,L)i + ∂µjµM , (2.5)
where
jµM = δMφ
i · ∂L
∂∂µφi
(2.6)
is the Noether current associated with TM . If sol (L) denotes a solution to
the equations of motion (eq,L)i = 0, we have
[δML = ∂µjµM ]sol(L) , (2.7)
i.e. on the solution sol (L). Now assume that L = L0 + L1, where L0 is
invariant under G, δML0 = 0. Then
δML1 = δMφi · (eq,L0 + L1)i + ∂µjµM , (2.8)
where
jµM = δMφ
i · ∂L0
∂∂µφi
+ δMφ
i · ∂L1
∂∂µφi
=: jµ0,M + J
µ
M . (2.9)
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Therefore,
δML1 = δMφi · (eq,L0 + L1)i + ∂µ
(
jµ0,M + J
µ
M
)
, (2.10)
and [
δML1 = ∂µ
(
jµ0,M + J
µ
M
)]
sol(L0+L1) . (2.11)
This is to be compared with
0 = δMφ
i · (eq,L0)i + ∂µjµ0,M , (2.12)
and [
0 = ∂µj
µ
0,M
]
sol(L0) . (2.13)
Since [
∂µj
µ
0,M
]
sol(L0+L1) 6=
[
∂µj
µ
0,M
]
sol(L0) = 0
in general, we see that jµ0,M is no longer conserved in the presence of L1,
although it is conserved on the critical trajectories of L0. Neither is the total
current conserved,
[δML1 = ∂µjµM ]sol(L0+L1) .
To proceed, we now specify the action of G on L1: We assume that, under
the action of G, L1 transforms as a total derivative on- and off-shell, i.e.
without using the equations of motion. Then L1 is said to be semi-invariant
under the action of G. This means that
δML1 = ∂µUµM , (2.14)
for some functions UµM of the fields and its derivatives. This gives, using
(2.10),
0 = δMφ
i · (eq,L0 + L1)i + ∂µ (jµM − UµM) ,
and we see that the modified current
j˜µM := j
µ
M − UµM (2.15)
is conserved on the critical trajectories of L0 + L1, i.e.
∂µj˜
µ
M = 0 . (2.16)
Note that in this case the conserved current is no longer a Noether
current.
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2.1.2 Algebra of Poisson brackets
The Poisson brackets of the zero components j0M of the total Noether cur-
rents jµM associated with the action of TM on some Lagrangian L satisfy the
Lie algebra of G, possibly up to a sign, regardless of whether L is invariant
or not. This can be proven by introducing canonical momenta
Λi :=
∂L
∂φ˙i
,
so that
j0M = δMφ
i · Λi . (2.17)
Let C KMN denote the structure constants of the Lie algebra Lie (G) of G, i.e.
[TM , TN ] = C
K
MN · TK ,
where [·, ·] denotes a (graded) commutator. Working out the Poisson bracket
we get
{
j0M (t, σ) , j
0
N (t, σ
′)
}
PB
= −δMφi∂δNφ
j
∂φi
Λj δ (σ − σ′) + δNφj ∂δMφ
i
∂φj
Λi δ (σ − σ′) .
(2.18)
where {·, ·}PB denotes a (graded) Poisson bracket with canonical variables
φi, Λi. If we now use the results from (2.1) we find
(2.18) = −
[
T˜M , T˜N
]i
Λi δ (σ − σ′) .
Taking account of (2.2, 2.3) this gives{
j0M (t, σ) , j
0
N (t, σ
′)
}
PB
= ±C KMN · j0K (t, σ) · δ (σ − σ′) , (2.19)
where ”+/−” refers to a left / right action. If we define associated Noether
charges
QM (t) :=
∫
W (t)
dpσ · j0M (t, σ) , (2.20)
then the once integrated version of (2.19) is{
QM , j
0
N
}
PB
= ± j0K · ad (TM)KN , (2.21)
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where ad (T ) denotes the adjoint representation of the Lie algebra element
T . This now means that the total Noether currents span the adjoint repre-
sentation of G in the case of a left action. Moreover, in this case a further
integration of (2.21) yields back the algebra we have started with,
{QM , QN}PB = ±C KMN ·QK . (2.22)
We omit the subscript PB in what follows, and reintroduce it only when
there is danger of confusion with an anticommutator.
Now we look at the situation when the Lagrangian contains a semi-
invariant piece L1. In this case the conserved currents are j˜µM = jµM − UµM ,
and their zero components have Poisson bracket relations{
j˜0M (t, σ) , j˜
0
N (t, σ
′)
}
=
{
j0M , j
0
N
}− {j0M , U0N}− {U0M , j0N}+ {U0M , U0N} .
(2.23)
The brackets {j0M , U0N} = {δMφiΛi, U0N} are always unequal zero when U0N
is not a constant, since the presence of the canonical momenta amounts to
derivatives with respect to the fields on U0N . However, the brackets {U0M , U0N}
are also non-vanishing in general; although in the Lagrangian description they
contained only fields φi and their derivatives, the shift to the Hamiltonian
(first order) picture amounts to inverting the relations
Λi =
∂L
∂φ˙i
(φ, ∂0φ, ∂rφ)
for ∂0φ
i, which gives φ˙i = Φi (φ, ∂rφ,Λ), where r, s = 1, . . . , p refers to the
”spatial” coordinates on W . Therefore,
U0M (φ, ∂µφ) −→ U0M (φ,Φ (φ, ∂rφ,Λ) , ∂sφ) = Û0M (φ, ∂rφ,Λ) ,
so that after Legendre transforming the U0M do depend on the canon-
ical momenta, which makes their mutual Poisson brackets in general non-
vanishing. Note that the ”hatted” Û0M is of course a different function of
its arguments than U0M which makes itself manifest when we are performing
partial or functional derivatives, respectively. Therefore, in a Poisson bracket
we are always dealing with Û0M ; outside a Poisson bracket we can replace Û
0
M
by U0M , as we shall do in the following.
Now we subtract and add ±C KMN ·U0K (t, σ) · δ (σ − σ′) on the right hand
side of (2.23), and use (2.19). This gives us{
j˜0M (t, σ) , j˜
0
N (t, σ
′)
}
= ±C KMN · j˜0K (t, σ) · δ (σ − σ) + S˜0MN +
{
Û0M (t, σ) , Û
0
N (t, σ
′)
}
,
(2.24)
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with the ”anomalous” piece
S˜0MN+
{
Û0M (t, σ) , Û
0
N (t, σ
′)
}
= −
{
j0M (t, σ) , Û
0
N (t, σ
′)
}
−
{
Û0M (t, σ) , j
0
N (t, σ
′)
}
±
± C KMN · U0K (t, σ) · δ (σ − σ′) +
{
Û0M (t, σ) , Û
0
N (t, σ
′)
}
. (2.25)
Let us compute the brackets
{
j0M , Û
0
N
}
for the special case that the action
of G on covectors Λi is specified so as to make expressions like φ˙
iΛi trans-
forming as scalars under the group operation; this means that Λi transform
contragrediently to φi,
δMΛi = −Λj ∂δMφ
j
∂φi
. (2.26)
To see that this specification leaves φ˙iΛi invariant we apply δM ,
δM
(
φ˙iΛi
)
=
(
δM
d
dt
φi − φ˙j ∂δMφ
i
∂φj
)
Λi ;
if we assume now, as usual, that δM commutes with ∂µ the expression in the
bracket vanishes. We find{
j0M (t, σ) , Û
0
N (t, σ
′)
}
= −δMU0N · δ (σ′ − σ) +
∂
∂σr
[
δMφ
i ∂Û
0
N
∂∂rφi
· δ (σ′ − σ)
]
.
(2.27)
Double integration of the second term over W (t), t = const., yields∫
W (t)
dpσ · ∂
∂σr
[
δMφ
i ∂Û
0
N
∂∂rφi
]
=
∫
∂W (t)
dAp−1r · δMφi
∂Û0N
∂∂rφi
, (2.28)
where dAp−1r is a (p− 1)-dimensional area element. We must deal with this
surface term appropriately. The manifold W (t) can be infinitely extended
in all spatial directions, or some of these spatial directions may be compact.
To avoid bothering with the surface terms we assume from now on that the
integrands of surface contributions vanish sufficiently strong at the boundary
∂W (t), i.e. at points which lie at infinite values of the non-compact coor-
dinates. As a special case this includes the possibility that W (t) is closed,
which implies that all spatial coordinates σµ are compact.Furthermore we
assume that all expressions in a total derivative, such as on the left hand side
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of (2.28), are smooth and defined globally on W . (The emphasis on being
globally defined is of course to prevent us from situations where Stokes’ the-
orem is not applicable, i.e. ”surface terms cannot be integrated away”; this
can be true for the topological current to be defined below). Under these
circumstances all surface terms vanish, and we obtain for the current
algebra{
j˜0M (t, σ) , j˜
0
N (t, σ
′)
}
= ±C KMN · j˜0K (t, σ) · δ (σ − σ′) + S˜0MN +
{
Û0M (t, σ) , Û
0
N (t, σ
′)
}
,
(2.29)
S˜0MN (t, σ, σ
′) =
[
δMU
0
N − δNU0M ± C KMN · U0K
] · δ (σ − σ′) + (total derivatives) ,
(2.30)
with the total derivatives from (2.27). Let us now define
QM (t) :=
∫
W (t)
dpσ · j˜0M (t, σ) , (2.31)
SµMN (t, σ) = δMU
µ
N − δNUµM ± C KMN · UµK , (2.32)
ZMN (t) :=
∫
W (t)
dpσ · S0MN (t, σ) . (2.33)
Note that the charge QM (t) = QM is no longer a Noether charge, since it is
defined through the conserved current j˜0M rather than the Noether current
j0M . It is conserved, however, due to (2.16). We show now that ZMN is
conserved as well.
2.1.3 Conservation of the new charges
To prove this, observe that δM commutes with ∂µ; therefore we can write
∂µS
µ
MN = δM∂µU
µ
N − δN∂µUµM ± C KMN · ∂µUµK =
=
(
δMδN − δNδM ± C KMN · δK
)L1 . (2.34)
If we work out the double variation we find that the last expression vanishes
due to
[δM , δN ]L = [δM , δN ]φi · Lφi + ∂µ [δM , δN ]φi · L∂µφi .
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This can be seen yet in another way: On account of [∂µ, δM ] = 0, δN = T˜N
acts on coordinates φi in the same way as it acts on ∂µφ
i. Therefore we can
replace the δ′s in the round bracket in (2.34) by vector fields T˜N , which yields
δMδN − δNδM ± C KMN · δK =
[
T˜M , T˜N
]
± C KMN · T˜K =
= ∓ ˜([TM , TN ]− C KMN · TK) = 0 ,
according to the algebra of the generators (TM). What we have shown is
∂µS
µ
MN = 0 , (2.35)
which is the local conservation law for the charge ZMN (t) defined in (2.33).
Using the definitions (2.31, 2.33), we find on double integration of (2.29)
(and on assumption that this integration is defined)
{QM , QN}PB = ±C KMN ·QK + ZMN +
∫
W (t)
dpσ dpσ′ ·
{
Û0M (t, σ) , Û
0
N (t, σ
′)
}
.
(2.36)
We see that our original algebra has been extended by conserved charges
ZMN ; however, unless the Poisson brackets
{
Û0M , Û
0
N
}
vanish, this extension
does not close to a new algebra!
2.2 Coset spaces of Lie groups as target spaces
2.2.1 Closure of the algebra extension
In order to proceed further we now make more detailed assumptions about
the structure of the target space and the geometric origin of the invariant and
semi-invariant pieces in the Lagrangian. We assume that the target space is
now the group G itself, with coordinates φi. More generally, we could have
that G is a subgroup of a larger group G˜, which contains yet another subgroup
H : G,H ⊂ G˜. Then Σ could be the coset space G˜/H , and G would act on
elements of Σ = G˜/H by left or right multiplication. This is the situation
we shall consider later, where G˜ = superPoincare in D = 10 spacetime
dimensions, G is the subgroup generated by {Pm, Qα}, i.e. the generators
of Poincare- and super-translations, and H is the subgroup SO (1, 9). If the
objects Qα build two 16-component spinors with opposite chirality, then the
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coset space Σ is type IIA superspace. However, for the purpose of illustrating
of how topological currents emerge we shall in the following refrain from any
graded groups, algebras, or whatsoever, and restrict ourselves to the simpler
case of Σ = G.
The fields φi on W accomplish an embedding emb : W → Σ of W
into Σ by emb (x) =
(
φ1 (x) , . . . , φdimG (x)
)
. From now on we call W the
”worldvolume”, following standard conventions. If the hypersurfaces W (t)
are closed then the same holds for their images in Σ, since ∂ [embW (t)] =
emb [∂W (t)] = ∅. In other words, the images embW (t) are p-cycles in Σ
in this case. We assume that the previously made assumptions concerning
surface terms in integrands still hold, and that those spatial dimensions of
W (t) which are not infinitely extended are closed. Furthermore we assume
that the semi-invariant piece L1 or Wess-Zumino (WZ) term, as it will be
called in the sequel, is the result of the pull-back of a target space (p+ 1)-
form (WZ) to the worldvolume W ; from now on, we write L1 =: LWZ for
the semi-invariant piece. Its construction proceeds as follows:
Let
(
ΠA
)
A=1,... ,dimG
be left-invariant (LI) 1-forms on Σ = G; this means,
that at every point in Σ they span the cotangent space to Σ at this point,
and they are invariant under the action of the group,
δMΠ
A = 6 LT˜MΠA = 0 , (2.37)
where 6 LT˜M denotes the Lie derivative with respect to the induced vector
field T˜M . The WZ-form (WZ) on Σ can be expanded in this basis,
(WZ) =
1
(p+ 1)!
ΠA1 · · ·ΠAp+1 · (WZ)Ap+1···A1 (φ) ,
with pull-back
emb∗ (WZ) =
1
(p+ 1)!
dxµ1 · · · dxµp+1 ·ΠA1,µ1 · · ·ΠAp+1,µp+1 · (WZ)Ap+1···A1 (φ) ;
(2.38)
since dxµ1 · · · dxµp+1 is proportional to the canonical volume form ω0 with
respect to the coordinates (xµ) on W ,
dxµ1 · · · dxµp+1 = ǫµ1···µp+1 · ω0 , ω0 = dx0 · · · dxp ,
we find that emb∗ (WZ) = ω0 · LWZ , where
LWZ = 1
(p+ 1)!
ǫµ1···µp+1 · ΠA1,µ1 · · ·ΠAp+1,µp+1 · (WZ)Ap+1···A1 (φ) . (2.39)
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Note that we have tacitly used the superspace summation conventions on the
indices Mi, which, of course, does not affect the validity of the results to be
shown.
Semi-invariance of the WZ-term then implies that for every generator TM
of G there exists a p-form ∆M on Σ such that
δM (WZ) = d∆M . (2.40)
This implies that
ω0 · δMLWZ = δM [emb∗ (WZ)] = emb∗δM (WZ) = emb∗d∆M =
= d (emb∗∆M) . (2.41)
Expanding ∆M in the LI-basis we can compute d (emb
∗∆M) =
= ω0 · 1
p!
ǫµ1···µp+1 · ∂µ1
[
ΠA2,µ2 · · ·ΠAp+1,µp+1 · ∆MAp+1···A2
]
,
and comparison with (2.41) then yields
δMLWZ = ∂µUµM ,
UµM =
1
p!
ǫµµ2···µp+1 ·
[
ΠA2,µ2 · · ·ΠAp+1,µp+1 · ∆MAp+1···A2
]
. (2.42)
In particular, for µ = 0 we obtain
U0M =
1
p!
ǫ0µ2···µp+1 ·
[
ΠA2,µ2 · · ·ΠAp+1,µp+1 · ∆MAp+1···A2
]
,
from which it is seen that U0M cannot contain Π
A
,0, due to the antisymmetry
of the ǫ-tensor. Reexpanding the forms ΠA in the coordinate basis dφM gives
ΠA = ΠANdφ
N , ΠA,µ = Π
A
Nφ
N
,µ ,
from which we see that U0M cannot contain φ
N
,0 = φ˙
N either. This point is
crucial in light of our previous considerations, of course, since, if we now
assume, that the equations
ΛM =
∂L
∂φ˙M
, for L = L0 + LWZ
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are invertible with respect to φ˙N , then φ˙M = ΦM (φ, ∂rφ,Λ) for r = 1, . . . , p,
and after performing the Legendre transformation
(
φM , φ˙N
)
→ (φM ,ΛN)
we have
UsM = U
s
M
(
φ,ΦM (φ, ∂rφ,Λ) , ∂tφ
)
= ÛsM (φ, ∂tφ,Λ, ) ; s = 1, . . . , p ; r, t 6= s ,
but
U0M = Û
0
M (φ, ∂rφ) ; r = 1, . . . , p . (2.43)
Therefore we now have Poisson brackets{
j0M , Û
0
N
}
= δMφ
K ·
{
ΛK , Û0N
}
, (2.44)
{
Û0M , Û
0
N
}
= 0 . (2.45)
This point being clarified we omit the ”hats” on Û0N from now on, it being
understood that it is the ”hatted” version that appears in a Poisson bracket.
Referring to (2.36) we can now state that the algebra of the charges QM
closes to a linear combination of the QM and the new charges ZMN ,
{QM , QN}PB = ±C KMN ·QK + ZMN . (2.46)
Furthermore, due to (2.45), we have{
S0MN , S
0
M ′N ′
}
= 0 , (2.47)
and therefore
{ZMN , ZM ′N ′} = 0 , (2.48)
i.e. the mutual algebra of the new charges ZMN also closes into the extension
generated by (QM , ZMN). But what about the algebra of {QK , ZMN}PB
? We now examine under which conditions this expression yields a linear
combination of {QM , ZMN}PB.
2.2.2 Topological currents
Consider the object SµMN defined in (2.32),
SµMN (t, σ) = δMU
µ
N − δNUµM ± C KMN · UµK . (2.49)
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Using the form of UµM given in (2.42) and taking into account that δMΠ
N
,ν = 0
we have
SµMN =
1
p!
ǫµµ1···µp ΠA1,µ1 · · ·ΠAp,µp ×
× [ δM∆NAp···A1 − δN∆MAp···A1 ± C KMN ·∆KAp···A1] . (2.50)
For the sake of simplicity we define the expression
R˜MNAp···A1 :=
[
δM∆N − δN∆M ± C KMN ·∆K
]
Ap···A1 , (2.51)
so that
SµMN =
1
p!
ǫµµ1···µp ΠA1,µ1 · · ·ΠAp,µp · R˜MNAp···A1 ,
and rewrite this form in the coordinate basis
(
dφN
)
, ΠA = ΠANdφ
N , which
yields
SµMN =
1
p!
ǫµµ1···µp φN1,µ1 · · ·φNp,µp · RMNNp···N1 , (2.52)
with the new components
RMNNp···N1 = Π
A1
N1
· · ·ΠApNp · R˜MNAp···A1 . (2.53)
We note that RMNNp···N1 is a function of the fields φ only. Appealing to
(2.52) we now define the identically conserved [4] topological currents
j
µM1···Mp
T := ǫ
µµ1···µp φM1,µ1 · · ·φMp,µp , (2.54)
and the topological charges
TM1···Mp :=
∫
W (t)
dpσ · j0M1···MpT , (2.55)
which are conserved due to ∂µj
µM1···Mp
T = 0. The topological charges T
M1···Mp
are invariant under the group action,
δKT
M1···Mp = 0 , (2.56)
see (2.66) below. We write (2.52) as
SµMN =
1
p!
j
µN1···Np
T · RMNNp···N1 =: jµT •RMN , (2.57)
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then the charges ZMN take the form
ZMN =
∫
W (t)
dpσ · S0MN =
∫
W (t)
dpσ j0T •RMN ; (2.58)
for constant RMNNp···N1 this is
ZMN = T •RMN . (2.59)
Now we can turn to the bracket {QK , ZMN}; a computation yields
{QK , ZMN} = −
∫
W (t)
dpσ · δK
[
j0T •RMN
]
. (2.60)
It is clear that this can never close into an expression involving the charges
QM , since this would require the occurence of j
0
M = δMφ
NΛN in the in-
tegrand, but the integrand contains no canonical momenta (recall that j0T
contains no time derivatives of fields, and RMN contains no field derivatives
at all). Hence, at best the left hand side can close into a linear combination
of the new charges ZM ′N ′ . If we now look at (2.58) we see that requiring that
(2.60) be a linear combination of ZM ′N ′ is equivalent to demanding that
δK
[
j0T •RMN
]
= −1
2
BM
′N ′
KMN · j0T •RM ′N ′ + · · · , (2.61)
where · · · denote possible surface terms, and where BM ′N ′KMN are constant;
the factor 1
2
is due to the antisymmetry of RMN in M and N . (2.60) then
reads
{QK , ZMN} = 1
2
BM
′N ′
KMN · ZM ′N ′ . (2.62)
(2.46, 2.48) and (2.60 - 2.62) now tell us that the algebra of the conserved
charges QK , ZMN closes if and only if (2.61) holds.
2.2.3 When are the charges ZMN central ?
This can be read off from (2.62): The charges ZMN are central, i.e. they
commute with all other elements in the algebra, iff all coefficients BM
′N ′
KMN
vanish; according to (2.61) this is true iff
δK
[
j0T •RMN
]
= (globally defined smooth surface term) . (2.63)
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Let us now examine
δKj
0M1···Mp
T =
p∑
k=1
∂µk
[
1
p!
ǫ0µ1···µk ···µp · φM1,µ1 · · · δKφMk · · ·φMp,µp
]
. (2.64)
We take the point of view that the expression in square brackets is smooth
and globally defined (since δKφ
Mk amounts to a derivative of the field φMk
which can be smoothy continued over the whole of W ) so that its inte-
gral over W (t) indeed vanishes, on using Stokes’ theorem. This means that
δK [j
0
T •RMN ] is a surface term, provided that RMN are constant. A suffi-
cient condition for the charges ZMN to be central is therefore that
RMNNp···N1 (φ) = const. = RMNNp···N1 , (2.65)
where RMNNp···N1 are the components of RMN in the coordinate basis
(
dφN
)
.
As an aside we remark that (2.64) implies that the topological charges
TM1···Mp are invariant under the group action,
δKT
M1···Mp = 0 . (2.66)
We now have (see (2.59)) ZMN = T•RMN , and the non-vanishing brackets
of our extended algebra then read
{QM , QN} = C KMN ·QK + T •RMN ,
{QK , T •RMN} = 1
2
BM
′N ′
KMN · T •RM ′N ′ , (2.67)
and the charges T •RMN are all central.
2.3 Summary
At this point it is appropriate to summarize the results we have obtained so
far in the form of three theorems.
2.3.1 Theorem 1
The Noether currents satisfy the Poisson bracket algebra, possibly up to a
sign, {
j0M (t, σ) , j
0
N (t, σ
′)
}
PB
= ±C KMN · j0K (t, σ) · δ (σ − σ′) , (2.68)
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regardless of whether the Lagrangian L is invariant or not. ± refers to a
left/right action. The once integrated version is{
QM , j
0
N
}
PB
= ±j0K · ad (TM)KN , (2.69)
where ad (T ) denotes the adjoint representation of the Lie algebra element T .
This implies that the total Noether currents span the adjoint representation
of G in the case of a left action.
Double integration of the current algebra yields the algebra of the gener-
ators of G, possibly up to a sign,
{QM , QN}PB = ±C KMN ·QK . (2.70)
2.3.2 Theorem 2
Assume that the Lagrangian L is semi-invariant under the action of G, i.e.
δML = ∂µUµM for functions UµM = UµM (φ, ∂νφ) of the fields and its derivatives
on-shell and off-shell; that the action of G on canonical momenta Λi = Lφ˙i
is defined by (2.26); and that surface integrals with smooth integrands may
be neglected. Then
1. The modified currents
j˜µM = j
µ
M − UµM , (2.71)
where jµM are the Noether currents associated with L, are conserved,
∂µj˜
µ
M = 0 . (2.72)
2. Double integration of the Poisson bracket algebra yields
{QM , QN}PB = ±C KMN ·QK + ZMN +
∫
W (t)
dpσ dpσ′ ·
{
Û0M (t, σ) , Û
0
N (t, σ
′)
}
,
(2.73)
where
ZMN (t) :=
∫
W (t)
dpσ · S0MN (t, σ) , (2.74)
and
SµMN (t, σ) = δMU
µ
N − δNUµM ± C KMN · UµK . (2.75)
Due to
∂µS
µ
MN = 0 (2.76)
the ”charges” ZMN are conserved.
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2.3.3 Theorem 3
Let those directions of the hypersurfaces W (t) which are not infinitely ex-
tended be closed. Let the target space Σ be the group G itself; let the
semi-invariant piece L1 = LWZ in the Lagrangian be the pull-back of a tar-
get space (p+ 1)-form to the worldvolume W , which transforms under G
according to δMLWZ = ∂µUµM , with
UµM =
1
p!
ǫµµ2···µp+1 ·
[
ΠM2,µ2 · · ·ΠMp+1,µp+1 · ∆MMp+1···M2
]
, (2.77)
where ∆MMp+1···M2 are the components of dimG p-forms ∆M in a left-invariant
basis
(
ΠM
)
. Let the action of G on canonical momenta Λi = Lφ˙i be defined
according to (2.26). Then
1. The Poisson bracket algebra of the Noether charges QM and the charges
ZMN closes iff
δK
[
j0T •RMN
]
= −1
2
BM
′N ′
KMN · j0T •RM ′N ′ + · · · , (2.78)
where · · · denote possible surface terms, BM ′N ′KMN are constant, and
where
RMNNp···N1 = Π
A1
N1
· · ·ΠApNp ·
[
δM∆N − δN∆M ± C KMN ·∆K
]
Ap···A1 .
(2.79)
The extended algebra then reads
{QM , QN}PB = ±C KMN ·QK + ZMN , (2.80)
{QK , ZMN} = 1
2
BM
′N ′
KMN · ZM ′N ′ , (2.81)
{ZMN , ZM ′N ′}PB = 0 . (2.82)
2. A sufficient condition for the charges ZMN to be central is that
RMNNp···N1 (φ) = const. = RMNNp···N1 . (2.83)
3. The topological charges TM1···Mp are invariant under the group action,
δKT
M1···Mp = 0 . (2.84)
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2.3.4 Corollary
If RMNNp···N1 = const., then all charges ZMN are central, and are linear
combinations of the topological charges TM1···Mp,
ZMN = T •RMN . (2.85)
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2.4 Lagrangians including (Abelian) Gauge
fields
2.4.1 Structure of the Lagrangian
Now let us study the case when the Lagrangian L contains additional degrees
of freedom in the form of an Abelian (q − 1)-form gauge potential Aµ1...µq−1 ,
q ≤ p, that is defined on the worldvolume. A priori, the group G acts on
the target space Σ and there is no reason why A should be involved in the
transformation of fields on Σ, but that is what we now impose on A, since it is
the situation that occurs when the Lagrangian describes D-p-branes, which
we want to study later. To this end, we assume that on the target space
there exists a q-form potential B = 1
q!
ΠCq · · ·ΠC1BC1···Cq , with an associated
(q + 1)-form field strength H = dB. The field strength H is taken to be
invariant under the action of G, i.e. δMH = 0. This implies that locally
δMB = d∆M , (2.86)
with dimG (q − 1)-forms
∆M =
1
(q − 1)!Π
Aq · · ·ΠA2 ˜∆MA2···Aq =
1
(q − 1)!dφ
Aq · · · dφA2 ∆MA2···Aq ,
where we have used a tilde to distinguish the components of ∆M with re-
spect to the LI-basis
(
ΠA
)
from the components in the coordinate basis(
dφM
)
, which we shall need later. Aµ1...µq−1 are therefore
(
p+ 1
q − 1
)
addi-
tional degrees of freedom involved in the dynamics; it is assumed, however,
that Aµ1...µq−1 enters the Lagrangian only via the field strengths Fµ1...µq =
q · ∂[µ1Aµ2...µq ]. The Lagrangian again splits into an invariant piece L0 and a
semi-invariant piece LWZ , where L0 takes the form
L0 = L0
(
φ, ∂µφ, F̂µ1...µq
)
, F̂µ1...µq = Fµ1...µq − (emb∗B)µ1...µq ; (2.87)
in order to have L0 invariant we impose the transformation behaviour
δMA = emb
∗∆M , (δMA)µ2...µq = φ
Aq
,µ2
· · ·φA2,µq ∆MA2···Aq (φ) (2.88)
on A. Since
δM F̂ = δM [dA− emb∗B] = [dδMA− emb∗d∆M ] = 0 , (2.89)
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this is sufficient to have an invariant L0. As for the semi-invariant part LWZ ,
we assume the following:
LWZ = LWZ
(
φ, ∂µφ, F̂µ1...µq
)
, (2.90)
with transformation behaviour δMLWZ = ∂µUµM , where UµM = UµM (φ, ∂µφ, Fµν),
but
∂UµM
∂∂νφ
= 0 if µ = ν ;
∂UµM
∂Fν1...νq
= 0 if µ ∈ {ν1, . . . , νq} .
(2.91)
Note the absence of a hat in the field F in the definition of the field content
of UµM .
Now we define canonical momenta
ΛN =
∂L
∂∂0φN
, Λν2...νq =
∂L
∂∂0Aν2...νq
. (2.92)
2.4.2 Constraints on the gauge field degrees of freedom
The fact that we are dealing with a gauge field Aµ1...µq−1 as dynamical degrees
of freedom makes itself manifest in the form of constraints that are imposed
on the dynamics [9]: Using the formula
∂L
∂∂ν1Aν2...νq
=
1
(q − 1)!
∂L
∂Fν1...νq
(2.93)
we see that, due to the antisymmetry of F , L cannot contain ∂0Aν2...νq , when-
ever one of the ν2, . . . , νq is zero; this implies that the canonical momenta
Λν2...νq = 0 for 0 ∈ {ν2, . . . νq} , (2.94)
i.e. they vanish identically. The number of independent constraints (2.94)
is
(
p
q − 2
)
. The second set of constraints follows from the equations of
motion for Aν2...νq : They are given by
(eq)ν2...νq :=
∂L
∂Aν2...νq
− ∂0Λν2...νq − ∂r ∂L
∂∂rAν2...νq
= 0 ,
where the sum over r ranges from 1 to p. The first term on the RHS vanishes
since L contains no Aν2...νq ; the second one vanishes if we choose one of the ν’s
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to be equal to zero, say ν2. On using (2.93) we have
∂L
∂∂rA0ν3...νq
= − ∂L
∂∂0Arν3...νq
,
so we get
∂rΛ
rν3...νq = 0 , ν3, . . . , νq arbitrary. (2.95)
This yields a number of another
(
p
q − 2
)
constraints.
These constraints are not on an equal footing, however; as can be seen
from the above arguments, the first set (2.94) holds before any equations of
motion are considered, and therefore amounts to a reduction of phase space
to a submanifold of the original phase space of codimension
(
p
q − 2
)
;
in Dirac’s terminology this is a set of primary constraints. The second set
(2.95) comes into play only on-shell, i.e. on using equations of motion, and
is called a set of secondary constraints. We shall not use Dirac’s machinery
for handling these constraints here, but shall work with Poisson brackets
instead; in this case, however, it is crucial to impose (2.94, 2.95) not before
all Poisson brackets have been worked out, otherwise we would obtain wrong
results.
After these remarks let us now study the Poisson bracket algebra of the
Noether currents. The Noether currents are
jµM = δMφ
K · ∂L
∂∂µφK
+
1
(q − 1)!δMAν2...νq ·
∂L
∂∂µAν2...νq
, (2.96)
j0M = δMφ
K · ΛK + 1
(q − 1)!δMAν2...νq · Λ
ν2...νq . (2.97)
2.4.3 Algebra of Noether currents
In working out brackets {j0M , j0N} we make use of the fact that δMφK is a
function of the fields φ only, therefore the brackets
{
δMφ
K ,Λν2...νq
}
vanish;
and that δMAν2...νq is a function of the fields φ and their derivatives ∂µφ only,
see (2.88), therefore the brackets {δMAν ,Λν2...νq} vanish. The computation
then yields{
j0M (t, σ) , j
0
N (t, σ
′)
}
= ±C KMN ·j0K ·δ (σ − σ′) +
1
(q − 1)!
[∓C KMN δKAν2...νq · δ (σ − σ′) +
+ δMφ
K · {ΛK , δNAν2...νq} − δNφK · {ΛK , δMAν2...νq}] · Λν2...νq . (2.98)
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This can be written as{
j0M , j
0
N
}
= ±C KMN · j0K · δ (σ − σ′) +
+
1
(q − 1)!
[ (−δMδN + δNδM ∓ C KMN · δK)Aν2...νq]Λν2...νq · δ (σ − σ′) · · · ,
(2.99)
where · · · denotes surface terms.
The first term is just what we have expected; ± again refers to a left/right
action. Since δMA = emb
∗∆M we have
(−δMδN + δNδM ∓ C KMN · δK)A =
= emb∗
(−δM∆N + δN∆M ∓ C KMN ∆K) ,
where the expression in the brackets
−δM∆N + δN∆M ∓ C KMN ∆K =: S (∆)MN (2.100)
measures the deviation of the forms ∆M from transforming as a multiplet
under the adjoint representation of the group G; this is seen from
TM ·∆N = ∓∆K · ad (TM)KN − S (∆)MN , (2.101)
where the point denotes the action of the ”abstract” generator TM on the
component ∆N according to TM ·∆N = [δM ,∆N ].
We now introduce the notation
[emb∗S (∆)MN ]ν2...νq =: S (∆)MNν2...νq , (2.102)
1
(q − 1)!S (∆)MNν2...νq Λ
ν2...νq =: S (∆)MN • Λgauge , (2.103)
then (2.99) reads{
j0M , j
0
N
}
=
[±C KMN · j0K + S (∆)MN • Λgauge] · δ (σ − σ′) . (2.104)
Let us define
QM =
∫
W (t)
dpσ · j0M , YMN (t) =
∫
W (t)
dpσ · S (∆)MN • Λgauge , (2.105)
then the once integrated version of (2.104) is{
QM , j
0
N
}
= ±j0K · ad (TM)KN + S (∆)MN • Λgauge , (2.106)
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which defines the action of the generator TM on the Noether current j
0
N . We
see that due to the presence of the S-term on the right hand side the Noether
currents now fail to transform as a multiplet in the adjoint representation,
as was the case previously.
The twice integrated version is
{QM , QN} = ±C KMN ·QK + YMN . (2.107)
QM are conserved when the Lagrangian is invariant under G; we need to check
when YMN (t) are conserved. To this end we perform
d
dt
on YMN in (2.105)
and assume, for the sake of convenience, that the hypersurfaces W (t) do not
change shape as t varies; then the only contribution to dYMN
dt
comes from
d
dt
[S (∆)MN • Λgauge]. A calculation then shows that a sufficient condition
for the charge YMN (t) to be conserved is
S (∆)MNNq...N2 (φ) = const. = S (∆)MNNq ...N2 . (2.108)
Under the same condition the charges YMN are seen to be central.
The complete algebra is then
{QM , QN} = ±C KMN ·QK + YMN , {QK , YMN} = {YMN , YM ′N ′} = 0 .
(2.109)
2.4.4 Algebra of modified currents
At last then let us determine the general structure of the extended algebra
of the charges associated with the modified currents j˜µM = j
µ
M − UµM , given
that the WZ-term LWZ behaves as in (2.90, 2.91). We again find that{
j˜0M , j˜
0
N
}
=
{
j0M , j
0
N
}− {U0M , j0N}− {j0M , U0N} ,
with {j0M , j0N} given in (2.104). {j0M , U0N} can be determined using the prop-
erties of U0N given in (2.91). Up to surface terms we then find{
j˜0M , j˜
0
N
}
≈ ±C KMN · j˜0K · δ (σ − σ′) +
[±C KMN · U0K + S (∆)MN • Λgauge −
−δNφK ∂U
0
M
∂φK
+ δMφ
K ∂U
0
N
∂φK
]
· δ (σ − σ′) . (2.110)
Analogous to (2.49) we define
S (U)MN = δMφ
K · ∂U
0
N
∂φK
− δNφK · ∂U
0
M
∂φK
± C KMN · U0K (2.111)
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and its integral
ZMN =
∫
W (t)
dpσ · S (U)MN , (2.112)
and YMN as the integral of S (∆)MN •Λgauge overW (t), according to (2.105).
Then double integration of (2.110) yields
{QM , QN} = ±C KMN ·QK + YMN + ZMN . (2.113)
In the case of constant S (∆)MNNq...N2 (see (2.108)) we can write
YMN =
1
(q − 1)!S (∆)MNNq ...N2
∫
W (t)
dpσ · φN2,r2 · · ·φNq,rq · Λr2...rq ;
on the right hand side now there appear charges
Y
N2...Nq
MN :=
∫
W (t)
dpσ · φN2,r2 · · ·φNq,rq · Λr2...rq , (2.114)
and due to the first class constraints the summation in the integrand runs
over ”spatial” indices r2, . . . , rq ∈ {1, . . . , p} only, so that finally
YMN =
1
(q − 1)!S (∆)MNNq...N2 · Y
N2...Nq
MN ,
and (2.113) becomes now
{QM , QN} = ±C KMN ·QK +
1
(q − 1)!S (∆)MNNq ...N2 · Y
N2...Nq
MN + ZMN .
(2.115)
Yet another expression for the above relations can be obtained [5] if we
regard the worldvolume as a pseudo-Riemannian manifold with an (auxiliary)
metric which is diagonal in the coordinate system (t, σ),
−dt⊗ dt+ δrs · dσr ⊗ dσs .
Then the restriction of this metric to the hypersurfaces W (t) is a Euclidean
metric, and W (t) become Riemannian manifolds, on which we can introduce
a Hodge star operator with respect to this metric. We need not distin-
guish between upper and lower indices here, so that Λr2...rq for r2, . . . , rq ∈
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{1, . . . , p} can be regarded as components of a (q − 1)-form Λgauge on W (t).
Its Hodge dual is then
(∗Λgauge)sq...sp =
1
(q − 1)! ǫt2...tqsq...sp · Λ
t2...tq , (2.116)
where all indices are taken from the set {1, . . . , p}. On using
(∗ ∗ Λgauge) = (−1)(q−1)(p−q+1) · Λgauge (2.117)
we can write
dσ1 · · ·dσp · φN2,r2 · · ·φNq,rq · Λr2...rq =
=
1
(p− q + 1)! (∗Λ
gauge) · emb∗dφN2 · · · emb∗dφNq ; (2.118)
in what follows we shall omit the ”emb∗” for the sake of simplicity. Multi-
plication of (2.118) by 1
(q−1)!S (∆)MNNq...N2 gives
dσ1 · · · dσp · S (∆)MN • Λgauge =
=
1
(p− q + 1)! (∗Λ
gauge) · S (∆)MN , (2.119)
where S (∆)MN now denotes the pullback of this form to W (t),
S (∆)MN = emb
∗ 1
(q − 1)! dφ
N2 · · · dφNq · S (∆)MNNq...N2 . (2.120)
Thus we can rewrite (2.105) as
YMN (t) =
1
(p− q + 1)!
∫
W (t)
(∗Λgauge) · S (∆)MN , (2.121)
We again summarize this section in the form of a theorem.
2.4.5 Theorem
Let an Abelian (q − 1)-form gauge potential Aµ2...µq , q ≤ p, be defined on the
worldvolume. On the target space a q-form potential B transforms according
to δMB = d∆M under G. We impose a transformation behaviour δMA =
emb∗∆M on A. The Lagrangian splits into an invariant piece L0 and a semi-
invariant piece LWZ , as described above. Then
35
1. The Poisson bracket algebra of the Noether currents is{
j0M , j
0
N
} ≈ [±C KMN · j0K + S (∆)MN • Λgauge] · δ (σ − σ′) ,
(2.122)
where S (∆)MNν2...νq = [emb
∗S (∆)MN ]ν2...νq , and
S (∆)MN = −δM∆N + δN∆M ∓ C KMN ∆K (2.123)
measures the deviation of the forms ∆M from transforming as a multi-
plet under the adjoint representation of the group G:
TM ·∆N = ∓∆K · ad (TM)KN − S (∆)MN . (2.124)
The once integrated version of (2.122) is{
QM , j
0
N
}
= ±j0K · ad (TM)KN + S (∆)MN • Λgauge , (2.125)
which defines the action of the generator TM on the Noether current
j0N , and ± refers to a left/right action. The twice integrated version is
{QM , QN} = ±C KMN ·QK + YMN , (2.126)
where
YMN (t) =
∫
W (t)
dpσ · S (∆)MN • Λgauge . (2.127)
If S (∆)MNNq...N2 = const., then the charges YMN are conserved and
central. (2.127) can be rewritten in the form
YMN (t) =
1
(p− q + 1)!
∫
W (t)
(∗Λgauge) · S (∆)MN , (2.128)
with ∗Λgauge being the Hodge dual of the form Λgauge = 1
(q−1)!dσ
r2 · · · dσrq ·
Λr2...rq on the worldvolume.
2. The Poisson bracket algebra of the modified currents is{
j˜0M , j˜
0
N
}
≈ ±C KMN · j˜0K · δ (σ − σ′) + [S (U)MN + S (∆)MN • Λgauge ] ,
(2.129)
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with
S (U)MN = δMφ
K · ∂U
0
N
∂φK
− δNφK · ∂U
0
M
∂φK
± C KMN · U0K (2.130)
and its integral
ZMN =
∫
W (t)
dpσ · S (U)MN . (2.131)
Double integration of the current algebra yields the charge algebra
{QM , QN} = ±C KMN ·QK + YMN + ZMN . (2.132)
In the case of constant S (∆)MN this can be written as
{QM , QN} = C KMN ·QK +
1
(q − 1)! S (∆)MNNq...N2 · Y
N2...Nq
MN + ZMN .
(2.133)
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2.5 Extended superalgebras carried by D-p-
branes in IIA superspace
Now we apply the ideas we have developed in the previous sections to the case
of D-p-branes in IIA superspace. This restricts p to be even, p = 0, 2, 4, 6, 8.
However, before doing so, we first discuss our superspace conventions, and
our definitions of graded Poisson brackets. Then we first compute the algebra
of Noether charges and of modified Noether charges resulting from a D-brane
Lagrangian without specific assumptions on the background the brane prop-
agates in, or on the specific form of the various gauge fields occuring in the
Lagrangian. Then we recapitulate how supergravity determines the back-
ground in which the branes propagate, and the relation of superspace con-
straints with κ-symmetry of the branes. Then we study the Bianchi identities
associated with a specific choice of background gauge fields in superspace;
and only then we work out the explicit superalgebra extensions carried by
D-branes in this particular D = 10 vacuum.
2.6 Conventions
2.6.1 Superspace conventions
The target space Σ is now the coset space
IIA-superMinkowski = IIA-superPoincare/SO (1, 9)
with coordinates (X, θ) that label the coset representative eiX·P+θQ. Adopt-
ing the convention that the complex conjugate of a product of two spinors
reverses their order this implies that in an operator realization the coset rep-
resentatives are mapped to unitary operators, provided that P and Q are
hermitian. The assumption of IIA superspace means that we have two 16-
component spinor generators of opposite chirality which transform under the
two irreducible (16× 16)-dimensional spin representations of SO (1, 9); but
effectively, this yields one non-chiral 32-component spinor, transforming un-
der the direct sum of the two irreducible spin representations, which is just
the representation of SO (1, 9) obtained from the 32-component Γ-matrices.
The metric ηmn on the target space is flat 10-dimensional ”mostly plus”
Minkowski metric. Spinor components occur with natural index up; an inner
product between spinors is provided by the bilinear form (χ, θ) 7→ χαCαβθβ,
where C is a charge conjugation matrix. In D = 10 and with the Minkowski
metric as specified above we can choose a Majorana-Weyl representation
for the spinors and the Γ-matrices, respectively, in which spinors have real
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Grassmann-odd components, the matrices CΓm are real and symmetric,
and C is real and antisymmetric. In such a representation we can choose
C = ±Γ0. Altogether we have 32 real fermion degrees of freedom a priori.
Spinor indices are lowered and raised from the left with the charge con-
jugation matrix and its inverse, respectively; e.g., raising is accomplished
with the inverse of C, the components of which are denoted by Cαβ , by
θβ 7→ θα = Cαβθβ . By definition, CαβCβγ = δαγ . An expression like ǫ¯Γmθ
therefore means
ǫ¯Γmθ = ǫ
αCαβ (Γm)
β
γ θ
γ ,
etc. Our supertranslation algebra is
{Qα, Qβ} = 2Γmαβ · Pm . (2.134)
The action of eiY ·P+ǫQ on (X, θ) yields (X ′, θ′), where (X ′, θ′) is implicitly
defined by
eiY ·P+ǫQeiX·P+θQ = eiX
′·P+θ′Q ; (2.135)
for infinitesimal ǫ this yields (X ′, θ′) = (X + Y + iǫ¯Γθ, θ + ǫ). From (2.135)
it can be seen that this is a left action. The vector fields T˜α, iT˜m induced by
the generators Qα, iPm on Σ are therefore
T˜α = (iΓ
mθ)α ·
∂
∂Xm
+
∂
∂θα
=: δα , (2.136)
iT˜m =
∂
∂Xm
=: δm . (2.137)
By construction they are right-invariant vector fields. The corresponding left-
invariant vector fields are obtained by replacing θ 7→ −θ in (2.136, 2.137).
Their duals are the left invariant 1-forms ΠM = (Πm,Πa) on superspace,
where
Πm = dXm + idθ¯Γmθ , Πα = dθα . (2.138)
From (2.137) we see that δm is strictly speaking ”i× Poincare-translation
with generator Pm”.
The graded Lie-bracket of T˜α, T˜β is {δα, δβ} =
[
T˜α, T˜β
]
graded Lie
=
=
(−2Γmαβ) · (−i ∂∂Xm
)
= −2Γmαβ · T˜m = 2iΓmαβ · δm , (2.139)
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i.e. the algebra (2.134) is satisfied up to a sign, which is in accord with (2.3)
in the first section, since the action of the supergroup on Σ is from the left,
or equivalently, since the T˜M are right-invariant.
Summation of superspace indices is defined according to
ω =
1
r!
dZM1 . . . dZMr · ωMr...M1 ,
where ω is a superspace p-form. The forms on the worldvolume obey the
usual summation conventions, however; e.g. for the pull-back of the above
r-form to the worldvolume we write
emb∗ω =
1
r!
∂µ1Z
M1 . . . ∂µrZ
Mr · ωMr...M1 · dxµ1 . . . dxµr .
Exterior derivative d is defined to act from the right on superspace forms as
well as on worldvolume forms,
d (ωχ) = ωdχ+ (−1)q dω · χ ,
where χ is a q-form.
2.6.2 Graded Poisson brackets
Given two (possibly graded) functionals F , G of the (possibly graded) time-
dependent fields φi (t, σ) and their canonical conjugate momenta Λi (t, σ) that
are defined on a p-dimensional manifold S with coordinates (σ1, . . . , σp),
their Poisson bracket is defined by (see, e.g., [9])
{F,G}PB =
∫
S
dpσ
∑
i
[
(−1)φi F
←−
δ
δφi (σ)
−→
δ
δΛi (σ)
G− F
←−
δ
δΛi (σ)
−→
δ
δφi (σ)
G
]
;
(2.140)
this can be expressed in terms of derivatives acting solely from the left by
{F,G}PB =
∫
S
dpσ
∑
i
[
(−1)Fφi δF
δφi (σ)
δG
δΛi (σ)
− (−1)(F+1)φi δF
δΛi (σ)
δG
δφi (σ)
]
,
(2.141)
where (−1)Fφi = 1 iff both F and φi are Grassmann-odd. With these defi-
nitions the following rules are satisfied:
1. Graded Antisymmetry,
{F,G} = − (−1)FG {G,F} . (2.142)
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2. Graded Leibnitz rule,
{F,GH} = {F,G}H + (−1)FGG {F,H} . (2.143)
3. Graded Jacobi identity,
(−1)FH {F, {G,H}}+ (−1)GF {G, {H,F}}+ (−1)HG {H, {F,G}} = 0 .
(2.144)
2.7 D-p brane Lagrangians
2.7.1 Structure of the Lagrangian
The kinetic supertranslation-invariant part L0 in the D-p-brane Lagrangian
is given by
L0 =
√
− det
(
gµν + F̂µν
)
, (2.145)
where gµν = Π
m
µ Π
n
νηnm is the pull-back of the 10-dimensional ”mostly plus”
Minkowski metric ηnm to the worldvolume W of the D-p-brane using left-
invariant (LI) 1-forms ΠA, and
F̂µν = ∂µAν − ∂νAµ − ΠA1µ ΠA2ν · BA2A1 , (2.146)
where Fµν := ∂µAν − ∂νAµ are the components of the field strength F of the
gauge potential A defined on the worldvolume, and BA2A1 are the components
of the superspace 2-form potential B in the LI-basis whose leading component
in a θ-expansion is the NS-NS gauge potential. In the discussion below we
shall assume that its bosonic components are zero, but at present B could
be quite arbitrary. Under supertranslations δα the field strength H = dB is
assumed to be invariant,
δαH = 0 . (2.147)
This implies that B transforms locally as a differential,
δαB = d∆α . (2.148)
Therefore it transforms as a differential under Poincare translations as well:
To see this compare
2iΓmαβ · δmB = {δα, δβ}B = d (δα∆β + δβ∆α) ,
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where in the first equation (2.139) has been used. If we multiply with another
Γ-matrix and take the trace we find that
δmB = d∆m (2.149)
with
∆m =
Γαβm
i · tr (132) δα∆β . (2.150)
Since [δm, δn] = 0 it follows from (2.149) that d (δm∆n − δn∆m) = 0, which
implies, that locally
δm∆n − δn∆m = dfmn (2.151)
for some function fmn. This function need not be defined globally, however.
Although Aµ is a worldvolume field it is defined to transform under these
translations according to
δmA = emb
∗∆m , δαA = emb∗∆α , (2.152)
where emb : W → Σ denotes the embedding of the worldvolume into the
target space, and emb∗ denotes the associated pull-back. With this defini-
tion the quantity F̂ is invariant under Poincare- and supertranslations, as
explained in section 2.4. Since the same is true for gµν we see that therefore
L0 is invariant as well.
2.7.2 Wess-Zumino term
The Wess-Zumino form (WZ) in the D-p-brane Lagrangian is the (p+ 1)-
form on the worldvolume
(WZ) =
[ p+12 ]∑
n=0
1
n!
emb∗C(p+1−2n) · F̂ n , (2.153)
where C(r) are the superspace potentials whose leading components in a θ-
expansion are the usual bosonic RR gauge potentials [10]; in the discussion
below the bosonic components of its field strengths will be set to zero, which
then amounts to the choice of a particular background, but here we make
no specific assumptions on the form of C(r). The pull-back of (WZ) to the
worldvolume gives the Wess-Zumino term LWZ in the Lagrangian,
LWZ =
[ p+12 ]∑
n=0
ǫλ1...λp+1−2nν1...ν2n
(p+ 1− 2n)! · 2n · n!
[
emb∗C(p+1−2n)
]
λ1...λp+1−2n
F̂ν1ν2 · · · F̂ν2n−1ν2n .
(2.154)
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Since we are in IIA superspace we have actually p = 2q, q = 0, . . . , 4.
If δ denotes either a supertranslation or a Poincare translation then in-
variance of F̂ under either of these transformations implies that
δLWZ =
[ p+12 ]∑
n=0
ǫλ1...λp+1−2nν1...ν2n
(p+ 1− 2n)! · 2n · n!
[
emb∗δC(p+1−2n)
]
λ1...λp+1−2n
F̂ν1ν2 · · · F̂ν2n−1ν2n .
(2.155)
The field strengths associated with the RR-potentials C(r) are defined to be
R(r+1) =
{
dC(r) ; r = 0, 1
dC(r) − C(r−2)H ; r = 2, . . . , 10 ; (2.156)
they obey the Bianchi identities{
dR(r+1) = 0 ; r = 0, 1
dR(r+1) − R(r−1)H = 0 ; r = 2, . . . , 10 . (2.157)
It is now assumed that the field strengths (2.156) are supertranslation in-
variant,
δαR
(r+1) = 0 ; r = 0, . . . , 10 . (2.158)
Then it follows from
δm =
Γαβm
2i · tr (132) · {δα, δβ} (2.159)
that it is invariant under Poincare-translations −iδm as well. From (2.147,
2.157, 2.158) we can construct the general form of δαC for both the IIA
and IIB case recursively by starting with the lowest rank form C(1) or C(0),
respectively. For the IIA case the result is that there exist superspace forms
D(2r)α ; r = 0, . . . , 4 ; α = 1, . . . , 32 (2.160)
such that
δαC
(2q+1) =
q∑
k=0
dD(2q−2k)α ·
Bk
k!
. (2.161)
The superscript (2r) in (2.160) refers to the fact that the index α does not
take part in a summation, but labels one of 32 components of a spinor-valued
(2r)-form D(2r) =
(
D
(2r)
α
)
α=1,... ,32
. Using (2.159) we find that
δmC
(2q+1) =
q∑
k=0
dD(2q−2k)m ·
Bk
k!
, (2.162)
43
where
D(0)m =
Γαβm
2i · tr (132) ·
[
δαD
(0)
β + δβD
(0)
α
]
=
Γαβm
i · tr (132) · δαD
(0)
β , (2.163)
D(2q)m =
Γαβm
2i · tr (132) ·
[
δαD
(2q)
β + δβD
(2q)
α +D
(2q−2)
α · d∆β +D(2q−2)β · d∆α
]
=
=
Γαβm
i · tr (132) ·
[
δαD
(2q)
β +D
(2q−2)
α · d∆β
]
. (2.164)
Now let us return to the supertranslation variation of C(r) in (2.161). If
we insert (2.161) in (2.155) we find that all terms involving B cancel,
δαLWZ = ∂µUµα , (2.165)
with
Uµα =
q∑
n=0
ǫµµ2...µ2q+1−2nν1...ν2n
(2q − 2n)! · 2n · n!
[
emb∗D(2q−2n)α
]
µ2...µ2q+1−2n
Fν1ν2 · · ·Fν2n−1ν2n .
(2.166)
Similarly, application of (2.159) gives
Uµm = −i
q∑
n=0
ǫµµ2...µ2q+1−2nν1...ν2n
(2q − 2n)! · 2n · n!
[
emb∗D(2q−2n)m
]
µ2...µ2q+1−2n
Fν1ν2 · · ·Fν2n−1ν2n ,
(2.167)
with the Dm given in (2.163, 2.164). We observe that U
0
α, U
0
m contain neither
of X˙, θ˙, F0r.
2.7.3 Noether currents and Noether charges
We now want to compute the algebra of Noether currents and Noether
charges resulting from these currents; as discussed in section 2.4 we may
expect that due to the fact that the worldvolume gauge field Aµ takes part
in the supersymmetry transformations on the target space even the current
algebra of the Noether currents fails to close in the ordinary form, but will
be extended by central pieces. All the more this will be true for the algebra
of the modified currents and charges, respectively.
Our degrees of freedom are now (Xm, θα, Aν) with ν = 0, . . . , p; the
associated canonical conjugate momenta are (Λm,Λα,Λ
ν), respectively. As
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discussed in section 2.4 we have a primary constraint Λ0 = 0 which amounts
to a reduction of phase space, and a secondary constraint
∑p
r=1 ∂rΛ
r = 0,
which holds only on-shell, i.e. on using the equations of motion. The zeroth
components of the Noether currents associated with the generators Qα are
j0α = (iΓ
mθ)α · Λm + Λα + (emb∗∆α)ν · Λν ; (2.168)
as explained in section 2.4 the primary constraint Λ0 = 0 must not be taken
into account before all Poisson brackets have been worked out. The zeroth
components of the Noether currents associated with the generators Pm are
j0m = −iΛm − i (emb∗∆m)ν · Λν . (2.169)
Then the Poisson bracket of the currents
{
j0α, j
0
β
}
is{
j0α (t, σ) , j
0
β (t, σ
′)
} ≈ −2iΓmαβ · Λm · δ (σ − σ′) −
− [δα (emb∗∆β)r + δβ (emb∗∆α)r] · Λr · δ (σ − σ′) , (2.170)
where ” ≈ ” means ”on using all constraints and equations of motion and on
discarding surface terms”. If we insert (2.169) into the last equation we get{
j0α, j
0
β
} ≈ [2Γmαβ · j0m + (emb∗Sαβ (∆))r · Λr] · δ (σ − σ′) , (2.171)
where we have used the primary constraint Λ0 = 0 at last. Sαβ (∆) is given
by
Sαβ (∆) = 2iΓ
n
αβ ·∆m − δα∆β − δβ∆α . (2.172)
We see that the presence of the gauge field Aµ taking part in the supersym-
metry variation of the Lagrangian alters the form of the algebra even of the
Noether currents, i.e. before taking into account the possible modifications
of the Noether currents by terms originating in the Wess-Zumino term.
The once integrated version of (2.171) defines the action of the generator
Qα on the current j
0
β,{
Qα, j
0
β
}
= 2Γmαβ · j0m + (emb∗Sαβ (∆))r · Λr . (2.173)
As explained in section 2.1 the presence of the Wess-Zumino term in the
Lagrangian implies that the Noether charges Qα which are obtained by in-
tegrating the zero components j0α over the hypersurface W (t) are no longer
conserved; however, if the Wess-Zumino term LWZ and the NS-NS gauge
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potential are translational invariant, as will be the case below, the Noether
charges Pm obtained by integrating j
0
m are still conserved.
The twice integrated version of (2.171) describes the modified algebra of
the Noether charges,
{Qα, Qβ} = 2Γmαβ · Pm +
∫
W (t)
dpσ
p∑
r=1
(emb∗Sαβ (∆))r · Λr ; (2.174)
here (emb∗Sαβ (∆))r = ∂rZ
M ·SαβM , when Sαβ is expanded in the coordinate
basis
(
dZM
)
= (dXm, dθα). Now let us assume (see section 2.4) that SαβM
are constants; we want to find extensions of the current and charge algebra
by topological charges carried by the brane; but since it is only the bosonic
coordinates Xm and the pull-back of their differentials to the worldvolume
that describe the topology of the image embW (t) of the brane in the space-
time Σ we need only consider the terms involving bosonic 1-forms dXm, i.e.
∂rX
m, in the above pull-back; therefore if we now define the charge
Y m =
∫
W (t)
dpσ
p∑
r=1
∂rX
m · Λr , (2.175)
then the algebra of the Noether charges in (2.174) becomes
{Qα, Qβ} = 2Γmαβ · Pm + Sαβm · Y m , Sαβm constant. (2.176)
If we think of W (t) as being endowed with an auxiliary Euclidean metric
which is diagonal in the coordinates (σr) then we can introduce the Hodge
dual of the 1-form Λgauge =
∑p
r=1 dσ
rΛr [5], which is given by
(∗Λgauge)s2...sp = ǫrs2...spΛr , (2.177)
and rewrite (2.175) as
Y m =
1
(p− 1)!
∫
W (t)
(∗Λgauge) dXm , (2.178)
where dXm now denotes the pull-back emb∗dXm, and exterior product of
forms is understood in the integrand. Furthermore we note that ∗Λgauge is
closed on the physical trajectories, since
d ∗ Λgauge = ∂rΛr · dσ1 · · · dσp . (2.179)
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A similar computation now shows that{
j0α (t, σ) , j
0
m (t, σ
′)
} ≈ (emb∗Sαm (∆))r · Λr · δ (σ − σ′) , (2.180)
with
Sαm (∆) = i (δα∆m − δm∆α) ; (2.181)
the factor of i comes from our parametrising of the coset elements of super-
Minkowski space, see section 2.6.1.
Finally, we find{
j0m (t, σ) , j
0
n (t, σ
′)
} ≈ (emb∗Smn (∆))r · Λr · δ (σ − σ′) , (2.182)
where
Smn (∆) = δm∆n − δn∆m . (2.183)
Double integration of (2.182) using (2.151) then yields
[Pm, Pn] =
∫
W (t)
dpσ · ∂r (fmnΛr) , (2.184)
where we have used the secondary constraint ∂rΛ
r = 0 and the equations of
motion. We see that the momenta can be non-commuting in the case that
the functions fmn are not globally defined; this could happen if some of the
dimensions of W (t) are compact, and their images in the spacetime under
the embedding describe a closed but non-contractible cycle.
2.7.4 Modified currents and charges
The modified currents are
j˜0α = j
0
α − U0α , j˜0m = j0m − U0m . (2.185)
Their Poisson brackets are found to be{
j˜0α, j˜
0
β
}
≈
[
2Γnαβ · j˜0m + (emb∗Sαβ (∆))r · Λr + Sαβ (U)
]
· δ (σ − σ′) ,
(2.186)
with
Sαβ (U) = δαU
0
β + δβU
0
α + 2Γ
n
αβ · U0n . (2.187)
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Sαβ is given in (2.172). Furthermore,{
j˜0α, j˜
0
m
}
≈ [(emb∗Sαm (∆))r · Λr + Sαm (U)] · δ (σ − σ′) , (2.188)
Sαm (U) = δαU
0
m + iδmU
0
α , (2.189)
with Sαm given in (2.181); and finally,{
j˜0m, j˜
0
n
}
≈ [(emb∗Smn (∆))r · Λr + Smn (U)] · δ (σ − σ′) , (2.190)
Smn (U) = −i
[
δmU
0
n − δnU0m
]
, (2.191)
with Smn from (2.183).
We can work out the expressions for SMN (U) using (2.166, 2.167), which
yields
Sαβ (U) =
ǫ0ν1...ν2q
2q · q! emb
∗
[
δαD
(0)
β + δβD
(0)
α + 2Γ
n
αβ ·D(0)n
]
·Fν1ν2 · · ·Fν2q−1ν2q +
+
q−1∑
k=0
ǫ0µ2...µ2q+1−2kν1...ν2k
(2q − 2k)! 2k · k!
{
emb∗
[
δαD
(2q−2k)
β + δβD
(2q−2k)
α +
+ 2Γnαβ ·D(2q−2k)n
]
µ2...µ2q+1−2k
− (2q − 2k) (2q − 2k − 1) ·
·
[(
emb∗D(2q−2k−2)β
)
µ2...µ2q−1−2k
· ∂µ2q−2k (emb∗∆α)µ2q+1−2k +
+
(
emb∗D(2q−2k−2)α
)
µ2...µ2q−1−2k
· ∂µ2q−2k (emb∗∆β)µ2q+1−2k
]}
·
·Fν1ν2 · · ·Fν2k−1ν2k . (2.192)
The appropriate expression for Sαm is
Sαm (U) =
ǫ0ν1...ν2q
2q · q! emb
∗ [δαD(0)m + iδmD(0)α ] · Fν1ν2 · · ·Fν2q−1ν2q +
+
q−1∑
k=0
ǫ0µ2...µ2q+1−2kν1...ν2k
(2q − 2k)! 2k · k!
{
emb∗
[
δαD
(2q−2k)
m + iδmD
(2q−2k)
α
]
µ2...µ2q+1−2k
+
+ (2q − 2k) (2q − 2k − 1) ·
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·
[(
emb∗D(2q−2k−2)m
)
µ2...µ2q−1−2k
· ∂µ2q−2k (emb∗∆α)µ2q+1−2k +
+ i · (emb∗D(2q−2k−2)α )µ2...µ2q−1−2k · ∂µ2q−2k (emb∗∆m)µ2q+1−2k]} ·
·Fν1ν2 · · ·Fν2k−1ν2k . (2.193)
The expression for Smn is
Smn (U) = −i · ǫ
0ν1...ν2q
2q · q! emb
∗ [δmD(0)n − δnD(0)m ] · Fν1ν2 · · ·Fν2q−1ν2q −
−i ·
q−1∑
k=0
ǫ0µ2...µ2q+1−2kν1...ν2k
(2q − 2k)! 2k · k!
{
emb∗
[
δmD
(2q−2k)
n − δnD(2q−2k)m
]
µ2...µ2q+1−2k
+
+ (2q − 2k) (2q − 2k − 1) ·
·
[(
emb∗D(2q−2k−2)n
)
µ2...µ2q−1−2k
· ∂µ2q−2k (emb∗∆m)µ2q+1−2k −
− (emb∗D(2q−2k−2)m )µ2...µ2q−1−2k · ∂µ2q−2k (emb∗∆n)µ2q+1−2k]} ·
·Fν1ν2 · · ·Fν2k−1ν2k . (2.194)
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2.8 D-p-branes in IIA supergravity backgrounds
2.8.1 Superspace constraints
D = 10 type II supergravity theories are the low-energy effective field theories
of type II superstring theories [11]. These theories have classical solutions
which describe extended objects called p-branes. The p-branes are solitons
carrying conserved charges that act as sources for the various anti-symmetric
gauge fields of the underlying supergravity theory, i.e. RR-gauge fields C(r)
and the NS-NS 2-form potential B.
In superspace all ordinary components of RR and NS-NS gauge fields are
introduced as first components of their corresponding superfields. From the
gauge fields one can derive field strengths with associated Bianchi identities.
In order to reduce the enormous field content of these superfields down to
the on-shell content one introduces constraints on some of the components
of the superfield field strengths. When these constraints are inserted into
the Bianchi identities the latter cease to be identities, but rather become
equations the consistency of which has to be examined separately. If the
constraints are properly chosen the equations so obtained are just the super-
gravity equations of motion.
D-branes arise from prescribing mixed (Neumann- and Dirichlet) bound-
ary conditions on open strings in type II string theory. They are introduced
as (p+ 1)-dimensional hypersurfaces in spacetime where open strings are
constrained to end on, but the ends are free to move on this submanifold.
A spacelike section of a D-brane can be given a finite volume in a spacetime
with compact dimensions by wrapping around topologically non-trivial cy-
cles in the spacetime. In this case the supertranslation algebra of Noether
charges or modified charges carried by the brane is extended by topological
charges, which we derive below.
We want to consider D-branes in a flat IIA background. This condition
requires the underlying supergravity theory to be massless, m = 0, since it
is known that D = 10 Minkowski spacetime is not a solution to the field
equations of massive IIA supergravity [12]. The massless theory allows a flat
solution, however; its constraints, i.e. the constraints on the massless IIA
supergravity background, can be obtained by dimensional reduction of the
standard D = 11 superspace constraints [13]; in particular, they imply the
field equations of massless IIA supergravity. Moreover, we have the obser-
vation that, once the constraints on the NS-NS fields coupling to the kinetic
(supersymmetry invariant) term in the D-brane action are given, the con-
straints on the RR-fields coupling to the brane via the Wess-Zumino term
can be read off from κ-symmetry, see [14]; thus, consistent propagation of
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D-branes demands a background solving the equations of motion of the ap-
propriate supergravity theory.
2.8.2 Superspace background and Bianchi identities
In the following we choose a massless flat background vacuum with Dila-
ton φ = 0, Dilatino Dφ = 0, where D denotes a supercovariant derivative.
Moreover, we assume that all bosonic components of the field strengths asso-
ciated with the NS-NS fields and RR gauge fields, respectively, are zero; the
non-bosonic components of these field strengths as well as the non-bosonic
torsion components are uniquely determined by the superspace constraints,
see [10]. The RR superfield potentials are usually collected in a formal sum
C =
∑10
r=0C
(r), where the ordinary RR gauge potentials are just the leading
components of the C(r) in a θ-expansion; for the IIA case only the odd forms
are relevant. Their field strengths are defined in (2.156). The Bianchi iden-
tities associated with these field strengths are given in (2.157). The Bianchi
identities for the field strength H of the NS-NS field B is dH = 0.
Let us now define a family of superspace forms K(p+2) (S) by
K(p+2) (S) =
i
p!
Πmp · · ·Πm1 · dθ¯SΓm1...mpdθ , (2.195)
where p = 0, . . . , 9, S ∈ {132,Γ11}, and Γm1...mp is the usual antisymmetrised
product of Γ-matrices. Then our choice of vacuum determines the field
strengths to be [10]
R(2) = K(2) (Γ11) ,
R(4) = K(4) (1) ,
R(6) = K(6) (Γ11) ,
R(8) = K(8) (1) ,
R(10) = K(10) (Γ11) ;
(2.196)
furthermore, the field strength H must take the form
H = −K(3) (Γ11) . (2.197)
These field strengths are determined by superspace constraints; the Bianchi
identities (2.157) and the relation dH = 0 are therefore identities no longer,
and we must check whether they are actually satisfied.
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2.8.3 Explicit form of B
Let us first consider the field strength H in (2.197); the 3-form K(3) (Γ11) has
a potential
B =
(
−Πm + i
2
dθ¯Γmθ
)
· (idθ¯Γ11Γmθ) , (2.198)
which yields H = dB = −K(3) (Γ11) on account of the identity
dθ¯Γnθ · dθ¯Γ11Γndθ + dθ¯Γ11Γnθ · dθ¯Γndθ = 0 ; (2.199)
this in turn is a consequence of the identity
Γn(αβ (Γ11Γn)γδ) = 0 , (2.200)
which is known to to hold in D = 10. Therefore (2.197) actually is a consis-
tent choice forH . Since H = −K(3) (Γ11) is indeed supertranslation invariant
we have δαB = d∆α for some 1-form ∆α; this can be computed to be
∆α = dX
m · (iΓ11Γmθ)α −
1
6
[
dθ¯Γmθ ·
(
θ¯Γ11Γm
)
α
+ dθ¯Γ11Γmθ ·
(
θ¯Γm
)
α
]
.
(2.201)
Moreover we note that
δα∆β + δβ∆α = dX
m · (2iΓ11Γm)αβ +
+
1
2
· d
[
(Γ11Γmθ)α · (Γmθ)β + (Γ11Γmθ)β · (Γmθ)α
]
. (2.202)
Taking the trace with Γαβn of this expression yields zero: due to the traceless-
ness of products of Γ-matrices the first contribution vanishes, and the terms
in the square bracket yield zero since
θ¯Γ11ΓmΓnΓ
mθ = (2−D) θ¯Γ11Γnθ = 0 ,
for CΓ11Γn is symmetric, see Table 2.2. By (2.150) this implies that
∆m = 0 , (2.203)
as can be seen directly from (2.198), since B is translation invariant. From
definitions (2.172, 2.181, 2.183) we now see that
Sαβ (∆) = −dXm · (2iΓ11Γm)αβ + · · · , (2.204)
Sαm (∆) = Smn (∆) = 0 , (2.205)
where ” · · ·” denotes terms that involve only fermionic 1-forms. Finally, note
that d∆m = 0.
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p = 2q 0 2 4 6 8
S Γ11 132 Γ11 132 Γ11
Table 2.1: Relation between p and S.
2.8.4 Generalized Γ-matrix identities
Now let us turn attention to the RR field strengths. If we insert (2.196) into
the Bianchi identities (2.157) we obtain
dK(2) (Γ11) = 0 , (2.206)
dK(4) (1) +K(2) (Γ11)K
(3) (Γ11) = 0 ,
dK(6) (Γ11) +K
(4) (1)K(3) (Γ11) = 0 ,
dK(8) (1) +K(6) (Γ11)K
(3) (Γ11) = 0 ,
dK(10) (Γ11) +K
(8) (1)K(3) (Γ11) = 0 .
(2.207)
Here (2.206) is trivially satisfied due to d
(
idθ¯Γ11dθ
)
= 0. The equations in
(2.207) can be written as
dK(2q+2) (S) +K(2q) (SΓ11)K
(3) (Γ11) = 0 ; q = 1, 2, 3, 4, (2.208)
and p = 2q is related to S by Table 2.1. If we now use the explicit definitions
of K(2q) (S) as given in (2.195) we find that equations (2.207) are satisfied iff
Γn(αβ
(
SΓnm1...m2q−1
)
γδ)
+ (2q − 1) · (Γ11Γ[m1)(αβ (SΓ11Γm2...m2q−1])γδ) = 0 .
(2.209)
In the first term the symmetrisation involves spinor indices α, β, γ, δ, but no
covector indices n,m1, . . . , m2q−1, of course. In the second term we have a
symmetrisation over α, β, γ, δ, and independently, an antisymmetristion over
m1, . . .m2q−1. (2.209) is a set of generalized Γ-matrix identities. We shall
derive a necessary condition for them to hold, and show, that it is indeed
satisfied. Before we do so, however, let us examine the special case of (2.209)
when q = 1. In this case (2.209) becomes (see table 2.1 for the choice of S)
Γn(αβ (Γnm)γδ) + (Γ11)(αβ (Γ11Γm)γδ) = 0 . (2.210)
This is just the dimensional reduction to D = 10 of the D = 11 identity
required for κ-symmetry of the D = 11 supermembrane [13], and is known
to hold in D = 11. This means that the validity of at least the first equation
in (2.207) is assured.
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To examine the validity of the other cases we reexpress (2.209) as
Γn(αβ
(
SΓnm1...m2q−1
)
γδ)
+ (Γ11Γm1)(αβ
(
SΓ11Γm2...m2q−1
)
γδ)
+
+ (cycl. m1 → m2 → · · · ) + · · · = 0 , (2.211)
where ”cyc.” denotes a sum over all cyclic permutations of mi-indices in the
second term of the first line. Now we multiply (2.211) by Γlαβ; this yields
tr (ΓnΓl) ·
(
CSΓnm1...m2q−1
)
+ (CΓn) · tr (ΓlSΓnm1...m2q−1)+
+4
(
CΓnΓlSΓnm1...m2q−1
)
(sym)
+
+
{
tr (Γ11Γm1Γl) ·
(
CSΓ11Γm2...m2q−1
)
+ (CΓ11Γm1) · tr
(
ΓlSΓ11Γm2...m2q−1
)
+
+ 4
(
CΓ11Γm1ΓlSΓ11Γm2...m2q−1
)
(sym)
+ (cycl. m1 → m2 → · · · ) + · · ·
}
= 0 .
(2.212)
Here (sym) denotes the symmetric part of the matrix in brackets, i.e. M(sym) =
1
2
(
M +MT
)
. We list the contributions to (2.212):
tr (ΓnΓl) ·
(
CSΓnm1...m2q−1
)
= tr (132) ·
(
CSΓlm1...m2q−1
)
,
tr
(
ΓlSΓnm1...m2q−1
)
= 0 for all q = 1, . . . , 4 ; S = S (q) , see Table (2.1) ,
(
CΓnΓlSΓnm1...m2q−1
)
(sym)
= − (D − 2q − 1) · (CSΓlm1...m2q−1) , (2.213)
where we have used the fact that if
(
CSΓlm1...m2q−1
)
is symmetric then
(
CSΓm2...m2q−1
)
is always antisymmetric, see Table 2.2. The last three contributions to (2.212)
are
tr (Γ11Γm1Γl) = 0 ,
tr
(
ΓlSΓ11Γm2...m2q−1
)
= 0 ,(
CSΓm1ΓlΓm2...m2q−1
)
(sym)
= − (CSΓlm1...m2q−1)−
− (2q − 1) (2q − 3) · ηm1[m2 · η|l|m3
(
CSΓm4...m2q−1]
)
. (2.214)
Now we must perform the cyclic sum (cycl. m1 → m2 → · · · ) in (2.214).
Since this is equal to (2q − 1)× ”antisymmetrisation of (2.214) over (m1, . . . , m2q−1)”
we see that the second contribution on the right hand side of (2.214) must
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p S = 132 type S = Γ11 type
0 C − CΓ11 +
1 CΓm1 + CΓ11Γm1 +
2 CΓm1m2 + CΓ11Γm1m2 −
3 CΓm1...m3 − CΓ11Γm1...m3 −
4 CΓm1...m4 − CΓ11Γm1...m4 +
5 CΓm1...m5 + CΓ11Γm1...m5 +
6 CΓm1...m6 + CΓ11Γm1...m6 −
7 CΓm1...m7 − CΓ11Γm1...m7 −
8 CΓm1...m8 − CΓ11Γm1...m8 +
9 CΓm1...m9 + CΓ11Γm1...m9 +
10 CΓm1...m10 + CΓ11Γm1...m10 −
Table 2.2: Symmetry and Antisymmetry of products of Γ-matrices inD = 10.
+/− denotes Symmetry/Antisymmetry; C is a charge conjugation matrix.
vanish, since it involves antisymmetrisation over ηm1m2 , and therefore the
total contribution from this term is
(2q − 1) · (CSΓ[m1Γ|l|Γm2...m2q−1])(sym) = − (2q − 1) · (CSΓlm1...m2q−1) .
(2.215)
Altogether, (2.212) leads to the condition
[tr (132)− 4 (D − 2q − 1)− 4 (2q − 1)] ·
(
CSΓlm1...m2q−1
)
= 0 ; (2.216)
remarkably, the contributions involving q cancel each other in this equation,
so we arrive at
tr (132)− 4 (D − 2) = 0 (2.217)
as a necessary condition for the Γ-matrix identities (2.209) to hold; but this
is satisfied precisely in D = 10, independent of q.
We do not know whether (2.217) is also sufficient to ensure (2.209); in the
past, sufficiency of a similar condition to (2.217) to establish the well-known
Γ-matrix identity Γn(αβ) (Γn)γδ) = 0 in D = 10 could be established only via
computer [7]. In the following we shall assume that (2.217) is sufficient and
therefore (2.209) holds for all allowed values of q; if this assumption should
turn out to be wrong, then at least our analysis is valid for q = 1, since in
this case the validity of (2.210) is known; our results then would be restricted
to the D-2-brane in a IIA superspace.
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2.8.5 Constructing the leading terms of C(r)
Provided that (2.209) is valid we show that under these circumstances we
can construct the potentials C(3), C(5), C(7), C(9) recursively from C(1). From
(2.195, 2.196) we see that, up to a gauge transformation, we have
C(1) = idθ¯Γ11θ . (2.218)
Now assuming that we have constructed C(2q−1) we can use (2.156) to give
dC(2q+1) = K(2q+2) (S)− C(2q−1)K(3) (Γ11) , (2.219)
where S is chosen according to Table 2.1. A nessecary and sufficient condition
for the existence of a (local) (2q + 1)-form C(2q+1) that satisfies (2.219) is
that the differential of the right hand side of (2.219) vanishes; but since
dC(2q−1) = K(2q) (SΓ11)− C(2q−3)K(3) (Γ11) by assumption, this is
d
[
K(2q+2) (S)− C(2q−1)K(3) (Γ11)
]
= dK(2q+2) (S) +K(2q) (SΓ11)K
(3) (Γ11) ,
(2.220)
where we have used the fact that H = −K(3) (Γ11) is a closed 3-form. But the
right hand side of (2.220) are just the Bianchi identities (2.208), which are
identically zero provided that (2.209) holds; the Bianchi identities are there-
fore integrability conditions for the forms C(2q+1) in (2.219). The existence
of C(r) is therefore guaranteed at least for r = 1, 3.
We have solved (2.219) for C(3) explicitly; the result is
C(3) =
i
2
ΠmΠn · dθ¯Γnmθ +
+
1
2
Πm · [dθ¯Γnθ · dθ¯Γnmθ − dθ¯Γ11θ · dθ¯Γ11Γmθ] +
+
i
6
dθ¯Γmθ ·
[
dθ¯Γ11θ · dθ¯Γ11Γmθ − dθ¯Γnθ · dθ¯Γnmθ
]
. (2.221)
In proving that (2.221) is actually a solution to (2.219) for q = 1 one has to
make use of the identities
(Id 1) := dθ¯Γndθ · dθ¯Γ11Γnθ + dθ¯Γnθ · dθ¯Γ11Γndθ = 0 , (2.222)
and
(Id 2)m := dθ¯Γ
ndθ · dθ¯Γnmθ + dθ¯Γnθ · dθ¯Γnmdθ +
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+ dθ¯Γ11dθ · dθ¯Γ11Γmθ + dθ¯Γ11θ · dθ¯Γ11Γmdθ = 0 , (2.223)
where (2.222) is a consequence of (2.200), and (2.223) follows from (2.210).
Then
dC(3) = K(4) (132)− C(1)K(3) (Γ11) +
+
(
1
2
Πm − i
6
dθ¯Γmθ
)
· (Id 2)m −
(
i
3
dθ¯Γ11θ
)
· (Id 1) ,
and (2.219) is fulfilled.
In principle we could apply the same procedure to construct the other
potentials C(5), C(7), C(9). But for the purpose we are pursuing here, namely
the determination of the topological extensions of Noether algebras, we do
not need to know the full expression for C(2q+1); as mentioned earlier, these
algebra extensions come into play when the D-p-brane wraps around compact
dimensions in the spacetime; but the topology of this configuration is entirely
determined by the bosonic coordinates X on the superspace, and the pull-
back of the differentials dXm to the worldvolume of the brane, respectively.
In evaluating the anomalous contributions to the charge algebra as far as they
origin in the WZ-term we therefore can restrict attention to those components
of the C’s which have only bosonic indices. The strategy is as follows:
From section 2.7.4 we see that all we need are the components of the
forms SMN (U), M = (m,α), carrying the maximum number of bosonic
indices; since we shall work with the LI-basis now, this means that we need
only consider terms involving the maximum number of bosonic basis-1-forms
Πm; in the following we shall refer to such terms simply as ”leading terms”;
furthermore we shall call the number of bosonic indices in the leading term
as the ”order” of the term. From (2.192)-(2.194) we see that SMN (U) is
composed of terms δMDN , DM and DMd∆N . Since δM leaves the number of
LI-1-forms invariant we see that in order to construct the leading terms of
SMN (U) we need only construct the leading terms of DM . Now let us look
back at formula (2.161),
δαC
(2q+1) =
q∑
k=0
dD(2q−2k)α ·
Bk
k!
. (2.224)
From our choice of B in (2.198) we see that B contains only one bosonic
1-form Πm; the order of the terms in the sum in (2.224) therefore decreases
by 1 as k increases by 1; this means that in order to construct the leading
term of dD
(2q)
α we need only construct the leading term in δαC
(2q+1); but this
can be done using (2.219) recursively:
dC(2q+1) = K(2q+2) (S)− C(2q−1)K(3) (Γ11) . (2.225)
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From (2.195) we see that the order ofK(3) (Γ11) is one, and that ofK
(2q+2) (S)
is (2q); from (2.218) and (2.221) we deduce that the order of C(2q−1) is
(2q − 2), therefore the first term on the right hand side of (2.225) is the
leading term, and we must construct a C(2q+1) such that
dC(2q+1) = K(2q+2) (S) + · · · .
Thus we find the leading term of C(2q+1) to be
C(2q+1) =
i
(2q)!
Πm2q · · ·Πm1 · dθ¯SΓm1...m2qθ , (2.226)
with S given in Table 2.1. Therefore the leading term of dD
(2q)
α is
dD(2q)α = −
i
(2q)!
Πm2q · · ·Πm1 · (dθ¯SΓm1...m2q)α , (2.227)
and, up to a differential, we have
D(2q)α = −
i
(2q)!
Πm2q · · ·Πm1 · (θ¯SΓm1...m2q)α . (2.228)
This gives
δαD
(2q)
β + δβD
(2q)
α =
−2i
(2q)!
Πm2q · · ·Πm1 · (SΓm1...m2q)αβ = (2.229)
=
−2i
(2q)!
dXm1 · · · dXm2q · (S (2q) Γm2q ...m1)αβ + · · · .
multiplying (2.229) with Γαβn then yields a vanishing result due to the van-
ishing of the trace
tr
(
SΓm1...m2qΓn
)
= 0
for all allowed values of q, n and S. But since the order of the leading term
of D
(2q−2)
α · d∆β is (2q − 1), and the order of δαD(2q)β is (2q), as can be seen
from (2.201) and (2.228), we infer from (2.164) that indeed
D(0)m = 0 , D
(2q)
m = 0 ; (2.230)
these equations will actually hold in a rigorous sense, not only to leading
order; from (2.218) and (2.221) we see that at least C(1) and C(3) are strictly
translation invariant, and this will be true for the others as well, since the
higher rank potentials are constructed recursively from the lower rank ones.
Furthermore, from (2.228) we infer that δmD
(2q)
α = 0 for all q.
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2.8.6 Extended superalgebras for D-2q-branes
Now we can turn to evaluating the expressions SMN (U) as given in (2.192)-
(2.194). Since expressions involving d∆M have leading order smaller than
the leading order of δαD
(2q−2k)
β , see (2.204, 2.205), they can be omitted in the
discussion. The final expression for Sαβ (U) is therefore
Sαβ (U) = −2i ·
q∑
k=0
[
S (2q − 2k) Γm2q−2k ...m1
]
αβ
· ǫ
0µ1...µ2q−2kν1...ν2k
((2q − 2k)!)2 2k · k! ·
·∂µ1Xm1 · · ·∂µ2q−2kXm2q−2k · Fν1ν2 · · ·Fν2k−1ν2k . (2.231)
Let us now write dXm := emb∗dXm for the sake of convenience; then we
have
dXm1 · · ·dXm2q−2k · (dA)
k
k!
=
= ω0 · ǫ
0µ1...µ2q−2kν1...ν2k
(2q − 2k)! 2k · k! · ∂µ1X
m1 · · ·∂µ2q−2kXm2q−2k · Fν1ν2 · · ·Fν2k−1ν2k ,
where ω0 = dσ
1 · · · dσ2q; therefore
ω0 · Sαβ (U) = −2i ·
q∑
k=0
[
S (2q − 2k) Γm2q−2k ...m1
]
αβ
(2q − 2k)! · dX
m1 · · ·dXm2q−2k · (dA)
k
k!
.
(2.232)
Furthermore, from (2.193) and (2.194) we infer that both Sαm (U) and
Smn (U) are zero.
Now we can collect everything together to write down the general struc-
ture of the modified charge algebra; we assume that double integration is
defined, so that we get
{Qα, Qβ} = 2Γnαβ · Pm − 2i (Γ11Γm)αβ · Y m −
− 2i ·
q∑
k=0
[
S (2q − 2k) Γm2q−2k ...m1
]
αβ
(2q − 2k)! · Z
m1...m2q−2k , (2.233)
with
Y m =
1
(2q − 1)!
∫
W (t)
(∗Λgauge) dXm , (2.234)
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which was defined in (2.178), and
Zm1...m2q−2k =
∫
W (t)
dXm1 · · · dXm2q−2k · (dA)
k
k!
= (2.235)
=
∫
W (t)
d2qσ
ǫ0µ1...µ2q−2kν1...ν2k
(2q − 2k)! 2k · k! · ∂µ1X
m1 · · ·∂µ2q−2kXm2q−2k · Fν1ν2 · · ·Fν2k−1ν2k .
(2.236)
Moreover, the relation between q and S (2q) is given in Table 2.1. Note that
the integrand of the charge Y m is closed on the physical trajectories, see
(2.179).
At last, from (2.188) and (2.190) we learn that
[Qα, Pm] = 0 , [Pm, Pn] = 0 . (2.237)
To avoid confusion we emphasize that in (2.233) the bracket {Qα, Qβ} de-
notes a graded Poisson-bracket between two Grassmann-odd quantities, but
in (2.237) we have chosen a square bracket to denote the Poisson bracket
between quantities of which at least one of them is Grassmann-even.
2.9 Interpretation of the central charges
Let us try to interprete the structure of the charges Zm1...m2q−2k in (2.235).
Let us fix q and first of all look at the extreme values of k, i.e. k = 0 and
k = q. For k = 0 we find
Zm1...m2q =
∫
W (t)
dXm1 · · · dXm2q ; (2.238)
from (2.54) we see that this is just the integral over the topological current
j
0m1···m2q
T , i.e. the topological charge
Zm1...m2q = Tm1...m2q (2.239)
from (2.55). This charge will not be defined if the brane W (t) is infinitely
extended in one of the spatial directions Xmi occuring in Tm1...m2q . On the
other hand, if all spacetime directions occuring in Tm1...m2q are compact,
but the brane is not wrapped around all of them then this charge will be
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zero. It will be non-zero only if the brane wrappes around all these compact
dimensions; consider, for example, a compact U (1)-factor in the spacetime,
which may be taken as direction m = 1, and a closed string that is wrapped
around this n times [4] (the string is not a IIA brane, of course, but that
does not affect the discussion here); then T 1 is proportional to 2nπ, where n
is an integer. On the other hand, if the string is closed in a flat spacetime,
then T 1 = 0.
For k = q we find that
Z =
1
q!
∫
W (t)
(dA)q . (2.240)
This can be given a simple interpretation in the case of q = 1, p = 2q, i.e.
the D-2-brane: In this case
Z =
∫
W (t)
dA (2.241)
is just the flux of the field strength F of the gauge potential through the
brane W (t). The worldvolume is now to be regarded as a U (1)-bundle
P (W,U (1)). If the section W (t) is infinitely extended then Z will vanish
provided that the gauge field vanishes sufficiently fast at infinity, and the
bundle is trivial. If, however, W (t) describes a S2, say, then we have the
possibility that the gauge potential is no longer defined globally on S2; if two
gauge patches are necessary to cover S2 then the flux integral (2.241) yields
Z = 4πg , 2g ∈ Z , (2.242)
where g now is the charge of a Dirac monopole of the gauge field sitting ”in
the centre of S2”, and the quantization condition 2g ∈ Z comes from the
requirement that the transition function between the two gauge patches be
unique, see for example [15]. It is not clear to us whether this interpretation
extends to all possible values of q; we might conjecture that the U (1)-bundle
can always be non-trivial, in which case similar arguments apply to (2.240),
since then we must cover W (t) by more than one gauge patch, which should
yield analogous results.
As for the values 1 ≤ k ≤ q we see that the currents dXm1 · · · dXm2q−2k
in (2.235) now probe whether the brane has subcycles of dimension (2q − 2k)
embedded in it that wrap around (2q − 2k) compact dimensions of the space-
time. Only in this case the charges Zm1...m2q−2k will be non-vanishing. Fur-
thermore we see that the U (1)-bundle defined by the gauge field must be
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non-trivial in order to having a non-vanishing charge. To see this we can
choose a static gauge σµ = Xµ, then from (2.236) we have that
Zm1...m2q−2k =
∫
W (t)
d2qσ
ǫ0m1...m2q−2kν1...ν2k
(2q − 2k)! · k! · ∂ν1Aν2 · · ·∂ν2k−1Aν2k . (2.243)
(This static gauge will be allowed at least on a certain coordinate patch
on the worldvolume; in this case we have to sum over contributions from
the different patches). We see that similar considerations concerning the
non-triviality of the U (1)-bundle should apply here. In particular, (2.243)
will vanish if the bundle is trivial, since in this case the gauge potential
Aµ is globally defined, and then (2.243) yields a surface term. A tentative
interpretation of the charges (2.235) therefore would be that they measure
the coupling of compact spacetime dimensions the brane or some directions
of the brane wrap around to non-trivial gauge field configurations on the
brane.
We have not found an easy interpretation for Y m; from its structure we
see that the dXm-factor together with the fact that ∗Λgauge is closed on the
physical trajectories will make this charge non-vanishing only when the brane
contains a 1-cycle wrapping around a compact spacetime dimension, e.g. a
S1-factor. This charge then describes the coupling of the canonical gauge
field momentum to this particular topological configuration.
We finally present the modified charge algebra in the case of the D-2-
brane with worldvolume R×S2, since this allows for an easy interpretation,
as we have seen above:
{Qα, Qβ} = 2 (CΓm)αβ · Pm − 2i (CΓ11Γm)αβ · Y m −
− i (CΓm2m1)αβ · Tm1m2 − 2i (CΓ11)αβ · 4πg , (2.244)
where Tm1m2 probes the presence of compact dimensions in spacetime the
brane wraps around, and g is the quantized charge of a possible Dirac
monopole resulting from the gauge field.
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Chapter 3
Lightlike Compactifications
3.1 Introduction
As described in the introduction, in this chapter we examine the structure
of maps, in particular of elements of the isometry group Ent of a flat pseudo-
Euclidean space Rnt , that preserve the points of a lattice lat, whose associated
real vector space [lat], called the R-linear enveloppe of the lattice, is light-
like. In this case, the restriction of the metric η with signature (−t,+s) to
[lat] is no longer definite. This gives rise to the possibility of having lattice-
preserving transformations in the overall pseudo-Euclidean group Ent that
are injective, but no longer surjective on the lattice; in other words, their
inverses do not preserve lat. The set of all these transformations therefore
will no longer be a group, but only a semigroup. Since it is precisely the
lattice preserving transformations that descend to the quotient of Rnt over
the discrete group of primitive lattice translations Γ, i.e. to the ”compacti-
fied” spacetime Rnt /Γ = R
n−m×Tm, these semigroup elements constitute an
extension of the isometry group I (Rnt /Γ), which act non-invertibly on the
compactified space. We present in detail the case of the compactification of
a Lorentzian spacetime over a lightlike lattice Γ, where it is shown that the
non-invertible elements wind the lightlike circle k times around itself. We ar-
gue that this should map the different sectors of a Lagrange theory on Rnt /Γ,
as labelled by the lightlike compactification radius, in a one-way process into
each other. In the case under consideration, this map will be accomplished
by finite discrete transformations generated by the ”mass” generator of the
centrally extended Galilei group; since it is known that the eigenvalues of
this generator label different superselection sectors of a theory, we argue
that our semigroup transformations connect different superselection sectors
of any Lagrange theory on a lightlike compactified spacetime.
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The plan of this chapter is as follows: In section 3.2 we provide some back-
ground on orbit spaces and the associated fibre preserving sets. In section
3.3 we introduce our notation conventions. In section 3.4 and 3.5 we intro-
duce our concepts of lattice preserving transformations, and examine some
of their structure. In particular, we show in a theorem why no semigroup
extensions are available in a Euclidean background space, or more generally,
for a lattice whose R-linear enveloppe [lat] is spacelike. In section 3.6 we con-
struct the sets normalizing a lightlike lattice in a Minkowski spacetime. In
section 3.7 we show how the semigroup transformations act on the lightlike
circle of the spacetime, and how they relate theories belonging to different
compactification radii.
3.2 Orbit spaces and normalizing sets
Assume that a group G has a left action on a topological space X such
that the map G × X ∋ (g, x) 7→ gx is a homeomorphism. When a discrete
subgroup Γ ⊂ G acts properly discontinuously and freely on X , then the
natural projection p : X → X/Γ of X onto the space of orbits, X/Γ, can
be made into a covering map, and X becomes a covering space of X/Γ (e.g.
[17, 18, 19]) . More specially, if X = M is a connected pseudo-Riemannian
manifold with a metric η, and G = I (M) is the group of isometries of M ,
so that Γ is a discrete subgroup of isometries acting on M , then there is a
unique way to make the quotient M/Γ a pseudo-Riemannian manifold (e.g.
[1, 20]); in this construction one stipulates that the projection p be a local
isometry, which determines the metric on M/Γ. In such a case, we speak of
p : M → M/Γ as a pseudo-Riemannian covering.
In both cases, the quotient p : X → X/Γ can be regarded as a principal
fibre bundle with bundle space X , base X/Γ, and Γ as structure group, the
fibre over m ∈ X/Γ being the orbit of any element x ∈ p−1 (m) under Γ,
i.e. p−1 (m) = Γx = {γx | γ ∈ Γ}. If g ∈ G induces the homeomorphism
x 7→ gx of X (or an isometry of M), then g gives rise to a well-defined map
g# : X/Γ→ X/Γ only when g preserves all fibres, i.e. when g (Γx) ⊂ Γ (gx)
for all x ∈ X . This is equivalent to saying that gΓg−1 ⊂ Γ. If this relation
is replaced by the stronger condition gΓg−1 = Γ, then g is an element of the
normalizer N (Γ) of Γ in G, where
N (Γ) =
{
g ∈ G | gΓg−1 = Γ} . (3.1)
The normalizer is a group by construction. It contains all fibre preserving
elements g of G such that g−1 is fibre preserving as well. In particular, it
contains the group Γ, which acts trivially on the quotient space; this means,
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that for any γ ∈ Γ, the induced map γ# : X/Γ → X/Γ is the identity on
X/Γ, γ# = id|X/Γ. This follows, since the action of γ# on the orbit Γx, say,
is defined to be γ# (Γx) = Γ (γx) = Γx, where the last equality holds, since
Γ is a group.
In this work we are interested in relaxing the equality in the condition
defining N (Γ); to this end we introduce what we call the extended normalizer,
denoted by eN (Γ), through
eN (Γ) :=
{
g ∈ G | gΓg−1 ⊂ Γ} . (3.2)
The elements g ∈ G which give rise to well-defined maps g# on X/Γ are
therefore precisely the elements of the extended normalizer eN (Γ), as we
have seen in the discussion above. Such elements g are said to descend to
the quotient space X/G. Hence eN (Γ) contains all homeomorphisms of X
(isometries of M) that descend to the quotient space X/Γ (M/Γ); the nor-
malizer N (Γ), on the other hand, contains all those g for which g−1 descends
to the quotient as well. Thus, N (Γ) is the group of all g which descend to
invertible maps g# (homeomorphisms; isometries) on the quotient space.
In the case of a semi-Riemannian manifold M , for which the group G is the
isometry group I (M), the normalizer N (Γ) therefore contains all isometries
of the quotient space, the only point being that the action of N (Γ) is not
effective, since Γ ⊂ N (Γ) acts trivially on M/Γ. However, Γ is a normal
subgroup of N (Γ), so that the quotient N (Γ) /Γ is a group again, which is
now seen to act effectively onM/Γ, and the isometries ofM/Γ which descend
from isometries of M are in a 1–1 relation to elements of this group. Thus,
denoting the isometry group of the quotient space M/Γ as I (M/Γ), we have
the well-known result that
I (M/Γ) = N (Γ) /Γ . (3.3)
Now we turn to the extended normalizer. For a general element g ∈
eN (Γ) the induced map g# is no longer injective on X/Γ. To see this assume
that for a fixed element g ∈ G, the inclusion in definition (3.2) is proper, i.e.
gΓg−1 ⊂
6=
Γ. Take an arbitrary x ∈M , then g (Γx) ⊂
6=
Γ (gx); this means that
there exists an element z ∈ Γ (gx) that is not the image under g of any γx in
the orbit Γx. Hence, since g is invertible on X , there exists an x′ ∈ X , whose
orbit Γx′ is different from the orbit Γx, such that z = gx′. Since g preserves
fibres we have g (Γx′) ⊂
6=
Γ (gx′) = Γz = Γ (gx), the last equality following,
since z lies in the orbit of gx. This implies that the induced map g# maps
the distinct orbits Γx 6= Γx′ into the same orbit Γ (gx), which expresses that
g# is not injective. In particular, if g was an isometry of M , then g# can
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no longer be an isometry on the quotient space, since it is not invertible. It
also follows that eN (Γ) will not be a group, in general. For this reason, the
elements of the extended normalizer seem to have attracted limited attention
in the literature so far.
In this work, however, we will show that the extended normalizer natu-
rally emerges when we study identification spaces M/Γ, where M = (Rn, η)
is flat Rn endowed with a symmetric bilinear form η with signature (−t,+s)
or index t; to such a space M we will also refer to as M = Rnt . The group Γ
will be realized as a discrete group of translations in M , the elements being
in 1–1 correspondence with the points of a lattice lat ⊂ Rnt , which is regarded
as a subset of Rnt . We will find that in the Lorentzian case, the fact that
the identity component SO+1,n−1 ⊂ O1,n−1 is no longer compact will give rise
to a natural extension of the isometry group N (Γ) /Γ of the quotient M/Γ
to the set eN (Γ) /Γ, provided that the R-linear enveloppe of the lattice is
a lightlike subvector space (we do not consider lattices whose associated
R-linear vector space is timelike; this would give rise to ”compactifications
along a time direction”). We will show that eN (Γ) /Γ in general has the
structure of a semigroup, naturally containing the isometry group N (Γ) /Γ
as a subgroup. This will be compared with the orthogonal case, and it will
be shown that the compactness of SOn obstructs such an extension. That
is probably why such extensions have not been studied in crystallography in
the past.
3.3 Notations and conventions
— If a subgroup H of a group G is normal in G, we denote this fact by
H ✁G.
— The isometry group I (Rnt ) of R
n
t is the semi-direct product
I (Rnt ) = E
n
t = R
n ⊙Ot,n−t , (3.4)
called pseudo-Euclidean group, where the translational factor Rn is normal
in Ent , R
n
✁ Ent . Elements of E
n
t will be denoted by (t, R) with group law
(t, R) (t′, R′) = (Rt′ + t, RR′). Projections onto the first and second factor
of Ent are defined as p1 : E
n
t → Rn, p1 (t, R) = (t, 1); p2 : Ent → Ot,n−t,
p2 (t, R) = (0, R). Elements of the form (0, R) will be referred to as ”rota-
tions”, although in general they are pseudo-orthogonal transformations. The
Lie algebra of the pseudo-Euclidean group Ent will be denoted by
eucnt ≡ Lie (Ent ) (3.5)
henceforth. – For t = 1, En1 is the Poincare group.
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—Given a subset S ⊂ Rnt , the R-linear span of S is the vector subspace of
Rnt generated by elements of S, i.e. the set of all finite linear combinations of
elements in S with coefficients in R; we denote the R-linear span of S by [S]
R
or simply [S], if no confusion is likely. If S = {u1, . . . , um} is finite, one also
writes [S] =
∑m
i=1R · ui. This contains the Z-linear span [S]Z =
∑m
i=1 Z · ui
as a proper subset.
— The index ind (W ) of a vector subspace W ⊂ Rnt is the maximum in
the set of all integers that are the dimensions of R-vector subspaces W ′ ⊂ W
on which the restriction of the metric η|W ′ is negative definite, see e.g. [20].
Hence 0 ≤ ind (W ) ≤ m, and ind (W ) = 0 if and only if η|W is positive
definite. In the Lorentzian case, i.e. M = Rn1 , we call W timelike ⇔ η|W
nondegenerate, and ind (W ) = 1; W lightlike ⇔ η|W degenerate, and W
contains a 1-dimensional lightlike vector subspace, but no timelike vector;
and W spacelike ⇔ η|W is positive definite and hence ind (W ) = 0.
3.4 Lattices and their symmetries
In this section we introduce our conventions of lattices in Rnt and their as-
sociated sets of symmetries. These notions will be appropriate to examine
the peculiarities that arise when the vector space Rnt is non-Euclidean. On
the one hand, they extend the usual terminology encountered in crystal-
lography. On the other hand, our definition of a lattice is adapted to the
purposes of this paper, and therefore somewhat simplified compared with
the most general definitions possible in crystallography. This means that a
full adaption of our terminology introduced here with well-established crys-
tallographic notions would have been a tedious task with no contribution to
deeper understanding; we therefore have made no attempt to do so.
In this work we restrict attention to lattices that contain the origin 0 ∈ Rnt
as a lattice point, which suffices for our purposes. Let 1 ≤ m ≤ n, let
u ≡ (u1, . . . , um) be a set of m linearly independent vectors in Rnt ; then the
Z-linear span of u,
lat ≡
m∑
i=1
Z · ui =
{
m∑
i=1
zi · ui | zi ∈ Z
}
, (3.6)
is called the set of lattice points with respect to u. Elements of lat are
regarded as points in Rnt as well as vectors on TR
n
t . Let [lat] ≡ [u]R denote
the R-linear span of lat. We define the index of the lattice as the index of its
R-linear span [lat], ind (lat) ≡ ind ([lat]). In the Lorentzian case, M = Rn1 ,
the lattice lat is called timelike / lightlike / spacelike if the enveloppe [lat] is.
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The subset Tlat ⊂ Ent is the subgroup of all translations in Ent through
elements of lat,
Tlat = {(tz, 0) ∈ Ent | tz ∈ lat} . (3.7)
Elements of Tlat are called primitive translations.
Now we introduce the set pres (lat), which is defined to be the set of all
diffeomorphisms on Rnt preserving lat, i.e.
pres (lat) ≡ {φ ∈ diff (Rnt ) | φ lat ⊂ lat} . (3.8)
Every such φ is invertible, hence surjective, on Rnt ; however, it need not be
surjective on lat, which means that inverses in this set do not necessarily ex-
ist. Neither is it required that φ be linear. pres (lat) is therefore a semigroup
with composition of maps as multiplication, and id|
R
n
t
as unit element.
We also define the associated set
pres× (lat) ≡ {φ ∈ diff (Rnt ) | φ lat = lat} ⊂ pres (lat) . (3.9)
pres× (lat) contains all diffeomorphisms of pres (lat) whose restriction to lat
is invertible, and hence is a group.
The intersection
sym ≡ pres (lat) ∩ Ent (3.10)
we term the set of symmetries of the lattice lat, and
sym× ≡ pres× (lat) ∩ Ent (3.11)
we call the set of invertible symmetries of lat. sym× is a group by construc-
tion. On the other hand, sym is only a semigroup, since inverses in sym
do not necessarily exist. Cleary, sym× ⊂ sym. This inclusion is not always
proper. Below we prove a theorem that explains the details. First, however,
we examine the structure of sym× and sym more closely.
3.5 The structure of sym× and sym
An immediate statement is
3.5.1 Proposition
1. All translations in sym belong to sym×.
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2. All translations in Tlat belong to sym
×.
3. There are no pure translations in sym× other than primitive transla-
tions from Tlat.
4. Tlat is normal in sym
×.
Proof :
The fist two statements are obvious. As for the third, assume (t, 1) ∈
sym× were no element of Tlat; then it would map the lattice point 0 into
the lattice point t, which is a contradition. Now prove (4): Since, by (2),
translations (tz, 0) belong to sym
×, we have that for a given (t, R) ∈ sym×,
the product (t, R) (tz, 0) (t, R)
−1 ∈ sym× as well. But this product equals
(Rtz, 1), hence is a pure translation, hence, by (3), must belong to Tlat, which
proves Tlat ✁ sym
×. 
These results do not a priori imply, however, that p1 (sym) = Tlat. We
show below that this is true for sym×.
We now examine the projection of sym× onto the second factor p2 (sym×).
A priori it is not clear whether this projection is a subset of sym, sym×, or
not. We will see shortly that indeed p2 (sym
×) ⊂ sym×. We start with
observing that the elements (0, R) of p2 (sym
×) are in 1–1 correspondence
with the left cosets Tlat · (t, R), where (t, R) is in the inverse image p−12 (0, R).
This follows, since Tlat is a subgroup of sym
×, so that Tlat·(t, R) is certainly in
the inverse image; and furthermore, any two elements in this coset must differ
by a primitive translation, since for (t, R), (t′, R) we have (t, R)−1 ∈ sym×,
hence (t′, R) (t, R)−1 = (t′ − t, 1) ∈ sym×. It is at this point that we need
the condition that (t, R) be in sym× rather in sym. The last equation says
that (t′ − t, 1) must be a primitive translation, since sym× contains no other
translations than these. From these considerations we conclude that there
must exist a coset representative, denoted by (τR, R) of the coset Tlat · (t, R)
such that
τR =
m∑
i=1
qi · ui , 0 ≤ qi < 1 . (3.12)
This defines a map
τ :
{
sym× →W
(t, R) = (tz + τR, R) 7→ τR , (3.13)
which is constant on the cosets. We remark that if the map τ ≡ 0 is identi-
cally zero, then the associated group sym× is called symmorphic in crystal-
lography (see, e.g., [16]).
69
We now define the following subgroups of sym, sym× :
rot = {Λ ∈ sym | Λ = (0, R)} , (3.14)
rot× = rot ∩ sym× , (3.15)
i.e. these are the subsets of sym, sym×, respectively, that are pure (pseudo-
Euclidean) ”rotations”. We can now prove the result announced above:
3.5.2 Proposition
The projection of sym× onto the ”rotational” factor coincides with the set
of all pure ”rotations” in sym×, i.e.
p2
(
sym×
)
= rot× . (3.16)
Proof :
The inclusion ” ⊃ ” is trivial. We prove ” ⊂ ” : If (0, R) ∈ p2 (sym×), then
there exists a vector t ∈ W (not necessarily in lat) so that (0, R) = p2 (t, R),
and (t, R) as well as (t, R)−1 are elements of sym×. Now let tz ∈ lat arbitrary,
then (tz, 0) ∈ sym×, and so is the product (t, R) (tz, 0) (t, R)−1 = (Rtz, 1).
The RHS must be a primitive translation, hence Rtz ∈ lat for all tz, or
Rlat ⊂ lat. The same argument holds for R−1, which says that Rlat = lat,
or (0, R) ∈ rot×. 
We next show
3.5.3 Proposition
The restriction of the τ -map to sym× vanishes identically.
Proof :
Let (t, R) ∈ sym×, then the projection onto the second factor is (0, R) ∈
p2 (sym
×) = rot× ⊂ sym×, where we have used (3.16). Therefore (t, R) and
(0, R) both lie in the same coset Tlat · (t, R); but this means that (0, R) is the
unique coset representative that determines the value of the τ -map on the
argument (t, R). Hence τR = 0. 
From proposition 3.5.3 we infer that every element of sym× has the form
(tz, R), where tz ∈ lat. For every (t, R) ∈ sym× lies in the coset Tlat · (t, R),
which contains the coset representative (0, R). Hence (t, R) and (0, R) must
differ by a primitive translation, which says that t = tz ∈ lat.
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As a corollary we infer the result we have announced after proposition
3.5.1, namely
p1
(
sym×
)
= Tlat . (3.17)
Thus, all elements of sym× have a standard decomposition (tz, R) = (tz, 1) (0, R) ∈
Tlat × rot× according to (3.16). Furthermore, the groups Tlat and rot× have
only the unit element (0, 1) in common, and Tlat is normal in sym
×. Thus,
we have proven the
3.5.4 Proposition
sym× is the semidirect product
sym× = Tlat ⊙ rot× . (3.18)
As an immediate conclusion we see that we must have
Tlat ⊙ rot ⊂ sym . (3.19)
We have not examined, however, whether this inclusion is proper, or if sym
can contain elements (t, R) for which t 6∈ lat.
Finally, we present a condition under which rot coincides with rot×; this
sheds some light on the question under which circumstances sym× is actually
a proper subset of sym.
3.5.5 Theorem
If ind (lat) = 0 or ind (lat) = m (i.e. minimal or maximal), then rot = rot×.
Proof :
We first assume that ind (W ) = 0, i.e. η|W is positive definite. Let
Λ ∈ rot. Since Λ preserves lat, it also preserves its R-linear enveloppe W ,
i.e. ΛW ⊂ W . Let x, y ∈ W arbitrary, then Λx,Λy ∈ W . This says that
(η|W ) [(Λ|W )x, (Λ|W ) y] = η (Λx,Λy) = η (x, y) = (η|W ) [x, y] ,
which says that the restriction Λ|W of Λ to the subvector space W preserves
the bilinear form η|W on this space. But η|W is positive definite by as-
sumption, hence Λ|W ∈ O (W ), where O (W ) denotes the orthogonal group
of W .
Now we assume that Λ has the property
Λ ∈ sym , and Λ−1 6∈ sym , (3.20)
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in other words, Λlat
⊂
6= lat. This means that Λ| lat is not surjective. Hence
∃ x ∈ lat : Λu 6= x for all u ∈ lat. x cannot be zero, since 0 ∈ lat, and Λ is
linear. Hence r ≡ ‖x‖ > 0, where ‖x‖ = η (x, x) denotes the Euclidean norm
on W . Now let Sm−1 be the (m− 1)-dimensional sphere in W , centered at 0.
Consider the intersection sct = lat∩ r · Sm−1, where r · Sm−1 is the (m− 1)-
dimensional sphere with radius r in W . Note that this set coincides with the
orbit Om−1 · x of x under the action of the orthogonal group Om−1, which is
a compact subset of W ≃ Rm. From the compactness of r · Sm−1 it follows
that the number of elements #sct of sct is finite, 0 ≤ #sct <∞. Then
1. Λ|W orthogonal ⇒ Λ (sct) ⊂ r · Sn−1;
2. Λ lattice preserving ⇒ Λ (sct) ⊂ lat;
3. Λ injective ⇒ #Λ (sct) = # (sct).
The first two statements imply that Λ|W preserves sct, (Λ|W ) (sct) ⊂
sct; from the third we deduce that (Λ|W ) (sct) = sct. But this says that all
elements of sct are in the image of (Λ|W ), hence x = (Λ|W ) (x′) for some
x′ ∈ sct, which is a contradiction to the result above. This says that our
initial assumption (3.20) concerning Λ was wrong.
Now assume that ind (lat) is maximal. Then η|W is negative definite,
but the argument given above clearly still applies, since O0,m−1 ≃ Om−1,0,
and the only point in the proof was the compactness of the Om−1-orbits. This
completes our proof. 
We see that the structure of the proof relies on the compactness of orbits
O · x of x under the orthogonal group, which, in turn, comes from the fact
that the orthogonal groups O are compact. If the metric restricted to [lat]
were pseudo-Euclidean instead, we could have non-compact orbits, related
to the non-compactness of the groups Ot,s. We have not proved this in full,
but we conjecture that the converse of theorem 3.5.5 should read:
”If 0 < ind (lat) < m = dimR [lat], then rot
× ⊂6= rot”.
An explicit example of this situation will be constructed now.
3.6 Identifications over a lightlike lattice
Given a lattice lat in a pseudo-Euclidean space M = Rnt , we have the associ-
ated group of primitive translations Γ = Tlat. We want to study the quotient
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space M/Γ, its isometry group I (M/Γ) = N (Γ) /Γ, and the possible exten-
sion eN (Γ) /Γ of this isometry group. We now show how N (Γ) and eN (Γ)
are related to the sets rot× and rot, respectively.
An element (t, R) ∈ Ent is in the extended normalizer eN (Γ) iff (t, R) Γ (t, R)−1 ⊂
Γ, where (t, R)−1 is the inverse of (t, R) in Ent . This is true iff (Rtz, 1) ∈ Γ for
all tz ∈ lat, hence iff Rlat ⊂ lat, hence iff (0, R) ∈ sym, hence iff (0, R) ∈ rot.
On the other hand, (t, R) is in the normalizer N (Γ) if the same condition
holds for R−1 as well, i.e. R−1 ∈ rot. But R,R−1 ∈ rot is true iff R ∈ rot×.
Hence
eN (Γ) = {(t, R) ∈ Ent | R ∈ rot} = Rn ⊙ rot , (3.21)
N (Γ) =
{
(t, R) ∈ Ent | R ∈ rot×
}
= Rn ⊙ rot× . (3.22)
From now on we focus on the Lorentzian metric, t = 1, and work in
M = Rn1 . In the following we examine in detail the extended normalizer of
a group Γ = Tlat, whose associated lattice lat is given as follows: The basis
vectors u = (u+, u1 . . . , um−1) of the lattice contain one lightlike vector,
namely u+, and (m− 1) spacelike vectors u1, . . . , um−1. It is assumed that
u+ ⊥ [u1, . . . , um−1]R, which is necessary to guarantee that the R-linear
span of all basis vectors, W ≡ [u]
R
, is indeed a lightlike vector subspace of
Rn1 . As is well known, this means that the restriction η|W of the metric to
W is degenerate; and furthermore, that W contains a 1-dimensional lightlike
vector subspace, in this case given by [u+]R, but no lightlike vector otherwise.
Applying a suitable Lorentz transformation it can be assumed without loss
of generality that (1) the vector subspace U ≡ [u1, . . . , um−1]R coincides
with the span of the last (m− 1) canonical basis vectors of Rn1 , i.e. U =
[en−m+1, . . . , en−1]R, where R
n
1 = [e0, . . . , en−1]R; and (2), that u+ =
e0+e1√
2
.
We want to compute N (Γ) and eN (Γ) for this lattice, where Γ = Tlat.
According to (3.21, 3.22) our first task is to identify the sets rot and rot×.
We do this in several steps. Firstly, we identify the subset of En1 that preserves
the 1-dimensional lightlike subspace [u+]R.
3.6.1 Preservation of a lightlike 1-dimensional subspace
Let e ≡ (e0, e1, . . . , en−1) denote the canonical basis of Rn1 . Construct
two lightlike vectors u+,− ≡ 1√2 (e0 ± e1), and consider the new basis b ≡
(u+, u−, e2, . . . , en−1). The transformation between the two bases is ac-
complished by T = diag
(
1√
2
(
1 1
1 −1
)
, 1
)
, with T 2 = 1, so that b =
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eT and e = bT . In the b-basis, the matrix ηb of η takes the form ηb =
diag
((
0 −1
−1 0
)
, 1
)
.
We want to find the set rot ([u+]R ;O1,n−1) of elements R ∈ O1,n−1 that
preserve this subspace, i.e. Φ (R)u+ = λ · u+ with R ∋ λ 6= 0. Here
Φ (R) denotes the linear operator associated with R, acting according to
Φ (R) b = bR. Note the notation conventions: We write R for the abstract
group elemenent as well as for the matrix representing Φ (R) in a particular
basis.
From Φ (R) b = bR we see that the matrix representing Φ (R) must take
the general form R =
(
λ
0
∗
)
, where ” ∗ ” denotes ”something”. We
can make an Ansatz for R according to this form, and then impose the
condition RTηbR = ηb that expresses that R is a Lorentz transformation.
This yields a set of matrices R = (V, a, C) parametrized by V ∈ Rn−2 ⊂ Rn1
canonically embedded in Rn1 according to V ↔
 00
V
; a ∈ R×, where
R× = R−{0} denotes the multiplicative group of units of R; and C ∈ On−1 ⊂
O1,n−1, canonically embedded according to C ↔
 1 0 00 1 0
0 0 C
 ∈ O1,n−1.
The matrices (V, a, C) take the form
(V, a, C) =
 a V 2a −
√
2V TC
0 1
a
0
0 −
√
2V
a
C
 , (3.23)
where V 2 =
∑n−1
i=2 V
2
i denotes the Euclidean quadratic form on R
n−2. These
matrices satisfy the group law
(V, a, C) (V ′, a′, C ′) = (aCV ′ + V, aa′, CC ′) , (3.24)
with unit (0, 1, 1), and inverses
(V, a, C)−1 =
(
−1
a
C−1V,
1
a
, C−1
)
. (3.25)
Using the group law (3.24) we find the standard decomposition of elements
(V, a, C) = (V, 1, 1) (0, a, 1) (0, 1, C) , (3.26)
this decomposition being chosen so that factors which form normal subgroups
stand to the left, as it will be shown now. We firstly identify three subgroups
74
of G = rot ([u+]R ;O1,n−1): The set of all (V, 1, 1) forms an Abelian subgroup
of G, which is isomorphic to Rn−2, as can be seen from the group law
(V, 1, 1, ) (V ′, 1, 1) = (V + V ′, 1, 1) . (3.27)
The set of all (0, a, 1) is a subgroup of G with group law (0, a, 1) (0, a′, 1) =
(0, aa′, 1), which will continue to be denoted by R×, and the set of all
(0, 1, C) clearly is a subgroup isomorphic to On−2. Since (0, a, 1) (0, 1, C) =
(0, 1, C) (0, a, 1), the last two subgroups form a direct product subgroup
R× ⊗ On−2 of G. Furthermore, using the group law (3.24) again, we see
that conjugation I (U, a, C) [where I (g)h = ghg−1] of an element (V, 1, 1) of
Rn−2 yields again a translation,
I (U, a, C) (V, 1, 1) = (aCV, 1, 1) , (3.28)
from which it follows that Rn−2 is a normal subgroup of G. This implies that
G has the structure of a semidirect product
G = rot ([u+]R ;O1,n−1) ≃ Rn−2 ⊙
[
R× ⊗ On−2
]
, (3.29)
where ”⊙” denotes a semidirect product, and the normal factor Rn−2 stands
to the left.
We see that this group has four connected components: They are ob-
tained by pairing the two connected components (R+,R−) of R× with the
two connected components
(
SOn−2, O
−
n−2
)
of On−2. R− reverses the time di-
rection, whereas O−n−2 reverses spatial orientation. The identity component
G0 of G is obviously
G0 = R
n−2 ⊙ [R+ ⊗ SOn−2] . (3.30)
In what follows we shall restrict attention to G0. If we had started this
section with SO+1,n−1, then our analysis would naturally render the identity
component G0 for rot ([u+]R ;O1,n−1). We adapt our notation to this fact by
denoting as rot ([u+]R ;H) the set of all elements in the group H ⊆ O1,n−1
that preserve [u+]. Then we can conclude this section with the results
rot ([u+]R ;O1,n−1) ≃ Rn−2 ⊙
[
R× ⊗ On−2
]
, (3.31)
rot
(
[u+]R ;SO
+
1,n−1
) ≃ Rn−2 ⊙ [R+ ⊗ SOn−2] . (3.32)
We now give the explicit form of the matrices (V, a, C) etc. in the basis
e. Performing a similarity transformation with T then yields, using (3.23),
(V, a, C) =

a+ 1
a
2
+ V
2
2a
a− 1
a
2
− V 2
2a
−V TC
a− 1
a
2
+ V
2
2a
a+ 1
a
2
− V 2
2a
−V TC
−V
a
V
a
1n−2
 . (3.33)
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This gives, in particular,
(V, 1, 1) =
 1 + V 22a −V 22a −V TV 2
2a
1− V 2
2a
−V T
−V V 1n−2
 , (3.34)
(0, a, 1) =
 sgn (a) · ( cosh φ sinhφsinhφ cosh φ
)
0
0 1n−2
 , (3.35)
where cosh φ =
∣∣∣a+ 1a2 ∣∣∣ and
(0, 1, C) =
(
12 0
0 C
)
. (3.36)
3.6.2 Conformal algebra cfn−2
Before we investigate the Lie algebra of the Lie group rot
(
[u+]R ;SO
+
1,n−1
)
,
we briefly explain the relation between the conformal algebra cfn−2 in (n− 2)
Euclidean dimensions and the Lorentz algebra so1,n−1. cfn−2 is spanned by
generators
[
(Lij)2≤i<j≤n−1 ; (Ki, Sj)i,j=2,... ,n−1 ; ∆
]
, where Lij andKi span the
Euclidean algebra son−2, sj are the generators of special conformal transfor-
mations, and ∆ generates dilations. This basis obeys the relations
[Lij, Lkm] = δik · Ljm + δjm · Lik − δim · Ljk − δjk · Lim ,
[Lij , Kk] = δik ·Kj − δjk ·Ki ,
[Lij , Sk] = δik · Sj − δjk · Si ,
[Si, Kj ] = 2 (Lij − δij ·∆) ,
[Ki, Kj ] = [Si, Sj] = 0 ,
[Lij ,∆] = 0 ,
[∆, Ki] = Ki ,
[∆, Sj] = −Sj .
(3.37)
The first two lines contain the son−2 subalgebra.
The generators of so1,n−1, on the other hand, are real (n, n) matrices Lµν
defined by
(Lµν)
a
b = −δaµ · ηνb + δaν · ηµa , (3.38)
satisfying
[Lµν , Lρσ] = ηµρ · Lνσ + ηνσ · Lµρ − ηµσ · Lνρ − ηνρ · Lµσ . (3.39)
76
Now we transform the basis (Lµν) to a new basis
(−L01 ; L0k + L1k ; L0k − L1i ; Lij) =
= (∆ ; Kk ; Sk ; Lij) , k = 2, . . . , n− 1 ; 2 ≤ i < j ≤ n− 1 .
(3.40)
Using (3.23) it is easy to verify that this new basis satisfies the algebra (3.37),
so that we have the well-known isomorphism of Lie algebras
cfn−2 ≃ so1,n−1 . (3.41)
We now can turn to evaluate the Lie algebra gˆ0 of rot
(
[u+]R ;SO
+
1,n−1
)
.
The generators of the subgroup Rn−2 with elements (V, 1, 1) are obtained
from (3.34) by
d
dt
(t · V, 1, 1)t=0 =
n−1∑
i=2
V i · (L0i + L1i) =
n−1∑
i=2
V i ·Ki , (3.42)
with Lµν from (3.38), and using the new basis (3.40). Similarly,
d
dt
(0, t · a, 1)t=0 = −L01 = ∆ . (3.43)
The generators of the SOn−2-factor clearly are the elements (Lij)2≤i<j≤n−1.
Thus we see that the Lie algebra gˆ0 is a Lie subalgebra of the conformal
algebra cfn−2 in (n− 2) Euclidean dimensions; gˆ0 is spanned precisely by
those generators of cfn−2, that either annihilate the lightlike vector u+, or
leave it invariant, i.e.
Liju+ = Kiu+ = 0 , ∆u+ = u+ . (3.44)
3.6.3 Preservation of W = [u+]R ⊕ U
Consider the subvector spaces U = [en−m+1, . . . , en−1]R and W = [u+]R ⊕ U
introduced at the beginning of section 3.6. Our next question is: Which
elements R of SO+1,n−1 preserve W in the sense that Φ (R)W ⊂W ? For the
sake of simplicity, we restrict attention to the identity component SO+1,n−1
here. This set of elements is again a subgroup and will be denoted by
rot
(
W ;SO+1,n−1
)
or rot (W ), if no confusion is likely. Clearly, rot (W ) ⊂
6=
rot
(
[u+]R ;SO
+
1,n−1
)
, hence we only need to examine which of the generators
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Lij , Kk,∆ discussed in the previous section map en−m+1, . . . , en−1 into W .
An easy computation shows that ∆ annihilates U , i.e.
∆U = 0 , (3.45)
that
KiU = 0 for 2 ≤ i ≤ n−m
Kiej = −
√
2δij · u+ for n−m+ 1 ≤ i, j ≤ n− 1 , (3.46)
and that all generators Lij with 2 ≤ i ≤ n −m but n −m + 1 ≤ j ≤ n − 1
are broken, so that we the remaining L-generators satisfy
LijU = 0 for 2 ≤ i < j ≤ n−m
LijU
orth.⊂ U for n−m+ 1 ≤ i < j ≤ n− 1 . (3.47)
For the sake of simplicity we now denote indices ranging in {2, . . . , n−m}
as a, b, etc.; those ranging in {n−m+ 1, . . . , n− 1} as greek µ, ν, etc.; and
those ranging in {2, . . . , n− 1} as i, j, etc. Then the remaining generators
that preserve W can be written as (∆;Ki;Lab;Lµν); their algebra is
[∆, Ki] = Ki .
[∆, Lab] = [∆, Lµν ] = 0 .
[Ki, Kj ] = 0 .
[Lab, Kc] = δac ·Kb − δbc ·Ka .
[Lab, Kρ] = 0 .
[Lµν , Ka] = 0 .
[Lµν , Kρ] = δµρ ·Kν − δνρ ·Kµ .
[Lab, Lcd] = δac · Lbd + δbd · Lac − δad · Lbc − δbc · Lad .
[Lµν , Lγδ] = δµγ · Lνδ + δνδ · Lµγ − δµδ · Lνγ − δνγ · Lµδ .
[Lab, Lµν ] = 0 .
(3.48)
This is the Lie algebra Lie (rot (W )) of rot (W ). We see immediately that
we have two subalgebras isomorphic to the Euclidean algebras Lie (En−m−1)
and Lie (Em−1), which are spanned by (Lab;Kc) and (Lµν ;Kρ), respectively.
These subalgebras commute. Their direct sum Lie (En−m−1) ⊕ Lie (Em−1)
is an ideal in the full algebra, in which the dilation generator ∆ acts non-
trivially only on the generators Ki. On the other hand, we can combine the
K-generators with ∆ to define a subalgebra A = [∆, Ki]R, which is also an
ideal in Lie (rot (W )).
On exponentiation of this algebra we obtain a covering group of rot (W );
hence we must have
rot (W ) ≃ [En−m−1 ⊗ Em−1]⊙ R+ , (3.49)
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where the normal factor En−m−1 ⊗ Em−1 is written to the left of the mul-
tiplicative subgroup R+. The group law can be derived from (3.24), if we
make a split
V =
n−m∑
a=2
V aea +
n−1∑
µ=n−m+1
V µeµ = V1 + V2 , (3.50)
and
C = C1C2 = C2C1 ;
C1 ∈ SOn−m−1 ⊂ SO1,n−1 ; C2 ∈ SOm−1 ⊂ SO1,n−1 . (3.51)
We observe that, according to the algebra (3.48), C1 acts trivially on V2 and
C2 acts trivially on V1, and that C1 commutes with C2. Thus, elements of
rot (W ) will be denoted by
(V, a, C) ≡ (V1, C1, V2, C2, a) , (3.52)
With these remarks, the group law for elements (3.52) can be derived from
(3.24) to be
(V1, C1, V2, C2, a) (V
′
1 , C
′
1, V
′
2 , C
′
2, a
′) =
= (aC1V
′
1 + V1, C1C
′
1, aC2V
′
2 + V2, C2C
′
2, aa
′) . (3.53)
Thus, elements (V1, C1, V2, C2, a) decompose according to
(V1, C1, V2, C2, a) = (V1, C1, 0, 1, 1) (0, 1, V2, C2, 1) (0, 1, 0, 1, a) ,
(V1, C1, 0, 1, 1) = (V1, 1, 0, 1, 1) (0, C1, 0, 1, 1) ,
(0, 1, V2, C2, 1) = (0, 1, V2, 1, 1) (0, 1, 0, C2, 1) .
(3.54)
We now describe the relationship between exponentiated elements of the
Lie algebra (3.48) and the group elements (V1, C1, V2, C2, a). Using straight-
forward matrix algebra, the commutation relations (3.48) and the decompo-
sition (3.54) we find that
exp
[
n−m∑
a=2
V a1 ·Ka +
n−1∑
µ=n−m+1
V µ2 ·Kµ
]
= (V1, 1, V2, 1, 1) =
=
(
V 21 , . . . , V
n−m
1 ; 1;V
n−m+1
2 , . . . , V
n−1
2 ; 1; 1
)
, (3.55)
exp (φ ·∆) = (0, 1, 0, 1, expφ) , (3.56)
79
and
exp
( ∑
2≤a<b≤n−m
ωab1 · Lab
)
= (0, C1 (ω1) , 0, 1, 1) ;
exp
( ∑
n−m+1≤µ<ν≤n−1
ωµν2 · Lµν
)
= (0, 1, 0, C2 (ω2) , 1) . (3.57)
We finish this subsection with computing the action of group elements
(V1, C1, V2, C2, a) on the transformed basis b. We use the relations (3.45-
3.47), which we supplement by the action of the (∆, Ka, Kµ, Lab, Lµν)-basis
on the basis vectors of the R-linear span
M ′ ≡ [u−, e2, . . . , en−m] . (3.58)
From the basis transformation introduced at the beginning of this subsection
we see that we have
M = [u+]⊕M ′ ⊕ U , (3.59)
where M = Rn1 . The action of (∆, Ka, Kµ, Lab, Lµν) on the basis b of M is
now given by
∆u+ = u+ . ∆u− = −u− .
Kau+ = 0 . Kau− = −
√
2ea .
Kµu+ = 0 . Kµu− = −
√
2eµ .
Labu+ = 0 . Labu− = 0 .
Lµνu+ = 0 . Lµνu− = 0 .
(3.60)
∆ea = 0 . ∆eµ = 0 .
Kaeb = −
√
2δab · u+ . Kaeµ = 0 .
Kµea = 0 . Kµeν = −
√
2δµν · u+ .
Labec = δac · eb − δbc · ea . Labeµ = 0 .
Lµνea = 0 . Lµνeρ = δµρ · eν − δνρ · eµ .
(3.61)
With the help of (3.55-3.57), the commutation relations (3.48) and for-
mulas (3.60-3.61) we can derive the action of elements (V1, C1, V2, C2, a) on
[u+]⊕M ′ ⊕ U . A calculation gives(
0, 1, 0, 1, eφ
)
u+ = e
φ · u+ .
(V1, 1, 0, 1, 1)u+ = u+ .
(0, 1, V2, 1, 1)u+ = u+ .
(0, C1, 0, 1, 1)u+ = u+ .
(0, 1, 0, C2, 1)u+ = u+ .
(3.62)
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(
0, 1, 0, 1, eφ
)
u− = e−φ · u− .
(V1, 1, 0, 1, 1)u− = (V1)
2 · u+ + u− −
√
2V1 .
(0, 1, V2, 1, 1)u− = (V2)
2 · u+ + u− −
√
2V2 .
(0, C1, 0, 1, 1)u− = u− .
(0, 1, 0, C2, 1)u− = u− .
(3.63)
Here (V1)
2 =
∑n−m
a=1 (V
a
1 )
2, (V2)
2 =
∑n−1
µ=n−m+1 (V
µ
2 )
2
. Furthermore,(
0, 1, 0, 1, eφ
)
ea = ea .
(V1, 1, 0, 1, 1) ea = −
√
2V a1 · u+ + ea .
(0, 1, V2, 1, 1) ea = ea .
(0, C1, 0, 1, 1) ea =
∑n−m
b=2 (C1)ab · eb .
(0, 1, 0, C2, 1) ea = ea .
(3.64)
(
0, 1, 0, 1, eφ
)
eµ = eµ .
(V1, 1, 0, 1, 1) eµ = eµ .
(0, 1, V2, 1, 1) eµ = −
√
2V µ2 · u+ + eµ .
(0, C1, 0, 1, 1) eµ = eµ .
(0, 1, 0, C2, 1) eµ =
∑n−1
b=n−m+1 (C2)µν · eν .
(3.65)
We can decompose Rn1 in the b-basis as
Rn1 = [u+]⊕ [u−]⊕ [e2, . . . , en−m] ⊕ U . (3.66)
Accordingly, we write a general element of Rn1 as X+ +X− +X + Y , where
X+ = x
+ · u+ ; X− = x− · u− ; X =
n−m∑
a=2
xa · ea ; Y =
n−1∑
µ=n−m+1
yµ · eµ .
(3.67)
3.6.4 Preservation of lat = [u+]Z ⊕ [u1, . . . , um−1]Z
Having identified the group rot
(
W ;SO+1,n−1
)
that preserves the R-linear en-
veloppe
[lat] = [u+]R ⊕ [u1, . . . , um−1]R (3.68)
of lat, we eventually can turn to reduce this group down to the set
rot (lat) ∩ SO+1,n−1 ≡ rot0 , (3.69)
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where rot0 is that part of the set rot that lies in the identity component
SO+1,n−1 of O1,n−1. To this end we must restrict the enveloppe (3.68) to the
original lattice points
lat = [u+]Z ⊕ [u1, . . . , um−1]Z = [u]Z . (3.70)
Now we ask, which of the elements (3.52) in rot (W ) preserve this set; the
answer is found in formulas (3.62-3.65) :
Elements (V1, 1, 0, 1, 1) act as identity on W and hence preserve lat with-
out further restriction. The same is true for elements (0, C1, 0, 1, 1). The set
of products (V1, C1, 0, 1, 1) of these forms a semidirect product subgroup of
rot (W ) isomorphic to the Euclidean group En−m−10 in (n−m− 1) dimen-
sions.
Elements (0, 1, V2, 1, 1) map Y ∈ U into −
√
2 (Y • V2) · u+ + Y . For
Y ∈ lat, this is a lattice vector if and only if √2 (Y • V2) is an integer. Since
Y now has integer components, we find that the components of V2 must be
V µ2 =
zµ√
2
, zµ ∈ Z.
Elements (0, 1, 0, C2, 1) act as identity on u+; they must be further re-
stricted to map the sublattice lat′ ≡ [u1, . . . , um−1]Z into itself. Since the
basis lattice vectors are R-linearly independent this will be satisfied only for
a finite (hence discrete) subset D ⊂ SOm−1. Since the sublattice lat′ is now
spacelike, theorem 3.5.5 implies that D must be a group [indeed D now
coincides what in crystallography is called the maximal point group of the
sublattice lat′].
The set of products (0, 1, V2, C2, 1) forms a discrete subgroup Gdiscr of
the subgroup Em−10 ⊂ rot (W ), where Em−10 is isomorphic to the Euclidean
group in (m− 1) dimensions.
The main point comes now: Elements
(
0, 1, 0, 1, eφ
)
must be restricted
to (0, 1, 0, 1, k), k ∈ N, in order to satisfy (0, k, 1)u+ = k · u+ ∈ lat. Al-
though the original set of
(
0, 1, 0, 1, eφ
)
with eφ ∈ R+ was a group, the
set of all (0, 1, 0, 1, k) is a group no longer, but a semigroup isomorphic to
the semigroup (N, ·) of all natural numbers with multiplicative composition
(k, k′) 7→ k · k′, and 1 as unit. Clearly, (0, 1, 0, 1, k) is still an invertible
element of rot0 ⊂ SO+1,n−1; however, as mentioned above, it has no inverse
in rot0, since (0, 1, 0, 1, k)
−1 =
(
0, 1, 0, 1, 1
k
)
is not lattice-preserving, as it
maps u+ 7→ 1k · u+ 6∈ lat, for k > 1.
The multiplicative structure of rot0 clearly is the same as that of rot (W ),
and is given by the group law (3.53). Hence we see that En−m−1 ⊗ Gdiscr
forms a proper subgroup of rot0.
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3.6.5 The structure and the Lie algebra of Rn⊙ rot (W )
According to (3.21, 3.22), the normalizer and extended normalizer of Γ are
given as semidirect products of the translational group Rn and rot×, rot,
respectively. In order to understand better the Lie algebra of these normal-
izing sets, we first examine the Lie algebra of the semidirect product group
Rn⊙rot (W ), in which eN (Γ) = Rn⊙rot is embedded. To this end we again
restrict attention to elements lying in SO+1,n−1, which means that we define
rot (W )0 ≡ rot (W ) ∩ SO+1,n−1 , (3.71)
and now study the group and Lie algebra
Rn ⊙ rot (W )0 , Lie [Rn ⊙ rot (W )0] . (3.72)
The elements of the full group Rn⊙rot (W )0 now must take the form [T | Λ],
where T ∈ Rn and Λ ∈ rot (W )0. The group law is the same as that in En1 ,
[T | Λ] [T ′ | Λ′] = [ΛT ′ + T | ΛΛ′]. In order to determine in detail how the el-
ements of rot (W )0 act on the translational factor R
n, i.e. on elements [T | 1],
we transform the orthogonal basis (P0, P1, . . . , Pn−1) of the Lie algebra Rn
of the translational group Rn into the new basis
(P+, P−, P2, . . . , Pn−m, Pn−m+1, . . . , Pn−1) ; P± =
P0 ± P1√
2
, (3.73)
which is defined in analogy with the b-basis given above, so that
Rn = [P+]⊕ [P−]⊕ [P2, . . . , Pn−m]⊕ [Pn−m+1, . . . , Pn−1] . (3.74)
There is a natural (vector space) isomorphism between M = Rn1 and the
translation algebra Rn defined by
u+ ≃ P+ ; u− ≃ P− ; ea ≃ Pa ; eµ ≃ Pµ . (3.75)
Accordingly, we write a general element [Tr | 1] of Rn as Tr = T+ + T− +
T + T2 ≡ [T+, T−, T, T2 | 1], where
T+ = t
+ · P+ ; T− = t− · P− ; T =
n−m∑
a=2
ta · Pa ; T2 =
n−1∑
µ=n−m+1
tµ2 · Pµ .
(3.76)
In the following, conjugation of a group element g by another group ele-
ment h will be denoted by (h, g) 7→ cj (h) · g ≡ hgh−1.
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We now present the action of elements [0 | Λ] on [Tr | 0] by conjugation,
according to
([0 | Λ] , [Tr | 0]) 7→ cj ([0 | Λ]) · [Tr | 0] ≡ [0 | Λ] [Tr | 0] [0 | Λ]−1 = [ΛTr | 0] ,
(3.77)
which expresses how rot (W )0 acts on the (normal) translational factor R
n.
These relations can be directly derived from formulas (3.62-3.65):
The action of [0 | Λ] on translations [T+, 0, 0, 0 | 1] along the lightlike di-
rection u+ is given by
cj ([0 | V1, 1, 0, 1, 1]) · [T+, 0, 0, 0 | 1] = [T+, 0, 0, 0 | 1] .
cj ([0 | 0, C1, 0, 1, 1]) · [T+, 0, 0, 0 | 1] = [T+, 0, 0, 0 | 1] .
cj ([0 | 0, 1, V2, 1, 1]) · [T+, 0, 0, 0 | 1] = [T+, 0, 0, 0 | 1] .
cj ([0 | 0, 1, 0, C2, 1]) · [T+, 0, 0, 0 | 1] = [T+, 0, 0, 0 | 1] .
cj
([
0 | 0, 1, 0, 1, eφ]) · [T+, 0, 0, 0 | 1] = [eφ · T+, 0, 0, 0 | 1] .
(3.78)
The action of [0 | Λ] on time translations [0, T−, 0, 0 | 1] is given by
cj ([0 | V1, 1, 0, 1, 1]) · [0, T−, 0, 0 | 1] =
[
t− (V1)
2 , T−,−t−
√
2V1, 0 | 1
]
.
cj ([0 | 0, C1, 0, 1, 1]) · [0, T−, 0, 0 | 1] = [0, T−, 0, 0 | 1] .
cj ([0 | 0, 1, V2, 1, 1]) · [0, T−, 0, 0 | 1] =
[
t− (V2)
2 , T−, 0,−t−
√
2V2 | 1
]
.
cj ([0 | 0, 1, 0, C2, 1]) · [0, T−, 0, 0 | 1] = [0, T−, 0, 0 | 1] .
cj
([
0 | 0, 1, 0, 1, eφ]) · [0, T−, 0, 0 | 1] = [0, e−φ · T−, 0, 0 | 1] .
(3.79)
The action of [0 | Λ] on spacelike translations [0, 0, T, 0 | 1] on the space part
of the subspace M ′ is given by
cj ([0 | V1, 1, 0, 1, 1]) · [0, 0, T, 0 | 1] =
[−√2 (T • V1) , 0, T, 0 | 1] .
cj ([0 | 0, C1, 0, 1, 1]) · [0, 0, T, 0 | 1] = [0, 0, C1T, 0 | 1] .
cj ([0 | 0, 1, V2, 1, 1]) · [0, 0, T, 0 | 1] = [0, 0, T, 0 | 1] .
cj ([0 | 0, 1, 0, C2, 1]) · [0, 0, T, 0 | 1] = [0, 0, T, 0 | 1] .
cj
([
0 | 0, 1, 0, 1, eφ]) · [0, 0, T, 0 | 1] = [0, 0, T, 0 | 1] .
(3.80)
The action of [0 | Λ] on translations [0, 0, 0, T2 | 1] on the enveloppe U of the
sublattice lat′ is given by
cj ([0 | V1, 1, 0, 1, 1]) · [0, 0, 0, T2 | 1] = [0, 0, 0, T2 | 1] .
cj ([0 | 0, C1, 0, 1, 1]) · [0, 0, 0, T2 | 1] = [0, 0, 0, T2 | 1] .
cj ([0 | 0, 1, V2, 1, 1]) · [0, 0, 0, T2 | 1] =
[−√2 (T2 • V2) , 0, 0, T2 | 1] .
cj ([0 | 0, 1, 0, C2, 1]) · [0, 0, 0, T2 | 1] = [0, 0, 0, C2T2 | 1] .
cj
([
0 | 0, 1, 0, 1, eφ]) · [0, 0, 0, T2 | 1] = [0, 0, 0, T2 | 1] .
(3.81)
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From formulas (3.78-3.81) we now can derive the Lie algebra Lie [Rn ⊙ rot (W )0],
using the fact that the conjugating elements [0 | Λ] occuring on the left hand
side of equations (3.78-3.81) are exponentials, as follows from (3.55-3.57).
We employ standard Lie algebra machinery,
d
ds
cj (g) · exp sX|s=0 = cj (g)∗X = Ad (g)X , (3.82)
and
d
ds
Ad (exp sY )X|s=0 = ad (Y )X = [Y,X ] , (3.83)
for elements X, Y in the Lie algebra Lie [Rn ⊙ rot (W )0]. The subalgebra
of the generators of rot (W )0 has been derived in (3.48) already; hence we
consider commutators [Y,X ], where Y ∈ Lie [rot (W )0] = Lie [rot (W )], and
X ∈ Rn = Lie (Rn), this space being decomposed according to (3.74):
[Ka, P+] = 0 . [Ka, P−] = −
√
2Pa .
[Lab, P+] = 0 . [Lab, P−] = 0 .
[Kµ, P+] = 0 . [Kµ, P−] = −
√
2Pµ .
[Lµν , P+] = 0 . [Lµν , P−] = 0 .
[∆, P+] = P+ . [∆, P−] = −P− .
(3.84)
[Ka, Pb] = −
√
2δab · P+ . [Ka, Pµ] = 0 .
[Lab, Pc] = δac · Pb − δbc · Pa . [Lab, Pµ] = 0 .
[Kµ, Pa] = 0 . [Kµ, Pν] = −
√
2δµν · P+ .
[Lµν , Pa] = 0 . [Lµν , Pρ] = δµρ · Pν − δνρ · Pµ .
[∆, Pa] = 0 . [∆, Pµ] = 0 .
(3.85)
For better comparison, we present the algebra of the rot (W )-factor again:
[∆, Ki] = Ki .
[∆, Lab] = [∆, Lµν ] = 0 .
[Ki, Kj ] = 0 .
[Lab, Kc] = δac ·Kb − δbc ·Ka .
[Lab, Kρ] = 0 .
[Lµν , Ka] = 0 .
[Lµν , Kρ] = δµρ ·Kν − δνρ ·Kµ .
[Lab, Lcd] = δac · Lbd + δbd · Lac − δad · Lbc − δbc · Lad .
[Lµν , Lγδ] = δµγ · Lνδ + δνδ · Lµγ − δµδ · Lνγ − δνγ · Lµδ .
[Lab, Lµν ] = 0 .
(3.86)
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3.6.6 The structure and the Lie algebra of rot0
From (3.49) we can now read off the form of rot0,
rot0 ≃
[
En−m−1 ⊗Gdiscr
]⊙ (N, ·) , (3.87)
En−m−1 = Rn−m−1 ⊙On−m−1 . (3.88)
In analogy with (3.69) we furthermore introduce the subgroup rot×0 of the
lat-invertible transformations that lie in SO+1,n−1 as
rot×0 ≡ rot× ∩ SO+1,n−1 . (3.89)
This set contains all Lorentz transformations R belonging to the identity
component of SO1,n−1 that preserve the lattice lat, such that the same is
true for R−1. From the analysis above it is now clear that rot×0 is isomorphic
to
rot×0 ≃ En−m−1 ⊗Gdiscr . (3.90)
Hence it is the dilations in (N, ·) that constitute the extension from rot×0 to
rot0, and we have
rot0 = rot
×
0 ⊙ (N, ·) (3.91)
in this case; i.e., a semidirect product of a group and a semigroup.
The connected component rot00 of rot0 can be read off from (3.87); it
coincides with the connected component
(
rot×0
)
0
of rot×0 , and is given by
rot00 =
(
rot×0
)
0
≃ En−m−10 . (3.92)
Hence, we have the Lie algebras
Lie (rot) = Lie (rot0) = Lie (rot00) = Lie
(
rot×
)
= Lie
(
rot×0
)
= Lie
(
rot×0
)
0
≃
≃ eucn−m−10 . (3.93)
We now can turn eventually to the extended normalizer eN (Γ) = Rn ⊙
rot, and N (Γ) = Rn ⊙ rot×, as given in (3.21,3.22). However, as in the
previous subsections, we want to focus on elements that are in the connected
component SO+1,n−1. Following (3.69,3.89), we accordingly define
eN (Γ)0 ≡ eN (Γ) ∩ SO+1,n−1 = Rn ⊙ rot0 , (3.94)
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N (Γ)0 ≡ N (Γ) ∩ SO+1,n−1 = Rn ⊙ rot×0 , (3.95)
with identity components
[eN (Γ)0]0 = [N (Γ)0]0 = R
n ⊙ rot00 ≃ Rn ⊙ En−m−10 . (3.96)
The quotient eN (Γ)0 /Γ then takes the form
eN (Γ)0 /Γ = R
n/Γ⊙ rot0 =
[
Rn−m ⊗ Tm (R+, Rn−m+1, . . . , Rn−1)
]⊙ rot0 ,
(3.97)
where Rn−m = [P−, P2, . . . , Pn−m], and
Tm (R+, Rµ) = T
m (R+, Rn−m+1, . . . , Rn−1) ≡
= [u+]R / [u+]Z ⊗ [un−m+1]R / [un−m+1]Z · · · ⊗ [un−1]R / [un−1]Z , (3.98)
where we have written
RA ≡ ‖uA‖E
2π
, ‖uA‖E ≡
√√√√n−1∑
i=0
|uiA| , A ∈ {0, n−m+ 1, . . . , n− 1}
(3.99)
i.e. ‖uA‖E here is the Euclidean norm of uA, and RA are the radii of
the associated circles [uA]R / [uA]Z. T
m is the translation group of a torus
Rm/Γ which we will denote by the same symbol Tm (R+, Rµ); coordinates
(x+, x−, xa, yµ) on this latter torus can be obtained from (3.67). The quotient
Rm → Rm/Γ clearly preserves Lie algebras, so that Lie (Tm) = Rm. Tm acts
on Tm as
exp
(
t+ · P+ + t− · P− +
n−m∑
a=2
ta · Pa +
n−1∑
µ=n−m+1
tµ2 · Pµ
)(
x+, x−, xa, yµ
)
=
=
(
t+ + x+, t− + x−, ta + xa, yµ + tµ2
)
mod lat . (3.100)
The full quotient M/Γ is M/Γ = Rn−m × Tm. As was explained in section
3.6, the metric on Tm−1 (Rµ) is positive definite, whereas it is identically zero
on T (R+) = [u+]R / [u+]Z.
We now turn to the Lie algebra of [eN (Γ)0]0 /Γ. Since Γ is a discrete nor-
mal subgroup of the connected component [eN (Γ)0]0, the groups [eN (Γ)0]0
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and [eN (Γ)0]0 /Γ are locally isomorphic, hence [21] they possess isomorphic
Lie algebras. This implies
Lie
{
[eN (Γ)0]0 /Γ
} ≃ Lie {eN (Γ)0 /Γ} ≃ Lie {N (Γ)0 /Γ} ≃ Lie {N (Γ) /Γ} ≃
≃ Lie{[eN (Γ)0]0} ≃ Lie {N (Γ)} ≃ Lie {I (M/Γ)} ≃ Lie{Rn ⊙ En−m−10 } .
(3.101)
This algebra is spanned by
(P+, P−, Pa, Pµ | Ka, Lab) (3.102)
subject to the relations (3.84-3.86). We rewrite these relations in a slightly
different form; to this end we redefine
Ka 7→
√
2Ka ; P− 7→ −P− . (3.103)
Then
[Ka, Pµ] = [Lab, Pµ] = 0 , (3.104)
and
[Ka, P+] = 0 . [Ka, P−] = Pa .
[Lab, P+] = 0 . [Lab, P−] = 0 .
[Ka, Pb] = −δab · P+ . [Lab, Pc] = δac · Pb − δbc · Pa .
(3.105)
[Ki, Kj] = 0 .
[Lab, Kc] = δac ·Kb − δbc ·Ka .
[Lab, Lcd] = δac · Lbd + δbd · Lac − δad · Lbc − δbc · Lad .
(3.106)
This defines a direct sum of Lie algebras,
A⊕ galn−m−1ce . (3.107)
Here A is an Abelian Lie algebra isomorphic to Rm−1 with generators (Pµ).
This algebra will play no further role in what we discuss in the remain-
der of the paper. The second algebra has generators (P+, P−, Pa | Ka, Lab)
and is isomorphic to the centrally extended Galilean algebra galn−m−1ce in
(n−m− 1) dimensions, where P− generates ”time” translations, Pa gener-
ate ”space” translations, Ka generate Galilei boosts, Lab generate rotations,
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and P+ is the ”mass generator” spanning a 1-dimensional central exten-
sion, in the following denoted by galn−m−1ce , of the unextended Galilei algebra
galn−m−1. . If the generators for τ -, T -, V -, R-transformations in the Galilei
algebra are denoted by P−, Pa, Ka, Lab, respectively, we find that these gen-
erators satisfy (3.104-3.106). Furthermore, if P+ denotes the generator of
the central extension galce of the Noether charge algebra carried by a point
particle of mass m, then the relations of P+ with the remaining generators
are given by the left block of formulas (3.105), where the last equation is to
be replaced by
[Ka, Pb] = −mδab · P+ , (3.108)
which is why P+ is called a mass generator (see, e.g. [23]).
3.7 The effect of semigroup transformations
Finally, we briefly discuss how the semigroup elements Φ ≡ (0, 1, 0, 1, k) act
on the compactified spacetime Rn−m×Tm, and on quantum fields defined on
such a spacetime. From subsection 3.6.4 we see that the map Φ acts trivially
on xa-coordinates; on the other hand, the pair (x+, x−) of coordinates in
the u±-direction is mapped into
(
kx+, 1
k
x−
)
; it corresponds to contraction
in the ”time” coordinate x−, and, more important, to a dilation x+ 7→ kx+.
As x+ takes values in [0, 2πR+], its image under Φ therefore winds k times
around the lightlike S1-factor. The 2-cylinder [u−]R × [u+]R / [u+]Z therefore
gets contracted and k times wound around itself; this means that the mass
generator P+ should correspond to a topological mass term in this context.
If φ : [0, 2πR+] × Rn−m−1 × Tm−1 → tgt is a field on the compactified
spacetime taking values in some target space tgt, and L = L [φ] is a La-
grangian governing its dynamics, then∫
[0,2πR+]
dx+
∫
dx−dxi · L [φ] =
∫
[
0,
2piR+
k
] dx
+
∫
dx−dxi · Φ∗L [φ] , (3.109)
where Φ∗L [φ] is the pullback of L to the space
[
0, 2πR+
k
]
×Rn−m−1 × Tm−1.
(3.109) therefore shows the important result that, although Φ is originally
a map that preserves the lattice lat, and hence the spacetime [0, 2πR+] ×
Rn−m−1 × Tm−1, Φ nevertheless induces a map on actions so as to map a
theory on a spacetime with lightlike compactification radius R+ to a theory
with the smaller radius R+
k
. This operation corresponds to finite discrete
transformations associated with the ”mass” generator P+, which commutes
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with all observables in the Galilei algebra and hence is a superselection op-
erator for the (spacetime degrees of freedom of the) theory. This means that
it labels different, non-coherent, subspaces of physical states in the overall
Hilbert space of the system; amongst these different superselection sectors,
the superposition principle is no longer valid. It therefore would seem that
the Φ-map, when applied to actions, relates different superselection sectors
of the theory. From the non-invertibility of Φ on the lattice we deduce that
this is a one-way operation.
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Chapter 4
Covering Spaces and Moment
Maps
4.1 Introduction
For a physical system whose Lagrangian is invariant under the action of
the isometry group G of a background spacetime, the algebra of conserved
charges coincides with the Noether charge algebra of the system associated
with the isometry group. In recent years, it was observed by many au-
thors working in the field of high energy physics, that when classical or
quantum fields propagate in background spacetimes which are topologically
non-trivial then the associated algebra of conserved charges may reflect this
non-triviality by exhibiting extensions of the Noether charge algebra which
measure the topology of the background, provided the system is only semi-
invariant under the isometry group of the spacetime (see, e.g., [4]). On the
other hand, the algebra of conserved charges defines a partition of the un-
derlying phase space by distinguishing those subsets of the phase space on
which the values of all conserved charges involved are constant (this is just
the first step to a Marsden-Weinstein reduction). These subsets then could
be called ”elements of classical G-multiplets”, a multiplet being defined as
a G-orbit of such subsets. On every such multiplet, the symmetry group G
acts transitively, thus exhibiting a property which is the classical analogue of
an irreducible representation in the quantum theory [3]. Now, if dynamical
systems are described in the framework of symplectic formalism, the quan-
tity determining this phase space partition is what we call a global moment
map on the phase space. However, this global moment map need not exist
in the case that the phase space is not simply connected. This observation
was the starting point for the investigations in this work. For systems with
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finite degrees of freedom, we generalize the concept of a global moment map
to multiply connected phase spaces and general symplectic manifolds. We
show that the appropriate generalization involves a locally defined multi-
valued moment map, whose different branches are labelled by the fundamen-
tal group of the phase space. Furthermore, it is shown how the different
local branches can be smoothly glued together by a glueing condition, which
is expressed by certain C˘ech cocycles on the underlying symplectic manifold.
These constructions are intimately related with the existence of a universal
symplectic covering manifold of the original phase space. On the covering,
global moment maps defining G-multiplets always exist. At the end of this
work we show how these multiplets on the covering space can be related to
G-multiplets on the original symplectic manifold by an identification map
which derives from the covering projection.
In order to formulate these ideas rigourosly we first had to examine the
question of liftability of symplectic group actions on a symplectic manifold
to a covering space. In the course of this, we proved a series of theorems
investigating the existence and uniqueness of such lifts, and to which extent
the lifted action preserves the group structure of the original symmetry group
G.
The plan of this chapter is as follows: In section 4.2 we collect basic
statements about covering spaces on which the rest of this work relies. In
section 4.3 and 4.4 we examine multi-valued potential functions for closed but
not exact differential forms on a multiply connected manifold. These con-
siderations will be needed later on when examining local moment maps. In
section 4.5–4.7 we collect notation conventions and basic facts about symplec-
tic manifolds, Hamiltonian vector fields, and cotangent bundles. In section
4.8 we study how covering projections can be extended to local symplecto-
morphisms of coverings of cotangent bundles. Sections 4.9 and 4.10 examine
the conditions under which an action of a Lie group G on a manifold can be
lifted to an action on a covering manifold, and when such a lift preserves the
group law of G. Section 4.11 examines the relation between group actions on
covering spaces and equivariance of the covering map. In 4.12 we introduce
our notation for symplectic G-actions on a symplectic manifold. Section 4.13
recapitulates the notion of global moment maps as they are usually defined,
while this concept is generalized to local moment maps in the subsequent
section 4.14. Equivariance of global and local moment maps is discussed in
section 4.15. Section 4.16 discusses the relation of local moment maps to
covering spaces which are themselves multiply connected. In 4.17 we intro-
duce the concept of G-states, while the subsequent section 4.18 shows how a
splitting of G-states on multiply connected symplectic manifold arises.
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4.2 Basic facts about coverings
In this section we quote the main results on coverings and lifting theorems on
which the rest of this work is built; it is mainly based on [1, 17, 18, 20]. In this
work we are interested in covering spaces that are manifolds. Consequently,
some of the definitions and quotations of theorems to follow are not presented
in their full generality, as appropriate for general topological spaces, but
rather we give working definitions and formulations pertaining to manifolds
and the fact that these are special topological spaces (locally homeomorphic
to Rn).
— A covering of manifolds is a triple (p,X, Y ), where p : X → Y is
a smooth surjective map of smooth manifolds X, Y , where Y is connected,
such that for every y ∈ Y there exists an open neighbourhood V ⊂ Y of y
for which p−1 (V ) is a disjoint union of open sets U in X , on each of which
the restriction p|U : U → Y is a diffeomorphism. Every open V ⊂ Y for
which this is true is called admissible (with respect to p). This means that,
for each y ∈ Y , the inverse image p−1 (y) ⊂ X , called the fibre over y, is
discrete. Since Y is connected, all fibres have the same cardinality. p is
called projection or covering map. A diffeomorphism φ : X → X such that
p ◦ φ = p is called a deck transformation of the covering. The set D of all
deck transformations of the covering is a group under composition of maps.
Since every φ ∈ D permutes the elements in the fibres p−1 (y), the group
D of all φ is discrete. If X is connected, deck transformations are uniquely
determined by their value at a given point x ∈ X .
— Let x ∈ p−1 (y), and let π1 (X, x), π1 (Y, y) denote the fundamental
groups of X and Y based at x and y, respectively. The projection p induces
a homomorphism p# : π1 (X, x) → π1 (Y, y) of fundamental groups, such
that p#π1 (X, x
′) ranges through the set of all conjugates of p#π1 (X, x) in
π1 (Y, y), as x
′ ranges through the elements in the fibre p−1 (y). A covering
p : X → Y is called normal if p#π1 (X, x′) is normal in π1 (Y, y) for some
(hence any) x′ ∈ p−1 (y). One can show that a covering is normal if and only
if the deck transformation group D acts transitively on the fibres, i.e. for
all x, x′ ∈ X with p (x) = p (x′) there exists a unique deck transformation
φ ∈ D with x′ = φ (x). This is certainly true when X is simply connected; in
this case, the deck transformation group D is isomorphic to the fundamental
group π1 (Y, y).
— Let Γ be a group of diffeomorphisms acting on the manifold X , and
let Γx denote the orbit of x under Γ. The set of all orbits is denoted by
X/Γ, and is called an orbit space. The natural projection pr : X → X/Γ
sends each x ∈ X to its orbit, pr (x) = Γx. The topology on X/Γ is the
quotient topology, for which p is continuous, and an open map. Γ acts
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properly discontinuously on X if every x ∈ X has a neighbourhood U such
that the set {γ ∈ Γ | γU ∩ U 6= ∅} is finite. Γ acts freely if no γ 6= e has a
fixed point in x. Γ acts properly discontinuously and freely if each x ∈ X
has a neighbourhood U such that e 6= γ ∈ Γ implies γU ∩ U = ∅.
— Given a covering p : X → Y and a map f : V → Y defined on some
manifold V , a map f˜ : V → X is called a lift of f through p if p ◦ f˜ = f .
Two maps f, g : V → Y are called homotopic if there exists a continuous
map G : I × V → Y , (t, v) 7→ Gt (v), such that G0 = f and G1 = g. G is
called a homotopy of f and g.
— We now quote without proof a couple of theorems from [1] which we
will make us of frequently. These theorems are actually proven in every
textbook on Algebraic Topology.
Theorem: If Γ acts properly discontinuously and freely on the con-
nected manifold X , the natural projection pr : X → X/Γ onto the orbit
space is a covering map, and the covering is normal. Furthermore, the deck
transformation group D of this covering is Γ.
As a converse, we have
Theorem: If p : X → Y is a covering and D is the group of deck
transformations, then D acts properly discontinuously and freely on X . —
If X is a simply connected manifold, every covering p : X → Y is a natural
projection pr : X → X/Γ for some discrete group Γ of diffeomorphisms
acting properly discontinuously and freely on X .
As a consequence, we have
Corollary: Let Y be a connected manifold. Then Y is diffeomorphic
to an orbit space X/Γ, where X is a simply connected covering manifold
X , and Γ is a group of diffeomorphisms acting properly discontinuously and
freely on X . In this case, Γ = D coincides with the deck transformation
group of the covering.
— Existence and uniqueness of lifts are determined by the following lifting
theorems:
Theorem (”Unique Lifting Theorem”): Let p : X → Y be a
covering of manifolds. If V is a connected manifold, f : V → Y is continuous,
and g1 and g2 are lifts of f through p that coincide in one point, g1 (v) =
g2 (v), then g1 = g2.
Theorem (”Covering Homotopy Theorem”): Let p : X → Y be
a covering. Let f, g : V → Y be continuous, let f˜ : V → X be a lift of f ,
and let G be a homotopy of f and g. Then there is a unique pair
(
G˜, g˜
)
,
where g˜ is a lift of g, G˜ is a lift of G˜, and G˜ is a homotopy of f˜ and g˜.
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Theorem (”Lifting Map Theorem”): Let p : X → Y be a covering,
let V be a connected manifold, let f : V → Y be continuous. Let x ∈ X ,
y ∈ Y , v ∈ V such that p (x) = y = f (v). Then f has a lift f˜ : V → X
with f˜ (v) = x if and only if f#π1 (V, v) ⊂ p#π1 (X, x), where f# denotes the
homomorphism of fundamental groups induced by f .
4.3 Covering spaces and differential forms
Let p : X → Y be a covering of smooth manifolds. In this case the covering
projection p is a local diffeomorphism. In this section we examine the relation
between differential forms onX and Y which are related by pull-back through
the covering map p, and where X is simply connected. The results will
be needed to formulate the concept of local moment maps on non-simply
connected symplectic manifolds in section 4.14.
4.3.1 Differential forms on X and Y
First consider a smooth q-form ω on Y . The pull-back Ω ≡ p∗ω is a q-form on
X , and Ω is invariant under the deck transformation group of the covering:
For, let γ ∈ D, then γ∗Ω = (p ◦ γ)∗ ω = Ω. Conversely, let Ω be a q-form on
X . Then, locally, Ω can be pulled back to Y to give a multi-valued q-form
on Y , since the covering map p is a local diffeomorphism: To see this, let
V be an admissible neighbourhood of a point y ∈ Y , such that the inverse
image p−1 (V ) is a disjoint union of neighbourhoods Ui in X . On each Ui,
the restriction p|Ui : Ui → Y is a diffeomorphism, so that we can pull back
Ω|Ui 7→ (p|Ui)−1∗Ω on V . This gives a multi-valued q-form on V , each
branch being labelled by some i. We ask under which condition all branches
coincide. If this happens to be, we have (p|Ui)−1∗Ω = (p|Uj)−1∗Ω for all
i, j labelling different neighbourhoods Ui, Uj; but this means that[
(p|Ui)−1 ◦ (p|Uj)
]∗
(Ω|Ui) = (Ω|Uj) . (4.1)
For a general covering we can proceed no further, since there need not exist a
deck transformation mapping the neighbourhoods Ui and Uj into each other.
Such a deck transformation exists, however, if X is simply connected. If
xi ∈ Ui and xj ∈ Uj such that p (xj) = p (xi) = y, then there is a unique
deck transformation γ with xj = γ (xi). On the other hand, the map on the
LHS of (4.1) satisfies
(p|Ui) ◦
[
(p|Ui)−1 ◦ (p|Uj)
]
= (p|Uj) (4.2)
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and maps xj to xi; hence it coincides with the restriction (γ | Uj , Ui). This
argument can be performed for any neighbourhood U of some point x ∈ X ;
in turn, this implies that γ∗Ω = Ω. The fact that D now acts transitively
on the fibres of the covering means that this relation must hold for all deck
transformations γ ∈ D.
As a consequence, if a q-form Ω on X is invariant under D, then there is
a uniquely determined q-form ω on Y such that Ω = p∗ω; for, ω is defined
by mapping any vector W ∈ TyY to (ploc)∗W , where ploc denotes the re-
striction of p to one of the connected components of the inverse image of an
admissible neighbourhood of y in Y , and subsequently performing the pairing
〈Ω, (ploc)∗W 〉. Because of the D-invariance of Ω, it does not matter which
connected component we choose, and hence this construction is well-defined.
Altogether, we have shown
4.3.2 Proposition
Let p : X → Y be a covering of connected manifolds, where X is simply
connected. Then a smooth q-form Ω on X is the pull-back of a q-form ω on
Y , Ω = p∗ω, if and only if γ∗Ω = Ω for all γ ∈ D.
We now discuss the closure and exactness of forms on X and Y that
are related by the covering map according to Ω = p∗ω. Since closure of a
differential form is a local property, Ω is closed if and only if ω is closed.
For if dω = 0, then dp∗ω = p∗dω = 0; and conversely, if V is an admissible
neighbourhood in Y , d (ω|V ) = d [(p|Ui)−1∗Ω] = 0, if dΩ = 0; here Ui is
any neighbourhood in X that projects down to V . This result is actually
independent of whether X is simply connected or not, and makes use only
of the existence of a form Ω such that Ω = p∗ω.
Now we examine exactness. Trivially, if the form ω on Y is exact, then Ω
is exact, since then Ω = p∗dα = d (p∗α). The converse is not true in general,
however. For assume that Ω = dη for a (q − 1)-form η on X . Assuming
that Ω = p∗ω, proposition 4.3.2 says that d (γ∗η − η) = 0. Thus γ∗η − η is
closed, and since X is simply connected, it is also exact. This means that
there exists a (q − 2)-form χ (γ) on X such that
γ∗η = η + dχ (γ) . (4.3)
Now unless dχ = 0, we see from proposition 4.3.2 that η cannot be the pull-
back of a (q − 1)-form on Y under p, as this requires η to be D-invariant.
Thus, although Ω is exact, ω need not be exact; it is closed, however, and
hence defines an element [ω] ∈ HqdeRham (Y ).
The content of the last two paragraphs can be cast into a convenient form
by introducing D-invariant cohomology classes of forms on X :
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4.3.3 Definition
Let ΛqDI (X) denote the subspace of all D-invariant q-forms on X , i.e. γ∗Ω =
Ω for all γ ∈ D. Let ZqDI (X) denote the class of all elements Ω in ΛqDI (X)
which are closed under d, dΩ = 0. Let BqDI (X) denote the class of forms Ω
in ΛqDI (X) which are exact under d, i.e. there exists a η ∈ Λq−1DI (X) such
that Ω = dη. Now define the q-th D-invariant cohomology group HqDI (X) on
X as the quotient
HqDI (X) ≡ ZqDI (X) /BqDI (X) . (4.4)
Formula (4.3) shows that BqDI (X) ⊂6= Z
q
DI (X) in general, and so dimH
q
DI (X)
can be non-vanishing although X has trivial de Rham cohomology groups.
This is expressed in the next proposition, which is a consequence of proposi-
tion 4.3.2 and the discussion in the last paragraph:
4.3.4 Proposition
Assume thatX is simply connected. Then the pull-back p∗Λq (Y ) of the space
of q-forms Λq (Y ) on Y by the covering map p coincides with the subspace of
all D-invariant q-forms ΛqDI (X) on X , and p∗ is a group isomorphism onto
ΛqDI (X). Furthermore, Z
q
DI (X) = p
∗Zq (Y ) and BqDI (X) = p
∗Bq (Y ), and
therefore
dimHqDI (X) = dim
p∗Zq (Y )
p∗Bq (Y )
= dim
Zq (Y )
Bq (Y )
= dimHq (Y ) > 0 (4.5)
in general.
There is a cohomological description of formula (4.3) in terms of special
Λ∗ (X)-valued cochains, where Λ∗ (X) denotes the ring of differential forms
on X ; the associated cohomology is defined and described in the appendix,
chapter A. For the work pursued here the general case has no immediate
application, but the case when X is simply connected and the forms involved
are 1-forms is important. To start, let α be a closed 1-form on Y ; then p∗α
is closed on X , hence exact, since X is simply connected. Thus there exists
a smooth function F : X → R with dF = p∗α. The discussion in proposition
4.3.2 has shown that dF is D-invariant; therefore, d (γ∗F − F ) = 0, or
F ◦ γ − F ≡ c (γ) ∈ R (4.6)
is a real constant on X , depending only on γ. In particular, c (γ)◦γ′ = c (γ),
and it follows that
c (γγ′) = F ◦ (γγ′)− F = [F + c (γ)] ◦ γ′ − F = c (γ) + c (γ′) ; (4.7)
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hence c : D → R, γ 7→ c (γ) is a real 1-dimensional representation of D. We
have proven:
4.3.5 Proposition
Let p : X → Y be a covering of smooth manifolds, where X is simply
connected. Let α be a closed 1-form on Y . Then the pull-back p∗α is an
exact γ-invariant 1-form on X , with p∗α = dF , where F ∈ F (X) is a
smooth function on X . Under D-transformations, F is invariant up to a real
1-dimensional D-representation c : D → R, i.e.
F ◦ γ = F + c (γ) . (4.8)
Now we see how the function F gives rise to multi-valued locally defined
functions fγ on Y , which represent local potentials, i.e. 0-forms, for the
closed 1-form α: Given an admissible open neighbourhood V ⊂ Y , choose a
connected component U ⊂ X of p−1 (V ); then p|U is a diffeomorphism onto
V , and every other connected component in p−1 (V ) is obtained as the image
of U under a deck transformation γ. Since the sets γU , γ ∈ D, are disjoint,
this determines a collection (fγ) of local potentials for α on V , each fγ being
defined as
fγ = F ◦ (p| γU)−1 . (4.9)
By construction, we have dfγ = α for every γ ∈ D. Furthermore, since
(p| γU) ◦ γ = p|U , it follows that
fγ = F ◦
[
γ ◦ (p|U)−1] = [F ◦ γ] ◦ (p|U)−1 = [F + c (γ)] ◦ (p|U)−1 = fe + c (γ) ,
(4.10)
where we have used (4.8).
We now prove the important result, that c (γ) can be expressed as an
integral of α over certain 1-cycles or loops in Y : To this end we recall that
the deck transformation group D acts properly discontinuously and freely
on the simply connected covering manifold X , and that Y is the orbit space
X/D. Furthermore, if x, y are base points of X, Y , with p (x) = y, then the
fundamental group π1 (Y, y) of Y at y is isomorphic to D. This isomorphism
is defined as follows: If γ ∈ D, let λ be an arbitrary path in X connecting the
base point x with its image γ (x); then λ projects into a loop p◦λ at y, whose
associated homotopy class [p ◦ λ] represents γ ∈ π1 (Y, y). Any other choice
λ′ of path is homotopic to λ due to X being simply connected, hence the
loops [p ◦ λ] and [p ◦ λ′] both represent the same homotopy class. Conversely,
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given a loop l at y representing γ, there exists a unique lift l˜ of l through p
with initial point x ∈ p−1 (y) (as follows from theorem 4.2); this means that
p ◦ l˜ = l, and l˜ (1) = γ (x). Now we can prove
4.3.6 Theorem
Let y ∈ Y be the base point of Y , let l be a loop at y with [l] = γ ∈
π1 (Y, y) ≃ D. Then
c (γ) =
∫
l
α . (4.11)
The integral depends only on the homotopy class [l] of l.
Proof :
The lift l˜ of l to the base point x ofX satisfies l˜ (1) = γ (x). Since p◦ l˜ = l,
we have ∫
l
α =
∫
p◦l˜
α =
∫
l˜
p∗α ,
but p∗α = dF , and since l˜ connects x and γ (x), the last integral in the above
equation is
∫
l˜
p∗α =
γ(x)∫
x
dF = F ◦ γ (x)− F (x) = [F ◦ γ − F ] (x) = c (γ) ,
according to the definition (4.8) of c (γ). This proves (4.11). Any other loop
l′ homotopic to l lifts to a path l˜′ homotopic to l˜; hence the difference between
the associated integrals is an integral of dF over a loop, which must vanish,
as dF is exact. 
4.3.7 Corollary
Any element γ of D that has torsion lies in the kernel of c; in other words, if
there is a k ∈ N with γk = e then c (γ) = 0.
Proof :
Insert e = γk into c (e) = 0, which gives 0 = c
(
γk
)
= k · c (γ) due to
(4.7). Since k > 0, c (γ) = 0. 
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4.4 C˘ech cohomology and multi-valued func-
tions
We now want to make more precise the notion of multi-valued functions
that serve as local potentials for closed 1-forms on the non-simply connected
manifold Y . We want to express the local potentials, as they were defined in
formula (4.9), and their mutual relations, in terms of locally defined quan-
tities and glueing conditions without explicit reference to a specific covering
manifold. It is clear that we must make up for the information that is lost by
discarding the covering space from consideration by some additional struc-
ture on the manifold Y . It turns out that the necessary ingredients are
1.) a countable simply connected path-connected open cover V = {Va ⊂ Y | a ∈ A}
of Y , i.e. a collection of countably many open sets Va ⊂ Y whose union
gives Y , and such that every loop in Va is homotopic in Y to a constant
loop, and all Va are path-connected.
Since Y is a manifold, a cover of the type just described always exists.
We note that, as every element Va ∈ V is simply connected (in Y ), it is
automatically admissible with respect to the covering map p : X → Y ; for,
assume it were not admissible; then the inverse image p−1 (Va) contained a
connected, hence path-connected, component U on which the restriction of
p is not injective. In particular, there are points x, x′ ∈ U , x 6= x′, but
p (x) = p (x′). Choose a path λ connecting x and x′ in U ; then this projects
into a loop in Va at p (x), which is non-contractible in Y . This contradicts
the assumption of Va being simply connected. — The second ingredient is
2.) a D-valued 1-C˘ech-cocycle (gab ∈ D), a, b ∈ A, on V, satisfying a cer-
tain condition which expresses that the class of D-isomorphic covering
spaces to which it refers is simply connected (elements of C˘ech cohomol-
ogy and its relation to covering spaces are explained in the appendix,
chapters B, C, D).
We now explain what this condition means. Let p : X → Y be a universal
covering manifold of Y with base points x ∈ X and y ∈ Y such that y =
p (x). The deck transformation group D of such a covering is isomorphic
to the fundamental group π1 (Y, y), the isomorphism being defined as in the
discussion preceding theorem 4.3.6: If [λ] is any loop class in π1 (Y, y), let λ˜
denote the unique lift of λ to x; then there exists a unique deck transformation
γ such that γx = λ˜ (1). This deck transformation is the image of [λ] under
the above-mentioned isomorphism. The manifold Y can be considered as the
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orbit space X/D with the quotient topology. We now identify D with the
fundamental group π1 (Y, y), so that Y can be regarded as the orbit space
X/π1 (Y, y), π1 acting via deck transformations γ on X , and p : X → X/D =
Y is a D-covering.
Next, we note that, although a simply connected covering manifold X
of Y is uniquely defined up to D-isomorphisms, in general there are also D-
coverings q : Z → Y = Z/D of Y which are not connected. This means that
Y can be expressed as an orbit space of different, not necessarily connected,
manifolds Z (with base point z), under an action of D. These manifolds
can be assembled into equivalence classes, equivalence being expressed by
D-isomorphism (see appendix, chapter C), and a universal covering manifold
X determines just one class in this collection. As explained in the appendix,
chapter D, there is a bijection between these equivalence classes and the
classes of cohomologous 1-C˘ech-cocycles on V, in other words, the elements
of H1 (V;D); hence the bijection
{D-coverings with base point} /isomorphism ↔ H1 (V;D) . (4.12)
Furthermore, a result in the theory of covering spaces (see, e.g., [17]) states
that there is a bijection between {D-coverings with base point} /isomorphism
and the set Hom (D,D) of homomorphisms from D = π1 (Y, y)→ D. Hence
we also have a bijection
H1 (V;D) ↔ Hom (D,D) . (4.13)
We explain (LHS→RHS) of this bijection. Let the C˘ech cocycle (gab) be
given. We first show that a D-covering Z of Y exists such that the C˘ech
cocycle determined by a collection (ia) of trivializations is the given one. To
this end, consider the topological sum of all D × Va (i.e. the underlying
set is a disjoint union) and define the relation (d, y) ∼ (d′, y′) for elements
(d, y) ∈ D×Va, (d′, y′) ∈ D×Vb to be true if and only if (d′, y′) = (d · gab, y);
then properties (Trans1-Trans3) in the appendix, chapter D, guarantee that
” ∼ ” is an equivalence relation. Now define Z to be the quotient Z ≡
⊔a∈AD × Va/ ∼, endowed with the final topology (quotient topology). It is
easy to see that Z is a D-covering of Y , i.e. Y = Z/D. The set of maps
(ia) that send elements (d, y) ∈ D × Va to the equivalence classes ia (d, y) to
which they belong provides the natural collection of trivializations for this
D-space; it follows that i−1b ◦ia (d, y) = (d · gab, y), so that the associated C˘ech
cocycle is the one we have started with. Choose base points z ∈ Z, y = q (z).
Now observe that the group D ≃ π1 (Y, y) enters this construction in two
different ways: Firstly, the elements of D locally label the different sheets of
the covering in a trivialization. Secondly, D is the set of homotopy classes
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of loops at y on the base manifold Y . We now construct a homomorphism
ρ from D as the set of homotopic loops to D as the labelling space for
the sheets of the covering: Choose a homotopy class [γ], where γ is a loop
at the base point y ∈ Y . The unit interval [0, 1] can be divided [17] into
0 = t0 < t1 < · · · < tn = 1 such that the image of each interval [ti−1, ti] lies
in the open set Va(i). Then every point γ (ti) lies in Va(i) ∩ Va(i+1); on this
domain, the cocycle ga(i)a(i+1) is constant. We lift the loop γ to a curve γ˜
starting at the base point z in Z. If ia(0) (d, y) = z = γ˜ (0), then we find that
i−1a(0)γ˜ (1) =
(
d · ga(0)a(1) · · · · · ga(n)a(0), y
) ≡ (d · ρ [γ] , y) , (4.14)
which defines an element ρ [γ] ≡ ga(0)a(1) · · · · · ga(n)a(0) ∈ D. It can be shown
that this is independent of the representative γ of the homotopy class [γ],
and furthermore, that the assignment [γ] 7→ ρ [γ] is a homomorphism.
Thus, D-coverings of Y , or equivalently, C˘ech cocycles on V, are charac-
terized by, and in turn characterize, homomorphisms D → D. Cohomologous
cocycles g′ab = h
−1
a gabhb give rise to homomorphisms ρ, ρ
′ that differ by con-
jugation, i.e. an inner automorphism of D, ρ′ [γ] = h−1a(0) · ρ [γ] · ha(0). For
example, the homomorphism D → D is the trivial one, i.e. [γ] 7→ e ∈ D
for all elements [γ] in D, if and only if the associated D-covering of Y is
(isomorphic to) the trivial #D-sheeted covering D × Y → Y of Y , D act-
ing on D × Y by left multiplication on the first factor. On the other hand,
we now show that the class of D-isomorphic simply connected D-coverings
p : X → Y = X/D is characterized by homomorphisms ρ which are inner
automorphisms of D: To see this, we first examine the simply connected
covering space X consisting of all homotopy classes [γ] of curves γ in Y with
initial point γ (0) = y, where y is the base point of Y . Choose trivializa-
tions ia on D × Va so that the image i−1a [c] of the constant loop c at y is
represented by ([c] , y) for all a for which y ∈ Va. Then an arbitrary loop
class [γ] ∈ π1 (Y, y) is represented by [γ] ≡ ia ([γ] , y) ∈ X ; but this element
is just the endpoint γ˜ (1) of the lift γ˜ of γ to [c] ∈ p−1 (y), which implies by
formula (4.14) that ρ [γ] = [γ]. Since this holds for all [γ], we have ρ = id| D
in this case. Now, if p′ : X ′ → Y is another simply connected covering, we
have seen above that the associated cocycles are cohomologous, hence the
associated D-homomorphisms differ by an inner automorphism; but since ρ
is the identity, this means that every homomorphism ρ′ : D → D must be an
inner automorphism of D.
The developments of the last paragraph together with the content of
theorems 4.3.5 and 4.3.6 are summarized in
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4.4.1 Theorem: Multi-valued potentials
Let α be a closed 1-form on the smooth manifold Y with base point y. Let
V = {Va | a ∈ A} be a simply connected path-connected open cover of Y .
Let D ≡ π1 (Y, y). Then
(A) for every D-valued 1-C˘ech-cocycle (gab), a, b ∈ A, on V whose asso-
ciated homomorphism ρ : D → D is an inner automorphism of D, i.e.
ρ (d′) = d · d′ · d−1 for some fixed d ∈ D, there exists a collection of
functions fa,d : Va → R for a ∈ A, d ∈ D, such that
1. fa,d is a local potential for α, i.e. dfa,d = α on Va, for all a ∈ A
and d ∈ D;
2. let λ be a loop at y with [λ] = d ∈ π1 (Y, y) ≃ D. Then
fa,d = fa,e +
∫
λ
α , (4.15)
where e is the identity in D.
3. the fa,d satisfy a glueing condition, expressed by
fa,d = fb,d·gab (4.16)
on Va ∩ Vb 6= ∅.
(B) Let (g′ab) be a cocycle cohomologous to (gab), and let
(
f ′a,d
)
be a
collection of functions on V satisfying properties (A1–A3) with respect
to (g′ab). Then there exists a real constant c and a D-valued 0-C˘ech
cochain (ka : Va → D) on V such that
f ′a,d = fa,d·ka + c (4.17)
for all a ∈ A, d ∈ D. The 0-cochain (ka) is determined by the cocycles
(gab) and (g
′
ab) up to its value ka0 on the open set Va0 ∈ V which
contains the base point y; on Va0 , ka0 can range arbitrarily in the coset
h−1a0 · Dcenter, where ha0 is the value of the C˘ech cochain which relates
the cocycles (gab) and (g
′
ab) on Va0 , and Dcenter is the center of D.
(C) Definition: A collection (gab; fa,d) satisfying properties (A1–A3)
will be called a multi-valued potential function for the closed 1-form α
on Y .
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Proof :
Ad (A) : Let X be the identification space ia : D × Va → X ≡
⊔
a∈A
D ×
Va/ ∼, where the relation (d, y) ∼ (d′, y′) for (d, y) ∈ D×Va, (d′, y′) ∈ D×Vb
is defined to be true if and only if (d′, y′) = (d · gab, y), in which case these
elements are identified according to ia (d, y) = ib (d
′, y′). Then X is a covering
space of Y , and Y is the space of orbits on X under the action of D on X
according to (d′, (d, y)) 7→ (d′ · d, y). Since the homomorphism ρ : D → D
associated with (gab) is an inner automorphims by assumption, it follows from
the discussion at the beginning of this section that X is simply connected.
Since Y is a smooth manifold, X is a smooth manifold. Let p : X → Y
be the projection, which is a local diffeomorphism. Then p∗α is a closed,
hence exact, 1-form on X , and has a potential F with dF = p∗α. The
identification maps ia : D × Va → p−1 (Va) are the natural trivializations for
this covering. If we write ia (d, y) ≡ ia,d (y), then ia,d is the inverse of the
restriction p| ia ({d} × Va). Now define fa,d (y) ≡ F ◦ ia (d, y) for y ∈ Va. By
construction, dfa,d = i
∗
a,ddF , and since dF = [p| ia ({d} × Va)]∗ α, it follows
that dfa,d = α on Va. Furthermore, if also y ∈ Vb, then F ◦ ia (d, y) =
(F ◦ ib) ◦
(
i−1b ◦ ia
)
(d, y) = (F ◦ ib) (d · gab, y) = fb,d·gab (y). Formula (4.15) is
a consequence of theorems 4.3.5 and 4.3.6. This proves (A).
Ad (B) : From the cocycles (gab), (g
′
ab), construct coverings p : X → Y ,
q : Z → Y as in the proof of (A), with trivializations ia : D × Va → X ,
ja : D × Va → Z. Then both X and Z are smooth, simply connected
manifolds. The glueing condition fa,d = fb,d·gab for (fa,d) implies that there
exists a smooth function F on X such that F ◦ ia,d = fa,d: For, we have
fa,d (y) = fb,d′ (y
′) whenever ia (d, y) = ib (d′, y′); the universal property of
the identification space [24] ia : D × Va → X guarantees the existence of a
smooth F with the desired property. A similar function F ′ with f ′◦ja,d = f ′a,d
exists on Z. Since X and Z are D-isomorphic, there exists a diffeomorphism
φ : Z → X preserving fibres, i.e. p ◦ φ = q, and being D-equivariant, i.e.
φ (d · z) = d · φ (z). In the trivializations employed above we have
i−1a ◦ φ ◦ ja (d, y) = (d · ka, y) , (4.18)
where the collection (ka : Va → D) defines a 0-C˘ech cochain on V.
Since d (F ◦ φ) = φ∗dF = φ∗p∗α = q∗α, we see that both F ◦ φ and
F ′ are potentials for q∗α on Z; since Z is simply connected, it follows that
F ′ = F ◦ φ+ c with c ∈ R. Then
f ′a,d (y) = F
′◦ja (d, y) = F◦(φ ◦ ja) (d, y)+c = (F ◦ ia) (d · ka, y)+c = fa,d·ka (y)+c ,
where we have used (4.18); thus (4.17) follows.
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Furthermore, assume that Va ∩ Vb 6= ∅, then the analogue of (4.18) on Vb
reads i−1b ◦ φ ◦ jb (d · g′ab, y) = (d · g′ab · kb, y), which implies(
i−1b ◦ ia
) ◦ (i−1a ◦ φ ◦ ja) ◦ (j−1a ◦ jb) (d · g′ab, y) = (d · g′ab · kb, y) ,
from which it follows that
g′ab · kb = ka · gab . (4.19)
This formula says that the cochain (ka) is not arbitrary, but is completely
determined by the cocycles (gab) and (g
′
ab), once a choice has been made for
the value of ka on one selected Va (e.g. the Va0 which contains the base point
y of Y ). This follows from path-connectedness of Y ; for, if Van is any open
set in V, there exist finite sequences g′a0a1 , . . . , g′an−1an , and ga0a1 , . . . , gan−1an
so that
kan = g
′−1
an−1an · · · g′−1a0a1 · ka0 · ga0a1 · · · gan−1an .
Since the selected ka0 is constant on Va0 , a choice of ka0 is just a choice of
an element of D. Furthermore, if l is any loop in Y at the base point y
representing the element δ ∈ D, then from (4.14) we see that the associated
series
(
gaiai+1
)
and
(
g′aiai+1
)
represent ρ [l] ≡ ga(0)a(1) · · · ga(n)a(0), ρ′ [l] ≡
g′a(0)a(1) · · · g′a(n)a(0), respectively. Thus, we must have
ka0 = ρ
′ [l]−1 · ka0 · ρ [l]
for all homotopy classes [l] ∈ π1 (Y, y) ≡ D. However, as D acts transitively
on each fibre of the covering p : X → Y , it follows that the elements ρ′ [l],
ρ [l] take any value in D, as [l] ranges in D. Using ρ′ [l] = h−1a0 · ρ [l] · ha0 it
follows that ka0 = h
−1
a0
· ρ [l]−1 · ha0 · ka0 · ρ [l], or
δ · (ha0ka0) = (ha0ka0) · δ
for all δ ∈ D. But this implies that ha0ka0 must lie in the center of D,
which is a normal subgroup of D. Therefore ka0 can range in the coset
h−1a0 · Dcenter. Hence the collection (fa,d) is determined up to a real constant
and an arbitrary element in h−1a0 · Dcenter. 
In the sequel we apply the covering techniques discussed so far to coverings
of symplectic manifolds. We first present our notational conventions:
105
4.5 Notation and conventions for symplectic
manifolds
Sections 4.5–4.6 are based on [3, 8, 25].
— We recall that a symplectic form ω on a manifold M is a closed, non-
degenerate 2-form on M . In this case, the pair (M,ω) is called a symplectic
manifold.
— By F (M) we denote the set of all smooth functions f : M → R. On a
symplectic manifold we can make F (M) into a real Lie algebra using Poisson
brackets.
— By χ (M) we denote the set of all smooth vector fields on M .
— If G is a Lie group, we will frequently denote its Lie algebra by gˆ, and
the coalgebra, i.e. the space dual to gˆ, by g∗.
— Given an action φ : G × M → M of a Lie group G on a manifold
M , we will frequently denote the components of its tangent map φ∗ by φ∗ =(
∂φ
∂G
, ∂φ
∂M
)
. If A ∈ gˆ, the induced vector field on M will be denoted by ∂φ
∂G
A
or A˜.
— Interior multiplication of a vector V with a q-form ω will be denoted
by V ⊢ ω.
— A diffeomorphism f : M → M on a symplectic manifold (M,ω) is
called canonical transformation, if f ∗ω = ω. An action φ : G × M →
M of a Lie group G on M is called symplectic if every φg is a canonical
transformation.
— I generally denotes the closed interval I = [0, 1] ⊂ R.
4.6 Hamiltonian and locally Hamiltonian vec-
tor fields
On a symplectic manifold, the symplectic form ω provides a non-natural
isomorphism between tangent spaces TxM and cotangent spaces T
∗
xM at
every point x ∈ M , since ω is non-degenerate. In particular, for every f ∈
F (M) there exists a unique vector field ρf ∈ χ (M) such that
ρf ⊢ ω + df = 0 . (4.20)
This gives us a well-defined map ρ : F (M) → χ (M). A vector field V ∈
χ (M) which is the image of a function f ∈ F (M) under ρ, V = ρf , is
called Hamiltonian. The set of all (smooth) Hamiltonian vector fields on M
is denoted by χH (M), and is a real vector space.
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On the other hand, the set χLH (M) of vector fields V onM which satisfy
LV ω = 0 , (4.21)
where LV denotes a Lie derivative, is called the set of locally Hamiltonian
vector fields. This means that on every simply connected open neighbour-
hood U ⊂M , the 1-form V ⊢ ω is exact, hence there exists a smooth function
f ∈ F (U) such that
V ⊢ ω + df = 0 on U . (4.22)
As (4.22) holds in a neighbourhood of every point, we refer to V as a locally
Hamiltonian vector field. The functions f ∈ F (U) need not be globally
defined. If M is simply connected, then every locally Hamiltonian vector
field is Hamiltonian, and χLH (M) = χH (M). This will not be true for the
manifolds we are interested in in this work.
4.7 Cotangent bundles
In this section we compile some standard facts about cotangent bundles we
shall use throughout this paper. This material is discussed in standard text-
books on Symplectic Geometry (e.g. [25]), Mechanics (e.g. [26]), Differential
Geometry (e.g. [8]), and Algebraic Topology (e.g. [27]).
— On the cotangent bundle T ∗M of a manifold M we have a projection
τ : T ∗M →M , and a natural symplectic 2-form being given as the differential
ω = dθ of the canonical 1-form [25, 8] θ on T ∗M , which is defined as follows:
For V ∈ T(m,p)T ∗M , the action of θ on V is defined by 〈θ, V 〉 (m, p) ≡
〈p, τ∗V 〉.
— The homotopy groups of T ∗M are determined by those of M ; in fact
we have
πn (T
∗M) ≃ πn (M) (4.23)
for all n ≥ 0. This follows from the exact homotopy sequence for fibrations
(see any textbook on Algebraic Topology, e.g. [27]),
· · · → πn+1 (B) ∂−→ πn (F ) i#−→ πn (E) p#−→ πn (B)→ · · · , (4.24)
where E
p−→ B is a fibration with standard fibre F . For a vector bundle
with F ≃ Rk, the homotopy groups πn
(
Rk
)
are trivial, hence
0→ πn (E) p#−→ πn (B)→ 0
107
is an exact sequence, which says that p# is an isomorphism in this case. As
a consequence, (4.23) follows.
A diffeomorphism f : M → M can be extended to a diffeomorphism
∗f : T ∗M → T ∗M as follows [25]: For (m, p) ∈ T ∗M , let
(∗f) (m, p) ≡ (f (m) , (f−1)∗ p) . (4.25)
∗f is fibre-preserving and hence a bundle map. Given two diffeomorphisms
f, g we find
∗ (fg) = (∗f) (∗g) . (4.26)
From definition (4.25) it follows immediately that every ∗f preserves the
canonical 1-form θ,
(∗f)∗ θ = θ . (4.27)
4.8 Coverings of cotangent bundles
In this section we start with symplectic manifolds (T ∗Y, dθ) which are the
cotangent bundles T ∗Y of non-simply connected configuration spaces Y , and
are endowed with the natural symplectic 2-form dθ which is associated with
the canonical 1-form θ on the cotangent bundle. Then we extend a simply
connected covering manifold X of Y to a covering manifold T ∗X of T ∗Y and
show how the projection map p : X → Y can be extended to give a local
symplectomorphism between T ∗X and T ∗Y which is also a covering map.
4.8.1 Covering spaces and their cotangent bundles
Let p : X → Y be a covering of manifolds. Let Θ, θ denote the canonical
1-forms on the cotangent bundles T ∗X , T ∗Y , respectively (see section 4.7).
The bundle projections are written as σ : T ∗X → X and τ : T ∗Y → Y ; the
canonical symplectic 2-forms on T ∗X , T ∗Y are Ω = dΘ, ω = dθ, respectively.
Central to our developments is the observation that we can extend the
projection p to a covering map of cotangent bundles; for all coverings it is
understood that they are smooth:
4.8.2 Theorem
Let p : X → Y be a covering. Then p can be extended to a bundle map
∗p : T ∗X → T ∗Y such that ∗p : T ∗X → T ∗Y is a covering.
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Proof :
We first have to show that a well-defined extension ∗p exists. To this end,
let V ⊂ Y be an admissible open neighbourhood in Y , and let U ⊂ X denote
a connected component of p−1 (V ). On every U , the restriction p|U : U → Y
is a diffeomorphism, hence its extension
∗ (p|U) ≡ (p|U, [p|U ]−1∗) (4.28)
is well-defined. The collection of all U , being the collection of all inverse
images of admissible open neighbourhoods V in Y forms an open cover of
X . On the intersection of any two of the U, U ′, the locally defined maps
(4.28) coincide. Now define ∗p to be the uniquely determined function on
T ∗X whose restriction to any of the U coincides with ∗ (p|U).
From this it follows that ∗p is well-defined, and is smooth, provided p is
smooth. Its local form (4.28) shows that ∗p preserves fibres and hence is a
bundle map. If V is any admissible neighbourhood in Y , then
⋃
y∈V
T ∗y Y is a
neighbourhood in T ∗Y whose inverse image under ∗p is a disjoint union of
neighbourhoods in T ∗X . This says that ∗p is a covering map. 
As a consequence of the last theorem, we can pull back q-forms ω on
T ∗Y to q-forms (∗p)∗ ω on T ∗X via ∗p. Hence the pull-back (∗p)∗ θ is well-
defined. The next theorem explains the relation between this pull-back and
the canonical symplectic potential Θ on T ∗X . To this end we note that
4.8.3 Lemma
τ ◦ (∗p) = p ◦ σ . (4.29)
Proof :
This follows from the definition (∗p) (x, α) =
(
p (x) , (p|U)−1∗ α) for (x, α) ∈
T ∗X . 
4.8.4 Theorem
The pull-back of the canonical 1-form θ on Y under ∗p coincides with the
canonical 1-form Θ on X ,
(∗p)∗ θ = Θ . (4.30)
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Proof :
Let (x, α) ∈ T ∗X , let V ∈ T(x,α)T ∗X . Then (∗p) (x, α) =
(
p (x) , (p|U)−1∗ α),
where U is a neighbourhood of x in X on which the restriction of p is in-
jective. Now if (∗p)∗ V is paired with θ at the point (
∗p) (x, α) ∈ T ∗Y , we
obtain 〈θ, (∗p)∗ V 〉 =
〈
(p|U)−1∗ α, τ∗ (∗p)∗ V
〉
; however, from (4.29) we have
that τ∗ (∗p)∗ = p∗σ∗, and hence〈
(p|U)−1∗ α, τ∗ (∗p)∗ V
〉
= 〈α, σ∗V 〉 = 〈Θ, V 〉 ,
by the definition of Θ; this proves the theorem. 
There is an immediate important consequence:
4.8.5 Corollary
The canonical symplectic 2-form dΘ on T ∗X is the pull-back of the canonical
symplectic 2-form dθ on T ∗Y under ∗p, and hence the map ∗p : T ∗X → T ∗Y
is a local symplectomorphism.
Proof :
This follows from dΘ = d (∗p) θ = (∗p) dθ. 
Hence we can relate, and locally identify, the dynamics taking place on
T ∗Y to an associated dynamical system on the symplectic covering manifold
T ∗X ; this is one of the major statements of this work. As was shown in
(4.23), the homotopy groups of a cotangent bundle are isomorphic to those
of its base space. In particular, if X is simply connected, the fundamental
groups obey the relations
π1 (T
∗X) = π1 (X) = 0 , π1 (T
∗Y ) = π1 (Y ) = D , (4.31)
and it follows that the deck transformation group D (T ∗X) of the covering
∗p : T ∗X → T ∗Y is just π1 (T ∗Y ) = D. This will enable us to remove
the multi-valuedness of a local moment map given on a cotangent space
T ∗Y by constructing the local symplectomorphism ∗p, and then studying
the associated dynamics on the simply connected symplectic covering space
T ∗X , on which every locally Hamiltonian vector field has a globally defined
charge, and hence every symplectic group action has a global moment map;
see section 4.14 for the details. Our next task therefore is to study how (Lie)
group actions defined on Y (and, in turn, T ∗Y ) can be lifted to a covering
space space X (and T ∗X), in particular, when X is simply connected; this is
done in sections 4.9 and 4.10 for general symplectic manifolds which are not
necessarily cotangent bundles.
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4.9 Lift of group actions under covering maps
In this section we prove a couple of theorems about the lifting of a left action
φ of a Lie group G on a manifold Y to a covering manifold X . Here we
examine existence and uniqueness of lifts; in the next section we examine
under which conditions the group law of G is preserved under the lift.
Let p : X → Y be a covering, where X , Y are connected, let V be a
manifold, let f : V → Y . As explained in section 4.2, one calls a map
f˜ : V → X a lift of f through p, if p ◦ f˜ = f . For the sake of convenience,
we establish a similar phrase for a related construction which will frequently
appear in the following: If f : Y → Y , we call fˆ : X → X a lift of f to X if
p ◦ fˆ = f ◦ p . (4.32)
We enhance this condition for the case that G is a group and φ : G×Y → Y
is a left action of G on Y . In this case, we call a smooth map φˆ : G×X → X
a lift of φ to X if
(L1) p ◦ φˆ = φ ◦ (idG × p), and
(L2) φˆe = idX ,
where φˆe denotes the map x 7→ φˆe (x) ≡ φˆ (e, x).
We remark that (L1) does not imply that p is G-equivariant (or a G-
morphism). This is because G-equivariance requires X to be a G-space, i.e.
a manifold with a smooth left action of G on it. This in turn means that the
lift φˆ must preserve the group law of G, i.e. φ̂gh = φˆgφˆh. We will see shortly
that this is guaranteed only if G is connected. If G has several connected
components, the lift can give rise to an extension G˜ of the original group by
the deck transformation group D; this is described in theorem 4.10.2. The
matter of equivariance of the covering map p is taken up in section 4.11.
We note that if a map φˆ satisfying (L1) exists, it is determined only up
to a deck transformation γ; for if we define φˆ′ ≡ φˆ (idG × γ), φˆ′ also satisfies
(L1); this is why we have to impose (L2) additionally. However, we show
that if φˆ exists, then it can always be assumed that it satisfies (L2):
4.9.1 Proposition
1. Let φ : G× Y → Y be a smooth left action of G on Y . If a smooth
map φˆ : G×X → X satisfying (L1) exists, it can always be redefined
so that
φˆe = idX . (4.33)
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2. Every φˆg is a diffeomorphism, and the assignment (g, x) 7→ φˆ−1g (x)
is smooth.
Proof :
Ad (1) : By assumption, pφˆe = φep = p, hence φˆe is a deck transforma-
tion γ of the covering. Now redefine φˆ 7→ φˆ′ = φˆ (idG × γ−1), then φˆ′ satisfies
pφˆ′ = φ (idG × p) and φˆ′e = idX .
Ad (2) : The map φˆgφˆg−1 : X → X projects into p, hence is a deck
transformation γ. Thus φˆ−1g = φ̂g−1◦γ−1 is smooth, since γ−1 is smooth, hence
φˆg is a diffeomorphism. The assignment (g, x) 7→ φˆ−1g (x) = φ̂g−1 ◦ γ−1 (x) is
smooth, since the map G→ G, g 7→ g−1 is smooth. 
In the following we assume that X and Y are connected manifolds, and
Y is not simply connected. We note that
4.9.2 Remark
The fundamental group of the Lie group G coincides with the fundamental
group of its identity component,
πn (G) = πn (G0) . (4.34)
Proof :
This follows from the exact homotopy sequence (4.24)
· · · → πn+1 (B) ∂−→ πn (F ) i#−→ πn (E) p#−→ πn (B)→ · · · ,
for the fibration pr : G → G/G0 = Ds. Put B = Ds, F = G0, E = G,
πn (Ds) = 0 to obtain (4.34). 
Now we derive a necessary and sufficient condition for the existence of a
lift satisfying (L1, L2) in terms of the fundamental group π1 (G) of G. To
prove this, we first need a
4.9.3 Lemma
Let X, Y be topological spaces, let λ×µ be a loop in X × Y at (x, y), where
λ is a loop in X at x, and µ is a loop in Y at y. Then λ× µ is homotopic to
a product of loops
λ× µ ∼ ({x} × µ) ∗ (λ× {y}) , (4.35)
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where ” ∼ ” means ”homotopic”, and ” ∗ ” denotes a product of paths.
Proof :
We explicitly give a homotopy effecting (4.35). Define h : I×I → X×Y ,
(s, t) 7→ h (s, t) = hs (t). Here s labels the loops t 7→ hs (t), and t is the loop
parameter. Define
h (s, t) ≡

(
x, µ
(
t
1− s
2
))
for t ∈ [0, s
2
)
.(
λ
(
t− s
2
1− s
2
)
, µ
(
t
1− s
2
))
for t ∈ [ s
2
, 1− s
2
)
.(
λ
(
t− s
2
1− s
2
)
, y
)
for t ∈ [1− s
2
, 1
]
.
(4.36)
This is the required homotopy. 
Now we can turn our theorem. To this end, consider a left action φ :
G× Y → Y , and choose y ∈ Y fixed. By φy we denote the map φy : G→ Y ,
g 7→ φy (g) ≡ φ (g, y). φy induces the homomorphism φy# : π1 (G, e) →
π1 (Y, y). Furthermore, if x ∈ p−1 (y) is any point in the fibre over y, then p
induces a map p# : π1 (X, x)→ π1 (Y, y). We now can state:
4.9.4 Theorem
Let x ∈ X arbitrary, let y = p (x). Let G be connected. Then the action
φ : G× Y → Y possesses a unique lift φˆ : G×X → X satisfying (L1, L2) if
and only if
φy# π1 (G, e) ⊂ p# π1 (X, x) . (4.37)
Proof :
Assume a lift φˆ exists. Then φˆ is the unique lift of the map G×X → Y ,
(g, x) 7→ φ (g, p (x)) through p with the property φˆ (e, x) = x. According to
the ”Lifting Map Theorem” 4.2 it follows that
[φ (idG × p)]# π1 (G×X, (e, x)) ⊂ p#π1 (X, x) . (4.38)
Conversely, if (4.38) holds, then φ (idG × p) lifts uniquely to φˆ satisfying (L1,
L2). Hence we need only show the equivalence (4.37) ⇔ (4.38).
(4.37) ⇐ (4.38) : Let λ be a loop in G at e. Then λ× {x} is a loop in
G × X at (e, x), hence t 7→ φ (λ (t) , p (x)) = φy ◦ λ (t) is a loop in Y at y
giving rise to the class
φy# [λ] = [φ (idG × p)]# [λ× {x}] ∈
113
∈ [φ (idG × p)]# π1 (G×X, (e, x)) ⊂ p#π1 (X, x) ,
where the last inclusion follows from assumption, and hence (4.37) follows.
(4.37) ⇒ (4.38) : Let λ× µ be a loop in G×X at (e, x). Then lemma
4.9.3 says that
λ× µ ∼ ({e} × µ) ∗ (λ× {x}) ,
hence
[φ (idG × p)]λ× µ ∼ [φ (idG × p)] ({e} × µ) ∗ [φ (idG × p)] (λ× {x}) =
= φ (e, pµ) ∗ φ (λ, p (x)) = (pµ) ∗ (φyλ) .
But by assumption (4.37), there exists a loop ρ in X at x such that φyλ ∼ pρ.
Then the last expression in the last line above becomes
(pµ) ∗ (φyλ) ∼ p (µ ∗ ρ) ,
where µ ∗ ρ is a loop in X at x. But this proves
[φ (idG × p)] [λ× µ] ∈ p# π1 (X, x) ,
where [λ× µ] is the homotopy class of λ× µ, and hence (4.38) follows. 
4.10 Preservation of the group law
In this section we show that a lift φˆ to a simply connected covering space is
not unique, if G is not connected. Every lift gives rise to an extension of the
original group G by the group D of deck transformations of the covering. If
D is Abelian, all these extensions are equivalent.
We start with theorem 4.9.4: This gives a condition for the existence of a
smooth map φˆ satisfying (L1,L2) under the assumption that G is connected.
We now temporarily relax the last condition and allow G to be a Lie group
with several connected components. In this case we simply assume that a
lift φˆ exists. As mentioned above, the lift φˆ need not preserve the group law
on G, in which case it is not an action of G on X . In particular, this means,
that the set {
φˆg | g ∈ G
}
(4.39)
of diffeomorphisms φˆg : X → X is no longer a group. Clearly, we want to
know under which circumstances the lift is an action of some group G˜. We
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examine this under the assumption that G is a semidirect product G = G0⊙
Ds of its identity component and a discrete factor Ds, where G/G0 ≡ Ds, as
G0 is normal in G. In this case, every element of G has a unique expression
(g, κ), where g ∈ G0, κ ∈ Ds. The group law is
(g, κ) (g′, κ′) = (g · a (κ) g′, κκ′) , (4.40)
where a (κ) : G0 → G0 is an outer automorphism of G0, and a : Ds →
Aut (G0) is a representation of Ds in the automorphism group of G0, as
a (κκ′) = a (κ) ◦ a (κ′), and a (e) = id. We first need a
4.10.1 Lemma
Let γ ∈ D, g, g′ ∈ G. Then the maps
φˆg ◦ γ ◦ φˆ−1g , φˆg ◦ φˆg′ ◦ φ̂gg′
−1
(4.41)
are deck transformations.
Proof :
This follows immediately by applying p and using (L1,L2). 
Thus, for a given g ∈ G, (4.41) defines a map
b (g) : D → D , γ 7→ b (g) γ ≡ φˆg ◦ γ ◦ φˆ−1g , (4.42)
which implies that b (g) ∈ Aut (D) is a D-automorphism. b : G → Aut (D)
need not be a representation, however! The second expression in (4.41)
defines a map
Γ : G×G→ D , (g, g′) 7→ Γ (g, g′) ≡ φˆg ◦ φˆg′ ◦ φ̂gg′
−1
. (4.43)
These maps determine how the group law of G is changed under the lift φˆ;
in particular (4.43) shows that Γ expresses the deviation of the lifted diffeo-
morphisms φˆg from forming a group isomorphic to G. This is the content of
the next
4.10.2 Theorem
Let φ : G × Y → Y be a smooth action of G on Y . Assume that a smooth
lift φˆ satisfying (L1,L2) exists. Then
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1. the set
{
φˆg | g ∈ G
}
is no longer a group in general; instead, the lift
φˆ provides an extension G˜ of G by the deck transformation group D,
i.e. D is normal in G˜, and G˜/D = G. The extended group is given by
the set
G˜ =
{
γ ◦ φˆg | γ ∈ D ; g ∈ G
}
. (4.44)
If the elements of this set are denoted as pairs, γ ◦ φˆg ↔ (γ, g), then
the group law of G˜ is given by
(γ, g) · (γ, g′) = (γ · b (g) γ′ · Γ (g, g′) , gg′) , (4.45)
and inverses are
(γ, g)−1 =
(
b (g)−1
[
γ−1 · Γ−1 (g, g−1)] , g−1) = (4.46)
=
([
b
(
g−1
)
γ · Γ (g−1, g)]−1 , g−1) . (4.47)
The group law (4.45) expresses the non-closure of the set
{
φˆg | g ∈ G
}
as discussed in (4.39), since now
(e, g) · (e, g′) = (Γ (g, g′) , gg′) . (4.48)
2. If H,K ⊂ G are any connected subsets of G, then the restrictions
b|H and Γ|H ×K are constant. Hence both b and Γ descend to the
quotient G/G0 = Ds,
b : Ds→ D , Γ : Ds×Ds→ D . (4.49)
3. In particular, on the identity component G0 we have b|G0 = id and
Γ|G0×G0 = e. Hence, for elements (γ, g) ∈ D×G0 we have the group
law
(γ, g) · (γ′, g′) = (γγ′, gg′) . (4.50)
As a consequence, the identity component G0 can be regarded as a
subgroup of the extension G˜, and can be identified with the set of all
elements of the form (e, g), g ∈ G0, so that (cf. 4.48)
(e, g) · (e, g′) = (e, gg′) . (4.51)
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Also, (4.50) says that D and G0 commute. As a consequence of all
that, the identity component G˜0 of G˜ coincides (up to isomorphism)
with the identity component of G, G˜0 = G0, and hence we have an
isomorphism of Lie algebras
Lie
(
G˜
)
= Lie (G) = gˆ . (4.52)
Proof :
Ad (1) : We first must verify that the set G˜ as defined in (4.44) is indeed
a group of diffeomorphisms on X . Since φˆe = idX by (L2), we have that G˜
contains eφˆe = idX . Next, if γ, γ
′ ∈ D and g, g′ ∈ G, then γφˆgγ′φˆg′ =
γ ◦b (g) γ′ ◦ φˆg ◦ φˆg′ according to (4.42); but φˆg ◦ φˆg′ = Γ (g, g′)◦ φ̂gg′ by (4.43),
which gives
γ ◦ φˆg ◦ γ′ ◦ φˆg′ = [γ ◦ b (g) γ′ ◦ Γ (g, g′)] ◦
[
φ̂gg′
]
, (4.53)
where the first factor in square brackets on the RHS is an element of D,
and the second factor is a lifted diffeomorphism, and therefore the LHS is
an element of the set G˜. Furthermore, when using the pair notation (γ, g)
for elements of G˜, formula (4.53) yields the group law (4.45). Finally, we
must show that inverses exist in G˜; it is easy to use (4.45) to arrive at (4.46)
for inverses, which means that inverses have the form γ ◦ φˆg as required.
Furthermore, from (4.45) it follows that D is normal in G˜, and that the
cosets D · (γ, g) obey the group law of G, since
[D · (e, g)] [D · (e, g′)] = D · [(e, g) (e, g′)] = D · (Γ (g, g′) , gg′) = D · (e, gg′) ,
thus G˜/D = G.
Ad (2+3) : Let γ ∈ D be arbitrary, and consider the mapG→ p−1 (p (x)),
g 7→ [b (g) γ] x, where the fibre p−1 (p (x)) is a discrete space for arbitrary
fixed x ∈ X . From the definition (4.42) and proposition 4.9.1 we see that
this map is smooth; since the target space is discrete, it must therefore be
constant on every connected subset of the domain. Since X is connected,
every deck transformation of the covering p : X → Y is uniquely deter-
mined by its value at a single point x ∈ X . Hence b (g) γ = const. for
all g within a connected component of G. On the identity component G0,
b (g) = b (e) = idD. – A similar argument applies to Γ, since (4.43) shows
that all maps involved in the definition of Γ are smooth in all arguments. In
particular, Γ (e, g) = Γ (g, e) = eD. (4.50) is a consequence of (4.45). 
If D is Abelian, the map Γ defined in (4.43) has a special significance:
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4.10.3 Theorem
If D is Abelian, then Γ : G × G → D defines a 2-cocycle in the D-valued
cohomology on G as defined in appendix, chapter E.
Proof :
The proof is a standard argument: Compute
(
φˆgφˆh
)
φˆk = φˆg
(
φˆhφˆk
)
using (4.43); this leads to
b (g) Γ (h, k) + Γ (g, hk)− Γ (gh, k)− Γ (g, h) = (δΓ) (g, h, k) = 0 ,
where we have used (E.5). 
— Any two lifts φˆ and φˆ′ must coincide on the identity component G0, by
uniqueness. However, they may differ on the components G0 · κ, κ ∈ Ds, by
deck transformations. This gives rise to different cocycles (in case that D is
Abelian) Γ and Γ′. We now show that Γ and Γ′ must differ by a coboundary:
4.10.4 Theorem
Let the deck transformation group D of the covering p : X → Y be Abelian.
Given two lifts φˆ and φˆ′ of the action φ : G× Y → Y to X , with associated
cocycles Γ and Γ′, there exists a 1-cochain η ∈ C1 (G,D) in the D-valued
cohomology on G as defined in Appendix, section E, such that
Γ′ = Γ + δη . (4.54)
On the connected component G0, η = e.
Proof :
Both φˆ and φˆ′ project down to φ by (L1), which implies that φˆ′gφˆ
−1
g is a
deck transformation η (g), hence
φˆ′g = η (g) φˆg . (4.55)
η is constant on connected components, hence is trivial on G0. We have
φˆ′gφˆ
′
h = Γ
′ (g, h) φ̂′gh, and inserting (4.55) gives
η (g) · [b (g) η (h)] · Γ (g, h) · φ˜gh = Γ′ (g, h) · η (gh) · φ˜gh ;
hence, on using additive notation for the group composition in D,
Γ′ (g, h) = Γ (g, h) + b (g) η (h)− η (gh) + η (g)︸ ︷︷ ︸
=(δη)(g,h)
, (4.56)
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using (E.5). 
Thus, all the different lifts φˆ of the group action φ to X give rise to
the same cohomology class [Γ] ∈ H2 (G,D) in the D-valued cohomology on
G, which also implies, that the possible group extensions G˜ of G associated
with these lifts are all equivalent [23]. Thus, up to equivalence, there is only
one group extension G˜ of G by D, and this is basically determined by the
geometry of the covering p : X → Y .
4.11 G˜-spaces and equivariant covering maps
Although property (L1), pφˆg = φgp, seems to suggest that every covering
map p is a G-morphism, this is not true in general, if G is not connected;
for in this case, X is not a G-space, but only a G˜-space, as explained above.
However, we can make p equivariant with respect to the larger group G˜: To
this end, we first note that this requires X and Y to be G˜-spaces. This
can be accomplished by introducing the projection pr : G˜ → G˜/D = G and
observing that Y is trivially a G˜-space by defining the action of G˜ on Y as
Φ : G˜× Y → Y , Φ ≡ φ (pr × idY ) . (4.57)
Now we must define a suitable action Φˆ of G˜ on X ; this is accomplished by
the assignment
Φˆ : G˜×X → X , ((γ, g) , x) 7→ Φˆ ((γ, g) , x) ≡ γ ◦ φˆg (x) . (4.58)
Using the group law (4.45) for the case that D is Abelian we see that
Φˆ(γ,g)Φˆ(γ′,g′) = Φˆ(γ+b(g)γ′+Γ(g,g′),gg′) = Φˆ(γ,g)(γ′,g′) , (4.59)
i.e. Φˆ is indeed a left action. Furthermore, under the projection p we have
pΦˆ ((γ, g) , x) = pφˆg (x) = φ (g, p (x)) = φ (pr × p) ((γ, g) , x) ,
or
p ◦ Φˆ = φ ◦ (pr × p) = Φ ◦ (idG˜ × p) . (4.60)
But this equation now says that the covering projection p is a G˜-morphism
with respect to the group G˜, where X and Y are now regarded as G˜-spaces.
Let us summarize:
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4.11.1 Theorem: Equivariance of the covering map
Define actions Φ, Φˆ of the extended group G˜ on Y,X according to formulas
(4.57), (4.58). With this definition, X and Y become G˜-spaces, and the
covering map p : X → Y is G˜-equivariant (a G˜-morphism).
— We now discuss a situation in which a lift φˆ as introduced in section
4.9 always exists. A glance at formula (4.37) in section 4.9.4 shows that
the lift exists if the fundamental groups of both G and X are trivial. Now
we perform the following construction: We assume that G is connected and
X is simply connected. If G acts on Y via φ, then so does the universal
simply connected covering group CG of G; just let pro : CG → G be the
natural projection (which is a homomorphism), then cφ : CG × Y → Y ,
cφ ≡ φ (pro× idY ) defines a smooth left action of CG on Y . Therefore, in
this case there always exists a lift ĉφ : CG × X → X of cφ to X satisfying
(L1,L2). Since G is connected, formula (4.51) in theorem 4.10.2 tells us that
the lift preserves the group law of CG, and hence ĉφ is an action of CG on
X . Thus,
4.11.2 Theorem
Let p : X → Y be a covering, whereX is simply connected. Let the connected
Lie groupG act on Y via φ, and let CG denote the universal covering group of
G with projection homomorphism pro : CG → G. Then cφ ≡ φ (pro× idY )
defines an action of CG on Y , and there exists a lift ĉφ : CG×X → X such
that ĉφ preserves the group law on CG,
ĉφgh = ĉφg ◦ ĉφh . (4.61)
Thus, the projection map p is a CG-morphism of CG-spaces,
p ◦ ĉφg = cφg ◦ p , (4.62)
for g ∈ CG.
— A consequence of the developments in this section is this: Assume
that p : X → Y is a smooth covering of manifolds, where Y is a symplectic
manifold with symplectic 2-form ω. Since p is a local diffeomorphism, the
2-form Ω ≡ p∗ω is closed and non-degenerate, and hence is a valid symplectic
2-form on X . Now assume that a connected Lie group G acts on Y via Φ :
G× Y → Y such that all diffeomorphisms Φg are canonical transformations,
Φ∗ω = ω. Assume that a lift Φ˜ to X exists; as G is connected, the group
law is then preserved. Since the lift obeys p ◦ Φ˜g = Φg ◦ p, it follows that
Φ˜∗gp
∗ω = p∗Φ∗gω, or Φ˜
∗
gΩ = Ω; hence all diffeomorphisms Φ˜g are canonical
transformations on the symplectic covering manifold X . In summary,
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4.11.3 Theorem
Let p : X → Y be a covering of smooth manifolds, where Y is a symplectic
manifold with symplectic 2-form ω. Assume the connected Lie group G acts
via Φ on Y from the left, such that all Φg are canonical transformations with
respect to ω. Assume a lift Φ˜ to X exists. Then all diffeomorphisms Φ˜g are
canonical transformations with respect to the symplectic 2-form Ω ≡ p∗ω on
X .
— Finally, we wish to study the following problem: Given a non-simply
connected manifold Y , thought of as the ”configuration space” of a dynamical
system (or rather, a class of dynamical systems), and the left action φ :
G × Y → Y of a (Lie) group G on Y ; if a lift φˆ exists, we can extend it to
a map ∗φˆ : G × T ∗X → T ∗X on the cotangent bundle of X using formula
(4.25). On the other hand, from the discussion in section 4.8.2 we know that
T ∗X is itself a covering space of T ∗Y , and ∗p as defined in equation (4.28)
is the covering map. Hence we can extend the action φ first to an action ∗φ
on the cotangent bundle T ∗Y , and then ask whether a lift ∗̂φ of ∗φ to T ∗X
exists, and if yes, whether it coincides with the extension ∗φˆ of the lift φˆ of
φ. The next theorem gives the answer for connected G:
4.11.4 Theorem
Let G be a connected Lie group; let p : X → Y be a covering, where X is
connected. Let φ : G×Y → Y be a smooth action of G on Y , which possesses
a lift φˆ : G×X → X satisfying (L1, L2). Then (1) a lift ∗̂φ : G×T ∗X → T ∗X
of the extension ∗φ : G×T ∗Y → T ∗Y of the action φ to the cotangent bundle
T ∗X of X exists; and (2) this lift coincides with the uniquely determined
extension ∗φ̂ : G × T ∗X → T ∗X of the lift φˆ : G × X → X of φ to the
cotangent bundle T ∗X of X ; i.e.
∗̂φ = ∗φ̂ , (4.63)
yielding a commutative diagram.
Proof :
Let φˆ be the lift of φ satisfying (L1,L2). Its extension to the cotangent
bundle T ∗X takes the form ∗φ̂ =
(
φˆ, φˆ−1∗
)
. This map satisfies
∗φ̂e = idT ∗X , (4.64)
and under the extended projection ∗p it behaves as
∗p ◦ ∗φˆ = ∗φ ◦ (idG × ∗p) . (4.65)
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But formulas (4.64,4.65) are precisely the conditions (L1, L2) for a lift ∗̂φ of
the extended action ∗φ under the covering ∗p : T ∗X → T ∗Y . This means that
(1) ∗φˆ is a lift of ∗φ; and, since G and X , and hence G×T ∗X , are connected,
this lift is unique as a consequence of the ”Unique Lifting Theorem” 4.2, and
hence coincides with ∗̂φ. 
4.12 Symplectic G-actions and moment maps
In the following sections we generalize the usual definition of a moment map
to a construction we call local moment map. The standard definitions found
in the literature generally involve that a moment map is a globally defined
function from a symplectic manifold M into the coalgebra of the Lie algebra
of a Lie group G which acts on M symplectically (e.g. [26]). Other authors
(e.g. [3, 25]) give even more restrictions by introducing moment maps only
together with the condition that the first and second Chevalley-Eilenberg
cohomology groups of the Lie group G are trivial, or equivalently, that the
associated Lie algebra cohomoloy groups H10 (gˆ,R) and H
2
0 (gˆ,R) are trivial.
In this work we make no assumptions about cohomologies on the group G,
nor do we assume that moment maps exist globally; on the contrary, it is
the purpose of this work to generalize moment maps to situations where
the underlying symplectic manifold is non-simply connected, and hence in
general does not admit a global moment map.
Let M be a symplectic manifold with symplectic form ω. Let G be a Lie
group, let Φ : G×M →M be a smooth symplectic left action of G onM , i.e.
Φ (g, x) = Φg (x), with Φgg′ = ΦgΦg′ , Φe = idM , and Φ
∗
gω = ω for all g. Let
gˆ be the Lie algebra of G, and g∗ denote the coalgebra. If A ∈ gˆ, then the
vector field induced by A on M is denoted ∂Φ
∂G
A ≡ A˜. Since Φ preserves the
symplectic form, the Lie derivative of ω with respect to A˜ vanishes, hence A˜
is a locally Hamiltonian vector field according to (4.21). From this it follows
that the 1-form ∂Φ
∂G
A ⊢ ω is closed.
4.13 Global moment maps
First we assume that M is simply connected. By a standard argument, an
R-linear map f from a vector space gˆ to the space of smooth closed 1-forms
Z1deRham (M) on M can always be lifted to an R-linear map h : gˆ → F (M),
A 7→ hA such that dhA = f (A): For, since M is simply connected, every
122
closed 1-form f (A) has a potential hA with dhA = f (A); the assignment
(A, x) 7→ hA (x) can be assumed to be smooth in x, but need not be smooth
in A. Now choose an arbitrary fixed point x0 ∈ M , and replace hA by
hA − hA (x0); then A 7→ hA (x)− hA (x0) is linear in A.
In particular, the map gˆ ∋ A 7→ ∂Φ
∂G
A ⊢ ω ∈ Z1 (M) can be lifted to an
R-linear map h : gˆ → F (M), A 7→ −hA, with
∂Φ
∂G
A ⊢ ω + dhA = 0 . (4.66)
Since A 7→ hA (x) is linear for every fixed x ∈M , h defines a map J : M → g∗,
〈J (x) , A〉 ≡ hA (x). J is called a moment map associated with the action
Φ. From its definition via h we see that J is determined up to addition
J 7→ J + L of an M-constant, R-linear map L : gˆ → R, with dL = 0.
h as defined above is a homomorphisms of vector spaces by linearity;
in general it is not a homomorphism of Lie algebras, however. Rather, the
algebra of Poisson brackets can provide a central extension of the Lie algebra
of the Hamiltonian vector fields [25].
4.14 Local moment maps
Now we assume that Y is connected, but not simply connected. If y is a base
point of Y , set D ≡ π1 (Y, y). Let V = {Va | a ∈ A} be a countable simply
connected open cover of Y as introduced in section 4.4. For every A ∈ gˆ,
∂Φ
∂G
A ⊢ ω is a closed 1-form on Y ; hence a multi-valued potential function
(hA,a,d), d ∈ D, exists for every C˘ech cocycle (gab) associated with a simply
connected cover of Y , according to theorem 4.4.1. However, here we can no
longer be sure whether all hA,a,d can be made linear in A simultaneously,
without spoiling the glueing conditions hA,a,d = hA,b,d·gab. We therefore have
to formulate the problem in terms of an appropriate covering space X , which
we take, as in the proof of theorem 4.4.1, to be the identification space
ia : D × Va → X ≡
⊔
a∈A
D × Va/ ∼, where ∼ relates elements (d, y) and
(d′, y′) = (d · gab, y) on D × Va and D × Vb that are identified as ia (d, y) =
ib (d
′, y′). Then X is a universal covering space of Y , such that the projection
p : X → Y is a local diffeomorphism. Y is the space of orbits under the action
of D on X . If ω denotes the symplectic 2-form on Y , Ω ≡ p∗ω is a symplectic
2-form on X .
We must ask whether Φ can be lifted to X , i.e. whether there exists a map
Φˆ : G×X → X satisfying p◦ Φˆ = Φˆ◦ (idG × p), and Φˆe = idX . Furthermore,
one has to examine whether the group law is preserved by the lift, i.e. whether
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Φ̂gh = ΦˆgΦˆh. The question of existence of a lift is examined in theorem 4.9.4;
in theorem 4.10.2 it is proven that, for connected G, the lift preserves the
group law of G. In theorem 4.11.3 it is proven that, for connected G, the
diffeomorphisms Φˆg are canonical transformations with respect to Ω, hence Φˆ
is a symplectic action. In this case we have a left action Φˆ of G on the simply
connected manifold X , so that the results from section 4.13 can be applied:
There exists a lift of the R-linear map gˆ ∋ A 7→ ∂Φˆ
∂G
A ⊢ Ω ∈ Z1deRham (X) to
an R-linear map hˆ : gˆ → F (X), A 7→ −hˆA, with
∂Φˆ
∂G
A ⊢ Ω + dhˆA = 0 , (4.67)
and there exists a global moment map Jˆ : X → g∗,
〈
Jˆ (x) , A
〉
≡ hˆA (x).
Jˆ is determined up to addition Jˆ 7→ Jˆ + L of an X-constant, R-linear map
L : gˆ → R, with dL = 0. Now we can set ha,d (y) ≡ hˆ ◦ ia (d, y), and
Ja,d (y) ≡ Jˆ ◦ ia (d, y) for y ∈ Va, d ∈ D. Then
∂Φ
∂G
A ⊢ ω + d 〈Ja,d, A〉 = 0 (4.68)
on Va, and for all d ∈ D. The glueing condition is easily derived as
Ja,d (y) = Jˆ ◦ ia (d, y) =
(
Jˆ ◦ ib
)
◦ (i−1b ◦ ia) (d, y) =
=
(
Jˆ ◦ ib
)
(d · gab, y) = Jb,d·gab (y) . (4.69)
— Now we examine to which extent a collection (Ja,d) is determined by the
action Φ and a cocycle: Let (gab), (g
′
ab) be cocycles such that the associated
homomorphisms ρ, ρ′ are inner automorphisms of D, hence give rise to simply
connected coverings; and let (Ja,d),
(
J ′a,d
)
be collections satisfying relations
(4.68,4.69), respectively. Then (gab) and (g
′
ab) are cohomologous. As above,
construct smooth simply connected covering manifolds p : X → Y , q : Z →
Y as identification spaces; the trivializations (ia) with respect to X identify
ia (d, y) = ib (d · gab, y), and the trivializations (ja) with respect to Z identify
ja (d, y) = jb (d · g′ab, y). A lift Φ˜ of Φ to Z exists precisely when a lift Φˆ of
Φ to X exists. The glueing conditions (4.69) for (Ja,d),
(
J ′a,d
)
guarantee that
there exist smooth functions hˆA, h˜A on X , Z, obeying
hˆA ◦ ia,d = 〈Ja,d, A〉 and h˜A ◦ ja,d =
〈
J ′a,d, A
〉
. (4.70)
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These functions define global moment maps
〈
J˜ , A
〉
= h˜A on Z and
〈
Jˆ , A
〉
=
hˆA on X . J˜ satisfies the analogue of (4.67),
∂Φ˜
∂G
A ⊢ Ω′ + dh˜A = 0 (4.71)
on Z, where Ω′ ≡ q∗ω. Furthermore, Z and X are D-isomorphic, the iso-
morphism being effected by a diffeomorphism φ : Z → X , where φ preserves
fibres, p ◦ φ = q, and is D-equivariant. We examine the relation between the
lifts Φˆ and Φ˜: Define a map ψ : G× Z → Z,
(g, z) 7→ ψ (g, z) ≡ φ−1 ◦ Φˆ (g, φ (z)) . (4.72)
A calculation shows that ψ satisfies q◦ψ = Φ◦ (idG × q), and ψe = idZ . But,
as discussed in section 4.10, there exists precisely one function G × Z → Z
with these two properties, and this is just the lift Φ˜! Hence we deduce that
ψ = Φ˜, or
φ ◦ Φ˜ = Φˆ ◦ (idG × φ) , (4.73)
which gives a commutative diagram. It follows that
∂Φˆ
∂G
= φ∗
∂Φ˜
∂G
. (4.74)
The symplectic 2-forms on X and Z are Ω ≡ p∗ω and Ω′ ≡ q∗ω, where
ω is the symplectic 2-form on Y . From pφ = q we infer that Ω′ = φ∗Ω,
hence φ is a symplectomorphism. From theorem 4.11.3 we know that Φˆ, Φ˜
are symplectic actions with respect to Ω, Ω′.
If we insert (4.74) into (4.67) we obtain[
φ∗
∂Φ˜
∂G
A
]
⊢ Ω+ dhˆA = 0 ; (4.75)
using the relation Ω′ = φ∗Ω and (4.71) we deduce
[
φ∗ ∂Φ˜∂GA
]
⊢ Ω = φ−1∗
[
∂Φ˜
∂G
A ⊢ Ω′
]
,
which, together with (4.75), yields d
〈
J˜ , A
〉
= φ∗d
〈
Jˆ , A
〉
, or
J˜ = Jˆ ◦ φ+ L , (4.76)
where L is a Z-constant linear map gˆ → R. Using the trivializations (ia),
(ja), (4.70) and (4.76) we have
J ′a,d (y) = J˜ ◦ ja,d =
[
Jˆ ◦ φ+ L
]
◦ ja,d =
(
Jˆ ◦ ia
)
◦ (i−1a ◦ φ ◦ ja) (d, y) + L .
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As in the proof of theorem 4.4.1, (i−1a ◦ φ ◦ ja) (d, y) = (d · ka, y) for a 0-C˘ech
cochain (ka) which is determined by the cocycles (gab), (g
′
ab) up to its value
in a coset of the center of D in D. Then the last equation gives
J ′a,d = Ja,d·ka + L .
In summary, we have proven:
4.14.1 Theorem and Definition: Local moment map
Let Y be a connected, but not simply connected symplectic manifold with
base point y, with D ≡ π1 (Y, y), and ω is the symplectic 2-form on Y .
Let Φ : G × Y → Y be a symplectic left action of a connected Lie group
G on Y with respect to ω. Let V = {Va | a ∈ A} be a simply connected
path-connected open cover of Y . Then
(A) for every D-valued 1-C˘ech-cocycle (gab), a, b ∈ A, on V, whose associ-
ated homomorphism ρ : D → D is an inner automorphism of D, there
exists a collection (Ja,d) of coalgebra-valued functions Ja,d : Va → g∗
for a ∈ A, d ∈ D, such that
1.
∂Φ
∂G
A ⊢ ω + d 〈Ja,d, A〉 = 0 (4.77)
on Va, and for all d ∈ D;
2. let λ be a loop at y with [λ] = d ∈ π1 (Y, y) ≃ D. Then
〈Ja,d, A〉 = 〈Ja,e, A〉 −
∫
λ
∂Φ
∂G
A ⊢ ω (4.78)
for all A ∈ gˆ, where e is the identity in D.
3. the Ja,d satisfy a glueing condition, expressed by
Ja,d = Jb,d·gab (4.79)
on Va ∩ Vb 6= ∅.
(B) Let (g′ab) be another cocycle giving rise to a simply connected cover
of Y , and let
(
J ′a,d
)
be another collection of functions on V satisfying
properties (A1–A3) with respect to (g′ab) and the action Φ. Then there
exists a Y -constant linear map L : gˆ → R (i.e. dL = 0) and a D-valued
0-C˘ech cochain (ka : Va → D) on V such that
J ′a,d = Ja,d·ka + L (4.80)
for all a ∈ A, d ∈ D. The 0-cochain (ka) is determined by the cocycles
(gab) and (g
′
ab) as expressed in theorem 4.4.1.
(C) Definition: A collection (gab; Ja,d) satisfying properties (A1–A3)
will be called a local moment map for the action Φ on the symplectic
manifold (Y, ω).
4.15 Equivariance of moment maps
Usually, moment maps are introduced in a more restricted context. For ex-
ample, conditions are imposed from the start so as to guarantee the existence
of a uniquely determined single-valued globally defined moment map. Fur-
thermore, it is often assumed that the first and second Chevalley-Eilenberg
cohomology groups of the group G vanish, which then provides a sufficient
condition for the moment map to transform as a G-morphism [3, 25]. Our
approach will be slightly more general. The first generalization has been
made above, allowing for moment maps to be only locally defined. The sec-
ond one is, that we do not want to enforce the moment maps to behave as
strict G-morphisms; rather, the deviation from transforming equivariantly is
determined by a cocycle in a certain cohomology on gˆ, which in turn gives
rise to a central extension of the original Lie algebra gˆ, which is interesting
in its own right and also physically relevant.
Let the conditions of theorem 4.14.1 be given. Reconstruct a simply
connected cover p : X → Y from V and (gab) as in section 4.14, together
with trivializations (ia) such that i
−1
b ◦ ia (d, y) = (d · gab, y). Assume a lift
Φˆg exists. Assume that p ◦ Φˆg (x) ∈ Vb, where x = ia (d, y); then there exists
a unique d′ ∈ D with i−1b ◦ Φˆg (x) = (d′,Φg (y)), with Φg (y) ∈ Vb. Here
d′ is a function of d, g, and y; its structure can be understood from the
following consideration: Let λ be a path in G connecting e with g. Then
t 7→ Φ (λ (t) , y) is a path in Y connecting y with Φg (y), which has a unique
lift to ia (d, y), whose endpoint is just Φˆg ◦ia (d, y), by the definition of the lift
Φˆ. The condition Φy#π1 (G, e) ⊂ π1 (Y, y) guarantees that this construction
is independent of the path λ. The interval [0, 1] can be partitioned into
subintervals [ai−1, ai] so that Φ (λ (t) , y) ∈ Vai for t ∈ [ai−1, ai], and λ (tn) =
g. It follows that
i−1an ◦ Φˆg (x) =
(
d · ga0a1 · · · gan−1an ,Φg (y)
)
, (4.81)
127
and hence d′ = d · ga0a1 · · · gan−1an ≡ d · ψan (g, y). Since D is discrete, ψan is
locally constant. Altogether we have shown that if p ◦ Φˆg (x) ∈ Vb, then
i−1b ◦ Φˆg (x) = (d · ψb,Φg (y)) . (4.82)
— Next we recall without proof theG-transformation behaviour for global
moment maps (see [23]):
4.15.1 Theorem: G-transformation of global moment
maps
Let (M,ω) be a simply connected symplectic manifold, let Φ : G×M →M
be a symplectic left action of the Lie group G on M . Let J be a global
moment map for the action Φ. Then
J ◦ Φg = Ad∗ (g) · J + α (g) , (4.83)
where α : G→ g∗ is a 1-cocycle in the g∗-valued cohomology on G as defined
in section F, i.e. α ∈ Z1 (G, g∗). This means that
(δα) (g, h) = Ad∗ (g) · α (h)− α (gh) + α (g) = 0 (4.84)
for all g, h ∈ G. Thus, (4.83) says that J transforms equivariantly under G
up to a cocycle in the g∗-valued cohomology.
— Now we generalize this result to local moment maps. We prove:
4.15.2 Theorem: G-transformation behaviour of local
moment maps
Let Y be a connected symplectic manifold, with D ≡ π1 (Y, y). Let Φ :
G×Y → Y be a symplectic left action of a connected Lie group G on Y . Let
V = {Va | a ∈ A} be a simply connected open cover of Y . Let (gab), a, b ∈ A,
be a D-valued 1-C˘ech-cocycle on V describing a simply connected D-covering
space of Y , and let the collection (Ja,d; gab) be the associated local moment
map with respect to the action Φ.
Let y ∈ Y , and assume that p ◦ Φg (y) ∈ Vb. Then
Jb,d·ψb ◦ Φg = Ad∗ (g) · Ja,d + α (g) , (4.85)
where α : G→ g∗ is a 1-cocycle in the g∗-valued cohomology on G as defined
in appendix, chapter F, and ψg is defined in formula (4.82).
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Proof :
Let the conditions of theorem 4.14.1 be given, and reconstruct a simply
connected cover p : X → Y from V and (gab) as in section 4.14, together
with trivializations (ia) such that i
−1
b ◦ ia (d, y) = (d · gab, y). Assume a lift
Φˆg exists. By Jˆ we denote the global moment map on X with respect to Φˆ.
This satisfies
Jˆ ◦ Φˆg = Ad∗ (g) · Jˆ + α (g) , (4.86)
according to (4.83). From (4.82) it follows that
i−1b ◦ Φˆg ◦ ia (d, y) = (d · ψb,Φg (y)) . (4.87)
Using Ja,d = Jˆ ◦ ia,d in (4.86), (4.87) implies[
Jˆ ◦ ib
]
◦
[
i−1b ◦ Φˆg ◦ ia
]
(d, y) = Jb,d·ψb (y)
for the LHS, and hence the result (4.85). 
4.16 Non-simply connected coverings
In this section we study the relation between local moment maps on sym-
plectic manifolds Z, Y where q : Z → Y is a covering of manifolds, but Z is
not necessarily simply connected:
Let ζ ∈ Z, η ∈ Y be base points with q (ζ) = η; let D ≡ π1 (Y, η),
and H ≡ π1 (Z, ζ). Let X be a universal covering manifold p : X → Y of
Y such that Y is the orbit space Y = X/D. Then X is also a universal
cover of Z, and Z is isomorphic to the orbit space X/H; for the sake of
simplicity we ignore this isomorphism and identify Z = X/H. There is a
covering projection r : X → Z, taking the base point ξ ∈ X to r (ξ) = ζ ,
and p = q ◦ r. Since q#π1 (Z, ζ) is an injective image of H in D, we identify
H with its image under q#, and thus can regard H as a subgroup of D.
If ω is a symplectic form on Y , then Ω ≡ q∗ω and Ωˆ ≡ p∗ω are the natural
symplectic forms on Z and X , respectively, and Ωˆ = r∗Ω.
Let the Lie group G act on Y from the left via Φ : G×Y → Y . We assume
that the lift Φˆ of Φ toX exists, which is true if and only if Φη#π1 (G, e) = {e}.
It is easy to show that in this case the lift Φ˜ of Φ to Z exists; and furthermore,
that the lift of Φ˜ to X coincides with Φˆ.
We now introduce trivializations for p : X → Y , and subsequently, con-
struct preferred trivializations of the coverings r : X → Z and q : Z → Y
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based on this. Firstly, let V be a simply connected open cover of Y as above,
and let (ia : D × Va → X) be a trivialization of the covering p : X → Y .
Given an element d ∈ D, let [d] denote the coset [d] ≡ H · d, where H ⊂ D
is regarded as a subgroup of D, as above. For Va ∈ V and d ∈ D, define sets
Ua,[d] ≡ r ◦ ia ({d} × Va) ⊂ Z. The sets Ua,[d] are open and simply connected
by construction, and their totality
U ≡ {Ua,[d] | a ∈ A ; [d] ∈ D/H} (4.88)
covers Z, since the sets ia (d, Va) cover X . The Ua,[d] are just the connected
components of the inverse image q−1 (Va) ⊂ Z, hence we have q
(
Ua,[d]
)
= Va
for all [d] ∈ D/H, and U is a simply connected open (countable) cover of Z.
We define a trivialization (ka : D/H× Va → Z) of the covering q : Z → Y
by ka ([d] , y) ≡ r ◦ ia (d, y). Since r maps points x ∈ X into orbits r (x) =
Φˆ (H, x), this definition is independent of the representative d of [d]. Now
we can construct trivializations of r : X → Z based on the cover U of Z; in
particular, by specifying representatives d0 of the various cosets [d0], we see
that there exists a trivialization
(
ja,[d0] : H× Ua,[d0] → X
)
such that
ja,[d0] (h, ka ([d0] , y)) = ia (h · d0, y) (4.89)
for all arguments.
As X is simply connected, the action Φˆ has a global moment map Jˆ
satisfying
∂Φˆ
∂G
A ⊢ p∗ω + d
〈
Jˆ , A
〉
= 0 . (4.90)
Using the arguments in section 4.14 we find that
∂Φ˜
∂G
A ⊢ q∗ω + d
〈
Jˆ ◦ ja,[d0],h, A
〉
= 0 . (4.91)
Hence, introducing the quantities J˜a,[d0],h ≡ Jˆ ◦ ja,[d0],h, and taking into
account that the trivializations
(
ja,[d0]
)
define an H-valued 1-C˘ech cocycle(
gˆa,[d0] ; b,[d′0]
)
by
j−1
b,[d′0]
◦ ja,[d0] (h, z) =
(
h · gˆa,[d0] ; b,[d′0], z
)
, (4.92)
we see that the collection
(
J˜a,[d0],h ; gˆa,[d0] ; b,[d′0]
)
defines a local moment map
for the action Φ˜ with respect to q∗ω. Similarly, the equation
∂Φ
∂G
A ⊢ ω + d
〈
Jˆ ◦ ia,d, A
〉
= 0 (4.93)
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shows that the collection (Ja,d ; gab), where Ja,d ≡ Jˆ ◦ ia,d, and (gab) is the
D-valued 1-C˘ech cocycle with respect to (ia), is a local moment map for the
action Φ with respect to ω. The relation between these two local moment
maps is easily found using (4.89) to be
J˜a,[d0],h ◦ ka,[d0] = Ja,h·d0 . (4.94)
4.17 G-state spaces and moment maps
Finally, in this section we discuss our concept of a G-state space. This
is an identification space based on a partitioning of a symplectic manifold
into connected subsets, on each of which a given global moment map is
constant. These connected subsets are then invariant under the Hamiltonian
flow associated with every Hamiltonian h that commutes with the G-action
Φˆ. This construction coincides with the first step in a Marsden-Weinstein
reduction of the symplectic manifold. We first consider the case where the
symplectic manifold is simply connected:
Let X be a simply connected symplectic manifold with symplectic 2-form
Ω. Let Φˆ be a symplectic action of a Lie group G on X . There exists a global
moment map J associated with Φˆ. To every x ∈ X we now assign the con-
nected component s (x) of J−1 (J (x)) that contains x; i.e., s (x) ⊂ J−1 (J (x))
is connected (in the induced topology), and x ∈ s (x). The collection of all
s (x), as x ranges through X , is denoted as ΣX . Then ΣX is an identification
space, where s : X → ΣX is the identification map. We endow ΣX with the
quotient topology inherited from X . One can assume further technical con-
ditions in order to guarantee that the sets s (x) are presymplectic manifolds
which give rise to reduced phase spaces; such a reduction is called Marsden-
Weinstein reduction [3]. We do not make these assumptions here, since they
are not necessary for our purposes.
By construction, the moment map J is constant on every connected com-
ponent of J−1 (J (x)), and hence descends to the space ΣX ; i.e., there exists
a unique map ι : ΣX → g∗ satisfying ι ◦ s = J . Also, every diffeomor-
phism Φˆg maps connected components of J
−1 (J (x)) into connected com-
ponents; this follows from formula (4.83). Hence, Φˆ descends to an action
φˆ : G× ΣX → ΣX , satisfying
s ◦ Φˆg = φˆg ◦ s , (4.95)
which gives rise to an analogue of formula (4.83) on ΣX ,
ι ◦ φˆg = Ad∗ (g) · ι+ α (g) . (4.96)
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In this construction, we have identified all states x ∈ X which are mapped
into the same value under the moment map, and which can be connected by
a path on which the moment map is constant. ΣX is a G-space with action
φˆ. There is a semi-equivariant map ι from ΣX to the G-space g
∗. Further-
more, the connected components s (x) are preserved by any Hamiltonian that
commutes with G. This discussion can be summarized in the
4.17.1 Theorem and definition
Let X be a simply connected symplectic manifold, let Φˆ be a symplectic
action of a connected Lie group G with Lie algebra gˆ on X , let J be a global
moment map associated with Φˆ. Then
(A) there exists a space ΣX with a G-action φˆ, a projection s : X → ΣX ,
and a semi-equivariant map ι : ΣX → g∗ satisfying ι ◦ s = J such that
(4.96) holds.
(B) If h is any Hamiltonian on X satisfying the Poisson-bracket relations
{h, 〈J,A〉} = 0 for all A ∈ gˆ, then the associated Hamiltonian flow
ft (x) preserves the sets s
−1 (σ), σ ∈ Σ. In other words,
J ◦ ft (x) = J (x) (4.97)
for all x ∈ s−1 (σ) and t ∈ R.
(C) ΣX will be called a G-state space for the pair
(
X, Φˆ
)
.
4.18 The splitting of multiplets
Now we turn to investigate the relation of the objects defined above to a sim-
ilar construction on a non-simply connected manifold Y , where p : X → Y is
a universal covering of Y , and p is a local symplectomorphism of symplectic
forms ω on Y and Ω ≡ p∗ω on X . The first thing to observe is that the dif-
feomorphisms γ of the deck transformation group D of the covering descend
to ΣX : To see this, let λ be a path lying entirely in one of the connected com-
ponents s−1 (σ) ⊂ J−1 (J (x)) [Here we assume that connectedness implies
path-connectedness]. If λ˙ denotes its tangent, we have
d
dt
〈J ◦ γ ◦ λ,A〉 = λ˙ ⊢ γ∗d 〈J,A〉 = −Ω
(
∂Φˆ
∂G
A, γ∗λ˙
)
=
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= − (γ∗Ω)
(
γ−1∗
∂Φˆ
∂G
A, λ˙
)
= −Ω
(
∂Φˆ
∂G
A, λ˙
)
=
d
dt
〈J ◦ λ,A〉 = 0 .
Here, the last equation follows from the fact that λ lies in a connected com-
ponent of J−1 (J (x)); furthermore, we have used that Ω is D-invariant, and
the action Φˆ commutes with D, since G is connected (this follows from the-
orem 4.10.2). But this result says that J is constant on the γ-image of every
connected component J−1 (J (x)); since this image is connected itself, it must
lie in one of the connected components of J−1 (J ◦ γ (x)). As γ is invertible,
it follows that γ maps connected components onto connected components,
and hence descends to a map γ¯ : ΣX → ΣX such that
γ¯ ◦ s = s ◦ γ . (4.98)
Thus, we have a well-defined action of D on ΣX . We now construct a space
ΣY analogous to ΣX : Define ΣY as the quotient ΣX/D, with projection
q : ΣX → ΣY . We note that this is not a covering space in general, since
the action of D on ΣX need not necessarily be free; for example, if γ maps
one of the connected components s−1 (σ) onto itself, then γ¯ has a fixpoint on
ΣX . However, formula (4.98) implies that the map s descends to the quotient
ΣY = ΣX/D, which means that there exists a unique map s¯ : Y → ΣY such
that
s¯ ◦ p = q ◦ s . (4.99)
Using (4.98) and (4.99) it is easy to see that the action Φ of G on Y preserves
the G-states on Y , i.e. the images p ◦ s−1 (σ) = s¯−1 ◦ q (σ) of the connected
components of J−1 (J (x)), where x ∈ s−1 (σ), under p: For, let y ∈ p◦s−1 (σ),
then there exists an x ∈ s−1 (σ) with y = p (x). Then
Φg (y) = Φg◦p (x) = p◦Φˆg (x) ∈ p◦Φˆg◦s−1 (σ) = p◦s−1◦φˆg (σ) = s¯−1◦q◦φˆg (σ) ,
which implies that s¯ ◦ Φg (y) ∈ q ◦ φˆg (σ) for all y in s¯−1 (q (σ)). Hence, Φ
descends to an action φ : G× ΣY → ΣY with
φg ◦ s¯ = s¯ ◦ Φg , (4.100)
which is the analogue of (4.95).
The orbits φˆG (σ), σ ∈ ΣX , and φG (τ), τ ∈ ΣY , are the classical analogue
of carrier spaces of irreducible G-representations in the quantum context [3].
However, for every G-state τ ∈ ΣY there exists a collection q−1 (τ) of G-states
in ΣX which are identified under q. The elements in the collection q
−1 (τ) are
labelled by the elements d of the fundamental group D ≃ π1 (Y, y). We call
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this phenomenon the ”splitting of (classical) multiplets” on account of the
multiple-connectedness of the background Y . It is basically a consequence of
the fact that the group G, when lifted to the covering space X , is extended
to a group G˜ by the deck transformation group D, whose group law in the
case under consideration is determined by formula (4.50) in theorem 4.10.2.
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Appendix A
Form-valued cohomology on
the deck transformation group
Here we compile the cohomologies that are used in this work. References are
[17, 23, 27].
— Let p : X → Y be a covering of manifolds, where X is simply con-
nected. The deck transformation group of the covering is D. Our analysis is
based on formula (4.3),
γ∗η = η + dχ (γ) , (A.1)
where η is the potential for a q-form dη which is the pull-back of a closed
q-form ω on Y , i.e. dη = p∗ω. Then dη is D-invariant, as follows from
proposition 4.3.2, but η is not, as follows from the last equation. In particular
this means that for χ 6= 0, η is not the pull-back under p∗ of a form on Y .
Now (A.1) defines a cochain in a cohomology on D defined as follows (our
notation conventions are those of [23]): An n-cochain αn is a map αn : Dn →
Λ∗ (X), where Λ∗ (X) =
⊕
q≥0
Λq (X) denotes the ring of differential forms on
X . The deck transformation group D acts via pull-back of elements γ on
forms: D×Λ∗ (X) ∋ (γ, α) 7→ γ∗α. This is a right action, in contrast to the
the cohomologies to be discussed below. A zero-cochain α0 is an element of
Λ∗ (X). The coboundary operator δ in this cohomology is defined to act on
0-, 1-, 2-cochains according to
(δα0) (γ) = γ
∗α0 − α0 ,
(δα1) (γ1, γ2) = γ
∗
2α1 (γ1)− α1 (γ1γ2) + α1 (γ2) ,
(δα2) (γ1, γ2, γ3) = γ
∗
3α2 (γ1, γ2) + α2 (γ1γ2, γ3)−
−α2 (γ1, γ2γ3)− α2 (γ2, γ3) ,
(A.2)
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and δ is nilpotent, δ ◦ δ = 0, as usual. Now consider the 0-cochain η in
equation (A.1). With the help of (A.2), equation (A.1) can be expressed as
δη = dχ , (A.3)
where it is understood that χ is a function of arguments in the set D ×X .
The commutativity [δ, d] = 0 and the nilpotency δ2 = 0 and d2 = 0 of
the coboundary operators give rise to a chain of equations similar to (A.3):
Applying δ to (A.3) gives
d (δχ) = 0 . (A.4)
Since X is simply connected
δχ = dχ′ (A.5)
for some χ′. Now the process can be repeated with the last equation, etc.
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Appendix B
C˘ech cohomology on an open
cover
The definitions in this chapter are based on [17, 27].
Let Y be a topological space and D be a discrete group. Let V ≡
{Va | a ∈ A} be an open cover of Y such that every Va is admissible. [If
Y is a manifold, we can assume that A is countable, and every Va is simply
connected.] A function g : Y → D on the topological space Y is called locally
constant if every point y ∈ Y possesses a neighbourhood V on which the
restriction of g is constant.
Let S0 denote the sum S0 ≡ ⊔
a∈A
Va; let S1 denote the sum S1 ≡
⊔
a,b
Va∩Vb,
for all a, b for which Va∩Vb 6= ∅, allowing for a = b. We denote the images of
Va, Va ∩ Vb, ..., under the associated injections simply by (a), (a, b), etc. [We
recall that the set underlying a sum Σ = B⊔C is the disjoint union of B and
C. Furthermore, if i : B → Σ, j : C → Σ are the injections, then i (B) and
j (C) are both open and closed in Σ, which means that Σ is disconnected.
Hence if each Va is connected in Y , then a locally constant function on S0 is
constant on the images of all Va under the appropriate injection; similarly, a
locally constant function on S1 is constant on the images of Va ∩ Vb under
injection. Therefore in this case, a locally constant function on S0,S1 is
constant on all (a), and (a, b), respectively]. A locally constant function
f0 : S0 → D is called a 0-C˘ech-cochain (with respect to V). A locally
constant function f1 : S1 → D is called a 1-C˘ech-cochain (with respect to
V). A 1-C˘ech-cochain f1 is called a 1-C˘ech-cocycle if
(Coc1) f1| (a, a) = e, where e is the identity in D,
(Coc2) f1| (b, a) = f−11
∣∣ (a, b), f−11 denoting the inverse of f1 in D;
and for all Va, Vb, Vc for which Va ∩ Vb ∩ Vc 6= ∅ it is true that
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(Coc3) f1| (a, c) = [f1| (a, b)] · [f1| (b, c)],
where (a, b), (b, a), (a, c), etc., are to be regarded as disjoint subsets of
S1.
Two 1-C˘ech-cocycles f, f ′ are said to be cohomologous if there exists a
0-C˘ech-cochain h such that
(Coh) f ′| (a, b) = [h−1| (a)] · [f | (a, b)] · [h| (b)].
The property of being cohomologous defines an equivalence relation amongst
all 1-C˘ech-cocycles with respect to V; the equivalence classes are called first
C˘ech cohomology classes on V with coefficients in D. The set of these classes
is denoted as H1 (V;D).
For n > 1, the n-th cohomology class is described more readily when D
is Abelian. Assuming this, an n-C˘ech-cochain fn with coefficients in D is a
locally constant map fn : Sn → D, where Sn is the topological sum Sn ≡⊔
a0,... ,an
Va0∩Va1 · · ·∩Van , for all a0, . . . , an for which Va0∩Va1 · · ·∩Van 6= ∅. The
coboundary operator δ sends n-cochains fn to (n+ 1)-cochains δfn defined
by [27]
δfn| (a0, . . . , an+1) =
n+1∑
k=0
(−1)k · fn| (a0, . . . , âk, . . . , an+1) , (B.1)
where âk means that this argument has to be omitted, and −fn denotes the
inverse of fn in the Abelian group D. δ is nilpotent, δn+1 ◦ δn = 0. As usual,
n-cocycles are elements in ker δn, n-coboundaries are elements in im δn−1 ,
and the n-th C˘ech cohomology group on V is the quotient Hn (V;D) =
ker δn/ im δn−1 . Obviously, statements (Coc1-Coc3) and (Coh) above gener-
alize this pattern to non-Abelian groups D.
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Appendix C
D-coverings
This and the next chapter are mainly based on [17].
Let D denote a discrete group. Let X be a topological space on which D
acts properly discontinuously and freely. Let p : X → X/D denote the pro-
jection onto the space of orbits, endowed with the quotient (final) topology.
Then p is a covering map.
Generally, if a covering p : X → Y arises in this way from a properly
discontinuous and free action D on X , we call the covering a D-covering.
Given two coverings p : X → Y and p′ : X ′ → Y ′ of topological spaces, a
homeomorphism φ : X → X ′ is called isomorphism of coverings if φ is fibre-
preserving, p′ ◦ φ = p. An isomorphism of D-coverings is an isomorphism
of coverings that commutes with the actions of D, i.e. φ (d · x) = d · φ (x);
in this case we also say that φ is D-equivariant, and we say that the spaces
involved are D-isomorphic. The trivial D-covering of Y is the Cartesian
product D × Y together with projection onto the second factor as covering
map, and D acts on (d, y) ∈ D × Y by left multiplication on the first factor,
(d′, (d, y)) 7→ (d′d, y). An isomorphism i : D × Y → X of the trivial D-
covering onto a D-covering X is called a trivialization of X .
Let p : X → X/D = Y be a D-covering. Let V ⊂ Y be an admissible
connected open set in Y . A choice of a connected component U ⊂ p−1 (V )
defines a trivialization i : D×V → p−1 (V ) of the D-covering p : p−1 (V )→ V
as follows: For (d, y) ∈ D×V , let i (d, y) ≡ d·(p|U)−1 (y). Then i is evidently
a bijection and hence a homeomorphism; furthermore it is fibre-preserving,
since projection onto the second factor of (d, y) yields the same as p◦i applied
to (d, y); and it is D-equivariant by definition. This says that a D-covering is
trivial over each admissible neighbourhood V ⊂ Y . A different choice U ′ of
connected components in p−1 (V ) defines a trivialization i′ : D×V → p−1 (V )
with i′−1 ◦ i (d, y) = (d · g (y) , y), where g : V → D is continuous, and hence
constant on every connected subset of V , since D is discrete.
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Appendix D
C˘ech cohomology and the
glueing of D-coverings
Let p : X → X/D = Y be aD-covering; let V be an open cover of Y by admis-
sible subsets V ⊂ Y . For sufficiently simple spaces such as manifolds it can be
assumed that every V ∈ V is simply connected in Y and path-connected. As
explained in the last chapter, a choice of connected component Ua ⊂ p−1 (Va)
in the inverse image of every Va, a ∈ A, gives rise to a set of local trivial-
izations ia : D × Va → p−1 (Va), which, in turn, define a collection (gab) of
transition functions gab : Va ∩ Vb → D, i−1b ◦ ia (d, y) = (d · gab (y) , y). If all
Va are connected, the transition functions gab are constant due to continuity.
It is easily seen that the (gab) satisfy
(Trans1) gaa = e,
(Trans2) gba = g
−1
ab ,
(Trans3) gac = gab · gbc,
the last equation following from i−1a ici
−1
c ibi
−1
b ia = id, whenever Va ∩ Vb ∩
Vc 6= ∅. Comparison with (Coc1-Coc3) in chapter B shows that the collec-
tion (gab) defines a 1-C˘ech-cocycle on V. Now suppose we choose different
trivializations i′a. Then the trivializations are related by i
′−1
a ◦ ia (d, y) =
(d · ha (y) , y), with a collection (ha) of locally constant functions ha : Va → D,
which defines a 0-C˘ech-cochain on V, as explained in chapter B. The tran-
sition functions (g′ab) associated with (i
′
a) are defined by i
′−1
b ◦ i′a (d, y) =
(d · g′ab, y); on the other hand, from the definition of (ha), we find that
i′a (d, y) = ia (d · h−1a , y), which implies that i′−1b ◦ i′a (d, y) = (d · h−1a gabhb, y).
Thus,
g′ab = h
−1
a · gab · hb . (D.1)
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Statement (Coh) in chapter B now shows that the cocycles (gab) and (g
′
ab)
are cohomologous. This means that a D-covering p : X → X/D = Y
determines a unique C˘ech cohomology class in H1 (V;D). – Furthermore,
let q : Z → Z/D = Y be another D-covering of Y such that there exists
an isomorphism φ : X → Z of D-coverings. Assume that ia : D × Va →
p−1 (Va) ⊂ X is the trivialization over Va in the D-covering p : X → Y . Then
(d, y) 7→ φ◦ ia (d, y) is a trivialization over Va in the covering q : Z → Y with
transition functions g′ab = gab. Any other trivialization of q : Z → Y gives
a cohomologous cocycle. Thus, we have found that D-coverings which are
D-isomorphic define a unique C˘ech cohomology class in H1 (V;D).
– Conversely, we want to show that a cohomology class represented by
(gab) defines a D-covering of Y up to D-isomorphisms. Let p : X → Y =
X/D, p′ : X ′ → Y = X ′/D be two D-coverings with trivializations ia :
D × Va → p−1 (Va), i′a : D × Va → p′−1 (Va) and associated cocycles (gab),
(g′ab) defined by i
−1
b ◦ ia (d, y) = (d · gab, y), i′−1b ◦ i′a (d, y) = (d · g′ab, y), such
that g′ab = h
−1
a · gab · hb, where (ha : Va → D) is a 0-C˘ech-cochain on V. It
follows that i′a (d · ha, y) = i′b (d · gab · hb, y). On the sets D × Va we now
define a collection of functions ka : D × Va → X ′ determined by ka (d, y) =
i′a (d · ha, y). By construction, all ka are continuous. Furthermore, if (d, y) ∈
D × Va and (d′, y′) ∈ D × Vb are identified under the trivializations ia, ib,
so that ia (d, y) = ib (d
′, y′), then ka (d, y) and kb (d′, y′) coincide; for, in this
case, we must have (d′, y′) = (d · gab, y), and hence
kb (d
′, y′) = i′b (d
′ · hb, y′) = i′b (d · gab · hb, y) = i′b (dha · g′ab, y) =
= i′a (d · ha, y) = ka (d, y) .
Now the set of trivializations (ia : D × Va → X) as defined here can be re-
garded as a collection of identification maps (ia) on the sets D×Va, where D
has the discrete topology, and the Va have the topology induced from Y . The
identification space X has the φ-universal property [24] that for every topo-
logical spaceX ′ and any collection of continuous functions (ka : D × Va → X ′)
which coincide on elements (d, y), (d′, y′) which are identified in the iden-
tification space (ia : D × Va → X), there exists a unique continuous map
ψ : X → X ′ such that ψ ◦ ia = ka. Since the arguments leading to this
result can be reversed, it follows that ψ has a continuous inverse, and hence
is a homeomorphism. Locally, we have i′−1a ◦ ψ ◦ ia (d, y) = (d · ha, y), which
says that ψ is fibre-preserving, and hence is a covering isomorphism. The
same formula shows that ψ is D-equivariant. Altogether, therefore, ψ is an
isomorphism of D-coverings.
The last two paragraphs therefore prove that there is a 1–1 correspon-
dence between D-coverings of Y which are D-isomorphic, and cohomology
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classes in the first C˘ech cohomology group H1 (V;D) on V with values in D.
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Appendix E
Deck-transformation-valued
cohomology on G
Consider the scenario of theorem 4.10.2; there it was shown that when the
action φ : G × Y → Y of the Lie group G is lifted to a smooth map φˆ :
G×X → X satisfying (L1,L2), then the set
{
φˆg | g ∈ G
}
usually no longer
closes into a group, but is extended to a larger group G˜ which contains D
as a normal subgroup such that G˜/D = G. The deviation from closure was
measured by the map
Γ : G×G→ D , (g, h) 7→ Γ (g, h) ≡ φˆgφˆhφ̂gh
−1
, (E.1)
see (4.43). Furthermore, we have a map
b (g) : D → D , γ 7→ b (g) γ ≡ φˆg ◦ γ ◦ φˆ−1g . (E.2)
In the discussion following formula (4.42) it was pointed out that b : G →
Aut (D) usually is not a representation; here we show that if D is Abelian,
then b is a representation, and hence defines a left action
G×D → D , (g, γ) 7→ b (g)γ , (E.3)
of G on D. To see this, consider the expression
b (gg′) γ = φˆgg′γφˆ−1gg′ ;
using (E.1,E.2) this becomes
φˆgg′γφˆ
−1
gg′ = Γ
−1 (g, g′) [b (g) ◦ b (g′) γ] Γ (g, g′) ;
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but the expression b (g)◦ b (g′) γ in square brackets is an element of D, as are
the Γ’s. Hence, since D is Abelian, the last expression is
Γ−1 (g, g′) [b (g) ◦ b (g′) γ] Γ (g, g′) = b (g) ◦ b (g′) γ ,
which proves
b (gg′) = b (g) ◦ b (g′) . (E.4)
In the sequel we use an additive notation for the group law in D; i.e.
(γ, γ′) 7→ γ + γ′ ∈ D. We now introduce a D-valued cohomology on G as
follows: n-cochains αn are maps G
n → D; 0-cochains are elements of D. The
coboundary operator δ is defined to act on 0-, 1-, 2-cochains according to
(δα0) (g) = b (g)α0 − α0 ,
(δα1) (g, h) = b (g)α1 (h)− α1 (gh) + α1 (g) ,
(δα2) (g, h, k) = b (g)α2 (h, k) + α2 (g, hk)−
−α2 (gh, k)− α2 (g, h) .
(E.5)
This is well-defined, since (E.4) says that b is now an action. We denote
the sets of n-cochains, -cocycles, -coboundaries, and n-cohomology groups
by Cn (G,D), Zn (G,D), Bn (G,D), and Hn (G,D) = Zn (G,D) /Bn (G,D).
— Another cohomology on G and gˆ that occurs in studying moment maps
is the
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Appendix F
g∗-valued cohomology on G
n-cochains are smooth maps αn : G
n → g∗. G acts on g∗ via the coadjoint
representation Ad∗ of G on g∗; this is a left action, see the beginning of the
appendix. The set of all g∗-valued n-cochains is denoted by Cn (G, g∗). The
coboundary operator δ : Cn → Cn+1 acts on 0-, 1-, 2-cochains α0, α1, α2
according to
(δα0) (g) = Ad
∗ (g)α0 − α0 ,
(δα1) (g, h) = Ad
∗ (g)α1 (h)− α1 (gh) + α1 (g) ,
(δα2) (g, h, k) = Ad
∗ (g)α2 (h, k) + α2 (g, hk)−
−α2 (gh, k)− α2 (g, h) ,
(F.1)
etc.. The set of all n-cocycles is denoted by Zn (G, g∗), the set of all n-
coboundaries is denoted as Bn (G, g∗). The n-th cohomology group of G
with values in g∗ is the quotient Hn (G, g∗) = Zn (G, g∗) /Bn (G, g∗).
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