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METHODS

Test and evaluation protocols
To calculate success rate, we compare the average predicted probability/propensity p of residues in the native MoRF region to the average probability of the whole sequence, and we assign a score to each sequence. For i th sequence in a dataset, the success rate S i is calculated as follows:
Since probabilities of the predicted MoRFs should be higher than the non-MoRFs, a correctly predicted sequence should have S i = 1. Total success rate S is calculated by averaging the per sequence scores over all sequences in a given dataset:
The accuracy, true positive rate and false positive rate are defined as follows: where TP is the number of true positives (correctly predicted MoRF residues), FP denotes false positives (non-MoRF residues that were predicted as MoRF), TN denotes true negatives (correctly predicted non-MoRF residues), FN stands for false negatives (MoRF residues that were predicted non-MoRFs), N MoRF is the number of native MoRF residues and N non-MoRF is the number of native non-MoRF residues. The accuracy values range between 0 and 1 and it is equal one when all residues are predicted correctly.
To generate the receiver operating characteristic (ROC) curve, the probabilities p (between 0 and 1) generated by a given prediction method are binarized such that all residues with probability equal or greater than a given threshold are set as MoRFs and all other residues are set as non-MoRFs. The thresholds are varied between 0 and 1 (they are set to each of the values of p) and for each threshold the TPR and the FPR are calculated. We use the area under the corresponding ROC curve (AUC), i.e., curve created by adjacent TPR vs. FPR points, to quantify the predictive quality.
To perform 5-fold cross validation we divide the training set into 5 equal-sized subsets of protein chains. We use four of these subsets to form a training dataset that is utilized to compute the model and the fifth subset constitutes a test set that is used to perform the evaluation. This procedure is repeated five times, each time choosing a different fold as the test set. Finally, the results from the 5 test folds are averaged to estimate the performance. We note that sequence in that training set are clustered based on their similarity, using procedure explained in the last paragraph in section 2.1 in the main text. When selecting the five folds, the sequences in the same cluster are kept together. This assures that sequences between the folds share low similarity below 30%, which is also true when comparing training and test datasets.
We also use a modified version of the 5-fold cross validation, which we call 4+1-fold cross validation. The modification is meant to prevent overfitting (due to the large number of features that are considered) and to simulate predictions on the independent test dataset when using the training set. To implement the 4+1-fold cross validation, we use 4 of the 5 folds to implement the 4 fold cross validation and we keep the 5 th fold as an independent test set. 
Feature selection
Biserial correlation (Tate, 1954 ) is used to measure correlation of two quantities where one is binary and the other is continuous. Given binary variable X, we divide values of the continuous variable Y to two groups: 0 and 1, based on their corresponding values of X. The biserial correlation is calculated as:
where S i is the standard deviation of X and M 0 and M 1 are mean values for group 0 and group 1 with sizes n 0 and n 1 respectively.
We use biserial correlation when designing our method to perform feature selection i.e., to quantify the correlation of a given input feature with the native (binary) annotation of MoRFs. We perform this by calculating an average biserial correlation over 5 training folds using the training dataset. We use this average to sort the features in the descending order.
For binary input features we use φ coefficient (Ernest, 1991) , which quantifies correlation when both variables are binary. Using notation from Supplementary Figure 7 we define the φ coefficient as follows:
We scale φ to [-1, 1] range as φ/φ max where φ max is defined as:
RESULTS
Probability scores generated by MoRFpred identify higher quality predictions
We demonstrate that probabilities that are generated by MoRFpred can be used to select predictions that have higher quality. Supplementary Figure 8 plots positive predictive value (PPV) for MoRF predictions (probability > 0.5) and negative predictive value (NPV) for non-MoRF predictions (probability < 0.5) against binned prediction probabilities generated by MoRFpred on the test dataset. The PPV is the percentage of correctly predicted MoRF residues and NPV is the percentage of correctly predicted non-MoRF residues and they quantify the predictive performance of MoRFpred when it predicts MoRF and non-MoRF residues, respectively. The non-MoRF (negative) predictions for the low probabilities between 0 and 0.25, which account for 20% of all predictions, have substantially higher NPV when compared with the predictions with higher probabilities, e.g. in 0.4 to 0.5 range. The same is true for the MoRF (positive) predictions. We observe that for high probabilities between 0.7 and 1, our method provides a much higher PPV when compared with the predictions for probabilities closer to 0.5 (between 0.5 and 0.6). To sum up, we show that predictions with probabilities farther away from the 0.5, which is the threshold to differentiate between MoRF and non-MoRF residues, are charac-terized by higher predictive quality. This means that a user should be more confident with the predictions associated with either low or high probabilities. Dataset developed using PDB depositions from 2012, which is used to evaluate and compare our method with the existing predictors. Shares up to 30% similarity with the training dataset.
EXPER2008-12 8 210 2479
Dataset developed using experimentally validated data extracted from publications between 2008 and 2012 (Nagulapalli et al., 2012; Ganguly et al., 2012; Matsumura et al., 2011; Reingewertz et al., 2011; Serrière et al., 2011; Wang et al., 2011a; Wang et al., 2011b; Garcia-Pino et al., 2008) . This dataset is used to evaluate and compare our method with the existing predictors. Shares up to 30% similarity with the training dataset.
NEGATIVE 28
Not applicable 9211 Dataset developed using PDB depositions between January 2010 and March 2012, which is used to evaluate and compare our method with the existing predictors.
Suppl. Table 2 . Description of features considered in building the proposed MoRFpred method. The features are grouped into two types: per residue and aggregated. Each of these types is further sub-divided based on the type of information they utilize. For features which calculate the difference between the outside and inner windows, the size of the inner window is specified by parameter w and size of the outside window = 25-w. The difference is calculated by subtracting the value for the inner window from the value for the outside window. Suppl. Table 3 . Comparison of results of MoRF prediction using different feature selection methods and different sampling strategies. The results are based on the cross validation on the training dataset. Rows list individual setups, which consider three sampling strategies and 3 feature selection approaches. We also use a combined feature set which implements a union of the features selected by the three selection approaches. The columns list results when evaluation is performed using the whole chain, using only the flanking region (see Section 2.2 in the main text), and the average of the two. Table 7 . Comparison of prediction results (including disorder predictors) on the test2012 and exper2008-12 datasets. The two main columns list results when evaluation is performed using the whole chain and using only the flanking region (see Section 2.2 in the main text for details). The methods are sorted in the descending order by their AUC values when evaluating on the whole sequences. Fig. 1 . Gunasekaran-Tsai-Nussinov (Gunasekaran et al., 2004) graph for the 842 MoRFs. The plot provides a scale that measures confidence with which one can say whether a protein is ordered or disordered. The farther the point, which corresponds to a given chain, is from the dividing black line (boundary), the greater the confidence with which a protein can be classified into either of the classes. Points above the line correspond to disordered chains.
Whole Sequence Flanking Region
Suppl. Fig. 2 . Amino acids composition (fraction of AA of a given type) among the MoRFs residues (green bars), non-MoRF residues (orange bars), and flanking residues (red bars) on the training dataset. The amino acids are sorted in descending order by the composition for MoRF residues. Suppl. Fig. 3 . Results of parameterization of parameter C for the SVM classifier that uses the combined feature set selected based on the local sampling, which are based on the 4+1-fold cross validation on the training dataset. The vertical axs represent success rate and horizontal axis shows log2C.
A B
Suppl. Fig. 4 . Comparison of ROCs for MoRFpred and ANCHOR on the test dataset. Panel A compares ROCs for when evaluations is performed using the whole sequences (the same as Figure 2 in the main text) and panel B when using the flanking region. The ROC curves are provided for the FPR < 0.1.
