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Abstract
We consider a system of N nonrelativistic particles of spin 1/2
interacting with the quantized Maxwell field (mass zero and spin one)
in the limit when the particles have a small velocity.
Two ways to implement the limit are considered: c→∞ with the
velocity v of the particles fixed, the case for which rigorous results
have already been discussed in the literature, and v → 0 with c fixed.
The second case can be rephrased as the limit of heavy particles,
mj → ε−2mj, observed over a long time, t → ε−1t, ε → 0+, with
kinetic energy Ekin = O(1).
Focusing on the second approach we construct subspaces which
are invariant for the dynamics up to terms of order ε
√
log(ε−1) and
describe effective dynamics, for the particles only, inside them. At the
lowest order the particles interact through Coulomb potentials. At the
second one, ε2, the mass gets a correction of electromagnetic origin
and a velocity dependent interaction, the Darwin term, appears.
Moreover, we calculate the radiated piece of the wave function, i.
e., the piece which leaks out of the almost invariant subspaces and
calculate the corresponding radiated energy.
1 Introduction
A system of nonrelativistic particles of spin 1/2 interacting with the quan-
tized radiation field is described by the so-called Pauli-Fierz Hamiltonian, or
“nonrelativistic quantum electrodynamics”. The model is thought to have
an extremely wide range of validity, apart from phenomena connected to
1
gravitational forces and from other ones typical of high-energy physics like
pair creation, whose description requires the use of full relativistic QED.
This belief is mainly based on the analysis of some formal limit cases,
which can be accurately studied both from a theoretical and an experimen-
tal point of view. Indeed, the interaction between charged particles is usually
described by instantaneous pair potentials of Coulomb-type, without intro-
ducing the field as dynamical variable. This is known to be a good approx-
imation if the particles move sufficiently slowly. One aim of this paper is
a mathematically rigorous justification of this fact, i. e., the derivation of
the Schro¨dinger equation with Coulomb potentials, and the second order ve-
locity dependent corrections to them, starting from nonrelativistic quantum
electrodynamics. In addition, a formula is provided for the wave function
of the radiated photons and the corresponding radiated energy, which is the
quantum equivalent of the Larmor formula of classical electrodynamics.
In more detail the model considered is given, excluding the addition of
the electronic spin, by the canonical quantization of a system of N classical
charges interacting through the Maxwell field.
A sharp ultraviolet cutoff is introduced assuming that each charge has a
charge distribution given by
̺j(x) = ejϕ(x), x ∈ R3, (1)
where the form factor satisfies ϕˆ(k) = (2π)−3/2 for |k| ≤ Λ, 0 otherwise (note
that there is no infrared cutoff ).
The classical equations of motion are given by
1
c
∂tB(x, t) = −∇× E(x, t),
1
c
∂tE(x, t) = ∇× B(x, t)−
N∑
j=1
ejϕ
(
x− qj(t)
) q˙j(t)
c
,
(2)
with the constraints
∇ · E(x, t) =
N∑
j=1
ejϕ
(
x− qj(t)
)
, ∇ · B(x, t) = 0, (3)
and the Newton equations for the particles,
mlq¨l(t) = el[Eϕ(ql(t), t)) +
q˙l(t)
c
× Bϕ(ql(t), t)], l = 1, . . . N, (4)
where Eϕ(x, t) := (E ∗x ϕ)(x, t) and analogously for Bϕ.
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The canonical quantization of this system in the Coulomb gauge is de-
scribed, e. g., in ([Sp], chapter 13). The Hilbert space of the pure states is
given by
H := Hp ⊗F . (5)
The space for the particles, Hp, is defined by
1
Hp := L
2(R3 × Z2)⊗N , (6)
where R3 is the configuration space of a single particle and Z2 represents its
spin.
The state space for a single photon is L2(R3 × Z2), where R3 is the mo-
mentum space of the photon and Z2 represents its two independent physical
helicities. The photon Fock space is therefore
F := ⊕∞M=0 ⊗M(s) L2(R3 × Z2), (7)
where ⊗M(s) denotes the M-symmetric tensor product and ⊗0(s)L2(R3×Z2) :=
C. We denote by ΩF the vector (1, 0, . . .), called the Fock vacuum.
The dynamics of the system are generated by the Hamiltonian
Hc :=
N∑
j=1
1
2mj
[
σj ·
(
− i∇− 1√
c
ejAϕ(xj)
)]2
+ Vϕ coul(x) + cHf , (8)
where all the operators appearing are independent of c and we use units in
which ~ = 1. σj is a vector whose components are the Pauli matrices of
the jth particle, Aϕ(xj) denotes the quantized transverse vector potential
in the Coulomb gauge, Vϕ coul is the smeared Coulomb potential and Hf the
free field Hamiltonian. The reader who is not familiar with the notation is
advised to look at section 2, where the model is described in more detail.
To implement practically the idea that the particles move “slowly”, a
standard procedure, applied also in classical electrodynamics (see, e.g., [Ja],
[LaLi]), is to take the limit c→∞2. Since c is a quantity with a dimension,
one should actually say that |v|/c → 0, where v is a typical velocity of the
1The formalism presented holds also in the case when all the particles are equal and
their Hilbert space is given by the subspace of totally antisymmetric wave functions. In
this case, the dipole radiation given in (29) is zero. We consider therefore the general case
of different particles.
2In the classical case, a more refined and precise analysis is carried through in [KuSp1],
[KuSp2]. The authors consider, loosely speaking, initial conditions which represent free
particles moving together with the field they generate (“dressed” particles or charge soli-
tons), with a velocity of order O(ε1/2) with respect to the speed of light. Assuming that
the particles are at time t = 0 far apart (relative distance of order O(ε−1)) and rescaling
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particles. This can be achieved in two ways, fixing v and letting c → ∞ or
fixing c and letting v → 0.
In the classical case this is reflected in the fact that the limit c → ∞ is
equivalent, up to a rescaling of time, to the limit of heavy particles, as one
can easily verify replacing in equations (2)-(4) ml with ε
−2ml, t with ε
−1t,
and looking at the limit ε→ 0.
We will show that in the quantum case the two procedures are non equiv-
alent anymore, a fact that can be intuitively explained by the presence of an
additional scale given by ~.
In this paper we concentrate on the limit of heavy particles observed over
a long time. An additional aim is to point out similarities and differences
between the two limits in the quantum context and to compare the results
we get for the Pauli-Fierz model with the ones valid for the Nelson model,
where the particles and the photons are spinless, [TeTe].
We recall briefly in the next subsection some known results about the
case c→∞ and then illustrate in more detail the limit ε→ 0.
1.1 The limit c→∞
This case, as observed by Spohn [Sp], has the form of a weak coupling limit,
fact which was already noted for the Nelson model by Davies [Da2], who
formulated also a general scheme to analyze the limit dynamics in the weak
coupling case [Da1] (an extended notion of weak coupling limit for Pauli-Fierz
systems in which the Hilbert space of the particles is finite dimensional has
been examined in [DeDe]).
Davies looks loosely speaking at the limit λ → 0 for the time evolution
generated by an Hamiltonian of the form
λ−2(H0 + λHint),
which corresponds physically to a weak interaction, whose effect is however
observed over the long time scale λ−2.
suitably the dynamical variables, they show that the particles remain at a relative distance
of order O(ε−1) for long times (of order O(ε−3/2)) and on this time scale their motion is
governed by effective dynamics. The possibility to implement an analogous limit in the
quantum case is unclear, because there is no obvious quantum counterpart to the classical
charge solitons. The Pauli-Fierz Hamiltonian without infrared cutoff has indeed no ground
state in the Fock space for fixed total momentum different from zero [Fr] [Ch]. We stick
therefore to the more pragmatic choice c→∞.
The states which we define through the dressing transformation Uε in equation (27)
should be considered approximate dressed states valid for small velocities of the particles.
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The Hamiltonian Hc assumes a similar form if we consider it on the long
time scale defined by c2. Putting
λ := c−3/2
we get indeed
c2Hc = λ−2(Hf + λ
2/3Hp + λh1 + λ
4/3h4/3) := λ
−2Hλ, (9)
where
Hp := −
N∑
j=1
1
2mj
∆j + Vϕ coul, (10)
h1 :=
N∑
j=1
ej
mj
i∇xj · Aϕ(xj)−
ej
2mj
σj · Bϕ(xj), (11)
h4/3 :=
N∑
j=1
e2j
2mj
: Aϕ(xj)
2 : , (12)
where Bϕ := ∇× Aϕ and we normal order the quadratic term.
Applying Davies scheme one gets in the end ([Sp], theorem 20.5)
Theorem 1. Let ψ ∈ H1(R3N ,C2N ), then
lim
c→∞
‖(e−iHcc2t − e−iHdarwc2t)ψ ⊗ ΩF‖H = 0, (13)
where
Hdarw := Hp + c
−2Vdarw + c
−2Vspin, (14)
Vdarw := −
N∑
j,l=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
2|k|2 e
ik·xj i∇xj · (1− κ⊗ κ)i∇xle−ik·xl,(15)
Vspin := −
N∑
j,l=1
ejel
12mlmj
σj · σl
∫
R3
dk |ϕˆ(k)|2eik·(xj−xl), (16)
where (κ⊗ κ)ij := κiκj and κ := k/|k|.
Vdarw gives rise to a correction of electromagnetic origin to the mass of
the particles and to a velocity dependent potential, called the Darwin term.
It already appears in classical electrodynamics when the dynamics of the
particles are expanded up to terms of order (v/c)2 (see, e. g., [Ja] or [LaLi]).
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For the convenience of the reader and to ease the comparison with the
results for the limit of heavy masses we give a formal derivation of this
theorem in appendix A.
We note here that the method employed in the weak coupling case forces
one to consider as initial condition for the field just the Fock vacuum, which
contains no photons at all. There is therefore no analogy with the physical
picture that every particle should be described by a “dressed state”, loosely
speaking the particle itself dragging with it a cloud of “virtual” photons.
1.2 The limit m→∞
The situation is different in the case mj → ∞, which is more conveniently
studied adopting units where c = 1. Replacing mj by ε
−2mj we get then the
Hamiltonian
Hε :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul +Hf − ε
ej
mj
pˆj · Aϕ(xj)− ε2 ej
2mj
σj · Bϕ(xj)+
+ ε2
e2j
2mj
: Aϕ(xj)
2 : ,
(17)
where we have indicated with pˆj the ε-momentum of the jth particle
pˆj := −iε∇xj . (18)
As already pointed out talking about the classical case, the dynamics
have to be observed over times of order O(ε−1). This is necessary in order to
see non trivial effects, because we consider initial states with bounded kinetic
energy. Since the particles have a mass of order O(ε−2) this means that their
velocity is in the original time scale of order O(ε).
To analyze the limit ε→ 0 we construct a unitary dressing transformation
Uε : H → H , which allows us to define dressed states for small velocities
of the particles and to introduce a clear notion of real and virtual photons.
More precisely, in the new representation defined by Uε, the vacuum sector
Hp ⊗ ΩF corresponds to states of dressed particles without real photons,
while in the original Hilbert space a state with M real photons is a linear
combination of states of the form
U
−1
ε (ψ⊗ a(f1)∗ · · · a(fM )∗ΩF), where ψ ∈ Hp, f1, . . . , fM ∈ L2(R3×Z2).
The projector on the subspace corresponding to dressed particles with M
real photons is therefore
P εM := U
∗
ε (1p ⊗QM)Uε,
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where QM denotes the projector on the M-particles subspace of the Fock
space.
In short, we will show that the subspaces P εMH are approximately in-
variant for the dynamics defined by Hε on times of order O(ε−1). Moreover,
on this time scale we will give effective dynamics for states inside such a sub-
space, with an error of order O(ε2 log(ε−1)). The effective dynamics contain
the Darwin correction described in (15), but no spin dependent term. One
can get an idea of why this happens comparing the expression of Hε with
that ofHλ, equation (17) and (9). In H
ε the spin dependent term is of second
order, while in Hλ is of the first one. In the limit ε→ 0 the analogue of Vspin
would be of order O(ε4), therefore it does not appear in an expansion of the
time evolution till second order. Finally we compute the leading order part
of the state which makes a transition between P ε0 and P
ε
1 , which corresponds
to the emission of one real photon. The corresponding radiated energy is
given by a quantum analogue of the Larmor formula.
The procedure to construct the unitary Uε is explained in detail in [TeTe]
for the Nelson model. The technique used is based on space-adiabatic pertur-
bation theory [Te], a method which allows to expand the dynamics generated
by a pseudodifferential operator with an ε-dependent semiclassical symbol.
The main difficulty in all models concerning the interaction of particles
with a quantized field of zero mass is that, because of soft photons, the
principal symbol of the Hamiltonian has no spectral gap, which is a condition
required to apply the methods of [Te]. In the case of Hε we have indeed
h0(p, q) :=
N∑
j=1
1
2mj
p2j + Vϕ coul(q) +Hf , (p, q) ∈ R3N × R3N . (19)
For every fixed (p, q) this is an operator on F and has a ground state given
by ΩF, at the threshold of the continuous spectrum. The corresponding
eigenvalue
E0(p, q) =
N∑
j=1
1
2mj
p2j + Vϕ coul(q) (20)
is the symbol of an Hamiltonian acting just on Hp and describing the particles
interacting through the smeared Coulomb potential.
The trouble connected to the absence of the spectral gap is solved by
introducing an effective gap, considering the Hamiltonian Hε,σ where the
form factor ϕˆ (see equation (1)) is replaced by ϕˆσ(k) := (2π)
−3/2 for σ <
|k| < Λ, 0 otherwise.
Proposition. (see proposition 3)
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Suppose that the cutoff σ is a function of ε, σ = σ(ε), such that σ(ε) < ε2,
then
‖e−itHε/ε − e−itHε,σ/ε‖L(H0,H ) ≤ C|t|σ(ε)1/2 (21)
where
H0 := D
(
Hε0) (22)
is the domain of the free Hamiltonian
Hε0 :=
N∑
j=1
1
2mj
pˆ2j +Hf (23)
with the corresponding graph norm.
Fixing σ, e. g., as a sufficiently high power of ε we can then replace the
original dynamics with infrared cutoff ones.
For Hε,σ it is possible to build a dressing operator Uε,σ which can be
expanded in a series of powers of ε with σ-dependent coefficients which are
at most logarithmically divergent. Using it we define the dressed Hamiltonian
Hε,σdres := Uε,σH
ε,σ
U
∗
ε,σ (24)
which can be expanded in a series of powers of ε in L(H0,H ), with coeffi-
cients which are also at most logarithmically divergent in σ. The different
coefficients in the expansion correspond to different physical effects which
can be now clearly separated according to their order of magnitude in ε.
The first result we find, as we already mentioned above, is that the dressed
M-photons subspaces are approximately invariant for the dynamics:
Theorem. (see corollary 2).
Given a χ ∈ C∞0 (R) and a function σ(ε) such that
ε−2σ(ε)1/2 → 0, ε
√
log(σ(ε)−1)→ 0, ε→ 0+, (25)
then
‖[e−iHε tε , P εM ]χ(Hε)‖L(H ) = O
(√
M + 1|t|ε
√
log(σ(ε)−1)
)
, (26)
where
P εM := U
∗
ε,σ(ε)(1p ⊗QM )Uε,σ(ε) . (27)
The adiabatic decoupling which guarantees the invariance of the sub-
spaces holds uniformly only on states in which the particles have a uniformly
bounded kinetic energy. For this reason we introduce a cutoff function on the
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total energy χ, which gives rise automatically to a bounded kinetic energy
for the slow particles.
In the following we assume that the function σ(ε) has been fixed so that
(25) is satisfied. One can then approximate the dynamics of the particles
inside each almost invariant subspace.
Theorem. (see theorem 6).
Let S be a bounded observable for the particles, S ∈ L(Hp), and ω ∈
I1(P
ε
Mχ(H
ε)H ) a density matrix for a mixed dressed state with M free
photons, whose time evolution is defined by
ω(t) := e−itH
ε/εωeitH
ε/ε .
We have then
TrH
((
S ⊗ 1F
)
ω(t)
)
= TrHp
(
Se−itH
ε
effTrF (ω)e
itHεeff
)
+
+O(ε3/2|t|)(1− δM0) +O
(
ε2 log(σ(ε)−1)(|t|+ |t|2)),
where δM0 = 1, when M = 0, 0 otherwise, and
Hεeff :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul+
− ε2
N∑
l,j=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
2|k|2 e
ik·xj pˆj · (1− κ⊗ κ)pˆle−ik·xl =
=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul + ε
2Vdarw .
(28)
Remark 1. Even though the subspaces P εM depend on the choice of the in-
frared cutoff, the effective Hamiltonian is infrared regular and therefore in-
dependent of σ. Moreover, as we briefly mentioned above, it contains the
corrections to the mass of the particles and the Darwin term, but no spin
dependent term (compare with theorem 1). This topic is further discussed
in the proof of theorem 5 and in remark 4.
Since the subspaces P εM are only approximately invariant, there is a piece
of the wave function which “leaks out” in the orthogonal complement. This
correspond physically to the emission or absorption of free photons. For a
system starting in the dressed vacuum the leading order of the wave function
of the emitted photon is given in the next theorem.
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Theorem. (see corollary 3).
Up to terms of order O(ε2 log(σ(ε)−1)(|t|+ |t|2)), the radiated piece for a
system starting in the dressed vacuum (M = 0) is given by
Ψrad(t) := (1− P ε0 )e−i
t
ε
HεP ε0χ(H
ε)Ψ ∼=
∼= −e−ithˆε0 iε√
2
ϕˆσ(ε)(k)
|k|3/2 eλ(k) ·
∫ t
0
ds ei(s−t)|k|/εOpWε
(
D¨(s; x, p)
)
ψ(x) ,
(29)
where eλ(k) is the polarization vector of a photon with helicity λ,
hˆε0 :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul +Hf , (30)
ψ(x) :=< ΩF, χ(hˆ
ε
0)Ψ >F ∈ Hp, (31)
D(s; x, p) :=
N∑
j=1
ej
mj
xclj (s; x, p), (32)
OpWε denotes the Weyl quantization acting on a suitable symbol space on
R3N × R3N and xclj is the solution to the classical equations of motion
mjx¨
cl
j (s; x, p) = −∇xjVϕ coul(xcl(s; x, p)),
xclj (0; x, p) = xj , x˙
cl
j (0; x, p) = pjm
−1
j , j = 1, . . . , N .
Remark 2. As explained in detail in remark 5, generically the norm of the
radiated piece is bounded below by O(ε log(εσ(ε)−1)), which means that
the subspace P ε0 is near optimal, i. e. the transitions are at least of order
O(ε log(εσ(ε)−1)).
Note that, like in classical electrodynamics, when all the particles are
equal, the leading order of the radiated piece vanishes, because D is then
proportional to the position of the center of mass, whose acceleration is zero.
Remark 3. Even though the radiated wave function has no limit when ε→ 0,
because ϕ(k)|k|−3/2 /∈ L2(R3), the corresponding radiated energy has a limit.
Defining
Erad(t) := 〈Ψrad(t), HfΨrad(t)〉, (33)
we get to the leading order (see remark 6)
Prad(t) :=
d
dt
Erad(t) ∼= ε
3
3π2
〈ψ,OpWε
(|D¨(t)|2)ψ〉Hp . (34)
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In the case of the Nelson model analogous results are proved in [TeTe],
which contains also a detailed discussion of the adiabatic framework. The
form of the effective dynamics is equal, the only difference, as one can expect,
is in the radiated piece, which contains here explicitly the helicity of the
photon. Another difference is that the principal symbol of the Pauli-Fierz
Hamiltonian, defined in (19), is diagonal with respect to the Fock projectors
QM , while for the Nelson Hamiltonian one needs a dressing transformation
already at the leading order. This makes the analysis of the Pauli-Fierz case
somewhat less technical.
The effective dynamics for M = 0 (dressed vacuum) was calculated by
Spohn ([Sp], section 20.2) in the case when the photon has a small mass,
mph > 0, which introduces a gap in the principal symbol of the Hamiltonian.
He however states that these effective dynamics are identical with the ones
calculated for the case c → ∞, while we have already remarked that the
spin dependent term cannot be present when ε → 0. In the case mph > 0,
moreover, the transitions between the almost invariant subspaces become
smaller than any power of ε and therefore it is not known how to get an
explicit expression for them.
The Pauli-Fierz Hamiltonian has also been extensively studied to get
informations about its spectral and scattering structure. Not pretending
to be exhaustive, we refer the reader interested to these aspects to [BFS],
[DeGe], [FGS], [GLL] and references therein.
In section 2 we complete the description of the model and discuss the ap-
proximation of the original dynamics through infrared cutoff ones. In section
3 the construction of the dressing operator U is discussed, and applied in
section 4 to the study of the dressed Hamiltonian. The main results on the
effective dynamics and the radiated piece are contained in section 5. Finally,
appendix A contains a sketch of the proof of theorem 1, for the case c→∞.
2 Preliminary facts
In this section we elaborate on the definition of the Pauli-Fierz model and
discuss some preliminary facts like the self-adjointness of the Hamiltonian
and the approximation of the original dynamics through infrared cutoff ones.
2.1 Fock space and field operator
(The proofs of the statements we claim can be found in ([ReSi2], section
X.7)).
11
We denote by Ffin the subspace of the Fock space, defined in (7), for
which Ψ(M) = 0 for all but finitely many M . Given f ∈ L2(R3 × Z2), one
defines on Ffin the annihilation operator by
(a(f)Ψ)(M)(k1, λ1; . . . ; kM , λM) :=
√
M + 1
2∑
λ=1
∫
R3
dk f(k, λ)∗·
·Ψ(M+1)(k, λ; k1, λ1 . . . , kM , λM) .
(35)
The adjoint of a(f) is called the creation operator, and its domain contains
Ffin. On this subspace they satisfy the canonical commutation relations
[a(f), a(g)∗] = 〈f, g〉L2(R3×Z2),
[a(f), a(g)] = 0, [a(f)∗, a(g)∗] = 0 .
(36)
Since the commutator between a(f) and a(f)∗ is bounded, it follows that
a(f) can be extended to a closed operator on the same domain of a(f)∗.
On this domain one defines the Segal field operator
Φ(f) :=
1√
2
(a(f) + a(f)∗) (37)
which is essentially self-adjoint on Ffin. Moreover, Ffin is a set of analytic
vectors for Φ(f). From the canonical commutation relations it follows that
[Φ(f),Φ(g)] = iℑ〈f, g〉L2(R3×Z2) . (38)
Given a self-adjoint multiplication operator by the function ω on the
domain D(ω) ⊂ L2(R3), we define
Fω,fin := L{ΩF, a(f1)∗ · · · a(fM)∗ΩF :M ∈ N, fj ∈ D(ω)⊗C2, j = 1, . . . ,M},
(39)
where L means “finite linear combinations of”.
On Fω,fin we define the second quantization of ω, dΓ(ω), by
(dΓ(ω)Ψ)(M)(k1, λ1; . . . ; kM , λM) :=
M∑
j=1
ω(kj)Ψ
(M)(k1, λ1; . . . ; kM , λM),
dΓ(ω)ΩF := 0,
which is essentially self-adjoint. In particular, the free field Hamiltonian Hf
acts as
(HfΨ)
(M)(k1, λ1; . . . ; kM , λM) =
M∑
j=1
|kj|Ψ(M)(k1, λ1; . . . ; kM , λM),
HfΩF = 0,
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and is self-adjoint on its maximal domain.
From the previous definitions, given f ∈ D(ω) ⊗ C2, one gets the com-
mutation properties
[dΓ(ω), a(f)∗] = a(ωf)∗, [dΓ(ω), a(f)] = −a(ωf),
[dΓ(ω), iΦ(f)] = Φ(iωf) .
(40)
2.2 The Pauli-Fierz model
Using the Segal field operator one can write the quantized vector potential
and the magnetic field appearing in (8) as
Aϕ(x) = Φ(vx), (41)
vx(k, λ) := f(k, λ)e
−ik·x, f(k, λ) :=
eλ(k)
|k|1/2 ϕˆ(k), (42)
Bϕ(x) = ∇x ×Aϕ(x) = −Φ(ik × vx), (43)
where eλ(k), λ = 1, 2, are, for simplicity, real photon polarization vectors
satisfying
eλ(k) · eµ(k) = δλµ, k · eλ(k) = 0 . (44)
The smeared Coulomb potential is given by
Vϕ coul(x) =
1
2
N∑
j,l=1
ejel
∫
R3
dk eik·(xj−xl)
|ϕˆ(k)|2
|k|2 . (45)
Analogous expressions hold for the infrared cutoff Hamiltonian Hε,σ, where
the form factor ϕˆ is replaced by ϕˆσ.
To separate more clearly the terms of different order in the Hamiltonian
Hε, equation (17), it is useful to write it as
Hε =
2∑
i=0
εihˆεi (46)
where
hˆε0 :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul +Hf ,
hˆε1 := −
N∑
j=1
ej
mj
pˆj · Φ(vxj ), (47)
hˆε2 :=
N∑
j=1
(
ej
2mj
σj · Φ(ik × vxj ) +
e2j
2mj
: Φ(vxj )
2 :
)
. (48)
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Each of the hˆεi is of order O(1) when applied to functions of bounded kinetic
energy. The coefficients for Hε,σ will be denoted by hˆε,σi .
As proved by Hiroshima [Hi] using functional integral techniques the
Hamiltonian Hε (and analogously Hc) is self-adjoint on H0 for every value
of the masses, charges and number of particles. Since however we study the
limit ε→ 0 (respectively c→∞) it is enough for our purposes to show this
using Kato theorem, like, e. g., in [BFS].
Even though the proof is well known, we repeat it because we need to
show that the graph norms which appear are equivalent uniformly in ε and
σ. Moreover, the estimates which appear in the proof will be useful in propo-
sitions 3 and lemma 1.
Given f ∈ L2(R3 × Z2), we define
‖f‖ω := (‖f |k|−1/2‖2L2(R3×Z2) + ‖f‖2L2(R3×Z2))1/2 . (49)
One has then the basic estimate
Proposition 1.
‖a♯(f1) · · · a♯(fn)(Hf + 1)−n/2‖L(F ) ≤ Cn‖f1‖ω · · · ‖fn‖ω , (50)
where a♯(f) can be a(f) or a∗(f).
Proposition 2. Both Hamiltonians Hε and Hε,σ are self-adjoint on H0.
Moreover the graph norms they define are equivalent to the one defined by
Hε0 uniformly in ε and σ. The same holds for the graph norm defined by
(Hε)1/2 and (Hε,σ)1/2.
Proof. (We give the proof for Hε,σ, the one for Hε is the same)
The regularized Coulomb potential is a bounded function, therefore for
it the statement is trivial.
We choose a vector Ψ in a core of Hε0 made up of smooth functions with
compact support both in x and k.
For the term of order ε we get then
∥∥∥∥− ε
N∑
j=1
ej
mj
pˆj · Aϕσ(xj)Ψ
∥∥∥∥
H
=
∥∥∥∥− ε
N∑
j=1
ej
mj
Φ(vxj ,σ) · pˆjΨ
∥∥∥∥
H
≤
≤ ε
N∑
j=1
|ej|
mj
3∑
α=1
‖Φ(vαxj ,σ)pˆαjΨ‖ ≤ ε
N∑
j=1
|ej|
mj
3∑
α=1
‖Φ(vαxj ,σ)(Hf + 1)−1/2‖L(H )·
· ‖(Hf + 1)1/2pˆαjΨ‖H ≤
≤ Cε
N∑
j=1
|ej|
mj
‖vxj ,σ‖ω‖Ψ‖H0,
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so for ε sufficiently small this term is Kato small with respect to the free
Hamiltonian, with a constant uniformly bounded in ε and σ.
An analogous estimate holds for the term with the magnetic field. For
the remaining one we have
∥∥∥∥
N∑
j=1
ε2
e2j
2mj
: Aϕσ(xj)
2 : Ψ
∥∥∥∥
H
=
∥∥∥∥ε2
N∑
j=1
e2j
2mj
: Φ(vxj ,σ)
2 : Ψ
∥∥∥∥
H
≤
≤ Cε2
N∑
j=1
e2j
2mj
‖vxj ,σ‖2ω‖(Hf + 1)Ψ‖H ,
which completes the proof.
Proposition 3. If σ(ε) < ε2 then
‖e−itHε/ε − e−itHε,σ/ε‖L(H0,H ) ≤ C|t|σ1/2 (51)
Proof. From the previous proposition we know that both Hamiltonians are
self-adjoint on H0, so, given Ψ ∈ H0, we can apply Duhamel formula to get
‖(e−itHε/ε − e−itHε,σ/ε)Ψ‖H ≤ 1
ε
∫ t
0
ds ‖(Hε −Hε,σ)e−isHε/εΨ‖H .
Putting Ψs := e
−isHε/εΨ, the difference of the two Hamiltonians is
(Hε −Hε,σ)Ψs = (Vϕ coul − Vϕσ coul)Ψs − ε
N∑
j=1
ej
mj
pˆj · Φ(1(0,σ)(k)vxj )Ψs+
− ε2
N∑
j=1
ej
2mj
σj · Φ(−ik × 1(0,σ)(k)vxj)Ψs+
+ ε2
N∑
j=1
e2j
2mj
[Aϕ(xj)
2 − Aϕσ(xj)2]Ψs .
(52)
Using the explicit expression (45), the term with the Coulomb potential
gives
|Vϕ coul(x)− Vϕσ coul(x)| ≤
1
2
N∑
j,l=1
|ejel|
∫
dk
|k|2
∣∣∣∣|ϕˆ|2 − |ϕˆσ|2
∣∣∣∣ =
=
1
12π2
N∑
j,l=1
|ejel|σ
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⇒ ‖Vϕ coul − Vϕσ coul‖L(H ) = O(σ) . (53)
For the term of order ε, proceeding as in the proof of proposition 2 we get
that
∥∥∥∥−ε
N∑
j=1
ej
mj
pˆj ·Φ(1(0,σ)(k)vxj )Ψs
∥∥∥∥
H
≤ C˜ε
N∑
j=1
|ej|
mj
‖1(0,σ)(k)vxj ,σ‖ω‖Ψs‖H0 .
From the same proposition it follows that the graph norm associated
to Hε0 and the one associated to H
ε are equivalent uniformly in ε and σ,
therefore
∥∥∥∥− ε
N∑
j=1
ej
mj
pˆj · Φ(1(0,σ)(k)vxj )Ψs
∥∥∥∥
H
≤ Cε
N∑
j=1
|ej|
mj
‖1(0,σ)(k)vxj ,σ‖ω‖Ψ‖H0 =
= O(εσ1/2)‖Ψ‖H0 .
(54)
The same reasoning holds for the term containing the spin, which has
however a |k| more, which gives in the end
∥∥∥∥− ε2
N∑
j=1
ej
2mj
σj · Φ(−ik × 1(0,σ)(k)vxj )Ψs
∥∥∥∥
H
= O(ε2σ3/2)‖Ψ‖H0 . (55)
Concerning the last term we have
ε2
N∑
j=1
e2j
2mj
[Aϕ(xj)
2 − Aϕσ(xj)2]Ψs = ε2
N∑
j=1
e2j
2mj
[Φ(vxj )
2 − Φ(vxj ,σ)2]Ψs =
= ε2
N∑
j=1
e2j
2mj
{[Φ(vxj ,σ) + Φ(1(0,σ)(k)vxj )]2 − Φ(vxj ,σ)2}Ψs =
= ε2
N∑
j=1
e2j
2mj
[Φ(vxj ,σ)Φ(1(0,σ)(k)vxj ) + Φ(1(0,σ)(k)vxj)Φ(vxj ,σ)+
+ Φ(1(0,σ)(k)vxj)
2]Ψs .
Using again the basic estimate in proposition 1 we get, for example,
‖Φ(vxj ,σ)Φ(1(0,σ)(k)vxj)Ψs‖ ≤ C‖vxj ,σ‖ω‖1(0,σ)(k)vxj‖ω‖Ψs‖H0 =
= O(σ1/2)‖Ψ‖H0,
(56)
by the same reasoning we used for the terms of order ε.
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Lemma 1. Given a function χ ∈ C∞0 (R) and assuming σ(ε) < ε2, then
‖χ(Hε)− χ(Hε,σ)‖L(H ) ≤ Cεσ1/2 (57)
Proof. Using the Hellfer-Sjo¨strand formula (see, e. g., [DiSj] chapter 8), given
a self-adjoint operator A, we can write
χ(A) =
1
π
∫
R2
dxdy ∂¯χa(z)(A− z)−1, z := x+ iy, (58)
where χa ∈ C∞0 (C) is an almost analytic extension of χ, which satisfies the
properties
∀N¯ ∈ N ∃DN¯ : |∂¯χa| ≤ DN¯ |ℑz|N¯ ,
χa|R = χ .
(For the explicit construction of such a χa see [DiSj]).
Applied to our case (58) yields
χ(Hε)− χ(Hε,σ) = 1
π
∫
R2
dxdy ∂¯χa(z)
[
(Hε − z)−1 − (Hε,σ − z)−1].
Since both Hamiltonians are self-adjoint on H0 we have
(Hε − z)−1 − (Hε,σ − z)−1 = (Hε,σ − z)−1(Hε,σ −Hε)(Hε − z)−1 , (59)
and hence
‖χ(Hε)− χ(Hε,σ)‖L(H ) ≤
≤ 1
π
∫
R2
dxdy |∂¯χa(z)|‖(Hε,σ − z)−1‖L(H )‖(Hε,σ −Hε)(Hε − z)−1‖L(H ).
In addition we have that
‖(Hε,σ − z)−1‖L(H ) ≤ C|ℑz| . (60)
This follows because H0 is dense in the domain of H
ε=0,σ=0, and for every
Ψ ∈ H0
Hε,σΨ→ Hε=0,σ=0Ψ as (ε, σ)→ (0, 0) .
According to theorem VIII.25 [ReSi1], this implies that
(Hε,σ − z)−1Ψ→ (Hε=0,σ=0 − z)−1Ψ,
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therefore |ℑz|‖(Hε,σ−z)−1Ψ‖ is bounded for every Ψ and the uniform bound-
edness principle gives (60).
For the second norm we find that for z ∈ suppχa
‖(Hε,σ −Hε)(Hε − z)−1‖L(H ) ≤
≤ ‖(Hε,σ −Hε)‖L(H0,H ) · ‖(Hε − z)−1‖L(H ,H0)
≤ C|ℑz|‖(H
ε,σ −Hε)‖L(H0,H ) .
The right-hand side was already estimated in the previous proposition
(see equation (52) and the following calculations), the only difference being
that here we have to multiply the final result by ε.
3 Construction of the dressing operator
In this section we construct the unitary dressing operator Uε,σ. We apply to
the Pauli-Fierz Hamiltonian the general procedure explained in some detail
in [TeTe] and, for the case with spectral gap, in [Te]. All the calculations
expounded in section 3.1 are formal, and they serve as a guide for the rigorous
definition of Uε,σ given in section 3.2.
3.1 The formal procedure
The main idea is to build an approximate projector, πˆ(1), which satisfies
formally
(πˆ(1))2 − πˆ(1) = O(ε2), [πˆ(1), Hε] = O(ε2).
Integrating over time the second equation one gets in a loose sense that
[e−itH
ε/ε, πˆ(1)] = O(ε|t|).
The projector πˆ(1) is found using an iterative procedure, which assumes
that one can expand it in powers of ε,
πˆ(1) = πˆ0 + επˆ1,
where the coefficient πˆ0 is a known input and must commute with the co-
efficient of order zero in the expansion of the Hamiltonian Hε, see equation
(46). As it turns out, the procedure does not work directly for Hε, but only
for the infrared cutoff Hamiltonian Hε,σ.
An obvious choice for πˆ0 is
πˆ0 = QM ,
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which satisfies [hˆε,σ0 , QM ] = 0.
Proceeding now in the same way as described in [TeTe] we get a formal
expression for the first order almost projection given by
πˆ
(1)
M := QM + επˆ
M
1 ,
πˆM1 :=
[
QM , i
N∑
j=1
ej
mj
pˆj · Φ
(
ivxj ,σ(λ, k)
|k|
)]
.
For brevity, we put from now on
Φj,σ := Φ
(
ivxj ,σ(λ, k)
|k|
)
. (61)
It is clear from equation (61) that
QM πˆ
M
1 QM = (1−QM )πˆM1 (1−QM ) = 0,
so
(πˆ
(1)
M )
2 − πˆ(1)M = O(ε2) .
πˆ
(1)
M is also almost invariant for the total dynamics, in the sense that
[πˆ
(1)
M , H
ε,σ] = [QM , hˆ
ε,σ
0 ] + ε[πˆ
M
1 , hˆ
ε,σ
0 ] + ε[QM , hˆ
ε,σ
1 ] + ε
2[πˆM1 , hˆ
ε,σ
1 ]+
+ ε2[QM , hˆ
ε,σ
2 ] + ε
3[πˆM1 , hˆ
ε,σ
2 ] = O(ε2
√
log(σ−1)) .
To justify this claim we note that
[πˆM1 , hˆ
ε,σ
0 ] + [QM , hˆ
ε,σ
1 ] = i
N∑
j=1
ej
mj
[
pˆj · [QM ,Φj,σ], hˆε,σ0
]−
N∑
j=1
ej
mj
pˆj ·
· [QM ,Φ(vxj ,σ)] = i
N∑
j,l=1
ej
mj
[
pˆj · [QM ,Φj,σ], pˆ
2
l
2
]
+
+ i
N∑
j=1
ej
mj
[
pˆj · [QM ,Φj,σ], Vϕσ coul
]
+ i
N∑
j=1
ej
mj
[
pˆj · [QM ,Φj,σ], Hf
]
+
−
N∑
j=1
ej
mj
pˆj · [QM ,Φ(vxj ,σ)] = O(ε
√
log(σ−1))+
+ i
N∑
j=1
ej
mj
pˆj ·
[
QM , [Φj,σ, Hf ]
]−
N∑
j=1
ej
mj
pˆj · [QM ,Φ(vxj ,σ)] =
= O(ε
√
log(σ−1)) .
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To analyze in a simple way the restriction of the dynamics to the subspace
defined by πˆ
(1)
M one builds an almost unitary U
(1), which maps the almost
projections to a reference projection up to terms of order O(ε2). Using the
formal expression we get for U (1), we will define in next section a true unitary
operator which will allow us to construct a rigorous version of the almost
projections πˆ
(1)
M .
A natural choice for the reference projections, linked to the physics of the
system, is to choose them equal to the QM s. We assume then that also U
(1)
can be expanded in powers of ε,
U (1) := 1+ εU1,
with the condition U1 + U
∗
1 = O(ε). This ensures that
U (1)U (1)∗ = O(ε2), U (1)∗U (1) = O(ε2) .
To determine U1 we impose that U
(1) intertwines the almost invariant
projections with the reference projections QM up to terms of order O(ε2):
U (1)πˆ
(1)
M U
(1)∗ != QM +O(ε2) .
The left-hand side gives
U (1)πˆ
(1)
M U
(1)∗ = (1+ εU1)(QM + επˆ
M
1 )(1− εU1) +O(ε2) =
= QM + ε([U1, QM ] + πˆ
M
1 ) +O(ε2) = QM + ε
(
[U1, QM ]+
−
[
i
N∑
j=1
ej
mj
Φj,σ · pˆj, QM
])
+O(ε2),
so we can choose
U (1) = 1+ iε
N∑
j=1
ej
mj
Φj,σ · pˆj . (62)
3.2 Rigorous definition
To get a well-defined unitary operator from the formal expression for U (1) we
first cutoff the number of photons in the field operator Φj,σ, replacing it by
ΦLj,σ := Q≤LΦj,σQ≤L, (63)
where L is fixed, but otherwise arbitrary.
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We introduce then a cutoff in the total energy, to cope with the unbound-
edness of the momentum of the electrons pˆj . This reflects the fact that the
adiabatic approximation holds uniformly only on states where the kinetic
energy of the slow particles in uniformly bounded.
More precisely, given a function χ ∈ C∞0 (R), we define
U
(1)
L,χ := 1+ iε
N∑
j=1
ej
mj
ΦLj,σ · pˆj − iε(1− χ(Hε,σ))
N∑
j=1
ej
mj
ΦLj,σ · pˆj(1− χ(Hε,σ))
= 1+ εχ(Hε,σ)UL1,σ + ε(1− χ(Hε,σ))UL1,σχ(Hε,σ),
(64)
where we have defined
UL1,σ := i
N∑
j=1
ej
mj
ΦLj,σ · pˆj . (65)
Note that it follows from the Coulomb gauge condition that UL ∗1,σ = −UL1,σ,
so
U
(1) ∗
L,χ = 1− εχ(Hε,σ)UL1,σ − ε(1− χ(Hε,σ))UL1,σχ(Hε,σ) . (66)
Lemma 2. 1. For each x ∈ R3, ΦLj,σ(x) ∈ L(F ), and ΦLj,σ(x)∗ = ΦLj,σ(x).
Moreover,
ΦLj,σ : R
3 → L(F ), x 7→ ΦLj,σ(x), ∈ C∞b (R3,L(F )), (67)
and, for σ small enough,
‖ΦLj,σ‖L(H ) ≤ C
√
L + 1
√
log(σ−1). (68)
Given α ∈ N3 with |α| > 0, it holds instead
∂αxΦ
L
j,σ = ∂
α
xΦ
L
j,0 +O(σ|α|
√
L + 1)L(H ), (69)
where
∂αxΦ
L
j,0 := (∂
α
xΦ
L
j,σ)|σ=0 (70)
is a well-defined bounded operator on H .
2. The statements of point 1 (except for the self-adjointness of ΦLj,σ(x))
remain true if F is replaced by D(Hf).
Corollary 1. The fibered operators ∂αxΦ
L
j,σ belong to L(H )∩L(H0) ∀α ∈ N3.
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Proof. The proof of both statements follows from the facts that
‖Q≤LΦ(gx(·))Q≤L‖L(H ) ≤ 21/2
√
L+ 1 sup
x∈R3
‖gx(·)‖L2(R3×Z2)
and that
∂αx vx(k, λ)|k|−1 = (−i)|α||k|−3/2+|α|eλ(k)ϕˆ(k)e−ik·x .
Lemma 3. The operator U
(1)
L,χ is closable and its closure, which we denote by
the same symbol, belongs to L(H ) ∩ L(H0). Moreover
‖U (1)L,χ‖L(K ) ≤ C(1 + ε
√
log(σ−1)), (71)
where K = H or H0. The same holds for U
(1) ∗
L,χ .
Proof. The operator
χ(Hε,σ)ΦLj,σ · pˆj
is defined on D(pˆj) and, since χ(H
ε,σ)ΦLj,σ is a bounded operator, we have
(χ(Hε,σ)ΦLj,σ · pˆj)∗ = pˆj · ΦLj,σχ(Hε,σ)
which is clearly bounded. This shows that χ(Hε,σ)ΦLj,σ · pˆj is closable and its
closure belongs to L(H ).
The same reasoning can be applied to the operator
Hε,σΦLj,σ · pˆjχ(Hε,σ)
which shows that U
(1)
L,χ is also in L(H0).
The estimate on the norm follows now from the estimate on the norm of
ΦLj,σ given in lemma 2.
Theorem 2. Assume that σ = σ(ε) satisfies the condition
ε
√
log(σ(ε)−1)→ 0, ε→ 0+, (72)
then the operator
U := U
(1)
L,χ[U
(1) ∗
L,χ U
(1)
L,χ]
−1/2 (73)
is well-defined and unitary, for ε small enough.
Both U and U ∗ belong to L(H ) ∩ L(H0), with the property that
‖U ‖L(H0), ‖U ∗‖L(H0) ≤ C, (74)
where C is independent of ε and σ.
Moreover we can expand them in powers of ε and the corresponding series
converges both in L(H ) and L(H0).
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Proof. It follows from equations (64) and (66) that, defining
Tσ := χ(H
ε,σ)UL1,σ + (1− χ(Hε,σ))UL1,σχ(Hε,σ), (75)
we have then
U
(1)
L,χ = 1+ εTσ(ε), T
∗
σ = −Tσ, ‖Tσ‖L(K ) ≤ C
√
log(σ−1),
where K = H or H0.
From this expression we get immediately that
U
(1) ∗
L,χ U
(1)
L,χ = 1− ε2T 2σ(ε),
so, choosing ε small enough, we have that ε2‖T 2σ(ε)‖L(K ) < 1, therefore the
square root is well-defined, and can be expressed through a convergent power
series in L(K ):
(1− ε2T 2σ(ε))−1/2 =
∞∑
j=0
(2j − 1)!!
(2j)!!
ε2jT 2jσ(ε) . (76)
From standard calculations it follows in the end that U is unitary on
H .
4 The dressed Hamiltonian
We define the dressed Hamiltonian as the unitary transform of Hε,σ,
Hε,σdres := U H
ε,σ
U
∗ . (77)
Since U is a bijection on H0, H
ε,σ
dres is self-adjoint on H0, and using the
expansion of U on L(H0), we can expand Hε,σdres in L(H0,H ).
Theorem 3. Assume that σ = σ(ε) satisfies conditions (25). The expansion
of the dressed Hamiltonian up to the second order is then given by
Hε,σdres = hˆ
dres
0 + εhˆ
dres
1 + ε
2hˆdres2 +O
(
ε3(log σ−1)3/2
)
L(H0,H )
, (78)
where
hˆdres0 = hˆ
ε
0 =
N∑
j=1
1
2mj
pˆ2j + Vϕ coul +Hf ,
hˆdres1 is given in equation (81) and hˆ
dres
2 in equation (84).
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Proof. Applying equation (76), we get that
U = 1+ εT +
ε2
2
T 2 +O(ε3T 3)1,
therefore
Hε,σdres = (1+ εT + ε
2T 2/2)Hε,σ(1− εT + ε2T 2/2)+
+O(ε3(log σ−1)3/2)
L(H0,H )
=
= Hε,σ + ε[T,Hε,σ] +
ε2
2
[T, [T,Hε,σ]] +O(ε3(log σ−1)3/2)
L(H0,H )
(75)
=
= hˆε,σ0 + ε
(
hˆε,σ1 + χ(H
ε,σ)[UL1,σ, hˆ
ε,σ
0 ] + “(1− χ) · · ·χ”
)
+
+ ε2
(
hˆε,σ2 + χ(H
ε,σ)[UL1,σ, hˆ
ε,σ
1 ] +
1
2
[
T, χ(Hε,σ)[UL1,σ, hˆ
ε,σ
0 ]
]
+
+ “(1− χ) · · ·χ”
)
+O(ε3(log σ−1)3/2)
L(H0,H )
=:
=: hˆdres0 + εhˆ
dres
1 + ε
2hˆdres2 +O
(
ε3(log σ−1)3/2
)
L(H0,H )
where “(1− χ) · · ·χ” indicates that for every term containing χ · · · we have
to add a corresponding term containing (1− χ) · · ·χ, as in equation (75).
Using equation (53) to eliminate the σ, we get immediately
hˆdres0 = hˆ
ε
0 . (79)
The commutator in the term of order ε gives:
[UL1,σ, hˆ
ε,σ
0 ] = −Q≤Lhˆε,σ1 Q≤L + ε
N∑
j=1
ej
mj
ΦLj,σ · ∇xjVϕσ coul+
+ ε
N∑
j,l=1
ej
mlmj
∇xl(ΦLj,σ · pˆj) · pˆl +O(ε2),
(80)
therefore, taking into account equation (54),
hˆdres1 =
(
1− χ(Hε,σ))Q≤Lhˆε1Q≤L(1− χ(Hε,σ))+Q≤Lhˆε1Q>L +Q>Lhˆε1Q≤L+
+Q>Lhˆ
ε
1Q>L .
(81)
1The expansion of U till the second order coincides with that of eεT , however eεT is
not the correct dressing transformation to every order. Following the formal procedure
sketched in section 3.1 one can construct a second order expression for U , which depends
however also in general on the second order coefficient of the Hamiltonian, hˆε,σ
2
and has
not a simple exponential form.
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We will show below that this term vanishes in the effective dynamics.
Concerning the terms of second order we have
[UL1,σ, hˆ
ε,σ
1 ] = −i
N∑
j,l=1
ejel
mjml
[ΦLj,σ · pˆj,Φ(vxl,σ) · pˆl] =
= −i
N∑
j,l=1
ejel
mjml
Q≤L[Φ
α
j,σ,Φ(v
β
xl,σ
)]Q≤Lpˆ
α
j pˆ
β
j +RL−1 +O(ε)L(H0,H ),
(82)
where RL−1 is a term which vanishes on the range of Qj when j < L− 1.
Using equation (38) to calculate the commutator of the two field operator
we get in the end
− i
N∑
j,l=1
ejel
mjml
[Φαj,σ,Φ(v
β
xl,σ
)]pˆαj pˆ
β
j = i
N∑
j,l=1
ejel
mjml
ℜ〈v
α
xj ,σ
|k| , v
β
xl,σ
〉L2(R3,dk)⊗C2 ·
· pˆαj pˆβj =
= i
N∑
j,l=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
|k|2 e
ik·(xj−xl)pˆj · (1− κ⊗ κ)pˆl =
= i
N∑
j,l=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
|k|2 e
ik·xj pˆj · (1− κ⊗ κ)pˆle−ik·xl
(83)
The remaining term of second order gives,
[
T, χ(Hε,σ)[UL1,σ, hˆ
ε,σ
0 ]
] (80)
= −[T, χ(Hε,σ)Q≤Lhˆε,σ1 Q≤L]+O(ε) (75)=
= −χ[UL1,σ, χ]Q≤Lhˆε,σ1 Q≤L − χ2Q≤L[UL1,σ, hˆε,σ1 ]Q≤L − χ[χ,Q≤Lhˆε,σ1 Q≤L]UL1,σ
Putting the calculations above together, and using equations (55) and
(56), we get in the end
hˆdres2 = hˆ
ε
2 +
N∑
j=1
ej
mj
ΦLj,σ · ∇xjVϕ coul +
N∑
j,l=1
ej
mlmj
∇xl(ΦLj,σ · pˆj) · pˆl+
+ χ[UL1,σ, hˆ
ε,σ
1 ]−
1
2
χ2Q≤L[U
L
1,σ, hˆ
ε,σ
1 ]Q≤L + (1− χ)[UL1,σ, hˆε,σ1 ]χ+
− 1
2
χ[χ,Q≤Lhˆ
ε,σ
1 Q≤L]U
L
1,σ −
1
2
χ[UL1,σ, χ]Q≤Lhˆ
ε,σ
1 Q≤L,
(84)
where the commutator [UL1,σ, hˆ
ε,σ
1 ] is given in equations (82) and (83). We
will show below that only few of the terms written above contribute to the
effective dynamics, giving the correction to the mass of the electrons and the
Darwin term.
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5 The effective dynamics
We quote without proof a number of lemmas, which, with minor modifica-
tions, are identical to the ones proved in [TeTe].
Lemma 4. (see corollary 4 [TeTe])
Given a function χ ∈ C∞0 (R) and a σ > 0, we have
a
(
ivxj ,σ(λ, k)
|k|
)
QMχ(hˆ
ε
0) = QM−1ξ(hˆ
ε
0)a
(
ivxj ,σ(x, λ)
|k|
)
QMχ(hˆ
ε
0) +O0(ε∞),
(85)
where ξ ∈ C∞0 (R), ξχ = χ and
cξ = 2dχ + E∞,
where
dχ := 2cχ + E∞ +min{cχ,Λ} ,
cχ := sup{|k| : k ∈ supp χ} ,
E∞ := sup
x∈R3N
|Vϕ coul(x)| ,
and we can choose sup{|k| : k ∈ supp ξ} arbitrarily close to cξ.
An analogous statement holds for the creation operator.
Lemma 5. Assume that σ satisfies conditions (25), then
1. Given a function χ˜ ∈ C∞0 (R), we have
χ˜(Hε,σ)− χ˜(hˆε0) = εRεχ, (86)
where Rεχ ∈ L(H ,H0), ‖Rεχ‖L(H ,H0) = O(1) and
RεχQM χ˜(hˆε0) = (QM+1 +QM−1)ξ(hˆε0)RεχQM χ˜(hˆε0) +O(ε)L(H ,H0), (87)
where ξ has the properties described in lemma 4.
2. Moreover, we have that
χ˜(Hε,σdres)− χ˜(hˆε0) = O(ε)L(H ,H0), (88)
and that
QM χ˜(H
ε,σ
dres) = QM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres) +O(ε2
√
log(σ−1))L(H ,H0), (89)
where ˜˜χ is any C∞0 (R) function such that χ˜ ˜˜χ = χ˜ and ˜˜χχ = ˜˜χ, M < L− 1.
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Proof. We give the proof just for point 1. The proof of point 2 is analogous
and can be found also in ([TeTe], lemma 7).
Proceeding as in lemma 1, we apply Hellfer-Sjo¨strand formula and we get
χ(Hε,σ)− χ(hˆε0) =
1
π
∫
R2
dxdy ∂¯χa(z)
[
(Hε,σ − z)−1 − (hˆε0 − z)−1
]
.
Since both Hamiltonians are self-adjoint on the same domain we get,
iterating equation (59),
(Hε,σ−z)−1− (hˆε0−z)−1 = −ε(hˆε0−z)−1hˆε,σ1 (hˆε0−z)−1+O(ε2|ℑz|−3)L(H ,H0).
The statement now follows from the explicit expression of hˆε,σ1 using
lemma 4.
Theorem 4. (Zero order approximation to the time evolution)
‖(e−iHε,σdres tε − e−ihˆε0 tε )QM χ˜(Hε,σdres)‖L(H ) = O(
√
M + 1|t|ε
√
log(σ(ε)−1)), (90)
‖QM(e−iH
ε,σ
dres
t
ε − e−ihˆε0 tε )χ˜(Hε,σdres)‖L(H ) = O(
√
M + 1|t|ε
√
log(σ(ε)−1)), (91)
for every χ˜ ∈ C∞0 (R) such that χ˜χ = χ˜.
Proof. Using lemma 5 we replace χ(Hε,σdres) with χ(hˆ
ε
0), since the difference,
being of order O(ε), is smaller than the error we want to prove.
Both Hamiltonians are self-adjoint on H0, therefore, applying Duhamel
formula, we get:
(e−itH
ε,σ
dres/ε − e−ithˆε0/ε)QM χ˜(hˆε0) =
= − i
ε
∫ t
0
ds ei(s−t)H
ε,σ
dres/ε(Hε,σdres − hˆε0)e−ishˆ
ε
0/εQM χ˜(hˆ
ε
0) =
= −i
∫ t
0
ds ei(s−t)H
ε,σ
dres/εh1,χe
−ish0/εQM χ˜(hˆ
ε
0) +O(ε
√
M + 1
√
log(σ−1))L(H )
= −i
∫ t
0
ds ei(s−t)H
ε,σ
dres/εhˆdres1 QM χ˜(hˆ
ε
0)e
−ish0/ε +O(ε√M + 1
√
log(σ−1))L(H ).
Putting in the previous equation the expression of hˆdres1 , equation (81), and
observing that we can replace, again by lemma 5, χ(Hε,σ) with χ(hˆε0), we get
that the right-hand side is of order O(√M + 1|t|ε√log(σ−1)).
For the second estimate we apply again Duhamel formula, inverting the
position of the unitaries,
QM (e
−itHε,σdres/ε − e−ithˆε0/ε)χ˜(Hε,σdres) =
= − i
ε
∫ t
0
dsQMe
i(s−t)hˆε0/ε(Hε,σdres − hˆε0)e−isH
ε,σ
dres/εχ˜(Hε,σdres) =
= −i
∫ t
0
ds ei(s−t)hˆ
ε
0/εQM hˆ
dres
1 χ˜(H
ε,σ
dres)e
−isHε,σdres/ε +O(ε√M + 1
√
log(σ−1)) ,
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so, replacing χ(Hε,σdres) and χ(H
ε,σ) by χ(hˆε0), our claim is proved.
Corollary 2. The dressed projectors P εM are almost invariant with respect
to the original dynamics, i. e.,
‖[e−iHε tε , P εM ]χ(Hε)‖L(H ) = O
(√
M + 1|t|ε
√
log(σ(ε)−1)
)
.
Proof. From the previous theorem it follows that
‖[e−iHε,σdres tε , QM ]χ(Hε,σdres)‖L(H ) = O
(√
M + 1|t|ε
√
log(σ(ε)−1)
)
.
From the definition of Hε,σdres, equation (77), we deduce therefore that
‖[e−iHε,σ tε , P εM ]χ(Hε,σ)‖L(H ) = O
(√
M + 1|t|ε
√
log(σ(ε)−1)
)
,
but
[e−iH
ε t
ε , P εM ]χ(H
ε) = [(e−iH
ε t
ε − e−iHε,σ tε ), P εM ]χ(Hε)+
+ [e−iH
ε,σ t
ε , P εM ](χ(H
ε)− χ(Hε,σ)) + [e−iHε,σ tε , P εM ]χ(Hε,σ) =
= O(σ(ε)1/2|t|)L(H ) +O(εσ(ε)1/2)L(H )+
+O(√M + 1|t|ε√log(σ(ε)−1))
L(H )
,
where we have used equations (51) and (57), the fact that χ(Hε) ∈ L(H ,H0)
with norm uniformly bounded in ε and equation (74).
Lemma 6. The truncated dressed Hamiltonian
H
(2)
dres := hˆ
ε
0 + εhˆ
dres
1 + ε
2hˆdres2 (92)
is self-adjoint on H0 for ε small enough.
Proof. The proof follows from a symmetric version of the Kato theorem
([ReSi2], theorem X.13).
Theorem 5. (First order approximation to the time evolution) Given a
function χ˜ ∈ C∞0 (R),
e−itH
ε,σ
dres/εQM χ˜(H
ε,σ
dres) =
= e−itH
(2)
D /εQM χ˜(H
ε,σ
dres)− iε
∫ t
0
ds ei(s−t)hˆ
ε
0/εh2,ODe
−ishˆε0/εQM χ˜(H
ε,σ
dres)
+O(ε3/2|t|)L(H )(1− δM0) + O
(
ε2
√
log(σ−1)(|t|+ |t|2))L(H ) ,
(93)
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where δM0 = 1 when M = 0, 0 otherwise, [H
(2)
D , QM ] = 0 ∀M ,
H
(2)
D :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul +Hf+
− ε2
N∑
l,j=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
2|k|2 e
ik·xj pˆj · (1− κ⊗ κ)pˆle−ik·xl =
= hˆε0 + ε
2Vdarw .
(94)
The off-diagonal Hamiltonian is defined by
h2,OD :=
N∑
j=1
ej
mj
Φj,σ · ∇xjVϕ coul . (95)
Remark 4. The spin term, as mentioned in the introduction, does not appear
in the effective dynamics, even though it is apparently of order O(ε2). This
is due to the fact that it is off diagonal with respect to the decomposition
of the Hilbert space associated to the QMs and that the coupling function
in the magnetic field, equation (43), goes to zero like |k|1/2 when |k| → 0+.
This implies that the term is actually smaller than O(ε2), as explained in
the proof.
Proof. We split the proof into three parts. In the first one, we show that
equation (93) is true with a diagonal Hamiltonian H˜
(2)
D given by
H˜
(2)
D :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul +Hf + ε
2
N∑
j=1
e2j
2mj
a(vxj )
∗a(vxj )+
− ε2
N∑
l,j=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
2|k|2 e
ik·xj pˆj · (1− κ⊗ κ)pˆle−ik·xl ,
(96)
and an off-diagonal one h˜2,OD defined by
h˜2,OD :=
N∑
j=1
ej
mj
Φj,σ · ∇xjVϕ coul +
N∑
j,l=1
ej
mlmj
∇xl(Φj,σ · pˆj) · pˆl+
+
N∑
j=1
ej
2mj
σj · Φ(ik × vxj) +
N∑
j=1
e2j
2mj
[
a(vxj )
2 + a(vxj )
∗ 2] .
(97)
In the second part we prove that if one neglects the term
ε2
N∑
j=1
e2j
2mj
a(vxj )
∗a(vxj )
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in H˜
(2)
D , one gets an error of order O(ε3/2|t|) in the time evolution. Note that
this term is exactly zero if the initial state for the field is the Fock vacuum.
In the third part, we prove analogously that we can replace h˜2,OD with
h2,OD.
More specifically, the terms which we neglect in H˜
(2)
D and h˜2,OD give rise
to higher order contributions to the time evolution, although their norm in
L(H0,H ) is not small.
This is caused by the fact that they are strongly oscillating in |k|, so
that their behavior is determined by the value of the density of states in a
neighborhood of k = 0. For all these terms, the density however vanishes
for k = 0, uniformly in σ, and this implies that they are of lower order with
respect to the leading pieces whose density is constant (for the terms in H
(2)
D )
or diverges logarithmically in σ (for the terms in h2,OD). We elaborate on
this last observation in a corollary to this theorem.
We start showing that we can, up to the desired error, replace Hε,σdres by
H
(2)
dres. By lemma 6, H
(2)
dres is self-adjoint on H0 like H
ε,σ
dres, therefore we can
apply the Duhamel formula and use theorem 3 to get
e−itH
ε,σ
dres/ε − e−itH(2)dres/ε = − i
ε
∫ t
0
ds ei(s−t)H
ε,σ
dres/ε(Hε,σdres −H(2)dres)e−isH
(2)
dres/ε
= O(ε2( log(σ−1))3/2) .
Moreover, using lemma 5, we can replace QM χ˜(H
ε,σ
dres) by QM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres).
Since the diagonal Hamiltonian H˜
(2)
D is also self-adjoint on H0 for ε suf-
ficiently small (the proof can be given along the same lines of lemma 6), we
apply again Duhamel formula,
(e−itH
(2)
dres/ε − e−itH˜(2)D /ε)QM χ˜(hˆε0) ˜˜χ(Hε,σdres) =
= − i
ε
∫ t
0
ds ei(s−t)H
(2)
dres/ε(H
(2)
dres − H˜(2)D )e−isH˜
(2)
D /εQM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres)
= − i
∫ t
0
ds ei(s−t)H
(2)
dres/εhˆdres1 e
−isH˜
(2)
D /εQM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres)
− iε
∫ t
0
ds ei(s−t)H
(2)
dres/ε(hˆdres2 − h2,D)e−isH˜
(2)
D /εQM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres) .
To analyze the first term, we remark that, proceeding as in lemma 5, one
can prove that
χ˜(hˆε0)− χ˜(H˜(2)D ) = O(ε2
√
log(σ−1))L(H ),
so
[e−itH˜
(2)
D /ε, χ˜(hˆε0)] = O(ε2
√
log(σ−1))L(H ),
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therefore,
−i
∫ t
0
ds ei(s−t)H
(2)
dres/εhˆdres1 e
−isH˜
(2)
D /εQM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres) =
= − i
∫ t
0
ds ei(s−t)H
(2)
dres/εhˆdres1 QM χ˜(hˆ
ε
0)e
−isH˜
(2)
D /ε ˜˜χ(Hε,σdres)
+O(ε2|t|
√
log(σ−1))L(H ).
From equation (81) it follows
hˆdres1 QM χ˜(hˆ
ε
0) =
(
1− χ(Hε,σ))Q≤Lhˆε1Q≤L(1− χ(Hε,σ))QM χ˜(hˆε0) =
= O(ε2)L(H ),
using lemma 5 twice and lemma 4.
Concerning the second one, applying once again the Duhamel formula,
we have
−iε
∫ t
0
ds ei(s−t)H
(2)
dres/ε(hˆdres2 − h2,D)e−isH˜
(2)
D /εQM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres) =
= − iε
∫ t
0
ds ei(s−t)H
(2)
dres/ε(hˆdres2 − h2,D)e−ishˆ
ε
0/εQM χ˜(hˆ
ε
0) ˜˜χ(H
ε,σ
dres)
+O(ε2|t|2
√
log(σ−1))L(H ) ,
so we have to look at ei(s−t)H
(2)
dres/ε(hˆdres2 −h2,D)QM χ˜(hˆε0). Following a procedure
already employed several times, we first observe that, in the expression for
hˆdres2 , equation (84), we can replace, making an error of order O(ε), χ(Hε,σ)
with χ(hˆε0).
Applying lemma 4, we see that the last three terms in (84) vanish, and
that the terms containing [UL1,σ, hˆ
ε,σ
1 ] combine to give the Darwin term and the
expression of the effective mass. What remains is exactly h˜2,OD. Finally, we
apply again Duhamel formula to approximate the time evolution generated
by H
(2)
dres, getting
ei(s−t)H
(2)
dres/ε(hˆdres2 − h2,D)QM χ˜(hˆε0) =
= ei(s−t)h0/εh˜2,ODQM χ˜(hˆ
ε
0) +O(ε|t|
√
log(σ−1)) .
We proceed now to show that we can replace H˜
(2)
D with H
(2)
D , up to an
error of order O(ε3/2|t|)L(H ).
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Applying repeatedly Duhamel formula, and putting Ψ := QM χ˜(H
ε,σ
dres)Ψ0,
we get
(e−itH˜
(2)
D /ε − e−itH(2)D /ε)Ψ = −iε
N∑
j=1
e2j
2mj
∫ t
0
ds ei(s−t)hˆ
ε
0/εa(vxj )
∗a(vxj )e
−ishˆε0/εΨ
+O(ε2|t|2)L(H ).
To streamline the presentation, we assume that M = 1, the calculations for
M > 1 are basically the same, but more cumbersome.
The integral gives therefore
e−
i
ε
thˆε0f(k1, λ1)
2∑
λ=1
∫
R3
dk f(k, λ)∗
∫ t
0
ds ei
s
ε
(|k1|−|k|)ei
s
ε
hˆεpeixj ·(k−k1)e−i
s
ε
hˆεpΨ(k, λ)
= e−
i
ε
thˆε0f(k1, λ1)
2∑
λ=1
∫
R3
dk
f(k, λ)∗
1 + i(|k1| − |k|)ε−1 [1 + i(|k1| − |k|)ε
−1]·
·
∫ t
0
ds ei
s
ε
(|k1|−|k|)ei
s
ε
hˆεpeixj ·(k−k1)e−i
s
ε
hˆεpΨ(k, λ).
(98)
Integrating by parts we get
i(|k1| − |k|)ε−1
∫ t
0
ds eis(|k1|−|k|)/εeishˆ
ε
peixj ·(k−k1)e−ishˆ
ε
pΨ(k, λ) =
= eit(|k1|−|k|)/εeithˆ
ε
peixj ·(k−k1)e−ithˆ
ε
pΨ− eixj ·(k−k1)Ψ+
− i
ε
∫ t
0
ds eis(|k1|−|k|)/εeishˆ
ε
p[hˆεp, e
ixj ·(k−k1)]e−ishˆ
ε
pΨ,
where the commutator is of order O(ε) when applied to functions of bounded
kinetic energy, so that the right-hand side is uniformly bounded in ε.
We have now to put this expression back in (98) and estimate the single
terms. We show how to do this for the first one, the others being entirely
analogous. We ignore the unitary on the left, which does not change the
norm, so we have to consider
f(k1, λ1)
2∑
λ=1
∫
R3
dk
f(k, λ)∗
1 + i(|k1| − |k|)ε−1 ·
·
∫ t
0
ds eis(|k1|−|k|)/εeishˆ
ε
peixj ·(k−k1)e−ishˆ
ε
pΨ(k, λ).
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Using twice the Cauchy-Schwarz inequality we get
‖· · ·‖2
H
=
2∑
σ1,...,σN ,λ1=1
∫
R3N
dx
∫
R3
dk1|· · ·|2 ≤
≤ |t|
2∑
σ1,...,σN ,λ1=1
∫
dx
∫
dk1|f(k1, λ1)|2
2∑
λ=1
∫
dk
|f(k, λ)|2
1 + (|k1| − |k|)2ε−2 ·
·
2∑
λ=1
∫
dk
∫ t
0
ds
∣∣∣∣eishˆεpeixj ·(k−k1)e−ishˆεpΨ(k, λ)
∣∣∣∣
2
=
= |t|2‖Ψ‖2
H
2∑
λ1,λ=1
∫
dk1dk
|f(k, λ)f(k1, λ1)|2
1 + (|k1| − |k|)2ε−2 ≤
≤ Cε4|t|2‖Ψ‖2
H
∫ Λ/ε
0
dk1
∫ Λ/ε
0
dk
k1k
1 + (k1 − k)2 = O(ε|t|
2‖Ψ‖2
H
).
We proceed now to examine the last three terms in (97) to show that
they can be neglected.
The second and the third term are a sum of terms of the form
Φ
(
g(λ, k)e−ik·xj
)
Tˆ ,
where the function g ≃ |k|α, |k| → 0+, with α = −1/2 or +1/2, and Tˆ is a
Pauli matrix, or the product of two momentum operators.
For a term of this form we get then, putting again Ψ := QM χ˜(H
ε,σ
dres)Ψ0,
iε
∫ t
0
ds ei(s−t)hˆ
ε
0/εΦ
(
g(λ, k)e−ik·xj
)
Tˆe−ishˆ
ε
0/εQM χ˜(H
ε,σ
dres)Ψ0 =
= i
ε√
2
∫ t
0
ds ei(s−t)hˆ
ε
0/ε[a(ge−ik·xj) + a(ge−ik·xj)∗]Tˆ e−ishˆ
ε
0/εΨ .
Expression of this type have already been estimated in ([TeTe], theorem 4).
For convenience of the reader, we give the proof for the annihilation part,
referring to [TeTe] for the creation part, which is entirely analogous.
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The annihilation part gives
i
ε√
2
e−ithˆ
ε
0/ε
√
M
∫ t
0
ds eishˆ
ε
p/ε
2∑
λ=1
∫
R3
dk g(k, λ)∗eik·xj Tˆe−is|k|/εe−ishˆ
ε
p/ε·
·Ψ(x, σ; k, λ, k1, λ1, . . . , kM , λM) =
= i
ε√
2
e−ithˆ
ε
0/ε
√
M
2∑
λ=1
∫
R3
dk
g(k, λ)∗
1− i|k|ε−1 (1− i|k|ε
−1)·
·
∫ t
0
ds e−is|k|/εeishˆ
ε
p/εeik·xj Tˆe−ishˆ
ε
p/εΨ(x, σ; k, λ, . . .) .
(99)
Integrating by parts we get
− i|k|ε−1
∫ t
0
ds e−is|k|/εeishˆ
ε
p/εeik·xj Tˆ e−ishˆ
ε
p/εΨ(x, σ; k, λ, . . .) =
= e−it|k|/εeithˆ
ε
p/εeik·xj Tˆ e−ithˆ
ε
p/εΨ− eik·xj TˆΨ+
− i
ε
∫ t
0
ds e−is|k|/εeishˆ
ε
p/ε[hˆεp, e
ik·xj Tˆ ]e−ishˆ
ε
p/εΨ,
where
[hˆεp, e
ik·xTˆ ] =
1
2mj
(2εeik·xjk · pˆj + ε2|k|2eik·xj)Tˆ + eik·xj [Vϕ coul, Tˆ ] .
The commutator on the right-hand side is zero if Tˆ is a Pauli matrix, or it is
a term of order ε times pˆ, if Tˆ is the product of two momentum operators.
Therefore it has the same form as the first part of the right-hand side and
can be treated in the same way.
We have now to put the result of the integration by parts back in equation
(99) and estimate what comes out. We show how to do this for the first term,
all the other ones can be treated in the same way.
Ignoring the unitary on the left and the constants, we consider then
ε
2∑
λ=1
∫
R3
dk
g(k, λ)∗
1− i|k|ε−1
∫ t
0
ds e−is|k|/εeishˆ
ε
p/εeik·xj Tˆ e−ishˆ
ε
p/εΨ(x, σ; k, λ, . . .).
Using the Cauchy-Schwarz inequality we get
|· · ·|2 ≤ ε2
2∑
λ=1
∫
R3
dk
|g(k, λ)|2
1 + |k|2ε−2 ·
· |t|
2∑
λ=1
∫
R3
dk
∫ t
0
ds |eishˆεp/εeik·xj Tˆ e−ishˆεp/εΨ|2,
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so
‖· · ·‖2H ≤ ε2
2∑
λ=1
∫
R3
dk
|g(k, λ)|2
1 + |k|2ε−2 |t|
∫ t
0
ds ‖Tˆe−ishˆεp/εΨ‖2H .
The left integral gives
∫
R3
dk
|g(k, λ)|2
1 + |k|2ε−2 ≤ C
∫ Λ
0
d|k| |k|
2(1−α)
1 + |k|2ε−2 = O
(
ε2 log(Λε−1)
)
,
when α = 1/2, or −1/2.
The same analysis can be carried out for the remaining term
N∑
j=1
e2j
2mj
[
a(vxj )
2 + a(vxj )
∗ 2] .
The proof is identical to the one given in ([TeTe], theorem 4) for a similar
term appearing in the case of Nelson model, and depends as above on the
fact that vxj (λ, k) ≃ |k|−1/2, |k| → 0+.
Corollary 3. At the leading order, the radiated piece (i. e. the piece of
the wave function which makes a transition between the almost invariant
subspaces) for a system starting in the Fock vacuum, Ψ0(x) = ψ(x)ΩF,
ψ(x) ∈ Hp, is given by
− e−ithˆε0 iε√
2
ϕˆσ(ε)(k)
|k|3/2 eλ(k) ·
∫ t
0
ds ei(s−t)|k|/εOpWε
( N∑
j=1
ej
mj
x¨clj (s; x, p)
)
ψ(x) ,
(100)
where xclj is the solution to the classical equations of motion
mjx¨
cl
j (s; x, p) = −∇xjVϕ coul(xcl(s; x, p)),
xclj (0; x, p) = xj , x˙
cl
j (0; x, p) = pjm
−1
j , j = 1, . . . , N .
(101)
This coincides with the leading order of the radiated piece corresponding
to the original Hamiltonian Hε, for a system starting in the dressed vacuum,
U ∗ε ΩF.
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Proof. Applying equation (93) for the caseM = 0 we get at the leading order
Q⊥0 e
−itHε,σdres/εψ(x)ΩF = −iε
∫ t
0
ds ei(s−t)hˆ
ε
0/εh2,ODe
−ishˆε0/εψ(x)ΩF =
= − ε√
2
N∑
j=1
ej
mj
∫ t
0
ds ei(s−t)hˆ
ε
p/εei(s−t)|k|/ε∇xjVϕ coul ·
ivxj ,σ(k, λ)
|k| e
−ishˆεp/εψ(x)
= − iε√
2
ϕˆσ(ε)(k)
|k|3/2 eλ(k) ·
N∑
j=1
ej
mj
∫ t
0
ds ei(s−t)|k|/εei(s−t)hˆ
ε
p/ε(e−ik·xj − 1)
·∇xjVϕ coule−ishˆ
ε
p/εψ(x)
− iε√
2
ϕˆσ(ε)(k)
|k|3/2 eλ(k) ·
N∑
j=1
ej
mj
∫ t
0
ds ei(s−t)|k|/εei(s−t)hˆ
ε
p/ε∇xjVϕ coule−ishˆ
ε
p/ε
·ψ(x)
= − iε√
2
ϕˆσ(ε)(k)
|k|3/2 eλ(k) ·
N∑
j=1
ej
mj
∫ t
0
ds ei(s−t)|k|/εei(s−t)hˆ
ε
p/ε(e−ik·xj − 1)
·∇xjVϕ coule−ishˆ
ε
p/εψ(x)
− e−ithˆε0 iε√
2
ϕˆσ(ε)(k)
|k|3/2 eλ(k) ·
∫ t
0
ds ei(s−t)|k|/εOpWε
( N∑
j=1
ej
mj
x¨clj (s; x, p)
)
ψ(x)
+O(ε2|t|)L(H )‖ψ‖L2(R3n) ,
where we have used Egorov’s theorem to approximate eishˆ
ε
p/ε∇xjVϕ coule−ishˆ
ε
p/ε
(see, e. g., [Ro]).
To end the proof of the first statement we have to show that the norm of
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the first term is small. For the jth term in the sum we get
‖· · ·‖2H ≤ ε2
e2j
m2j
∑
spin
∫
dx
∫
dk
|ϕˆσ(ε)(k)|2
|k|3
∣∣∣∣
∫ t
0
ds eis|k|/εeishˆ
ε
p/ε(eik·xj − 1)·
·∇xjVϕ coul(x)e−ishˆ
ε
p/εψ(x)
∣∣∣∣
2
= ε2
e2j
m2j
∑
spin
∫
dx
∫
dk
|ϕˆσ(ε)(εk)|2
|k|3
∣∣∣∣
∫ t
0
ds eis|k|eishˆ
ε
p/ε(eiεk·xj − 1) ·
·∇xjVϕ coul(x)e−ishˆ
ε
p/εψ(x)
∣∣∣∣
2
≤ ε2|t| e
2
j
m2j
∫
dk
|ϕˆσ(ε)(εk)|2
|k|3
∫ t
0
ds
∥∥∥∥(eiεk·xj − 1)∇xjVϕ coul(x)e−ishˆεp/εψ(x)
∥∥∥∥
2
Hp
≤ Cε4|t|
∫ Λ/ε
σ(ε)/ε
d|k| 1|k|
∫ t
0
ds
∥∥∥∥xj∇xjVϕ coul(x)e−ishˆεp/εψ(x)
∥∥∥∥
2
Hp
= Cε4|t| log
(
Λ
σ(ε)
)∫ t
0
ds
∥∥∥∥xj∇xjVϕ coul(x)e−ishˆεp/εψ(x)
∥∥∥∥
2
Hp
.
For the second statement we have
(1− P ε0 )e−
i
ε
tHεP ε0χ(H
ε)Ψ = (1− P ε0 )(e−
i
ε
tHε − e− iε tHε,σ)P ε0χ(Hε)Ψ+
+ (1− P ε0 )e−
i
ε
tHεP ε0 [χ(H
ε)− χ(Hε,σ)]Ψ + (1− P ε0 )e−
i
ε
tHε,σP ε0χ(H
ε,σ)Ψ =
= O(σ(ε)1/2|t|‖Ψ‖H )+ U ∗Q⊥0 e−itHε,σdres/εψ(x)ΩFU =
= Q⊥0 e
−itHε,σdres/εψ(x)ΩF +O
(
ε2 log σ(ε)−1‖Ψ‖H
)
+O(σ(ε)|t|‖Ψ‖H ) ,
with
ψ(x) :=< ΩF, χ(hˆ
ε
0)Ψ >F ∈ Hp .
Remark 5. Denoting by
Tt(k) := Op
W
ε
(∫ t
0
ds ei(s−t)k
N∑
j=1
ej
mj
x¨clj (s; x, p)
)
,
the operator acting on Hp which appears in (100), the norm squared of the
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leading part of the radiated piece is
ε2
2
∑
spin
∑
λ=1,2
∫
dx
∫
dk
|ϕˆσ(ε)(k)|2
|k|3 |eλ(k) · Tt(|k|/ε)ψ(x)|
2 =
=
4
3
πε2
∫
d|k| |ϕˆσ(ε)(|k|)|
2
|k| ‖Tt(|k|/ε)ψ‖
2
Hp⊗C3 =
=
ε2
6π2
∫ Λε−1
σ(ε)ε−1
d|k| 1|k|‖Tt(|k|)ψ‖
2
Hp⊗C3
≥
≥ ε
2
6π2
∫ a
σ(ε)ε−1
d|k| 1|k|‖Tt(|k|)ψ‖
2
Hp⊗C3
,
where a > 0 can be chosen arbitrarily small.
The symbol of Tt(k) is an ε-independent function, which for k = 0 is
different from the null function
∫ t
0
ds
N∑
j=1
ej
mj
x¨clj (s; x, p) =
N∑
j=1
ej
mj
[x˙clj (t; x, p)− pj],
so Tt(0) is different from the zero operator. We expect therefore that for a
generic state ψ
inf
0<|k|<a
‖Tt(|k|)ψ‖Hp⊗C3 > 0 .
In this case one gets as lower bound for the norm of the radiated piece
inf
0<|k|<a
‖Tt(|k|)ψ‖Hp⊗C3
ε√
6π
(∫ a
σ(ε)ε−1
d|k| 1|k|
)1/2
= O(ε√log(εσ(ε)−1)),
which is almost of the same order as the upper bound.
Remark 6. The radiated energy, defined in equation (33), can be written at
the leading order as
Erad(t) ∼= 〈Q⊥0 e−itH
ε,σ
dres/εψ(x)ΩF, HfQ
⊥
0 e
−itHε,σdres/εψ(x)ΩF〉,
where ψ is defined in (31). Using the expression for the radiated piece we
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get
Erad(t) ∼=ε
2
2
∑
spin
∑
λ=1,2
∫
dx
∫
dk
|ϕˆσ(ε)(k)|2
|k|2 |eλ(k) · Tt(|k|/ε)ψ(x)|
2 =
=
4
3
πε2
∫
d|k||ϕˆσ(ε)(|k|)|2‖Tt(|k|/εψ(x)‖2Hp⊗C3 =
∼= 4
3
πε2
∫
d|k||ϕˆ(|k|)|2
∫ t
0
ds
∫ t
0
ds′ e
i
ε
(s−s′)|k|·
·
N∑
j,l=1
ejel
mjml
〈ψ(x),OpWε
(
x¨clj (s
′) · x¨cll (s)
)
ψ(x)〉Hp =
=
ε2
6π2
∫ t
0
ds
∫ t
0
ds′
ε
i(s− s′)(e
i
ε
(s−s′)Λ − 1)·
· 〈ψ(x),OpWε (D¨(s′) · D¨(s))ψ(x)〉Hp ,
where we have used the product formula for pseudodifferential operators (see,
e. g., [Ro]) and defined
D(s; x, p) :=
N∑
j=1
ej
mj
xclj (s; x, p) .
The radiated power is then
Prad(t) =
d
dt
Erad(t) ∼= ε
3
3π2
∫ t
0
ds
sin[(t− s)Λ/ε]
t− s 〈ψ,Op
W
ε
(
D¨(s′) · D¨(s))ψ〉Hp
ε→0∼= ε
3
3π2
〈ψ,OpWε
(|D¨(t)|2)ψ〉Hp .
Corollary 4. Let
ω(t) := e−itH
ε,σ
dres/εω0e
itHε,σdres/ε,
where ω0 ∈ I1(QM χ˜(Hε,σdres)H ), the Banach space of trace class operators on
QM χ˜(H
ε,σ
dres)H , and let ωp be the partial trace over the field states
ωp(t) := TrF ω(t),
then
ωp(t) = e
−itH
(2)
D,p/εωp(0)e
itH
(2)
D,p/ε +
+O(ε3/2|t|)I1(Hp)(1− δM0) +O
(
ε2
√
log(σ(ε)−1)(|t|+ |t|2))
I1(Hp)
,
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where
H
(2)
D,p :=
N∑
j=1
1
2mj
pˆ2j + Vϕ coul+
− ε2
N∑
l,j=1
ejel
mjml
∫
R3
dk
|ϕˆ(k)|2
2|k|2 e
ik·xj pˆj · (1− κ⊗ κ)pˆle−ik·xl .
and I1(Hp) denotes the space of trace class operators on Hp.
Proof. The proof follows from the following three facts:
1. the term of order ε in equation (93) is off-diagonal with respect to the
QM ;
2. the diagonal Hamiltonian H
(2)
D , defined in (94), is equal to H
(2)
D,p ⊗ 1+
1⊗Hf , so we have that
trF
(
e−itH
(2)
D /εω0e
itH
(2)
D /ε
)
= e−itH
(2)
D,p/εtrF (ω0)e
itH
(2)
D,p/ε ;
3. the following well known inequality,which holds for any Hilbert space
H :
‖AB‖I1(H ) ≤ ‖A‖I1(H ) · ‖B‖L(H ) .
Theorem 6. Let S be an observable for the particles, S ∈ L(Hp), and
ω ∈ I1(P εMχ(Hε)H ) a density matrix for a mixed dressed state with M free
photons whose time evolution is defined by
ω(t) := e−itH
ε/εωeitH
ε/ε, (102)
then
TrH
(
(S ⊗ 1F )ω(t)
)
= TrHp
(
Se−itH
(2)
D,pTrF (ω)e
itH
(2)
D,p
)
+
+O(ε3/2|t|)(1− δM0) +O
(
ε2
√
log(σ(ε)−1)(|t|+ |t|2)).
(103)
Proof. First of all we observe that, using proposition 3 and lemma 1, we have
TrH
((
S ⊗ 1F
)
ω(t)
)
= TrH
((
S ⊗ 1F
)
e−itH
ε,σ/εωσ(ε)·
· eitHε,σ/ε
)
+O(σ(ε)1/2) ,
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where ωσ(ε) ∈ I1(P εMχ(Hε,σ)H ). By the definition of the dressed Hamilto-
nian and the cyclicity of the trace we have then at the leading order
TrH
((
S ⊗ 1F
)
ω(t)
)
≃
≃ TrH
(
U
(
S ⊗ 1F
)
U
∗e−itH
ε,σ
dres/εU ωσ(ε)U
∗eitH
ε,σ
dres/ε
)
.
The transformed observable, using the definition of U and lemma 5, is given
by
U
(
S ⊗ 1F
)
U
∗ =S ⊗ 1F + εχ(hˆε0)UL1,σ
(
S ⊗ 1F
)
+
+ ε
(
1− χ(hˆε0)
)
UL1,σχ(hˆ
ε
0)
(
S ⊗ 1F
)
+
− ε(S ⊗ 1F)χ(hˆε0)UL1,σ+
− ε(S ⊗ 1F)(1− χ(hˆε0))UL1,σχ(hˆε0)+
+O(ε2 log(σ−1)) .
All the terms of order ε in the previous expression are off-diagonal with
respect to the QMs, and the same holds for the term of order ε in (93).
Therefore, they all vanish when we calculate the trace. Using point 2 and 3
of last corollary we get then (103) with
U ωσ(ε)U
∗
instead of ω.
Using again lemma 1 and the fact that the terms of order ε in the expan-
sion of U are off-diagonal we can in the end replace U by the identity and
ωσ(ε) by ω.
A The limit c→∞
In this appendix we sketch the proof of theorem 1. The reader can find
additional discussions in [Da1] and ([Sp], chapter 17 and section 20.2).
As remarked in the introduction, see equations (9)-(12), the limit c →
∞ has the form of a weak coupling limit, in which the weak interaction
is observed over the long time scale τ = c2t. The corresponding physical
interpretation is that the small system made up of the particles interacts
with an environment (the quantized field) which is traced out to analyze the
dynamics of the small system only.
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The mathematical framework, as explained in [Da1], whose notation is
employed in this appendix, considers the Banach space
B := I1(H ),
the space of trace class operators on H with the corresponding trace norm.
B contains the convex subset of positive operators of trace one, which
are the mixed states of the composite system particles plus field (density
matrices).
The Hamiltonian Hλ defines on B what in semigroup theory is called an
“implemented semigroup”1 ([Al] and references therein) via the usual formula
for the Schro¨dinger evolution of the states
V λt (̺) := e
−itHλ̺e+itHλ .
Contrary to what in general can happen for an implemented semigroup, V λt
is strongly continuous on B ([Mo], theorem 2) and can therefore be written
as
V λt = e
−itLλ ,
where Lλ is the generator of V
λ
t , called the (total) Liouvillean.
In the same way we define
Ut(̺) := e
−itHf̺e+itHf , Ut = e
−itLf ,
T λt (̺) := e
−it(Hf+λ
2/3Hp)̺e+it(Hf+λ
2/3Hp), T λt = e
−it(Lf+λ
2/3
Lp).
and the Liouvilleans L1 and L4/3 associated to the interaction Hamiltonians
h1 and h4/3.
If the Hamiltonian H which implements the group is a bounded operator,
the corresponding Liouvillean L is also bounded and given by
L(̺) = [H, ̺], ∀̺ ∈ B .
When H is unbounded a little more care is needed, because L will be also
unbounded and defined only on a suitable dense domain (see, e. g., [PrTi]).
One is interested in studying the dynamics of the particles in the limit
λ→ 0, given that at time t = 0 the field is in the reference state ωR ∈ I1(F ),
which is invariant under the free dynamics Ut. Under these conditions a
natural choice is ωR = Q0, the projector on the Fock vacuum. Contrary to
what happens for the limit ε→ 0, it is not possible here to look at the case
M 6= 0, because there does not exist any density matrix in QMF which
commutes with Hf .
1In this case an implemented group of isometries.
42
To implement these ideas mathematically one defines a projection on the
particles states,
PE,L0 (̺) := χ(−∞,E)(H
1/2
p )TrF (Q≤L̺Q≤L)χ(−∞,E)(H
1/2
p )⊗ ωR,
where χ is the characteristic function of the interval indicated and L is a
fixed integer greater than 2.
Lemma. PE,L0 is a projection of norm 1.
In the following we denote for simplicity PE,L0 simply by P0. Moreover we
put P1 := 1− P0 and, given an operator A, we denote by A(ij) := PiAPj .
The dynamics of the particles are given then by
W λt := P0V
λ
t P0 .
We apply now a standard procedure to get an integral equation for W λt ,
called generalized master equation (see [Da1] or, in a more general context,
[AlLe], section III.1).
We denote by Uλt the diagonal evolution
Uλt := e
−it(Lf+λL
(11)
1 +λ
4/3L
(11)
4/3
)
.
Applying Duhamel Formula and noting that L
(00)
1 = L
(00)
4/3 = 0, one gets
V λt = U
λ
t + λ
∫ t
0
dsUλt−s(L
(01)
1 + L
(10)
1 )V
λ
s + λ
4/3
∫ t
0
dsUλt−s(L
(01)
4/3 + L
(10)
4/3 )V
λ
s .
Then
W λt = P0U
λ
t + λ
∫ t
0
dsUλt−sL
(01)
1 P1V
λ
s P0 + λ
4/3
∫ t
0
dsUλt−sL
(01)
4/3 P1V
λ
s P0,
and
P1V
λ
t P0 = λ
∫ t
0
dsUλt−sL
(10)
1 P0V
λ
s P0 + λ
4/3
∫ t
0
dsUλt−sL
(10)
4/3 P0V
λ
s P0.
Putting Xλt := P0U
λ
t , and introducing the new variables τ = λ
2t and
σ = λ2u we get then
W λλ−2τ = X
λ
λ−2τ +
∫ τ
0
dσXλλ−2(τ−σ)K1,1(λ, τ − σ)W λλ−2σ+
+ λ1/3
∫ τ
0
dσXλλ−2(τ−σ)[K1,4/3(λ, τ − σ) +K4/3,1(λ, τ − σ)]W λλ−2σ+
+ λ2/3
∫ τ
0
dσXλλ−2(τ−σ)K4/3,4/3(λ, τ − σ)W λλ−2σ,
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where
Ki,j(λ, τ) :=
∫ λ−2τ
0
dxXλ−xL
(01)
i U
λ
x L
(10)
j , i, j = 1, 4/3 .
One can show that, when λ→ 0, Ki,j(λ, τ) converges to
Ki,j :=
∫ ∞
0
dx L
(01)
i UxL
(10)
j ,
so that
W λλ−2τ − W˜ λλ−2τ → 0,
where
W˜ λt := e
−i(λ2/3L
(00)
p +λ2K1,1)t .
Spelling out the terms in K1,1 and formulating the result in H instead
of expressing it in B one gets theorem 1.
Acknowledgments
I am grateful to Stefan Teufel for numerous valuable discussions and remarks
concerning this work and I thank the Deutsche Forschungsgemeinschaft (Ger-
man Research Foundation) for financial support.
References
[Al] J. Alber. On implemented semigroups, Semigroup Forum 63, 371–386
(2001).
[AlLe] R. Alicki and K. Lendi. Quantum Dynamical Semigroups and Appli-
cations, Lecture Notes in Physics 286, Springer (1987).
[BFS] V. Bach, J. Fro¨hlich and I. M. Sigal. Spectral Analysis for Systems of
Atoms and Molecules Coupled to the Quantized Radiation Field, Com-
mun. Math. Phys. 207, 249–290 (1999).
[Ch] T. Chen. Operator-Theoretic Infrared Renormalization and Construc-
tion of Dressed 1-Particle States in Non-Relativistic QED, arXiv:
math-ph/0108021v1 (2001).
[Da1] E. B. Davies. Markovian Master Equations. II, Math. Ann. 219, 147–
158 (1976).
44
[Da2] E. B. Davies. Particle-boson interactions and the weak coupling limit,
J. Math. Phys. 20, 345–351 (1978).
[DeDe] J. Derezin´ski and W. De Roeck. Extended Weak Coupling Limit for
Pauli-Fierz Operators, arXiv: math-ph/0610054v2 (2007).
[DeGe] J. Derezin´ski and C. Gerard. Asymptotic Completeness in Quantum
Field Theory. Massive Pauli-Fierz Hamiltonians, Rev. Math. Phys. 11,
383–450 (1999).
[DiSj] M. Dimassi and J. Sjo¨strand. Spectral Asymptotics in the Semi-
Classical Limit, London Mathematical Society Lecture Note Series 268,
Cambridge University Press (1999).
[Fr] J. Fro¨hlich. On the infrared problem in a model of scalar electrons and
massless scalar bosons, Ann. Ist. H. Poincare´ 19, 1–103 (1973).
[FGS] J. Fro¨hlich, M. Griesemer and I. M. Sigal. Mourre Estimate and Spec-
tral Theory for the Standard Model of Non-Relativistic QED, arXiv:
math-ph/0611013v1 (2006).
[GLL] M. Griesemer, E. Lieb and M. Loss. Ground States in Non-Relativistic
Quantum Electrodynamics, Invent. Math. 145 557–595 (2001).
[Hi] F. Hiroshima. Self-Adjointness of the Pauli-Fierz Hamiltonian for Ar-
bitrary Values of Coupling Constants, Ann. Henri Poincare´ 3, 171–201
(2002).
[Ja] J. D. Jackson. Classical electrodynamics, 3rd edition, Wiley (1999).
[KuSp1] M. Kunze and H. Spohn. Slow Motion of Charges Interacting
through the Maxwell Field, Comm. Math. Phys. 212, 437–467 (2000).
[KuSp2] M. Kunze and H. Spohn. Post-Coulombian Dynamics at Order c
−3,
J. Nonlinear Sci. 11, 321–396 (2001).
[LaLi] L. D. Landau and E. M. Lifshitz. The classical theory of fields, 4th
rev. English edition, Pergamon Press (1975).
[Mo] J. E. Moyal. Mean Ergodic Theorems in Quantum Mechanics, J. Math.
Phys. 10, 506–509 (1969).
[PrTi] E. Prugovecˇki and A. Tip. Semi-groups of Rank-preserving Trans-
formers on Minimal Norm Ideals in B(H ), Compositio Mathematica
30, 113–136 (1975).
45
[ReSi1] M. Reed and B. Simon. Methods of Modern Mathematical Physics.
I:Functional Analysis, Academic Press (1972).
[ReSi2] M. Reed and B. Simon. Methods of Modern Mathematical Physics.
II: Fourier Analysis, Self-Adjointness, Academic Press (1975).
[Ro] D. Robert. Autour de l’Approximation Semi-Classique, Progress in
Mathematics 68, Birkha¨user (1987).
[Sp] H. Spohn. Dynamics of charged particles and their radiation field, Cam-
bridge University Press (2004).
[TeTe] L. Tenuta and S. Teufel. Effective dynamics for particles coupled to a
quantized scalar field, arXiv: math-ph:/0702067v2 (2007).
[Te] S. Teufel. Adiabatic Perturbation Theory in Quantum Dynamics, Lec-
ture Notes in Mathematics 1821, Springer (2003).
46
